ABSTRACT Fringe projection profilometry (FPP) is a popular optical 3-D imaging approach, in which the images of deformed fringe patterns are analyzed to extract object surfaces (i.e., height maps of object surfaces). As an object surface normally does not change independently, height correlations of an object surface can be used to denoise and improve the measurement performance of the FPP. This paper investigates the issue of exploiting height correlations in FPP fringe pattern analysis. The challenge lies in that height correlations are unknown and they are different from object to object. In addition, the problem of interest is normally in a large scale. In this paper, we use autoregressive (AR) models with unknown parameters to model the unknown height correlations and formulate the FPP analysis problem (with height correlations exploited) under the framework of expectation maximization (EM). With EM, the unknown AR model parameters are determined based on observations, and the estimates of the heights with their correlations exploited can also be extracted. To deal with the large-scale problem, a message passingbased implementation of the formulated EM problem is studied and the relevant message updating rules are developed. The proposed approach has a linear complexity and it allows parallel processing due to the nature of message passing. Simulation and experimental results demonstrate a significant performance improvement by the proposed approach.
I. INTRODUCTION
Fringe pattern profilometry (FPP) is one of the most popular non-contact approaches to 3D imaging, which has found a variety of applications in medical imaging, computer vision, manufacturing inspection, reverse engineering, etc [1] - [4] . FPP is used to obtain a height map for the measured object surface h x,y as a function of the position (x, y) in a Cartesian coordinate system. In FPP, a structured spatially varying light intensity pattern is projected onto the measured object surface, and the geometric shape of the surface deforms the projected fringe pattern which is acquired by an image sensor, e.g., a camera. The 3D surface profile {h x,y } can be extracted from the images of distorted fringe patterns by various fringe pattern analysis methods such as Fourier transform profilometry [10] - [12] , phase shifting profilometry (PSP) [22] - [25] , spatial phase detection [13] , phase locked loop [14] , triangular-pattern phase shifting method [5] , [6] , and spatial shift estimation (SSE) [15] . As an object surface normally does not change independently, height correlations can be exploited to mitigate the impact of noise and improve the measurement performance. However, height correlations were not exploited in the above FPP analysis techniques. A popular approach for FPP denoising is post-filtering [27] , e.g., the well-known bilateral filtering [9] . However, it may be difficult to determine the values of the parameter involved to maximize the filtering performance (e.g., one needs to tune the range parameter and spatial parameter in a bilateral filter) and the optimal values of the parameters may depend on the surface of the object to be measured.
This work investigates the issue of FPP analysis with height correlations exploited. To model the correlations, we treat the unknown heights of the measured object surface {h x,y } as Gaussian random variables. The challenge lies in that the correlations are unknown, and they are different from object to object. It may not be preferred to pre-determine the correlation subjectively as improper correlations may degrade the performance because wrong a priori information is imposed. In this work, we model the unknown correlations by using autoregressive (AR) models with unknown model parameters. In particular, the first order AR model is used simply because it requires the minimum number of model parameters. The problem involves two types of variables: the unknown deterministic AR model coefficients and the Gaussian random variables {h x,y }. We formulate the FPP analysis problem under the framework of Expectation Maximization (EM) [21] , where {h x,y } are treated as latent variables. EM algorithm provides approximate maximum likelihood estimates of the unknown AR model coefficients, so that the correlations among {h x,y } can be determined based on the observations, rather than pre-determined subjectively. It is noted that estimates of {h x,y } can be extracted from EM with the estimated height correlations exploited. As the problem of interest is normally in a large scale, e.g., for 1000×1000 images captured by the camera in an FPP system, the number of Gaussian variables {h x,y } is as large as 10 6 , and the number of unknown first order AR model coefficients is as large as 4 × 10 3 , efficient estimation method has to be developed under the framework of EM. We use the message passing techniques [16] - [20] to implement the EM approach, and efficient 2D message passing-based EM algorithm is developed to solve the large scale FPP analysis problem. The proposed approach has a linear complexity. In addition, it allows parallel processing due to the nature of the message passing. Both simulation and experimental results demonstrate that significant performance gains can be achieved by exploiting the unknown correlations. As shown by the simulation results, the proposed approach can achieve a performance gain of several hundred times compared to conventional PSP techniques. The proposed approach achieves considerable performance improvement, compared to the bilateral filter whose parameters are even carefully tuned with the aid of ground truth. This paper is organized as follows. In Section II, a brief introduction to the conventional FPP techniques is provided. In Section III, FPP exploiting the unknown height correlations are formulated under the EM framework, and in Section IV, the EM approach is implemented with the message passing techniques. Simulation and experimental results are provided in Section V to demonstrate the performance gain by exploiting the unknown height correlations. Finally, this paper is summarized in Section VI.
Notations: Bold lowercase letters are used to denote column vectors, and lowercase letters are used to denote scalars. N (x : m, v) denotes a Gaussian probability density function of x with m as mean and v as variance. We use m x and v x to represent the mean and variance of a random variable x, respectively. The notation ∝ is used to equality of functions up to a scalar factor. 
II. CONVENTIONAL FRINGE PROJECTION PROFILOMETRY
A typical FPP system is shown in Fig. 1 , which consists of a projector, a camera and a reference plane. The projector is used to project fringe patterns and the camera is used to record the fringe images. Projecting fringe patterns onto the object surface produces deformed fringe pattern modulated by the shape of the object. Hence, the heights of the object surface can be extracted by analyzing the deformed fringe patterns and the original fringe patterns. In this section, we only give a brief introduction to two analysis techniques: SSE and PSP.
We use s x,y and d x,y to denote the intensity of the projected and deformed fringe pattern at coordinate (x, y), respectively. As shown in Fig. 1 , the intensity of the fringe pattern does not change along the y-axis, and hence we can only consider a cross section of the object surface for any given y. Assume that the coordinate of A in Fig. 1 is (x, y) , and the distance between A and B is denoted by u x,y . Hence [15] 
i.e., the intensity of the deformed fringe pattern at (x, y) equals the intensity of the original fringe pattern at (x − u x,y , y). Due to the similarity between the triangle PHC and triangle BHA, we have [15] 
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for any x, where d o and l o are respectively the distance between the camera and projector and the distance between the camera and reference plane as shown in Fig. 1 . Hence, based on s x,y and d x,y , we can estimate u x,y for each (x, y), and then obtain the height h x,y through (2). This is the socalled SSE approach in [15] .
In the above, we do not assume any particular fringe pattern s x,y . If the sinusoidal fringe pattern is used, s x,y = A + Acos(2π f o x) where A is the amplitude and f o is the spatial frequency of the projected fringe pattern. Hence, the deformed fringe pattern can be represented as
where
From (2) and (4), we have
which means that we can first measure the phase difference φ x,y and then compute h x,y with (5) 
are projected, and we have K original fringe patterns
The phase difference can be calculated as [22] 
where phaseunwrap(·) represents the operation of phase unwrapping [1] ,
x,y sin(
x,y cos(
and
As we can see, in the conventional FPP techniques, the heights {h x,y } are estimated independently, e.g., through (2) in SSE and (5) In this work, we treat the object surface heights {h x,y } as random Gaussian variables. Assume that the size of the images captured by the camera is M × N , i.e., x = 1, 2, . . . , M and y = 1, 2, . . . , N . We simply use two decoupled first order AR models to model the correlations among {h x,y } along x-axis and y-axis, respectively. We will show that, even with such a simple model, dramatic performance gain can be achieved. The use of more sophisticated models is left to be investigated in future work. So, we have
where the model noises {ν x,y , y = 1, 2, . . . N } for each x and {ϑ x,y , x = 1, 2, . . . M } for each y are independent stationary Gaussian random processes with mean 0 and variance 1, and the AR parameters {α
Equations (10) and (11) characterize the correlation between h x,y and h x,y+1 and the correlation between h x,y and h x+1,y , respectively, and the strength of their correlations depends on the values of the AR parameters.
2) MEASUREMENT MODELING
In practice, there will be measurement noise involved during the process of fringe pattern capturing by the camera (i.e., in measuring {d x,y , s x,y }). In SSE, with the measurement noise considered, we can have the following model from (2)
where n x,y represent the noise in determining u x,y and
is a non-linear function. In PSP, with the measurement noise considered, we can have the following model from (5)
where we abuse the use of the notation g(h x,y ) and it is given
which is again a nonlinear function. The measurement equations (12) and (13) can be unified into the following one
Even the noise during the capturing process is Gaussian, the distributions of {n x,y } are very complicated due to the nonlinear operations in the FPP techniques (see eqns. (7)- (9)).
In this work, we simply assume that they are independent and Gaussian distributed. As shown by both simulations and experiments, the proposed approach works well with this assumption.
The task is to estimate h = {h x,y } with the measurements w = {w x,y }, and the AR models (10) and (11). The challenges are that the AR model parameters θ = {α x , α y , ε x , ε y } are unknown, and that the problem of interest is in a large scale as M and N can be hundreds even thousands. What's more, g(h x,y ) is a non-linear function of h x,y .
B. FRINGE PATTERN ANALYSIS WITH EXPECTATION MAXIMIZATION
The challenge of exploiting the correlations is that the model coefficients θ are unavailable. Pre-determining the unknown model coefficients subjectively is unwise as an improper model will degrade the performance. A better way is to estimate the unknown model coefficients based on the measurements. Therefore, we have the following maximum likelihood (ML) estimation problem
As the probability density function p(w|θ ) is not available. The above problem is reformulated aŝ
where p(w|h) pertains to the measurement equation (14), and p(h|θ ) admits the AR models (10) and (11). The above is a typical problem of unknown parameter estimation with latent variables, and can be solved under the EM framework. The EM approach solves this problem iteratively, and each iteration, e.g., the pth iteration, involves the following two steps:
where E[·] denotes the expectation operation with respect to the latent variable h, and log(·) represents the logarithm operation.
Keep in mind that we aim to obtain the estimates of {h x,y } instead of the model coefficients. It is worth mentioning that, although the EM approach is used to obtain the estimate of θ , the expectation step also produces the distribution p(h x,y |w,θ ), which can be used to extract the estimate of h x,y in the final iteration, whereθ is the estimate of θ.
The problem we are considering is in a large scale as it involves a large number of variables and parameters {h x,y , α x , α y , ε x , ε y , x = 1, 2, . . . M , y = 1, 2, . . . N .} where M and N can be large. In the next section, we will use message passing techniques to address this problem, and develop the relevant message updating rules.
IV. MESSAGE PASSING BASED EXPECTATION MAXIMIZATION FOR FRINGE PATTERN ANALYSIS
We assume that readers have basic knowledge of message passing and factor graph (interesting readers may refer to [16] - [20] for in-depth reading on factor graphs and sumproduct message passing). It has been recently shown that the EM algorithm may be fully described as message passing in factor graphs [19] , [20] , where the expectation step generates the so-called EM messages to be used in the maximization step. The EM message may be computed using a general local computation rule, and the local expectations involved in the EM message computation may be obtained with the sumproduct message passing [19] . With the EM message from the expectation step, the maximization step may be implemented using the max-product message passing. In this paper, we employ the Forney style factor graph, where edges represent variables and nodes represent local functions [17] .
A. FACTOR GRAPH REPRESENTATION
According to (10) , (11) and (14), the joint distribution p(w, h|θ ) can be factorized as
Define
A Forney style factor representation of the system (18) is shown in Fig. 2 , where boxes represent local functions and edges represent variables. The notation ''='' in the graph represents the hard equality constraint, and is used to ''clone'' a variable to get its multiple copies as the variable is involved VOLUME 4, 2016 FIGURE 2. A Forney style factor graph representation of the system described by (18) .
in more than two local factors. For instance, the variable h x,y is involved in 5 local functions Q x,y+1 , Q x,y , L x,y , G x,y , and G x+1,y . Note that, in Forney style factor graph, a variable is represented by an edge which can be connected to at most two local factors. So, the equality constraint can be used to generate four extra copies h a x,y , h b x,y , h c x,y , and h d x,y for h x,y (see Fig. 3 . They are not shown in Fig. 2 to keep the figure  clear) . So the equality represents the constraint (25) and it can be written as the following function
where δ(·) denotes the Dirac delta.
To implement the EM approach with message passing, we divided the factor graph into two sub-graphs: E-Step factor graph constructed by solid edges and boxes and M-Step factor graph constructed by dashed boxes and edges. The E-Step and M-Step of the EM can be implemented with message passing in the E-Step factor graph and M-Step factor graph, which are detailed in the following. We use arrows to represent the directions of message passing: ''→'' represents that the messages are passed from left to right, from top to bottom, or from top left to bottom right, and ''←'' represents that the messages are passed from right to left, from bottom to top, or from bottom right to top left. For instance, we use − → µ h x ,y to represent the message passing along the edge h x,y from left to right, which is a function of h x,y .
B. MESSAGE PASSING IN E-STEP FACTOR GRAPH
With the estimates of the unknown parameters in the last EM iterationθ = {α x ,α y ,ε x ,ε y } plugged into the local factors, sum-product message passing is carried out in the E-Step factor graph to compute the local incoming messages for the local factors {G x,y , Q x,y } which involve the unknown parameters {α x ,α y ,ε x ,ε y }. Having an examination of the factor graph in Fig. 2 , we can find that the E-Step graph can be constructed with the basic building block shown in Fig. 3 . The message passing in the E-Step factor graph can be readily implemented provided that the message updating rules within the basic building block are available. In this section, the message updating rules for the basic building block are developed.
1) MESSAGE UPDATING AT NON-LINEAR LOCAL FUNCTION L x,y
As we know, for a graph consisting of only Gaussian variables and linear local functions, all messages passed in the graph will be Gaussian, and the messages can be fully characterized by the relevant means and variances, which can greatly simplify the message computations. We can see that for the 
E-
Step graph in our case, except the local function L x,y which involves a non-linear function g(·), it consists of Gaussian random variables and linear operations. The non-linear function will destroy the Gaussianility of the message passing in the graph. To remain the desired Gaussianility, we linearize the non-linear function, so that all messages passed in the E-Step graph will be Gaussian.
As 
Note that, different FPP techniques have different g(·) (see (12) and (13) for SSE and PSP). In the first EM iteration, − → µ h a x,y may not be available. In this case, g h x,y can be linearized at h x,y = 0. ) in Fig. 3 . According to the sum-product rule, the outgoing message is Gaussian, i.e., 
Similarly, we can compute other outgoing messages from the equality local function which are omitted here.
3) MESSAGE UPDATING AT LOCAL FUNCTION Q x,y +1
At this local function, we need to consider message updating in both forward and backward directions. In forward direction, the outgoing message − → µ h c
can be calculated with 
In the backward direction, based on the incoming message
, the outgoing message ← − µ h x,y can be calculated as 
4) MESSAGE UPDATING AT LOCAL FUNCTION G x+1,y
Similar to the message computations at local function Q x,y+1 , we can calculate the outgoing messages at local function G x+1,y with α y =α y and ε y =ε y . The details are omitted.
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C. COMPUTATION OF EM MESSAGES AND MESSAGE PASSING IN M-STEP FACTOR GRAPH
After the message passing in the E-Step graph, all incoming messages for the local functions {Q x,y , G x,y } are available. The EM messages of the unknown parameters need to be computed, which will be passed to the M-Step factor graph. Next, we take the local function Q x,y+1 as example to show the computations of the EM messages about α x and ε x . The EM message computations at other local functions such as Q x,y are similar.
Assuming that the incoming messages
) are available for Q x,y+1 , we compute the EM messages for α x and ε x based on their estimatesα x andε x from the last EM iteration. We decouple the EM message computations for α x and ε x . According to [20, rule III], the EM message for α x (which is denoted by ← − µ α
where the superscript (y + 1) of α x is used to represent that the EM message is computed from local function Q x,y+1 ) at local function Q x,y+1 is still Gaussian, which can be computed as
with
According to [20, rule II], the EM message for ε x at local function Q x,y+1 can be computed as 
Similarly, we can compute the EM messages at all local functions {Q x,y , G x,y }. As shown in Fig. 2 , the M-Step factor graph for each row or column is not connected to other rows or columns. So the message passing for the rows and columns in the M-Step factor graph can be carried out independently. Take row-x as example. The M-Step only involves equality functions, so the estimates of α x and ε x can be represented aŝ
Similarly,α new y andε new y can be computed for each column y. These estimates will be used in the next EM iteration.
D. FINAL ESTIMATE OF h x,y
In the last iteration, the final estimation of each h x,y can be computed based on the messages
. By combining the messages from the forward and backward directions, the final estimate of h x,y which is the mean of the combined message, can be represented aŝ
E. MESSAGE PASSING SCHEDULE AND COMPLEXITY
As the factor graph shown in Fig. 2 are loopy, a variety of message passing schedules can be designed, e.g, fully parallel (flooding) schedule and forward-backward-up-down schedules. A message passing schedule used in our simulations and experiments is described as follows. Swipe from left to right along the rows sequentially and then swipe from top to bottom along each column sequentially. Repeat the process for A times. In the swipe of each row or column, E EM iterations are used. It can be seen from Section IV.B to Section IV.D that all the computations involved in the approach are scalar operations. The complexity of the approach with such a schedule is O(AEMN ). It is found that the convergence of the approach is fast and the the values of A and E can be small, e.g., in our simulations and experiments, A = 5 and E = 2.
V. SIMULATIONS AND EXPERIMENTS
In this Section, simulation and experimental results are provided to demonstrated the performance of the proposed approach. The approach can be combined with different FPP analysis techniques. In this Section, we only take the popular PSP technique as examples.
A. SIMULATION RESULTS
To examine the potential gain brought by exploiting the object surface height correlations, we do not assume any calibration errors. The exact object surface heights are known, which facilitates performance evaluation. For performance evaluation, we define the mean squared error (MSE) as
The captured image by the camera can be represented as c x,y = s x,y + ς x,y for reference plane and c x,y = d x,y + ς x,y for object surface, where ς x,y and ς x,y denote Gaussian noises with mean zero and variance ρ. The signal to noise ratio (SNR) is defined as
In the simulations, we set SNR = 20dB, and M = N = 1000. The spatial frequency f o = 10/meter (i.e., the spatial period of the fringe pattern is 100mm), the distance between the camera and projector d o = 2m and the distance between the camera and reference plane l o = 5m. The spatial resolution of the captured image by the camera is 1pixel/mm. The performance of bilateral filter is also provided for comparison. The parameters of the bilateral filter (spatial standard derivation and range standard derivation) are handtuned in an effort to minimize the MSE (i.e., the parameters of the bilateral filter are tuned with the use of the ground truth that is not available in a practical scenario).
Example A: We use a part of a sphere with a radius of 500mm as the object. The maximum height of the surface is set to 350mm. The reconstructed surfaces of the proposed approach with 3-Step PSP, conventional 3-Step PSP and 3-Step PSP with bilateral filtering are shown in Fig. 4 . The reconstruction errors with different approaches are shown in Fig. 5 . We can clearly see that the proposed approach with 3-Step PSP significantly outperforms the conventional 3-Step PSP and is better than bilateral filtering. The performance gain achieved by the proposed approach is remarkable: simulation results show that 
B. EXPERIMENTAL RESULTS
In this section, we provide experimental results to demonstrate the performance of the proposed approach. Two experiment systems are used: one is an ordinary FPP system in Experiment A, and the other one is a microscopic FPP system in Experiment B. Experiment A: A 3D imaging system which includes a DALSA camera (CR-GM00-H1020) and a TI projection module (DLP LightCrafter 4500 Evaluation Module) is used in this experiment. The distance between the camera and the projector d o = 0.9m and the distance between the camera and the reference plane l o = 2.5m. The spatial frequency f o = 15/meter. To enable the system to measure surfaces of moving objects, we use a short camera exposure time (20ms) and a high gain (12dB), and the number of steps of PSP is set to be 3, which result in low SNRs of the images captured by the camera. As shown in Fig 8(a) , the tested object is a plaster hand which has a complex surface and sharp changes around fingers. The reconstruction result for 10-step PSP is also given for comparison. Figs. 8(b) , (c) and (d) show the reconstructed surfaces using the propose approach with 3-step PSP, 3-step PSP and 10-step PSP, respectively. Fig. 9 shows a cross-section of the reconstructed surfaces. We can clearly see that the performance of the 3-step and 10-step PSP is rather poor due to the low SNR, and the proposed approach with 3-step PSP can effectively mitigate the noises and achieves much better performance. 
Experiment B:
In this experiment, the measurement data is acquired with a microscopic 3D imaging system, which is set up using a TI projection module (TI 0.45 WXGA DMD, resolution 1280 × 800) with a long working distance lens of 0.8× magnification serving as the projection branch, and a CMOS camera (China Daheng (Group) Co., Ltd, MER-130-30UM, resolution 1280 × 1024) with a long working distance lens of 1× magnification serving as the imaging branch. The tested object is a Chinese character engraved on a coin. Due to the local mirror reflection, the acquired data is very noisy, and the quality of the reconstructed surface is low even with 10-step PSP as shown by the result in Fig. 10(b) . The reconstructed surface using the proposed approach with 10-step PSP is shown in Fig. 10(a) and a cross-section of the reconstructed surfaces is shown in Fig. 10(c) , which again demonstrate the effective noise mitigation of the proposed approach.
VI. CONCLUSION
In this paper, we have studied how to exploit the unknown height correlations of object surface to improve the FPP measurement performance. The heights of the object surface are treated as Gaussian random variables and the correlations are modeled with first order AR models with unknown model coefficients. The problem has been put into the framework of EM where the heights are treated as latent variables. The implementation of the EM for object surface measurement with the message passing techniques has been investigate, and the message updating rules have been provided. The proposed approach has a linear complexity and both simulation and experimental results have demonstrated the significant performance improvement achieved with the proposed approach.
Possible future work includes the investigation of the use of more sophisticated models for the object surface modeling, e.g., using higher order AR models to achieve better performance for complex surfaces and using the jump regression model in [26] to better deal with the discontinuity of object surfaces. 
