Abstract An iterative algorithm is suited to reconstruct CT images from noisy or truncated projection data. However, as a disadvantage, the algorithm requires significant computational time. Although a parallel technique can be used to reduce the computational time, a large amount of communication overhead becomes an obstacle to its performance (Li et al. in J. X-Ray Sci. Technol. 13:1-10, 2005). To overcome this problem, we proposed an innovative parallel method based on the local iterative CT reconstruction algorithm (Wang et al. in Scanning 18:582-588, 1996 and IEEE Trans. Med. Imaging 15(5):657-664, 1996). The object to be reconstructed is partitioned into a number of subregions and assigned to different processing elements (PEs). Within each PE, local iterative reconstruction is performed to recover the subregion. Several numerical experiments were conducted on a high performance computing cluster. And the FORBILD head phantom (Lauritsch and Bruder http://www.imp.uni-erlangen.de/phantoms/head/head.html) was used as benchmark to measure the parallel performance. The experimental results showed that the proposed parallel algorithm significantly reduces the reconstruction time, hence achieving a high speedup and efficiency.
Introduction
In the X-ray CT reconstruction, a cross-sectional or volumetric image of a patient is reconstructed from the projection data. There are two main approaches to perform image reconstruction, analytic, and iterative methods. Analytic methods, e.g., the FDK and the Katsevich algorithms, utilize analytic formulas to reconstruct the image of the object. The iterative methods, e.g., Algebraic Reconstruction Techniques (ART) and Expectation-Maximization (EM) [5] [6] [7] [8] [9] , match the measured projection data with the calculated ones based on a currently approximated object density distribution, and subsequently make corrections according to the difference. This procedure is repeated until some predetermined error level or maximum iteration number has been reached.
As well-known iterative methods are superior to the analytic ones, if the projection data contains high noise or is incomplete [10] . A relatively high demand for computational time is the main drawback to use iterative methods. For example, it may take numerous hours to accomplish a single iteration to reconstruct a 3-D object with a moderate volume size from cone-beam projection data. Considering time constraints, analytic methods are favored in most tomography applications despite the limitations.
Several approaches have been developed to accelerate the computation of iterative methods. In the Ordered Subsets (OS) method, the projection data is divided into an ordered sequence of subsets (or blocks) and the image is updated after using only a subset, instead of compounding all of the projection data [11] [12] [13] . This approach is reported to be able to substantially reduce computational time while maintaining image quality [11] . In the parallel computing technology, a computational task is partitioned into multiple subtasks and the associated data is sent to different processors connected through a network. After the subtasks are completed, the results are assembled by a master processor to obtain the final result. Efforts have been made to investigate the parallel implementation of the iterative algorithms in past years [14] [15] [16] [17] Recently, Li et al. implemented the EM algorithm and ART algorithm using the data parallelism. For a reconstruction with a grid volume 128 3 on a 16-processors PC cluster, the obtained speedup was around 9 [1] .
Although the data parallelism can be used to reduce the computational time, a suffering remains due to a heavy overhead. A collective communication is required among participating processors to update the estimation of the intermediate image during each iteration. As a result, a speedup is tremendously reduced as the number of processors increases. Moreover, the approach induces a valid problem. When a computation is conducted on a low-speed network or the processors are distributed geographically, the parallel schemes are not promising at all. To resolve this problem, we proposed a parallel scheme via the local CT reconstruction algorithm developed by Wang et al. [2, 3] . The parallel algorithm has the merit of reconstructing a local region of interest (ROI) without synchronizing to others processing elements (PEs). Thus, the heavy communication overhead is circumvented.
In the following sections, the local iterative CT reconstruction algorithm is first outlined. Then the corresponding parallel computing scheme is presented. Next, the performances in terms of computational times, overall speed-up, and parallel efficiency are measured and presented. Finally, we discuss some relevant issues and conclude the paper. 
Local iterative CT reconstruction algorithm
As illustrated in Fig. 1 , the local iterative algorithm is initially proposed to address the CT reconstruction problem when projection data is incomplete [2] . Assuming a region of interest (ROI) is contained in a convex set C in the 2-D parallel beam case, the characteristic function M(x, y) in C can be expressed as
0, otherwise, where x and y are the Cartesian coordinates. Denoting the projection profile of M(x, y) as
where δ(t) is Dirac's delta function, one can define a parameter set
The projection profile along a localized parallel beam can be written as:
According to Wang et al. [2, 3] , the local iterative reconstruction formula is given by:
where
and
is the reprojected data based on current image estimate f k (x, y).
In the cone-beam geometry, the projection is considered as a blurred three dimensional function:
where α = (β, p, ξ) , β denotes the X-ray source rotation angle, (p, ξ ) specifies the detector position,
, are vectors for specimen, source, and detector coordinates, respectively. The associated iterative formula is:
Geometrically, P k ( X p ) is a synthesized cone beam projection based on the current estimate f k ( X p ), g k ( X p ) is the overall correction factor computed by backprojecting the ratios of measured and synthesized projections, and H 0 ( X p ) is the weight compensating for cone beam divergence. The local iterative algorithm can be considered as a generalized EM-type algorithm. If the set C further represents the whole object scanned, the algorithm is virtually identical to the conventional EM algorithm. In general, the set C is a nontrivial part of the object, and the algorithm can accurately recover high-frequency information in the set C, while faithfully providing low-frequency information outside of it.
Parallel reconstruction using iterative local CT algorithm
This section presents the strategy for reconstructing a 3-D object in parallel, by using the local iterative CT reconstruction algorithm. Conventionally, to parallelize the computation of an iterative algorithm, the projection data is first partitioned into several groups and sent to different PEs. Then each PE uses the projection data to complete the reconstruction. After each iteration, the PEs exchange the current estimation with the other PEs and continue the next iteration, until either a predetermined error is tolerated or maximum iteration is reached. The approach reconstructs images identically to the associated sequential algorithm. However, as mentioned in the introduction section, it suffers from a heavy communication overhead. Hence, the performance is compromised if a large number of processors are used.
The proposed local reconstruction algorithm allows boosting the performance by reducing heavy communication overhead. And the algorithm can reconstruct the local region of interest C with high accuracy. Therefore, one can partition a 3-D object data into multiple sub-ROIs, and assign each sub-ROI to a single PE. Within each PE, the local iterative CT reconstruction algorithm is deployed to perform concrete reconstruction by regarding the assigned sub-ROI as the set C in Wang's algorithm. Once all the PEs have accomplished their tasks, a master node assemble the sub-ROIs images collected from all PEs into the final reconstruction. In practice, to ensemble the final image, a collective communication operation "MPI_Gatherv" is used to gather the results from slave nodes in order. Finally, the master node could either save the result to disk or send it to a remote user. Figure 2 illustrates the whole flowchart.
It can be observed that unlike the conventional approaches, there is no communication among the PEs during each iteration. The reason is the reconstruction of a sub-ROI on the assigned PE is fully independent of others. The only communication time used is to collect images of all the sub-ROIs from all the PEs once. In this way, the communication overhead among processing elements (PEs) is eliminated and the parallel performance significantly increases. The approach maximizes the efficiency because a single sub-ROI result can be achieved independently while other sub-ROIs results are under computation. This property is favorable in a distributed environment. Since both the size and the position of a sub-ROI in the whole ROI influence the reconstruction time, load imbalance is a more sensitive issue than that in the conventional approaches. Without careful consideration, the parallel performance would be compromised by the load imbalance. Due to the symmetry of the scanning locus in X and Y direction, one can partition data evenly in both directions. In the primary study, we partitioned the ROI into 2 by 2 equal grids in the X-Y plane. In the Z direction, the partition is more complicated. It can be verified that the computational load on each PE is roughly proportional to the number of X-rays that intersect with the associated sub-ROI. Since the X-ray source emits a cone beam consisting of equal number X-rays at all positions on the circular scanning locus in our simulation model, partitioning evenly along the Z-direction seems to be a good choice. However, when the X-ray source starts from the bottom and ends at the top of the phantom, such as a spiral scanning locus, some of the X-rays emitted from these positions do not intersect with the phantom. Such X-rays have little contribution to the whole computation and are removed before the iteration begins. Consequently, the computation for the X-rays from these positions is less than that for other positions. Figure 3 gives an illustration of this situation. It's impossible to give a universal partitioning criterion so that the parallel computing is synchronized perfectly. Nevertheless, we could manually adjust the partitioning ratio for a much smaller group of projection data. Since the CT scanning geometry is not changed, if the load imbalance is resolved for the smaller case, then the larger cases are also settled.
Experiments
To demonstrate the feasibility of the parallel iterative local CT algorithm, numerical experiments were designed and conducted using the FORBILD head phantom [4] . The parallel algorithm was implemented on a PC cluster at Medical Imaging High Performance Computing Lab (MIHPC Lab) at the University of Iowa. The cluster has 16 nodes, each consisting of two 64-bit AMD Opteron processors with 4 GB memory. Message Passing Interface (MPI), a parallel library, was used to perform message passing (process of data communication) among the PEs. The program was written in C, and compiled by the Porland Group's c compiler. As an example, we chose the practical spiral cone beam scanning geometry in our simulation. The geometrical parameters were summarized in the Table 1 . A planar detector was used to collect the projection data. Two cases with different projection data and reconstruction matrix size were used. Table 2 gives the results of the measured computational time with respect to the number of PEs. In both cases, the computational time is significantly decreased as the number of PEs increases. To examine the performance of the proposed parallel algorithm, we computed the two standard benchmarks, speedup S p and efficiency η, which are defined as
Here n p is the number of processors, T s is the total execution time when one processor is used, and T np is the total parallel execution time when n processors are used. The speedup and efficiency were computed from the Table 1 . And the results were presented in Table 3 and plotted in Fig. 4 . In Fig. 4(a) , the speedup linearly increases with the increase of the number of processors. This is a considerable advantage over the conventional parallel iterative algorithms, where the speedup increases initially and then decreases due to an inevitably large amount of communication overhead [1] . This behavior is very promising to achieve high performance in a large-scale system with more computer processors. Another interesting observation is that the speedup curves for the two cases are close to each other, regardless of the difference of data size (projection data and the reconstruction matrix).
To further accelerate the parallel computing, a special strategy, reconstructing the region outside of the ROI with lower resolution, can be applied by taking advantage of the local iterative CT reconstruction algorithm. Since the algorithm only recovers the low frequency information for the regions outside the sub-ROIs and we are only interested in the reconstruction inside the sub-ROIs, we can tolerate lower resolution outside of the sub-ROI while reconstructing high-resolution inside the sub-ROI. This is feasible since the iterative CT algorithm is implemented in a ray-tracing manner. Along the ray, we use larger step size to trace forward and backward when the ray is outside of the sub-ROI, and keep the step size when the ray is inside of the sub-ROI. Therefore, the computational time for the outside region can be reduced and the total computational time can be decreased as well. Upon this idea, we conducted several experiments. Table 4 gives the computational time when using different resolutions for the inner and outside sub-ROI regions. The computational time is further reduced comparing with the previous homogeneous resolution approach. The speedup and efficiency in Fig. 4 clearly verify this point.
In order to show the applicability of the parallel algorithm to preserve the reconstruction quality, some typical reconstructed image slices were presented in Fig. 5 and representative profiles were plotted in Fig. 6 . Comparing these results with the one using sequential algorithm, a congruency can be seen from the Figs. 5 and 6, indicating the image quality was quite stable regarding the different ways of partitioning the ROI. This was consistent with what Wang et al. mentioned that the local iterative approach will naturally reconstruct an actual image when sufficient projection data is available, or will produce an optimal image [2] . It could also be observed that the image quality was well maintained when moderately lower resolution for the region outside of the sub-ROI was used. As we could observe, although the speedup consistently increases, it continues to show a gap between the ideal speedup-the straight line with a unit slope. The reason is that although the PE reconstructs the sub-ROI independently, it also recovers the low-frequency information outside of this sub-ROI, which introduces the redundant computation in the parallel scheme. Therefore, theoretically, the parallel reconstruction using the local iterative CT algorithm won't obtain the linear speedup or unit efficiency. 
Discussion and conclusion
Although a good parallel performance was achieved, the load imbalance caused by the ROI partitioning was not solved thoroughly. As we mentioned in Sect. 2, the partitioning criterion in Z direction was based on the test for smaller data set, which was more or less imprecise. Besides, it is not convenient to adjust the partitioning ratio when the number of processors is large. More handy methods need to be exploited to solve this problem thoroughly.
Another concern is about the quality of the reconstructed image. It is clear that the parallel algorithm was not identical to its sequential prototype. Therefore, there was a bright spot in the center of the slice, which was the boundary of the sub-ROIs. To The profiles of the reconstruction results when using homogeneous step size, double step size for outside sub-ROIs region, and 4 times step size for the outside sub-ROIs region, respectively remove this, one could append more layers to the boundary of the sub-ROIs when reconstructing and retrieving only the central parts to resemble the final result.
In addition to the ROI partitioning, the heterogeneous resolution is also a key factor that determines the load of each PE, and thus affects the speedup and load imbalance potentially. Generally speaking, the lower resolution for the region outside ROI, the higher speedup could be expected. However, the increase in speed for each PE might not be identical since the partition itself is not homogeneous. Furthermore, there should be a tradeoff between it and the image quality, since the coarser resolution in the outside region still has impact on the ROI. As a result, a balanced point needs to be carefully chosen so as to achieve an optimal result.
In conclusion, a parallel computing strategy based on local iterative CT reconstruction algorithm was investigated in this paper. To perform the parallel computing, a ROI was partitioned to sub-ROIs and each sub-ROI was assigned to a PE. On each PE, the local iterative CT reconstruction algorithm was used to conduct the reconstruction. Then the master node collected all the sub-ROIs from the worker nodes to assemble the image. As a result, the computational time was greatly reduced and high speedup was achieved. A special strategy using inhomogeneous resolution was taken to further speedup the computation while the image quality was preserved. Future research should include investigating the impact of different partition methods on the performance of the parallel algorithm, a more detailed investigation into the effect of inhomogeneous resolution on the speedup and image quality and the study on how to removing the bright spot on the boundary of the sub-ROIs while preserving the parallel performance.
