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1. Introduction and deﬁnitions
Let τ be a complex number that satisﬁes Imτ > 0 and let q = exp(2π iτ ). In his second notebook
[12, Ch. 19, Entry 8], S. Ramanujan recorded the identities
1+
∞∑
j=1
(−1) j
(
j
5
)
jq j
1− q j =
1
4
ϕ(−q)ϕ(−q5)(5ϕ2(−q5)− ϕ2(−q)) (1)
and
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j=1
(
j
5
)
jq j
1− q2 j = qψ(q)ψ
(
q5
)(
ψ2(q) − 5qψ2(q5)), (2)
where ( j5 ) is the Legendre symbol, and ϕ and ψ are Ramanujan’s theta functions deﬁned by
ϕ(q) =
∞∑
j=−∞
q j
2
and ψ(q) =
∞∑
j=0
q j( j+1)/2.
Proofs of (1) and (2) have been given by B.C. Berndt [2, p. 249]. On the other hand, Ramanujan knew
explicit formulas for each of ϕ(q), ψ(q), 5ϕ2(q5) − ϕ2(q) and ψ2(q) − 5qψ2(q5) as inﬁnite products
[12, Ch. 16, Entry 22], [13, p. 56] (see also [1, p. 30, (i)–(iv)] and [2, p. 36]), and from these it follows
that
1+
∞∑
j=1
(−1) j
(
j
5
)
jq j
1− q j =
∞∏
j=1
(1− q j)(1− q2 j)2(1− q5 j)3
(1− q10 j)2 (3)
and
∞∑
j=1
(
j
5
)
jq j
1− q2 j = q
∞∏
j=1
(1− q j)2(1− q2 j)(1− q10 j)3
(1− q5 j)2 . (4)
Let c( j) = (−1) j( j5 ) and deﬁne k and z by
k = q
∞∏
j=1
(
1− q j)−c( j) and z = q d
dq
logk. (5)
The parameter k is related to the Rogers–Ramanujan continued fraction. This connection was noted by
Ramanujan in his second notebook [12, p. 326] where k was denoted by n (see also [3, p. 13]). Several
further identities involving k are stated without proof in Ramanujan’s lost notebook [13, pp. 53, 56,
208]. Several of Ramanujan’s identities for k were discussed by S. Raghavan and S.S. Rangachari [11].
Ramanujan’s results were analyzed in detail by S.-Y. Kang [9]. Kang’s proofs rely on modular equations
in Ramanujan’s notebooks [12] that have been proved by B.C. Berndt [2]. Her work has been repro-
duced in the book by G.E. Andrews and B.C. Berndt [1, pp. 33–44, 81–84]. For different proofs, see the
work of C. Gugg [8]. In [7], Ramanujan’s results were extended and the parameter z was introduced.
Clearly, from the deﬁnition (5),
1+
∞∑
j=1
(−1) j
(
j
5
)
jq j
1− q j = z, (6)
and it was shown in [7] that
∞∑
j=1
(
j
5
)
jq j
1− q2 j =
zk
1− k2 . (7)
Moreover, combining (3)–(7) it follows that z and zk/(1− k2) each have expressions as inﬁnite prod-
ucts.
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∞∑
j=1
(
j
5
)
j2n−1q j
1− q2 j , (8)
where n is any positive integer. In Theorem 3.7, we will show that the series in (8) may be expressed
as zn times a rational function of k. This result is an analogue for Γ0(10) of results of H.H. Chan
and Z.-G. Liu [5] and Liu [10] involving Γ0(5), and Chan and Cooper [4] for Γ0(7). The key to our
investigation is the study of four elliptic functions of order 4 in Section 2.
The symmetry in the inﬁnite products (3) and (4) will be investigated and explained in Sec-
tions 4 and 5. We will give a detailed analysis of the transformation formulas for Eisenstein series
of even weights on Γ0(10). As in [6], we start from ﬁrst principles and the modular transformation
for Dedekind’s eta-function will not be needed.
We conclude this introduction by deﬁning the Eisenstein series that will be used throughout this
work. The generalized Bernoulli numbers of order 10, Bn,10, are deﬁned by the generating function
x
(
e4x + e3x − e2x − ex
e5x + 1
)
=
∞∑
n=0
Bn,10
xn
n! . (9)
The left-hand side of (9) is an even function of x, so B2n+1,10 = 0. Since
x
(
e4x + e3x − e2x − ex
e5x + 1
)
= 2x2 − 17
3
x4 + 871
60
x6 − 92777
2520
x8 + · · · ,
we have B0,10 = 0, B2,10 = 4, B4,10 = −8× 17, B6,10 = 12× 871, and B8,10 = −16× 92777.
For any positive integer n, the Eisenstein series F1(2n|τ ), F2(2n|τ ), F5(2n|τ ) and F10(2n|τ ) are
deﬁned by
F1(2n|τ ) = B2n,10
4n
+
∞∑
j=1
(−1) j
(
j
5
)
j2n−1q j
1− q j , (10)
F2(2n|τ ) =
∞∑
j=1
(
j
5
)
j2n−1q j
1− q2 j , (11)
F5(2n|τ ) =
∞∑
j=1
(−1) j−1 j
2n−1q j(1− q j)(1− q2 j)
1− q5 j , and (12)
F10(2n|τ ) =
∞∑
j=1
j2n−1q j(1− q2 j)(1− q6 j)
1− q10 j . (13)
Ramanujan’s series on the left-hand sides of (1) and (2) are F1(2|τ ) and F2(2|τ ), respectively, in this
notation.
Let χ be the character modulo 10 deﬁned by
χ( j) =
{
1 if j ≡ 1 or 9 (mod 10),
−1 if j ≡ 3 or 7 (mod 10),
0 otherwise.
(14)
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For s = 1, 2, 5 and 10, deﬁne the functions Ms(z|τ ) by
Ms(z|τ ) =
∞∑
n=1
Fs(2n|τ ) (−1)
n−1(2z)2n−1
(2n − 1)! . (15)
In this section, we will show that each function Ms(z|τ ) is an elliptic function and determine its
periods, poles and zeros. Fourier series, analytic continuation formulas and inﬁnite product represen-
tations will also be obtained.
Theorem 2.1. The functions Ms(z|τ ) deﬁned by (15) have Fourier expansions given by
M1(z|τ ) = sin3z + sin z
2cos5z
+
∞∑
j=1
(−1) j
(
j
5
)
q j
1− q j sin2 jz,
M2(z|τ ) =
∞∑
j=1
(
j
5
)
q j
1− q2 j sin2 jz,
M5(z|τ ) =
∞∑
j=1
(−1) j−1 q
j(1− q j)(1− q2 j)
1− q5 j sin2 jz,
M10(z|τ ) =
∞∑
j=1
q j(1− q2 j)(1− q6 j)
1− q10 j sin2 jz.
These series all converge in the horizontal strip − Im(πτ ) < Im z < Im(πτ ). For the function M1 there is an
additional restriction that z = jπ10 for any integer of the form j ≡ 1, 3, 7 or 9 (mod 10).
Proof. Since
∞∑
n=1
B2n,10
4n
(−1)n−1(2z)2n−1
(2n − 1)! =
−1
4z
∞∑
n=1
B2n,10
(2iz)2n
(2n)!
=
(−1
4z
)
(2iz)
(e8iz + e6iz − e4iz − e2iz)
(e10iz + 1)
= sin3z + sin z
2cos5z
we have, by (10) and (15),
M1(z|τ ) =
∞∑
n=1
(
B2n,10
4n
+
∞∑
j=1
(−1) j
(
j
5
)
j2n−1q j
1− q j
)
(−1)n−1(2z)2n−1
(2n − 1)!
= sin3z + sin z
2cos5z
+
∞∑
j=1
(−1) j
(
j
5
)
q j
1− q j
∞∑
n=1
(−1)n−1(2 jz)2n−1
(2n − 1)!
= sin3z + sin z
2cos5z
+
∞∑
j=1
(−1) j
(
j
5
)
q j
1− q j sin2 jz.
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ing the order of summation. For convergence we require |qe2iz| < 1 and |qe−2iz| < 1 and these are
equivalent to − Im(πτ ) < Im z < Im(πτ ). The additional restriction for M1 arises from considering
the poles of (sin3z + sin z)/2cos5z. 
Theorem 2.2. The functions Ms(z|τ ) have analytic continuation formulas given by
M1(z|τ ) = i
2
∞∑
j=−∞
q je2iz + q2 je4iz − q3 je6iz − q4 je8iz
1+ q5 je10iz , (16)
M2(z|τ ) = 1
2i
∞∑
j=−∞
q2 j−1e2iz − q4 j−2e4iz − q6 j−3e6iz + q8 j−4e8iz
1− q10 j−5e10iz , (17)
M5(z|τ ) = 1
2i
∞∑
j=1
(
j
5
)(
q je2iz
1+ q je2iz −
q je−2iz
1+ q je−2iz
)
, (18)
M10(z|τ ) = 1
2i
∞∑
j=1
χ( j)
(
q je2iz
1− q je2iz −
q je−2iz
1− q je−2iz
)
, (19)
where χ is the character deﬁned by (14).
Proof. Clearly,
sin3z + sin z
2cos5z
= i(e
2iz + e4iz − e6iz − e8iz)
2(1+ e10iz) . (20)
Also,
∞∑
=1
(−1)
(

5
)
q
1− q sin2z
= 1
2i
∞∑
=1
∞∑
j=1
(−1)
(

5
)
q j
(
e2iz − e−2iz)
= i
2
∞∑
j=1
(
q je2iz + q2 je4iz − q3 je6iz − q4 je8iz
1+ q5 je10iz −
q je−2iz + q2 je−4iz − q3 je−6iz − q4 je−8iz
1+ q5 je−10iz
)
= i
2
∞∑
j=−∞
j =0
q je2iz + q2 je4iz − q3 je6iz − q4 je8iz
1+ q5 je10iz . (21)
Adding (20) and (21) and applying Theorem 2.1 we obtain the result for M1. The proofs for the other
functions are similar. 
Using the results in Theorem 2.2, the periodicity properties and locations of poles can be deter-
mined. Each function M1, M2, M5 and M10 is doubly periodic and has four simple poles in a period
parallelogram, and hence is an elliptic function of order 4. The zeros can be determined as follows.
Since each function Ms is an odd function of z that is analytic at each of the half-periods and at 0,
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Elliptic functions with periods and irreducible sets of zeros and poles.
Function Periods ω1, ω2 Zeros Poles
M1(z|τ ) ω1 = π , ω2 = πτ 0, ω12 , ω22 , ω1+ω22 jω110 , j ∈ {1,3,7,9}
M2(z|τ ) ω1 = π , ω2 = 2πτ 0, ω12 , ω22 , ω1+ω22 jω15 + ω22 , j ∈ {1,2,3,4}
M5(z|τ ) ω1 = π , ω2 = 5πτ 0, ω12 , ω22 , ω1+ω22 ω12 + jω25 , j ∈ {1,2,3,4}
M10(z|τ ) ω1 = π , ω2 = 10πτ 0, ω12 , ω22 , ω1+ω22 jω210 , j ∈ {1,3,7,9}
it follows that Ms is zero at each of these points. This gives four zeros in a period parallelogram, and
since each elliptic function has order 4, these zeros are simple and there are no others. The periods,
zeros and poles are summarized in Table 1.
For future reference, we compute the residues of each function at its poles. We write Res( f (z);a)
for the residue of f (z) at the point z = a, and use the convention that Res( f (z);a) = 0 if f (z) is
analytic at z = a.
Lemma 2.3. Let u and v be nonzero complex numbers with Im(v/u) > 0. Let j and  be integers and let χ be
the character deﬁned by (14). The elliptic functions deﬁned by (15) have the following residues:
Res
(
M1
(
π z
u
∣∣∣∣ vu
)
; ju
10
+ v
)
= −χ( j)
√
5
20π
u, (22)
Res
(
M2
(
π z
u
∣∣∣∣ v2u
)
; ju
5
+ v
2
)
=
(
j
5
)(
sin
π
2
)2 √5
20π
u, (23)
Res
(
M5
(
π z
u
∣∣∣∣ v5u
)
; ju
2
+ v
5
)
= −
(

5
)(
sin
jπ
2
)2 u
4π
, (24)
Res
(
M10
(
π z
u
∣∣∣∣ v10u
)
; ju + v
10
)
= χ() u
4π
. (25)
Proof. For s = 1, 2, 5 or 10 let
qs = exp
(
2π iv
su
)
. (26)
We shall give a complete proof for the function M2. The details for the other functions are similar. By
Table 1 the function f (z) = M2(π z/u|v/2u) has simple poles at
z =
(
m + r
5
)
u +
(
n + 1
2
)
v, m,n ∈ Z, r = 1,2,3 or 4, (27)
and these are the only singularities of f . Moreover from Table 1, f is doubly periodic with periods
u and v . Therefore, it suﬃces to compute the residues at z = ru/5 + v/2 for r = 1, 2, 3 and 4. The
residues at the other poles can be deduced from these by periodicity.
The poles z = ru/5 + v/2 for r = 1, 2, 3 and 4, arise from the j = 0 term in the series expansion
(17). Hence, using L’Hôpital’s rule and (26) we get
Res
(
M2
(
π z
u
∣∣∣∣ v2u
)
; ru
5
+ v
2
)
= 1
2i
lim
z→ ru + v
(z − ru5 − v2 )
(1− q−5e10π iz/u)
(
e2π iz/u
q2
− e
4π iz/u
q2
− e
6π iz/u
q3
+ e
8π iz/u
q4
)
5 2 2 2 2 2
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20π
(
αr − α2r − α3r + α4r), where α = exp(2π i/5),
= u
20π
(
r
5
)√
5.
The result in (23) now follows from this by noting in addition that, if j is a multiple of 5 or  is even,
then f (z) is analytic at z = ju/5+ v/2. 
The next goal is to establish inﬁnite product representations for each of M1, M2, M5 and M10. We
begin with some deﬁnitions and two lemmas.
Recall that q = exp(2π iτ ). Dedekind’s eta-function is deﬁned by
η(τ ) = q1/24
∞∏
j=1
(
1− q j).
The Jacobian theta function θ1 = θ1(u|τ ) may be deﬁned by the inﬁnite product
θ1(z|τ ) = 2q1/8 sin z
∞∏
j=1
(
1− q je2iz)(1− q je−2iz)(1− q j). (28)
From now on, we will drop the subscript and simply write θ(z|τ ) for θ1(z|τ ).
Lemma 2.4. The theta function has the properties
θ(z +π |τ ) = −θ(z|τ ), θ(z +πτ |τ ) = −q−1/2e−2izθ(z|τ ) (29)
and
lim
z→0
θ(z|τ )
z
= 2q1/8
∞∏
j=1
(
1− q j)3 = 2η3(τ ). (30)
The theta function is an entire function of z, its zeros are all simple and they are located at the points z =
mπ + nπτ where m,n ∈ Z.
Proof. These all follow directly from the deﬁnitions given above. 
Lemma 2.5. For the Eisenstein series deﬁned by (10)–(13) we have
F1(2|τ ) = η(τ )η
2(2τ )η3(5τ )
η2(10τ )
,
F2(2|τ ) = η
2(τ )η(2τ )η3(10τ )
η2(5τ )
,
F5(2|τ ) = η
3(τ )η(5τ )η2(10τ )
η2(2τ )
,
F10(2|τ ) = η
3(2τ )η2(5τ )η(10τ )
η2(τ )
.
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Theorem 2.6. The functions Ms(z|τ ) have representations as inﬁnite products given by
M1(z|τ ) = 1
2
η(τ )η(10τ )
η(2τ )
θ(2z|τ )θ(2z|2τ )θ(5z|5τ )
θ(z|τ )θ(10z|10τ ) ,
M2(z|τ ) = 1
2
η(2τ )η(5τ )
η(τ )
θ(z|τ )θ(2z|2τ )θ(5z|10τ )
θ(z|2τ )θ(5z|5τ ) ,
M5(z|τ ) = 1
2
η(2τ )η(5τ )
η(10τ )
θ(z|τ )θ(2z|5τ )θ(2z|10τ )
θ(z|5τ )θ(2z|2τ ) ,
M10(z|τ ) = 1
2
η(τ )η(10τ )
η(5τ )
θ(z|2τ )θ(z|5τ )θ(2z|10τ )
θ(z|τ )θ(z|10τ ) .
Proof. Let us give a detailed proof of the result for M2; the details are similar for the other cases. Let
g(z) = θ(z|τ )θ(2z|2τ )θ(5z|10τ )
θ(z|2τ )θ(5z|5τ ) .
By the periodicity properties (29) we ﬁnd that g is doubly periodic with periods π and 2πτ . By
Lemma 2.4 we ﬁnd that g has simple poles at the points z =mπ/5+nπτ where m ≡ 0 (mod 5) and
n ≡ 0 (mod 2), and these are the only poles of g . Also by Lemma 2.4 we ﬁnd that g has simple zeros
at the points z = mπ2 + nπτ where m,n ∈ Z and these are the only zeros. Thus g(z) has the same
periods, poles and zeros as M2(z|τ ). Therefore the ratio M2(z|τ )/g(z) is an entire elliptic function of
z which is therefore constant. To determine the value of the constant we consider the limit as z → 0.
By (15), (30) and Lemma 2.5 we have
lim
z→0
M2(z|τ )
g(z)
= 1
2
lim
z→0
M2(z|τ )
z
× z
θ(z|τ ) ×
2z
θ(2z|2τ ) ×
5z
θ(5z|10τ ) ×
θ(z|2τ )
z
× θ(5z|5τ )
5z
= 1
2
F2(2|τ ) η
3(5τ )
η3(τ )η3(10τ )
= 1
2
× η
2(τ )η(2τ )η3(10τ )
η2(5τ )
× η
3(5τ )
η3(τ )η3(10τ )
= 1
2
η(2τ )η(5τ )
η(τ )
.
This proves the result for M2. 
Prof. Z.-G. Liu (private communication, November 2009) has pointed out that the result in Theo-
rem 2.6 for M5(z|τ ) follows from [10, (5.8)] by replacing z with z +π .
3. Eisenstein series
Recall that k and z were deﬁned by (5). The following result, which may be compared with
Lemma 2.5, was proved in [7].
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F1(2|τ ) = z,
F2(2|τ ) = z k
1− k2 ,
F5(2|τ ) = z k
1+ k − k2 ,
F10(2|τ ) = z k
1− 4k − k2 .
In this section it will be shown that for s = 1, 2, 5 and 10, and for any positive integer n, Fs(2n|τ )
may be expressed in the form zn times a rational function of k. The key to establishing this result is
the recurrence relations in Theorem 3.5.
We begin with some background material involving the logarithmic derivative of the theta function
and classical Eisenstein series. Let
J (u|τ ) = 1
θ(u|τ )
d
du
θ(u|τ ).
From the inﬁnite product (28) we may deduce the Fourier expansion [14, p. 489]
J (u|τ ) = cot z + 4
∞∑
j=1
q j
1− q j sin2 jz.
Expanding in powers of z, gives
J (u|τ ) = 1
z
+ 4
∞∑
n=1
E(2n|τ )(−1)n−1 (2z)
2n−1
(2n − 1)! , (31)
where E(2n|τ ) is the classical Eisenstein series deﬁned by
E(2n|τ ) = − B2n
4n
+
∞∑
j=1
j2n−1q j
1− q j , (32)
and Bn are the Bernoulli numbers deﬁned by
x
ex − 1 =
∞∑
n=0
Bn
xn
n! .
The following identities relate E(2|τ ), E(2|2τ ), E(2|5τ ) and E(2|10τ ) to k and z.
Lemma 3.2.
⎛
⎜⎝
E(2|τ )
E(2|2τ )
E(2|5τ )
E(2|10τ )
⎞
⎟⎠= 1
240
⎛
⎜⎝
−40 −10 40 −60
−25 20 −5 −30
8 −10 −8 −12
−1 −4 −5 −6
⎞
⎟⎠
⎛
⎜⎜⎜⎜⎜⎝
(1+k2)
(1−k2) z
(1+k2)
(1+k−k2) z
(1+k2)
(1−4k−k2) z
dz
⎞
⎟⎟⎟⎟⎟⎠ .k dk
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We will need the expansions in powers of z of the logarithmic derivatives of the functions Ms(z|τ ).
To this end, we deﬁne the Eisenstein series A1(2n|τ ), A2(2n|τ ), A5(2n|τ ) and A10(2n|τ ) by the matrix
product
⎛
⎜⎝
A1(2n|τ )
A2(2n|τ )
A5(2n|τ )
A10(2n|τ )
⎞
⎟⎠=
⎛
⎜⎝
22n − 1 22n 52n −102n
1 22n − 1 −52n 52n
1 −22n 22n − 1 22n
−1 1 1 22n − 1
⎞
⎟⎠
⎛
⎜⎝
E(2n|τ )
E(2n|2τ )
E(2n|5τ )
E(2n|10τ )
⎞
⎟⎠ . (33)
When n = 1, the Eisenstein series As(2|τ ) are related to k and z by
Lemma 3.3.
A1(2|τ ) = z
6
(
2
1− k2 +
5
1+ k − k2 +
10
1− 4k − k2
)(
1+ k2),
A2(2|τ ) = z
12
( −17
1− k2 +
10
1+ k − k2 +
5
1− 4k − k2
)(
1+ k2),
A5(2|τ ) = z
30
(
10
1− k2 −
17
1+ k − k2 +
2
1− 4k − k2
)(
1+ k2),
A10(2|τ ) = z
60
(
5
1− k2 +
2
1+ k − k2 −
17
1− 4k − k2
)(
1+ k2).
Proof. This is immediate from the deﬁnition (33) and Lemma 3.2. 
In general, we have
Lemma 3.4. For any positive integer n and s ∈ {1,2,5,10} we have
As(2n|τ ) = zn × rational function of k.
Proof. When n = 1, this is just Lemma 3.3. When n = 2 or n = 3, explicit formulas for Es(2n|τ ) in
terms of zn times a rational function of k were given in [7]. Therefore by (33), As(2n|τ ) is expressible
in the form zn times a rational function of k if n = 2 or n = 3.
If n > 3, it is known that
E(2n|sτ ) =
∑
2α+3β=n
α,β0
cα,β
(
E(4|sτ ))α(E(6|sτ ))β
where cα,β are rational constants. It follows by induction that for any integer n > 3, E(2n|sτ ) may be
expressed in the form zn times a rational function of k. By (33) we deduce that As(2n|τ ) also has this
form. 
Theorem 3.5. For n 1, the following recurrence relations hold:
F1(2n + 2|τ ) = −2
n∑
j=1
j
n
(
2n + 1
2 j
)
A1(2 j|τ )F1(2n + 2− 2 j|τ ),
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n∑
j=1
j
n
(
2n + 1
2 j
)
A2(2 j|τ )F2(2n + 2− 2 j|τ ),
F5(2n + 2|τ ) = −2
n∑
j=1
j
n
(
2n + 1
2 j
)
A5(2 j|τ )F5(2n + 2− 2 j|τ ),
F10(2n + 2|τ ) = −2
n∑
j=1
j
n
(
2n + 1
2 j
)
A10(2 j|τ )F10(2n + 2− 2 j|τ ).
Proof. Taking the logarithmic derivative of the ﬁrst result in Theorem 2.6 gives
1
M1(z|τ )
d
dz
M1(z|τ ) = 2 J (2z|τ ) + 2 J (2z|2τ ) + 5 J (5z|5τ ) − J (z|τ ) − 10 J (10z|10τ ).
Now multiply by M1(z|τ ) and expand both sides in powers of z, using (15), (31) and (33), to get
2
∞∑
n=0
F1(2n + 2|τ ) (−1)
n(2z)2n
(2n)!
=
( ∞∑
=1
F1(2|τ ) (−1)
−1(2z)2−1
(2 − 1)!
)(
1
z
+ 4
∞∑
j=1
A1(2 j|τ ) (−1)
j−1(2z)2 j−1
(2 j − 1)!
)
.
Equating coeﬃcients of z2n on both sides and multiplying by (−1)n(2n + 1)!/22n+1 gives, for n 1,
(2n + 1)F1(2n + 2|τ ) = F1(2n + 2|τ ) − 2
∑
j+=n+1
j,1
(2n + 1)!
(2 j − 1)!(2 − 1)! A1(2 j|τ )F1(2|τ ).
Therefore,
F1(2n + 2|τ ) = −1
n
n∑
j=1
(2n + 1)!
(2 j − 1)!(2n + 1− 2 j)! A1(2 j|τ )F1(2n + 2− 2 j|τ )
= −2
n∑
j=1
j
n
(
2n + 1
2 j
)
A1(2 j|τ )F1(2n + 2− 2 j|τ ).
The other results may be proved by the same procedure. 
Example 3.6. Taking n = 1 in Theorem 3.5 gives
Fs(4|τ ) = −6Fs(2|τ )As(2|τ ), for s = 1,2,5 or 10,
and hence by Lemmas 3.1 and 3.3, Fs(4|τ ) is expressible in the form z2 times a rational function of k.
More generally, we have
Theorem 3.7. For s = 1, 2, 5 or 10, Fs(2n|τ ) is expressible in the form zn times a rational function of k.
S. Cooper, H.Y. Lam / Advances in Applied Mathematics 46 (2011) 192–208 203Proof. This follows by induction on n using Lemma 3.4 and Theorem 3.5. 
4. Transformations: Part 1
From now on, v and u will be assumed to be nonzero complex numbers with Im(v/u) > 0. Let
P1, P2, P5, P10 and Z be the sets deﬁned by
P1(u, v) =
{(
m + r
10
)
u + nv
∣∣∣m,n ∈ Z, r = 1,3,7 or 9},
P2(u, v) =
{(
m + r
5
)
u +
(
n + 1
2
)
v
∣∣∣m,n ∈ Z, r = 1,2,3 or 4},
P5(u, v) =
{(
m + 1
2
)
u +
(
n + r
5
)
v
∣∣∣m,n ∈ Z, r = 1,2,3 or 4},
P10(u, v) =
{
mu +
(
n + r
10
)
v
∣∣∣m,n ∈ Z, r = 1,3,7 or 9},
Z(u, v) =
{
mu
2
+ nv
2
∣∣∣m,n ∈ Z}.
From Table 1 we see that for s = 1, 2, 5 or 10, Ps(u, v) and Z(u, v) are precisely the sets of poles and
zeros, respectively, of the function Ms( π zu | vsu ).
Lemma 4.1. Suppose
( a b
c d
) ∈ SL(2,Z) and let V and U be deﬁned by V = av + bu, U = cv + du.
(1) If c ≡ 0 (mod 10) then P1(u, v) = P1(U , V ).
(2) If b ≡ 0 (mod 2) and c ≡ 0 (mod 5) then P2(u, v) = P2(U , V ).
(3) If b ≡ 0 (mod 5) and c ≡ 0 (mod 2) then P5(u, v) = P5(U , V ).
(4) If b ≡ 0 (mod 10) then P10(u, v) = P10(U , V ).
(5) Z(u, v) = Z(U , V ).
Proof. We shall give a complete proof for the set P2. The proofs for the other sets are similar. We
have
P2(U , V ) =
{(
m + r
5
)
U +
(
n + 1
2
)
V
}
=
{(
m + r
5
)
(cv + du) +
(
n + 1
2
)
(av + bu)
}
=
{(
bn + dm + b
2
+ dr
5
)
u +
(
an + cm + a
2
+ cr
5
)
v
}
,
where m,n ∈ Z and r ∈ {1,2,3,4} in the above. Make the change of variable
(  j ) = (n m )
(
a b
c d
)
to get
P2(U , V ) =
{(
j + b
2
+ dr
5
)
u +
(
 + a
2
+ cr
5
)
v
}
,
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j with j − b/2 and  with  − cr/5, we get
P2(U , V ) =
4⋃
r=1
{(
j + dr
5
)
u +
(
 + a
2
)
v
∣∣∣ j,  ∈ Z}.
Again, by the hypotheses on b and c, we have ad = 1 + bc ≡ 1 (mod 10), so a is odd and d is not a
multiple of 5. It follows that
P2(U , V ) =
4⋃
r=1
{(
j + r
5
)
u +
(
 + 1
2
)
v
∣∣∣ j,  ∈ Z}= P2(u, v). 
Lemma 4.2. Suppose
( a b
c d
) ∈ SL(2,Z) and let V and U be deﬁned by V = av + bu, U = cv + du.
(1) If c ≡ 0 (mod 10) then
1
U
M1
(
π z
U
∣∣∣∣ VU
)
=
(
d
5
)
1
u
M1
(
π z
u
∣∣∣∣ vu
)
.
(2) If b ≡ 0 (mod 2) and c ≡ 0 (mod 5) then
1
U
M2
(
π z
U
∣∣∣∣ V2U
)
=
(
d
5
)
1
u
M2
(
π z
u
∣∣∣∣ v2u
)
.
(3) If b ≡ 0 (mod 5) and c ≡ 0 (mod 2) then
1
U
M5
(
π z
U
∣∣∣∣ V5U
)
=
(
d
5
)
1
u
M5
(
π z
u
∣∣∣∣ v5u
)
.
(4) If b ≡ 0 (mod 10) then
1
U
M10
(
π z
U
∣∣∣∣ V10U
)
=
(
d
5
)
1
u
M10
(
π z
u
∣∣∣∣ v10u
)
.
Proof. We will give a complete proof of the results for M2. The results for the other functions are
similar. Let
f (z) = M2
(
π z
U
∣∣∣∣ V2U
)
and g(z) = M2
(
π z
u
∣∣∣∣ v2u
)
.
By Table 1, f and g are doubly periodic with periods (U , V ) and (u, v), respectively. By the deﬁnition
of U and V , it follows that u and v are periods of both functions f and g . Further, by Lemma 4.1, the
functions f and g have identical poles and zeros. Hence, the quotient f (z)/g(z) is an entire doubly
periodic function which is therefore constant. In order to determine the constant, we examine the
behavior of f (z)/g(z) at the pole z = U/5+ V /2. By (23) we have
Res
(
f (z); U
5
+ V
2
)
=
√
5
20π
U . (34)
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Res
(
g(z); U
5
+ V
2
)
= Res
(
g(z);
(
b
2
+ d
5
)
u +
(
a
2
+ c
5
)
v
)
.
Since g(z) is doubly periodic with periods u and v , and since by hypothesis b is even and c is a
multiple of 5, this simpliﬁes to
Res
(
g(z); U
5
+ V
2
)
= Res
(
g(z); du
5
+ av
2
)
.
By (23) and the fact that a is odd, this simpliﬁes further to
Res
(
g(z); U
5
+ V
2
)
=
(
d
5
) √
5
20π
u. (35)
Finally, combining (34) and (35), and since we have already established that f (z)/g(z) is constant,
we get
M2(
π z
U | V2U )
M2(
π z
u | v2u )
= Res( f (z);
U
5 + V2 )
Res(g(z); U5 + V2 )
=
(
d
5
)
U
u
. 
Theorem 4.3. Let τ be a complex number with Imτ > 0. Suppose
( a b
c d
) ∈ SL(2,Z) and c ≡ 0 (mod 10). Then,
for s ∈ {1,2,5,10}, we have
Ms
(
z
∣∣∣∣aτ + bcτ + d
)
=
(
d
5
)
(cτ + d)Ms
(
(cτ + d)z|τ ). (36)
Proof. Once again we shall prove the result for the case s = 2. The proofs in the other cases are
similar. Let
(
α β
γ δ
)
=
(
a 2b
c/2 d
)
. (37)
Then
( α β
γ δ
) ∈ SL(2,Z) and β ≡ 0 (mod 2) and γ ≡ 0 (mod 5). So Lemma 4.2, with V = αv + βu and
U = γ v + δu, implies
1
γ v + δu M2
(
π z
γ v + δu
∣∣∣∣ αv + βu2(γ v + δu)
)
=
(
δ
5
)
1
u
M2
(
π z
u
∣∣∣∣ v2u
)
.
Let τ = v/u and replace z with (γ v + δu)z/π to get
M2
(
z
∣∣∣∣ ατ + β2(γ τ + δ)
)
=
(
δ
5
)
(γ τ + δ)M2
(
(γ τ + δ)z
∣∣∣∣τ2
)
.
Now replace τ with 2τ and use (37) to complete the proof. 
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( a b
c d
) ∈ SL(2,Z) and c ≡ 0 (mod 10). Then,
for s ∈ {1,2,5,10}, we have
Fs
(
2n
∣∣∣∣aτ + bcτ + d
)
=
(
d
5
)
(cτ + d)2n Fs(2n|τ ).
Proof. Expand each side of (36) in powers of z using (15), and equate coeﬃcients of z2n−1. 
5. Transformations: Part 2
Recall that u and v are nonzero complex numbers with Im(v/u) > 0. Deﬁne u1, v1, u2, v2, u5, v5,
u10 and v10 by
(
v1
u1
)
=
(
1 0
0 1
)(
v
u
)
,
(
v2
u2
)
=
(
2 −1
5 −2
)(
v
u
)
,
(
v5
u5
)
=
(
5 1
4 1
)(
v
u
)
,
(
v10
u10
)
=
(
0 −1
1 0
)(
v
u
)
.
Let P1, P2, P5 and P10 be the sets deﬁned at the beginning of Section 4.
Lemma 5.1.
P1(u1, v1) = P2(u2, v2) = P5(u5, v5) = P10(u10, v10).
Proof. We have
P2(u2, v2) =
4⋃
r=1
{(
m + r
5
)
(−2u + 5v) +
(
n + 1
2
)
(−u + 2v)
∣∣∣m,n ∈ Z}
=
4⋃
r=1
{(
−2m − n − 2r
5
− 1
2
)
u + (5m + 2n + r + 1)v
∣∣∣m,n ∈ Z}
=
4⋃
r=1
{(
j − 2r
5
− 1
2
)
u + ( + r + 1)v
∣∣∣ j,  ∈ Z}, (38)
where we have used the change of variable
(  j ) = (n m )
(
2 −1
5 −2
)
to obtain the last step. Now replace ( j, ) with ( j+1, −2), ( j+2, −3), ( j+2, −4) or ( j+3, −5)
according to whether r = 1, 2, 3 or 4, respectively, to get
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r=1
{(
j − 2r
5
− 1
2
)
u + ( + r + 1)v
∣∣∣ j,  ∈ Z}
=
⋃
t∈{1,3,7,9}
{(
j + t
10
)
u + v
∣∣∣ j,  ∈ Z}
= P1(u1, v1). (39)
Combining (38) and (39) proves the ﬁrst result. The other two results may be proved similarly. 
Lemma 5.2. Let b1 = 1, b2 = −1, b5 = 1/
√
5 and b10 = −1/
√
5. Then
b1
u1
M1
(
π z
u1
∣∣∣∣ v1u1
)
= b2
u2
M2
(
π z
u2
∣∣∣∣ v22u2
)
= b5
u5
M5
(
π z
u5
∣∣∣∣ v55u5
)
= b10
u10
M10
(
π z
u10
∣∣∣∣ v1010u10
)
. (40)
Proof. The proof uses the same technique as for the proof of Lemma 4.2. Namely, we use Table 1 and
Lemmas 4.1 and 5.1 to show that each function in the identity (40) has the same periods, poles and
zeros. Hence the quotient of any two of the functions in (40) is constant. The constants may then be
determined using Lemma 2.3. We omit the details. 
Theorem 5.3. Let τ be a complex number that satisﬁes Imτ > 0. Then
M1(z|τ ) = −1
(5τ − 2)M2
(
z
5τ − 2
∣∣∣∣ 2τ − 12(5τ − 2)
)
= 1√
5(4τ + 1)M5
(
z
4τ + 1
∣∣∣∣ 5τ + 15(4τ + 1)
)
= −1√
5τ
M10
(
z
τ
∣∣∣∣ −110τ
)
.
Proof. In (40) let v = uτ , replace z with uz/π and multiply by u. 
Theorem 5.4. The Eisenstein series deﬁned in Section 1 are related by the transformation formulas
F1(2n|τ ) = −1
(5τ − 2)2n F2
(
2n
∣∣∣∣ 2τ − 12(5τ − 2)
)
= 1√
5(4τ + 1)2n F5
(
2n
∣∣∣∣ 5τ + 15(4τ + 1)
)
= −1√
5τ 2n
F10
(
2n
∣∣∣∣ −110τ
)
.
Proof. Expand each side of the identity in Theorem 5.3 in powers of z using (15), and equate coeﬃ-
cients of z2n−1. 
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