Marker gene selection has been an important research topic in the classification analysis of gene expression data. Current methods try to reduce the ''curse of dimensionality" by using statistical intra-feature set calculations, or classifiers that are based on the given dataset. In this paper, we present SoFoCles, an interactive tool that enables semantic feature filtering in microarray classification problems with the use of external, well-defined knowledge retrieved from the Gene Ontology. The notion of semantic similarity is used to derive genes that are involved in the same biological path during the microarray experiment, by enriching a feature set that has been initially produced with legacy methods. Among its other functionalities, SoFoCles offers a large repository of semantic similarity methods that are used in order to derive feature sets and marker genes. The structure and functionality of the tool are discussed in detail, as well as its ability to improve classification accuracy. Through experimental evaluation, SoFoCles is shown to outperform other classification schemes in terms of classification accuracy in two real datasets using different semantic similarity computation approaches.
Introduction
A challenging problem in bioinformatics is the analysis of microarray experiments. Microarrays can monitor the expression of thousands of genes or gene products simultaneously, under varying conditions. Different types of analysis can be applied to the datasets produced, including clustering, classification or density estimation, among others. Recent studies have widely used classification techniques in problems related to cancer-gene expression studies, where a typical problem is the differentiation between tumors based on a set of tissue-specific gene expression profiles [1] [2] [3] , or between patients and normal controls [4] . Despite the advantages of such techniques, the sheer data volume coupled with the great asymmetry between the number of genes monitored and the number of different conditions renders the extraction of useful information a formidable task. To tackle this problem, several methods have been exploited, most of them stemming from the field of statistical analysis. The isolation of the most informative genes is achieved by detecting statistical similarities among the features/genes based on their values across the whole dataset. The application of feature filtering methods in microarray classification aims at improving classification accuracy [5] , mainly through dimensionality reduction achieved by keeping the most informative features while rejecting irrelevant and noisy ones [6] . The ''curse of dimensionality", which can lead to overfitting problems, can be minimized by feature filtering. On the other hand, the presence of features that are irrelevant to the problem may affect the discrimination ability of models induced from the data, as well as the extraction of correlations among them [7] .
In microarray analysis problems, the selected features that represent genes are known as marker genes. By selecting groups of features, instead of single features, the dataset is enriched with information regarding the interaction between genes, since the regulation of genes in the same biological path is correlated [8] . Thus, feature filtering can possibly provide a better understanding of the process that has produced the data. Finally, the functionality of new genes can be defined through the study of structural and functional behavior of known marker genes. The information gain [9] , the chi-square approach [10] , and the relief method [11] are among the legacy methods that have been used in feature selection for microarray analysis so far [12] .
Classic feature filtering algorithms have proved quite useful in microarray classification. However, they also exhibit some drawbacks that can be overcome by semantic feature filtering. One drawback is the risk to select features/genes that are highly correlated [7] . This usually happens because genes that belong to common biological paths exhibit similar regulation, thus having similar expression profiles. The result is that when using classic feature filtering methods, statistically correlated genes receive the highest scores [13] . However, the use of many highly correlated genes does not guarantee better classification accuracy, since such a selection may lead to information redundancy.
Moreover, if a certain threshold is set in the gene selection process, there is a high probability of selecting genes that belong only to the biological path with the main influence. As a result, complementary genes that reveal other class labels may not be included in the feature set, since they would receive lower scores. Finally, the number of selected genes always requires human intuition, thus making it difficult to select an optimal feature set. In this way, it is possible to exclude genes that participate in biological paths that might equally contribute in a robust data representation of the problem. Our approach aims to overcome this problem, by using existing biological knowledge in order to allow the reselection of genes that participate in crucial biological paths, ultimately aiming at the improvement of classification accuracy.
Statistical methods cannot incorporate the a priori semantic knowledge that lies behind the feature set and has been produced by other bioinformatics tools. The need to standardize the functions and activity regions of gene products has led to the Gene Ontology Annotation (GOA) project [14] , which is supported by all major Sequence/Genome Databases, such as SwissProt [15] , InterPro [16] , Gramene [17] , MGI [18] , FlyBase [19] , DictyBase [20] , and TAIR [21] . So far, Gene Ontology analysis tools for microarray data have been developed in order to look up for existing annotations, cluster genes into categories and perform a significance analysis over them. There is a plethora of such tools, all implementing the same idea. The interested reader can refer to a relative review by Khatri and Draghici [22] for a performance comparison. However, the gene product characterization in conjunction with semantic similarity discovery in a structured vocabulary of genetic concepts can also provide quantitative knowledge that can be exploited in order to produce better datasets suitable for microarray classification. Semantic similarity has been longtime used in the Information Retrieval and Natural Language Processing fields in order to measure the likeness of the semantic content of documents or terms [23] [24] [25] [26] [27] . The same principle has also been used in order to derive geospatial content maps [28] .
However, in microarray supervised data mining the existing semantic approaches, which have been recently reviewed by Bellazi and Zupan [29] , utilize semantic knowledge either for defining class labels [30] , or for statistically defining a priori sets of gene groups (e.g. genes found in the same metabolic pathways, located in the same cytogenetic band, or sharing the same Gene Ontology category) that are used for the classification task instead of selecting individual problem-specific genes [31] . In another study by Qi and Tang [32] , gene expression data were classified with a methodology, which for the feature selection task used statistical methods and the Gene Ontology in order to remove redundant features from an already arbitrarily reduced initial feature set. In that study similarity tests involved the computation of a metric called conjunctive similarity, which was used in order to measure gene similarities within their feature set. The metric they introduced combines statistical correlation with semantic similarity using weights. In this sense, and given that the weight they usually assigned for the semantic similarity result was small, the use of semantic similarity aimed rather at verifying the results of the statistical feature selection methods or in the best case just to support them. Their aim to use semantic similarity only as a means of verification of the statistical methods results, and not as a self-contained means of feature set enrichment, is further cleared in their follow-up paper [33] , where the authors explicitly claim that they use the discriminative values of GO terms to verify the statistical discriminative values of genes. Moreover, in these studies the feature set consisted of a small fraction of the whole set of genes (it typically comprised about 100 genes), while the rest of them were ignored and not used at all, claiming that the remaining genes were traditionally enough to describe the classification problem, and that there were even more redundant genes in this feature set that needed to be removed.
In this paper a novel approach for microarray classification is presented that integrates semantic knowledge with legacy statistical methods with the help of semantic similarity, aiming to reinforce the feature set used for classification by enriching it with new marker genes. Our approach has been implemented as a software platform called SoFoCles. The quality of microarray classification can be enhanced by exploiting the knowledge available in a structured hierarchy of genetic concepts, the Gene Ontology (GO), instead of merely applying feature selection methods. In this way, scientifically proven information with biological meaning is incorporated into the feature filtering procedure, in order to improve the classification accuracy. To achieve this, a repository of semantic similarity methods has been built into SoFoCles. The user may choose one or more of these methods to better identify feature similarities based on the terms of the Gene Ontology that each gene or gene product is tied to. The initial whole feature set (Wset) is first filtered using legacy statistical methods producing a refined small feature set (R-set). Then, the GO-based similarities are used to enrich the R-set using the SoFoCles algorithm. Information concerning genes or gene products of the refined dataset is preprocessed in order to identify the related GO terms and infer semantically similar genes that are involved in the same biological process. These genes enrich the R-set, yielding the semantically aware S-set, which describes better the biological paths regulated in the conditions tested, thus improving classification accuracy.
Compared to the approach in [31] that also utilizes the Gene Ontology, SoFoCles is able of selecting features that are problemspecific, constructing feature sets on demand and not a priori. With respect to the feature selection approaches in [32, 33] , SoFoCles is substantially different and innovative in terms of aim, methodology and metrics, firstly since it aims at enriching a small initial feature set (R-set), while the other approaches aim at removing redundant features from a larger initial feature set. In this context, SoFoCles involves the calculation of semantic similarities between two feature sets (R-set and the rest of the genes) in order to derive an enriched, semantically-aware final feature set (S-set), and not the calculation of conjunctive similarities in one single feature set. Within SoFoCles, semantic similarity is used solely as the gene discriminative method between the two feature sets for discovering new marker genes, instead of only verifying the statistical correlations between genes as in the other two approaches. Most importantly, a major innovation of SoFoCles is that it uses and semantically compares all genes of the initial feature set (W-set) and not only a small fraction of them (as in [32, 33] ), implying that prior knowledge (in the form of semantic similarities in the Gene Ontology) can be used in order to enrich the R-set with features that would not be normally included in the feature set if the traditional statistical techniques were used. Thus, using SoFoCles, the discovered genes could be found anywhere in the initial feature space, even between the large multitude of genes that are arbitrarily discarded by the other two methodologies.
The rest of the paper is organized as follows. In Section 2 the Gene Ontology aspects are presented and reliability issues in GO annotations are discussed. Section 3 covers the discovery of semantic similarity in the Gene Ontology using the different methods implemented within SoFoCles. Section 4 describes our methodology for semantic feature selection, while Section 5 presents the structure and functionality of the SoFoCles platform. Several experiments in microarray classification have been conducted with SoFoCles. Some of them are described in Section 6 together with representative results indicating the improvement in terms of classification accuracy, along with the relevant discussion regarding the added value of SoFoCles. Finally, Section 7 concludes and presents the future outlooks of SoFoCles.
GO aspects and annotation evidence codes
Gene Ontology constitutes a controlled and structured vocabulary, which supports querying in different layers. Curators, who annotate its terms to genes or gene products, are allowed to select the term of a layer that corresponds to the existing knowledge for a gene or a gene product. GO has three different aspects/ontologies that contain information regarding all species: (a) biological process, (b) molecular function, and (c) cellular component. The main characteristic of these ontologies is that they are orthogonal to each other; each term exists only within one of the three aspects, thus guaranteeing the uniqueness of a feature annotated to a gene. The biological process (BP) aspect comprises one or more function stages; nevertheless it cannot describe full biological paths. The molecular function (MF) aspect describes the biochemical activity of a gene product without defining the location or the timing of the activity, thus describing activities rather than gene products. The cellular component (CC) aspect describes locations within the cell, where gene products are active. Therefore, MF and CC aspects answer the question ''what a gene product does and where it is active inside a cell", while the BP aspect explains the biological effect of a gene product [34] . Fig. 1 depicts an instance of the biological process aspect.
GO supports two types of relations, the ''is_a" and the ''part_of" relation. In general ''is_a" relations are not interconnected with ''part_of" relations in order to avoid abstractness [35] . Table 1 depicts the terms and relations distributions in Gene Ontology.
GO terms are annotated to gene products through the GOA project. Gene annotation follows two principles: (a) the source of the annotation should be mentioned, and (b) the type of evidence that supports the annotation must be provided. In general, annotations apply to gene products and not to genes themselves, since a gene may encode the formation of many different products with distinct properties.
The reliability of a GO annotation is directly dependent on the type of evidence that supports it. In general, electronic and manual evidence is available within the Gene Ontology terms and gene products. Manual evidence is based on published information, either in scientific bibliography, experiments, or biological knowledge, always with respect to the trustworthiness level of the GO curator. Therefore, a certain level of subjectivity cannot be avoided. data and cross-references from other databases. These annotations are usually products of bioinformatics methods, like sequence alignments or scientific text mining. Such methods prove much faster and consistent, compared to supervised methods, since they rely on solid rules; nevertheless, they lack credibility compared to manual annotations, since automated methods tend to reproduce human errors that occur during the recording procedure in biological databases [36] , and also because they tend to transfer annotation that is correct for one gene onto a gene where it is inappropriate. In Gene Ontology there exist 14 different evidence codes that represent different types of evidence, though only one of them is a completely automatic approach (IEA: Inferred from Electronic Annotation). The rest of them, including some electronic methods, require the results to be reviewed manually by a curator. 
Semantic similarity in Gene Ontology
A major innovation of SoFoCles is the exploitation of existing biological knowledge for the microarray classification task. This can be realized by drawing knowledge from the Gene Ontology. It is of great importance, though, to employ a mechanism for knowledge quantification in order to allow the application of concepts such as correlation and similarity between GO terms.
Quantifying such information is enabled via the concept of semantic similarity, by which the integration of ontology's structured information becomes plausible. By definition, semantic similarity is a concept whereby a set of documents or terms within term lists are assigned a metric based on the likeness of their meaning/semantic content. In general, the terms that are labeled as ontology nodes are placed farther apart in the ontology graph, as their semantic similarity decreases.
Apart from the obvious metric of the distance between two ontology nodes, i.e. the number of edges of the minimum path that connects the nodes, there are also other quantification metrics. A well-established metric that is hereby used in semantic similarity techniques is the concept of information content of an ontology node.
The concept of information content in biological terms depicts an index of generality of a biological term. Specifically, the Gene Ontology comprises a structured vocabulary with hierarchical relations among its terms. Some are more generic, whereas others are more specific. Intuitively, the deepest layers of the ontology contain the more specific terms. An obvious metric to measure the relation between two nodes or a node's generality is the measurement of the distance among the nodes or between a node and the graph's root. Although the conceptual approach of such a methodology is quite simple, it features the important disadvantage of ignoring the local density in each node, thus failing in non-uniform density graphs or trees. Moreover, the fact that some ontology branches are longer than others is not taken into account, thus normalization is needed. For example, the GO terms GO:0008218 ''bioluminescence" (depth 3) and GO:0045994 ''positive regulation of translational initiation by iron" (depth 8) are both ontology leafs. Leafs in this example describe a certain whole biological process in the specific time. Thus, these two terms should include the same information content [37] .
The information content IC of a term t is defined by Eq. (1):
where:
pðtÞ: probability of t, n t : the frequency of the term or any of its descendants, n r : the frequency of the root or any of its descendants.
Normalizing the quantity in Eq. (1), it is possible to acquire the information gain of a leaf. Ontology leaves are considered to describe in full a certain process, by also incorporating the maximum information content. The probability of such a leaf, would be:
while its information content would be:
Thus, the information content of a term t could be normalized by dividing with the information content of an ontology leaf:
The above quantity takes values in [0, 1] and it is minimized when the term is the ontology root, whereas it takes its maximum value of 1 when the term is a leaf. A term in higher levels of the ontology is considered to refer to a gene product, even if any descendant of the specific term is assigned to this gene product. Given the above, the position of a term within the ontology is directly related to the number of annotations of this term to gene products. In general, more generic terms occur in higher layers of the ontology. However, this in not always the case; in Table 2 it can be observed that, for some terms that lie deeper in the ontology, there may be others above them that are more generic having lower information content. Normalization attempts to override these disadvantages, however the disambiguation of the ontology leafs sense is the key to improve the descriptive capability of the ontology.
The convention to equally assign a gene product to the ascendants of a term is based on the true path rule, which is valid in Gene Ontology, and stipulates that if the child term describes the gene product then all its parent terms must also apply to that gene product. For example, the term ''alkali metal ion binding" can be considered as ''metal ion binding" (one of its direct parents) or also as ''ion binding" (one of its ancestors). Thus, a term reserves all of its ancestors' features and it can be regarded as any one of them.
In this context, the employed semantic similarity methods are able to compute pairwise similarities between GO terms. The various approaches involve either the use of edges or the use of nodes of the ontology, or even a combination of both. In general, a nodebased approach takes into account the information lying inside ontology nodes, by measuring how common the information that lies inside an ontology node is with that of another node.
The edge-based methods rely on the measurement of distance (edge length) between the nodes considered. Both approaches aim at computing semantic similarity, but from different aspects. The edge-based approach lies closer to human intuition, while the node-based approach is theoretically more robust [38] .
In terms of SoFoCles, the following semantic similarity methods were employed:
This is the simplest node-based technique. It utilizes the minimal subsumer of two terms, defined as the common ancestor concept between t 1 and t 2 that has the minimal number of descendants, in order to derive the similarity measure between terms t 1 and t 2 :
where Sðt 1 ; t 2 Þ is the set of common ancestors of t 1 and t 2 .
Lin's method is another node-based technique that also considers the information content of the terms in order to derive their similarity:
(c) Jiang and Conrath [38] :
A method that combines node-based and edge-based approaches, by also considering network densities, node depth and types of connection along with the information content of the terms t 1 and t 2 and their minimal subsumer. The similarity measure is given by:
A node-based method by which the similarity between two terms t 1 and t 2 is computed as the sum of the information content of all their common ancestors versus the sum of the information content for all the ancestors of each node:
where t R Sðt 1 ; t 2 Þ is considered equivalent to t 2 ððSðt 1 Þ [ Sðt 2 ÞÞ ÀSðt 1 ; t 2 ÞÞ.
(e) OldZZL [42] :
An edge-based method that computes the maximum common path among the longest paths from each term t 1 , t 2 to the root:
and T 2 2 max pathsðt 2 Þ; pathsðt 1 Þ: the set of paths from t 1 to the root, pathsðt 2 Þ: the set of paths from t 2 to the root, max pathsðt 1 Þ # pathsðt 1 Þ and lengthðmax pathsðt 1 ÞÞ ¼ l 1 , max pathsðt 2 Þ # pathsðt 2 Þ and lengthðmax pathsðt 2 ÞÞ ¼ l 2 , l common : the maximum sub-path that is common between some path of t 1 maximum paths (max pathsðt 1 Þ) and some path of t 2 maximum paths (max pathsðt 2 Þ).
(f) ZZL [43] : An improvement of the oldZZL method by which the similarity between two terms t 1 and t 2 takes into consideration the common path from the terms' minimal subsumer ms to the root: An edge-based method that considers the length of the minimum path between two terms and the maximum depth of the ontology. The similarity measure is:
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where min pathðt 1 ; t 2 Þ: the minimum path between t 1 and t 2 , D: the maximum depth of the ontology, i.e. the length from the farthest leaf to the root.
(h) Wu and Palmer [45] : Semantic similarity is computed as follows:
where: 4. Feature filtering using GO semantic similarities
The SoFoCles algorithm
Using the semantic similarity measure it is now possible to define an algorithm that can combine classic feature selecting techniques and the biological knowledge from the Gene Ontology in order to derive new feature sets that can better describe the microarray dataset. A flowchart of the SoFoCles algorithm, which comprises five steps, is depicted in Fig. 3 .
In
Step 1 genes are ranked with respect to their discriminative ability, by the use of legacy feature selection algorithms, such as chi-square, information gain, or relief-F. In this stage, genes with the most informative values with respect to the specified classification problem qualify. Specifically, when applying the information gain method, the measured metric by which the genes are ranked
Mappings of genes to gene symbols, IDs, synonyms
Step 2: Finding gene symbols
Step 1: Ranking Genes gene symbols of R-set and W-set Top-ranked genes (R-set)
Step 3: Evaluating semantic similarity between R-set and W-set -R-set semantic similarity matrix
Conclusions
Step 4: Adding the top semantically similar features to R-set S-set
Step 5: Comparison of the classification results between the three datasets GO file GOA files Fig. 3 . Semantic feature filtering algorithm flowchart is a correlation metric, whereas in the cases of relief-F and chisquare techniques the genes are ranked according to a distance metric. Correlation metrics in feature filtering measure an attribute's ability to correctly predict the value of a class. In particular, the information gain method tries to measure the reduction achieved in the entropy value of a class given that the value of one feature is known. Respectively, distance metrics measure an attribute's ability to discriminate among different classes. To this end, the chi-square method uses recursively the chi-square statistic, while relief-F tries to find a good estimate of the probability RF(t) to assign as the measure for each feature t. In the interest of brevity, Table 3 presents the metrics used for ranking a gene t i given the problem classes c i when using each one of these commonly known methods, without their mathematical justification. In this step of the SoFoCles algorithm, values are calculated across all instances of the dataset in order to produce a ranking. The output is a new feature subset (R-set) that contains the most informative genes, which are also known as marker genes.
Step 2 of the algorithm, the gene symbols, identities, names or synonyms of the feature set genes are identified through mappings that transform the feature set genes to either of the above mentioned categories. In most microarray datasets, features are named after an inner microarray nomenclature system (e.g. the Affymetrix nomenclature). Thus, a preprocessing stage is required in order to translate the features to name categories that are recognizable forms by the Gene Ontology Annotation databases.
Step 3 of the algorithm covers the tasks of relating GO terms to genes and selecting the participating evidence codes as well as the aspects of the Gene Ontology that are to be used. The previously mentioned GOA system is used in order to discover the GO terms that are related to the feature set genes, by also setting the accepted evidence codes that must support the terms, as well as the desirable aspects.
After mapping each gene of the W-set to related GO terms, the algorithm computes semantic similarities in Gene Ontology between every pair of the two induced feature groups; (a) the refined group (R-set), that comprises the highly ranked genes, and (b) the rest of the genes (W-set -R-set) that have been temporarily discarded in Step 1 of the algorithm. Since a single gene may be represented by several GO terms in Gene Ontology, the semantic similarity between two genes that are represented by a series of GO terms has to be defined. This algorithm is described in Section 4.2.
Step 4 involves the semantic similarity based feature selection procedure. The temporarily discarded genes (W-set -R-set) are compared against each gene of the R-set. The genes that exhibit the highest similarity are selected to enrich the R-set, thus creating the semantically aware S-set. Eventually, S-set contains both genes/features filtered with classic feature selection methods as well as others that are semantically related to the former. The selection procedure is based on a two-level thresholding phase. In the first level, the top semantically relevant genes for each gene of the R-set qualify, creating a subset of candidate genes. In the second level, this subset is ranked and the top genes are finally selected to enrich the R-set. In this way, knowledge emerging from both the statistical similarity inside the dataset, and the semantic similarity from Gene Ontology is combined in order to produce the problem-specific, semantically aware dataset (S-set).
As a final step (Step 5), classification techniques are applied on the dataset, in order to validate the methodology. Various classifier models are trained and their parameters are estimated using the different feature sets induced in the previous steps. Different models are built using the W-set, the R-set and the S-set. The classification accuracy is then measured using the leave-one-out crossvalidation technique in order to compare the models.
Semantic similarity at gene level
As mentioned above, in Step 3 of the SoFoCles algorithm we need to calculate the semantic similarity between two genes or gene products that may be represented by a series of GO terms.
Suppose that gene A is related with N A GO terms and gene B is related with N B GO terms. First, semantic similarities between all possible pairs of GO terms that are related with genes A and B are computed (sum of N A Á N B combinations). Then a semantic similarity matrix (SSM) with dimensions N A Â N B is created, whose elements ss i,j are the computed pairwise semantic similarities: 
The semantic similarity between the two genes can then be computed in three different ways.
MAX:
The MAX approach involves the computation of the maximum similarity between any GO terms that are related to the genes. Formally, the semantic similarity between two genes using the MAX approach can be calculated as:
SSG MAX ¼ max i;j fss i;j g; ði; jÞ 2 fN A Â N B g ð 14Þ
Though, since a gene product usually encompasses all roles that its annotated GO terms describe, semantic similarity can be computed with respect to all annotated GO terms using the AVG process.
AVG: By this approach, semantic similarity is computed by finding the average similarity between any GO terms that refer to the genes [35] . Formally, semantic similarity between two genes with the AVG approach can be calculated as:
AVG_MAX: Finally, another way of computing semantic similarity between two genes that combines the MAX and AVG approaches is AVG_MAX. For each GO term that relates to a gene, its maximum similarity with respect to all terms of the other gene is calculated, a process that is repeated for both genes. As a result, two matrices 1 Â N A and 1 Â N B are formed, containing the similarities of gene A with respect to gene B, and the similarities of gene B with respect to gene A, respectively [46] . We denote as simðA; BÞ the matrix that contains the similarities of gene A with respect to gene B, while the matrix containing the similarities of gene B with respect to gene A is denoted as simðB; AÞ.
The two matrices can be rewritten as:
simðA; BÞ ¼ max 
The semantic similarity between the two genes according to the AVG_MAX approach can now be computed as the mean of the above average similarities:
The SoFoCles platform
SoFoCles has been implemented as a Java platform that comprises four modules: (a) the user interface, (b) the data preprocessing module, (c) the semantic similarity unit and (d) the new feature set derivation subsystem. Fig. 4 depicts the general architecture of the platform and its environment.
The software uses and produces datafiles that are compatible with the WEKA data mining suite [47] . WEKA was selected as a data mining tool, because it provides a large variety of feature filtering and data mining algorithms, and its open source code facilitates its interconnection with SoFoCles.
Implementing
Step 1 of the algorithm, WEKA is used to derive an initially filtered dataset (R-set) from the original dataset (Wset). Then, through the user interface a researcher can upload the two datasets to SoFoCles, as well as any version of the Gene Ontology.
The same module is also used for setting the initial parameters for the two processes of data preprocessing (Step 2) and the discovery of semantic similarities (Step 3).
Microarray attribute names are transformed to gene symbols using the proper datafiles provided by the microarray manufacturer (e.g. Affymetrix). With respect to semantic similarity measurement, SoFoCles supports the setup of different experiments by exploiting the Gene Ontology in different ways. To this end, one or more aspects of the Gene Ontology and any subset of the evidence codes for GO annotations can be included for the semantic similarity computation task. Finally, a semantic similarity method can be selected from the SoFoCles repository along with its parameters (thresholds and gene-level semantic similarity method).
In the data preprocessing unit, gene symbols that correspond to the datasets are identified using the mapping files. The semantic similarity module then assumes the task of finding semantic similarities between all pairs of genes from the R-set and the (W-set -R-set) (Step 4). To accomplish this, a repository of semantic similarity methods has been developed, which contains the online collection of algorithms described in Section 3.
The outcome is the similarity matrix, as defined in Eq. (13), which is used by the feature set derivation module to detect the most semantically similar genes, and then construct the S-sets. The classification experiments are then performed in Step 5.
From a functional point of view, SoFoCles offers various services, which are briefly described below: the user can choose between an exact or partial match and exclude ontology aspects that are not considered important for the classification problem. A similarity threshold can be set, above which the semantically similar to the R-set genes qualify. Finally, the number of the derived genes can also be set manually. Fig. 5 depicts the data entry and parameter setting interface of SoFoCles. -Dataflow information. While experimenting with SoFoCles, the user is directed with proper messages in order to form complete and sound queries. -Dataset production. SoFoCles is able to output datasets suitable for processing with the WEKA environment that contain both statistically and semantically derived features. These datasets can be validated using various classification techniques.
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Experimental process
The SoFoCles platform was evaluated using two cases of microarray data. In both cases the general notion of the conducted experiments was to compare classification accuracy in each of the three resulting datasets: (a) the whole dataset W-set, (b) the refined dataset R-set (obtained by legacy feature selection techniques) and (c) the enriched dataset S-set generated by SoFoCles.
The main goal was the increase of classification accuracy. Apart from that, the improvement of other measures for the evaluation of the results such as TP rate, FP rate, precision and F-Measure, which refer more to each class label separately, were also considered.
The Support Vector Machines (SVM) algorithm [47] was used for classification in the last step of the process. SVM is computationally efficient, robust in high dimensions, which is the case in microarray problems, and it is based on sound theoretical foundations. Furthermore, no strong hypothesis is needed on the data generation process and the objects are classified with large confidence thus avoiding overfitting. In order to empower this decision, preliminary tests were conducted using the legacy feature selection algorithms, in which SVM outperformed other classification algorithms such as decision tables, rule learning algorithms (JRip and PART), decision trees (J48), instance based methods (IBk, K * ), neural networks (Perceptron), Bayesian and radial basis function networks. The datasets were evaluated using leave-one-out cross-validation. The two gene expression datasets that were used in our evaluation experiments are described in Section 6.2. The first dataset, D S , contains information on the effects of cigarette smoke on the human epithelial cell transcriptome and the other, D CNV , examines the central nervous system embryonal tumor outcome based on gene expression.
The GO release of May 2007 was used and searching was limited to the criteria of ID, symbol and synonym partial matching. Only GO terms from the BP aspect were taken into consideration excluding those supported by the IEA evidence code as this type of annotation is not validated by a curator.
For annotation purposes, three GOA files were used:
(a) Human (gene_association.goa_human), (b) Rat (gene_association.rat) and (c) Mouse (gene_association.mgi).
The decision to use the last two files was taken because these two organisms are highly similar to Human.
In addition, the minimum semantic similarity threshold was set to 50%, while five was selected as the maximum number of top semantically similar genes for each gene of the R-set and the maximum number of finally chosen genes among the top semantically similar ones was set to 50% of the number of features of the R-set, i.e. 20 genes for the D S dataset and 10 genes for the D CNV dataset.
Lastly, five semantic similarity methods (Resnik, Lin, Jiang&Con-rath, Cao, oldZZL) and three ways of evaluating the semantic similarity between genes (AVG, MAX, AVG_MAX) were used for the experimentation, thus leading to the creation of 5 Â 3 = 15 sets of results.
After presenting the parameters used, a short discussion on the nature of the tested data is essential. First, the classification accuracy of the whole dataset (W-set) was estimated as a reference value for the comparison of the other datasets' performance.
Furthermore, a refined set (R-set) was created from W-set after the application of a legacy feature selection method. In order to achieve fair comparison, when creating the R-set preliminary experiments were conducted and the threshold for which the legacy methods yielded the optimal results was selected. Based on this R-set, 15 new S-sets were produced by SoFoCles using different semantic similarity techniques. The S-sets were enriched with a number of genes with respect to the R-set. Thus, for a more complete attempt of evaluating the strength of SoFoCles, a new R-set, comprised of as much features as the S-sets had in average, was created using the legacy feature selection algorithm. For completeness purposes, two additional R-sets were also created; one containing only randomly extracted features out of the initial W-set and another containing the features of the initial R-set plus some randomly extracted features from the W-set. The number of the randomly extracted features was selected so that these R-sets have the same number of features as the average number of features of the S-sets.
Experimental data 6.2.1. D S dataset
This dataset was a collection of 74 samples profiling the gene expression of the human airway epithelial cells across a broad spectrum of individuals in order to discover the reversible and irreversible effects of cigarette smoking [49] . These profiles were obtained by hybridization on the Affymetrix HG-U133A Genechip containing probes for 22,215 genes. Thus, the dataset comprises 22,215 features plus one class divided into three labels: currentsmoker, never-smoked and former-smoker. Out of the 74 samples 33 belong to the ''current-smoker" label, 23 to the ''never-smoked" label and the remaining to the ''former-smoker" label.
The features which represent GenBank accession numbers were transformed into gene symbols by appropriate mappings in order to be processed by the GOA files.
Relief-F was used as the feature selection method for the creation of the R-set from the W-set. In more detail, the top 40 features, as selected by the relief-F algorithm, were isolated and produced the R-set. Based on these 40 features their top semantically similar genes were mined according to one of the semantic similarity methods implemented in SoFoCles and the S-sets were produced.
D CNV dataset
The second group of data was a set of 60 samples examining the mechanism of central nervous system embryonal tumor based on gene expression [50] . The RNA amounts were hybridized to HuGeneFL arrays which, in turn, were scanned on Affymetrix scanners. Finally, the expression values for each gene were calculated using Genechip software. The dataset comprises 7129 genes plus one binary class. Out of the 60 samples 39 belong to ''medulloblastoma survivors" and 21 to ''treatment failures".
The features which represent probe IDs were transformed into gene symbols by appropriate mappings in order to be processed by the GOA files. The feature selection method that was used was the Information Gain. More specifically, the top 20 features coming out of the Information Gain algorithm constituted the Rset.
Results
D S dataset
Accuracies for the performed classification experiments are depicted in Fig. 6 . The bar chart is based on Table I (Supplementary  information) .
As it can be observed in the chart the two R-sets (those with 40 and 74 features) outperform the W-set roughly by 14%. This can be justified by the fact that many of the genes, which are described in [49] as cancer-related, are found in the R-sets. More explicitly, the R-sets include genes that code for xenobiotic functions, such as the anti-oxidants GPX2 and ALDH3A1, several putative tumor suppressor genes, such as SLIT1, SLIT2 and TU3A, the oncogene pirin (PIR), a transcription factor involved in the induction of oxygen regulated genes (EPAS), as well as the genes CLDN10, MMP10, LOC92689, ME1 and MT1F, which were also considered in the analysis in [49] .
As expected, the sets with randomly selected genes yielded poorer results than the ones refined with legacy feature selection methods. Fig. 7 depicts the percentile accuracy improvement of each method and gene semantic similarity approach with respect to the R-set for the D S dataset. Out of the 15 sets produced by SoFoCles, all five that used the AVG metric for evaluating semantic similarity exhibited invariably worse performance. Thus, it can be inferred that this method produced no new knowledge and it was not suitable for the specific dataset.
Of the remaining 10 S-sets, six outperformed the R-set (of 40 attributes). In short, the combinations of Jiang&Conrath and Old-ZZL with MAX or AVG_MAX and the pairs Resnik/MAX and Cao/ AVG_MAX produced better results.
Thus, Jiang&Conrath and oldZZL semantic methods seem to perform adequately for this specific dataset and derive the necessary information, particularly when MAX is chosen as the method for evaluating semantic similarity.
It must be noted that among the genes of the above S-sets that have semantically enriched the R-sets, there can be found genes that are believed to contribute to cancer development according to [49] . For instance, CX3CL1, a potential tumor suppressor gene, which is absent in the R-sets, is found in the Cao.AVG_MAX, Jiang-Conrath.AVG_MAX and oldZZL.AVG_MAX sets. Moreover, the presence of tumor suppressor SLIT1 gene is reinforced in the Resnik.MAX set. Thus, if the legacy feature selection algorithms were solely used, the inclusion of the above genes into the feature set would also require the inclusion of more irrelevant genes, thus decreasing the classification accuracy. Specifically, the inclusion of the above genes using the legacy method would require the use of 13,547 attributes in total, resulting to a classification accuracy of 77.027%, a very low rate compared to the 85.14% of SoFoCles. The SoFoCles methodology can override this drawback using the semantic similarity notion.
D CNV dataset
Classification accuracy measurements for the experiments with the D CNV dataset are given in Fig. 8 . The bar chart is based on the Table II (Supplementary information) .
In this dataset, the R-sets (except the totally random one) exceed the classification accuracy of the W-set by as much as 13%. One profound reason is that discriminatory genes, as described in [50] , are included in the R-sets. More specifically, the aforementioned sets contain features that, according to the analysis in [50] 
SoFoCles datasets W -set R -sets Fig. 6 . Classification accuracy for the D S dataset. Accuracies were measured for the whole dataset (W-set), four different datasets refined with legacy statistical methods (Rsets), and the SoFoCles datasets (S-sets) that are semantically enhanced using five semantic similarity methods and three different approaches for computing semantic similarity between genes. content) or both. Such genes are the markers of survival in the study GPS2, AMT, ACADVL, AP3B2 (Beta-NAP), KIAA0220, NHLH1, and C5orf18 (human polyposis locus). Besides, the R-set with mixed filtered and random features performs similarly with the other two R-sets, although the one with all of its features being random normally gave bad results. Fig. 9 depicts the percentile accuracy improvement of each method and gene semantic similarity approach with respect to the R-set for the D CNV dataset. For this experiment nine out of the 15 S-sets outperformed the R-sets and two others showed similar results. It seems that the biological knowledge entered by the tool really helps in deciphering useful information from W-set. Indeed, when the AVG_MAX metric was used, the classification accuracy increased by almost 10% compared to that of the R-sets. Therefore, the AVG_MAX parameter appears to have a critical role in the enrichment of biological pathways related to the problem.
As in the previous case, the Jiang&Conrath and oldZZL semantic methods appear to apply effectively on this dataset as well, especially in combination with AVG_MAX value.
However, three out of five S-sets with the way of evaluating semantic similarity parameter set to AVG rendered worse results as it happens in the set having the parameters semantic method and way of evaluating gene semantic similarity set to Resnik and AVG_MAX respectively. Again, when the way of evaluating gene semantic similarity equals AVG no improvement as far as the accuracy is concerned is achieved.
Last but not least, the four S-sets reaching levels of accuracy near 90% (Cao.AVG_MAX, JiangConrath.AVG_MAX, Lin.AVG_MAX and oldZZL.AVG_MAX) contain genes which are highly semantically similar to problem related ones such as DSCR1L1, FMR1 showing high similarity with NHLH1 and ACTR1A being similar to AP3B2. Specifically, DSCR1L1, a gene considered as critical for the Down syndrome (Ca interaction proteins), and FMR1, which may play a role in the development of synaptic connections between nerve cells in the brain (also known as ''fragile X mental retardation protein") are found to be semantically, and also functionally, similar with NHLH1, which may serve as DNA-binding protein and may be involved in the control of cell-type determination, possibly within the developing nervous system. Likewise, the final S-set contains the gene ACTR1A, which is involved in a diverse array of cellular functions, including ER-to-Golgi transport, the centripetal movement of lysosomes and endosomes, spindle formation, chromosome movement, nuclear positioning, and axonogenesis, due to its semantic similarity with AP3B2, a gene that is thought to serve neuron-specific functions such as neurotransmitter release. As in the previous case, in order to achieve the presence of these specific genes using the legacy statistical feature selection methods, the inclusion of more irrelevant to the problem genes would be required, thus decreasing the classification efficiency. Specifically, using the legacy method, the inclusion of the above genes would require the use of 3996 attributes in total, resulting to a classification accuracy of 75%, much poorer than the 91.67% that SoFoCles yields.
Discussion
We have measured the effect of semantically enhancing gene expression feature sets in order to improve microarray classification accuracy. To this end, we have used several semantic similarity methods and three approaches for computing semantic similarity between genes.
To summarize, better results are obtained when only the terms with the maximum similarity are taken into consideration at a time (MAX approach). More specifically, in the D S dataset, three out of five S-sets with the MAX parameter perform more efficiently than the R-sets, as is the case in the D CNV dataset, as well. Even more satisfactory results were produced when the AVG_MAX value was used for evaluating gene semantic similarity, especially in the D CNV set. This can be attributed to the fact that genes (or gene products) have multiple biological roles. Thus, for each term annotated to a gene, only its similarity to the most similar one of the other genes is taken into account. Consequently, all the characteristics of the genes are considered during the evaluation of their semantic similarity. The AVG way of evaluating gene semantic similarity was found to be inadequate. SoFoCles datasets W -set R -sets Fig. 8 . Classification accuracy for the D CNV dataset. Accuracies were measured for the whole dataset (W-set), four different datasets refined with legacy statistical methods (Rsets), and the SoFoCles datasets (S-sets) that are semantically enhanced using five semantic similarity methods and three different approaches for computing semantic similarity between genes.
Focusing on the semantic methods used, the Jiang&Conrath and the oldZZL seem more appropriate at least for the two datasets used (D S and D CNV ). In particular, these methods achieved optimum performance in both datasets when combined with MAX and AVG_MAX values of the way of evaluating gene semantic similarity parameter.
SoFoCles can be a valuable tool in microarray data analysis by contributing to the process of improving classification results in microarray data, as well as in providing them with more biological insight. SoFoCles is achieving that by reinforcing the discriminative power of marker genes not only by just adding highly semantically similar genes which are likely to participate in common biological pathways, but also by exploiting knowledge from one of the most respected biological ontologies, the Gene Ontology.
Conclusions and future work
SoFoCles is a methodology for marker gene selection in microarray experiments that combines semantic and statistical knowledge in a unified environment. The methodology has been implemented as a software platform which provides the user with an experimenting suite comprising a series of semantic similarity algorithms and an easy way of handling and parameterizing the Gene Ontology. SoFoCles reinforces already spotted biological process pathways by finding the most semantically similar genes of the R-sets. The user of the suite can experiment with different semantic similarity algorithms and fine-tuning parameters in order to achieve optimal performance. It is also worth noting that the interface environment of the tool is user-friendly, guiding the user step by step and presenting information messages, where necessary, in order to ensure its proper functionality.
Microarray classification experiments have demonstrated the ability of the proposed technique to improve classification accuracy, by enhancing the dataset with strong marker genes that might otherwise have been omitted. The performance of SoFoCles proved better not only compared to the W-set but to the R-sets, as well.
The ability of SoFoCles to reveal semantically similar marker genes is directly dependent on the quality of the Gene Ontology itself. Thus, further improvement or enrichment of the Gene Ontology may yield even better results with SoFoCles. At present, only a small fraction of the existing genes is annotated to GO terms. From this percentage, the majority of the annotations is based on electronic techniques, which contain high levels of unreliability especially when not supported by a GO curator. Although SoFoCles is able to exclude such annotations, an improvement in GO annotations quality will automatically enhance the quality of SoFoCles results.
Future work on SoFoCles aims at uncovering more of the ''shadowy" pathways that are not revealed after the application of legacy feature selection methods. Such pathways may hide important information and have considerable discriminative power of uncovering the separate labels of the problem. One possible solution is the clustering of genes of the R-set. Clustering these genes into groups that are likely to participate in common pathways might take more paths into consideration and prevent excessive reinforcement of main paths as well. Moreover, statistical measures can be applied to the semantically similar genes retrieved in order to isolate representative genes of a group rather than all genes. In that way, genes having same functionalities with a referenced one and do not serve further in the amplification of a pathway will be ignored.
In conclusion, the first version of SoFoCles seems to reinforce the synergy between statistical and semantic methods for the improvement of classification results and the attribution of more biological insight on them. 
