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I Abstract/Introduction
The following random recurrency :
Wn+1 = Un+1(Wn + Λn+1)
where W−1 = 0. is known to be associated with the shot noise (see scheme 1) :
Wt =
∑
0<tk<t
Λke
−(t−tk)
where the tk are the dates of a Poisson process, the Ui; i = 0, 1, ... are independent uniform
variables. This can be extended to the triggered shot noise ( cf. ref. [7] , see scheme 2) :
Wt =
∑
0<tlk<t
Λlke
−(t−tlk), l = 1, 2, 3, ...
The random amplitudes Λi, i = 0, 1, ... are positive Dufresne independent variables which
Laplace transform of the density is :
pFq(a;b;−s), p+ 1 ≤ q
or variables λc(a;b) independent which characteristic function is (cf. ref. [9]) :
2p+1F2p(c, a, a+
1
2
;b,b+
1
2
;−s2)
∗Laboratoire de Statistique et Probabilités, Université Paul Sabatier, 31062 Toulouse, France. e-mail:
jfchamay@math.univ-toulouse.fr
1
or more generally even density variables which characteristic function (i.e. the Fourier
transform) is :
pFq(a;b, ;−s2), p+ 1 ≤ q
the generalized hypergeometric function, with the sequences of parameters p, q ; a =
a1, ..., ap > 0;b = b1, ..., bq > 0 defined for −1 < s < 1 :
pFq(a;b;−s2) =
∞∑
n=0
(a)n
(b)n
(−s2)n
n!
.
where (a)s =
Γ(a+s)
Γ(a)
is the Pochhammer symbol and Γ the Gamma function.
The compact notation used means for the products (a)n = (a1)n...(ap)n and (−) an empty
set of parameters. Our aim is to provide tools to compute the density of the stationnary
behaviour of the random recurrency i.e. of the classical or triggered shot noise. Special
cases have already been studied
This work take advantage of previous results for different type of laws with the follo-
wing transforms :
Laplace
1. deterministic : 0F0(−;−;−s) = exp (−s), ref. [8],
2. Gamma : 1F0(a;−;−s) = 1(1+s)a , a > 0, ref. [7],
3. Beta : 1F1(a; b;−s), b > a > 0,
or Fourier :
1. Laplace : 1F0(a;−;−s2) = 1(1+s2)a , a > 0, ref. [7],
2. Cauchy : 0F0(−;−;−|s|) = exp (−|s|), ref. [7],
3. Standard Normal : 0F0(−;−;−s2/2) = exp (−s2/2), ref. [7],
4. Arcsine : 0F1(−; 1;−s2/4) = J0(s), ref. [6,7],
5. Bernoulli : 0F1(−; 12 ;−s2/4) = cos (s), ref. [5],[7],
We intend to illustrate the general case with the particular example combinating the 2
last ones : sum of Arcsine and Bernoulli variables, i.e. :
0F1(−; 1
2
;−s2/4) 0F1(−; 1;−s2/4) = cos (s)J0(s) = 2F3(1
4
,
3
4
;
1
2
,
1
2
, 1;−s2)
see [20] 7.15.1.3 p 609.
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II Shot Noise
The stationnary density is obtained from a first order differential equation giving the
transform (Laplace, Fourier) taking into account the characteristic function of the random
amplitude g(s) (see [8] )
h(s) =
C
s
exp(−
∫ ∞
s
g(ξ)
ξ
dξ)
where C is the normalization factor. The density of probability is given after the formal
inversion of the Fourier transform for our general case by :
f(x) =
C
pi
∫ ∞
0
cos(xt) exp(−
∫ ∞
t
pFq(a;b;−ξ2)
ξ
dξ)
dt
t
the normalization factor is given by (see the appendix for the proof) :
C = exp(
1
2
(−γ − ψ(a) + ψ(b)))
where ψ(a) is the logarithmic derivative of the Γ(a) function, γ the Euler constant, the
compact notation used means for the sums : ψ(a) = ψ(a1) + ...+ ψ(ap).
The previous papers required the use of known special functions : exponential, sine/cosine
(hyperbolic),Bessel(modified)Integral, we introduce now the generalized hypergeometric
Integral :
pT iq(a;b;−x2) = 2
∫ ∞
x
pFq(a;b;−ξ2)
ξ
dξ
= −γ − ln(x)− ψ(a) + ψ(b)
+ pT inq(a;b;−x2)
(see the appendix for the computation of the integration constant) where the complemen-
tary function is :
pT inq(a;b;−x2) = 2
∫ x
0
(1− pFq(a;b;−ξ2))
ξ
dξ =
−
∞∑
k=1
(a)k
(b)kkk!
(−x2)k.
The asymptotical behavior for x → ∞ is given traditionally by integration by parts
(for not integer b) :
2
∫ ∞
x
pFq(a;b;−ξ2)
ξ
dξ =
∞∑
k=1
(b)−k(k − 1)!(−1)(k−1)
(a)−kx2k
pFq(a− k;b− k;−x2).
3
We could have introduced even more general function like Meijer function where the
hypergeometric function is replaced by its extension (see [20] III,8.2.2.3 page 618) :
Gm,np,q
[
ξ
∣∣∣∣∣ ab
∣∣∣∣∣
]
=
m∑
k=1
∏∗m
j=1 Γ(bj − bk)
∏n
j=1 Γ(1− aj + bk)∏q
j=m+1 Γ(1− bj + bk)
∏p
j=n+1 Γ(aj − bk)
pFq−1(1− a1 + bk, ..., 1− ap + bk; 1− b1 + bk, . ∗ ., 1− bq + bk; (−1)p−m−nξ)
where the normalization gives :
Gm,np,q
[
0
∣∣∣∣∣ ab
∣∣∣∣∣
]
=
m∑
k=1
∏∗m
j=1 Γ(bj − bk)
∏n
j=1 Γ(1− aj + bk)∏q
j=m+1 Γ(1− bj + bk)
∏p
j=n+1 Γ(aj − bk)
II.1 Asymptotical Study
An asymptotical study by the saddle point method of the stationary density is under-
taken by considering the inverse Laplace transform :
f(x) =
1
2ipi
∫
A0
exp(−sx+
∫ s
0
pFq(a;b; ξ
2)− 1
ξ
dξ)ds
where A0 is a vertical path in the s plane through the saddle point s0 if
Φ(s) = −sx+
∫ s
0
pFq(a;b; ξ
2)− 1
ξ
dξ,
the saddle points s0 are the roots of
Φ
′
(s) = −x+ pFq(a;b; s
2)− 1
s
.
Then the density f(x) can be approximated by :
f(x) =
exp(Φ(s0))√
2piΦ”(s0)
, x→∞
For x sufficiently large Φ
′
(s) has only one root s0(x) tending to infinity with x. This fact
can be seen using the asymptotical representation of pFq(a;b; s
2) The calculation of the
roots of
1 + xs0 = pFq(a;b; s
2
0)
gives an idea of the asymptotic behavior, first with : s
(1)
0 = O(ln(x))
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II.2 Our Favorite Example
We handle the following random recurrency :
Wn+1 = Un+1(Wn + cos(piVn+1) + ∆n+1)
where :
W0 = U0(cos(piV0) + ∆0);n = 0, 1, ...
the density of W0 is the following : f0(x) =
1
2pi
√
2−|x|
|x| 1[−2,2](x)
f1(x) the density of W1 is given from the intermediary step : calculation of g1(y) the
density of Y = W0 + (cos(piV1) + ∆1) obtained using complete elliptic functions K :
g1(y) =
1
pi2
(2K(1− y
2
4
)1[−2,2] + (2− y
2
)K((2− y
2
)
y
2
)1[−4,4])(y)
Then f1 can be expressed through the integral :
∫ √1−(x−1)2
0
K(ξ)
ξ
( 5
√
1− ξ2 − 1
5
√
1− ξ2 )
2dξ
integrated by series expansion see Prudnikov , vol III page 36. The comparisons between
the densities and the Monte-Carlo simulations are presented in figure 1 for f and figure 2
for g (only on the positive abscissae due to parity).
The previous recurrency is associated to the shot noise :
Wt =
∑
0<tk<t
(cos(piVn+1) + ∆n+1)e
−(t−tk)
where the tk are the dates of a Poisson process, the Ui, Vi; i = 0, 1, ... are independent
uniform random variables and the ∆i, i = 0, 1, ... independent Bernoulli variables
1
2
(δ+1 +
δ−1).
This random amplitude can be considered as the product of the same Bernoulli by a Beta
β
(1)
1
2
, 1
2
multiplied by 2, this fact is also shown by the Carlson identity [4] entry (11)p =
1, a = 1
2
, q = 1, b = 1 :
2pF2q+1(
a
2
,
a+ 1
2
;
1
2
,
b
2
,
b+ 1
2
;−s2) =
1
2
( pFq(a;b; i2
1+q−ps) + pFq(a;b;−i21+q−ps))
A numerical computation of the stationary density is tractable by splitting the inte-
gration domain of the integral and negleting the minor integration part (see appendix for
the normalization constant) :
f(x) =
2e−γ
pi
∫ ∞
0
cos(xt)exp(−
∫ ∞
t
cos(ξ)J0(ξ)
ξ
dξ)
dt
t
=
5
2e−γ
pi
[
∫ x1
0
cos(xt)exp(−
∫ ∞
t
cos(ξ)J0(ξ)
ξ
dξ)
dt
t
−sin(xx1)
xx1
exp(−
∫ ∞
x1
cos(ξ)J0(ξ)
ξ
dξ)
+
∫ x2
x1
1− cos(t)J0(t)
xt
sin(xt)exp(−
∫ ∞
t
cos(ξ)J0(ξ)
ξ
dξ)
dt
t
] +O(
1
xx22
)
where O( 1
xx2
2
) ∼ O(h2), h is the integration step from the trapezoidal rule of this oscilla-
ting integral (see [11] for the numerical results).
The computations are based on earlier results obtained with other types of laws (Arc-
sine or Bernoulli alone), they require now the calculations of the special function Cosine-
Bessel Integral in accordance with the Agrest’s papers [1,2,3] for the function Exponential-
Bessel Integral. We can choose between several expansions :
cos(x)J0(x) =
∞∑
k=0
(1
2
)2k
((2k)!)2
(−4x2)k.
which gives the following moments : K2k =
( 1
2
)2k2
2k
(2k)!
, K2k+1 = 0, k = 0, 1, ..., or :
cos(x)J0(x) =
∞∑
k=0
(−1)k (4k)!
((2k)!)3
(
x
2
)2k
found in [13] 5-24-30 p 92, and the hypergeometrical representation already established
cos(x)J0(x) = 2F3(
1
4
,
3
4
;
1
2
,
1
2
, 1;−x2) =
∞∑
n=0
(1
4
)n(
3
4
)n
(1
2
)n(
1
2
)n
(−x2)n
(n!)2
.
which is more convenient for our purpose, we get :
CJi(x) =
∫ ∞
x
cos(ξ)J0(ξ)
ξ
dξ =
1
pi
∫ pi
0
Ci(2x sin2 (
θ
2
))dθ = m1 − Ln(x) + CJin(x)
where Ci is the cosine integral (the integral uses the integral representation of the Bessel
function)and the complementary function is :
CJin(x) =
∫ x
0
(1− cos(ξ)J0(ξ))
ξ
dξ = −
∞∑
n=1
(1
4
)n(
3
4
)n
(1
2
)n(
1
2
)n
(−x2)n
2n(n!)2
m1 being the integration constant computed in the appendix, the constant is given by :
m1 =
1
2
(−γ − ψ(1
4
)− ψ(3
4
) + 2ψ(
1
2
) + ψ(1)) = −γ + Ln(2)
(cf. ref. [21] for the ψ values or the pseudo code of its computation).
The asymptotical behavior for x → ∞ is given by an integration by parts (due to the
integer parameter of the hypergeometric function) using the Hankel asymptotic expansion
for J0 see Abramovitz [0] page 364 :
∫ ∞
x
cos(ξ)J0(ξ)
ξ
dξ ∼ 2−
1
12x
+
√
2 cos (2x−pi
4
)
4x√
pix
+ ◦( 1
x
5
2
)
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II.3 Asymptotical Study of the example
The asymptotic behavior of the density is given from the saddle point method by
considering the bilateral inverse Laplace transform :
f(x) =
1
2ipi
∫
A0
exp(−sx+
∫ s
0
Ch(ξ)I0(ξ)− 1
ξ
dξ)ds
where A0 is a vertical path in the s plane through the saddle point s0
if Φ(s) = −sx+ ∫ s0 Ch(ξ)I0(ξ)−1ξ dξ the saddle points s0 are the roots from :
Φ
′
(s) = −x+ Ch(s)I0(s)− 1
s
then the density f(x) can be approximated by :
f(x) =
eΦ(s0)√
2piΦ”(s0)
, x→∞
for x sufficiently large Φ
′
(s) has only one root s0(x) tending to infinity with x,and using
the following asymptotic representations for the modified Bessel function and the hyper-
bolic functions :
In(s) ∼ e
s
√
2pis
, Ch(s) ∼ Sh(s) ∼ e
s
2
the calculation of the roots from 1+xs0 =
e2s0
2
√
2pis0
gives an idea of the asymptotic behavior,
first s
(1)
0 = O(
1
2
Ln(x)) and s
(2)
0 =
1
2
Ln(x) + 3
4
Ln(Ln(x)) + 1
4
Ln(pi), x→∞
The analogous relations exist for the special function hyperbolic cosine modified Bessel
integral for the asymptotic study with the help of the saddle point method :
CIi(x) = γ + Ln(x/2) + CIin(x)
where :
CIin(x) =
∫ x
0
(Ch(ξ)I0(ξ)− 1)
ξ
dξ =
∞∑
n=1
(1
4
)n(
3
4
)n
(1
2
)n(
1
2
)n
(x2)n
2n(n!)2
again the asymptotic behavior for x→∞ is given by an integration using the asymptotic
expansion of I0 see Abramovitz [0] page 377 :
∫
Ch(ξ)I0(ξ)
ξ
dξ ∼
√
2 exp (2x)
8x
√
pix
+ ◦(exp (2x)
x
5
2
)
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III Triggered Shot Noise
III.1 General Case
The approximated stationary density of the random recurrency is obtained from a
lth order differential equation giving the transforms (Laplace, Fourier) h(s) taking into
account the characteristic function of the random amplitude g(s) (see [7] ), for l=2 :
s2h′′(s) + 3sh′(s) + (1− g(s))h(s) = 0
the h expansion in the neighbourhood of zero is : h(s) =
∑∞
i=0 cis
i, the coefficients are
identified using the g(s) expansion, we get :
c0 = 1, c2n+1 = 0, c2n =
1
4n(n + 1)
n−1∑
j=1
c2jK2(n−j)
(2(n− j))! , n = 1, 2, ...
where the Kn are the moments of the random amplitude. The iterative computation
according to cf. [6] of h(s) :
sh2(s) = C1((Ln(s) + γ)(1 + T i
(2)(s)) + 2T i(3)(s)) + (C2 − C1)(1 + T i(2)(s))
is used for the calculation of the 2 constants C1, C2 from the comparison with
∑∞
j=0 cjs
j
which allows the knowledge of the asymptotical behavior for the triggered case.
For the triggered shot noise we need to introduce the special function iterated generalized
hypergeometric Integral function :
pT i
(n)
q (a;b;−x2) = 2
∫ ∞
x
pT i
(n−1)
q (a;b; ξ
2)
ξ
dξ
Where :
pT i
(0)
q (a;b;−x2) = 2 pFq(a;b;−x2)
and
pT in
(n)
q (a;b;−x2) = −
∞∑
k=1
(a)k
(b)k(k)nk!
(−x2)k.
The semiconvergent asymptotic forms x→∞ of the iterated exponential integral can be
found in Kunstner [17], Van De Hulst [22] page 11 and of the iterated cosine integral in
Hallen [12], for the iterated Bessel integral we get the following result from Bessel Integral
Ji(1)(x) approximation found in Petiau [19] Smith, page 254 :
Ji(2)(x) = J0(x)(
1
x2
− 20
x4
+ ... + (−1)n−1 (2
nn!)(2n−1(n− 1)!)(∑n−1k=1 1k + 12n)
x2n
+ ...)
+J1(x)(
4
x3
− 96
x5
+ ...+ (−1)n−1 (2
nn!)2(
∑n
k=1
1
k
)
x2n+1
+ ...)
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III.2 Our favorite Example
According to the results in [7] on the triggered shot noise we get for the W0 density :
f0(x) =
1
pi
(
√√√√2− |x|
|x| −Arctg(
√√√√2− |x|
|x| ))1[−2,2](x)
figure 3 shows the comparison with a Monte-Carlo simulation of the process.
The link between iterated Integral functions and their complementary is given, cf. [14] for
ψ(n) using m2, m3 (see appendix), by :
m2 =
1
222!
(ψ′(
1
4
) + ψ′(
3
4
)− 2ψ′(1
2
)) = pi2/4
m3 =
1
233!
(2ψ′′(1)− (ψ′′(1
4
) + ψ′′(
3
4
)) + 2ψ′′(
1
2
)) =
1
16.3
(−4ζ(3) + 4.28ζ(3)− 2(8− 1)ζ(3)) = ζ(3)/3
then :
CJi(2)(x) =
1
2!
(γ + Ln(x/2))2 + pi2/4−
∞∑
n=1
(1
4
)n(
3
4
)n
(1
2
)n(
1
2
)n
(−x2)n
(2n)2(n!)2
CJi(3)(x) = − 1
3!
(γ + Ln(x/2))3 +
pi2
4
(γ + Ln(x/2)) + ζ(3)/3−
∞∑
n=1
(1
4
)n(
3
4
)n
(1
2
)n(
1
2
)n
(−x2)n
(2n)3(n!)2
where the zeta function :
ζ(3) = 1.2020569032
Since these functions are necessary to the computation according to cf. [6] of :
sh2(s) = C1((Ln(s)+γ)(1+CJi
(2)(s))+2CJi(3)(s))+(C2−C1)(1+CJi(2)(s))+1/(
√
s)9
for the calculation of the 2 constants C1, C2 from the comparison with
∑∞
j=0 cjs
j which
allows the knowledge of the asymptotical behavior for the triggered case, figure 4 shows
the comparison (only for positive abscissae due to the parity).
The asymptotical behavior for x→∞ is given by a double integration by parts using the
Hankel asymptotic expansion for J0 see Abramovitz [0] page 364 :
∫ ∞
x
1
ξ
∫ ∞
ξ
cos(η)J0(η)
η
dηdξ =
4− 1
6x√
pix
++ ◦ ( 1
x
5
2
)
The knowledge of the asymptotic behaviour is necessary to compute by inverse Fourier
transform the density with short support from the characteristic function with extended
support as shown in figure (5)
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III.3 Waiting Time Paradox
It is necessary to take into account the waiting time correction for the triggered shot
noise, (see [23],[7]) when l = 2 for instance :
fwaiting−time(x) =
1
4pi
(3
√√√√2− |x|
|x| − 2Arctg(
√√√√2− |x|
|x| ))1[−2,2](x)
The density of the product of the random amplitude by 3 independent uniforms va-
riables can also be calculated in closed form :
f0(x) =
2
pi
(
√√√√2− |x|
|x| −Arctg(
√√√√2− |x|
|x| )
−1
2
(ω + θ)Ln(r) +
1
4
(Cl2(2(ω + θ))− (Cl2(2ω) + Cl2(2θ))))1[−2,2](x)
where : r = 1√
2|x| , θ = Arctg(
√
2−|x|
|x| ) and ω = Arctg(
rsin(θ)
(1−rcos(θ)))
with the help of the Clausen Integral, see [18] :
Cl2(α) = −
∞∑
k=1
sin(kα)
k2
= −
∫ α
0
Ln(2sin(
θ
2
))dθ
Figure 5 shows the comparison of f0 with the Monte-Carlo simulation of the random
recurrency, the first term is sufficient, except for an accurate computation of the tail of
the stationnary density.
All the other numerical resuls and graphs can be found in the report [11].
IV Appendix : Auxiliary Result
The method to compute the integration constants of the iterated Integral functions
follows the line of the proof in [16] pages 258-259.
Lemma 1 :
Let g(s) be the transform (Laplace or Fourier) of the random amplitude density, with
moments : Kk, k = 1, 2, ..., we get :
g(n)(s) =
∫ ∞
s
g(n−1)(ξ)
dξ
ξ
, g(0)(s) = g(s)
we get :
g(n)(s) = Mn−1 + (−1)nLn
n(s)
n!
+ (−1)n
∞∑
k=1
(−1)k−1Kks
k
knk!
+
n−2∑
l=0
(−1)(n−l−1)Lnn−l−1(s)Ml
l!(n− l − 1)!
10
where :
Mn =
∫ ∞
0
g′(ξ)
Lnn(ξ)
n!
dξ
Proof :
Integrating by parts :
g(n)(s) =
∫ ∞
1
g(sξ)
Lnn−1(ξ)
(n− 1)!
dξ
ξ
, n = 1, 2, ...
Splitting the domain of integration we get for g(n)(s) :
∫ ∞
1
s
g(sξ)
Lnn−1(ξ)
(n− 1)!
dξ
ξ
−
∫ 1
s
0
(1− g(sξ))Ln
n−1(ξ)
(n− 1)!
dξ
ξ
+
∫ 1
s
1
Lnn−1(ξ)
(n− 1)!
dξ
ξ
+
∫ 1
0
(1− g(sξ))Ln
n−1(ξ)
(n− 1)!
dξ
ξ
=
∫ ∞
1
g(ξ)
Lnn−1(ξ/s)
(n− 1)!
dξ
ξ
−
∫ 1
0
(1− g(ξ))Ln
n−1(ξ/s)
(n− 1)!
dξ
ξ
+(−1)nLn
n(s)
n!
+
∞∑
k=1
(−1)k−1Kks
k
k!
∫ 1
0
xk−1
Lnn−1(ξ)
(n− 1)! dξ =∫ ∞
1
g(ξ)
Lnn−1(ξ)
(n− 1)!
dξ
ξ
−
∫ 1
0
(1− g(ξ))Ln
n−1(ξ)
(n− 1)!
dξ
ξ
+(−1)nLn
n(s)
n!
+ (−1)n
∞∑
k=1
(−1)k−1Kks
k
knk!
+
n−2∑
l=0
(−1)(n−l−1)Lnn−l−1(s)
l!(n− l − 1)! [
∫ ∞
1
g(ξ)
Lnl(ξ)dξ
ξ
−
∫ 1
0
(1− g(ξ))Ln
l(ξ)dξ
ξ
] =
Mn−1 + (−1)nLn
n(s)
n!
+ (−1)n
∞∑
k=1
(−1)k−1Kks
k
knk!
+
n−2∑
l=0
(−1)(n−l−1)Lnn−l−1(s)Ml
l!(n− l − 1)!
The integrals Mn are also obtained by integration by parts :
Mn =
∫ ∞
1
g(ξ)
Lnn(ξ)
n!
dξ
ξ
−
∫ 1
0
(1− g(ξ))Ln
n(ξ)
n!
dξ
ξ
=
∫ ∞
0
g′(ξ)
Lnn(ξ)
n!
dξ
‡
Generally this integral is unknown in closed form for any g(s), more likely we will obtain
the following one :
Mn =
1
n!
[
dn
dsn
(K(s))]s=0 =
1
n!
[
dn
dsn
(
∫ ∞
0
g′(ξ)ξsdξ)]s=0
This is true for instance for the Fox H function, a very general special function (see
[20] III paragraph 8.3 pp626) :
g(s) = Hm,np,q
[
s
∣∣∣∣∣ (a,A)(b,B)
∣∣∣∣∣
]
11
where(cf. [20]III,8.3.2.15 page 629)for the differentiation of the Fox function ) :
sg′(s) = Hm,n+1p+1,q+1
[
s
∣∣∣∣∣ (0, 1); (a,A)(b,B); (1, 1)
∣∣∣∣∣
]
From the definition, using Mellin-Barnes integrals (see [20]III,8.3.1.1 page 626) we get
for the integral K :
K(s) =
∫ ∞
0
ξs−1Hm,n+1p+1,q+1
[
ξ
∣∣∣∣∣ (0, 1); (a,A)(b,B); (1, 1)
∣∣∣∣∣
]
dξ =
−s
∏m
j=1 Γ(bj − Bjs)
∏n
j=1 Γ(1− aj − Ajs)∏q
j=m+1 Γ(1− bj −Bjs)
∏p
j=n+1 Γ(aj −Ajs)
Returning to our general case :
Lemma 2 :
For
g(s) = pFq(a;b;−s2)
the integrals :
Mn =
1
n!
[
dn
dsn
(
∫ ∞
0
g′(ξ)ξsdξ)]s=0, n = 1, 2...
are given by the recurrency :
Mn = mn +m1Mn−1,M0 = 0, n = 1, 2, ...
where :
mk =
1
2kk!
(ψ(k−1)(1) + (−1)k(ψ(k−1)(a)− ψ(k−1)(b))), k = 1, 2, ...
the ψ(k) are the derivative of the ψ function.
Proof.
( cf. [20] for the differentiation of the hypergeometric function ) :
g′(s) = −2s (a)1
(b)1
pFq(a+ 1;b+ 1;−s2)
then from the definition of the generalized hypergeometric functions using Mellin-Barnes
integrals cf. [20] 7.3.4.12 page 438. we get :
K(s) =
(a)1
(b)1
∫ ∞
0
pFq(a+ 1;b+ 1;−ξ)ξs/2dξ = (a)−s/2Γ(1 + s/2)
(b)−s/2
from which :
K ′(s) =
1
2
(
(a)−s/2Γ′(1 + s/2)
(b)−s/2
+
(a)−s/2Γ(1 + s/2)Γ(b)Γ′(b− s/2)
Γ2(b− s/2) −
Γ(1 + s/2)Γ′(a− s/2)
Γ(a)(b)−s/2
)
12
then :
M1 = m1 = K
′(0) =
1
2
(ψ(1) + ψ(b)− ψ(a))
However to continue it will be more convenient to introduce the expansion of Ln(K(s))
using the expansions of the logarithm of the Γ function, cf. [13] 54-111 p 358 where the
Riemann Hurwitz function is given in terms of derivative of the ψ function :
ζ(k, a) =
(−1)k
(k − 1)!ψ
(k−1)(a)
we get :
Ln(K(s)) = Ln(
Γ(a− s/2)
Γ(a)
)− Ln(Γ(b− s/2)
Γ(b)
) + Ln(
Γ(1 + s/2)
Γ(1)
) =
1
2
(ψ(1)− ψ(a) + ψ(b))t/2 +
∞∑
k=2
tk
2kk!
(ψ(k−1)(1) + (−1)k(ψ(k−1)(a)− ψ(k−1)(b)))
finally :
mk =
1
2kk!
(ψ(k−1)(1) + (−1)k(ψ(k−1)(a)− ψ(k−1)(b))), k = 1, 2, ...
the Mn are obtained from the mk using the application of the method presented in
[10],[14] :
Mn = mn +m1Mn−1,M0 = 0, n = 1, 2, ...
‡
13
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✫
Λi
...t0 t1 t2... ...tn−k... ...tn
Wt
↑ ↑ ↑ ↑ ↑ t
Scheme 1 : Shot Noise Process
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✲✫
✫
✫
✫Λi
t0 t1 t2 t3... ...t2(n−k)... ...t2n
Wt
↑ ↑ ↑ ↑ ↑ ↑ t
Scheme 2 :Triggered Shot Noise Process
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