For the nth order nonlinear integro-differential equations subject to right focal point boundary conditions we provide necessary and sullicient conditions for the existence, uniqueness, and convergence of an approximate iterative method.
I. INTRODUCTION
In this paper we shall consider the following nth order equation X(")(l) =f(t, x(c), Ax(t)) (1.1) together with the right focal point (the nomenclature comes from polynomial interpolation) boundary conditions where n > 2, 1 d k <n -1 is fixed. In (l.l), x(t) stands for (x(t), x'(t) ,..., xcn-'j(t)) and A is a continuous operator which maps C'" "[a, 61 into C [a, b] . The functionfis assumed to be continuous in all of its arguments. The problem (1.1 ), (1.2) includes several particular cases, for example, the boundary value problem for differential equations if A = 0, considered 51 in [6, 7, 9-19, 22, 231, for the integro-differential equations of Volterra type if Ax(t) = sf g(t, s, x(s)) ds 0
for the integro-differential equations of Fredholm type if
Ax(x) = !*" g(t > 3, x(s)) ds u and so on. For the related problems also see [ 14, 8, 20 and references therein].
The plan of this paper is as follows: In Section 2, we state some lemmas which are needed in Section 3 to obtain necessary and sufficient conditions for the existence and uniqueness of the solutions of (l.l), (1.2) . In Section 3, we also provide a priori conditions so that the sequence {xJ~)) generated from Picard's iterative method (3.13) converges to the unique solution x*(t) of the boundary value problem (l.l), (1.2) . In practical evaluation of this sequence only an approximate sequence {y,(t)} is constructed which depends on approximating f and A by some simpler function and operator. In Section 4, we shall find y,, + I(t) by approximating f and A by f, and A, following relative and absolute error criterian and obtain necessary and suffkient conditions for the convergence of (y,(t) 3 to the solution. In Section 5, we consider several examples which dwell upon the importance of our results.
2. SOME BASIC LEMMAS
The Green's function gk(t, s) of the boundary value problem x(I') = 0 (2.1)
can be written as Obviously any fixed point of (3.1) is a solution of (l.l), (1.2). We note that (TX)(t) -P,_ ,(t) satisfies the conditions of Lemma 2.2 and (TX)'"'(~) -PrLI(t) = (TX)'"'(~) = f(t, x(t), Ax(t)). Thus, for all x(t) E Bra, b] it follows that II (TX)"" -Pt!, II d Q. Hence, we find Then, the boundary value problem (1.1) (1.2) has a solution in D, .
Proof:
The boundary value problem (l.l), (1.2) is equivalent to the problem
(3.5)
We define A4 as the set of functions n times continuously differentiable on [a, b] and satisfying the boundary conditions (3.5). If we introduce in ~4 the norm11 YII =max,.,., 1 y'"'(t) / then, A4 becomes a Banach space. We shall show that the mapping T: A4 + A4 defined by co +P =--I-C! Thus, it follows from Schauder's fixed point theorem that T has a fixed point in S. This fixed point y(t) is a solution of (3.4), (3.5) and hence the boundary value problem (1.1 ), (1.2) has a solution x(t) = y(r) + P,-,(t). 3) at least one of the Ci+1 or hi(t, s), 0 d id n -1, will not be zero, otherwise x(t) will coincide on [a, 61 with a polynomial of degree at most (n -1) and will not be a nontrivial solution of (1.1 ), (2.2), (2.3). Further, x(t) E 0 is obviously a solution of ( 1.1) (2.2) (2.3) and if c( < 1 then, it is also unique.
DEFINITION.
The function f (t, x(t), Ax(t)) is said to be of Lipschitz class, if for all (t, x(t)), (t, y, (t))e [a, b] x C("-"[a, 61 the following inequality is satisfied If(t, x(t),Ax(t))-f(t,y(t),Ay(t)) I n --1 < 1 L; 1 x(;)(t) -y"'(l) 1 *=O + 1:: jb hi(t, S) I x(')(s) -y"'(s) 1 ds. 
Proof
We shall show that the mapping T defined on the Banach space it4 in Theorem 3.3 is contracting. For this, let y(t), z(t) E M then, from (3.6) (3.7), and Lemma 2.2, we have
and hence II (TY) -(Tz) II = u~;:b I .f(t, y(f) + P,,-,(r), A(y(t) + P,-,(t)))
. . 68 Il.!-211.
Thus, the mapping T in A4 has a unique fixed point and this is equivalent to the existence and uniqueness of the solutions for the boundary value problem (l.l), (1.2) . If the functionf(t, x(t), Ax(t)) satisfies the Lipschitz condition (3.7) only over a compact region then Theorem 3.5 cannot be applied. To deal with such a situation we need the following: Further, from (3.1) and (3.11), we have
Obviously, the function z(t) = -si gk(t, S) u](s) ds satisfies the conditions of Lemma 2.2 and z'"'(t)= -q(t), thus rnaxQGIGh Iz'")(t)l = max,<,<b Ill d6, and hence Iz"'(t)l dC$(b--~)"~'& O<i<n-1. Using these inequalities and (3.10) in (3.14), we obtain and hence or II (TX,) -x0 II < (E + 6) qo(b -a)" (3.15) which is from (3.12) same as
Thus the conditions of Lemma 2.4 are satisfied and conclusions (l))(5) follow.
CONVERGENCE OF THE APPROXIMATE ITERATES
In Theorem 3.6 conclusion (3) ensures the convergence of the sequence {x,(t)} obtained from the iterative scheme (3.13) to the unique solution x*(t) of the boundary value problem (1.1 ), (1.2). However, in practical evaluation this theoretical sequence {xJf)} is approximated by the computed sequence, say, (y,(t)}. To find y, + r(t); the function f and operator A are approximated by some simpler f, and A,. Therefore, the computed sequence (y,J t)} satisfies the iterative process ye(t) = *q)(t) = $t), m = 0, l,.,.. To prove (2) we note that X(~)E s(X, rl), and if yl(t), y2(f),..., y,Jt) are in S(X, rl), then it suffices to show that y, + , (t) E s(X, r,). For this, from (4.1) and (3.11), we have Y,+l(t)-x(t)=P,~,(t)-P,~,(t) +I" gk(t,S)Cf,(S,Ym(S),AmYrn(S)) u -f(s, +I, 4s))-il(s)l ds and hence from Lemma 2.2, we get
A,y,(t))-f(t,x(t),AjZ(t))~ . . . .
-J'(f, $t), A%(t)) I +(d+V+dV)"~~~~If'(ts(t),Ax(t))ll . . 
Proof
The proof is contained in Theorem 4.1.
SOME EXAMPLES
Here, we shall provide few examples which are sufficient to convey the importance of our results. converges to x*(t). Further, we conclude that Ix*(t)-cos tl <0.048285554....
