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Summary
The rapid advance of computer architectures towards more powerful, but also more com-
plex platforms, has the side effect of making the timing analysis of applications a chal-
lenging task (Cullmann et al., 2010). The increasing demand of computational power in
cyber-physical systems (CPS) is getting hard to fulfill, if we consider typical real-time
constrained applications. Time constraints in CPS are often mandatory requirements,
i.e. they must be satisfied in any condition because of the mission-critical system purpose.
The satisfaction of these constraints is traditionally demonstrated using well-established
static analyses, providing theWorst-Case Execution Time (WCET) (Wilhelm et al.,
2008). However, the increasing complexity of computing architectures – such as multi-
core, multi-level caches, complex pipelines, etc. (Berg, Engblom, & Wilhelm, 2004) –
makes these analyses computationally unaffordable or carrying out too pessimistic ap-
proximations. The problem grows when dealing with Commercial-Off-The-Shelf (COTS)
hardware (Dasari, Akesson, Nélis, Awan, & Petters, 2013) and complex operating systems
(Reghenzani, Massari, & Fornaciari, 2017).
Probabilistic approaches for hard real-time systems have been proposed as a possible so-
lution to address this complexity increase (Bernat, Colin, & Petters, 2002). In particular,
theMeasurement-Based Probabilistic Time Analysis (MBPTA) (Cucu-Grosjean
et al., 2012) is a probabilistic analysis branch for real-time systems to estimate the WCET
directly from the observed execution times of real-time tasks. The time samples are col-
lected across the application input domain and the WCET is provided in probablistic
terms, the probabilistic-WCET (pWCET), i.e. a WCET with a probability of observing
higher execution times. The statistical theory at the basis of the WCET estimation is
the Extreme Value Theory (EVT) (E. Castillo, Hadi, Balakrishnan, & Sarabia, 2005)
(De Haan & Ferreira, 2007), typically used in natural disaster risk evaluation, However,
to obtain a safe pWCET estimation, the execution time traces must fulfill certain require-
ments. In particular, MBPTA requires the time measurements to be (Kosmidis, 2017):
(1) independent and identically distributed, (2) representative of all worst-case latencies.
The first requirement comes from the EVT, it can be checked with suitable statistical tests
and can be relaxed under some circumstances (Santinelli, Guet, & Morio, 2017), while
the latter is relative to the input representativity and to the system (hardware/software)
properties. Both requirements are necessary to obtain a safe, i.e. non-underestimated,
pWCET.
The chronovise framework is an open-source software aiming at standardizing the flow
of MBPTA process, integrating both estimation and testing phases. The few existing
software presented in literature (Lu, Nolte, Kraft, & Norstrom, 2010) (Lesage, Griffin,
Soboczenski, Bate, & Davis, 2015) lack of source code availability. Moreover, both works
include a limited set of features, other than poor maturity level due to the missing in-
tegration of the most recent scientific contributions. Another software is available as
open-source (Abella, 2017), but specialized for a variant of classical MBPTA analysis
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called MBPTA-CV (Abella, Padilla, Castillo, & Cazorla, 2017). Our work aims at filling
the absence of a stable software with a well-defined EVT execution flow. The proposed
framework supports both Block-Maxima (BM), Peak-over-Threshold (PoT) and MBPTA-
CV EVT approaches; the current available methods to estimate the extreme distribution.
The output distribution respectively assumes the Generalized Extreme Value (GEV) and
the Generalized Pareto Distribution (GPD) form. Three estimators, Maximum Likelihood
Estimator (MLE) (Bücher & Segers, 2017), Generalized-MLE (GMLE) (Martins & Ste-
dinger, 2000), Probability Weighted Moment (PWM, called also L-moments) (Hosking &
Wallis, 1987), are already included, as well as some statistical tests: Kolmogorov-Smirnov
(Massey, 1951) and (Modified) Anderson-Darling (Sinclair, Spurr, & Ahmad, 1990). Fi-
nally, the implementation of an overall results confidence estimation procedure is also
available. The API provided allows users to specify or to implement new input genera-
tors and input representativity tests.
The software chronovise is in fact presented as a flexible and extensible framework, de-
ployed as a static C++ library. The selection of C++ language enables the easy im-
plementation of hardware-in-the-loop analyses. The underlying idea of chronovise is to
provide a common framework for both researchers and users. Even if EVT is a well-known
statistical theory, it is continuously evolving and it is still a hot topic in mathematical
environment. The application of EVT in real-time computing is immature and it still re-
quires several theoretical advances. This has led us to implement this software: enabling
the exploitation of an already implemented EVT process, in order to perform experiments
of new theories and methods, without the need to reimplement algorithms from scratch.
With our framework we want to create a common software-base, that would increase both
the replicability of the experiments and the reliability of the results, which are common
issues in research. On the other hand, end-users – i.e. engineers that use the already
available algorithms to estimate the pWCET – can just implement the measurement part
and use the framework without introducing further changes.
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