Mining subspace clusters from the DNA microarrays could help researchers identify those genes which commonly contribute to a disease, where a subspace cluster indicates a subset of genes whose expression levels are similar under a subset of conditions. Since in a DNA microarray, the number of genes is far larger than the number of conditions, those previous proposed algorithms which compute the maximum dimension sets (MDSs) for any two genes will take a long time to mine subspace clusters. In this paper, we propose the Large Itemset-Based Clustering (LISC) algorithm for mining subspace clusters. Instead of constructing MDSs for any two genes, we construct only MDSs for any two conditions. Then, we transform the task of finding the maximal possible gene sets into the problem of mining large itemsets from the condition-pair MDSs. Since we are only interested in those subspace clusters with gene sets as large as possible, it is desirable to pay attention to those gene sets which have reasonable large support values in the condition-pair MDSs. From our simulation results, we show that the proposed algorithm needs shorter processing time than those previous proposed algorithms which need to construct gene-pair MDSs.
Introduction
DNA microarrays are one of the latest breakthroughs in experimental molecular biology and have opened the possibility of creating datasets of molecular information to represent many systems of biological or clinical interest (Lazzeroni and Owen, 2002; West et al., 2001 ). Gene expression profiles can be used as inputs to large-scale data analysis, e.g., to discover hidden taxonomies, or to increase our understanding of normal and disease states (Tefferi et al., 2002) . However, the large number of genes and the complexity of biological networks greatly increase the challenges of comprehending and interpreting the resulting cluster of data, which often consists of millions of measurements. Analysis of such data is becoming one of the major bottlenecks in the utilization of the technology (Hakamada et al., 2006; Jiang et al., 2004; Liu and Wang, 2007; Yang et al., 2002 Yang et al., , 2003 .
The gene expression data from a microarray experiment can be represented by a realvalue expression matrix, where rows represent genes, columns represent various samples, and each element of this matrix represents the expression level of the particular gene in the particular sample. Currently, a typical microarray experiment contains 10 3 to 10 4 genes, and this number is expected to reach to the order of 10 6 . However, the number of samples involved in a microarray experiment is generally less than 100. Figure 1 shows an example of the DNA microarray dataset, where M N, where M > 10 3 and N < 10 2 Koo et al., 2006; Madeira and Oliveira, 2004; Wang et al., 2004; Yang et al., 2007) .
Since the dataset which comes from the biological experiments is large, many data mining techniques are used to study the data efficiently. Mining techniques, such as classification and clustering, are proposed to analyze and predict the functions of newly found genes or proteins (Agrawal et al., 1998; Chang et al., 2007; Golub et al., 1999) . Clustering is an important data mining problem (Aggarwal et al., 1999; Aggarwal and Yu, 2000; Cheng et al., 1999; Ester et al., 1996; Pei et al., 2003) . For a set of objects, clustering is the process of grouping the objects into a set of disjoint classes, called clusters, such that objects within a cluster have high similarity to each other, while objects in different clusters are dissimilar (Jiang et al., 2005) . Recent efforts in data mining have focused on methods for efficient and effective cluster analysis (Zhang et al., 1996) in large databases, e.g., microarray datasets.
Clustering techniques have been proven to be helpful to understand gene function, gene (Jiang et al., 2004; Sultan et al., 2002) . Moreover, investigations show that more often than not, several genes contribute to a disease, which motivates researchers to identify a subset of genes whose expression levels are similar under a subset of conditions; that is, they exhibit fluctuation of a similar shape when conditions change (Brown and Botstein, 1999) .
Most clustering models, including those used in subspace clustering, define similarity among different objects by distances over either all or only a subset of the dimensions. Some well-known distance functions include Euclidean distance, Manhattan distance, and cosine distance. However, distance functions are not always adequate in capturing correlations among the objects. In fact, strong correlations may still exist among a set of objects, even if they are far apart from each other as measured by the distance functions . This is demonstrated with an example in Figure 2 and Figure 3 . Figure 2 shows a data set with 3 genes and 10 conditions . No patterns among the 3 genes are visibly explicit. However, if we pick a subset of the conditions, {b, c, h, j, e}, and plot the values of the 3 genes on these conditions in Figure 3 -(a), it is easy to see that they manifest similar patterns. However, these genes may not be considered in a cluster by any traditional clustering model, because the distance between any two of them is not close. The same set of genes can form different patterns on different sets of conditions. In Figure 3 -(b), we show another pattern in subspace {c, e, g, b}. If we think of conditions {c, e, g, b} as different environmental stimuli, the pattern shows that the 2 genes respond to these conditions coherently. Our goal of this paper is to discover such subspace clusters from raw data sets such as Figure 2 .
Many techniques have been proposed to find subspace clusters with the coherence expression of a subset of genes on a subset of conditions. Some well-known subspace clustering algorithms based on the main categories of approximate answers and complete answers are shown in Figure 4 . Cheng and Church (Cheng and Church, 2000) proposed the bicluster model which captures the coherence of the genes and conditions in a submatrix of a DNA microarray. Next, based on the same bicluster model, Yang et al. (Yang et al., 2002) proposed a move-based algorithm, δ-cluster, to improve the performance of the biclustering algorithm to find subspace clusters. Unlike the biclustering algorithm (Cheng and Church, 2000) and the δ-clusters algorithm , the pCluster algorithm simultaneously detects multiple clusters that satisfy the user-specified δ threshold.
Moreover, since the pCluster algorithm provides the complete answer, they will not miss any qualified subspace clusters, while random algorithms, e.g., the biclustering algorithm (Cheng and Church, 2000) and the δ-clusters algorithm, provide only an approximate answer. The cluster search problem is in general NP-hard (Sultan et al., 2002) , and the subspace clustering problem is no exception Wang et al., 2002; Cheng and Church, 2000) . To cope with this computational challenge, the zCluster algorithm (Yoon et al., 2005 ) exploits a compact data structure called zero-suppressed binary decision diagrams (ZBDDs) (Minato, 1993) to implicitly represent and manipulate massive data. The
ZBDDs have been used widely in other domains, namely, the computer-aided design of very large-scale integration (VLSI) digital circuits, and can be useful in solving many practical instances of intractable problems. The zCluster algorithm exploits this property of ZBDDs, and can find all the subspace clusters that satisfy specific input conditions without exhaustive enumeration.
Although the pCluster algorithm and the zCluster algorithm (Yoon et al., 2005) provide the complete answer, they contain some time-consuming steps. First, the pCluster algorithm and the zCluster algorithm equally use the clusters containing only two genes or two conditions to construct larger clusters having more genes and conditions, which are called gene-pair and condition-pair MDSs. However, this step of measuring the difference of each gene-pair on the conditions of a DNA microarray is really timeconsuming, since the number of genes in the real life microarray is usually very large. A typical microarray experiment contains 10 3 to 10 4 genes, and this number is expected to reach to the order of 10 6 , while the number of samples involved in a microarray experiment is generally less than 100. Thus, the time complexity of constructing the gene-pair MDSs is much higher than the time complexity of constructing the condition-pair MDSs in those previous proposed clustering algorithms.
In addition, the pCluster algorithm proposes a prefix tree structure using the depth-first algorithm to mine the final subspace clusters. The zCluster algorithm (Yoon et al., 2005) contains the similar step of mining. However, this step is the bottleneck of the mining. For each node, the pCluster algorithm has to examine the possible combinations of genes on the conditions registered in the path. The algorithm distributes the gene information in each node to other nodes which represent subsets of the condition set along the path of this node. This distributing operation is the major cause that the pCluster algorithm may not be efficient or scalable for large databases. Therefore, to avoid the above disadvantages, in this paper, we propose the Large ItemsetBased Clustering (LISC) algorithm to mine the subspace clusters in the microarray. In our proposed algorithm, first, we only consider the condition-pair MDSs, instead of constructing the gene-pair MDSs. Second, we transform the task of mining the possible maximal gene sets into the mining problem of the large itemsets (i.e. frequent patterns) from the condition-pair MDSs. We make use of the concept of the large itemset which is used in mining association rules, where a large itemset is represented as a set of items appearing in a sufficient number of transactions. That is, given a database of sales transactions, it is desirable to discover the important associations among items such that the presence of some items in a transaction will imply the presence of other items in the same transaction.
For example, a transaction database is given in Figure 5 . Assuming that the minimum transaction support required is 2, the set of large itemsets, {A: 2, B: 3, C: 3, E: 3, AC:
2, BC: 2, BE: 3, CE: 2, BCE: 2}, composed with the minimum support required, can then be determined. Since we are only interested in the subspace cluster with gene set as large as possible, it is desirable to pay attention to those gene sets which have reasonably large support from the condition-pair MDSs. In other words, we want to find the large itemsets from the condition-pair MDSs; therefore, we obtain the gene set with respect to enough condition-pairs. In this step, we efficiently use the revised version of the FP-tree structure to find the large itemsets of gene sets from the condition-pair MDSs. The FP-tree structure has been shown to be one of the most efficient data structures for mining large itemsets, and is a extended prefix tree structure for storing compressed, crucial information about large itemsets. Thus, we can avoid the complex distributing operation and reduce the search space dramatically by using the FP-tree structure. Finally, we develop an algo-rithm to construct the final clusters from the gene set and the condition-pair after searching the FP-tree. From our simulation results, we show that our proposed algorithm is more efficient than those previous proposed algorithms.
The rest of this paper is organized as follows. Section 2 gives a survey of two subspace cluster algorithms. Section 3 presents the proposed large itemset-based clustering (LISC) algorithm. In Section 4, we study the performance and make a comparison of the proposed algorithm with other previous proposed algorithm. Finally, we give a conclusion in Section 5.
Related Work
In this section, we will describe two well-known subspace clustering algorithm, pCluster and zCluster (Yoon et al., 2005) . In particular, pCluster algorithm will be examined in detail.
pCluster
Wang et al. ) proposed a clustering model, namely the pCluster, to capture not only the closeness of objects, but also the similarity of the patterns exhibited by the objects. Let D be a set of objects, where each object is defined by a set of attributes A. It is interested in objects that exhibit a coherent pattern on a subset of attributes of A.
Let O be a subset of objects in the database (O ⊆ D), and let T be a subset of attributes
and a, b ∈ T , the pScore of the 2 × 2 matrix is defined as:
Figure 6-(a) shows a microarray matrix with ten genes (one for each rows) under five experiment conditions (one for each column). This example is a portion of microarray data that can be found in (Tavazoie et al., 2000) . Figure 6 -(b) shows that a pCluster (VPS8, EFB1, CYS3, CH1I, CH1D, CH2B) is embedded in the microarray.
The algorithm is described in the following three steps.
Step 1: Finding attribute-pair and object-pair MDSs.
Clearly, a pCluster must have at least two objects and two attributes. Intuitively, we can use those pClusters containing only two objects or two attributes to construct larger pClusters having more objects and attributes. Given a pair of objects, we compute the object-pair MDS (Maximum Dimension Set)
efficiently. For example, Figure 7 -(a) shows the attribute values of two objects. The last row shows the differences of the attribute values.
To compute the object-pair MDS, the pCluster algorithm sorts the attributes in the difference ascending order, as shown in Figure 7 -(b). Suppose δ = 2. The pCluster algorithm runs through the sorted list using a sliding window of variable width. Clearly, the attributes in the sliding window form a δ-pCluster provided the difference between the rightmost element and the leftmost one is no more than δ. For example, we firstly set the left edge 
of the sliding window at the left end of the sorted list, and moves the right edge of the window until it sees the first 6. The attributes in between, {e, g, c}, is the set of attributes of an object-pair MDS. Then, we move the left edge of the sliding window to attribute g, and repeats the process until the left end of the window runs through all elements in the list. In total, three MDSs can be found, i.e., (
A similar method can be used to find the attribute-pair MDSs.
Step 2: Pruning Unpromising MDS.
In an object-pair MDS ({o 1 , o 2 , D}), if the number of attributes in D is less than min a , the user-specified minimum number of attributes, then o 1 and o 2 can not appear together in any significant pCluster. Similarly, in an attribute-pair MDS (R, {a 1 , a 2 }), if the number of objects in R is less than min o , the user-specified minimum number of objects, then a 1 and a 2 can not appear together in any significant pCluster. Based on this idea, pCluster algorithm conducts the dual pruning between the object-pair MDSs and the attribute-pair MDSs.
Step 3: Generating significant pClusters.
After pruning in
Step 2, the pCluster algorithm inserts the surviving object-pair MDSs into a prefix tree. For each object-pair MDS, all attributes are sorted according to a global order and then inserted into the tree. The two objects are registered in the last node of the path corresponding to the sorted attribute list. If two object-pair MDSs share the same prefix with respect to , they share the corresponding path from the root in the tree.
Clearly, since every object-pair MDS surviving from the pruning step must have at least min a attributes, no object will be registered in any node whose depth is less than min a .
After all object-pair MDSs are inserted into the tree, the pCluster algorithm treats each node in the tree whose depth is at least min a as a candidate pCluster, and verifies whether the objects registered at the node really form a pCluster. Moreover, if all objects at a node in the tree form a pCluster, any ancestor of the node in the tree registering the same set of objects also form a pCluster. Therefore, a post-order traversal of the prefix tree is conducted to examine the nodes whose depths are no less than min a , and generate the pClusters.
zCluster
Yoon et al. (Yoon et al., 2005) proposed the zCluster algorithm based on the pCluster model that exploits the zero-suppressed binary decision diagrams (ZBDDs) data structure to cope with the computational challenges. The ZBDDs have been used widely in other domains, namely, the computer-aided design of very large-scale integration (VLSI) digital circuits, and can be useful in solving many practical instances of intractable problems. The zCluster algorithm exploits this property of ZBDDs, and can find all the subspace clusters that satisfy specific input conditions without exhaustive enumeration.
.., e m−1 } represent a set of genes and a set of experimental conditions involved in gene expression measurement, respectively. The first step of zCluster is refering to 2 × |E| or |G| × 2 maximal clusters as maximum dimension sets (MDSs). In order to generate MDSs, zCluster uses an approach similar to that used in the pCluster algorithm. The zCluster algorithm differs in the remaining steps after constructing the prefix tree used in pCluster.
The zCluster algorithm efficiently utilizes ZBDDs (Minato, 1993) in the remaining steps.
This ZBDD-based representation is crucial to keeping the entire algorithm computationally manageable. The key observation is that a set of condition-pair MDSs can be regarded as a set of combinations and represented compactly by the ZBDDs. Therefore, the symbolic representation using ZBDDs is more compact than the traditional data structures for sets.
Moreover, the manipulation of condition-pair MDSs, such as union and intersection, is implicitly performed on ZBDDs, thus resulting in high efficiency.
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Definitions and Problem Statement
Let G = {g 0 , g 1 , ..., g m−1 } and C = {c 0 , c 1 , ..., c n−1 } represent a set of genes and a set of experimental conditions involved in gene expression measurement, respectively. The result can be represented by the matrix GE ∈ |G|×|C| with the set of rows G and the set of
[a] ∈ GE corresponds to the expression information of gene x in condition a (Yoon et al., 2005) .
A subspace cluster is defined to be a subset of genes that exhibit similar behavior under a subset of experimental conditions, and vice versa. Thus, in the gene expression data matrix GE = (G, C), a subspace cluster will appear as a submatrix of GE. We denote this submatrix by pair (R, D) where R ⊆ G and D ⊆ C. We specify the size of the cluster by
|R| × |D|.
Example 1 Let minG = 3, minC = 3, δ = 1, and an example of data matrix GE = (G, C) as shown in Figure 8 . The final subspace clusters are
The Proposed Algorithm
In this subsection, we will present our proposed LISC algorithm. Basically, the algorithm contains three steps: (1) finding condition-pair MDSs, (2) mining conditional pattern bases, and (3) constructing subspace clusters. First, we will describe a similar algorithm with pCluster to generate the Maximum Dimension Sets (MDSs) for each condition-pair. Next, we will find the large item set of the gene-condition pair using the revised version of an efficient data structure called Frequent Pattern Tree (FP-tree) (Han et al., 2000) . Finally, we develop an algorithm to construct the final clusters from the gene set and the condition-pair after searching the FP-tree.
Step 1: Finding Condition-Pair MDSs
Wang et al. proposed a subspace clustering algorithm called pCluster.
The first step of their algorithm is to find all the Maximum Dimension Set (MDS) for genepair and condition-pair in the polynomial time. In our algorithm, first, we use a similar way to generate MDSs, but only for condition-pair. Then, our algorithm completely differs in the remaining steps.
A subspace cluster (R, D) is a subset of genes R that exhibits a coherent pattern on a subset of conditions D. To formulate the problem, it is essential to describe, given a subset of genes R and a subset of conditions D, how coherent the genes are on the conditions. The measure pScore serves this purpose.
Definition 1 (H. Wang et al. (Wang et al., 2002)) Let R be a subset of genes in the database (R ⊆ G), and let D be a subset of conditions (D ⊆ C). Pair (R, D) specifies a submatrix. We assume that each condition is in the domain of real numbers. The value on condition a of gene x is denoted as v xa . For any genes x, y ∈ G and any conditions a, b ∈
C, the pScore of the 2 × 2 matrix is defined as:
Given a set of genes G and a set of conditions C, it is not trivial to find all the MDSs for C, since C can be clustered on any subset of G. Below, we study a special case where C contains only two conditions. Given conditions a and b, and a gene set T , we define S(a, b, T ) as:
Based on Definition 1, we can make the following observation: Given conditions a and b, and a gene set T , a and y form a subspace cluster on T iff the difference between the largest and smallest value in S(a, b, T ) is below δ.
We use − → S (a, b, T ) to denote a sorted sequence of values in S(a, b, T ):
Thus, a and b forms a subspace cluster on T if (s k − s 1 ) ≤ δ. Given a set of genes, G, it is also not difficult to find the MDSs for conditions a and b.
Given a set of dimensions C, T s ⊆ C is a MDS of a and b iff:
Therefore, we can find the MDSs for conditions a and b in the following manner: we start with both the upper-end and the lower-end placed on the first element of the sorted sequence, and we move the lower-end downward one position at a time. For every movement, we compute the difference of the values at the two ends, until the difference is greater than δ. At that time, the elements between the two ends form an MDS. To find the next MDS, we move the upper-end downward one position, and repeat the above process. It stops when the lower-end reaches the last element of the sorted sequence. is an MDS. We move the upper-end to (-2) and repeat the process until we find all two MDSs for c 3 and c 5 : (g 0 , g 1 , g 4 ) and (g 0 , g 1 , g 2 , g 3 ). Note that maximum dimension sets might overlap.
A formal description of the above process is given in Figure 10 . We use the condition pairMDS procedure to find MDSs for conditions a and b, where minG is the userspecified minimal number of genes in a subspace cluster, and δ is the user-specified clustering threshold. We can find all condition-pair MDSs for Example 1 shown in Figure 10 based on the condition pairMDS procedure.
Step 2: Mining Conditional Pattern Bases
We transform the task of mining the possible maximal gene sets into the mining problem of the large itemsets (i.e. frequent patterns) from the condition-pair MDSs. We efficiently 1: procedure condition pairM DS (a, b, G, minG, δ) 
Figure 11: Condition-pair MDSs use the revised version of the Frequent Pattern Tree (FP-tree) structure (Han et al., 2000) to find the large itemsets of the gene sets from the condition-pair MDSs. The FP-tree structure has been shown to be one of the most efficient data structures for mining large itemsets, and is a extended prefix tree structure for storing compressed, crucial information about large itemsets.
Since only the frequent genes will play a role in the large itemsets mining, it is necessary to perform one scan of the condition-pair MDSs table to can not construct the subspace cluster with the size of conditions ≥ minC. Therefore, we prune (g 6 : 2) from large 1-itemsets and condition-pair MDSs.
According to the large 1-itemset table, we transform the condition-pair MDSs table into the transaction condition-pair MDSs table shown in Figure 13 . We separate the MDSs of each condition-pair into distinct Transaction ID (TID), and sort the genes according to the descending order of supports, denoted as transMDSs. For example, we separte the MDSs {(g 0 , g 2 , g 3 , g 4 ), (g 1 , g 3 , g 4 )} of condition-pair (c 0 , c 3 ), and sort the genes. As shown in Figure   13 , the transMDSs of (c 0 , c 3 ) are T 2 : (g 3 , g 0 , g 4 , g 2 ) and T 3 : (g 3 , g 4 , g 1 ).
Afterward, we use a similar algorithm with respect to the FP-tree construction algorithm 
Figure 13: TDB for Example 1 (Han et al., 2000) to construct a revised version of FP-tree from TDB and mine conditional pattern bases, as shown in Figure 14 and Figure 15 , respectively. In the revised version of the FP-tree structure, every branch of the FP-tree represents an MDS, and the nodes along the branches are stored according to the decreasing order of the corresponding genes frequency, with leaves representing the condition-pairs. First, we create the root of a tree, labeled with "null". Scan the TDB once. The scan of T 1 leads to the construction of the first branch of the tree: (g 3 : 1), (g 0 : 1), (g 4 : 1), (g 2 : 1) with a leaf node labeled T 1 : (c 0 , c 1 ).
Note that the gene in the transMDSs is ordered according to the order in the list of large 1-itemsets shown in Figure 12 . Figure 16 shows the result of constructing the FP-tree of T 1 . For T 2 , since its gene set (g 3 , g 0 , g 4 , g 2 ) is identical to the gene set of T 1 , the path is shared with the count of each node along the path increased by 1. The tree is denoted as (g 3 : 2), (g 0 : 2), (g 4 : 2), (g 2 : 2) with a leaf node labeled T 1 : (c 0 , c 1 ) and T 2 : (c 0 , c 3 ) shown in Figure 17 . For T 3 , since its gene set (g 3 , g 4 , g 1 ) shares a common prefix node g 3 with the existing path (g 3 : 2), (g 0 : 2), (g 4 : 2), (g 2 : 2) , the count of node g 3 is increased by 1, and one new node (g 4 : 1) is created and linked as a child of (g 3 : 3) and another new node (g 1 : 1) is created and linked as the child of (g 4 : 1). The leaf node of this branch is denoted as T 1 : (c 0 , c 1 ). Figure 18 shows the result after constructing the FP-tree of T 1 , T 2 and T 3 .
Repeat the similar way above, and we can construct the FP-tree shown in Figure 14 .
To facilitate tree traversal, an item header table is built in which each item points to its occurrence in the tree via a head of node-link, where the items are listed according to the large 1-itemsets shown in Figure 12 . Nodes with the same item-name are linked in sequence via such node-links. After scanning the TDB, the tree with the associated node-links is constructed. Figure 19 shows the sub-tree of the FP-tree shown in Figure 14 , where the sub-tree contains g 4 , and partially presents the node-links of items, especially for g 4 .
Next, we use a similar algorithm with respect to FP-tree (Han et al., 2000) shown in Figure 15 . We will mine the final subspace clusters based upon the CPBs in the following subsection.
Step 3: Constructing Subspace Clusters
The final step of our algorithm is to construct the subspace clusters by Procedure F indCluster shown in Figure 20 , where
The flowchart of Procedure F indCluster is shown in Figure 21 . According to the condition pattern base table, the CPBs of each gItem are independent with those of the other gItem.
The process of constructing the eventual subspace clusters from the condition pattern base of each gItem will be described in the following steps: Step (a): Finding all the combination of (minG-1)-length gene sets.
Since we are only interested in the subspace clusters with the size of genes ≥ minG, we take the (minG − 1)-length gene sets from the CPBs except the gItem to construct the clusters. In the light of the CPBs of each gItem, we take the (minG − 1)-length gene sets as a unit to separate the gene set of each CPB. Therefore, the CPB will be represented as the collocation of the gene-pair and the condition-pair called the CandidateSet [minG − 1] on account of the genes with "(minG − 1)"-length of the combination. Figure Step ( can not be combined the other condition sets to a larger one, so the action of combination stops. Figure 26 shows LargeItemSet[2] of all gItems. ∈ gItem is transformed to CandidateSet [3] . The heavy solid line with an arrow means the "combination", and the dotted line with an arrow means the "intersection". In this case, we can combine the gene sets (g 3 , g 0 ), (g 3 , g 4 ) and (g 0 , g 4 ) to form the gene set (g 3 , g 0 , g 4 ),
and we find the condition set (c 0 , c 1 , c 3 ) of those gene sets occur simultaneously. Thus,
We repeat Steps (b) and (c) until no more CandidateSet [j] 
begin 8:
i := 0; 9: 
15:
else 17: 
Performance
In this section, we study the performance of our LISC algorithm. The algorithm is implemented on an Intel Pentium 4 machine with a 1.60 GHz CPU, 768 MB of main memory, and running under Windows XP Professional Edition. All experiments are implemented in Java and compiled by JDK 1.5.0.
Data Sets
We experiment our LISC algorithm with the synthetic data and the real life data set.
First, we start our experiments with the synthetic data sets to validate the correctness of our algorithm. In addition, the synthetic data sets can serve as convenient benchmarks to compare different algorithms. We generate these synthetic data sets in matrix forms by the algorithm introduced in . Initially, the matrix is filled with random values ranged from 0 to 500, and then we embed a fixed number of the subspace clusters in the raw data. Besides the size of the matrix, the data generator takes several other parameters: (1) minG, the average number of genes of the embedded subspace clusters, (2) minC, the average number of conditions, and (3) k, the number of the subspace clusters embedded in the matrix. To make the generator algorithm easy to implement, and without loss of generality, we embed the perfect subspace clusters in the matrix, i.e., each embedded subspace cluster satisfies a cluster threshold δ = 0. We investigate the performance of our LISC algorithm using the synthetic data.
Next, we investigate the performance of our algorithm with several combination of δ, minG and minC from the yeast gene expression data (Tavazoie et al., 2000) , leukemia dataset (Golub et al., 1999) and breast cancer data (West et al., 2001) by our algorithm and the other techniques. The gene expression data is generated by DNA chips and other microarray techniques. The detailed information about these datasets is shown in Figure   29 , where G is the number of genes and C is the number of conditions. Biologists are interested in the finding of a subset of genes showing strikingly similar upregulation and down-regulation under a subset of conditions (Cheng and Church, 2000) .
The leukemia dataset uses the bone marrow samples taken from 27 patients suffering from acute lymphoblastic leukemia (ALL) and 11 patients suffering from acute myeloid leukemia (AML) and analyzed using Affymetrix arrays. We wish to identify the genes that are upregulated or down-regulated in ALL relative to AML (i.e., to see if a gene is differentially expressed between the two groups). The samples used in the breast cancer data are taken from 49 breast cancer patients, before and after a course of doxorubicin chemotherapy, and analyzed using microarray. There are two measurements from each patient, one before treatment and one after treatment. These two measurements relate to one another. We are interested in the difference between the two measurements to determine whether a gene has been up-regulated or down-regulated in breast cancer following doxoruicin chemotherapy.
Our algorithm and the pCluster algorithm do not take as input the exact number of the subspace clusters to generate. Thus, we run these algorithms multiple times with different values of δ, minG and minC to find the subspace clusters.
Both of the pCluster and the zCluster algorithms contain three steps to mine the subspace clusters: (1) generating the gene-pair MDSs, (2) generating the condition-pair MDSs, and (3) constructing the tree to find the final clusters. We will compare the total processing time of our proposed LISC algorithm with the processing time of the first step of the pCluster and the zCluster algorithms, which is generating gene-pair MDSs. 
Experiment Result
In this subsection, we show the experiment result of the synthetic data and the real life data set.
Synthetic Data
In this subsection, we show the experiment results using the synthetic data. We evaluate the performance of the LISC algorithm as we increase the number of genes and conditions in the dataset. The results presented in Figure 30 and Figure 31 are the average response time obtained from a set of 10 synthetic data. 3 to 10 4 , and it is expected to reach to the order of 10 6 . Our algorithm avoids constructing the gene-pair MDSs. Therefore, our algorithm is more efficient than the algorithm.
Data sets used in Figure 31 are generated in the same manner, except that the number of genes is fixed at 3,000. The mining algorithm is invoked with δ = 0, ming = 30, minc = 0.2C, where C is the number of conditions of the data set. From this Figure, we show that the LISC algorithm always requires less time than the step of generating genepair MDSs no matter what value of the number of conditions is. The number of conditions in a real microarray data is usually less than 100. Even though we let the number of conditions larger than 100, our algorithm is more efficient than the step of generating genepair MDSs. Moreover, as the number of the conditions is increased, the difference of the average response time between our algorithm and the step of generating gene-pair MDSs is increased.
Step 1 Step 1, we generate the MDSs for each condition-pair. Then, we find the large item set using the revised version of FP-tree in Step 2. Finally, we develop an algorithm to construct the final clusters from the gene set and the condition-pair after searching the FP-tree in Step 3. The size of data sets in use is 5, 000 × 30. Figure 32 shows the result. The percentage of time spent in Step 3 is much longer than that in other steps.
Real Microarray Datasets
We apply the LISC algorithm on the yeast gene microarray (Tavazoie et al., 2000) , the leukemia dataset (Golub et al., 1999) and the breast cancer data (West et al., 2001) . We compare the total processing time of our proposed LISC algorithm with the processing time of the first step of the pCluster and the zCluster algorithms, which is generating gene-pair MDSs. We experiment our algorithm in several cases with different combination of the parameters δ, minG and minC in each real dataset shown in Figure 33 . The results of experimenting our algorithm in these cases and generating gene-pair MDSs in the yeast gene microarray, leukemia dataset and breast cancer data are shown in Figure 34 , Figure   35 and Figure 36 , respectively. From our simulation results, our algorithm has performance advantage over the the pCluster and the zCluster algorithms, as the processing time spent in their first step is longer than our total processing time. In this paper, we have proposed the LISC algorithm to mine the subspace clusters from the microarray data. In the proposed algorithm, we consider only the condition-pair MDSs, instead of constructing the gene-pair MDSs. Moreover, we transform the task of mining the possible maximal gene sets into the problem of mining large itemsets from the condition-pair MDSs. We efficiently utilize a revised version of the FP-tree structure to find the frequent gene set from the condition-pair MDSs. In our performance study, we have compared the total processing time of the proposed algorithm with the processing time of the first step of the pCluster and the zCluster algorithms (Yoon et al., 2005) , which generate gene-pair MDSs. We have experimented the algorithm with both synthetic and real life data sets. From our simulation results, we have shown that our proposed algorithm is more efficient than those previous proposed algorithms.
