Abstract. The solution of a nonlinear system of first order differential equations with nonlinear boundary conditions by implicit Runge-Kutta methods based on interpolatory quadrature formulae is examined. An equivalence between implicit Runge-Kutta and collocation schemes is established. It is shown that the difference equations obtained have a unique solution in a neighbourhood of an isolated solution of the continuous problem, that this solution can be computed by Newton iteration and that it converges to the isolated solution. The order of convergence is equal to the degree of precision of the related quadrature formula plus one. The efficient implementation of the methods is discussed and numerical examples are given.
Introduction.
We investigate the application of certain implicit RungeKutta methods (cf. Butcher [2] ) to the numerical solution of nonlinear boundaryvalue problems of the form (1.1a) y'iO-f(t,yit)) = 0, a^ tub, (1.1b) giyia), yib)) = 0.
Here, y, j and g are vector valued functions of dimension N. It is clear that most two point boundary-value problems can be reduced to (1.1a, b) . The schemes will be used to obtain approximations to y(t) on grids -k¡, where X, the ratio between the largest and the smallest grid spacing, is uniformly bounded for all families of grids to be considered. High order accuracy on the grid irr will be obtained by introducing appropriately spaced intermediate points on each interval of tr,. Using interpolatory quadrature based on these intermediate points yields implicit Runge-Kutta methods. Identical schemes are obtained if the intermediate points are used for collocation with piecewise polynomials. We shall now introduce the Runge-Kutta schemes. Collocation will be discussed in Section 2. This leads to the set of quadrature rules (1.7) / <pis) dstt £ wiktpiuk), j = 1, ■ --, n.
•>0 k-l
Now introduce a subgrid of (1.2), viz. The purpose of this paper is to investigate the convergence properties and computational aspects of (1.10) and (1.11). In Section 2, we shall present the alternative derivation of the schemes using collocation. The stability of the methods for linear equations (1.1) will be established in Section 3. The results of Section 3 will be used in Section 4 for the treatment of the nonlinear case where it will be shown that, for sufficiently small h, (1.10) (or (1.11)) has a unique solution in a neighbourhood of an isolated solution of (1.1), that this solution can be computed by Newton iteration and that the finite difference approximations converge to the isolated solution. The order of convergence is at least n. The results of Sections 3 and 4 are derived using the theory of Keller ([7] , [8] Although we only treat two point boundary-value problems, the schemes and the analyses can be extended to multipoint boundary conditions as considered in Keller [8, Appendix B] . Also, for linear equations, we can include the case of piecewise continuous coefficients and data if we proceed as in Keller [7] . License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Then the above conditions become
This is a set of (n + 1)7 relations for the (n + 1)/ unknowns cik, k = 0, • • ■ , n; i = 0, ■■■ ,/-1.
We shall now establish an equivalence between the schemes (2.2) and (1.10).
Theorem 2. then Pi, pa satisfy (1.11). Conversely, let 7,, 7,, be a solution q/" (1.11) and let /J,(i), i = 0, ■• -, I -I, be defined as in Theorem 2.1. Then pi't) satisfy (2.2).
The equivalence of implicit Runge-Kutta and collocation schemes has been observed for initial-value problems by Wright [12] and Hulme [6] .
Collocation by piecewise polynomials as a tool for solving boundary-value problems has been studied extensively. (For a bibliography, see Rüssel and Shampine [10] .) For m, = 0 and w" = 1, our collocation procedure coincides with that of Rüssel and Shampine [10] . For the remaining cases, our procedure is different since then v(t) defined by (2.2) is not an element of C\a, b] in general but only of C[a, b]. We have shown that for first order systems each such collocation scheme is identical with an appropriate difference scheme.
The theory of Rüssel and Shampine [10] has recently been extended by deBoor and Swartz [3] . For the case of a scalar equation (1.1a) with linear boundary conditions (1.1b), their results coincide with ours.
Osborne [9] has considered a class of collocation procedures for linear scalar differential equations which include the methods presented here and selected schemes which have a minimal local discretization error. His theory is closely related to the results of Section 5.
3. Stability for Linear Equations. In the remainder of the paper the analysis will be presented only for the case «, > 0, un = 1. However, with slight notational modifications, all results extend to the remaining cases.
We now investigate the stability of (1.10) for linear equations (1.1): OSiSÍ-l
The last N equations of (3.6) take the form
where the linear operators R{, S, are uniformly bounded in i and h. Since, due to consistency, Yl-i w«> m ï> Eq. (3.7) can be written as and Lh is a linear perturbation satisfying Keller [7] has established stability for the centered Euler scheme. Thus, from (3.9) and (3.10), the application of the Banach lemma in the standard way guarantees stability for (3.8), (3.2b), viz. there exist constants h2, C7, C8 such that (3.8), (3.2b) is uniquely solvable for 0 < h ^ h2 and has only the trivial solution.
In the sequel, we shall use the notation Proof. This theorem is the analogue of a result proved by Keller for the centered Euler scheme [8, Main Theorem]. The techniques employed in [8] are not restricted to this scheme but are a general tool for the study of finite difference methods for nonlinear boundary-value problems.
We shall therefore not present a detailed proof of Theorem 4.1, but shall proceed only until the connection with the theory of [8] becomes obvious.
Consider the linear system (3. In the case when (1.1) has separated endpoint boundary conditions, viz. The errors in u and u' for different gridspacings are shown in Table 1 . Since u is symmetric about t = ^, the values are only given for t = 0 and t = \. The iteration process was terminated when the norm of the difference between two successive iterates was ^ 10~14. For all h in Table 1 this was achieved in four iterations. Table 1 u u' h t = i r = 0 t = | 1/3 2.66 E-9 -3.66 E-8 -9.06 E-9 1/6 5.07 E-ll -5.96 E-10 -1.47 E-10 1/12 8.30 E-13 -9.42 E-12 -2.32 E-12 u"(t) + tu'it) -u't) = te -|f|(6 -12r + 2f2 -3r3), (6.6)(ii) u(-l) = e'1 -2, i/(l) = e.
The unique solution to (6.6) is uit) = e -it3 -f4), t = 0, = e + (/ -t4), 0^(. Equation (6.6) was transformed to a first order system in the same way as (6.5).
We chose this example to demonstrate that, for linear equations, the results of Section 5 are not affected by jump discontinuities in A(t) and git) or their derivatives, if the points of discontinuity are contained in ir7. We use uniform nets such that r = 0 is a gridpoint. The largest errors in u and u' occur at t = 0 and / = 1 respectively. The errors in u and u' are given in Tables 2 and 3 . Rüssel and Shampine [10] used collocation in the smooth Hermite space 7/<3>(ir,) to solve (6.6). The maximum of the absolute values of the errors obtained by this procedure is given in the last columns of Tables 2 and 3 . It must be noted, however, that the operational count for our method in this example is about twice that required for the collocation procedure. So it is appropriate to compare our values for lh with those of Rüssel and Shampine for h. Table 3 u' h / = -1 t » -\ t = 0 t -i r = 1 Hw 1/2 -2.88 E-7 -2.70 E-7 -1.80 E-7 3.24 E-9 3.13 E-7 1/4 -4.45 E-9 -4.13 E-9 -2.67 E-9 2.76 E-10 5.34 E-9 1.00 E-5 1/8 -6.93 E-ll -6.42 E-ll -4.12 E-ll 5.26 E-12 8.54 E-ll 6.18 E-7 1/16 -1.04 E-12 -9.97 E-13 -6.67 E-13 8.97 E-14 1.34 E-12 3.85 E-8
All computations were done in double precision on the IBM 370/155 at the California Institute of Technology.
