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ABSTRACT 
This thesis develops dielectric theory in multilayers and following cases have 
been considered: 
" Normal incidence on a multilayered slab with n isotropic layers. 
" Parallel incidence on a multilayered slab with n isotropic layers. 
9 Normal and parallel incidence on a multilayered with n anisotropic 
layers, analysed in the non-retarded limit. 
In each case we have developed the appropriate transfer matrix recurrence 
relation and solved it exactly, using computer algebra (REDUCE and MATH- 
EMATICA) as an essential guide. For all the problems listed above, we have 
obtained closed form solutions for the dispersion relations of surface and in- 
terface plasmons and for the angle-resolved energy-loss function. The energy- 
loss spectrum is then obtained by integrating over wavevectors. The formu- 
las we have derived are applied to real materials such as Al/Mg, Al/Al203, 
Al/Si02/Si, diamond and graphite. 
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Part I 
Background Material 
CHAPTER 1. 
AN INTRODUCTION TO EELS 
The purpose of this thesis is to extend the dielectric theory of elec- 
tron energy loss to situations in which the algebra becomes very 
complex - including multilayered slabs and anisotropic media. Com- 
puter algebra is used as a powerful tool to help obtaining closed form 
solutions for dispersion relations and energy-loss spectra. In this in- 
troductory chapter, the subject of EELS is briefly introduced and the 
theory used in this thesis is outlined. 
In a transmission electron microscope, electrons are accelerated to high en- 
ergies and transmitted through a thin specimen so as to understand the 
structure and behaviour of materials. An electron passing through a sam- 
ple may be scattered. The scattering is divided into elastic scattering and 
inelastic scattering according to whether or not the energy of the electron 
is significantly changed. Elastic scattering may be regarded as being due 
to the Coulomb interaction of the incoming electron with an atomic nu- 
cleus or to diffraction by crystal planes. It gives rise to the usual contrast 
mechanism for imaging the specimen and its diffraction pattern. Inelastic 
scattering arises from the Coulomb interactions of the incident electron with 
the electrons of the specimen. Either single-electron or collective plasmon 
modes are produced and the incident electron loses energy. Electron energy 
loss spectroscopy (EELS) measures the energy (and sometimes the angular 
distribution) of a mono-energetic electron beam that has interacted with a 
sample. In this chapter, I begin with fundamental features of the electron 
3 
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energy loss spectrum and then introduce the basic theory that will be used 
in this thesis. 
I. I. The electron energy-loss spectrum 
Electrons passing through a material may lose energy by a variety of mecha- 
nisms. Briefly, a typical EELS spectrum recorded in the electron microscope 
consists of three main regions as shown in Figure 1.1. 
region ýýQýOA ýýQ+OA 
(1) c21 
Figure 1.1 Schematic diagram of the energy-loss spectrum observed in an 
electron microscope [1). 
The smallest energy losses, which are typically of the order of 10-100 meV, 
arise from the excitation of phonons, or vibrations of atoms. As the resolu- 
tion of EELS in the electron microscope is about 1 eV, this energy cannot be 
resolved and is therefore included in the zero-loss peak in which the electrons 
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appear to be scattered elastically. 
At higher energies, typically a few hundred eV, "edges" can be seen in the 
spectrum-indicating the onset of excitations from the various inner atomic 
shells to the conduction band. The edges are characteristic of the element 
whose electrons are excited and their energy and height can be used for ele- 
mental analysis. 
The part of the spectrum below the onset of the inner shell edges, typically 
1 to 50 eV, consists primarily of a complicated mixture of single electron 
excitations to vacant states and collective excitations. The positions of the 
single electron excitation peaks are related to the joint density of states 
between the conduction and valence bands, whereas the energy required for 
collective excitations depends mainly on the electron density in the solid. In 
materials which support such excitations there is a peak in the loss spectrum 
around energy-loss hwp where w, is the plasmon frequency. Within the free- 
electron model of solids, an expression for the frequency of the plasmon 
excitations is readily derived [2] 
wp = (nee/EOm) 
I 
where n is the number density of the electron gas, -e is the charge of an 
electron, co is the permittivity of free space and m is the electron mass. 
In finite media plasmons can be excited at the surfaces or at the interface 
between two media. In addition there may be structure arising from Cerenkov 
radiation at frequencies for which the speed of light in the medium is less 
than that of the incident electron. Transition radiation can also be produced 
when the electron passes from one medium to another. An extensive review 
of these contributions has been given by Raether [3]. The low loss outer shell 
excitations are the main theme of this thesis. 
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1.2. Macroscopic electrodynamics of EELS 
There are two main theoretical treatments of inelastic electron scattering- 
Bethe theory and dielectric theory. The Bethe theory is a microscopic theory, 
which is based on the Born approximation of quantum mechanics [4] and is 
mainly used for inner shell excitations. The dielectric theory is a macroscopic 
effective medium theory and is used for outer shell excitations. Since this 
thesis concentrates on outer shell excitations, it will be based on the dielectric 
theory. Within the dielectric theory model, the characteristics of the medium 
are provided by the components of the complex dielectric tensor 0j). By 
definition, this links the vectors E and D in an infinite linear homogeneous 
medium' as follows: 
Di(r, t) = co 
f dr'dt'e('j)(r - r', t- t')E3(r', t') (1.1) 
Taking the Fourier transformation of Equation 1.1 with respect to space and 
time, one obtains 
Di(k, w) = co c('j) (k, w) Ej (k, w) (i. 2) 
Here, and throughout this thesis we define the Fourier transforms and their 
inverses by 
Ei(r, t) = (2ý)4 
J 00 Ei(k, w)ei(k. r-ýt)dwdk 
00 
Ei(k, w) =f EE(r, t)e- dtdr 
with analogous equations for D. 
'Here and throughout this introduction summation is to be carried out over all tensorial 
subscripts which occur twice. 
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Equation 1.2 takes spatial dispersion as well as frequency dispersion into 
account'. The physical nature of spatial and frequency dispersion is very eas- 
ily understood. As indicated in Equation 1.1, the displacement field D(r, t) 
at a given position and instant is determined not only by the electric field 
value E(r, t) at that instant but also by electric field values at neighbouring 
points and previous times. This translates into a wavevector- and frequency- 
dependence of the spatially and temporally Fourier-transformed dielectric 
function. In the context of electron energy loss studies, the spatial disper- 
sion can be regarded as being weak. ' Unless the energy-loss spectrum is 
recorded using a sufficiently small collection aperture, contributions from 
different values of k cause only a slight broadening and upward shift of the 
plasmon peak [4]. This study will neglect spatial dispersion, corresponding 
to a local dielectric function. Most of the applications of dielectric theory 
to electron energy loss spectroscopy to date have also used local dielectric 
functions. 
In the local approximation, 
E(t')(r - r', t- t') = e('j)(t - t')b(r - r') 
so Equation 1.2 becomes 
D=(w) = coc('j)(w)E. i(W) (1.3) 
2The term "spatial dispersion" indicates the existence of ak dependence of E('>> and 
frequency dispersion means aw dependence of e('>). In generally, a local dielectric function 
in real space is non-dispersive in k space. Whereas a non-local dielectric function in real 
space is dispersive in k space. 
31n the electron microscope, most of scattering has k<0.1k, (especially from surface 
and interface-the subject of this thesis), where k, = 15nm-1 is cut-off wavevector corre- 
sponding to scattering through a maximum angle of 9 mrad. So the conditions kvF/w «1 
and hk2/2mw «1 are generally met. Under these circumstance, we have [5] 
ERPA(k, ,) -- ERPA(0,4, 
). 
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The dielectric function can be used to predict the low-energy region of the 
electron energy loss spectrum, which is generally dominated by bulk plas- 
mon excitations and interband transitions and may also include surface and 
interface excitations. These spectra can be calculated theoretically in terms 
of the dielectric function by evaluating the work done on an electron by the 
electric field E induced in the medium through or near which the electron 
is travelling. If an electron with velocity enters the crystal, the work done 
moving against the field is expressed by 
W=f jext(X, y, z, t)"E(x, y, z, t)drdt 
1x7 kyº z, w) E(kx, ky, z, w)dk. dk dzdw (1.4) (27r)3 
Ji: 
(k xt Y 
where jext (x, y, z, t) is the current density. By calculating the work done on 
the incident electron, and interpreting the result in terms of the transfer of 
quanta of energy hw, we can write [6] 
00 W=f tawd(tW) d2k 
d2P 
d(hw)dk 
(1.5) 
where the semiclassical energy-loss function d2P/d(hw)dk is interpreted as 
the probability density for creating an excitation of energy hw and k= 
ki + k2 is magnitude of transverse wavevector. The loss function can also 
be integrated over wavevectors to obtain the scattering probability per energy 
range, I (hw). If all the scattered electrons were collected, one would expect 
that 
Iý)-i 
mod dkd2k 
(1.6) 
Therefore, the fundamental problem of the dielectric theory of electron en- 
ergy loss consists of finding the work done on the incident electron by the 
induced electric field. The first step is to find the electric field by solving 
Maxwell's equations with the appropriate source terms and boundary condi- 
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tions. Maxwell's equations are 
V D=Pext 
VXE -_äs 
V"B=O 
OD +; ex, 
where E is the electric field strength, D and B are the electric displace- 
ment field and magnetic field induction, and jext and pexxt are the current and 
charge densities of the external sources 4. For non-magnetic media, all the 
properties of the medium are expressed in the relations linking D with the 
vectors E and B. 
If an abrupt interface exists between two media it is necessary to use bound- 
ary conditions which can themselves be obtained from Maxwell's equations. 
These conditions have the form 
E1 = E2t, Din = Den 
Hit = Het, 
Bln = B2n 
where the subscripts n and t refer to the normal and tangential components. 
For isotropic non-magnetic medium (assuming µ= 1), the electromagnetic 
fields can be conveniently expressed in terms of the Hertz vector 11 171: 
E(r, w) = V(V " II (r, w)) + (e w2/c2)II(r, w) 
"indicating that the quantities jext and pert are assumed to be given independently of 
E, D and B. 
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H(r, w) = -(iwe/c)0 x II(r, w) 
where the spectral analysis used is 
00 
n(r, t) =-% n(r, wie "t dw 2ir j 
and similarly for other quantities. Maxwell's equations then reduce to a wave 
equation for the Hertz vector [7]: 
(v2 +e w2/c2) II(r, w) = (1/iweoe)j,, s (r, w) (1.? ) 
In the case of two adjacent materials, characterised by the dielectric functions 
el(w) and E2(w), with interface. in the x-y plane, the boundary conditions 
for the Hertz vector take the form 
Ei i=E2II2 x 
ikzni+as' _ik2n2+as 
2 
fill = E2I1y 
and 
ani 
= 
ant El az E2 az 
where we have assumed that II has components only in the x (tangential 
component) and z (normal component) directions. 
In the non-retarded limit, the dielectric theory involves solving Poisson's 
equation: 
V20(r, w) _ -Pext (r, w)lcoe (1.8) 
where O(r, w) is electric potential which is related to the electric field by 
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E= -VO (1.9) 
and satisfies the boundary conditions 
amp 
_ 4902 &= ýs and El az = EZ az 
For an anisotropic medium, the problem becomes more complicated. We will 
discuss this in Part III of this thesis. Equation 1.7 is the basic equation used 
in Part II of this thesis, which uses computer algebra to solve this equation 
in different situations. 
In summary, this chapter introduced electron energy loss spectroscopy and 
dielectric theory. The basic formulae will be applied to various complex sys- 
tems to predict electron energy-loss spectra. In the next chapter, we first 
review theoretical developments of dielectric theory and identify some im- 
portant solved problems. Subsequently, Part II (Chapters 3-6) studies mul- 
tilayered isotropic media and Part III (Chapter 7 and 8) studies multilayered 
anisotropic media. 
CHAPTER 2. 
THEORETICAL DEVELOPMENTS 
Dielectric theory of electron energy-loss spectroscopy has been widely 
developed. This chapter will review some literature related to this 
thesis. The main aims of the thesis are also presented. 
2.1. Introduction 
Electron energy loss spectroscopy was started in the early thirties by the work 
of Rudberg [8,9]. In this early work, primary electrons of a few hundreds 
eV were reflected from the surfaces of evaporated metal films. The reflected 
beam was dispersed in energy, spatially separated by a magnetic prism and 
its intensity measured as a function of position, and hence of energy, by a 
quadrant electrometer. Rudberg was able to show that the spectrum ob- 
tained was characteristic of the material being studied. 
Bohm and Pines [10] explained the observations of Rudberg using a wave- 
mechanical treatment in which a fast electron can give up energy hw to the 
electron gas in a solid, by creating a plasmon. More generally, Hubbard [11] 
showed that fast charged particles lose energy in a bulk dielectric medium 
in a way that depends on Im(-1/E(w)). Ritchie [6] first predicted that dif- 
ferent plasmon oscillations should be possible at the surface of a Drude metal. 
13 
14 CHAPTER 2. THEORETICAL DEVELOPMENTS 
Ruthemann [12) first measured the loss spectrum of electrons which had been 
transmitted through a thin film. After the invention of the electron micro- 
scope electron energy loss was incorporated first into the TEM(transmission 
electron microscope) and later into the sTEM(scanning transmission electron 
microscope). A typical STEM provides a focused 100 kV electron beam within 
a probe of diameter less than 0.8 nm. This gives an energy-loss spectrum 
from a precisely defined region. Some capabilities of the modern analytical 
STEM have been discussed by Pennycook [13]. 
2.2. Planar geometries 
2.2.1. Normal incidence 
Dielectric theory gives a standard procedure for finding the energy loss spec- 
trum of electrons passing through dielectric media. The electron energy loss 
spectra due to plasmon excitations and interband transitions can be calcu- 
lated theoretically in terms of the dielectric function by evaluating the work 
done on an electron by the electric field E induced in the medium through 
or near which the electron is travelling. This theory has been widely used 
to study the interaction of fast electrons with plasmons in thin films and to 
analyse energy loss spectra obtained in a STEM. 
The interaction of charged particles with thin films was first treated by 
Ritchie [6] who used classical (i. e. non-retarded) dielectric theory. By solving 
Poisson's equation to obtain the electric potential everywhere in space, he 
derived the total transition probability' 
d2P e2 
d hw)dk 
classical 
_- 47[sFo2v2Im(Xbu1k 
+ Xsurface) 
ý1' 
where 
'It is necessary to correct a misprint in Ritchie's expression for the surface contribution. 
I have checked Equation 2.1 with a REDUCE program. 
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a 
Xbulk =-E 
(k2 
+ W2/v2 
and 
r1 
- ll -1 Xsurface = 
2k 
-) (k2 + w2/vý)2 f) 
x 
2(E - 1) cos(cwa/v) + (e - 1)2 exp(-ka) + (1- f2) exp(ka) (2.1) 
(E - 1)2 exp(-ka) - (e + 1)2 exp(ka) 
where k= ki + ky is the magnitude of the transverse wavevector, e(w) 
is the dielectric function of the thin film and a is its thickness. Ritchie's 
studies were a turning point in the treatment of electron interaction after 
the earlier works of Pines and Bohm [10,14,15,16,17,18], Hubbard [11] 
and Ferrell [19]. He predicted that a surface plasmon exists at the surfaces 
of the film. For a simple dielectric function (based on the Drude model of 
a metal) the surface plasmon frequency was predicted to be w, = wp/ f, a 
result which was confirmed by Powell and Swan [20] experimentally. 
Kröger 121,22] calculated the losses suffered by an electron passing through 
a thin film including the effects of retardation. Starting from Maxwell's 
equations, Kröger showed that2 
d2P 
_ 
e2 
d(fuv)dk 4ý3eo 2v2Im(Xbu1k 
+ Xsurface) 
retarded 
where 
1-ff32 
a Xbulk 
fp 2 
2Kröger's original expression for pol was misprinted. The result presented here has been 
corrected and was checked by REDUCE and MATHEMATICA programs. It is worth noting 
that Kröger's misprint has propagated, along with other errors, in many papers [23,1, 
24]. This is not surprising in views of complexity of the result, but it does illustrate 
the advantage of planing such calculations on a reliable footing by carrying them out via 
computer algebra. 
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2k2(E - 1)2 pol + cos2(wa/2v) Xsurface =qq 
(sin'(wa/2V) 
L+ L 
(1 
_11 oi sin(wa/v) (2.2) + ß2qowvp2 
- Q2 
w2 
goqIcos2(wa/2v)anh(ga/2) + 
sin2(wa/2v) coth(ga/2)1 
v L+ L- J 
where 
W2 W2 
Q=v/c, q= k2-e2, qo= k2- 
C2 
L+ = qo¬ +q tanh(ga/2), L- = qo¬ +q coth(ga/2) 
w2 w2 w2 w2 2+- (E + 1) 7 p2 = q2 + v2 1 Pö = qö + v2 , Pöl =k v2 
These expressions give a complete macroscopic description of the energy 
losses for normal incidence on a thin film, including plasmons, interband tran- 
sitions, Cerenkov radiation and transition radiation. Kröger also extended 
his studies to oblique incidence [22] and separated out the contributions due 
to Cherenkov losses and transition radiation. 
For multilayered slabs, Ritchter and Geiger [25] have used dielectric theory 
to analyse the energy loss of electrons for the case of normal incidence on a 
multilayered structure. In their studies, retardation effects were neglected. 
Both the dispersion relation and the scattering probability were fully solved 
for three layered systems. Numerical examples for two-metallic-layer system 
(Al/Mg) and tarnished metals (eg. Al/A1203, Be/BeO, Ag/Ag2S) were also 
discussed. 
A retarded theory of electron energy loss for normal incidence on m adjacent 
films was developed by Chase and Kliewer in 1970 [26]. They developed a 
transfer matrix algorithm, which was solved numerically to find the energy 
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loss. However, this approach provides no insight into the analytic form of 
the solution or its relationship to the well-known results established for a 
single slab [6,21]. Moreover, their final equations were only applied to the 
special two-layer case, LiF on a conducting substrate in the energy region of 
the surface modes of vibration. 
2.2.2. Parallel incidence 
Interface effects on the inelastic electron scattering probability are more sig- 
nificant when electron travels parallel to the interfaces of the specimen. 
An example of work on parallel incidence is a paper by Echenique and 
Pendry [27], which evaluated the imaginary part of the self energy for an 
electron travelling in a vacuum parallel to the surface of a semi-infinite solid. 
Echenique adapted this formalism to the case of an electron in a STEM, and 
presented expressions for the probability of an electron losing an energy E 
per unit path length [28] in the classical approximation, but including the 
effects of spatial dispersion. In order to compare local and non-local effects, 
Echenique used following simple expression for non-local dielectric function 
2 
Elk, w 1+ T2k2+ 0(k4)-w(w+iy) 
where ß2 = (3/5)v j is a constant related to the Fermi velocity of in an elec- 
tron gas of plasmon frequency cep and ýy is a small damping constant. He 
found out that effects of non-locality are important only at short distances 
from the surface, being of the order of 1% for distances greater than 1 nm. 
This model was also used to derive the probability of MgO surface excita- 
tions, with relativistic effects included [29]. 
Howie and Milne [30] used a similar approach and calculated non-retarded 
energy loss spectra for an electron beam reflected at a small glancing an- 
gle from the surface of copper and MgO crystals. In their second paper an 
analysis of the silicon/silicon oxide system was presented [31]. They found 
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an 8 eV peak in the vicinity of the interface but this was only visible when 
the beam was within 2 nm of the interface. They also noticed a shift of the 
main plasmon peaks towards each other at the interface. The GaAs/vacuum 
interface was briefly treated in reference [311 as well. 
Batson [32,33] studied surface plasmon scattering on flat surfaces by high- 
energy electrons. In reference [32], he discussed the spatial localization of 
bulk plasmons in case of aluminum. Predictions for a planar aluminum/alumi- 
num oxide/vacuum system with the electron beam moving through the vac- 
uum parallel to the solid/vacuum boundary were compared with experiment. 
The model predicted an 8.8 eV surface plasmon energy which compared rea- 
sonably well to the 7.8 eV experimental value at a1 nm impact parameter. 
With the electron moving in the aluminium region, the surface plasmon was 
observed at a much lower intensity and the energy shifted to lower position 
by 0.6 eV. The agreement was satisfactory for the fitted oxide thickness of 5 
nm, providing that such model describes the inelastic scattering probability 
at least for the distances greater than 1 nm. This result also confirmed the 
theoretical estimates of Echenique for this system [28]. 
The interaction of a relativistic electron beam, travelling parallel to the sur- 
face of semi-infinite medium (with dielectric function E(w)), including the 
effects of retardation, was analysed by Garcia-Molina, Gras-Marti, Howie 
and Ritchie [341. With Maxwell's equations expressed in term of term of the 
Hertz vector, they derived the excitation probability for an electron travel- 
ling both inside and outside the medium. A detailed numerical analysis was 
carried out for MgO single surface. They found that the effects of retarda- 
tion can be significant, particularly for beam energy losses in energy regions 
where the real part of the dielectric constant is large. The retarded excitation 
probability is typically about 10-30% larger than the non-retarded result, for 
electron energies greater than 100 keV. 
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Parker [35] and Walsh [36) have considered a three layered structure, ie. a slab 
with thickness a and dielectric function el (medium 1) sandwiched by two 
semi-infinite media with dielectric function eo (medium 0) and e2 (medium 
2) respectively. The excitation probability per unit path and per unit energy 
range for an electron travelling in medium 2 at the distance Zb from the 
interface of co/c, is given by3 
d2 p Q2 00 
d(ýiw)dý 2ý2h2v2 Jo 
dkYIm {Xb»; + Xsurface} 
where for external beam (electron travels in medium 2) 
2 
Xbu1k 
µ 
=- 
E2 
2 
Xlsurface 
u2 91 + Qo 
e2eia + 
q2 + Ql 
e- 2922b =- 
E2g2L1 Ql - 4o q2 - Ql 
+ 
2q2 
(E0 
1- E1go) 
{4(co 
- El)(gl - g0)E2qie29ia 
e2L1L2 
+- EZ) 
(4'i + 9oe291a + 1)I 
\EO9i 
+ Ei9oez91a + lýe-2924 (fl 
- qo Eo9'i - flgo 
where 
w2 w2 2 k2=ký-f- ; -2, Qý= 
2-EiC2 
1 µi-1-E12 
L1 _ 
q2+g19i+q0 2 20+1 
q2 - g1qi-9o 
and 
L2 = 
(02 + 162q, EOQi + E1QO 
e2g2a +1 
E1Q2 - E2Q1 EOQ1 - Eigo 
For an internal beam, ie. with the electron travelling in medium 1, 
(2.3) 
3Equations 2.3 and 2.4 and related quantities have been rearranged here so that they 
can be written in the simplest possible form. 
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Xbulk (k, W) - 
E1 
1 
and 
Xsurfa, ce = 
Al Al + 
24i {A2(E2 - Ei) + A3(EO - El)} (2.4) Eig1Li E1L1L2 
where 
42 + 9, 
e2ql(Q-Zb + 
q, + 4'o 
e2gl s" -2 q2-ql 9i-Qo 
A2 __ 
9, + 9oe2g1zb +1 Eogi 
+ flgoe2qlzb +1 e2g1(a-zb) 
9i - 4'o Eogi - Eigo 
and 
A3 q2 
+1 
e2ql(a-: b) +1 
(ei2 + f291 
e291(a-=b) +1 e2glzb = 
Q2 - QI E1 Q2 - E2g1 
It is worth noting that Ritchie has considered the quantum corrections to 
the classically computed spatial distributions of energy loss suffered by fast 
electrons in electron microscopy [37]. He found out that at higher incident 
energies (10-100 keV) an electron behaves classically at all impact param- 
eters for valence-electron excitations. Numerical examples were given for 
excitations of a hydrogenic atom, a surface plasmon on a sphere and a sur- 
face plasmon at a plane metallic boundary. The follow-up paper with Howie 
extended this theory to the excitation of electronic transitions in a STEM 
geometry. 
2.3. Non-planar geometries 
Recent developments and applications of STEM have stimulated renewed in- 
terest in the interaction of high-energy electron beams with small particles 
(see, for example, [38,39,40,41,42]). The problem of extending the di- 
electric model to deal with the case of small isolated spheres has attracted 
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considerable attention. The free-electron model, originally used by Fujimoto 
and Komaki [43] in a broad-beam geometry, has been applied to the case of 
a localised beam by Schmeits [44] and Kohl [45] for the case of dipole 1=1 
or quadrupole l=2 excitations. The contribution of higher 1 modes has 
been identified by Acheche et al [46,47,48]. Batson [49,38,39,50] has used 
dielectric theory to determined the resonance frequencies of small spheres. 
Ferrell and Echenique [51] have established a dielectric model, valid for elec- 
tron trajectories outside a spherical particle, to obtain the energy loss proba- 
bility for an electron moving in a vacuum outside a dielectric sphere. Further 
generalization to include the possible presence of a surface coating was stud- 
ied by Echenique et al [52]. Computations to high l values were compared 
with experimental data obtained from Ag catalyst particles. 
As summarized above, the study of small particles with EELS has been mainly 
carried out on the basis of isolated metal particles. But, in most cases, the 
spheres are supported by a substrate (for example, most catalytic particles 
are supported by some kind of support). Using classical dielectric theory, 
Wang and Cowley [53] studied the effects of an underlying planar surface on 
the surface plasmon of small metal spheres. Fast-electron scattering by bi- 
spherical surface-plasmon modes were studied by Schmeits and Dambly [54]. 
More recently, surface and interface plasmon modes on small semiconductor 
spheres were studied by Ugarte, Colliex and Trebbia [55]. They discussed 
collective excitation modes in the bulk and at the interfaces and surfaces of 
small spherical silicon particles covered with a thin oxide coating. 
Several authors have reported the possibility of drilling holes of nanometer- 
size diameter in beam sensitive materials [56,57]: this has restimulated the 
interest in energy-loss studies in a cylindrical geometry [58,59,60,61,62]. 
For example, Chu et al [63] have obtained an expression for the work done on 
charged particles passing through a cylindrical hole in a conducting medium 
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by solving Poisson's equation. A relativistically correct expression for an 
electron travelling down the center of a cylindrical hole has also given by 
De Zutter and De Vleeschauwer [64). Walsh extended this theory to study 
the energy loss of fast electrons travelling parallel to the axis of a cylindrical 
interface at arbitrary distance from the centre [601. Her expression was eval- 
uated for the case of an electron travelling through a hole in aluminium and 
through a hole in amorphous aluminium fluoride and a comparison made 
with the corresponding non-relativistic expression obtained from Poisson's 
equation [59]. 
Excitation of edge modes in the interaction of electron beams with dielectric 
wedges has also received some attention. The calculation of the dispersion 
relations for electrostatic modes of sharp-edged wedge, neglecting spatial 
dispersion, was due to Dobrzynsky and Maradudin [65]4. Davis [66] has con- 
sidered the electrostatic modes of a hyperbolic cylinder. A non-retarded 
calculation of the excitation probability for an electron passing parallel to 
a dielectric parabolic wedge surface was carried by Garcia-Molina et al [67]. 
They used this theory to explained some of the main features of available 
experimental data for MgO crystallites [68]. 
2.4. Anisotropic media 
The interaction of an electron beam with anisotropic solids has a long his- 
tory [69]. For isotropic materials the specimen orientation has no effect on 
the energy loss spectrum. For anisotropic materials, however, the situation is 
different because electronic transitions depend on the direction of the electric 
field in the crystal. Energy loss studies on graphite [70,71,72] and on the 
CuO-based high-temperature superconductors [73,74] have shown that the 
fine structure of the loss spectrum depends on the specimen orientation. 
"I have derived an equivalent expression before I saw Dobrazynsky and Maradudin's 
paper. 
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The dielectric treatment of electron energy loss in anisotropic crystals in- 
volves the dielectric tensor as defined in Equation 1.3. Starting from Pois- 
son's equation, Hubbard [69] showed that the bulk energy loss probability is 
proportional to 
- Im 
1 
E_1 kie(ii)ki 
(2.5) 
The loss spectra therefore depend on the direction of the momentum transfer 
k. Raether and co-workers [23,70] in Germany have used Equation 2.5 and a 
Kramers-Kronig analysis to derive optical constants for graphite and MOS2 
etc. L. M. Brown's group in Cambridge recently established a method based 
on Equation 2.5 to determine the anisotropic dielectric function by electronic 
energy loss spectroscopy in STEM [75,76]. All these studies deal only with 
non-retarded bulk effects. 
2.5. Motivation and plan of this work 
2.5.1. Motivation 
Sections 2.2., 2.3 and 2.4 reviewed theoretical developments in the dielec- 
tric theory of electron energy loss. The basic theme of this thesis is to 
develop dielectric theory for multilayered slabs composed of either isotropic 
or anisotropic media. In dielectric theory, the electric fields can be calcu- 
lated by solving Maxwell's equations with appropriate source terms subject 
to the usual boundary conditions at surfaces and interfaces. In principle, this 
procedure is straightforward but, in practice, it is difficult to find exact solu- 
tions to Maxwell's equations in complicated geometries because the algebra 
becomes very lengthy. 
This difficulty is addressed in this thesis by using computer algebra (RE- 
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and MATHEMATICA) [77]. The one of aims in this work is to develop computer 
algebra programs in REDUCE and MATHEMATICA which automatically find 
the appropriate solutions of Maxwell's equations and use them to construct 
closed-form, but compact expressions for the energy loss spectrum. The al- 
gebra involved in such calculations is very cumbersome and time-consuming 
if done by hand. By contrast, the computer algebra programs are conve- 
nient, safe and sure. Moreover, the analytic solutions can be written directly 
into a FORTRAN program which is used to find numerical results. Computer 
algebra is routinely used in particle physics but has not been very widely in 
solid state physics. I believe that this situation will change dramatically in 
the immediate future. 
The initial plan of this work was to rely on computer algebra to provide an- 
swers in a few special cases (double or triple layered slabs, for example) but 
it has emerged that a combination of computer algebra and hand calculation 
produces more general and more compact results. 
2.5.2. Plan of this work 
The work in this thesis is divided into two parts. Part II studies the multi- 
layered slabs of isotropic media and Part III studies the multilayered slabs 
of anisotropic media. 
In Part II, we first develop dielectric theory for an electron travelling normal 
to the interface of a multilayered slab. In Chapter 3, with the aid of com- 
puter algebra, we obtain closed-form expressions for the dispersion relation 
and the energy-loss probability. In Chapter 4, we develop an analytic ex- 
pression for the energy loss probability when an electron travels parallel to 
the interfaces of the multilayered slab. Chapter 5 specialises to the plasmon 
losses of a fast electron passing through a single film. Detailed calculations on 
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damped surface plasmons and electron energy loss in thin slabs of insulators 
and semiconductors are presented as an independent work and also in order 
to introduce Chapter 6. In Chapter 6, the theory developed in Chapters 3 
and 4 is applied to several multilayer systems, including Al/Mg, Al/A1203 
and Al/Si02/Si. 
Part III studies the electron energy loss spectrum in multilayered anisotropic 
media. In Chapter 7, we develop classical dielectric theory to study electron 
energy loss in layered ani-sötropic media, taking the beam to be both normal 
and parallel to the interface. This theory is applied to graphite in Chapter 
8. 
Finally, some conclusions are drawn in Chapter 9. The possible prospects 
for future applications, including studies of surface and interface polaritons 
will be discussed. 
Part II 
Multilayered Isotropic Media 
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CHAPTER 3. 
THEORY (I): NORMAL INCIDENCE 
This chapter develops the retarded dielectric theory of energy loss 
for electrons travelling normal to a slab composed of any given num- 
ber of layers. An ansatz for the solution to Maxwell's equations is 
expressed in a recursive form. This allows analytic expressions to 
be constructed for the plasmon dispersion relation and energy loss 
probability, including the effects of retardation. 
3.1. Introduction 
This chapter develops the dielectric theory of energy loss in multilayers to 
include retardation effects for electrons travelling normal to the interfaces 
of a slab composed of any given number of thin layers. In the retarded ver- 
sion of dielectric theory, electric fields can be calculated by solving Maxwell's 
equations with appropriate source terms, and considering the boundary con- 
ditions at surfaces and interfaces. In principle, this procedure is straight- 
forward but, in practice, it is difficult to find exact solutions to Maxwell's 
equations in complicated geometries. As mentioned in Chapter 1, this kind 
of calculation involves algebra of tedious length and can be done by using 
computer algebra [77]. It is best approached using a combination of com- 
puter algebra and hand calculation, so as to obtain general results, valid for 
any number of layers. 
29 
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Section 3.2 defines the problem and casts the boundary conditions in the 
form of a transfer matrix recurrence relation for the Hertz vector. Section 
3.3 derives the dispersion relation for surface and interface plasmons. Section 
3.4 derives the solution for the Hertz vector. Section 3.5 obtains an analytic 
expression for the electron energy loss probability. And finally in Section 3.6, 
symmetry relations for the main theoretical results are presented. 
3.2. Implementation of Maxwell's equations 
3.2.1. Scattering geometry 
Let us consider the case of a relativistic electron passing through a multilay- 
ered slab of given number of layers (Figure 3.1). We choose the coordinate 
system so that the stratification is perpendicular to the z-axis, and the plane 
of incidence is along the z-axis. The complete slab is assumed to lie in the 
region 0<z<a and extend to infinity in both the x and y directions. The 
plane z=0 forms the interface between an external region and an outer 
layer of the slab. The plane z= z3 separates the jtb and (j + 1)th medium. 
Hence, the thickness of the jth film is aj = zl - z3_1. The layers are labelled 
1 to n and the external media labelled 0 and n+1. 
3.2.2. Maxwell's equations and the Hertz vector 
We assume that the electron travels along the z direction at constant speed, 
so that it produces the current density 
jext(r, t) =Qv1 b(z - vt)b(x)b(y) (3.1) 
where Q is the charge of the electron and v its speed. In k-w space, the 
current density becomes 
Jext(k, w) = Qeiws/vi (3.2) 
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Figure 3.1 Cross section through the n-layered system considered in the 
text and the wave vector transfer of the beam electron during the collision. 
Taking the Fourier transform of the wave equation for the Hertz vector (Equa- 
tion 1.7) with respect to x and y one obtains 
z 
d IIx(k, w, z) - g2IIx(k, w, z) =0 (3.3) 
z d2 
flv (k, w, z) - g2ll (k, w, z) =0 (3.4) 
d2 
- g2nz =Q eiý,: /v dz2llZ(k, c, z) 
(k, w, z) iWCoe 
(3.5) 
where q= /k2 -E w2/cz, k= k- 2+ kv is the magnitude of the transverse 
wavevectorl and c is the complex local dielectric function E(w). Equations 
3.3-3.5 are general wave equations. For different media, one has only to set 
f= Ei, E2, """ etc. 
'For the sake of definiteness, the square root taken in such a way that q has a positive 
real part. 
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Since the electron beam passes along the z-axis we can argue, by axial sym- 
metry, that the transverse components of the Hertz vector vanish. The Hertz 
vector in the jth region then takes the form 
IIe =0 
IIk =0 (3.6) 
ný = 
([1 Aý exp(ugjz)) _Q2 eiwz/v 
Qj_'Jf 
1WýpEjr)j 
where 
pj 2= k2 - eiw2/c2 + w2/v2 (3.7) 
Here, and throughout this thesis, the symbol a is used to denote ±, with 
a2 = +. 
Because of axial symmetry, the undetermined coefficients Aj' depend only k 
and w. In principle, these coefficients can be found from boundary conditions 
at the n+1 surfaces and interfaces. As one has to solve 2n+2 linear equations, 
the algebra soon becomes very complicated and cannot reasonably done by 
hand when n is large. At a very early stage, I wrote a computer algebra 
program (in REDUCE) to solve these equations directly. But the implementa- 
tion of REDUCE on a VAX 8800 can perform the calculation for only 8 linear 
equations, which means that, at the best, one can only solve the problem 
for three layer systems. It is better to incorporate the boundary conditions 
by progressing one interface at a time, using a transfer matrix recurrence 
relation. The similarity in form of the Hertz vector in each medium (Equa- 
tion 3.6) then allows us to solve the equations recursively. In the following 
subsections I will carry out this procedure. 
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3.2.3. The transfer matrix recurrence relation 
At the boundary z= zj+l, the boundary conditions for electromagnetic fields 
yield following relationship: 
AJ+1+ )=( h±J+1e(aj-aj+')=; A±ý 
,, ý ? +1,7 
AT+, hý+, 
'j e(qj+qj+, 
)tj 
)(A; 
SZ Q +ie + 
coy _Sjj+le(ei+iw/v):; 
where 
o __ 
dtJ S9 
=J 22 E= psPj 
S°. =pj+ vieigjvw/c2 
dij=Ei - Ej 
pij = ý, 
2 
- (ei + Ej)W2/C2 + W2/v2 
M. = Qifj +Qgjei 
(3.8) 
(3.9) 
This result has been explicitly checked with a computer algebra program. 
In order to write the recurrence relation in the simplest possible form we 
scale the Hertz vector coefficients as follows 
o ýýv o (oqf-iw/v)sý_1 Gov o cri =Q Aý e for j>1 and cx0 o=Q Ao (3.10) 
and define the coefficient vector for the jth layer as 
aj 
aj 
a; 
The source vector for the jth layer is redefined as 
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s»+i 
Si = (3.12) 
- jj+, 
Finally, we introduce the variables 
fj = eejaj with fo = fn+i =1 
and 
b° = e°iwaý /v with b° = b° =1 i0 n+l 
and define the transfer matrix between the jth and (j + 1)th layers as 
TU+11j) _ 
h. i+i,, f i hý+ij (3.13) 
h, i+i,. i fJ2 hi+iä 
The recurrence relation for the Hertz vector coefficients can then be written 
compactly as 
Box 1. Recurrence relation for normal incidence 
hj i,; +iaj+l =f 
b+T(j+la)aj 
+ S. 
J 
(3.14) 
Starting Equation 3.14 and applying the boundary conditions at infinity one 
obtains the coefficient vector in the first external region 
aý = 0; aö = 
T(n+ , o) 
lk \111 
, k+l)Sk k+1 -Tit+l, 
k+1)sk, 
k+1) (3.15) 
11 k_0 
where 
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Tj hkk fkbk with initial value ?i i_1 = 1. (3.16) k=i 
Equation 3.14 can then be used recursively to find the coefficient vectors in 
successive layers and these allow us to find the energy lost by the beam. In 
principle, this procedure can be carried through algebraically. In practice, 
the coefficients become progressively more complicated as j increases and the 
resulting expression for the energy loss function is very complicated indeed, 
even for double or triple slabs. It is always possible to proceed numerically 
[25,26,77], but this approach provides no insight into the analytic form of 
the solution or its relationship to the well-known results established for a 
single slab [21,22]. 
My main aim here is to provide closed formulae for the dispersion relation 
and the energy loss probability, expressed in the simplest possible terms 
and valid for any number of slabs. A preliminary step is to simplify the 
solution for a double slab by using computer algebra (mainly MATHEMATICA, 
supplemented by packages of our own which facilitate the simplification of 
large multinomials). As expected, considerable simplifications were revealed; 
building on this experience general solutions were constructed, which are 
described below. 
3.3. The dispersion relation and dispersion bracket 
Equation 3.14 is a convenient starting point for the analysis. Setting the 
source terms equal to zero for the moment and requiring cx +1 to vanish 
while aö is non-zero, it gives the dispersion relation: 
(n+1, o) =0 Ti' (3.17) 
where i-(ji) is the product of transfer matrices, defined by 
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j-1 
, T(ji) = 
ff T(k+l, 
k) (3.18) 
k=i 
with the product ordered from right to left. 
Wee now introduce a new algebraic operation which can be applied to any 
product of terms bearing ± superscripts interspersed by f2 factors, such as 
hs2ff hifi hio. The product is assumed to be ordered so that the subscripts 
increase monotonically from one end to the other. We then define a con- 
traction of the ordered product by choosing two terms with ± superscripts, 
reversing the signs of these superscripts and removing all the f2 factors be- 
tween them. The contraction is represented by a square overbrace so, for 
example, 
h32f22 h2i. fi h10 = hssfz h21h10 
Boundary conditions at successive interfaces lead us to consider the sum of all 
nonoverlapping contractions of the ordered product (including the term with 
no contractions). Such a sum will be referred to as a dispersion bracket. 
Throughout this work, dispersion brackets will be denoted by square brackets. 
This notation finds an immediate application in interpreting the dispersion 
relation for an n-layer slab because it is quite easy to show that Equation 
3.17 takes the form(see Appendix A) 
Box 2. Dispersion relation for TM mode 
[Cno) =0 (3.19) 
where we define 
2Thanks are given to Dr John Bolton for suggesting the use of dispersion bracket 
described in this paragraph. 
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92 
'-'ii = 11 h +l, kfk 
;d 
33 - 
hj 
i, jfj2h -lfg 1 ... 
hi+ii. fi (3.20) 
k=i 
and, for future use, specify the initial values 
Ct_l, i =1 and Ci_2, i =0 
To illustrate this notation, the dispersion relation for a single slab is 
(Col = [hflh]i 
= h221fi hio + h221 f1 h10 
= h2 fi h+, o + 
h'21h'lo 
=0 (3.21) 
which agrees with the conclusions of reference [78] for a single slab. 
One can further check Equation 3.19 against known results for low n. Eval- 
uating Equation 3.19 for n=2 gives the dispersion relation for double slabs: 
[C2o) = [h32 h21 1 h10 
= h32 f2 h+21 fi h10 ý' h32 h21 12 h10 + h32 fz hsifi hiö + hssfz hsifi hiö 
= h32 f22 21 12 h10 + hý2 21 J1 h10 + 
=0 
' 32"21' 10 +' 32f2' 21"10 
(3.22) 
Taking the electrostatic limit, one recovers the results of reference [25] for 
double slabs3. Setting n=3 in Equation 3.19, the dispersion relation for 
'It is necessary to correct an obvious misprint in Richter and Geiger's expression for a 
double slab. 
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triple slabs can also be obtained. 
However, the dispersion bracket notation has its main application in manipu- 
lating expressions for the Hertz vector and the energy loss spectrum. Section 
3.4 and 3.5 will discuss these applications. 
3.4. Solution for the Hertz vector 
As mentioned in Section 3.2, the algebra for finding the solution of Hertz 
vector becomes very complicated as n increases and cannot reasonably be 
done by hand. This problem has been tackled by writing computer algebra 
programs in REDUCE and MATHEMATICA as outlined in Figure 3.2. Firstly, 
with the transfer matrix method suggested in above section, REDUCE pro- 
grams produce the Hertz coefficients for n=1,2, "-" , 11. These coefficients 
were checked against independent solutions obtained from direct REDUCE 
programs that do not rely on the transfer matrix recurrence relation. MATH- 
EMATICA can then be used to simplify the REDUCE results for n=1,2 and 
3 and from these simplified solutions, general formulae were guessed. These 
formulae were checked against the original REDUCE results for n=1"""7. 
The algebraic manipulations performed in this stage are very lengthy. A 
NEXT computer needs 24 hours CPU time to finish for n=7. Therefore we 
only carried out these calculations for n<7. Finally, the guessed analytical 
expressions were proved using mathematical induction and the transfer ma- 
trix recurrence relation (Equation 3.14) . 
In more detail, the computer algebra programs suggest (but do not prove) 
the following general formula for the coefficient vector in the jth region of an 
n layer slab: 
3.4 SOLUTION FOR THE HERTZ VECTOR 39 
Maxwell's Equations 
/2WI 
LLJ 
Transfer Matrix 
FDirect Solutions Direct Solutions 
Algorithm for n=1,2,3 for n=1,2 
W 
U 
w JGý Q 
. C2C* 
W 
Solutions 
n1 MATHEMATICA Simplified Solutions 2 
for n-1,2,3 3 Simplify 
4 
6W 
7 
8 
9 MATHEMATICA 
10 Solutions 
11 Check for Arbitrary n 
MATHEMATICAL INDUCTION 
Proof 
Figure 3.2 Flow chart for finding solutions of Maxwell's equations. 
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Box 3. Solution for Hertz vector 
aj (Cnoj 
LJ 
fm"jj-1 
ý'k+i, ý- i 
[Xko] 
- N; -i, ofjb+ 
ýj 1, k 
[Y 
n] 
(3.23) 
k-0 k=j 
where 
Mi, _ 
([c1] Nji _ [E ] 
x, = - 's, +l, jJj c; -l, i 
o j, i+l 
Dji = Cili+lhi+l, i 
and 
Eji = h; +I, jfj2Cj-i,: 
These definitions imply that 
0o `2+ 2+2 Xji - `Sj+lJJJ 
hj, 
j-lfj-1 ... 
]Zi+l, 
ifi 
oa2+2+ 2+ Yi - S;, t+if: +ihi+i, i+i ... 
f1-ihjä-ifj hý+1, j 
Dji = hj+i, jfj ... hi-+1, i 
and 
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Fji - hj+l, jJs j'''h+ i+1, i. fi2 
where the initial values have to be specified 
Xtio = S+l, ifi 
00 Yi = 5{, i+l 
and 
aa 
41 
The mathematical proof of Equation 3.23 is given in Appendix B. The proof 
is based on mathematical induction, so it is shown that 
1. The previous expressions for aö and aý (Equations 3.15) are recovered 
on substituting j=0 in Equation 3.23. 
2. The transfer matrix recurrence relation (Equation 3.14) guarantees 
that, if Equation 3.23 is valid for j=k, then it is also valid for j= k+1. 
The proof is lengthy, but it rests on some simple properties of dispersion 
brackets and on the identity 
h ii i S?; + ht Sý+ hj; 
Sid o' = 0. (3.24) 
Of course, a key element in obtaining the proof of is the initial guess that 
Equation 3.23 is correct. It is here that computer algebra investigations, for 
n=1,2 and 3, followed by computer algebra checks for n=4,5,6 and 7 were 
invaluable. A further advantage of using computer algebra is that we can 
be fairly confident that Equation 3.23 has been expressed in the simplest 
possible form. This is important because it is all too easy to produce results 
that are correct but are of quite unmanageable length. 
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3.5. Solution for the energy loss spectrum 
When an electron passes through a medium, the electric field of the electron 
polarizes the medium which, in turn, acts on the the electron, causing it to 
slow down. As we addressed previously, with dielectric theory, the scattering 
probability can be determined by calculating the work done on the electron 
as it moves against the induced electric field. From Equations 1.4 and 3.2, 
this work is given by 
W= 
Q)2 f 00 00 00 dw f dkk 
f 
Es(z, k, w)e i"1h/°dz ( 
00 
where Ex represents the electric field in the medium. By calculating the work 
done on the incoming particle by the electric field induced in the slab, and 
interpreting the result in terms of a transfer of quanta of energy hw, one can 
find the semiclassical energy loss function d2P/dwdk. This is normalised in 
such a way that the work done by a particle traversing the multilayered slab 
is given by 
W=2lr f00 d(hw)huvI 00 dkkd(hd 
2p 
w)dk' 
Using Equation 3.6, one can expressed the work done in terms of the Hertz 
vector coefficients 
Q n+1 00 Co zi 
2 
1,00 dw 10 dk kf dz (3.25) 
41r : _, 
W2) Q_E+ k2 (Ae(i_/v)= + A= e (e, +'ý, /v): ) 
iEaeiwpZ v2 cz 
For the integration over w of a function g(w) which is the Fourier transform 
of a real function g(t), we have 
9(-w) = 9'(w) 
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So 
f dwg(w) =f 
00 dwg(w) +fo dwg(w) 
=f 
00 dw (g(w) + g(-w)) 
_ 
lo dw (g(w) + g*(w)) 
00 dwReg(w) =2f0 
Writing g(w) = h(w)li, this can also be expressed as 
f 00 dwh(w) =2 
00 dwImh(w) 
00 1f0 
So the energy loss function can be expressed as 
Box 4. Energy loss function for normal incidence 
d2P Q2 
d(hw)dk 47r3Eah2V2Im 
(Xbulk + Xbdy) (3.26) 
where Xbulk represents the bulk contribution and Xbdy represents the bound- 
ary contributions (due to surfaces and interfaces). The calculation shows 
that the bulk contribution is a sum over layers, with the ith layer contribut- 
ing an amount proportional to its thickness, ai, and to the energy loss per 
unit length in an infinite bulk medium with dielectric function ej [79]: 
Box 5. Bulk contribution to energy loss function 
n ai (v2 1 
Xbulk =- (3.27) 
i=1 Pi ý2 Ei 
The boundary contributions are more complicated. In terms of the rescaled 
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Hertz vector coefficients, they are given by 
n+l k2 
Xbdy =-2 (1 - aigiv/w) aoßo 
i=O pi a-f 
where 
1 
Qý = fl b= -1 
-1 
if i=0 
if 1 <i<n 
(3.28) 
(3.29) 
if i=n+1. 
These expressions, combined with Equation 3.23, yield an very lengthy ex- 
pression for the energy loss spectrum. Since our aim is to produce a compact 
expression for the energy-loss probability, it is not satisfactory to leave the 
answer in this form. The main algebraic task in this calculation is therefore 
to reduce Equations 3.23,3.28,3.29 to a manageable form. Substituting the 
Hertz coefficients obtained in Section 3.3 and making full use of the properties 
of dispersion brackets , we eventually obtain 
/ k2 
Lý 
r, n (Et - Ei-F1)1E. 7 - j+1)T 
n 
Xbdy = 
ij (3.30) 
ýCnO) 
i_p 
7j=-di 
Ei+l Ej p2 i Py i+l Pjq Pj2 -ý1 
where 
Tn ip _ zijz/ýý+lj 
{x'o] yin (3.31) 
o_f 
xji = Sj+ljfj ý'j-l, i = sj+l, jfj ... 
1 i+l, ifi 
(3.32) 
y= s i+1C'j, i+l =s i+1Jii 1 ... 
ltd 
j+l. 
(3.33) 
and 
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1 if i=j 
2 (3.34) z=j=1-2Std_ 
1 otherwise. 
The final result can also be expressed as 
Box 6. Boundary contribution to energy loss function 
k2 nn 
Xbdy =-EEE z=j 4': 
+l, 
j 
[x} {i; ] (3.35) 
[Cn0] 
i=0 j=i o=± 
Appendix B gives a full proof of Equations 3.30 and 3.35. 
Equations 3.27 and 3.30 or 3.35 are the main theoretical results of this chap- 
ter. Together with the subsidiary definitions of Equations 3.26,3.34 and 
3.31-3.33, they provide remarkably simple expressions for the semiclassical 
energy loss function valid for normal incidence on an arbitrary multilayered 
slab. 
3.5.1. Particular cases of the energy-loss spectrum 
One way of checking our expressions for the energy loss probability is to 
compare it with known results. Evaluating Xbdy for n=1 gives 
al v2 (3.36) Xbulk =i 
c2 Cl 
and 
Xbdy = c(co 
-i 
[C10] 
' sio ([yöil + «1sio) (3.37) 
popia 4 io o_f 
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Both these equations agree with Kröger's expression for a single slab [21], 
although they have the advantage of expressing this result in an especially 
simple way. This type of checking cannot be pressed further because there 
are no published formulae for n>1, however we have checked that Equation 
3.35 is consistent with the solution for n=2 which was obtained using the 
direct approach mentioned just below Equation 3.6 in Section 3.2. 
3.6. Symmetries and symmetrical slabs 
So far, closed-form solutions for the dispersion relation, the Hertz vector and 
the energy loss function have been constructed. This section will investi- 
gate their symmetry properties and examine simplifications that arise for 
symmetrical slabs. Four symmetry operators can be defined: 
1. Pk reverses the sign of qk but leaves qj unchanged for j0k. 
2. S reverses the labelling of the regions so that k -º n+1-k. 
3. ? ", ý reverses the sign of w. 
4. Tv reverses the sign of v. 
We also consider the operator ik, k+1 that causes two neighbouring regions k 
and k+1 to coalesce. (This is accomplished by setting ek+l -º 6k, Qk+i --i 4'k 
etc., 2ak -º ak and then renumbering regions j -º j-1 for j>k. ) 
3.6.1. Symmetries of the dispersion relation 
It is easy to see that 
S [Cn01 = 
[CnoJ 
Tm [Cn0l = [Co]* 
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and 
Tv [C. 0] = 
[Coo 
In Appendix B, we will prove that 
Pk [C 0] =- [Cno] /fk for k =1... n (3.38) 
It follows that the dispersion relation (Equation 3.19) is invariant under all 
four symmetry operations, as it must be. 
Moreover, 
Jk, k+1 
[C 
0l= hkk 
[C,, 
-1,0] 
so the dispersion relation correctly becomes that for an n-1 layered slab 
when two neighbouring regions coalesce. 
The symmetry properties discussed above lead to simplifications when the 
slab is symmetrical about its middle layer. We consider a slab containing 
n= 2m +1 layers, whose geometric and dielectric properties are symmetrical 
about the (m + 1)th layer: Ek = E2m+2-k and ak = a2m+2-k. We have shown 
that the dispersion relation for such a slab can always be factorised as follows 
[C'2m+,, o] = LmoLmo =0 
where 
v TO 
- 
[CmOJ fm+1 +QE,,, 0 
This result agrees with the special cases m=0, m=1, m=2 and m=3 
discussed in references [78) and [80]. In general, the factorisation of the 
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dispersion relation is a considerable simplification. Its physical significance 
can be understood by noting that the solutions of Lm0 =0 obey 
A+ n+i-; e 
qj a/2 
Al e-qja/2 - -ý 
This shows that the solutions corresponding to Lm0 =0 are antisymmetric 
in their Hertz vectors (and electric fields) and therefore symmetric in their 
charge distributions: these modes will be described as being symmetric. By a 
similar argument, the solutions corresponding to LM-0 =0 are antisymmetric 
in their charge distributions. 
3.6.2. Symmetries of the Hertz vector 
With the basic operations shown in Appendix B, the Hertz vector coefficients, 
calculated from Equation 3.23, obey the identities 
ce ° if k=j 
1'k CYO = 
aj if kj 
S7 ýc _ -8-ýý9n+i-j-f 
1WIv)an+l-i an+l-j. 
where a is the total thickness of the slab. These identities mean that the 
Hertz vector can be reconstructed from a partial knowledge of its coeffi- 
cients. For example', if the At are known algebraic functions from i=0 to 
i= (2i, the remaining coefficients and hence the full Hertz vector can be 
found by applying the operators i' and S?,,. 
Solution 3.23 can also be checked by considering two neighbouring regions 
coalesce. Using n and n-1 to denote the number of layers in the slab, 
Equation 3.23 gives 
41n this thesis, the notations (xl and lxi are used for the ceiling and floor of x- the 
integers obtained by rounding any fractions in x up and down, respectively. 
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Jk, k+1Aj'(n) = A7 (n - 1) for 1<j<k-1 
Jk, k+1A7 (n) = A7-, (n -1) for k+1<j: 5 n. 
as expected. 
3.6.3. Symmetries of the energy loss function 
Finally, it can be shown that Equation 3.35 provides an energy loss function 
Xbdy that is invariant under Pk, T and S and which is complex conjugated 
under Tw: 
Pk(Xbdy) = Xbdy 
? 
v(Xbdy) = Xbdy 
S(Xbdy) = Xbdy 
and 
Ti, (Xbdy) _ Xbdy 
Appendix B. 3 will give detailed proofs of these results. 
The energy loss caused by a (possibly asymmetric) sample is predicted to 
be independent of the sense of travel of the beam. Moreover, Equation 3.35 
produces a result appropriate to n-1 layers when two neighbouring regions 
coalesce. One further notes that 
, 
ST(n) _ r+(n) ij n-j, n-i" 
This identity can be used to simplify calculations based on Equation 3.30: 
instead of evaluating 2 (n+1) 
(n+2) different T J") terms, one can concentrate 
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on just MD J+ 1) ((2l + 1) terms, obtaining the remainder by means of the 
transformation k -º n+1-k. 
In the case of a symmetrical slab the formula for the energy loss spectrum 
due to boundaries can be simplified to 
Box 7. Boundary contribution for a symmetrical slab 
20 -i (Ei - Ei+1)(Ej - E7+1)tijn 
22 Xbdy ° LmOI'm0 
i 
Lý-0 
j=i Ei+l Ej Pi2 Pi+l Pj 
2 Py+l 
where 
zzi'li0 tij`n'=E v° [X] [] o=f 
This result involves only (m + 2)/(2m + 3) as many terms as Equation 3.30 
for a general 2m +1 layer slab. 
3.7. Summary 
Equations 3.19 and 3.35 derived in this chapter provide a straightforward way 
of calculating the dispersion relation and energy loss spectrum for normal 
incidence on any multilayered slab. These equations have been expressed 
in as simple a form as possible, and checked them against known results. 
Consideration has been given to the action of symmetry operators on our 
results; in the case of symmetrical slabs this leads to further simplifications. 
In Chapter 4 these methods will be extended to study parallel incidence. In 
Chapter 7 they will be extended to multilayered anisotropic slabs. 
CHAPTER 4. 
THEORY (II): PARALLEL INCIDENCE 
This chapter develops the dielectric theory of energy loss, including 
retardation effects, for electrons travelling parallel to the interfaces 
of a stratified slab. A4x4 transfer matrix recurrence relation is 
introduced to implement the boundary conditions at surfaces and 
interfaces. This recurrence relation is solved exactly to provide closed 
formulae for the dispersion relation, the Hertz vector and the energy 
loss probability, valid for any position of the beam and any number 
of layers. 
4.1. Introduction 
Chapter 3 developed the dielectric theory of electron energy loss for normal 
incidence on a multilayered slab, obtaining compact formulae for the Hertz 
vector, the dispersion relation and the energy loss spectrum. In this chapter, 
we carry out similar calculations for parallel incidence. In some respects, this 
is a more complicated task than for normal incidence because one now has 
to deal with a4x4 transfer matrix and allow for the beam to be in any layer 
of the slab or in either of the external regions. In compensation, however, 
the source terms do not vary from layer to layer and the work done by the 
beam can be calculated without summing over layers. So far as possible, I 
will adopt the notation of Chapter 3. In particular, the variables a, f j, h71, 
q;, Chi, D1 , E3;, Mai and N; i will be reused and extensive use made of the 
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dispersion bracket notation. 
This chapter is organised as follows. In Section 4.2, we state the problem 
and develop a transfer matrix recurrence relation for the Hertz vector which 
incorporates the relevant boundary conditions. In Section 4.3, this recur- 
rence relation is solved and a closed formulae for the dispersion relation is 
obtained. Sections 4.4 to 4.6 derive expressions for the Hertz vector and 
the semiclassical energy loss spectrum. The symmetries of these results are 
examined and special cases compared with previously established results. 
4.2. Implemention of Maxwell's equations 
4.2.1. Scattering geometry 
We consider a stratified slab, similar to that described for normal incidence. 
The slab comprises n layers, labelled 1... n. The jth layer lies between z; _1 
and zj, has thickness a; = zi - zß_1 and local dielectric function ej(w). The 
external regions, which need not be vacua, are labelled 0 and n+1 and 
extend from z_1 = -oo to zo =0 and from z, 2 =a to z,, +l = +oo. The 
incident beam is assumed to travel at constant speed v parallel to the x-axis 
and to occupy region m, where 0<m<n+1. We investigate the effects 
of a particle in the beam of charge Q, with coordinates x= vt, y=0 and 
z= zb. Primes are used to distinguish between the subregions on either side 
of the beam: m' lies between zm_1 and zb, while m" lies between zb and zm. 
Figure 4.1 shows this scattering geometry. 
4.2.2. The Hertz vector 
We still start from Maxwell's equations expressed in terms of the Hertz vec- 
tor [7]. From symmetry, one may assume that II has components only in the 
± and z directions, II = (lI'(z), 0, II=(z)) and has wave equations for the 
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£n+i 
Ze ZI Z2 Zm-1 Zm Zn-1 Zn 
Figure 4.1 Cross section through the n-layer system considered in the text and 
the wave vector transfer of the beam electron during the collision. 
x-component and the z-component: 
d fx(k 
, 
ky, w, z) - g2nx(kx, ky, w, z) = (1/ iweoc)jx(k , 
ky, w, z) (4.1) dZ2 - 
d Il 
dz2 : 
(ký, ky, w, z) - 9'21: (kz, ky, w, z) =0 (4.2) 
where q= (k2 -e w2/c2)12 . For different media, one has only to set e= 
co, cl, ... etc. 
The charged beam which moves along the x axis with (constant) velocity v 
and at a fixed z-coordinate zb from the z-axis, produced the current density 
j(r, t) =Qv b(z - vt)b(y)b(z - zb)x (4.3) 
Taking the Fourier transform with respect to x, y and t then gives 
a, a2 
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J(k, ky, w, z) = 21rQvb(z - zb)b(kxv - w)x 
Away from the beam level z= zb, the particular solution of Equations 4.1 
and 4.2 in a region j can be written as 
HU) (k.,, ky, z, w) = II(j)a(k v- w) 
where the reduced Hertz vector fl(j) contains no delta function factors and 
takes the form 
(4qjz+A; e-9jZ 
fl(y) =0 (4.4) 
Bj+egjz+BTe-9, s 
where the A, and B7 are undetermined coefficients. 
At the beam level, the reduced Hertz vector is continuous: 
n(mtf)ý - ft(MI) =0 (4.5) z+s 
L- 
bb 
but is discontinuous in slope: 
dt(mlp) dfI(m') 
= 2gmXm (4.6) dz + dz I. 
J. 1. 
b tb 
where 
zb = zb + age e --º 0+. 
and 
Am =.. 
irQy (4.7) 
zweogm Cm 
In Equation 4.4 the coefficients A? and BB depend on w, kx = w/v and ky 
and, of course, on the region j and the beam region m. The discontinuity 
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in slope at z= Zb is dealt with by allowing the coefficients Am, in subregion 
m' to differ from the coefficients Am in subregion m". Since the boundary 
conditions at infinity require four of the coefficients to vanish, there remain 
4n +6 undetermined coefficients. These coefficients can be found by supple- 
menting the 4n +4 linear equations that describe the continuity of Es, Ey, 
Hx and Hv at the n+1 interfaces with the 2 equations that describe the 
continuity of f' and the discontinuity of dIIx/dz at z= zb. 
In principle, it is possible to solve this system of 4n+6 equations directly using 
computer algebra. My early work followed this direct approach and gave 
results for a single slab consistent with reference [35]. In practice, however, 
such calculations soon become unwieldy and it is far better to describe the 
boundary conditions in terms of a transfer matrix recurrence relation. 
4.2.3. The transfer matrix recurrence relation 
In order to express recurrence relation in the simplest possible form the Hertz 
vector coefficients are resealed as follows: 
cxj° = Aje°9'z'''/Am 
Q, = B. e°gi2ý-'/(ik=Am) 
with a= Aö /A 
with 00 = Bý /(lýCx. \m) 
A REDUCE computer algebra program has been used to express the continuity 
of the electromagnetic fields at the jth interface in terms of a transfer matrix 
recurrence relation. This shows that 
Cj+i = TU+l, i)Cj for j m' (4.8) 
where 
C7= (aje aj Nj e Fýj 
)' 
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is the coefficient vector and 
(ii. -+n hj+i, i 00 Ej 
T(j" j) =1h 
+ij ff ht+i, j 00 
hi 
1,7+1fj f2 
j1 
(h1f ; h, 
"+l, j 
dj+i,; 
-f2 h. +1, jfJ hj li 
(4.9) 
is the transfer matrix. In above expression, I have introduced the variable 
h°ý = qý + aqq. (4.10) 
and have also used the variables f3 = egjaj (with fo = f,, +l = 1), di3 = E_ - ej 
and h? '. = q=e3 + vgqei, exactly as in the normal calculation. 
For future use it also worth defining 
T 
ai= aj, aý 
T 
ß=(ßt, ß; - 
In the beam layer, the boundary conditions 4.6 and 4.5 ensure that the Hertz 
coefficients on either side of the beam are related by 
Cm"r = Cm' + Gm 4.11) 
where 
T 
Gm =(;; 
, -9m, 
0, 
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is the source vector and 
g"= e°ai (=b-:; -, ) and gÖ = e"Olb g 
So, combining Equations 4.8 and 4.11 leads to the recurrence relation 
Box 8. Recurrence relation for parallel incidence 
Cs+j = T(j+l,. i)(Cj + bj,, G, n) 
with 
T(m", m') =1 (4.12) 
In principle, this recurrence relation can be iterated to express the coefficients 
in region 0 in terms of those in region n+1. The boundary conditions 
at infinity then allow us to determine the coefficients in region 0 and use 
Equation 4.12 to generate all the other coefficients. Such a procedure can be 
carried through numerically without difficulty but this approach offers little 
insight into the nature of the solutions or their relationship to previously 
derived results for bulk, single interfaces and single slabs. As in the case of 
normal incidence we will therefore prefer to proceed analytically, with the 
aim of obtaining closed formulae for the quantities of interest. 
4.3. The dispersion relation 
It is easy to write down a formal solution to the recurrence relation: 
Cj = T(2°)Co + T(jm)Gm. (4.13) 
where the generalised transfer matrix TUB) is defined by the product 
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j-1 
T(jt) _H T(k+l, k) (4.14) 
k=i 
with successive matrices ordered from right to left. Starting from Equa- 
tion 4.13, with the source terms set equal to zero, and using the boundary 
conditions at infinity, we can obtain a formal expression for the dispersion 
relation: 
T(+i'0)T. (+1,0) = 0. 11 
In order to interpret this equation we shall now use the dispersion brackets 
([C;; ], [D;; ] etc. ) of Chapter 3. Also here, and throughout this chapter, we 
shall use a convenient shorthand: for any quantity X, we extend the tilde 
notation of Equation 4.10 so that ) is defined by replacing each hj"'1 variable 
in X by the corresponding hj-;. For example, 
[a21] = hsfz h21 1+ h32 21 
2 
_ (q3 + 92)f22(q2 + 9i)fi + (q3 - 4'2)(4'2 - 9i)f. 
Using this notation and carrying out a calculation analogous to that for 
normal incidence, the dispersion relation takes the form 
Box 9. Dispersion relation for TM and TE modes 
[C.. ] [a 0] = 0.4.15) 
In general, solutions of the dispersion relation are obtained with w in the 
lower-half complex plane so, for real frequencies, the dispersion relation is 
only approximately satisfied. However, it will become clear from final expres- 
sion for the energy loss probability (Equation 4.27), that the real frequencies 
for which the dispersion relation is close to being satisfied are often those for 
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which there is a high probability of energy loss. The solutions of Equation 
4.15 are of two types (cf. reference [3]). Those with [C,, o] =0 have already 
been identified in Chapter 2. The solutions with [0,, o] =0 are not excited 
by normal incidence but, at this stage of the argument, cannot be ruled out 
for parallel incidence. (The example of Al/Al203 multilayers in Chapter 6 
will shed further light on this point. ) 
For symmetrical slabs with 2j +1 layers, the dispersion relation can be further 
factorised (cf. Chapter 3) to give 
(LjoLJO)(Z Leo) = 0. (4.16) 
where L7o = [C, o] fj+l + a' [Edo] and (of course) Leo = 
Kid 
, 
fi+i + IEiol 
The equation L7o =0 gives TM modes while Leo =0 gives TE modes. In 
each case, the + aid - superscripts correspond respectively to symmetric 
and antisymmetric solutions. 
Special cases of our dispersion relation agree with established results for 
low values of n. For exampit :u the case of a single slab surrounded by a 
homogeneous medium, n=1 and j=0 so Equation 4.16 becomes 
{(qoel 
+ Q1Eo)2f1 - 
(goE1 
- Qlfo)2! 1(9o + gl)2f1 - (9o - Q1)2} = 0. 
In this case, the solutions split into the TM modes 
Qoe1 + 41Eo 
= ie-glal 
gofi - Qifo 
and the TE modes 
40 + 9i 
_ fe'vlnl 
4o-41 
previously given in references [78] and [81]. Also, since the number of in- 
terfaces is n+1, the case of a single interface corresponds to taking n=0, 
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Substituting this value in Equation 4.15 gives 
(QoEl + g1Eo)(Qo + 91) =0 
=0 which is again of the expected form, having the trivial solution el + co 
in the electrostatic limit. 
4.4. Solution for the Hertz vector 
4.4.1. The generalised transfer matrix 
In order to solve the inhomogeneous transfer matrix recurrence relation 
(Equation 4.13) it is necessary to obtain an explicit formula for the gen- 
eralised transfer matrix (Equation 4.14). Our solution can be described by 
introducing several new quantities: 
2 
11Ek 
k=i 
i 
Kij = 11 
h 
+1, k+l k 
k=i 
E, t = [C,, =+l] +Q [D,, i+l] 
(Mt = [EE, i+i] +a [Fj, i+i] 
Slýi = [Dj-l, il 
fj+ 
and 
A, it = [C1-1, =) . 
f; + or [E; -,, i] 
Substituting the transfer matrix 4.9 into Equation 4.14 one finds that the 
generalised transfer matrix has a block triangular form: 
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Ut) -_1 Tý Ki, j-1 
%t,. 1-1T(ii) 
0 
X(Jt) TýJi) 
where T(ji) is defined 
T(3Z) _ 
[c_11] [DJ'1,1, 
[E, ] 
LFG-1ý'J 
(4.17) 
with [CST] , 
[DDt] and [EEi] defined as before (Chapter 3). The dispersion 
bracket [F)i] does not appear in the final results, but it is needed for inter- 
mediate calculations. It is defined by 
F'ji = hj+l, ý fý C'j+l, i-lhi+l, i = 
hj+1, jfj .. " h'i+l, i 
with the initial values 
[Fi_1,, ] =1 and [Fi1] =h +1, i 
The definition of T(ji) is similar, but involves the hjl_i,; (as explained in Section 
4.3): 
Týýiý _ 
{_. 
iI1 
[D'-1't] 
Finally, 
j-1 
x(ji) _ 
E_, dk+1, k? %i, k-1 
k=i 
ýj-1, 
knki 
ej-1, 
k'ki 
The matrices -r00i0, TV') and 0 are easily obtained from the product of transfer 
matrices, but the form of XU') is not so obvious. In Appendix A, a detailed 
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derivation of X(ji) will be given. 
4.4.2. Solutions for the Hertz vector coefficients 
Once the generalised transfer matrix has been specified, it is possible to find 
the Hertz vector coefficients in every region. In the context of energy-loss cal- 
culations we only need the Hertz vector coefficients cxm', am",, pm' and P,,,,, 
in the beam layer. These are given by Equations 4.22-4.24 below. However, 
in order to show the methods used to obtain the beam layer coefficients, I 
have give a sketch of the definition of a and p for all values of j. Fortunately, 
considerable simplifications occur on setting j equal to m' or rn". 
Before we can state our solution for the Hertz vector, it is desirable to in- 
troduce some new variables. Using the notation of dispersion brackets intro- 
duced in the context of normal incidence, we define 
j 
Pij = 11(2Qkfk) 
k=i 
-y3i - [C, il 9i +a [Dji] gi 
C jz = [Cr] 9j+i +a [E, 2] 9J+, 
(¬'+i 
"' Ek ++ ýýij = 
Ek+l 
vk+ljAkinki 
k=i 
Xij = L(Ek+l - fk)? 7i, k-lenk 1+ 
k=i 
Yj = E(Ek+l - Ek)? %k+2j+16nkAko" 
k=i 
- Ek 'j 
(fk+1 ) 
Uii+l, kejkejk 
k_i Ek 
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and 
vu = 11 
hkkhk fk = 4Qkfkfk with vi+1, i = 1. 
k=i k=i 
In terms of this notations, and using the definitions 
ICA 
Mjt and Nei= 
ICS=A [E, 2] 
previously given in Chapter 3, the coefficient vectors for j< m' take the 
forms 
Box 10. Coefficients of the Hertz vector for j< m' 
Qm_m 7nm 
aj =- Pj, m-1 Nj-l, o (4.18) Qjfj Plol 
and 
Qmem Pj, m-I ýj 
- [c0} Qj fj [ý0] 
+ (-YnmXj, m-1 + 
2gm, fmým-1,0ijmZmn)Nj-1,0 (4.19) 
For j> m", the coefficients take the following forms: 
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Box 11. Coefficients of the Hertz vector for j> m" 
+ 
cii -- 
Enpm, 
ý_Mný 
(4.20)J 
[ 
n°, 
= 
Em Pm, j-i +YM ýý 
E7 [Cn0] 
[c0] 
{(2qrni; 
m11miwo, m_i 
+ ým-1,0 mj-1ý n1 
+ 2gjEi fi ZM+-i, oZinNi-i, o 
(4.21) 
In Appendix C, a detailed derivation of all these coefficients will be given. 
These expressions are rather daunting. However, as promised considerable 
simplifications occur in the subregions on either side of the beam. Substitut- 
ing j= m' and rn" in Equations 4.18-4.21 finally yields 
Box 12. Coefficients of the Hertz vector in the beam layer 
i 
gym' nm N m-1,0 (4.22) 7-101 
am, l =- 
m-1,0 Mnm (4.23) 
[CnoJ 
and 
Zgmfm ' -+ 
{c0] 
Am' = Qm" = 
(m1'0, 
m_iMnm + , 
fmým-1,0ZmnNm_1,0) 
. 
(4.24) 
[c0} 
Even in the context of energy loss calculations, these solutions for the Hertz 
vector are not of primary interest. Our main purpose is to use these results 
to obtain a closed-form semiclassical expression for the energy-loss spectrum. 
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This will be done in the next section. 
4.5. The energy-loss spectrum 
The electron travels in mth medium against the electric field in mth medium. 
The work done per unit path length moving against this field is 
dW 
- =QE'm(x=vt, y=0, z=z6it) dx 
Q 00 dkxdkydweit_(tEx (kx ky, zb, w) (21r)3 
11 foo 
Q °° dk Em(k. ky , z6, w) ydw (27f)3 
f 
°° k=-w/v 
where we have defined 
Em(k. 
 y, zb, W)= 
E, (1, ky, zb, w)S(kyv - w) 
A straightforward calculation shows that 
Ex m (k- ky, z6 9 W) --2 Z 
{(emW2/c2 
- k2)A°, e°Q^`Zb + iqmkxQBm, e°9^'=' 
o-f 
xm} 
In order to calculate the semiclassical energy loss spectrum we write 
d3 aýý 
=I °° ash, ) hw f 
k` dkv aä ax 
where k, is an appropriate wavevector cut-off and d2P/d(hw)dk,, dx is in- 
terpreted as the probability per unit path length of exciting an individual 
quantum of of energy hw and wavevector component ky. Equivalently, if one 
defines the scattering probability per unit path length per unit energy range 
as 
dI(hw) 
_ 
Jo k° dk 
d3P 
dX " d(hw)dkdx 
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we have 
aý = 
I°° d(hw) h, dI(hw) 
A straightforward calculation shows that the energy loss probability is de- 
scribed by the function 
Box 13. Energy loss function 
32 dPQ tx(n) ) 
d(hw)dk,, dx 21r2Eoh2v2lm 
}k/V 4.25 
where 
him) -1E 
{(1 
- EmV2/c2)am9m + gmcr13 gn' (4.26) 
gmem Q_± 
It makes no difference, in Equation 4.26, whether one chooses to use am, or 
am,,. Whichever choice is made, our solution for the Hertz vector (Equa- 
tions 4.22-4.24) leads to the following explicit expression for the energy loss 
function for the beam in the mth region in or outside an n layer slab: 
Box 14. The energy loss function for parallel incidence 
X(n) - 
v2 
-1 
rynmým-1,0 
2 Em Qm 
{CnO] 
+ 
2q 
(fmbm-1,0(m-1, 
OZmn - 7nmý'nmWO, m-1) 
(4.27) 
[öno] [Cno] 
This equation is the main result of our analysis. It provides a compact, 
closed formula for the semiclassical energy loss spectrum, which is valid for 
all choices of the beam region m, the beam position Zb (which enters via the 
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ry and S variables), the number of layers n and the thickness and composition 
of the layers (specified by a; and E, (w)). 
4.5.1. Comparison with known results 
Equation 4.27 can be compared with known results. First, consider the case 
of a single slab. On substituting n=1 and m=0 in Equation 4.27, we 
obtain (a compact form of) Parker's formula for an external beam(Equation 
2.3): 
X(1) 
v2 1 'Y10 90 
c2 Eo 90 [a1ol 
+ 
(ZQO/Eo)(9Ö ý2 (4(1E2 
- EJE0Q122 f1 + (El - 
c0)ä1-0E)1-0) (4.28) 
[C10] [C10] 
Substituting n=1 and m=2 gives the same answer, but with the replace- 
ments co F-º E2, qo +--º q2 and go +-º g2 °, as expected from symmetry. On the 
other hand, substituting n=1 and m=1 into Equation 4.27 gives Parker's 
formula for an internal beam(Equation 2.4): 
X(1) = 
v2 
-1' 
ii ýöo 
Cs E1 Ql 
l 
lo, 
+ 
2ql/ei «(2 
- E1)fiýö0ýöo + (CO - E1)'Yil'Ylil " 
(4.29) lülol [cloý 
Equation 4.27 can even be used where no slab is present. Since the number 
of interfaces is n+1, the case of a single interface can be analysed by taking 
n=0. If we also set m=0, Equation 4.27 gives 
X(0) = 
v2 
-1 
(9i + 9o) - (9i - 9o)(9+)2 
j 70 Qo(9i + 4o) 
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29o(¬1 - Eo)(9ö )Z + 
Eo(gl + go)(Qi¬o + Qo¬l) (4.30) 
which agrees with the standard formula for a relativistic interface [34,361. 
Substituting n=0 and m=1 in Equation 4.27 gives the same answer, but 
with the replacements co +-º El, qo +-º ql and go"' t-º gi °, as expected from the 
symmetry. 
Finally, one can consider the case of a bulk medium with no interfaces, which 
corresponds to n= -1. Substituting n= -1 and m=0 into Equation 4.27 
gives 
X(-1) =1 
v2 
q0 ý2 CO 
(4.31) 
which, after integrating over the azimuthal angle, gives a result equivalent 
to that of Landau and Lifshitz [79]. 
4.6. Symmetries and symmetrical slabs 
Chapter 3 introduced four symmetry operators: 
1. Pk reverses the sign of qk but leaves all the other qj unchanged; 
2. T, reverses the sign of v; 
3. S reverses the labelling of layers so that qj -º q, +l_; etc; 
4. T,, reverses the sign of w. 
In this section the symmetrical properties of energy loss function and Hertz 
vector coefficients in parallel incidence will be examined. 
Inspection of Equation 4.27 immediately shows that 
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T (, (n)) = 
(, *n)) 
and 
wlk(n» = 
(Xmn)ls 
The transformation Pk has a less trivial effect. For example, 
-'3m-1,0I Jk 
'm-1,0 
if 0<k<m-1 
if k=m 
if k>m+1 
However, by applying Pk to all the terms in Equation 4.27, and considering 
all possible cases, it is easy to show that 
(n) for all k. Pk(Xml) = ,m 
Finally, consider the transformation S. This produces 
" Ynm) - 
ýnm, 
Ofn}1-m 
o -o = ryn, n+l-m/fn+l-m 
-Zn+l-m, n 
S(Zmn) = -WO, n-m 
and when these results are substituted in Equation 4.27 one finds that 
S(X(m)) 
- Xn+l-m' 
as expected. 
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Another way of checking our result is to consider the effect of allowing two 
neighbouring regions to coalesce. This corresponds to making the replace- 
ments Ek+1 -º Ek, 9k+1 -' qk etc., 2ak -º ak and then renumbering the layers 
j -º j-1 for j>k. When this transformation is applied to Equation 4.27, 
the expression for Xým) becomes x('-') if k<m or Xým-1) if k> rn. 
As in normal incidence, it is possible to show that the Hertz vector coefficients 
satisfy simple symmetry properties. For example, 
cxý if k :Aj, k; m 
if k=mo j 
Pka; _ 
cxj if k=j; m 
-aý° if k=j=m 
with precisely similar results for P j'. Also, if one uses brackets to show the 
dependence of the Hertz vector coefficients on the beam layer, one has 
Sctj' =f n+l-jan-Fl-j 
(n +1- m) 
and 
SQj 
ýl-jQn+l-j(n 
+1- m) 
All these results are consistent with Equation 4.26. 
4.7. The energy-loss spectrum in the non-retarded case 
The electron energy-loss spectrum in non-relativistic limit can be obtained 
by solving Poisson's equation. In Appendix D, a detailed derivation of ana- 
lytical expression for energy-loss spectrum will be given. Here, we list main 
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results. 
According Appendix D, the energy loss function is 
d2P 
_ 
QZ J 00 
d(hw)dx 2ir2eoýt2v2 o 
Im (x) 
where 
Box 15. The classical limit of energy loss function for parallel incidence 
X(m) _ 
7nm'm-1,0 
n kfm[CnO] 
(4.32) 
with 
'Ynm, _ 
[Önm] 
9m - 
[Dnm] 
9m 
ým-1,0 = 
[OM-101 
9m + 
[Em-10] 
gm 
and 
90 = eak(Sb-Zm_1) Tºi 
where we have used a convenient shorthand: the dispersion brackets [Cjil, 
[. bji] and {E] are defined similarly to [Cji], [DD; ] and [E3; ], but replacing 
each hji variable by hji: 
h'?. =ei -i-QEi 
and with each fj variable by f;: 
- 
ka' fj -e 
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In Appendix D we will prove that Equation 4.32 is equal to Equation 4.27 
by taking c --º oo. 
4.8. Summary 
In this chapter the programme of Chapter 3 was extended to deal with paral- 
lel incidence on a multilayered slab, obtaining closed formulae for the disper- 
sion relation and the energy loss spectrum. The dispersion bracket algebra, 
introduced in the context of normal incidence, has turned out to be valuable 
in the case of parallel incidence as well. The type of calculations outlined 
here can be extended to other cases. In Part III of this thesis, we use com- 
puter algebra and dispersion brackets to analyse energy loss in anisotropic 
slabs, but first we will apply our theoretical results for isotropic multilayers 
to real and model systems. 
CHAPTER 5. 
APPLICATIONS (I): THIN FILMS 
This chapter applies formulae developed for multilayered slabs to the 
simplest possible case of a single slab. A method is developed for 
calculating dispersion relation in real materials and applied to thin 
slabs of diamond. The surface plasmons in thin slabs of diamond are 
investigated by evaluating the dispersion curves and the energy-loss 
spectra for electrons travelling normal or parallel to the surface of 
slabs. Theoretical results are compared with experimental electron 
energy loss spectra which I obtained in the electron microscope. 
5.1. Introduction 
As indicated in Chapter 2, the collective excitations of electrons in thin films 
have been studied extensively by means of dielectric theory. In the elec- 
trostatic approximation, Ritchie first derived the loss probability for normal 
incidence on a single slab [6]. Kröger extended this study to include the ef- 
fects of retardation [21]. These theories have been used by many researchers 
to explain energy loss experiments and surface plasmon excitations in single 
slabs. But many of these studies have concentrated on simple models (e. g. 
the Drude model has often been used to analyse the dispersion relation. ). 
In many experimental investigations, however, semiconductors and insula- 
tors have interested experimentalist as well as metals. The purposes of this 
chapter are 
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" To develop a general method to calculate the dispersion relations of 
surface plasmons in real materials; 
" To investigate the relationship between dispersion relations and energy- 
loss spectrum; 
9 To compare calculated results with energy-loss experiments. 
This chapter will calculate surface plasmon and energy loss in thin slabs of 
diamond as an example. 
5.2. Surface plasmons in thin slabs of diamond 
5.2.1. The dispersion relation for single slabs 
In Section 3.3, we derived the dispersion relation for single slabs. By assum- 
ing el =e and E2 = co = 1, Equation 3.21 can be simplified as 
EQo +q= cr(fgo - Q)e-qr (5.1) 
where qo = 
Vk2 
- w210, q= ký -e wz/c2, k is the magnitude of the 
transverse wavevector, c(w) is the complex dielectric function, r is the thick- 
ness of the slab and sign o=± corresponds to modes that have symmet- 
ric/antisymmetric electric field distributions across the slab. Table 5.1 shows 
symmetric/asymmetric relationships of electric charge (Q), electric potential 
(0), electric field (E) and Hertz vector (II) with Q. 
In the electrostatic limit [82], Equation 5.1 becomes 
e+1=Q(e-1)e k' (5.2) 
It is also possible for electromagnetic TE modes to exist with dispersion 
relation 
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IoQ T7471 
+SSAA 
-A AS S 
Table 5.1 Symmetric/asymmetric relations where S represents symmetric 
and A represents asymmetric. 
4o +q= c(qo + Q)e 9' (5.3) 
As part of a general study of dispersion relations in specimens with more 
complicated geometries, we have written a computer algebra program which 
automatically yields Equations 5.1-5.3. This program shows that no other 
normal mode solutions are consistent with the necessary boundary condi- 
tions. Physically the charge would oscillate in the y direction due to TE 
mode. Since these modes produce no excess charge on the top and bottom 
surfaces, they are not self-sustaining in an infinitely wide slab [3]. The TE 
modes will not be discussed further. 
Equation 5.2 was also derived by Ferrell [821 who used the electrostatic ap- 
proximation, E=-V cp, and the local approximation, e(k, w) = E(0, w) = 
e(w), to solve Laplace equation p2cp =0 in slabs. With Equation 5.2 Ferrell 
predicted the radiation of plasma oscillations in metal films, using the Drude 
dielectric function to model a metallic medium. Two interesting limiting 
cases were obtained: (a). For short wavelengths or thick slabs, kr » 1, the 
surface waves become decoupled and do not interfere with one another. Each 
surface sustains independent oscillations at the reduced frequency of wp/V2_, 
that is the characteristics of single plane boundary between a Drude metal 
and a vacuum. (b). In the limit of very long wavelengths or very thin slabs, 
the asymmetric oscillation, ie the higher frequency mode (wasymmetric) (_Sign 
in Equation 5.2), approaches the value wp for kr --º 0, whereas the frequency 
of the symmetric mode(wgymmetric) decreases to zero with k-r -º 0. 
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In retarded case, for kr » 1, the surface plasmons excited on each surface 
of a film are essentially similar to that of non-retarded case. However, in 
the limit of very long wavelengths or very thin slabs, the frequency of the 
asymmetric mode approaches to zero as kr -º 0. 
5.2.2. Surface plasmons in the real materials 
So long as we are dealing with simple real dielectric functions (such as 
E(w) =1- wp/w2) it is possible to solve the dispersion relation explicitly. 
In practice, dielectric functions are complex and complicated and it is not so 
clear how to solve the dispersion relation. The main purpose of this chapter 
is to develop a numerical method that is suitable for predicting the plas- 
mon dispersion relation in a thin slab of a real material. In many cases, no 
simple model can be found that adequately represents the experimentally 
determined dielectric data. Since experimental data is defined only for real 
w, while the appropriate solutions of Equations 5.1 and 5.2 occur in the 
lower-half complex w plane, it is necessary to establish a reliable method 
of extending e(w) into the lower-half plane. The main question to decide is 
which quantity should be expanded. Care is needed because the functions 
e(w) and 1/f(w) both have poles in the region of interest. Direct expansion 
of either of these functions is therefore likely to be unreliable. However, 
consider the function 
f (ý) = E(w) ± (5.4) 
with f (w) = f'(w) + if " (w). This function remains finite at the poles c(w) 
and 1/¬(w). Its only poles occur when e(w) = 1, corresponding to complete 
transparency; although e(w) approaches 1 as w -º oo, it is expected that 
this function will have no poles in the energy-loss region. Therefore, in the 
following, we will expand Equation 5.4 rather than any other function. 
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(1). Solution of non-retarded dispersion relation 
As the dielectric function is complex, it is obvious that Im f (w) 0 0. This 
means that there are no solutions of Equation 5.1 for real w because the left 
hand side of this equation is complex while the right hand side is real. The 
wave number k cannot be complex because this would not permit bounded 
solutions in slabs of infinite area. So one has to assume complex w and take 
w=v- i0 so that the non-retarded dispersion relation is written as 
Im f (v - i0) =0 
Ref (v - i0) = fe-kr 
(5.5) 
where v is real and A must be positive in order to get the bounded solutions. 
The function f is assumed to be analytic in a strip around the real axis. We 
then expand to second order and ignore the higher order terms to obtain 
f (v - i0) -f (v) - i(df (v)ldv)0 -2 (d2f (v)/dv2)02 (5.6) 
This approximation can then be used to obtain numerical solution of Equa- 
tions 5.5 by Newton Raphson or secant iteration. 
As experimental measurements incorporate random errors to one has to 
smooth the experimental data. Again, because the function f (w) is smoother 
than the dielectric function and does not have poles in region of interest, it 
is the appropriate function to smooth. In this study, cubic splines are used 
to fit f (w). 
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(2). Solution of retarded dispersion relation 
In the calculation of the retardation dispersion relation of plasmons in thin 
slabs, the Equation 5.1 is replaced by Equation 5.2, which can be written in 
the form 
h(c, ) = 
Ego +q 
fqo-4 
(5.7) 
However, direct expansion of the function h(w) is unsafe because q0 has a 
branch cut along the real axis. Extensive tests have confirmed this. We 
have found that the most reliable procedure is sticks to an expansion of the 
function f (w), just as in non-retarded case. The dielectric function E(v) 
is used to construct f (v), which is then smoothed and fitted with a cubic 
spline. The values f (v), df (v)/dv and d2 f (v)/dv2 are then used to find a 
second-order approximation to f (w) at a point w=v- i0 in the lower-half 
frequency plane(A >0). One then inverts to find ¬(w) and solve Equation 
5.1 by secant iteration, with protection against overshoot and cycling. Exten- 
sive tests with model dielectric functions(Lorentzian, double Lorentzian, and 
Gaussian) have confirmed that this method is reliable, and can be trusted 
provided 0«v. Our tests include the addition of random noise (to sim- 
ulate experimental inaccuracies). Small amounts of noise (< 10%) can be 
overcome by using a smoothing spline on f (v), prior to expansion; note again 
that f (v) is the appropriate quantity to smooth because it varies much less 
rapidly than E(v). 
It is also worthwhile noting that in Equation 5.7, q=0 must be one of the 
symmetric solutions as well. This solution does not depend on the thickness r 
of the slab and can be interpreted as a transverse bulk plasmon; this solution 
will be presented with other solutions obtained from Equation 5.7. 
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5.2.3. Surface plasmon in thin slabs of diamond 
Diamond, with an indirect band gap of approximately 5.5 eV, is an ideal 
material for low-energy studies in the STEM, which has an energy resolution 
of N 0.5 eV. In this section, we study surface plasmons and EELS in thin 
slabs of diamond. The dielectric function is shown in Figure 5.1. In Figure 
5.1, the dielectric function of diamond between 6.0 eV and 30.0 eV is taken 
from the Handbook of Optical Constants [83], based on reflectance data of 
Phillipp and Taft [84]. The dielectric function between 30.0 eV and 40.0 eV 
is derived by Fallon from the electron energy loss spectrum obtained from 
the bulk materials [85]. Since smoothing of the dielectric data from these two 
different sources could be misleading, this calculation will be confined to the 
energy region between 6 eV and 30 eV. 
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Figure 5.1 Dielectric function of diamond. The data was taken from reference 
[83] for 6.0 to 30 eV and reference [85] for 30 to 40 eV. 
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Figures 5.2 and 5.3 -show the results obtained for a thin slab of thickness 
T= 80 A in retarded case. For display purposes, the solutions have been 
split into `surface plasmon modes' (Figures 5.2a) and `other modes' (Figures 
5.3a). The former are distinguished by the fact that the solutions decay ex- 
ponentially away from the surfaces for k> v/c. Figures 5.2b and 5.3b show 
that the damping of all modes is light enough to justify our second-order 
expansion. 
Figure 5.2a shows that the surface plasmon modes occur in two pairs of anti- 
symmetric and symmetric modes, which approach two characteristic energies 
(21.2 eV and 26.6 eV) at which the density of states of surface plasmons is 
high. Calculations based Equation (5.2) shown that this fact remains valid 
for slabs of any thickness in the electrostatic limit. Furthermore, the exis- 
tence in the upper two branches of surface plasmons inside the light cone 
(w = ck) means that it is possible to excite modes that emit electromagnetic 
radiation, which is different to the behaviour found in metal slabs [3]. 
In Figure 5.3, other solutions to Equation 5.1 are shown. The dashed lines 
indicate solutions with q=0; these solutions correspond to transverse bulk 
modes [86] and do not depend on the thickness of the slab. The dotted 
and solid lines indicate symmetric and antisymmetric waveguide modes that 
occur near the pole of E(cu). In thicker slabs, families of these solutions can 
be found with c large and qr close to an integral multiple of iir. 
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Figure 5.2 (a). Dispersion relations for transverse plasmons in a slab of type-I 
diamond of thickness r= 80 A. Symmetric modes and antisymmetric modes are 
represented by dotted lines and solid lines respectively. Two characteristic energies 
are obtained as kr -º oo, giving rise to two peaks in the plasmon density of states. 
(b). The ratio of 0/v for surface modes shown in Figure 5.2a. 
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Figure 5.3 (a). Other solutions to equation 2.1: bulk transverse modes with 
q' =0 (dashed lines) and waveguide modes with e -º oo (solid and dotted lines). 
(b). The ratio of 0/v for other modes shown in Figure 5.3a. 
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5.3. Excitation probability in thin slabs of diamond 
When electrons interact with materials and excite plasmon modes, they are 
scattered and gain momentum hk in a direction perpendicular to their initial 
direction of motion and lose momentum hw/v parallel to their initial direc- 
tion. The analytical expression for the energy loss function d2P/d(hw)dk can 
be integrated over transverse wavevectors to obtain the scattering probabil- 
ity per unit energy range, I(hw). If all the scattered electrons were collected, 
one would expect that 
00 
I(fites) = 2, r dk k 
dzp Q2 00 
= dk UM 
(Xbulk + Xbdy)" 
o d(hw)dk 27r2f0h2v2 
fo 
where )(bulk is given by Equation 3.36 and Xbdy is given by Equation 3.37. 
Unfortunately, as is always found in energy loss problems, the bulk term 
produces a logarithmic divergence at large k. On the other hand, Equation 
3.30 shows that the terms due to surfaces and boundaries are well-behaved 
and produce no additional divergencies. The logarithmic divergence is dealt 
with as usual [14), by introducing an upper cut-off k, If all the scattered 
electrons were collected, 1/k,, would set a minimum length scale for the va- 
lidity of semiclassical continuum model. 
In practice, kc is often determined by the sizes of the objective aperture 
inside the electron microscope, which restricts the scattering angle. In the 
following examples the beam energy has been set at 100 keV and the cut- 
off wavevector has been chosen to be 15 nm-1 (corresponding to scattering 
through a maximum angle of 9 mrad). 
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5.3.1. Calculated energy loss spectra 
Figure 5.4 show the energy loss spectrum for an electron travelling perpen- 
dicular to thin slabs of diamond with different thickness. The total energy 
loss intensity is decreased when the thickness of slabs is decreased. There are 
two peaks in the calculated loss spectra. The peak at 33.5 eV corresponds 
to bulk plasmons. The peak around 21-23 eV includes a direct gap opti- 
cal absorption, which reflects the bulk diamond band structure and surface 
plasmon. When the thickness of the slab is decreased this peak is shifted 
to lower energy because of the contribution of the 21 eV surface plasmon 
becomes relatively more important for thinner slabs. The surface plasmon 
at 26.5 eV predicted from dispersion relation can not be seen because of its 
weak intensity compared with the nearby bulk plasmon. 
In Figure 5.5, we present the surface plasmon contribution corresponding to 
Figure 5.4. Figure 5.5 shows that there are two surface plasmon peaks which 
are compariable with predicted surface plasmon dispersion relations above. 
In order to obtain further evidence for the two predicted surface plasmons, 
an alternate method can be used. 
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Figure 5.4 Electron energy-loss for normal incidence to different thickness slabs 
of diamond. Solid line: 200 A. Dotted line: 100 A. Dashed line: 50 A. 
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Figure 5.5 Surface contribution to electron energy-loss for normal incidence to 
different thickness slabs of diamond. Solid line: 200 Ä. Dotted line: 100 A. Dashed 
line: 50 A. 
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In Figure 5.6, we present calculated energy-loss spectra for parallel incidence 
on a 80A thickness slabs of diamond. When the beam is positioned at the 
centre of the slab, the spectrum (solid line) is similar to that of normal 
incidence. But whilst the beam is at surface, the surface plasmon at 21.2 
eV is clearly shown. The shoulder between 22.5 and 26.5 eV corresponds to 
the second surface plasmon predicted from the dispersion relation. Similar 
features are observed in the spectrum for electron travelling outside the slab 
(dashed line in Figure 5.6). 
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Figure 5.6 Electron energy-loss for parallel incidence to a slab of diamond. The 
thickness of the slab is 80 A. The beam positions are taken to be 40 A away from 
the surface in the slab (solid line), at the surface (dotted line) and 40 A away from 
surface outside slab (dashed line). For improve visibility, the scale for the dashed 
line is 5 times greater than that indicated on the vertical scale. 
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5.3.2. Comparison with experimental energy-loss spectra 
The results discussed above can be compared with experiments. I have taken 
a series of energy-loss spectra for a range of different thicknesses by varying 
the position of a STEM probe in a wedge-shaped sample of type-I diamond. 
Spectra were acquired beyond the edge of the wedge and then at regular 
intervals moving into the specimen. For each position of the probe, we can 
treat the wedge as being a slab of a given effective thickness, estimated using 
the relation [1]; 
T (I /Io)AP (5.8) 
where Ip is the area under the first plasmon peak, Io is the area under the zero 
loss peak, and Ap is the inelastic mean free path (taken to be 70 nm). Away 
from the tip of the wedge, the effective thickness was found to be proportional 
to the distance moved into the specimen, consistent with a fixed wedge angle. 
The loss spectra acquired in STEM includes both bulk and surface contribu- 
tions. The bulk scattering probability is 
d2P Q2 1 1- eß2 
d(hw)dk bulk 
- -47r3FOft2v2Im E k2 + W2/v2 - EW2/C2 
T 
This contribution can be subtracted from the experimental intensities in or- 
der to obtain the surface contribution. Figure 5.7 shows the experimental loss 
spectra for various effective thicknesses and Figure 5.8 shows the correspond- 
ing surface contributions. One would expect to find features corresponding 
to the predicted peaks in plasmon density of states near 21.2 eV and 26.6 
eV. The two peaks observed in Figure 5.8 may be interpreted in this way. 
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Figure 5.7 Experimental energy-loss spectra in a wedge-shaped sample of type-I 
diamond acquired in STEM. The effective thickness around the position of the 
probe is used to label each curve. 
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Figure 5.8 The surface contributions. Note that different scales are used for 
both axes in the two figures. 
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5.4. Summary 
In summary, this chapter has developed a general method for predicting sur- 
face plasmon dispersion relations from dielectric functions that are known at 
real frequencies. This method has been tested on several trial dielectric func- 
tions and found to be more reliable than alternative approximations. It has 
been used to predict the dispersion relation for damped surface plasmons in 
thin slabs of diamond. Two pairs of symmetric and antisymmetric solutions 
were found. The density of states for surface plasmons is high at two loss 
characteristic energies (21.2 eV and 26.6 eV) and one expect to see features 
in energy-loss spectra near these energies. 
These predictions are supported by the calculated energy loss spectra for 
normal and parallel incidence on a thin slab of diamond. Furthermore, a 
series of energy-loss spectra were acquired for a range of different effective 
thicknesses by varying the position of a STEM probe in a wedge-shaped sam- 
ple of type-I diamond. It was found that the surface contribution to the 
energy-loss had peaks near the expected energies. 
It is also necessary to note that the method described in Section 5.2 has its 
limitations. In particular, it is not easy to find the right solutions when the 
dielectric function changes rapidly. This is the case in many semiconductors 
such as Si and GaAs. 
CHAPTER 6. 
APPLICATIONS (II): MULTILAYERS 
For multilayered systems, the theories developed in Chapters 3 and 
4 are applied to Al/Mg, Al/A1203 and Al/SiO2/Si structures. This 
chapter calculates surface and interfacial plasmon dispersion relations 
and energy loss spectra in these systems. 
6.1. Surface and interface plasmons 
In Chapters 3 and 4, the general formula for the dispersion relation in an 
multilayers was derived. For TM modes, one has 
[CIO] =0 (6.1) 
One interesting feature of Equation 6.1 is that additional bulk modes appear. 
Using Equation 3.38 it can be shown that the dispersion relation is satisfied 
by taking qi =0 for any i between 1 and n; these solutions correspond to 
transverse bulk modes in the various layers of slab. The remaining solutions 
of the dispersion relation correspond to true surface and interfacial modes. 
In order to calculate the dispersion relation one needs explicit expressions 
for various systems. We have used REDUCE programs to produce these ex- 
pressions for up to 15 layered films. The algebraic expressions were directly 
transferred to FORTRAN code for numerical computing. 
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6.1.1. Mg/Al structures 
Surface and interfacial plasmons of Al/Mg double and triple slabs have 
be calculated by Richter and Geiger [25] in the electrostatic limit. Here we 
extend those calculations to include retardation for up to eleven layers. The 
dielectric behaviour of Mg and Al is modelled by dielectric functions of the 
form [25] 
Ws Pi EjIW J=1- 
W2 + 1WT-1 
(6.2) 
where w, is the plasma frequency and ra scattering time for electron-electron 
collisions. The parameters for Mg and Al are hwpi = 10 eV, hiwpz = 15 eV 
and hr-1 = 0.6 eV. 
Following the method described in Chapter 5 the dispersion relation is cal- 
culated in the complex frequency plane. In each layer, the dielectric function 
is used to construct the function f, (v) = (e; (v) + 1)/(e; (v) - 1) which is then 
smoothed and extended into the lower-half frequency plane. Inversion is 
then used to obtain ej (w). The complete dispersion curves for double Al/Mg 
films are given in Figure 6.1. There are three main branches which can be 
interpreted as the surface plasmon of Mg (branch I), the surface plasmon of 
Al (branch II) and the interfacial plasmon (branch III). The transverse bulk 
mode of Mg (branch IV), transverse bulk mode of Al (branch V) and the 
light cone are also plotted. 
In Figure 6.1, Branches I and II start from 0 at k=0 and they behave like 
modes at a single surface. The transverse bulk mode corresponds to q=0 
and, for a Drude metal, has the following explicit form 
w2 = wp + k2c2 
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So the transverse bulk mode starts from bulk plasmon at k=0 (see Branch 
IV and V) and approaches light cone as k increases. 
For very large kd the dispersion relations for two layer system simplifies to 
(f1 + E2) 
(El + 1) (E2 + 1) =O 
which is fulfilled by the frequencies 
1/27-2 Wpl - 
//2r2 FýýP- 
- 1/2, r2 Revel =2 RewII =2, ReCJIII =2 
So as kd -* oo, the dispersion curves approache single surface or interfacial 
modes. 
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Figure 6.1 Dispersion relation of the surface and interfacial modes for a double 
Al/Mg film. The thickness of Al and Mg films is 30 A. 
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Figures 6.2 to 6.4 show the dispersion curves for three, seven, and eleven 
layer systems. In all three systems, Mg forms the two outer layers of the 
multilayer, so there are only Mg surfaces. Surface plasmons of Mg are sim- 
ilar to those of single slabs of Mg'. For interfacial curves, there are more 
branches as the number of layers increases. All curves go to 12.7 eV at large 
k. There is always a branch which is similar to that of two layer systems. 
All other main branches start from bulk plasmons of Al and Mg respectively. 
As the number of layers increases, the interfacial plasmons appear to form a 
band as expected. 
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Figure 6.2 Dispersion relation of the surface and interfacial modes for three 
layer systems. The thickness of Al and Mg films is 30 A. 
'Dispersion curves for Drude metals have be extensively studies in various references 
(cf. [3]). 
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Figure 6.3 Dispersion relation of the surface and interfacial modes for seven 
layer systems. The thickness of Al and Mg films is 30 A. 
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Figure 6.4 Dispersion relation of the surface and interfacial modes for eleven 
layer systems. The thickness of Al and Mg films is 30 A. 
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6.1.2. A1/A1203 structures 
Al and A1203 form a typical metal-insulator system. This study will illus- 
trate the behavior of interfacial plasmons at the surface between metals and 
insulators. In order to illustrate typical behaviour, the dielectric function 
of aluminium is modelled by the Drude model with parameters as before. 
The dielectric function of A1203 is modelled by a constant, EA1203 =4 (as in 
reference [25] )2. 
Figure 6.5 shows the dispersion curves for two layered systems. Branch I 
is the interfacial plasmon and branch II is the surface plasmon of Al. Both 
branches start from 0 at k=0. At large kd Branch I goes to 10.7 eV and 
Branch II goes to 6.5 eV. The surface plasmon of Al behaves like the plas- 
mon at a single surface of Al. There are no surface plasmons of A1203 in our 
model because its dielectric function has been taken to be constant. 
In Figure 6.5, transverse modes of Al (Branch IV) and A1203 (Branch III) 
are also plotted. The transverse mode of Al was discussed before. The trans- 
verse mode of A1203 is a straight line which behaves as k= 2cß/c. 
2After this work was finished, we became aware of the work by It. French who derived 
the dielectric function of A1203 from EELS, showing it to be non-constant. But as the 
bulk plasmon of A1203 is around 27.0 eV and beyond the region we are interested in, our 
dielectric constant model of A1203 is not unreasonable. 
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Figure 6.5 Dispersion relation of the surface and interfacial modes for two 
layer systems. The thickness of Al and A1203 films is 30 A. 
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For multilayered slabs, Figures 6.6-6.8 show the dispersion curves of three, 
seven and eleven layered systems with A1203 outside. Corresponding inter- 
facial modes are clearly shown. All branches approach 6.5 eV as k increases. 
In total, there are n-1 interfacial modes for n layered films. 
In summary, we have calculated dispersion relation of surface and interface 
plasmons in two-, three-, seven-, and eleven-layer structures. In order to find 
out whether these modes can be in fact observed in energy loss spectra, 
the scattering probability must be calculated. In the following sections, the 
scattering formulae derived in Chapters 3 and 4 will be applied to study 
several systems of real materials. 
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Figure 6.6 Dispersion relation of the surface and interfacial modes for three 
layer systems. The thickness of Al and A1203 films is 30 A. 
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Figure 6.7 Dispersion relation of the surface and interfacial modes for seven 
layer systems. The thickness of Al and A1203 films is 30 A. 
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Figure 6.8 Dispersion relation of the surface and interfacial modes for eleven 
layer systems. The thickness of Al and A1203 films is 30 A. 
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6.2. Loss spectra for normal incidence 
The expressions for Xbulk and Xbdy derived in Chapter 3 provide a frame- 
work for interpreting energy-loss spectra for normal incidence in multilay- 
ered slabs. Equation 3.27 yields bulk peaks in the energy-loss spectrum when 
e; =0 (bulk longitudinal plasmon in itb layer) and when p; =0 (Cherenkov 
radiation in it' layer). However, the intensities of these peaks may be signif- 
icantly modified by boundary effects, as Equation 3.30 shows that Xbdy also 
has peaks at ei =0 and p; ^_- 0. It is natural to distinguish contributions to 
Xbdy with k< w/c (radiation modes) from those with k> w/c (non-radiative 
modes). An interesting feature of Equation 3.30 is that there will be addi- 
tional peaks corresponding to transverse bulk modes. 
Equation 3.30 predicts a scattering probability that is proportional to prod- 
ucts of differences of dielectric functions. The contribution of surface, inter- 
facial and transverse modes will therefore be small if the materials involved 
have similar dielectric properties, as is the case for many common semicon- 
ductors. Extensive numerical calculations confirm this fact. The best chance 
of observing these modes arises if the materials have very different dielectric 
functions at frequencies for which [C,, oj is close to zero (for typical values of 
k). This condition can often be met for metal-insulator and semiconductor- 
insulator interfaces. 
6.2.1. Al/Mg structures 
Al and Mg are good examples of materials that can be described by the Drude 
dielectric function, and they have been extensively studied in the literatures 
(cf. references [21,25]). As the interfacial plasmon of Al/Mg is at around 
12.7 eV, which is reasonably far away from the bulk and surface plasmons, 
there is good chance of seeing this interfacial plasmon in electron energy loss 
spectroscopy. 
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Figure 6.9 shows the calculated scattering probability of a Al/Mg double 
slab, with both layers of thickness d= 100 A. The dielectric functions of Al 
and Mg are described by Equation 6.2. There are four peaks located around 
7.1 eV, 10 eV, 12.4 eV and 15.0 eV which correspond to the surface and 
bulk plasmons of Mg, the interfacial plasmon, and the bulk plasmon of Al. 
The shoulder of the Mg bulk peak is due to the surface plasmon of Al. This 
interpretation is assisted by Figure 6.10, which shows how 2irkd2P/d(hw)dk 
varies as a function of k and hw. The four main ridges on this diagram 
correspond to the dispersion relations for bulk, surface and interface modes. 
In our model, the bulk mode shows no dispersion. The surface and interfacial 
mode exhibits dispersion for kd <1 but, because the scattering is dominated 
by the high k region, the surface and interfacial peaks in I(hw) remain 
narrow. 
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Figure 6.9 The scattering probability per unit energy range I(fiw) for normal 
incidence on a Al/Mg double layer. The thickness of each layer is d= 100 A. 
The bulk and surface plasmons of Mg are 10 eV and 7.1 eV. The bulk and surface 
plasmons of Mg are 15 eV and 10.2 eV. The interfacial plasmon peak is located at 
12.7 eV. 
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tzý 
Figure 6.10 A three-dimensional plot of 2irkd2P/d(hw)dk against k and hw for 
normal incidence on the Al/Mg double layer system of Figure 6.9. The four main 
ridges correspond to Mg surface, Mg bulk and Al surface, interfacial and Al bulk 
plasmons. The surface and the interfacial plasmons are broadened towards lower 
frequencies as a result of scattering at low k. 
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A slightly more complicated case arises when both sides of an aluminium slab 
are covered with layers of Mg. This geometry ensures that there is no surface 
of Al, but there are two surfaces of Mg. Figures 6.11 shows the calculated 
scattering probability I(hw) in this geometry. The four peaks, from left to 
right, correspond to surface Mg, bulk Mg, interfacial and bulk Al plasmons. 
Comparing with Figure 6.9, the shoulder at the Mg bulk peak does not exist 
in this structure. 
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Figure 6.11 The scattering probability per unit energy range I(hw) for normal 
incidence on a Al/Mg three layer system. The thickness of each layer is d= 100 A. 
The bulk and surface plasmons of Mg are at 10 eV and 7.1 eV. The bulk and surface 
plasmons of Mg are at 15 eV and 10.2 eV. The interfacial plasmon peak is located 
at 12.7 eV. 
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A three dimensional plot of 27rkd2P/d(hw)dk as a function of k and taw for 
a slab of aluminium covered on both sides with layers of Mg is plotted in 
Figure 6.12. The four main ridges correspond to the peaks in Figure 6.11. 
This figure shows the dispersion of the surface and interfacial plasmons. In 
comparison with Figure 6.10, the interfacial mode is split at small k because 
of the coupling between modes at the two Al/Mg interfaces. The surface 
mode of Mg is not split significantly because of the large distance between 
the two surfaces of Mg. 
tzý 
Figure 6.12 A three-dimensional plot of 2irkd2P/d(hw)dk against k and hw 
for normal incidence on the Mg/Al/Mg three layer system of Figure 6.11. The 
four main ridges correspond to Mg surface, Mg bulk, interfacial and Al bulk plas- 
mons. The surface and (more importantly) the interfacial plasmons are broadened 
towards lower frequencies as a result of scattering at low k. 
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6.2.2. Al/A1203 structures 
The next example is that of a Al/Al203 double slab, with both layers of 
thickness d= 100 A. The calculated scattering probability per unit energy 
range is shown in Figure 6.13. There are two sharp peaks located around 15 
eV and 10.7 eV and a much broader peak which reaches its maximum value 
at 6.5 eV, but which spreads to lower energies. These peaks correspond to 
bulk Al, surface Al and Al/A1203 interfacial plasmons. There are no bulk or 
surface losses due to A1203, because the dielectric function of this material 
has been taken to be real. Also, in terms of Equation 3.30, the factors of pj2 
and [Co] in the denominator of Xbdy can both be small at low k and low w, 
giving rise to significant scattering from relatively small regions of k-w space. 
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Figure 6.13 The scattering probability per unit energy range I(hw) for normal 
incidence on a Al/A1203 double layer. The thickness of each layer is d= 100 A. 
The bulk Al, surface Al and Al/A1203 interface peaks are at 15 eV, 10.7 eV and 
at 6.5 eV and below. 
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Corresponding to Figure 6.13, a three dimensional plot of 2rkd2P/d(tiw)dk 
varying as a function of k and hw is shown in Figure 6.14. The three main 
ridges on this diagram correspond to the dispersion relations for bulk, surface 
and interface modes. The two small peaks at about 17.5 eV and 19 eV show 
the transverse bulk mode of A1203. In our model, the bulk modes of Al and 
A1203 show no dispersion. The surface mode exhibits dispersion for kd < 1. 
The interface mode is broad because the high k region no longer dominates. 
Figure 6.14 A three-dimensional plot of 27rkd2P/d(hw)dk against k and h 
for normal incidence on the Al/A1203 double layer system of Figure 6.13. The 
three main ridges correspond to Al bulk, Al surface and interfacial plasmons. The 
surface and the interfacial plasmons are broadened towards lower frequencies as a 
result of dispersion low k. 
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A slightly more complicated case arises when both sides of an aluminium slab 
are tarnished with oxide. Figures 6.15 and 6.16 show I(tiw) and 27rkd2P/d(fiw)dk 
for a layer of aluminium covered on both sides with layers of A1203. This 
geometry ensures that there is no surface Al peak, but the peak due to inter- 
facial plasmons now has a richer structure between 6 eV and 8 eV, because 
of the coupling between modes at the two metal-oxide interfaces. 
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Figure 6.15 The scattering probability per unit energy range for normal in- 
cidence on a symmetric three-layer system A1203/Al/A1203. The thickness of 
each layer is taken to be 100 A. The bulk Al peak is at 15 eV and the Al/A1203 
interface modes are around 7 eV. 
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. It;, 
Figure 6.16 A three-dimensional plot of 2irkd2P/d(hw)dk against k and hw for 
normal incidence on the A1203/A1/A1203 system of Figure 6.15. The three main 
ridges correspond to Al bulk plasmons, antisymmetric interfacial plasmons and 
symmetric interfacial plasmons. 
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6.2.3. Al/Si02/Si structure 
Finally, we study a three-layered Al/Si02/Si (MOS) structure. Al/Si02/Si 
heterostructures are typical of actual electronic devices, and can be studied 
with high spatial resolution scanning transmission electron microscopy. The 
dielectric functions of Si and Si02 taken from the Handbook of Optical Con- 
stants [83], and Al is represented by the model dielectric function as described 
above. 
The scattering intensity I(hw) produced by this structure is shown in Figure 
6.17 and the corresponding plot of 2irkd2P/d(hw)dk given in Figure 6.18. 
The main features of this energy-loss spectrum are associated with Al and 
its surfaces and interfaces; bulk Si02 only contributes to the background, 
and the bulk and surface Si plasmons are obscured by the larger peaks due 
to Al. Bulk Al and surface Al peaks can be identified around 15.0 eV and 
10.7 eV, as before. Above 15 eV, there is evidence for a transverse bulk mode 
in Al, given by qAj = 0. Equation 3.30 suggests that this mode is enhanced 
by the presence of bulk Si02 modes, which exist above 15 eV; this would 
explain why the transverse bulk modes in Al/Si02/Si are much stronger than 
those in Al/A1203 or Al203/Al/Al203. Finally, note that the interfacial peak 
around 8 eV shows structure which can again be interpreted in terms of the 
splitting of two modes, although these will no longer be exactly symmetric 
or antisymmetric. 
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Figure 6.17 The scattering probability per unit energy range for normal inci- 
dence on a three-layer system Al/Si02/Si. All layers have thickness 100 A. Bulk 
and surface Al peaks are at 15 eV and 10.7 eV. The transverse bulk mode in Al oc- 
curs above 15 eV (probably enhanced by Si and Si02 bulk plasmons) and Al/Si02 
interface modes appear near 8 eV. 
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-Vý 
Figure 6.18 A three-dimensional plot of 2irkd2P/d(hw)dk against k and hw 
for normal incidence on the Al/Si02/Si system of Figure 6.17. From high to low 
energy, the main ridges correspond to the Al transverse bulk mode, the Al longi- 
tudinal bulk mode, the Al surface mode and two branches of interfacial plasmons. 
A narrow peak at low k and hw has been removed to reveal the detailed shape of 
these modes; the removed peak makes no significant contribution to I(hw). 
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6.3. Loss spectra for parallel incidence 
This section uses the formulae developed in Chapter 4 to calculate energy 
loss spectra in a selection of model and real systems. It will concentrate on 
two main issues: the effect of changing the number of layers and the effect 
of changing the position of the beam. As in the case of normal incidence, 
I consider incident electrons of energy 100 keV and introduce a wavevector 
cut-off k, = 15 nm-1 in all integrals over ky. 
6.3.1. Mg/Al structures 
A simple situation is that of a double slab. Figure 6.19 shows plots of en- 
ergy loss probability per unit path length per unit energy range, dI(hw)/dx, 
against energy and beam position for the two layer Al/Mg slab. The thick- 
ness of the Al and Mg layers is 301. The beam position is moved from surface 
of Mg (-3 nm) , cross the interface 
(0 nm) and to the surface of Al (3 nm). 
We can unambiguously identify bulk, surface and interfacial plasmons from 
the positions of the peaks in energy/beam-position space. 
Another interesting problem is how the spectrum changes when the number of 
layers is increased. Figure 6.20 shows the calculated scattering probabilities 
for three, seven, eleven, and fifteen layer Al/Mg systems. In Figure 6.20a, 
Al is in the centre of the slab and Mg is on the surface. In Figure 6.20b, Mg 
is in the centre of the slab and Al is on the surface. The thickness of each 
layer is 30 A. The interfacial plasmon often occurs at a similar energy to 
bulk or surface plasmons and is not clearly resolved; nevertheless, its effects 
can be seen as a shift in the peaks of the energy loss spectrum. The middle 
peak in Figure 6.20a is due to a mixture of the bulk plasmon of Mg and the 
interfacial plasmon. The high energy peak in Figure 6.20b is due to a mixture 
of the bulk plasmon of Al and the interfacial plasmon. In both cases, the 
energy of the peak becomes closer to that of the interfacial plasmon as the 
number of layers increases, and approaches a limiting value (corresponding 
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to an infinite superlattice). 
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Figure 6.19 Three-dimensional plots of energy loss probability per unit path 
length per unit energy range, dI (hw)/dx, against the energy and beam position 
for a Mg/Al double slab. Mg extends from -3 nm to 0 nm and Al from 0 nm to 3 
nm. 
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Figure 6.20 Energy loss probability for parallel incidence in the center of slabs 
composed of three layers (solid line), seven layers (dotted line), and eleven lay- 
ers(dashed line). In Figure 6.20a Al is in the centre of the slab and Mg is on the 
surface. In Figure 6.20b Mg is in the centre of the slab and Al is on the surface. 
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6.3.2. A1203/A1 structures 
In the previous subsection, we calculated the energy loss spectra for an elec- 
tron travelling normal to the interfaces of two and three layer systems of 
A1203/Al. We found an interfacial plasmon peak at 6.5eV. Here we carry 
out a similar calculation for parallel incidence on Al203/Al layer systems 
with increasing numbers of layers. 
We discuss symmetrical multilayered slabs of Al and A1203, containing var- 
ious numbers of layers. In each case, the central layer is Al and the outer 
layers are A1203. The dielectric functions for these materials are represented 
by the same models as in Section 6.2. Figure 6.21 shows the scattering prob- 
ability per unit path length per unit energy range for symmetrical Al/Al203 
slabs of 3,7 and 11 layers. Each layer is 3 nm thick and the beam is in the 
middle of the central Al layer. The main loss feature in all cases is, of course, 
the Al bulk plasmon at 15 eV. 
Because of the choice of geometry and dielectric functions, there are no sur- 
face plasmons due to Al or A1203. Cherenkov radiation, which would be 
associated with p, n = 0, is also suppressed 
below 15 eV because the dielectric 
function of Al has a negative real part in this region. The remaining peaks 
are associated with interfacial plasmons. They fall into two main groups: 
peaks below 7 eV and peaks above 10 eV. Note that the upper peak is miss- 
ing in the 3-layer case and the positions of the peaks shift as the number of 
layers increases. 
Figure 6.22 provides more detail of the solutions by plotting d3P/d(hw)dkydx 
against ky and hw for the 3,7 and 11-layer slabs of Figure 6.21. In each case, 
scattering by the Al plasmon produces a ridge at 15 eV. The remaining ridges 
are due to interface modes. In Section 6.1, the dispersion dispersion relation 
(Equation 4.16) for the systems shown in Figure 6.22 was solved (Figures 
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6.6,6.7 and 6.8) and it is found that the interfacial ridges correspond closely 
to the dispersion curves for symmetric TM modes. The antisymmetric TM 
modes are not excited because the slab is symmetrical and the beam oc- 
cupies an exactly central position. The solutions to the dispersion relation 
show that the 7- and 11-layer systems have symmetric TM modes at both 
`low' energy (< 7 eV)) and `high' energy (> 10 eV), but the 3-layer system 
has only one symmetric TM mode, which occurs in the low energy region 
(cf. [80]); this explains the missing peak in the 3-layer slab. The shift in the 
peaks reflects the increasing complexity of mode structure that arises from 
coupling between different interfaces. 
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Figure 6.21 Scattering probability per unit path length per unit energy range, 
dI(hw)/dx, for parallel incidence in the centre of Al/A1203 multilayers. The cen- 
tral layer is always Al, the outer layers Al203 and each layer is 3 nm thick. The 
scattering probability is shown for slabs composed of three layers (solid line), seven 
layers (dotted line), and eleven layers (dashed line). 
Figure 6.22 shows no trace of a contribution due to TE modes. This can again 
be explained in terms of the dispersion relation for these modes. Although 
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. IP 
Figure 6.22 Three-dimensional plots of d3P/d(hw)dkydx against ky and hw for 
the Al/A1203 multilayers of Figure 6.21 with the beam in the centre of the slab. 
From top to bottom, the plots refer to 3-, 7- and 11-layer systems. 
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TE modes can be found as functions of k and hw, no TE modes exist in 
the region k> w/v. As our energy-loss formula involves the substitution 
k1 -º w/v, there is no value of ky that produces significant scattering by the 
TE modes. 
Figure 6.23 shows the effect of moving the beam away from the central 
position in the case of the 7-layer Al/A1203 slab. This figure shows how 
dI (hw)/dx varies as the beam position is moved from the middle of the 
central Al layer to the first Al/A1203 interface. As might be expected, the 
structure in the interfacial modes becomes more evident as the beam ap- 
proaches the interface, with both symmetric and antisymmetric TM modes 
being excited. However, the full structure only emerges when the beam (or 
part of it) is within a few A of the interface! 
.1 
Figure 6.23 A three dimensional plot of scattering probability per unit path 
length per unit energy range, (dI(hw)ldx), against energy and beam position for 
the 7-layer Al/Al203 slab. The main Al peak has been truncated to reveal the 
other modes. 
120 CHAPTER 6. APPLICATION: MULTILAYERS 
6.3.3. Al/SiO/Si structure 
The next example revisits another system discussed in Section 6.2 in the con- 
text of normal incidence-a 3-layer MOS structure of Al/Si02/Si, modelled 
by the dielectric functions and data described above. Figure 6.24 displays 
dI (fiw)/dx for this system as a function of beam position and energy loss. 
In this figure, the Si surface is at 0 nm, the Si/Si02 interface at 3 nm, the 
Si02/Al interface at 6 nm and the Al surface at 9 nm. The main features of 
this loss spectrum are clearly visible. The Si layer exhibits a bulk Si plasmon 
at 16.7 eV and a surface Si plasmon at 12.2 eV. An interfacial plasmon, at 
an energy of about 8.4 eV, is excited when the beam is close to the Si/Si02 
boundary. The Si02 layer has only diffuse features, but a second interfacial 
plasmon at an energy of about 7.7 eV is excited when the beam is close to 
the Si02/Al boundary. The Al layer, of course, is dominated by the bulk 
Al plasmon at 15 eV and the surface Al plasmon at 10.7 eV. The Si02/Al 
interface exhibits structure above 15 eV agrees with our findings for normal 
incidence. 
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Figure 6.24 A three dimensional plot of scattering probability per unit path 
length per unit energy range, (dl (hw)/dx), against energy and beam position for 
a Al/Si02/Si structure. Si extends from 0 nm to 3 nm, Si02 from 3 nm to 6 nm 
and Al from 6 nm to 9 nm. 
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6.3.4. InSb/GaP structure 
Finally, we consider a semiconductor bilayer. As explained in Chapter 3, 
many semiconductors have dielectric functions that are broadly similar over 
the energy range of interest, making it difficult to observe interfacial plas- 
mons at semiconductor /semiconductor boundaries. In Figure 6.25 we have 
deliberately chosen two semiconductors that are fairly dissimilar. The graph 
shows dl (t)/dx as a function of beam position and energy loss for a two- 
layered slab of InSb (from 0 nm to 5 nm) and GaP (from 5 nm to 10 um), 
with dielectric functions taken from reference [83]. The bulk plasmons for 
these two materials occur at 11.8 eV and 15.9 eV and surface plasmons are 
also visible. The main interest here, however, is the fact that an interfa- 
cial plasmon can be identified at about 13.4 eV, consistent with our feeling 
that parallel incidence gives the best chance of observing interfacial modes 
in difficult cases. 
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Figure 6.25 A three dimensional plot of scattering probability per unit path 
length per unit energy range, (dI(fw)/dx), against energy and beam position for 
a InSb/GaP double film. InSb extends from 0 nm to 5 nm and GaP from 5 um to 
10 nm. 
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6.4. Validation of abrupt dielectric model 
To end this discussion, we will use the theory for multilayers in a slightly 
different way, to investigate whether it is reasonable to model a single in- 
terface by a sharp discontinuity in the dielectric function. We imagine a 
local dielectric function that varies smoothly near the interface between two 
materials, healing over a characteristic length of a few A. We will assume 
that the scattering due to this dielectric function is very similar to that of 
a multilayered slab, formed by approximating the dielectric function by a 
series of step functions. We can then vary the thickness of the layers in the 
multilayered slab, mimicking the effect of smearing out the discontinuity at 
the interface. Figure 6.26 reveals the results of this procedure. It shows that 
the interfacial peak would be diminished by less than 30 % if the dielectric 
function healed over a distance of 15 A or less. In practice, the dielectric 
function is expected to vary over just a few atomic layers so the model of a 
sharp discontinuity should provide a moderate overestimate of the losses due 
to interfacial plasmons, but remain reasonable to a first approximation. 
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Figure 6.26 The scattering intensity for normal incidence on a Al/Mg bilayer in 
the region of the interfacial plasmon. Both layers are 100 A thick. The dielectric 
function of Al is modelled by Equation 6.2 as explained above, while that of Mg is 
taken to have a similar form but with hwp = 10.0 eV. In the interfacial region the 
dielectric properties are varied from those of bulk Al to those of bulk Mg in five 
equal steps. The abruptness of the transition is explored by varying the thickness 
T of the individual steps. The highest peak corresponds to an infinitely sharp 
boundary (r = 0). The remaining peaks are for r=0.2 A, 1.0 A, 2.0 A, 3.0 A 
and 5.0 A, corresponding to total healing lengths of 1.0 A, 5.0 A, 10.0 A, 15.0 A 
and 25.0 A. 
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6.5. Summary 
In summary, analytical expressions derived in Chapters 3 and 4 provide a 
convenient way of calculating the dispersion and the energy loss spectrum 
for any multilayered slab. Illustrative calculations for dispersion relation 
have been made for Al/Mg and Al/A1203 for up to 15 layers. 
For normal incidence, the excitation probability has been calculated for two 
and three layer systems. For most metal/insulator interfaces or semiconduc- 
tor/insulator interfaces, interfacial plasmons can be found below 10 eV. For 
most semiconductor/semiconductor interfaces, the interfacial plasmons are 
difficult to detect in normal incidence. 
The excitation probability for parallel incidence has been calculated for var- 
ious structures. For Al/Mg structure, calculations were carried out for up to 
11 layers. Surface and interfacial plasmons were examined for various beam 
positions. The results also show that parallel incidence provides a better 
chance than normal incidence of observing interfacial plasmons in semicon- 
ductor systems. 
Part III 
Multilayered Anisotropic 
Media 
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CHAPTER 7. 
THEORY (iii): ANISOTROPIC SLABS 
This chapter develops a classical dielectric theory of electron energy 
loss in multilayered anisotropic slabs. Analytical expressions for the 
dispersion relation and energy loss function are obtained for normal 
and parallel incidence. 
7.1. Introduction 
As indicated in Chapter 2, one would expect the electron energy loss spec- 
tra for anisotropic materials to depend on the relative directions of electron 
beam and the anisotropy axes. Previous energy loss studies on graphite [70, 
71,72] and on the CuO-based high-temperature superconductors [73,74) 
have shown that the fine structure of the loss spectrum does depend on the 
specimen orientation. The dielectric theory of the interaction of an electron 
beam with an anisotropic solid was initiated by Hubbard [ill and later ex- 
panded by several authors (cf. see [70,75,76]). But the algebra involved is 
complicated because one has to deal with a dielectric tensor rather than a 
scalar dielectric function. As a consequence, all theoretical analysis to date 
has concentrated on the classical bulk plasmon. The primary goal in this 
chapter is to derive formulae for Multilayered anisotropic media analogous 
to the results obtained in Chapters 3 and 4. 
Chapters 3 and 4 have developed the dielectric theory of electron energy loss 
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in isotropic multilayered slabs. It turns out that the techniques of Chapters 
3 and 4 can be carried over completely to the anisotropic non-retarded case. 
This chapter will therefore develop formulae that are valid for any number of 
anisotropic layers, with the anisotropy axes in arbitrary orientations. Both 
normal and parallel incidence will be discussed. Formulae for single slabs 
and interfaces, with the anisotropy axes oriented perpendicular or parallel to 
the beam and the faces of the slab, will then emerge as special cases of more 
general results. So far as possible, I will reuse the notation of Chapters and 
4, including the square bracket convention for dispersion brackets. 
This chapter is organised as follows. Section 7.2 defines the problem and 
introduces the potential equation. Section 7.3 develops the theory for nor- 
mal incidence with similar methods to that of Chapter 3. We first derive 
the transfer matrix recurrence relation, and then obtain a complete solution 
of Poisson's equation, from which the dispersion relation, work done and 
loss probability are derived. Section 7.4 develops the dielectric theory for 
parallel incidence and derives the semiclassical energy loss spectrum and the 
dispersion relation. Finally, a short summary is presented in Section 7.5. 
7.2. Anisotropic media 
Media whose physical properties are dependent on their orientation with re- 
spect to either the electric or the magnetic field are called anisotropic. In 
an electrically anisotropic medium, the dielectric tensor is expressed as E(ik). 
The aim in this chapter is to develop classical dielectric theory in multilay- 
ered slabs for which the individual layers are characterised by such dielectric 
tensors. We consider a stratified slab which extends to infinity in the x- and 
y- directions and from z=0 to z=a. The slab comprises n layers, labelled 
1"""n. The jth layer lies between z3_i and z3, has thickness a2 = zj - zj_i 
and local dielectric tensor e('k) (w). The external regions are labelled 0 and 
n+1 and extend from z_1 = -oo to zo =0 and from zn =a to z+1 = oo. 
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The energy loss of electrons, in the classical approximation, is calculated 
by solving Poisson's equation to find the electric field at the position of the 
electron. In the jth layer, the equation for the electric potential due to the 
polarization created by a point charge, Q, moving with uniform velocity v, 
is given by 
L f(ik)(W) 
aa 
cbj(r, w) = Pext(r, w) /c0 X7.1) 
ik 
Ö2{ Ö2k 
Taking the Fourier transform of Equation 7.1 with respect to x and y then 
gives 
d2 Pe z, w) 
2O; 
+Wj 0; -m', ¢; =-xt 
(l 
(33)vý 
(7.2) 
DOE; (W) 
where 
mý _ 
(¬(')k2 
+2 Eý12)kxky + Eý22)k) /E'33) (7.3) 
and 
e' = 
(f'3k 
+ Eý23)ky) /E. 
33). (7.4) 
This chapter solves Equation 7.2 by using a transfer matrix recurrence rela- 
tion to link the potentials in any two neighbouring regions. We then derive 
closed-form solutions for the potential and hence predict the energy-loss spec- 
trum. 
7.3. Normal incidence 
The incident beam is assumed to travel at constant speed v in z- direction, 
ie. normal to the interfaces of layered slabs. The charge density is then given 
by 
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Pert = Qb(x)b(y)6(z - vt) 
The Fourier transformed charge density then takes the form 
Pext(kx, kv, 
Qeiw: /v 
w) =v 
To apply the semiclassical dielectric formalism we must first solve Equation 
7.2 with the above charge density. 
7.3.1. Recurrence relation and solution 
In order to make progress in this problem it is important to choose the right 
variables. Guided by explorations using computer algebra, the solution to 
Equation 7.2 is assumed to take the form 
Oj(z, k, kl,, W) = + 
Qeiwzly 
7 (33)p2 (7.5) 
where 
e, q; = or nj 
V-M-I2_ J32 
31 
2z 
pýý+v =mýZvQ}-F' ys 
w? = wQiv 
The undetermined coefficients A7 depend on w, k, k,,. The boundary condi- 
tions at infinity require two of these coefficients to vanish, so there remain 
2n+2 undetermined coefficients. These coefficients can be found by using the 
boundary conditions at the n+1 interfaces. As in Chapter 3, the boundary 
conditions are most conveniently expressed in terms of a transfer matrix re- 
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currence relation. In order to express this recurrence relation in the simplest 
possible form we rescale the coefficients as follows: 
aý =Q Aý e with ao =Q Ao 
and then define the coefficient vector for the jtb layer 
a 
aý 
ý_ 
aj 
we also introduce the source terms 
33 
=O K4 
1 
(33) 2- 
1 
ý33) Z) v 
+i 
p 
Iwj 
- 
c2 (7.6) 
P Eý pj E: p= .7 u 
and define the source vector for the jth layer 
5j, j+i gj =( 
Finally, we introduce two exponential factors 
fý =ec aý with 
fn =f n+l =1 (7.7) 
bý = ei°"j aj l° with 6$ = bn+i =1 (7.8) 
The boundary conditions at the interface between jth and (j + 1)th regions 
then lead the simple recurrence relation 
Box 16. Recurrence relation for normal incidence 
hi+Ij+iclj+l = fý1 
Ta+S" (7.9) 
bý 
where the transfer matrix is given by 
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+ 
7(j+1,1) _ 
hj+ijfjz hi+Ij 
-+ (4+1j4 hi+l, j 
and 
hjt 
= Eý33)K' + QEý33)I£i (7.10) 
This recurrence relation is similar to that obtained for normal incidence 
through isotropic multilayers (Chapter 3, Equation 3.14). Differences lie 
beneath the surface, however, because the terms Sit, f j, b7 and h7; as de- 
fined above are slightly more complicated than the corresponding quantities 
in the isotropic case. In spite of these differences, we can still establish the 
analogue of Equation A. 24 of Appendix A: 
h'Sý+h7S7°+hjS; =0 
Using this identity and carrying out an inductive proof analogous to that 
given in Appendix A, one obtains the following general formula for the coef- 
ficient vector in the jtb region of an n layer slab: 
Box 17. Solution for coefficients of electric potential in normal incidence 
1+ lgl. 
j 
ýj+l+, 
k 
[Yk+n] (?. 11) cxj = Plol 
k=O k=j 
In comparison with Chapters 3 and 4, here, and throughout this chapter, 
we shall use a convenient shorthand: for any quantity X, we extend the hat 
notation of h3;, f j, b7 and S7; so that 
k is defined by replacing each of these 
variables in X by corresponding ii,, f,, b7 and 4. For example, 
Cii =h +1 jJjh, ä_1 
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We also reuse the square bracket notation for dispersion brackets, as ex- 
plained in Chapter 3. This means, for example, that 
ýCioý _ 
[Ijj12ui] = h21. f1 h10 + h21 10 
Equation 7.11 provides a solution for the Fourier transformed potential in 
each region of the slab. The solution is only of passing interest in the con- 
text of energy-loss studies, but it is an important step towards finding the 
dispersion relation and the energy loss probability. 
7.3.2. Dispersion relation and energy loss probability 
The dispersion relation for excitations in an anisotropic multilayered slab 
can be found either directly from Equation 7.9 or from Equation 7.11. For 
an n-layered slab, we obtain 
Box 18. Dispersion relation 
K-0} =0 (7.12) 
which is directly analogous to Equation 3.19 of Chapter 3. 
For example, the dispersion relation for a single anisotropic slab is obtained 
by substituting n=1 in Equation 7.12. This gives 
ýE233)IC2 + Ej33)K1 e2Klu1 /E133)ti, l + (0K0) 
+rE233)IC2 - E133)K 1)(E1 
33\)K1 
- E033)Yp) =0 (7.13) 
In order to find the semiclassical energy loss spectrum we adopt a familiar 
strategy. The energy lost by an electron as it moves from z= -oo to z= 
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+oo is calculated from the solution for the potential (Equation 7.11). The 
resulting expression is simplified as far as possible, using methods developed 
in Chapter 3. The semiclassical energy loss spectrum is then obtained by 
interpreting the energy loss in terms of the exchange of individual quanta. 
Preceding as in Chapter 3, the work done for electron moving against electric 
field is expressed as 
00 00 W Q)3 1 Jo r dk=dky f 
oo 
dw f 
00 
dz Es (ks, ky, ks, w)e i"s1" (7.14) 
where 
Es .- 
a¢ 
The work done can be written in terms of the coefficients of electric potential 
W= 
Qý3 ffJ 
_co 
si 
Ef dz 
(27r oc _0 ; _, 
9ýAF e(v, °-iW/v)/= + 
iw Q 
o_t V F0VCý11)pj2 
(7.15) 
Substituting Equation 7.5 into Equation 7.14, with solution in Equation 7.11, 
one obtains 
Q2 00 00 00 3 
W 
47r3EOhv2 
dkz 
J_ý 
dky f (tiw)dwd( 
)dk=dk 
(7.16) 
v 
where the scattering probability is 
d3p Q2 
d(hw)dkzdks, 4ir3eoh2v2IID(Xbulk 
+ Xbdy) (7.17) 
where Xbulk represents the bulk contribution and Xbdy represents the bound- 
ary contributions, which are 
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Box 19. Bulk and boundary contributions to energy loss function 
n ak (7.18) 
Xbulk =E (33) 2 
k=1 Ek Pk 
and 
1 
,, ý 
(7.19) 
Xbdy = Li ß°k, `I) ij 
[S0] [jn] 
[(! 
n0] o=± k=Oj=k 
where 
11 if i=j zij =a 
11 otherwise. 
A detailed derivation of Equation 7.19 will be given in Appendix E. 
As expected, the bulk contribution is a sum over layers, with the jth layer 
contributing an amount equal to its thickness times the energy loss per unit 
length in an infinite anisotropic medium with dielectric tensor (see 
[69]). The boundary contribution can be interpreted as a sum of couplings 
between pairs of interfaces. Although more complicated than Xbulk, it is still 
remarkably simple, bearing in mind the complexity of the problem. 
Equations 7.18 and 7.19 are the main theoretical results for normal incidence 
on anisotropic multilayers. They provide a natural extension of the previous 
work on isotropic multilayers. It is also worth noting that the final results 
are unchanged by the transformation ºcj -º -k;, for any 1<j<n. This 
means that the choice of square root of rK is immaterial. 
For a single anisotropic slab, the above equations reduce to 
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_ 
Q1 
_1 [ý Xulk + Xbdy =- (33) 2 Lý 
S10 C[Y01] + ý1112) (7.20) 
ei P1 
Ecflo] 
or=-4- 
Equation 7.20 will be applied to a graphite slab in Chapter 8. 
7.3.3. Comparison with retarded isotropic calculation 
In comparison with retarded isotropic calculation, one major point to be in 
mind is that 
l im (h: ) = lC (Ej ±c i) 
while 
ilm (I )=k (Ei ± Ej) 
isotropic 
so 
lim (h') =a lim (I) isotropic 
Because contractions occur in pairs we also have 
lim FCi. 1 = lim [OIJ} isotropic 
lim [D;, ] =- lim [A} isotropic 
lim [E; jl =- lim 
[EI] 
isotropic 
li , [F] = lim [Pij] isotropic 
Moreover, for source terms, we have 
o Ei -E) 
c- 
lim 
010 'j retarded Ei(k2 +W21v2) 
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o_ 
ak(Ej -e j) 
o troopic \S2- anisotropic Ei (]ý2 + w2 
/v2 ) is 
l 
so 
k lim (Si, _ -ý lim 
(ýi 
i+l)anisotropic c-"oo retarded isotropic 
Hence we can show that 
kl im 
[x ]= 
-Q l im 
[S] 
C- 00 ýt isotropic s 
and 
k aim [KC! ý _ -a lim 
{] 
isotropic 
So finally we obtain 
ilmoo k2 ([x] [isöirpis ([k ýJ 
If"'] 
) 
We therefore do get agreement between Equation 3.35 and Equation 7.19, 
including checking the signs of the terms in our normal isotropic calculations. 
The bulk contribution are easily shown to be consistent too. 
7.4. Parallel incidence 
This section derives energy loss formulae for an electron that travels parallel 
to the interfaces of the slab. We suppose that the electron travels in the 
mt region, parallel to the x-axis, with y=0 and z= zb. Primes are used 
to distinguish subregions on either side of the beam: m' lies between z, ß_1 
and Zb, while m" lies between Zb and zm. The charge density for an electron 
travelling with constant speed v along the x- direction is then given by 
pext = Q6(x - vt)6(y)6(z) 
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Its Fourier transformed form is 
p(kx, ky, z, w) = 21rQb(w - kyv)S(z - Zb) 
7.4.1. Recurrence relation and solution 
The particular solution of Equation 7.2 in region j is written as 
O'(z, k, k y, w) = ý1b(k=v - w) 
(7.21) 
where 
Begjz 
a=f 
(7.21a) 
where the Bj" are undetermined coefficients. In the beam layer, this satisfies 
the boundary conditions 
11 +-1_=0 
ým Ise ým 
se 
(7.22) 
and 
ý_ 27rQ 
dz 
z+ 
dz 
z_ 
60 C(33) 
6m 
We rescale the variables 
(33) 
Ni =-f 
oEm ým q,, -1 Bie' 
7rQ 
(7.23) 
Co E(33) 
with ßö - mQ Bö (7.24) 
and define the coefficient vector 
p' - OT 
(, + 
and source vector 
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G_1 
/m 
-1/9m 
where 
901 = e9m(Zb-=m-1) 
The boundary conditions at the jth interfaces then produce following recur- 
rence relation 
h. -1 T(ý+i,; ) (7.25) J, A 
where 
Aj = eil, aj 
Applying boundary conditions at the level of the beam, one one has 
Am" = Nm' + Gm (7.26) 
So combining Equations 7.25 and 7.26 leads to the recurrence relation 
Box 20. Recurrence relation for parallel incidence 
Aj+l = TV+I, i) (i3j + bj, n'G, 
) (7.27) 
where 
T(j+ia) = 
T(i+i, i) for m' 
hi+1j+lf! A, 
and 
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T(ml? mt) =I 
This recurrence relation looks similar to that obtained for parallel incidence 
through isotropic multilayers in classical approximation (Appendix D). There 
is an extra factor aj in Equation 7.27 but, as will seen shortly this factor can- 
cels out of the energy loss spectrum. The other differences are that the terms 
hei, fj and g; as defined above are slightly more complicated that the corre- 
sponding quantities in the isotropic case. 
The recurrence relation 7.27 can be solved to find the coefficient vector in 
the beam layer: 
Box 21. Coefficients of electric potential in the beam layer 
Qm' ---m Nm-1,0 (7.28) {cno] 
- , 
om" ým-1'° lnm (7.29) '- 
9mgm Cn0, 
where 
`Yji _ [O, ] /9t +u [b] /9i 
zji= [O]gt,. 1+c[E2]g; +1 
These results for the potential will now be used to find the dispersion relation, 
the work done by the beam and hence the semiclassical energy loss spectrum. 
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7.4.2. Dispersion relation and energy loss 
The dispersion relation derived from Equations 7.28,7.29 or 7.27 takes the 
same form as for normal incidence (Equation 7.12). This is unlike our previ- 
ous findings in Chapter 4, where additional TE modes were found in parallel 
incidence that were not excited by normal incidence. These modes do not 
appear in the present calculation because we are working in the non-retarded 
limit. 
One can calculate the work done on the incoming electron by the electric 
field induced in its polarized surroundings. The work done in the parallel 
case is expressed as 
dW 
__ 
Q r% 
Tx (27r)3v J J_ý 
Eýmý(ký, ky , zy, w)dkydwIk. -w1v 
where 
m+'I + Bme9m161 
Ex(m) _-a -ikx 
(Bleq 
äx -f 
Substituting Bm into Exm), one obtains the work done per unit path length 
dW Q2 y fo 
dx 27rze iv2 
hwdw f 
00 
dkyIm (Xm ý ý) (7.30) 
0 
So the energy loss probability is described by function 
dap Q2 
_ 
(n) 
d(hw)dk, dx 2lr2EO t2V2Im 
{x}kfv (7.31) 
where 
1 Qm9mý (7.32 Xým) _ 
Km 
(ß' + 
Using our solutions for the coefficient vector in the beam region (either Equa- 
tion 7.28 or 7.29) we finally obtain 
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Box 22. The energy loss function for parallel incidence 
(n) __ -1 ý- Xm (33) rynm'm-1,0 
Em Km 
[On0] (7.33) 
Equation 7.33 is our main theoretical result for parallel incidence in or near 
anisotropic multilayers. It extends our previous work on isotropic multilayers 
and, although the proof is not as obvious as for normal incidence, we have 
checked that the isotropic limit of Equation 7.33 is the same as the isotropic 
limit of Equation 4.27 in Chapter 4. 
7.4.3. Special cases 
Our initial purpose in carrying out these calculations was to obtain formulae 
for single anisotropic interfaces and slabs. With this aim in mind, we now 
consider some special cases, beginning with that of a bulk medium, for which 
the number of interfaces (n+1) is equal to zero. Thus, n= -1 and Equation 
7.33 gives 
X(1) =1 
E(33) K0 
(7.34) 
which is consistent with the results of reference (76] for energy loss in a bulk 
anisotropic medium. 
Next, we take n=0, corresponding to single interface at z=0. With the 
beam in region 0, we obtain 
Xoo) - 1- 
hio 
e2Ko: b (7.35) - (33) + 
Eo K 0 hio 
and with the beam in region 1, we obtain 
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x(0) _ ýg1 
1+ 
h+ 
e-20cl: 6 
Ei ýi h10 
(7.36) 
As expected, Equations 7.35 and 7.36 transform into one another if we make 
the replacements 0 "-º 1 and zb 4-º -zb. Also, at the interface itself, Xö = Xi" 
Finally, consider the case of a single slab. On substituting n=1 and m=1 
in Equation 7.33, we obtain the loss function for an internal beam: 
X(1) _1 
(ie2K1(a1_ : s) - 
I21) (he2d1 :b+ h-) (7.37) i (33) 21 J 10 10 
El r1 [C10l 
while, substituting n=1 and either m=0 or m=2 gives the expressions 
for an external beam: 
+ s" + 
Xöl) 
h21. f1 h10 + hiih10e2Ko: b (7.38) 
C(33)KO h21fi h10 + hzlh10 
X21) -11+ 
h21f1 hö+ hz hioe-2KZ(: 
6-nl) (7.39) 
E2 K2 h2i. fi h10 + hslhio 
Equations 7.38 and 7.39 transform into one another if we make the replace- 
ments 0 +-+ 2 and zb 4-º al - Zb. Also, Equation 7.37 agrees with Equation 
7.38 when Zb =0 and agrees with Equation 7.39 when Zb = al. In the 
next section, these equations will be applied to graphite slabs surrounded by 
vacuum and diamond. 
7.5. Summary 
This chapter develops dielectric theory in multilayers composed of anisotropic 
media. Starting from Poisson's equation and using a recursive transfer matrix 
method, the energy loss spectra for electrons travelling normal and parallel 
to the interfaces of multilayered anisotropic slabs were derived. These re- 
sults are valid for any number of anisotropic slabs. Basically, this chapter 
has solved some algebraic problems in the calculation of EELS spectra in 
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anisotropic media; these problems would be very hard if one had to rely on 
hand calculation. The results obtained in this chapter will now be applied 
to study bulk, surface and interface plasmons in graphite slabs. 
CHAPTER 8. 
APPLICATIONS (III): ANISOTROPIC SLABS 
The theory developed in Chapter 7 is used to study bulk, surface and 
interface plasmons in graphite slabs. For normal incidence, the en- 
ergy loss spectrum is calculated for single graphite slabs, varying the 
choice of the anisotropic axis. For parallel incidence, we first study a 
semi-infinite graphite medium and then a graphite slab sandwiched 
between semi-infinite diamond and vacuum regions. 
8.1. Introduction 
In recent years the study of graphite has received much attention in the lit- 
erature. This crystal exhibits unique electronic properties of interest to the 
theoretical, as well as the experimental physicist. The electronic structure of 
graphite is well understood [871. 
Energy loss studies in graphite have also received considerable attention 
[70,23,85]. Since graphite is anisotropic, the EELS spectra depend on the 
graphite crystallographic orientation relative to the momentum transfer [23). 
This is a result of the optical selection rules being direction dependent. These 
studies have shown that the graphite a+ it bulk plasmon excitation has an 
energy of 27 eV for wavevector transfer q perpendicular to the anisotropic 
axis and 19 eV for q parallel to anisotropic axis [70]. The ir-plasmon peak is 
at an energy of 6 eV for q perpendicular to the anisotropic axis and 4 eV for 
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q parallel to the anisotropic axis [85]. In this chapter, the theory developed 
in Chapter 7 will be applied to study energy loss spectra of graphite, a typ- 
ical uniaxial material. 
Surface and interface plasmons on graphite have not been studied both theo- 
retically or experimentally to date. As this is the first analysis that includes 
surface and interface terms for anisotropic materials, we concentrate on the 
simplest geometries -a single slab, a single interface and a surface coating 
of graphite on diamond. This chapter will be organised as follows. Section 
8.2 defines orientations. Section 8.3 calculates electron energy loss for normal 
incidence on single slabs of graphite. Section 8.4 studies a single interface of 
graphite for parallel incidence on the surface. A more complicated situation 
of a graphite slab sandwiched between semi-infinite diamond and vacuum 
regions is also discussed. Finally, a short summary is presented in Section 
8.5. 
8.2. Orientations 
We consider three different orientations, with the anisotropy axis (or c-axis) 
aligned along the x-, y- and z-axes. For brevity, these will be referred to as 
the i-, y- and z-orientations. In all the graphs that follow, a solid line will be 
used for the z-orientation, a dashed line for the y-orientation and a dotted 
line for the z-orientation. The dielectric tensors for these orientations are 
Ell o U El U U El U U 
Ex =0 EI' 0 e 
Ey =0 Ell 0' Es = 0 E1 0 
0 0 El O O El O O ell 
where ell is the dielectric function when the electric field is parallel to the c- 
axis and el is the dielectric function when the electric field is perpendicular 
to the c-axis. 
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Numerical values of these dielectric functions are taken from the Handbook 
of Optical Constants of Solids II by Palik [88). Figure 8.1 shows the real and 
imaginary parts of el and ell of graphite. 
W 
W 
Figure 8.1 Real (solid line) and imaginary part (dotted line) of the dielectric 
constant in graphite for c (above) and ell (below). 
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The beam will be taken to be either parallel or normal to the slab. Fig- 
ure 8.2 shows these two cases. In Case I, the beam is parallel to anisotropic 
axis, so the momentum transfer, q, is practically perpendicular to anisotropic 
axis or parallel to graphite planes. In Case II, the beam is perpendicular to 
anisotropic axis, so the momentum transfer can be either parallel or perpen- 
dicular to anisotropic axis. 
Case 1- E1. 
c-axis 
Beam 
9 
Case 11 - F1 &F-11 
Beam 
9 
Graphitic sheets q 'I I c-axis 
Figure 8.2 Relations between beam direction and anisotropic orientation. 
The intensity of an energy-resolved STEM image is proportional to the scatter- 
ing probability per unit energy range, I(hw), which is obtained by integrating 
Equations 7.17 or 7.31 over wavevectors. To avoid the logarithmic divergence 
that always accompanies the bulk losses it is necessary to introduce an upper 
wavenumber cut-off, k,. For normal incidence we take 
I(hw) _ 
jk. dkx% 
kc-k: 
dky 
dap 
(8.1) J-kc J- k, 2-k, d(fw)dk=dky 
and for parallel incidence 
dl( )= 1-1 3 
dxý 
dk" 
d(fuv)dkydx 
(8.2) 
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In practice, k, is often determined by the size of the objective aperture which 
restricts the scattering angle, so it is appropriate to impose the cut-off iso- 
topically as in Equation 8.1; in any case, I(hw) is fairly insensitive to the 
cut-off and Equation 8.1 provides a simple and convenient choice. In the 
following examples the beam energy has been set at 100 keV and the cut- 
off wavevector has been chosen to be 15 nm-1 (corresponding to scattering 
through a maximum angle of 9 mrad). 
8.3. Normal incidence on graphite slabs 
The first example is that of normal incidence on a single graphite slab of 
thickness d= 100 A (Figure 8.3). The effects of anisotropy are clearly seen 
in the differences between the energy-loss spectra for the z-orientation (solid 
line) and the two equivalent 1- and y-orientations (dotted line). The interpre- 
tation of these spectra is aided by plotting the bulk and surface contributions 
separately (Figures 8.4 and 8.5). 
In general agreement with previous work [70,85], the bulk contributions have 
significant features at 5 eV, 6.5 eV, 19 eV and below 28 eV (Figure 8.4). The 
5 eV shoulder and the 6.5 eV peak are associated with it plasmons (strictly 
speaking, combinations of collective and single-particle excitations of the ir 
electrons). The 5 eV mode is excited only by momentum transfers parallel 
to the c-axis, while the 6.5 eV mode requires the momentum transfer to be 
perpendicular to the c-axis. The shoulder at 19 eV and the peaks below 28 
eV are associated with coupled a+r plasmons. These modes are excited 
by momentum transfers that are, respectively, parallel and perpendicular to 
the c-axis. It follows from the geometry of the scattering process that the 
z-orientation should strongly suppress the 5 eV and 19 eV plasmons but 
moderately favour the 6.5 eV and 28 eV plasmons. Figure 8.4 agrees with 
this prediction. 
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Figure 8.3 The scattering probability per unit energy range I(hw) for normal in- 
cidence on a single graphite slab of thickness d= 100 A. The solid line corresponds 
the i-orientation and the dotted line to the equivalent 1- and y-orientations. 
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eý 
y 
I 
Figure 8.4 Bulk contributions to the energy-loss spectra of Figure 8.3. 
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Figure 8.5 Surface contributions to the energy-loss spectra of Figure 8.3. 
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The surface contributions, shown in Figure 8.5, are dominated by surface 
plasmons around 6 eV and 18 eV. The low-energy surface plasmon modes 
are broader for the z-orientation than for the other orientations. This offsets 
the narrowness of the low-energy bulk mode in the z-orientation and explains 
why the 6 eV peak in Figure 8.3 has a similar width for all orientations of 
the c-axis. The surface mode at 18 eV is not very sensitive to the direction 
of the c-axis and is evident in all the energy-loss spectra of Figure 8.3. The 1 
and y orientations produce slightly greater energy-loss in this region because 
the 18 eV surface mode merges with the 19 eV bulk mode that exists for 
these orientations. The 18 eV surface plasmon is broad enough to modify 
the shape of the loss spectrum above 20 eV; the peaks are shifted to lower 
energies than in the bulk spectrum because the surface contribution decreases 
with increasing energy. Finally, note that the weak structure in the spectrum 
between 9 eV and 13 eV is largely due to surface contributions, but these 
losses are best described as background because analysis of the dispersion 
relation [O10] =0 shows that there are no self-sustaining surface plasmon 
modes in this range. 
8.4. Parallel incidence on bounded graphite regions 
As described in previous chapters, parallel incidence generally provides more 
insight in observing surface and interfacial plasmons. Here the theory devel- 
oped in Chapter 7 is applied to study graphite surface mode. 
Our first example is that of parallel incidence near a graphite-vacuum inter- 
face. Figure 8.6 shows dI (hw)/dx, the scattering probability per unit energy 
range per unit path length for an electron travelling in the graphite region, 
15 A away from the interface. The usual bulk modes can be identified at 5 
eV, 7 eV, 19 eV and 27.5 eV. In the ! -orientation, the c-axis is parallel to the 
beam, so the 5 eV and 19 eV modes are strongly suppressed and the 7 eV 
and 27.7 eV modes moderately enhanced in this orientation. With the beam 
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in this position (i. e. inside the graphite region) the surface contributions are 
much smaller than those due to the bulk, but a detailed analysis shows that 
they increase the effects of anisotropy for the 27.5 eV mode and decrease 
them for the 5-7 eV modes. 
eý 
m 
I 
ýi 
'S 
U 
N 
Figure 8.6 Scattering probability per unit energy range per unit path length , 
dI(hw)ldx, for an electron in the graphite region, travelling parallel to, and 15 A 
away from the interface between semi-infinite graphite and vacuum regions. 
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Very different results are obtained when the beam is outside the graphite 
region. Figure 8.7 shows dI (fug)/dz for an electron travelling in the vacuum 
region, 15 A away from the interface. This spectrum is dominated by surface 
effects so there are no features at 28 eV. There are significant effects due to 
anisotropy in the surface modes. In comparison with the z-orientation, the 
1 and y-orientations produce broader modes around 18-20 eV and narrower 
modes around 5-7 eV. Figure 8.8 shows the energy-loss spectrum when the 
beam is at the interface. This is quite similar to Figure 8.7, but the 18-20 eV 
modes are now more pronounced, particularly in the case of the i-orientation. 
cý > 
0 
.Z 
v N 
Figure 8.7 Scattering probability per unit energy range per unit path length, 
dl(hw)/dx, for an electron in the vacuum region, travelling parallel to, and 15 A 
away from the interface between semi-infinite graphite and vacuum regions. 
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Figure 8.8 Scattering probability per unit energy range per unit path length, 
dI (hw)/dx, for an electron travelling at the surface between semi-infinite vacuum 
and graphite regions. 
The final example considers a thin graphite slab of thickness 30A, sand- 
wiched between semi-infinite vacuum and diamond regions. Figure 8.9 shows 
the energy-loss spectrum calculated for an electron in the middle of the 
graphite slab The main features of this spectrum are similar to those of 
Figure 8.6. When the electron beam is moved to the graphite-diamond in- 
terface, the spectrum alters considerably (Figure 8.10). Diamond-graphite 
interface modes are found at 14 eV and possibly at 22 eV and the modes 
between 28 eV and 30 eV can be interpreted as a combination bulk graphite 
and bulk diamond modes. 
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Figure 8.9 Scattering probability per unit energy range per unit path length, 
dI(hw)/dx, for an electron travelling in the middle of the graphite region in a 
diamond/graphite/vacuum sandwich structure. 
In summary, this chapter has developed FORTRAN codes to calculate the 
energy loss function for graphite single slabs, graphite single interfaces, and 
graphite slab sandwiched by diamond and vacuum. Comparison was made 
by changing the direction of anisotropic axis. 
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Figure 8.10 Scattering probability per unit energy range per unit path length, 
dI (hw)l dx, for an electron travelling at the diamond-graphite interface of a dia- 
mond/graphite/vacuum sandwich structure. 
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CHAPTER 9. 
CONCLUSIONS 
In this chapter, the main results of this research are summarised and 
possible prospects of applications of computer algebra to surface and 
interface polaritons are predicted. 
9.1. Work done in this thesis 
The main objective of this work has been to develop the dielectric theory 
of electron energy loss in multilayered slabs, composed of either isotropic 
or anisotropic media. Chapter 3 and 4 developed the semiclassical dielec- 
tric theory of energy loss. including retardation effects, for electrons travel- 
ling normal and parallel to a stratified slab composed of a finite number of 
isotropic layers. Starting from a transfer matrix formulation and using com- 
puter algebra, closed formulae for the Hertz vector, the dispersion relation 
and the energy loss spectrum were obtained, valid for any number of layers. 
Equations 3.30 and 3.35 derived in Chapter 3 provide a straightforward way 
of calculating the dispersion relation and energy loss spectrum for normal in- 
cidence on a multilayered slab. Equation 4.27 derived in Chapter 4 provides 
the basis for calculating the energy loss spectrum of an electron travelling 
parallel to the interfaces of a multilayered slab. This equation is valid for 
an arbitrary position of the electron beam and any number of layers. The 
analytical expressions of these results have been expressed in as a simple 
form as possible and checked against known results. The symmetries of the 
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solutions have also been examined. 
Chapters 5 and 6 applied these analytical results to simple model of dielec- 
tric media and to real materials. In order to solve the dispersion relation for 
real materials we developed a procedure for extending the dielectric function 
into the lower-half complex frequency plane. This enabled us to explore the 
damping of surface plasmons. The expansion method used minimised prob- 
lems caused by poles in the dielectric function, but it only works successfully 
if the dielectric function is fairly smooth. 
The energy loss formulae were applied to various multilayered systems, namely, 
Mg/Al, Al/Al203, Al/Si02/Si and InSb/GaP. These calculations showed 
that for most metal/insulator interfaces or semiconductor/insulator inter- 
faces, interfacial plasmons can be found below 10 eV. For semiconductor/semi- 
conductor interfaces, the interfacial plasmons are difficult to detect in normal 
incidence, but parallel incidence provides a better chance to see for these 
modes. 
Chapters 7 and 8 extended non-retarded dielectric theory to the case of mul- 
tilayered anisotropic slabs. Starting from Poisson's equation and using a 
transfer matrix method, the dispersion relation was derived and the energy 
loss spectrum obtained for both normal and parallel incidence. The theory 
for multilayered anisotropic slabs is similar to that for multilayered isotropic 
slabs, except that the dielectric tensor has to be considered in the anisotropic 
case. The energy-loss formula was used to study bulk, surface and interfa- 
cial plasmons of graphite. The results showed that anisotropic effects are 
important for not only the bulk plasmon, but also for surface and interfacial 
plasmons. 
In addition to the main text, a series of appendices was given to clarify and 
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extend the basic. These appendices not only give the detailed derivations 
of analytical expressions, but also offer some useful results not contained in 
main text. For example, Appendix D presents the classical theory of paral- 
lel incidence, which gives the much more simple form of loss probability of 
retarded theory of parallel incidence. 
9.2. Computer algebra 
The fundamental problem in macroscopic dielectric theory of electron energy 
loss consists of solving Maxwell's equations (or Poisson's equation in classical 
approximation) subject to appropriate boundary conditions. The algebra in- 
volved in such calculations is very cumbersome and time-consuming if done 
by hand and mistakes are easily made. Indeed, many papers have appeared 
containing algebraic or typographical errors , including the pioneering pa- 
per by Ritchie [6) and the well known paper by Kröger [21]. By contrast, 
computer algebra programs are convenient, safe and sure. Moreover, the 
analytical solutions can be written directly into a FORTRAN program for nu- 
merical calculation. This is more accurate and much faster than any method 
based on a direct numerical integration of Maxwell's equations. 
Computer algebra can perform large analytical computations, such as solv- 
ing linear equations, doing differentiation and integration etc. A computer 
algebra program consists of a set of functional commands which are evalu- 
ated sequential by the computer. To my best knowledge, this thesis is first 
to apply computer algebra to the study of electron energy loss. The ba- 
sic framework of the computer algebra codes in this research consists of the 
following: 
" Solving the Maxwell's (or Poisson's) equations to obtain the coefficients 
of Hertz vector or the electrostatic potential. 
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" Producing the electric and magnetic fields. 
" Checking that these fields satisfy Maxwell's (or Poisson's) equations 
and the boundary conditions. 
9 Fourier transforming to produce expressions for the work done and then 
the energy loss probability. 
" Simplifying all expressions as much as possible. 
Computer algebra is powerful tool for mathematical analysis, but must be 
used with care if the results are not to be of unmanageable length. With 
care it is possible to obtain compact answers in specific cases (for example, 
multilayers of one, two or three layers). However, it is difficult to see how 
computer algebra could obtain more general results, valid for arbitrary num- 
ber of layers. A combination of computer algebra and hand calculation has 
proved to be more effective than using either technique by itself. Throughout 
this work, computer algebra code has produced results for small numbers of 
layers (from n=1 to 3). From these specific results, we have guessed the 
probable expression for any number of layers (arbitrary n). Then we have 
used mathematical induction to prove that these guesses are correct. Finally, 
computer algebra programs have checked the final formulae for higher val- 
ues of n (from 4 to 10), and we have checked the symmetry and limiting 
behaviour of our answers. 
One of the most important things in the `guess-compute-compare' business 
is to know when you are right. Even before all the checks were complete, we 
were confident that out results were correct. Truth can often be recognised 
by its simplicity and relatively simple formulae, valid for a wide range of 
solutions, encouraged us to believe that our results were right. 
Computer algebra has been a popular tool in theoretical particle physics, but 
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has not been widely used in theoretical condensed matter physics. I believe 
that this situation will be changed very rapidly. In particular, I would like to 
point out that the codes developed in this work can be used not only in the 
dielectric theory of electron energy loss, but also in other similar problems 
in surface and interfacial polaritons, such as 
" Electromagnetic transmission and reflection characteristics in multi- 
layered structures, leading to the derivation of Raman intensities and 
comparison with Raman scattering experiments. 
" Surface polaritons in ferromagnetic and antiferromagnetic multilayers. 
" Magnetoplasmons in semiconducting rnultilayers in the presence of an 
external magnetic field. 
9.3. Future directions 
The theory and methods developed in this work can be extended in many 
ways. Table 9.1 gives the topics directly related this work. The ticks show the 
cases dealt with in this thesis, while the blank spaces show possible directions 
of future work. 
The simplest unexplored situation in Table 9.1 is oblique incidence on multi- 
layered isotropic slabs in the classical approximation. The complexity of the 
transfer matrix and the source term, and hence of the recurrence relation in 
this calculation will be similar to the retarded normal calculation, but with 
slightly different forms. However, the work done and the energy loss proba- 
bility will be complicated because one has to consider components of the the 
electric fields in both the x- and z- directions. 
The retarded oblique calculation combines the difficulties of retarded paral- 
lel incidence and normal incidence. The transfer matrix is same as that of 
parallel incidence (4 x 4) but the source terms are complicated and vary from 
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Normal Parallel Oblique 
Classical Retarded Classical Retarded Classical Retarded 
Isotropic N/ N/ 
Anisotropic ý/ ý/ 
Table 9.1 Table of completed and suggested research on multilayered struc- 
tures. 
layer to layer. The sum over layers will, in the first instance, lead to very 
complicated formulae and effort will be needed to simplify the final answer. 
For multilayered anisotropic slabs, classical oblique incidence will be a little 
harder than that of multilayered isotropic slabs because one has to consider 
the dielectric tensor. The most difficult part of these studies is considering 
retardation effects. The Hertz vector no longer exists in anisotropic media 
so one has to work with electric field and magnetic field directly. In this 
calculation, the recurrence relation will become much more complicated, and 
it is expected that the analytical expressions will be complicated too. 
The theory described here could also extended to study other geometries, 
such as wire-like and dot-like structures of one polar semiconductor material 
within another (i. e. quantum wires and quantum dots). Such studies would 
help to understand the effects of confinement and decreased dimensionality 
on the electronic and optical properties of semiconductor systems. 
To conclude, the results in this work not only solve some difficult theoret- 
ical problems but also offer the theoretical basis for future EELS analysis 
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in a STEM, especially in multilayers, superlattices and anisotropic media. 
The use of computer algebra in the theory of electron energy loss has been 
demonstrated as a useful and powerful technique. I believe that the theories, 
methods and philosophies developed in this work will be valuable in many 
other contexts. 
APPENDIX A. 
TRANSFER MATRIX AND DISPERSION 
BRACKETS 
In Chapters 3 and 4, we introduced dispersion brackets. The solutions for Hertz 
vector, the dispersion relation, and the scattering probability were given in terms 
of dispersion brackets. In this appendix, the properties of dispersion brackets are 
studied. 
A. 1. Transfer matrices in terms of dispersion brackets 
A. M. 2x2 transfer matrix for normal incidence 
In Chapter 3, we introduced the transfer matrix between the jtb and (j + 1)th 
layers: 
TU+11j) 
hi+l-Fjf, 2 hý+ij 
(A. 1) 
h. i+i,, f, 2 ht+ij 
Here we generalize Equation A. 1 to obtain the transfer matrix between it' 
and jth layers. That is we wish prove that the matrix product 
j-1 
, rui) = 
II Tik+l, k) 
k=i 
(with successive terms ordered from right to left) is given by 
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(A. 2) 
where [C1i], [DDt], [E;; ] and [F1=] were defined in the main text. 
To prove that Equation A. 2 is true, we proceed by induction. Setting j= i+1 
gives 
h +1, 
ifi 
hi. 
+1, i 
_ 
[Cii] [Dii] 
i+1, ifi2 
h+ 
i+ h1, i 
[Eii] [Fii] 
So Equation A. 2 is true for this case. We shall assume that Equation A. 2 is 
true for a given r(ji) and then prove that it is true for T(j+1, '). This requires 
us to prove that 
h l, ifi hi+i, i [Ci-i, =l 
hT+i,. ifj hi+iä 
[Dj-1, +] 
__ 
[Ci+] [Dii] 
[E, =] [FF=] 
For example, it is necessary to show that 
[CC1] =h +i, 1f,; [C1_1, +] + h; +I,, [E3-,, i] 
The proof can be carried out by noting that [C5 ] can be split into terms that 
involve hj++ljfj2 and terms that involve h; +lj: 
(C3i) = hj l ja + hj+I,; ß 
The terms involving hjl+l, j are those for which hý+l, is uncontracted in [CJ. 
All other contractions are possible so 
a= t'; Ici-l, tl 
The terms involving h7+1, j are those for which hj+lj is contracted with an- 
other term in [CCi]. Noting that 
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h 1,;. f; h _1f 1... h +,, k 
fk 
... h +l, if? 3,7 . 7- 
2 
= hý+ia h7 _1 fý 1... hk+i, k 
R 
... h +i, ~fý 
and that 
hj++ij 
. 
fä h-i 
. 
fý 1... h +l, kfk ... h +ý, ift 
= h; +1 , jhj, j-l. 
f 1... hk+l, kfk ... h +l, ifj 
and allowing for all other contractions (i. e. those not involving hJ+1 ), we 
conclude that 
Q= [E; -,, i] 
which completes the proof by induction. Exactly similar proofs can easily be 
constructed for the other matrix elements. 
A. 1.2.4 x4 transfer matrix for parallel incidence 
In Chapter 4, we gave a generalised transfer matrix without detailed deriva- 
tion. Here we wish prove that Equation 4.17 is true by induction. 
First from Equation 4.17, we have 
1 77iiT(i+1, i) 0 
Kii X(i+l, i) TG+I, i) 
It can be shown that this equation is same as Equation 4.9. So Equation 4.17 
is true for for the special case of neighbouring regions. We now show that if 
Equation 4.17 is true for T(A, then it is also true for T(+1,0 We start from 
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T&+l) = 
Because T(j+1? ) and TUO are block triangular, it is easy to show that T(i+1, `) 
is block triangular and 
(Tt1') 7,1 +i, =) 
_ 
T1, ß T(j+i, i) 
721+1's) 722+1't) Nti 
T33+1't) Tgq+l'i) 
=1 _ -T(j+l, 
i) 
T48+1't) T44+1'i) ßi1 
by arguments similar to those given for normal incidence. These results are 
of the expected form. The remaining task is to evaluate the matrix 
32+1'i) 
(j+l, i) 
_ 
T3 +1'i) T 
Tlower 
left - ý, (j+l, i) ý, (j+1, i) 
91 42 
where 
4 
T31+i't) _E 
3k+la)Tklk) 
k=1 
4 
Tqi+"') - T4k+1j, Tklk)+ 
k=1 
4 
x+32+1, i) _r r+3k+l 
j)p, 2k) 
k=11 
4 
T42+"1) ? 4k+1j)pkjk) 
kL="1 
Taking the column vectors of Tlower 'l ft and substituting for all above matrix 
elements involving, we have 
Tý'+1'`) 1 
[a_1, } f+ [E1, ] 
31 
=_ +1 i 
di+l+. j7%i+. j-1 
T41 %j, ) ICi - 
[O1_1, ] I- [E3-1, i] 
+ dk+l, ký%i, k-, Akt 
hý 
lJf eJ-l, k + hi+1, iý; -l, k 
k=i 
hi+l, 
jfi ®j-1, k + h'j+1, jej-1, k 
and 
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(j+l, i) T 
(j+l, i) 
1 
Cýj+l, j1]i, j_1 
[Ti-l, 
i l, i 
_ ýij 
fJ 
fý 
+Fj 
j_ 
[D-l, 
i, T42 - 
[Fj-1, 
iJ 
j-1 2- 
+ dk+l, k? 7i, k-1ý2/Ci 
+l, jfj 
Oj-1, 
k + 
hj+1, 
jýj-1, k 
k=i hj+1j Jj ej-1, k + 
+,, j4)ß-1, 
k 
It can be shown that 
hi+i, ifi E)i-1, k + hi+ij 4)j-i, k ' 
ýjk 
hj+i, j. f3 ej-1, k + hý+i, jýj-l, k - 
ýjk 
+ [Ci-i, t] i=O; A = -ýüA 
and 
fj2 = E)j-j Z. = -4)j-jýä 
So we have 
T31 +1, i) 1 j-1 ©ýkÄki e- Ä> j 
+d ý> _ 
E dk+l, k? li, k-1 _+ 
77i 
41 
fit) k=i 4pjknki ýii ii 
1 ;k1 k+i 1 Xll+l, 
i) 
ý 
dk+l, kii, k-1 
.Fý, , 
(j+l, i) 
t1 k=i 
ýjknki ii X21 
and 
1 T+(j+I'i) 1 i-1 e-kclki e- fi+ 
_ 
32 dk+l, kii, k-1 
J+ dj+l, jgij-1 
jJ 
+ T92+1'') k=i ",, jj? 
ý 
1J 0jk S2+ 1 Xis 1, i) 
- 
ki Edk+l, 
k? ii, k-1 
ý.. (i+1, i) ~J k=i 
4)jkfki ii X22 
which completes the proof by induction. 
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A. 2. Properties of dispersion brackets 
According to the definition 
r(j+l, 
k) 
7- 
(k, i) 
One immediately obtains 
[C, ] [Drtl 
_ 
[C, k] [D3k] [Ck-li] [Dk-li] (A. 3) [EEi] [Fii] [Ejk] [Fok] [Ek-li1 [Fk-li] 
which can be written as 
[Cji] - [Cjk] [Ck-1, i] + 
[Djk] [Ek-1, i] (A. 3ä) 
[Dji] _ [Cjk] [Dk-l, i] + [Dik] [Fk-l, +] (A. 3b) 
[E,, ] _ [E, k] [Ck_l, i] + [F; k] [Ek_l, i] (A. 3c) 
and 
[F. ii] _ [E3k] [Dk-1, i] + [F, k] [Fk-l, i] (A. 3d) 
Using Equations A. 3a and A. 3b and expanding [C,, 2] and [D,, 3] in terms of 
[Cnj+l] and [D,, 2+1] it follows that 
[C'Ci] [Dn. i] - [D ] [C ,, j] = 
h+ J +ia+ifJ [Dn, i+i] (A. 4) 
and 
[Eji] [Dnj] - [F>; ] [C,, j] _ -hj hj 1, j+lfß [G'n, +, ] (A. 5) 
For j>k>i, from Equation A. 3, we have 
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-1 [ß, 
k] 
[D7k] ICA [D. 
9il 
[Ck-l, 
i] 
[Dk-l, 
i] (A. 6) 
[Eft] EF'jk] [E ] [F'ji} [Ek-1) [F'j-,, il 
where 
[C9kl [D 
k] [F7k] - [D, k] 
[Eýk] ýF7k] ýký 
- 
ýEýký ýCýk] 
and 
Qk' _ 
[C'kl [Djkl 
(A. 7) 
[Ejk) [F, 
k] 
So from Equation A. 6, we have following identities: 
[C, ] [Eik] - [C, k] [E, ]_-: ýkj [Ek-i, i] (A. 6a) 
EC 1 [Fjkl - [D3k] [E3+] = 64i [Ck-l, i] (A. 6b) 
[Di=] [F3k] - [D3k] [F. i=] _ Aks [Dk-i,; ] (A. 6c) 
[D1 i] [E1 k] - [Cjk iI', _ -Akj [F'k-l, tJ (A. 6d) 
It can be shown that 
Okj = Di =k 
(4i+iqq+iR) 
i=k i=k 
Furthermore, using Equations A. 3a, A. 6a and A. 6b, we can show 
[C 
0l 
[C, 
jkd - 
[Cj0] [Cnk) = Okj [Dn, l+1j 
[Ek-1,0] (A. 8) 
[ß! 
n0] 
[Dik] 
- 
[C 
0l 
[Dnk] = -Okj 
[Dnj+ll [Ck-1, 
o] (A. 9) 
[Cno] [E, k] - [E, o] [C'nk] _ -L kj [C'n, i+l] [Ek-1, o] (A. 10) 
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and 
[Cno] [F3k] - [Eio] [Dnk] _ Aki [Cn, j+i] [Ck_1, o] (A. 11) 
We defined following variables in Chapter 4: 
E)°. = [C,,. 1] +Q [D i+, ] (A. 12) 
-iDj'i = [Ej, i+, ] +Q [Fj, i+l] (A. 13) 
A7= = [C, _1,; 
] fj2+ a [E7-,, il (A. 14) 
SZioli = [Dj_1, i] f j2 +a 
[F. 1_l. il (A. 15) 
Using Equation A. 3, one has follows 
[Cr] + [Ei; ] _ (hj+l, 1+ hT+lj) Aj (A. 16) 
[C1 ]- (Ej; j = (hj'+l, j - hj-+1 
) A; (A. 17) 
[cc1] + [D ] 
. 
f; = (h1, + h: +i, i" . 
f= 0t (A. 18) 
[C1i] - [D11] . 
f? = (h1,1 - hý+l, i) .fe; 
(A. 19) 
[Dji] + [Ff1] = (ht+1,, + h; +l, ý) S2ý (A. 20) 
[DD, ] - [F31] = 
(h? t1 
j- hj+ij) 52j-i (A. 21) 
Equations A. 3-A. 21 are true for the dispersion brackets with tilde and hat 
The exceptions are 
j Akj 
= ]I 
(4q1q1ýif)i 
i-k 
and 
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-J 
n 
(4 (33) (33) 2) Akj = lj `Ei Ei+l kiwi+lfi J 
i=k 
Furthermore, it is easy to show that 
S7+ijff [Cj-i, i] + Sý+ij [Ej-1, i] 
I Yid J=S i+l 
[c 
, i+1] - 
Si., +1 [Dj, 
i+ll 
and 
hzSj+h Sj2+hýýSj=0. 
(A. 22) 
(A. 23) 
(A. 24) 
APPENDIX B. 
DERIVATION OF FORMULA FOR NORMAL 
INCIDENCE 
In Chapter 3, solutions for Hertz vector, the dispersion relation, and the scattering 
probability were given and their symmetrical properties were examined. In this 
appendix, general proofs of these results will be sketched. 
B. I. Proof of Equation 3.23 for the Hertz vector 
Substituting j=0 in Equation 3.23, one has 
_11n a0 = u'Pl 
[yk+nl 
A0l 0 k=0 
which recovers Equation 3.15. 
Now we can try a general proof of Equation 3.23 by induction. Starting from 
Equation 3.14, one has 
11 [CJjl at + [D1 ] aT 1 
hj'+Ij+lfjbjT [En ] ai + [Fj 1 aT hj+i5+i 
Substituting for cxj and a from Equation 3.23 and rearranging terms, Equa- 
tion B. 1 can be written as three terms 
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aj+i = Al + A2 + A3 (B. 2) 
where 
A1= +1 Si 
__11 
[C11] [Dn1] - [D11] [Gn1l i-1 A2 
ýý 
k+ia-1 
[Xko] 
h +i, j+if1bt [Cnol E»"l Dnjj - F»"l Cn' k=0 
11 [C111 [C, -i, o] + 
[D1j1 [E1-,, o] " A3 - hj i, ý+i [Cnoj [E3., ) [C5-l, o] + [F',, ] [EE-,, o] 
E +l, k 
[} 
Using Equations A. 4 and A. 5 A2 can be further simplified as 
-i 
AZ =1(- 
[D 
, i+i) 7pk+ý, i 
[XkO] 
n0l 
ýCn, 
j+lý k-0 
as expected. Using Equations A. 3a and A. 3c, A3 can be simplified as 
_11 
[col 
rn + A3 
- 9+1, k 
[Ykn] 
+1j+l [CnoJ [EjoJ 
k=j 
A3 can be further split up into 
A31 =-+ 'I, j+1, j IYjnJ 
11 ([c, ]\ +r +1 
hi+i, i+i [Cno] [Eio] ` 
and 
A32 
ý! 
n0 CJ 
fý 1 bj+l 
CýOJ 
EE J 
n 
ýj+2, 
k 
{'kin} 
so k=j+i 
where we used Equation 3.16. 
Finally, using Equations A. 3, A. 22, A. 23 and A. 24, we add Al and A31 to 
obtain 
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Al + A31 =1 
Si, 
i+1 [C ý- 
[CEO [+] ! 
+1 
,. 7+1 
[Col 
-'Sj+ 
[ 'rho] 
Using Equation A. 23 and reorganising terms we have 
1 
Al+A31 =+x h 
3+1, j+1 
[Cnol 
S; " +1 
([C 
0l - 
[Cin, 
i+l] 
[CC0l) + [Cjol s; i+1 
[Dn,, 
+ll 
j+i 
[Cn,, 
+11 -STi+1 
([C 0] - 
[Dn, i+1] LE90J) - lEao] 
S; 
Then using Equation A. 3a, we obtain 
Ai + A31 =- h+ 
1-[ i) (s+1 [Eio) + 5ý, j+i [Cjo)) 
j+i,; +i 
[Co] n[Cn,, j+1 ; +l) 
Collecting all terms together, one obtains 
1 
ai+i = Mn, j+i k+1, i 
[Xko] 
- N; ofi+ib iZ 'ý. 
i+z, k 
{Yk] 
Cnol 
k=0 k=j+1 
which completes the the proof that leads from a3 to aj+i. 
In summary, we have used mathematical induction to prove that the solution 
(Equation 3.23) is general true. Throughout this proof, we have use various 
identities involving dispersion brackets. 
B. 2. Derivation of the loss function 
In Chapter 3, Equation 3.25 represented the work done in terms of Hertz 
coefficients and source terms. Here we start from Equation 3.28 and the 
solution for the Hertz vector coefficients to derive the energy loss function. 
It is convenient to start from the quantity [Cno] Xbdy/k2. Expanding Equation 
3.28, this can be written as 
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y lv g0cx 
n ýI) qn+lan+1 j [C 
0} Xbdy/k =2L no. 
i +EýR; + 
p2 P `Cnoý i=1 
_ 
ý2 [Cno] +2 Rý - 
a2 
1 no] Po j=1 j Pn+l 
where 
- 
ý+ ca t R7a - (Cnoý 
a? fbt (ai + vag fý j 
Substituting a and a- into Rj" and using Equations A. 12-A. 19 together 
with the notation 
ro - 
Cj if o=+ 
' 9j if o=- 
one obtains 
v )J_1 
vT j+l -v Rj -- ro 
'jjOn-iv - Onýi_1 Z ek+1, j-1 
[Xko] 
i k=0 
on 
+51 7P7, Ar1 
,0- 
AC 
`j++1, k 
[Yk} 
rj k=j 
We now define 
j-1 
Aj = ®nj Ok+1, j 
[x] 
k=0 
and 
n 
Bj" =A j-1,0 
E1 [Yk] 
k=j 
So RJ can be written as 
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Ro _ 
r+l A-' - A-° O-` X-, + 
rT-1 B° - B° A° 
ýy+ 
707 7-1 - n, 7-1 
[j-1,0 
07 7+1 - JO 7n 
77 
Now we can split R, ' as 
_ 
QUA - Vý Roý 
r' 
where 
Ih . rý+1Aý °- r7A7°1 - r; E) -i 
and 
Vý - r3Bý+1 - rJ 1Bý +r. A°o 
[Yin' 
So 
[Co} 
nXbdy/k2 = 
iv JqQ [Cn0l - W 
Now 
y+ 
Fr 
yJ an+l [C 
0] 
i=l C3 3 j=ý1 
73p3 
pn+1 
n-1 
+(i qj+1A, 
s 
gjAj 1= Qj+lAi s-2+ 
9n+ An 
j=i pi j=1 pi pj+l X 
n g7 Bj+1 - qi-1Bi n-1 _11 g0BI E- Ld q3 B_ 
. i=1 
ýý j=1 
+ý ýj Pi+i Pi 
Ej+l A3 - E7Aj-1 n-1 1_1n 
2= Ej+, 
A 
zi 
)+fn+lA 
s ýj j=1 EjPj Ej+1Pj+i EnPn =1 Ej 
QOa'p n Vj an+lqn+l rn 
Ü 
2 
[ý'n0] 
2+2 
ýCn0ý 
- Lý 2 PO j=1 Pj Pn+l pj 
12+ n V+ n U+ 2 
lCnO, _ 
1: 
rJ2F2 
a2 +1 [C. 
01 
PO j_1 jpj j`1 jpj Pn+l 
iBj+l - Ej-1Bj 
n-1 
+11 EoBj 
E1pj 
= 
_1 
EjBj+l 
Ejpj EjPj+l Elpl j=1 
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Also, from Equation 3.23, we have 
«0 ýCC0] 
(BI 
+ 
LY nJ / 
and 
Intl - 
no] 
(Af 
n+ 
[X, -, 
0]) 
So, substituting ao and an fl and using 
11_d;,; +1w2 
ýPj+i Pp P3P; +i 
and 
1- dii+iP;, i+i 
Ei+1Pý+i Eipo Ei Ei+1P, PP+i 
we obtain 
qoc n 
-ý- _- 
dj-l, jgj-1W2B_ Qj 
- ;o 
{i; "; ] s 
IC-01 -s Cs ?ijn Po j=1 13 j=1 P, -iP3 j=o I 
n n+l 2 n+l an+lqn+1 Uj 
=E 
d1-l, 
l9jý r Li + 
, L2 
ena-1 
j=l ýý 
- 
j=2 
ýPý-1Pý 
At, + 
i=L1 i ihn+l 
ýCnOý 
_ 
pö 
iCn012 =2212 
ýo[iJ 
=1 E. ip, j=1 C'pi-ip, =1 p2 
and 
n U+ 
_ 
ýn+l n+l dj-1, -pý j n+l 1 [Cnoj =-x' A' - n1 
j=1 Fip Pn+l j=2 Pý-1Pý-1 j_1 4 
Collecting all terms together, we have 
[Cn0) Xbdy/k2 =1 [C(Xdouble 
+ Xaingle) 
no) 
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where Xdouble is consists of "double sum terms" and Xsingle "single sum terms". 
For Xdouble, we can further split it into two terms 
(1) (2) 1 
Xdouble -( `Xdouble + Xdouble f 
where 
iV W2 
Xdouble =-L 
d'- 
p2 pýý 1'i B+ + Qi-1 ý2 Bi 
and 
n 
"' 
dj-1,7 p. 9-1,; _ 
lv W2 + Xdouble - [: 22P; -1 - -g9 2 
Aj1 
j=2 P; -1P; 
&j-1 Wc 
Similarly, we split Xsingle into terms 
Xsingle `_ 
(X(1)single 
+ X(2)single) J 
where 
1 
Xsingle -[ý (ý p2 
ný [i ]+ p2 ©n, 7-1 
[X 
j-1,0] 
j-0 7 j-1 7 
and 
(2) iv ý9j j +4j +LJ 
-1 
X 
j1,0 Xsingle -W2 
Aj0 
lYjnj L2 nj 
j=0 pj =1 
p7 
Now we need to look at each of the four terms separately. Substituting B7 
and using the definitions of A, _1,0 and 
S, j, we have 
nn 
Xdouble =-Z 
([cj-2, 
o) , 
fj 
1S, ä-1 + [Ej-2,0] STj-1) l'jk [y, ] 
j-1 k-j 
According to Equation A. 23 and the definitions of Sjý+1 and 5jß+1, we have 
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n-1 n 
Xdouble =L +l, k 
[x} [Ykn] (B. 3) 
j=0 k=j+l 
Similarly, 
n (2) r' 
Xdouble ([ý'i-2, o] fý 1Sj j-1 '+ 
( 
[Ei-2, o] Sjj_1) 
E "Wjk 
[Yk; ] 
j=1 k=j 
which simplifies to 
n-1 n 
Xdouble =E IPj+l, k 
[xj0] [Ykn] (B. 4) 
j=0 k=j+1 
Adding both contributions together gives 
n-1 n 
Xdouble = 
F, EE 'ri j+1, k 
[XI0] [Ykn] (B. 5) 
j=O k=j+1 a=t 
This is very close to our final result; it just lacks the "diagonal terms" with 
j=k. We will now show that Xsingle reduces to these diagonal terms. 
Now we look at the Xsing1e. Substituting Equations A. 12, A. 14, A. 22, and 
A. 23 into Xsingle' we obtain 
(1) n2 ('Sj 
Xaingle -F 
[c)-1,01 fj [ý'nj+ll 
2+ 
j-0 P7 P, +1 
[C1-,, 
o] Jj 
[Dnj+1] 
(i+iSp 
1 
+ 
Sý 
p; +l 
+ [E? 
-1, o] 
[ 
nj+l] 
S 
Pi 
+S2 1' 
J Pi+1 
- [Ej-1,0] 
[Dn, j+l] 
(-S-"+' 
Pi 
+ . 
SSL_ý 
Pi+l 
and 
B. 2. DERIVATION OF LOSS FUNCTION 189 
+ ý2ý ivr 2Q [Cn, j i-1] `ij, j+1 2 'Sj+l, j ýlsingle -W Lý - 
[Cj-1,0] fj 
j=o 'pi Pj+1 
+ [Cj-l, o] f j2 
[Dn, 
i+l] 
(&s-. 
+1 P'+' 
q2+1 
S, ') 
Pj +1 
+ [E 
-] 
[Cn 
+1] 
+ qj+l + 
7 1, ý ,j 
(Lj 
j`Sja+1 
+ 
? 
+1 
Sj+lj 
p2 9 
- 
[Ei-l, 
o] 
[Dn, 
j+l] 
(2s; 
1+1 -l2S' 
pý 
l, j) 
Now 
S' 1+ Gj -Zj - adj, i+iiwv( 
q- 
-- 
21 (B. 6) 
pi Pj+i Pý+1 Pi 
+ Gi 
{_z3 
+ Qdi ic. ýv 
( (B. 7) 
, i+i p2+i P? A P2+i> 1 > 
9j 5ý2 +i + Gj 
tZj' 
+ vdj. i+lclpji+i 
(ýqj2 
- 
Q1+2 ) (B. 8) 
Pi p, +1 jP> >+ Pj, +1 
4'__ +i 
_ 
qi+isi+i,; 
_ G; Zj' + Qdi, j+lc2p2i, i+i 
Cc9, 
+ q, +2 
1 (B. 9) 
p; P+1 jp; J+iP; +i 
J 
where 
Q Gj = c2Eovp2p2+i 
c2 4 d2 
E,, 22 
and 
_ 
w2 iwvdj,. i+i9. i4. i+i I Z' 
C2 2P P+i 
Substituting Equations B. 6-B. 9 into Xsingle and Xsingle and adding them to- 
gether will give a lengthy expression of xsingle" We then split Xsingle into two 
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terms 
(a) (b) 
Xsingle = Xsingle + Xsingle 
where Xänngle is the terms involving d, ',, +l and X66ngle is the terms only involving 
dj j+l. It is easy to see that 
n 
Xsingle --vj, CjZj 
{- 
i 
j-1,0l Jj 
[C,, 
1+1] + 
[C'j-1,0] fj [Dn, j+l] 
j=0 
- [Eý-i, o] [C'n,, +i] + [E3-i, o] [Dn3+i] J 
n 
GjZZ 
1-i j-1,0l 
fj [ý'nj+l) 
- 
[ý! 
j-1,01 Jj 
[Dnj+1) 
j=0 ll 
+ [EJ-i, o] [Cnä+i] + [Ej-i, o] [Dnj+l] J 
Substituting Z; and ZZ into X8 ngle, we have 
(a) 1W n 
Gjdj,, 
+1 
Xsingle =-222x 
v j_0 C 'E1Ej+lp3p3+1 
l 
(J 
j 
[Cn, 
7+1J - 
[Ej-1,0) 
[Dn, j+ll) 
(c4pj,, 
+i - ej£j+lgjqj+lv2W2) 
- 
([c3_1,0] 
Jj 
[Dn, 
j+1] - 
[Ej-1,0] [cn, 
j+1l) 
(c4p, 
1ý1 + EjEj+lgjqj+lv2w2) 
} 
As 
sj. i+isj+i, ý + sjä+isj+lj =2 
(c4pj,, 
1 - cjcj+igjqj+iv2w2) 
and 
Sjä+isj+i, ý + sja+isi+i, ý =2 
(c4p, 
+1 + Ej£j+i4j4i+ivZw 
2) 
we then have 
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[Y3flJ 
Eisin -2 ingle 
1 
Lý 
E[ ( 
j0 
So 
(B. 1O) 
nn 
a 
)(double + Xsingle -EE, 
E ZjkV)j+l, k 
[x] 
j0 
Ykn] (B. 11) 
j=0k=jo=± 
where 
12 if i=j 
ZO =1- 60 21 otherwise. 
The right-hand side of Equation B. 11 is, in fact, our final result for X. But to 
prove this, it is now necessary to show that Xsingle = 0. From our expressions 
for Xsingle and Xsing1e, we have 
6 rn Xsingle =-v [cj-1, o] f j2 
[Cn, 7+1] Gid9, j+l iwv 
( 4L 
+ 
ýý 
T) 
-o P +l Pi 
- [Cj-i, ol . 
f; [Dnj+il Gjdj, j+iiwv 
(qj 
p +i 
g1ýJ221 
- [Ej-i, o] [Cn, j+i] Gjdi, j+iiwv 
( 9'j 
- p, +i 
4j+i ) 
p, 
qi + [Ej-i, o) [Dn, +i) G3d2a+liwv 2+ pi+i 2 P) 
2, 
i+i 
( 4i + 4i+2 
) +- ECi-i, o] fj 2 lCn, i+il Gidi, i+ic2Pg 
j=O cjpj Ej+lpj+i 
+ [Cj-,, o] fj2 [Dn, j+i] Gjdj, j+ic2Pp, j+i 
(Cjpj2 q' 4'+l 
--i+lpj, +i) 
- [E2-,, ol [Cn, j+ll G3d, j+ic2Piä+i 
( qj 
2- 
qj+l ) 
+ [Ej-i, o} [Dn? +1} G. idia+ic2Pi. j+i 
( 4'i 
2+ E. ip3 
4'j+2 
C. i+Ipj+1 
Substituting G3 into Xsingle, using the definitions of M. and e7 and making 
a rearrangement we have 
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Qn Ej+1Pj+1 - E. IP4 
4) 
Qj qj+l ++ 
)isingle -44 jO nj ý0 nj E0V j_0 PjPj+l 
(Ej 
£1+1 
Finally, substituting A70 and 6nß and using Equation A. 3a, we obtain 
(6) 11 
Xwngle -- 4-4 
Eov 
[cno] =o 
'=o Ejpj Fi+iPj +i 
(B. 12) 
So X is given by the expression on the right hand side of Equation B. 11. That 
answer can be rewritten by using the definitions of xý1 and y, °ý, to obtain 
2nnN ýC di, i+l 
djj+lTi; 
Xbdy =r]EL2222 [CnO 
i=0 j=i Ei+IEjpipi+IPjPj+l 
where we have defined 
Tn) = z13 +1. j 
[x] [y; '} (B. 13) 
o-f 
This recovers Equation 3.30. 
B. 3. Proofs of symmetries 
In Chapter 3, I presented symmetry relations for the dispersion relation, the 
Hertz vector and the energy loss function. Here, a detailed proof of those 
symmetries is given. 
B. 3.1. Symmetries of dispersion relation 
We wish to prove following symmetry relation: 
15k[Cn0I_-[Cn01/fk for k=1... n (B. 14) 
The contractions in the dispersion bracket [Co] can be divided into eight 
classes, according to their position relative to the factors h+l, kfk hk k_l that 
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involve qk. These classes are labelled T1i "-", T8 below. Only the most impor- 
tant contractions are shown explicitly. In each case, additional contractions 
may occur within each segment denoted by dots (" " "). The labels i and j are 
arbitrary. 
(Ti) " ... h± +1, j h+ 
2 h+ h± k+1, k k k, k-1 t+l, i 
(T2) " h; +,,; ... hk+l, k 
fk hk, 
k-1. .. hi+l, i ... 
T3 hj+l, 
j "'' 
hk+l, 
kfk 
hk, 
k-1 
hi+l, 
i 
(T4) hj+l, j ... hk+l, kfk 
hk, 
k-1... hi+l, i ... 
(T5) 
' 
hj+1, 
j 
hk+l, 
kfkhk, k-1 
hi+1, 
i 
(T6) : "" hj l, j ... hk+l, kfk 
hk 
k-1 ... h+ l, i ... 
(T7) hj+1, j ... hk+1, kfk 
hk, 
k-1... hi+1, i ... 
M) : ... hä 1, j .. .h +1, k 
fk 2 hk 
k-1 ... h1i.. . 
Applying the definition of a contraction, the eight classes can be written as: 
(Ti) : hj 1,; bh+i, k 
fkh+k-1 h+ lli 
(T2) : hj+l,; '-'hk+l, k fkhk, k-1 ýh +1, c 
(T3) : 
. I+lj 
b h- h+l, khk, k-1 bh +l, i 
(T4) hj+,, j hk+l, khk, k-1 hi+l, i 
(T5) : hj 1; hk+l, khk k-1 h+l, i 
(T6) 
: 
hj+l, 
j +l, kfkhkk-1~i 
hi+1, 
i t-ý 
(T7) : b hj+l,; +--9 h +l, khk, k-1 '-+ hi-+l, i 
(T8) : b h-i '-'hk+ikfk lkfk'hk-, k- ,i -4--* lo 
h- -i+1 
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where t=* indicates a segment where all (f 2) IS are present, while +---+ indi- 
cated a region where all the (f 2 )'s are absent. Using the identities 
Pkhk, 
k+l - -k, k+l 
Pkhk, 
k-1 = "k, k-1 
and 
Pkfk = l/fk 
we then have 
Pk(Tl) _ -T4/fki 
Pk(T2) _ -T3I f, 
ýk(Ts) _ -T6/f2 , 
15k(T7) _ -T8/f, 
Pk(T4) = -Ti/. fk 
Pk(T3) = -T2/f 
Pk(T6) _ -T5/fk 
'Pk(Ts) _ -T7/fk 
Finally, Equation B. 14 is proved by collecting together all the contractions. 
It is easy to see that [Cno] is invariant under Tt, and S. The effect of t,, is 
slightly more complicated because 
t, 
((W) = E(-W) = E*(W) 
A decision must be made about how to define the effect of t,, on variables 
like qk which involve square roots of function of E(w). Consistent with our 
choice for qk we take TL, (gk) to have a positive real part'. Then 
TW(9k) = 4k 
From this equation it follows immediately that 
'The opposite choice could also be made: relative to our definitions this would corre- 
spond to a composite operation PkT., (gk) _ -qk. 
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t, [C 
01 = 
[CnOI* 
B. 3.2. Symmetries of Hertz vector 
We first look at the operator Pk. Before applying Pk to Hertz vector, we first 
look at its effect on simpler expressions. It is easy to see that 
Pi (s )=s? and Ps (s) = s=ý` 
Pi(Sý)=Sý and Pj(S, °J)=Si-j° 
and 
k if i<k<j and i; j+l 
Pk 
otherwise 
Then, Using similar methods similar to those used in the proof of Equation 
B. 14, we can show that 
-[Eji] if k= j+1 
- Aidifk if i+1<k<j 
Pk [Cjj] = 
[DD1]If, if k=i 
[CA if k<i-1 or k> j+2 
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-[Fr] if k= j+1 
- [DD, ] /fk if i+1<k <- j 
Pk [D;, ] = 
[CCi] /fk if k=i 
[DD1] if k<i 
- At] if k= j+1 
-[E, t]/fk if i+1<k<j 
'Pk [E32] _ 
[Fj, ] /fk if k=i 
[Eii] if k<i 
-[X3=IIfk if i<k<j 
Pk [x, ] 
{x] if k> j+1 
and 
-[ 
fl /fk if i+1<k<j 
Pk [Yaj] 
[yi1q] if k<i 
So with above operations, we can show that the Hertz vector coefficients, 
calculated from Equation 3.23, obey the identities 
if k= j 
Pkaý 
if k#j 
Now we look at the operator TS. As the S is an operator that reverses the 
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order of indices through the stack of slabs so that i -º n-i+1: 
2 
S[Cjs1 
J_ 
fn+l-i 
Ij t {2 l n-i, n-jl 
Jn-j 
[Djil =- 'f 
n-j 
S [F'jiJ - -Jn2+1-i 
[Dn-i, 
n-1l 
S ([x20]) -Inj, n-i, 
f, 2+1-i 
S ({]) - tXn-i, n-j, 
/J 
n-j 
and 
o S ('o _ i+1, j - 'Vn+1-, j. n-i 
The T is an operator that reverses the sign of v. So there are following 
simple operations: 
T, b°=bti° 
T" [Yjan] = 
[; i 
and 
Tv [x; 
0] = 
[y_o] 
Using all above operations, we finally have 
St(a7) -e 
ýýgntl-j+iw/V)un+l-ý aA+l- 
where a is the total thickness of the slab. 
198 APPENDIX B 
Finally, the solution can be checked by considering two neighbouring regions 
coalesce. Using n and n-1 to denote the number of layers in the slab, 
Equation 3.23 gives 
Jk, k+, A; (n) = Al (n -1) for 1<j<k-1 
Jk, k+1Aj"(n) = A7-i(n - 1) 
as expected. 
for k+1<j<n. 
B. 3.3. Symmetries of energy loss function 
Using the basic operations above, we immediately have 
Pk (Xbdy) = Xbdy 
and 
? 
v(Xbdy) = Xbdy 
As the operator T4; reverses the sign of w. It is obviously that 
T, (b; ) = bj* 
t(47)=sib 
TI, (5i) = S; i 
Tw (Yý) = Yip 
and 
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therefore, 
1k2 nn 
Tý(Xbdy) 
jGr L. r L. 
zijýi+i j 
{XO} {i']) 
= Xbdy 
l n0l i=0 j=i v=f 
Finally, 
k2 nn 
S(Xbdy) 
_ --[C-no ] zij `Vn01 +l-j, n-i 
[Yn-i, 
n] 
[x_. d 
i=0 j-i o=t 
We substitute i' =n-j and j' =n-i to obtain 
k2 ,n 
ýj^r S(Xbdy) -- rC, L: zi'j't +1jl 
{i, ] [x1] 
= Xbdy 
l n0 j'=0 i'=O a=± 
APPENDIX C. 
DERIVATION OF FORMULA FOR 
PARALLEL INCIDENCE 
In Chapter 4, we gave the solution for Hertz coefficients for parallel incidence. 
This appendix will derive those expressions. 
In order to obtain explicit solutions for the Hertz vector, we need to solve 
Equation 4.13, using the generalised transfer matrix TW) derived in Ap- 
pendix A. 1.2 and the boundary conditions 
+- oz 0- PO - a+ n+l - 
rn+l 
We calculate the coefficients in two stages-first for layers j< m' and then for 
layers j> m". The coefficients for j< m' are easier to calculate (especially 
if we require solutions in the most compact form). They are also sufficient 
to determine the energy loss spectrum. The coefficients for j> m" are more 
of a luxury, but they allow us to check that our answer is self-consistent. 
C. 1. Coefficients for j< m' 
C. 1.1. Coefficients ac and ßö 
In order to use Equation 4.13 to determine the Hertz vector coefficients in 
any layer j< m', we must first find the coefficients in one of the external 
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regions (j = 0). Starting from Equation 4.13 with j replaced by n+1 and 
applying the boundary at infinity, we have 
Tii+i'0)cxä + Til+i'"`)9- -ß'i2+1'm)9m =0 (C. 1) m 
Tai +i'Ö)a°+ + Tää+l'°)ß + Tsi +ý''R)9m - Tä2+1'mý9m =0 (C. 2) 
Starting from Equation C. 1, one obtains 
+1, m)9+ 
12 m CfÖ --1 
p11 +1, m)9m - T( (n+1,0) 
() 
Substituting the elements of T, one immediately has 
«Ö 
r%mn ýOn (K-ml 
9m - 
[Dnm] 
9m) [nO} 710n Kmn 
lJ 
Qmem _nm 
QoEO 
pý'"`_i [c0] 
Since 
ao =0 
we have 
Cap goeo 
PO'm-1 {c0J 0 
(C. 3) 
Qo can be then expressed in term of aö, using Equation C. 2. This gives 
Qo 
=- Cno 
(ý10)Cro +T(i+l'm)9m - T32+1'mý9mý 0 
(C. 4) 
C. 1.2. Coefficients a7 and pj' 
Applying Equation 4.13, we obtain 
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_ _qmc, Pj, m-1 
'Ynm 
[C'j-1,0, 
(C. 5) 
9jfj l [E0]) 
aj+ 
As in main text, we can write Equation C. 5 as 
Qm Em _Ynm 
aj -- Pj, m-1 jNj-1,0 q3¬j 1-'n01 
Now we look at ßj'7. From Equation 4.13, we have 
,ß= T3i°)aö 
+ T33°)PO 
and 
Q; - T41°ßa0 + Tää°)WO 
Using Equation C. 2 and substituting the elements of T, and for aö from 
Equation C. 3 and Qo from Equation C. 4, we obtain 
Qj 
_1 
k0, m-1 Uj -% _IM 
ßj [cn0] [Cn0} KO, j-1 Vj 710, m-1 
[C. 
O] wn+l, m 
`Ci-1,01 (C. 6) 
[Ej-1, ol 
where we have defined 
Ui = [C, 01X11 - 
[CC-1,0l X11 
1ý0 (C. 7) 
vi _ [cno1 Xz° - [Ej-1, o] Xii l, o (C. 8) 
viii =X129. - X'llgm (C"9) 
For future use, we also define 
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Zia - X229m - 1ý219m 
Now we try to simplify the Q' terms 
UO) 
I Xii+l'o), and X2 
°) 
, one obtains Xi 
(C. 1O) 
First look at uj and v3. Substituting 
u_ [Cno] Aok 
[C'-1'o] 
E 
n+l 
Anke- 
_ vj k=1 - 
[Ej-1,0] 
k_1 
n, k 1 
J l, k-1 
AOk 
ej-l, 
k-1 
_e_ 
[C, 
-1,0] 
j-1, k-1 
n. k 1[ 
j-1, o] 
= 
k=1 
-Ok 
I[() 
n+1 
_ AOken, 
k-1 ( k=j+1 [Ej-i, o] 
where 
A0k 
= dk, k-lAk-1,0? 70, k-2 
NVe need to simplify the quantity 
X3 
t 
ýj-l, 
k-1 
(C's-1,01 
- en, k-1 
Substituting for O 13 and 41ýýý, we obtain 
Xi _ 
([cn0] [Cj-1, 
k] - 
[Cj-1,0] [Cnk]) 
- 
([C80] [Dj-1, 
k] - 
[Cj-1,0] [Dnk]) 
([cno] [Ej-l, k] - [Ei-1,01 [C'nk]) - 
([C80] [1 j-1, k] - [Ej-l, o] [Dnk]) 
Using Equations A. 8-A. 11, we have 
X 
Akj-1([Ck-1,01 + [Ek-1,01) [Dnj] 
_2 3-(- gkEk-lAkj-lAk 1, oMnj 
-Oki-1(lck-1,01 +( [Ek-1,0]) 
[C ] 
So 
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7 n+l _ uý 
_ -2Mnj gkfk-10k, j-IAOkAk-1,0-Nj-1,0 AOken, k-l(C. ll) 
Vi k=1 k-j+1 
Now 
n 
+++- wn+l, m 
dk+l, 
kým, k-1 
(ýkm9 
m 
ýnknkm ) 9m 
k=m 
n+l 
dk, 
k-1? lm, k-2f k- l, men, k-1 
k=m+l 
where 
rk-1, 
m = 
Qk-l, 
m9m - 
ýk-l, 
m9m 
Therefore, /3 can be written as 
_ 
K0 m-1 1 ýj 
rlo, m-i 
[c0] [ö0J (Al + A2 + A3) 
where 
j_ 
Al 
° 
Mni%m L, dk, k-1770, k-20k, j-12Qkck-lnk 1, OAk 1,0 
k=1 
m_ 
A2 = 'ynýi 
E dk, k-111o, k-2Ak 1, oOnk-1 
k=j+1 
and 
n+l 
A3 =E dk, k-1770, k-2en, k-iNj-i, o x k=m+1 
1 
[ß'n0, (_i, 
m9m ' 
Ak 
l, mgm) -J lk-1,0 
([Dnm, 
9m - 
[Önm] 
9m)1 
The Al and A2 can be simplified as 
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j 
Al = 2Mnj'ºnmiio, j-iqj 
L 77k+ljVk, j-1nk l, onk 1,0 
k=1 
As = N; -l, o5nzr%o,; -1 
dk, k-l77;, k-2Ak-l, oen, k-1 
k=j+1 
where 
Vi = 
(49k. fk) 
kci 
In order to obtain Al and A2, we have used identity 
4 ij _ 77ij77i+lj+lvijgj'1 (C. 12) 
For the vector A3, we need to calculate the quantity 
A31 = 
[ß! 
n0, 
(_i, 
m9 m- 
nk-1, 
mgm) - 
Ak 
1,0([3nm] 9m - 
[Cnm] 
9m) 
Substituting Stk 1, m' Ak 1, m and 
Äk 
1,0 into A31, we have 
A31 = -J k-l9m 
([Ök_21o] [Dnm] [(! 
n0, 
[k_2, 
m]) 
-gm 
({Ek_2, 
O] 
[Dnm] 
- 
[ö0] 
[Fk-2'm]/ 
+fk-19m ([a_2,0} 
[Önm] 
- 
[ö0] {Ck_Zm]) 
+9m ([Ek-2,0] 
[Önm] 
- 
[(n0] [Ek_2, 
ml) 
Using Equation A. 5 and making a rearrangement, we obtain 
A31 =1m, k-2 
([Iým-1,0] 
91 + 
[Em-1,0] 
gm/ 
([ý_1] 
- 
[Dön, 
k_l] fk-1) 
Using Equation A. 19, we have 
A31 = 29k-ifk-JAm, k-s(m-1, oen, k-i 
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where 
( i=[Ciil 9+1ý'ý[Ejil 9ý+1 
So 
1 n+l 
A3 = Nj-1, Oi0, m-1(7_m-1,0 
L dk, k-1im, k-2Vm, k-1en, k-len, k-1 Z QT*ý k=m+1 
Now we conclude that 
Qmfm Pj, m-1 ýj 
- 
{2gjfj%mWo, 
j-1Mnj 
gjej [C. 0] 
[Cn0J 
( + ('YnmXj, m-1 + 
2gmfmým-1,0ijmZmn)Nj-1,0} (x. 13) 
where 
++ 
(+_-_fk\ 
l 
Wij = vk+ljAkinki C''14 
k=i Ek+l 
i_ 
= 
L(4+1 
- Ek)ii, k-1enknkO 
ý`i. 1r5) Xii 
k=i 
(Ek+l - Ekl zij =1J Vi+l, kejkejk 
(C. 16) 
k=i \ Ek 
and 
vii = jl 
h khkkfk = 4gkfkek with vi+1, i = 1. (C. 17) 
k=i k=i 
This concludes our calculation of the coefficients for j< m'. Since our main 
result for the energy loss spectrum requires only the Hertz vector coefficients 
in the beam layer, these calculations cover all required oefficients in energy 
loss study, which are 
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amp 
__ 
7nm Cm-1,01 
CYm 
[nO} [Em-1,0] 
and 
(C. 18) 
Qm' 2QmEm [Dnm] 
Qm' [a0] [c0] 
rynmW0, m-1 ECnml 
q '-ý 
[Cm] )1 
+ fmým-1, OZmn 
(C. 19) 
[Em-1,0] 
C. 2. Coefficients for j> m" 
For j= m", from Equation 4.13, we immediately have 
emu 7nm + 
[e7_1,0] 
9m 
_ -_ 
a;,, 
Tclp] 1-PM-1,01 + 
-9M 
and 
Qm, 
r 
_ 
ßm, 
= 
2gmEm 
_- 
[Dnm] 
Qmr, ýmý [nO] [c0] 
'%nm'VO, m-1 ECnml 
y r~+ 
[Cm-1,01 
+ fm 
m-1, OZmn [Em-1,0, 
C. 2.1. a; for j> m" 
Forj>m", we have 
t : im) + (im) - CYj =ßi11 Ckm« + li12 am'º 
Substituting Tii'"), T1zm), cam,,, and am,,, we obtain 
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T lim)amss 
rlnm 7- 
,, 
nm ([Öj_i, 
m] 
[ý! 
m-1 0] 'F 
[, 
1 m] 
[Em-1 
0] 
) 
[a] 
%nm %m 
Knm [a0] 
and 
Tllm)a- 
m= K2nm nm 
[j_i, 
m] 9m) 
2nm... 
j_ 7-l, m Knm 
So 
+ 7%nm 1nm aj - Knm [IEýnO] 
[aj_1,0] 
- 7j-l, m 
Similarly, 
a' 
r%nm 
nm 
rvnm ([] l 
where 
K. = 
1.41 
gm +Q 
[Fib, 
gm 
Then we have 
a' _ 
%nm 
'ynm `Cj-1,0, _IG, nO, 
ryj-l, m (C. 20) 
[IýnO] Knm [ti-1,01 L Aj-l, m 
The remining task is to simplify the Equation C. 20 as Equation C. 5. In 
Equation C. 20, aj involves 
W__ 
[c1,0] 
_ 
[no] j-i 
J nm _ [Ej 
-1,0,12 j -1, m 
210 APPENDIX C 
So 
Wj = Wj(1)9m - Wj(2)gm 
where 
wp) = 
[a0] 
[. 
_1, m] 
- 
[Dnm] 
`C. -1,01 [A'1,0] 
wj(Z) = 
[[cj_1,0] 
[Ej'1, 
mJ 
{E1 
1,0, 
Using Equations A. 8-A. 11, we have 
w, (l) 
_ 
-amýj_l 
[Dnj] [Cm_1,0, 
Om. j-l 
[c] [Cm_i, 
0] 
= Om, j-l 
[Cm-l, 
0] Mnj 
W (2) =- 
Om, 1-1 
15, 
il 
[Em-1,0, 
J Am, j-1 
[Önj] [Em_i, 
0] 
= -Om,, j-1 
[Em-1,0] Mnj 
So 
W3 = am, i-1 
([Öm-1, 
o] 9m + 
[Em-1, 
o] 9; 
) M3 
We then obtain 
aj =im Pm, j-1 
m-1'0 Mnj 
EJ L n0] 
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C. 2.2.37 for j> rn" 
From Equation 4.13, we have 
lCm-1,0 uj inm 
Qj [c0] [(! 
n0] 
Kj-1,0 Vi 77m-1,0 
+ Wn+l, m 
[ÖnO] 
- 
[c0] [a0] C"21 
[C, 
-1'0] wpm ) 
([E_1,0]) 
X jm 
Equation C. 21 involves 
Y" =W 
[ý'j-l, 
oI 
- 
(jm 
ý n+l, m 
[CnOl 
[Ej-1,0] x im 
Now 
-1 ++ 
(Wjm 
_7 
[ý 
ej-l, 
kc+ kmgm - 
ej-l, 
knkmgm 
jý 
dk+1, 
kým, k-1 +++ xjm k=m ýj-1, 
Amgm 
- ýj-l, knkm9m 
O 
dk, k-1im, k-2rk-1, m 
J-1, k-1 
k=m+1 
Substituting wj; and x into YY to obtain 
1 
`Cj-1,0) 
E)n, 
k-1 - 
ICno] E); 
-l, k-1 Y. 1 = dk, k-lrk-l, mim, k-2 
f 
k=m+1 [Ej-1,01 en, k-1 - 
1C 
0l cj-l. k-1 
n+1 
_ +E dk, k-1llm, k-2rk-l, men, k-1 
[C1-1,0ý 
k=, j+1 [Ej-1,0] 
The first matrix in YY is -X3. So we have 
212 APPENDIX C 
j 
Yj = 2gjr7m, j-1 
dk, k-177k+1, jrk-l, mVk, j-1Ak-1, o Mnj 
(k=m+l 
fn+l 
+ dk, k-177k-l, mrk-1, men, k_1 N, _ ,0 k-j+1 
Then Equation C. 21 is written as 
? O, m-1 11 Zý 
Koj-1 770, M-1 
[c0} [ö 
0] 
J 
where 
Zj 
U-7 
° "- 'Ynm + Yj 
Using Equation C. 11, we split Zj into three parts: 
Zj = Zj(l, m) + Zj(m+lj) + Zj(i+1, n+1) 
where 
m_ 
Zj`1'm) = 2Mnjý'nm 
L dk, k-1gkck-1i0, k-2Akj-1Ak 1,0Ak 1,0 
k=1 
Z, (m+l, j) = 2Mnj; ). m 
dk, k-1Qkck-1ý%o, k-20kj-lAk 1, onk 1,0 
k=m+1 
J 
+ 2gj17o, 
m-1t7m, j-1 
[ö0} Mnj dk, k-lrk-l, m77k+l, jVk, j-1Ak l, o 
k=m+1 
n+l 
Z, (j+l, n+1) =N j_l 'o 
'Inm1, dk, k-1%, k-2Äk 1, oen, k-1 
k= j+1 
_ 
n+l 
_ + 770, m-1 
[C0] Nj-1,0 E, dk, k-177m, k-2rk-l, men, k-1 
k-j+1 
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The Zj(m+i, j) and Zj(j+1, "+1) are still complicated. We now further simplify 
them. Combining terms, we have 
Z, (m+1ý9) = 2gjj0, j_1Mnj x 
dk, k-1%k+l, jvk, j-lnk-1,0 
(9m7t_i, 
0 + 
[aoI rk-1, 
m) 
k=m+1 
and 
n+l 
Nj_1,0 dk, k-1i0, k-2en, k-1 
(%m_ 
k-1,0 + 
[(_n0] rk-l, 
m) 
k=j+l 
The terms in brackets above can be simplified by substituting rynm, Ak i, o 
and rk-1, m and using Equations A. 8-A. 11: 
+1 rymmýk-1,0 
[(n0] rk-1, 
m = 2Q 
Vm, k-lým-1,0en, k-1 
m 
So we obtain 
Z. (m+l, j) = 
q) M tý +d A+ Ö- njý0, j-1 mj-1ým-1,0 k, k-lýk+l, j k-1,0 n, k-1 
m k=m+1 
and 
n+l 
_ Z, ý7+1, n+1) = 2- 
Nj_1,0 m-1,0 E dk, k-1770, k-2vm, k-1en, k-1e, k-1 
"z k=j+1 
Collecting together all terms gives for j> m" 
__ 
Em Prn, j-1 {2qj6jf, 2... 
ioZjnNj... i, o Ei [ü. o] 
[c0} 
+ (2qmy; mtmjWo, m_i + 
ým-1, OYm, j-1)Mnj} (c. 22 
where Zjj and Wtj are defined by Equations C. 16 and C. 14 and 
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Yj = 
ý(Ek+l 
- (k) k+2j+1enkn 0 
k=i 
We have therefore obtained all the Hertz coefficients (both for j< m' and 
j> m") and simplified them as far as possible. 
APPENDIX D. 
NON-RELATIVISTIC CASE FOR PARALLEL 
INCIDENCE 
In Chapter 4, the retarded dielectric theory for parallel incidence was developed. 
Here, we carry out a classical calculation in order to obtain a simplified expression 
for work done. 
D. I. Scattering geometry and potential equation 
The scattering geometry is similar to that described in Chapter 4. Starting 
from Maxwell's equation 
V"D= pleo 
one obtains the potential equation in the ith region 
p (D. 1) 
E0f 
If the electron travels in the x direction, the charge density is 
p(x, y, z, t) = QS(x - vt)6(y)6(z - zb) 
Fourier transforming Equation D. 1 with respect to xy and t, one obtains 
dd 
0t 
- k20, = 
27rQÖ(w 
- kSv)b(z - zb) (D. 2) Foci 
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The solution of this equation can be written as 
ýý _ Oib(k. v - w) 
where 
ý; = A; ekt + A= -kz (D. 3) 
where the coefficients At are to be determined from the boundary conditions 
at surfaces and interfaces. Moreover, the boundary conditions at the position 
of the beam are 
Wm , 
Iý rr 
sb + 
= Wm 
s6 
and 
d&" 
- 
dam' 29rQ 
dz 1+ dz COEm sb zb 
D. 2. Recurrence relation 
We rescale the coefficients A° as follows: 
aQ _-k; 
co- Aveok:; _, with as =_ 
kEOEO 
Aý Qir Q7r 
Then, applying boundary conditions at (i -1)th interface we obtain a recur- 
rence relation between j- 1th and jth layers in the form 
(at'\ 
_1( 
h_1f1.1 a1 
(D. 4) 
ai h'sfi-1 hii-l 1 t-1 ai-1 
where 
E_ + cc, and I, = eIai 
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Note that the accent - is used in order to distinguish the classical quantities 
from similar ones used in the normal and parallel retarded calculations and 
the anisotropic calculation. The coefficients in the subregions on either side 
of the beam are related by 
QmP? am? 
am-it am-P, 
e-k(=b-tm-1) 
_ek(zb-zm_1) 
(D. 5) 
So combining Equations D. 4 and D. 5 to obtain 
ai 
=1 
hi 
-1 Ji 1 
hii-1 
+s 
9+ (D. 6) 
CYi hi f? -1 
h'ii-l fi-1 hii-1 ai-1 9m 
where 
9m = eak(zb-z, _i) 
D. 3. Scattering probability 
As in Section 4.5, the work done for electron travelling in mth layer in x 
direction against electric field is 
dWQ 
3 
JfEx(kxkvzbw)j dkydw dT (27r) v k1 w/v 
where 
EE(k 
,k, Zb, W) = -ik 
(Ae': e + A-e-kzb/ 
so 
Q2 
__22 
rý 
hhwdw1 
00 
Im 
amgm '. ý" am9m (D. 7) -ix- 2 27f E0hv JO "/0 kern 
For an n-layered slab, with the beam in the mth layer, the scattering proba- 
bility is expressed as 
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d2P Q2 I m(d(fi;., )dx 27rzeo i2v2 
j°° ým) ) (D. 8) 
where 
X( (n) _ 
Cfm9m + am9m 
%Cfm 
(D. 9) 
The remaining task is to find the coefficients c4 and cr;. Repeatedly apply- 
ing recurrence relation D. 6 from external region 0 to external region n+1, 
and using the boundary conditions at infinity, one obtains 
[Dnml 
9m - 
[Cnm] 
9m 
(hmm ... 
h_ )(fm-1 ... f011 ý [Cno] 
Then, applying recurrence relation D. 6 from region 0 to the layer of the beam 
and substituting aö , we obtain 
am Dnm, mm 
[cm-10 
am 
[Cn0, [Em-10 
so 
am9m +a 9m = [C0] 
({bnm] 
9m - 
[Cnm] 
9m) 
(`Cm-101 
9m + 
[Em-10, §m) 
Defining 
7nm = 
[Önm] 
9m - 
[bnm] 
9m 
and 
ým-30 [E+º+-10,9m + IOM-101 9m 
then 
or ++ 
L. ý 
am9m r- 7nmCm-10 ý! 
n0 
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So the energy loss function can be written as 
X(m) _ 
7nmCn-10 (D. 1O) 
kfm [c0] 
D. 4. Comparison with retarded case 
We first rearrange the classical answer. Substitutingry and m ým_io into 
Equation D. 10 and expanding it, one obtains 
(n) 
_1 
9m 
[Dnm] ým-10 - 9m 
[Em-10 
1'nm 
(x)m 
classical kE m 
[(in0] 
Now we can attempt the c --' oo check of the relativistic answer (see Equation 
4.28): 
z-+ 
X( n) _v-1 
%nmým-10 
C2 Cm qm 
[(%n0, 
+ [ýQ] [c0] 
(f, 
_1,0ý_1,0Zmn - 
ýYnmýYnmWOr-1 D"12 
Taking the limit c -º oo, first term becomes -1/k6,,, as found in Equation 
D. 11. Therefore, 
(x)400 
= -kE +Al +A2 
m 
where 
Al = 
2k 
fm {FOm-1(2k)m9m} {kmým-1,0} Zmn 
FOn(2k)n+lkn+1 [Cnoj 
and 
A- 2k (Fmn(2k)'+'-'ý- ryWO2 
FOn(2k)n+1kn+1 [0] G'nm} 
{kn+1_m; 
m} , m-1 
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where 
i 
2 Fi, _IjR k=i 
Znm and j'ö,, -, are 
the c --l, 00 limits of Zmn and Wom_l, which are 
Zen _E 2n-mk2(n-m)Fm+l, n 
[Dnm] 
m 
and 
1 
2m-lk2m-2F 
, m-1 
=E Om-1 
[Em_i, } 
m 
So 
A_ 
[bnm] 9mým-1,0 
l kEm [ö0] 
and 
A2= - 
[Em-1,0] 
9m5%nm 
kfm [c0] 
Thus 
Jim ý'(m) = 
(X)cjusicai Jim 
APPENDIX E. 
DERIVATION OF Loss FUNCTION FOR 
A. NISOTROPIC SLABS 
This appendix will derive the energy loss function for an electron travelling normal 
to the interfaces of anisotropic slabs. 
In Chapter 7, "simplified" expression for work done (Equation 7.16) and 
the scattering probability (Equations 7.17 and 7.19) was given without any 
details. Calculation of the bulk contributions is straightforward and need 
not be given here. In this appendix, we will derive the contributions from 
surfaces and interfaces starting from Equation 7.15. 
Q n+l Zi «bdy =3ff J_ dc'dkxdkv 
f2i-I dz q° As eý9ý (E. 1) (27r) 00 i=0 
(a=± 
is boundary contribution. The work done can be written in terms of energy 
loss function, 
Wbdy 
4ý 
QZhv2 f 00 00 00 dkx J dky f (hw) dwImXbdy 
00 oo () 0 
where 
nf {ý2 
Xbdy =W 
ilce 
'i- 
ý3 J3+ ý3 
- 
(Cký 
'i- CYO - an+l, 
1=1 ý 
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W Wp +n Wi +- Wn+l - 
uz 
[pö 
ýo + 
j=i pf -> b> 
- ýaý + ýý) p2 
an+n+l 
iw /£o +n Li aj 
j, 2- CYO + Kn+l 
V lpo j_1 pj 
fibj pn+1 
It is convenient to start from the quantity Xay [O0] icy/v. To calculate this 
quantity we need to add together contributions from external and internal 
regions. Starting from Equation E. 1, we have 
W iw 
Jibdy 
[(! 
n0] 
1W/'V = X1 - ;j X2 + ;v X3 
where 
n 
X1 = 
[Öno} 
ap +E Rj - 
[O0] 
an+l 
j=1 
woad [n wj + [(: %, ] Wn+1 
Po j=1 pj Pn+l 
and 
No 
.} 
Nj kn+l 
X3 = 
[c0] 
Pö 
aý + 
j=l 
nj 
Rj - 
LCn0J p2 
n+l 
where 
Jajfj +oaf Rj fO0]l 
+ -Ca+ 
+aaj)J 
l1ý 
Substituting ajl and a; into R7 and using Equations A. 12-A. 19 together 
with the notation 
1 if a=+ 
Ei 
33) 
ICS if a=- 
one obtains 
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_ 
(La+-' -v 
-A 
-v o 
(%mn 
- 
e[Xiioý +- Bý+io - 
AO' 
7o 
ýYiný 
rý 
where 
j-1 
6arij E ýk+lj { 
k0] 
k=0 
and 
n 
Bj = Aj-1,0 
F 
, 
ýjk ['k] 
k=j 
Now we can split R7 as 
_Ü_ - VP' 
rj 
where 
U; = r? +ýÄý°-i Aj'1-r, OR 
and 
[; ] 
So we have 
+ + , +) 
L: (ü- [ano]a; +i) ill = 
[]a-1 
j=1 j=1 
woao n wj +n w9 + Wn+l X2 = ([o0I 2- Zvi +sÜ -" [6nO] 2 0, n+ Po 2=1 pj 1=1 pj Pn+l 
and 
fn 
X3 = L(! n0ý p2 
a0 `n 
E(3) 2 
vý 
Lý 
E(33) 2 
vj -[ß'n0, 
K2+1 
an+l 
j=1 ý Pi i-1 ? 1ýj Pn+1 
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Following similar methods as isotropic normal calculations, we obtain 
nn [O 0] a0 -u njO 
[c;; ] 
j-1 j=0 
n 
Uj - 
[Oo]c; 
ý1 =- 
enj [X 
j0, 
j-1 j=0 
[( 'no] i- Vj 
Et tiä-1 - 
[kkn] Ako 2 Po f-1 p1 j=1 k=O Pk 
n [a0] -- 'n+Gn+1 
- 
[] en, 
k-1-i=i pPn+l j=1 k=1 Pk 
n n-1 s 
ýö + (33) 2 
VT E B+irj+li 'E 
KZ 
nko ['k] 
PO 7=1 Ej pj j=0 k_0 Pk 
and 
1 Kn+1 
_+ 
rKk + 
Eý33) 2 
vT - 
[Cno, 
P2 
- Al T i+lj - Lý 2 
en, 
k-1 
1 pj P+1 j_1 k_1 Pk 
where 
_ 
GJ Wi 
tji 2? 
PJ Pt 
and 
_ (33) 
1_1 
rýý = Ki (33) 2 (33) 2 EjPj Ei PI 
Collecting all terms together, we have 
Xbdy 
[(! 
n0] 
1W IV= Xdouble + Xeingle 
where Xdoble is consists of "double sum terms" and X. ing1e "single sum terms". 
For Xdoblewe can further split it into two terms 
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(1) (Z) 
Xdouble = Xdouble +Xdouble 
where 
n 1fl( 
Xd uble v2 j 
j=1 k=j 
and 
(2) Wn 
j-1 
Xdouble =v Jk+1j 
{d] (Onjt7-ýlj 
+ 11Ienjrj+lj) 
j=1 k=0 
Similarly, we split Xsingle into terms 
i s Xsingle = Xsingle + Eisingle 
where 
Wn 
Xs n le = A+ 
W+ )B 
v['k] k0 2 
k-0 Pk 
n 
r- Kk -ZV 
k=O 
kn] Ak0 2 
n+l Wk 
P k=l k 
n+l 
k r+ 
k-1 [-] Qn Lý , k=1 k 
and 
(2) n Xsingle - 
1: ('k0, Onk + 
[Ykn] Ak0) 
k=O 
We first look at the Xdoble. It can be shown that 
At ivA- j-i, ori,. i-i - -(iv) 1A2 ß, 0J 
and 
tj+ij + ivE)+. nj njrj+lj = (iV) jn 
llý: 
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So we have 
n 
1 1: [ý , [S 
Xdouble -vL 
ý) [kn 
j. l k=j 
and 
j-1 
Ist] IYn, 
Xdouble =vE ýk+1,7 
j-1 k-0 
Changing the indices, we finally obtain 
n-1 n 
'double = 
lW 1: 1: : ý1+l, 
j 
[xk0] [f"jon] 
V k=Oj=k+lo=f 
This is very close to our final result; it just lacks the "diagonal terms" with 
j=k. We will now show that Xsingle reduces to these diagonal terms. We 
Split Xsingle as 
(1) 
_W 
V2( 
(11) (1 2) 
Xsingle 'v Xsingle - lvkaingle 
where 
(11) 
n [fk+n ' "wX 
smgle =[ 
k=O 
1 
(ý kOpk 
and 
(12) Ä_ 
ile - 
[I'; } k0k 
k=0 
n+l 
k 
-n, k-1 2 
E [xIe- 
k=l Pk 
n+l 
+ Kk [x; -1,0] 6n, k-1 y k=1 Pk 
Substituting [1,0J, [Y+], Mo and en k_1, we have 
(11) jý [an, 
1+1} f[Ck-1,0] 
CS+k+1_ 
'i- 
Sk+ 
ýkýk+l Xeinie=2 ) 
k=0 Pk Pk+l 
- 
[Dn, 
k+l] fk 
[('k-1,0, (Sk, k+lwk 
+ 
Sk+l, 
kwk+l 
Pk Pk+l 
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+ (k 
21Wk 
+ 2kwk+l 
Pk Pk+1 
J 
- 
[Dn, 
k+l, 
[Ek-1,0] (Sk, k 21wk + `ýk+12kWk+1 
Pk Pk+1 
J 
and 
(12) (ný 2 'sk k+1Kk 
Sk+l, 
kkk+1 
ýlsingle - Lý 
[Cn, 
k+l] fk 
[Ck-1,0, (22J 
k-0 Pk pk+l 
- 
[bn, 
k+l] fk 
[(ýk-1,0, ýSk, k+lýk + 
Sk+l, 
kýk+l 
2 Pk Pk+1 J 
- 
{ä, 
k+1} 
[Ek-1,0, (Sk k+1'k 
+5 +1, k'ck+1 
Pk Pk+1 J 
+ 
[bn, 
k+l] 
[Ek-1,0] 
t 
Sk, 
k+lýk 
_ 
Sk+1, 
kKk+1 
22 \ Pk Pk+l 
J 
It can be shown that 
Sk, 
k+lwk 
Sk+I, 
kWk+1 
_12 
Wkrk, k+l Wk+lrk+l, k 
Pk 
+ 
Pk+l v 
tk, k+1 '+' Pk 
+ 
pk+1 
1Sk, k+1Wk 
Sk+l, kWk+1 Wkrk, k+1 wk+1Tk+1, k 
Pk Pk+1 Pk Pk+1 
Sk, 
k+1! k 
Sk+1, 
kIk+1 1 
lick Kk+l 
2+2= 
tk, k+l 2-2' QTk, k+lrk+l, k 
pk Pk+1 V Pk Pk+l 
and 
, 
'ck lCk+l Skk+lkk 
- 
Sk 
} l, kKk1 
_1 
Pk pk }1 v 
tk, k+l pk + 
Pk+l 
- ark , k+lTk+l, k 
(11) (12) 
Adding together Xaingle and -ivXingie and we have 
v2 (1) 
_ 
(la) (16) 
w Xsingle = Xsingle 
+ Xsingle 
228 APPENDIX E 
where 
n 
Xsingle =UL tk, k+1([Cn, k+l] 
fk [Ok-1,0] - 
[Dn, 
k+l] fk 
k=O 
+ 
[Cn, 
k+1] 
[Ek-1, 
o] - 
[bn, 
k+1] 
[Ek-1,0] ) 
n 22 1v Tk, k+lrk+l, k 
(- [Cn, 
k+1] fk 
[ak_I, 
0] - 
[Dn, 
k+1] fk 
[Ok_1, 
o] 
k=0 
+ [en, k+l] 
[Ek-1,0] + [bn, k+l] 
[Ek_l, 
o]) 
and 
n 
le 
[Ok_1, 
O] + 
[Dn, 
k+l] 
[Ek-1,0])Ik 
Xsingle =ý 
I( [(ýn, 
k+l] 
k_0 
([Dn, 
k+l] fk 
[10k-1,0] 
+' 
[(ýn, 
k+l] 
[Ek-1,0]) Jk 
T 
with 
Ik 
Wkrk, k+l 4k+1rk+1, k + tk k+l 
K+ k 
-- 
Kk+l 
2222 Pk Pk+l Pk Pk+l 
and 
(wkrkk+1 wk+lrk+l, k Kk kk+l 
2+2- 
tk, k+l 2-2 
Pk Pk+l Pk Pk+l 
According to the definitions of Sj'j, i and r3;, we have 
Sor 
1 
-tja ar; i v 
It can be shown that 
1 
tk, k+1 + O'Tk, k+lrk+l, k =2 
(S +1, 
k'Sk, k+1 + Sk+l, kSk, k+1) 
So we obtain 
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n 
als ngle = 
iv 2 ([S ] [Y n] + 
[XkO] [Ykn] 
/ 
k=0 
This is the term we were aiming for. So 
1Q nn 
1, 
Xdouble +j X(ingle) = L: 
Zý Zkj? k+lj 
[5 J ri i (E. 2) 
\ k=Oj-k o-f 
The right hand side of Equation E. 2 is, in fact, our final result for Xbdy. But 
to prove this, it is now necessary to show that Xsngýe =0 and Xsiagle = 
Substituting rk, k+l, rk+l, k, tk, k+i, and tk+l, k, we have 
_ 
Wk 
- 
Wk+1 
Ik =h 
+1, 
k 44 
Pk Pk+l 
Wk 
_ 
Wk+l 
Jk = hk+l, k 44 
(Pk 
Pk+1 
Hence 
n 
(16) E Wk wk+1 x Xaingle = Lý p4 pk 1 k=O + 
1h +l, k 
([(n, 
k+l] fk 
[('k-1,0] 
+ 
[bn, 
k+1] 
{Ek_l, 
O}) 
+hk+l, k 
([Dn, 
k+l] Jk 
[(k-1,0, 
+ 
[(%n, 
k+l, 
[Ek_l, 
O])} 
n Wk 
_ 
CJk+l 
`I 
Ono, 
=0 44 
k-0 Pk 
Pk+l 
Now we look at Xsingle. Substituting 
6; 
,k and using the definitions of 
[S} and 
{J, we have 
2+ 
Xsingle =- !ýf 
[Cn, 
k+1] 
fk [Ok_1, o] 
(Sk+1, 
k + 'Sk, k+1) 
k=O 
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- 
[b, 
k+l] Jk 
lI_i, 
o] 
(Sk+l, 
k 'ý `Sk, k+l) 
+ 
[n, 
k+I} 
{Ekl, 
O] 
(S 
+1, k 
+k k+l) 
- 
[Dn, 
k+l] 
[Ek_l, 
OJ 
(E+l, 
k + 
Sk, 
k+l) 
} 
Furthermore, it can be shown that 
p1 
'Sk+1, k + Sk, k+l = ahk+1, k 
k 
(-(313)- 
fk 2k Ek+ 
A_ 
iS 
5k+1, 
k + 'Sk, k+l = -ohk+l, k - 
Ek33)pk Ek+1Pk+1 
So 
n11 
Xsingle =-Z (33) 2 (33) 2 
[ü. 1 
= 
k=O Ek Pk Ek+1Pk+1 
Collecting all terms together, we finally obtain 
nn 
Xbdy = Zkjýk+lj 
[5: ] rf! 
'nl [c0} o=f k=O j=k I. J 
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