Geographically weighted regression (GWR) has become popular in recent years to deal with spatial autocorrelation and heterogeneity in forestry and ecological data. However, researchers have realized that GWR has some limitations, such as correlated model coefficients across study areas, strong influence of outliers, weak data problem, etc. In this study, we applied Bayesian geographically weighted regression (BGWR) and a robust BGWR (rBGWR) to model the relationship between tree crown and diameter using observed tree data and simulated data to investigate model fitting and performance in order to overcome some limitations of GWR. Our results indicated that, for observed tree data, the rBGWR estimated tree crown more accurate than both BGWR and GWR. For the simulated data, 74.1% of the estimated slope coefficients by rBGWR and 73.4% of the estimated slope coefficients by BGWR were not significantly different (α = 0.05) from the corresponding simulated slope coefficients. The estimation of model coefficients by rBGWR was not sensitive to outliers, but the coefficient estimation by GWR was strongly affected by those outliers. The majority of the coefficient estimates by rBGWR and BGWR for weak observations were not significantly (α = 0.05) different from the simulated coefficients. Therefore, BGWR (including rBGWR) may be a better alternative to overcome some limitations of GWR. In addition, both BGWR and rBGWR were more powerful than GWR to detect the spatial areas with non-constant variance or spatial outliers.
Introduction
Most tree or plant communities display some degree of spatial structure in the form of geographical patchiness or gradients. Trees or plants at close distances interact to each other (e.g., by competition) more than those farther away (Legendre & Fortin 1989 , Legendre 1993 , Fortin & Dale 2005 . In forestry, young stands commonly exhibit positive spatial autocorrelation due to micro-site patchiness, whereas the competition among trees promotes negative spatial autocorrelation (Reed & Burkhart 1985 , Fox et al. 2001 ). In addition, spatial effects (i.e., spatial autocorrelation and heterogeneity) in tree or plant communities may exist at multiple spatial scales and for many variables (Wiens 1989 , Levin 1992 , Ma et al. 2012 , Ma & Zhang 2015 . Thus, incorporating spatial effects into statistical data analysis and modeling requires creative approaches to describe real-world systems (Green et al. 2005) . In the last decade, researchers are increasingly interested in understanding the causes and consequences of spatial autocorrelation and heterogeneity in ecosystem functions (Lovett et al. 2005) .
When spatial autocorrelation and heterogeneity exist in forestry and ecological data, the independence and homogeneity assumptions of traditional statistical methods, e.g., ordinary least squares (OLS), may be violated (Green et al. 2005 ). In recent years, different spatial models have been developed to deal with spatial effects in the relationships between variables. Based on the spatial scales used in the modeling process, spatial models can be categorized into global and local models (Haining 2004 , Schabenberger & Gotway 2005 , Lloyd 2006 ). Global models, such as linear mixed models and spatial autoregressive models (Zhang et al. 2009 , Meng et al. 2009 ), assume that spatial variation is the same everywhere. Thus, a single model is developed using the whole data set and is used for the entire study area. Commonly, a global model requires a device to model spatial autocorrelation among observations in neighboring locations, through either a covariance matrix that can be estimated using a variogram or spatial weight matrix based on spatial proximity of neighbors (Lu & Zhang 2010 , 2013 . Obviously, global models do not well represent spatial variations at any individual location and may not be effective to deal with spatial heterogeneity.
In contrast, local models, such as geographically weighted regression (GWR), fit a regression relationship for each spatial location using the neighbors within a given bandwidth (Fotheringham et al. 2002) . In recent years, GWR has been applied in various disciplines, including ecology, forestry, real estate, and healthcare (McMillen 2003 , Subedi N et al. -iForest 11: 542-552 Foody 2004 , Zhang & Shi 2004 , Lin & Wen 2011 . Local models are more useful to explore locational spatial variation (heterogeneity) in the relationships between variables. In forestry and ecological studies, local models can be a useful tool for evaluating, testing, and modeling the influence of micro-site variation, competition status, growth potential, and management activities on trees or plants. Further, these local model coefficients and model fitting statistics can be readily displayed using GIS or graphic packages to explore local "hot" or "cold" spots across the study area (Zhang & Shi 2004) .
However, researchers have realized that GWR has several limitations: (i) lack of a unifying approach to estimate local coefficients; (ii) incorrect estimates of dispersion of model coefficients, as GWR utilizes the same sample data observations (with different spatial weights) to produce a sequence of parameter estimates for all locations in the space. Consequently, the estimated model coefficients are dependent across spatial locations, and the correct expression for the variance of local coefficients could be non-linear; (iii) the influence of outliers (i.e., unusual data observations on Y-axis), because local coefficient estimates can be strongly affected by a single outlier; (iv) weak data (i.e., any observation with insufficient neighbors within its effective bandwidth) problem, especially if the "pre-selected" bandwidth is small; and (v) assumption violation of homogeneous error variance (LeSage 2004 , Wheeler & Páez 2010 .
To overcome the limitations of GWR, a Bayesian approach was proposed to estimate the local regression coefficients, namely Bayesian geographically weighted regression (BGWR -LeSage 1997 . BGWR introduced the concept of parameter smoothing, which polls the strength among observations. In other words, parameter smoothing defines the relationship between the local regression coefficients of a subject location and the local coefficients of other locations in the study area. Further, a robust BGWR (rBGWR) was also introduced to deal with problems in data such as outliers and weak data (LeSage 1997 (LeSage , 2004 .
However, BGWR requires the use of Gibbs sampler, a Monte Carlo simulation, to estimate its parameters. The Gibbs sampler (Gelfand & Smith 1990 , Gelfand 2000 is one of the most frequently used methods of Markov Chain Monte Carlo (MCMC). It generates random samples from a (marginal) probability distribution indirectly, without the need to calculate the density itself. By simulating a large enough sample, the sample characteristics such as mean and variance can be computed to the desirable degree of accuracy (Casella & George 1992 , Banerjee et al. 2004 ). Gelfand & Smith (1990) demonstrated how such methods can be useful for a variety of Bayesian inference problems.
To date, limited studies have used the BGWR methods. LeSage (2004) compared GWR and BGWR with econometric data. Furutani (2004) used BGWR to study land prices in Yokohama, Japan. Similarly, Clifton & Romero-Barrutieta (2006) used BGWR to study the role of geography and institutions on growth and development for a region of the United States. However, we are not aware of any applications of BGWR in the fields of ecology or forestry. The objectives of this study were to: (i) fit a relationship between tree crown area and diameter at breast height (dbh) for observed data and simulated data using GWR, BGWR, and rBGWR; (ii) compare model fitting and performance of the three modeling methods; and (iii) investigate the usefulness, advantages, and limitations of BGWR and rBGWR in handling outliers and weak data problems.
Theoretical background

Geographically weighted regression
A linear regression relationship between variables can be expressed as (eqn.1):
where Y is an n × 1 vector of the response variable, X is an n × p matrix with a (first) column of one and (p -1) explanatory variables, β is a p × 1 vector of model coefficients, and ε is an n × 1 vector of random error term with i.i.d. N(0, σ 2 I), where I denotes an n × n identity matrix. Traditionally, the relationship represented by eqn. 1 is assumed to be universal or constant across the geographical study area. Now suppose that we have a set of locations si (i = 1, 2, …, n) with geographic coordinates. The underlying model for geographically weighted regression (GWR) can be expressed as (eqn.2): (2) where Y and X are defined as in eqn. 1, W(si) is an n × n diagonal matrix of spatial weight, β(si) is a p × 1 vector of model coefficients associated with the subject location si, and ε(si) is an n × 1 vector of random error term with i.i.d. N(0, σ 2 I) associated with the subject location si. The aim of GWR is to obtain non-parametric estimates of the regression model for each geographical location si. This can be achieved by using neighboring observations near location si as follows: (i) find a point at one particular location si; (ii) compute the distance-based spatial weight matrix W(si); and (iii) estimate the model coefficients using weighted least-squares regression (Brunsdon et al. 1996 , Fotheringham et al. 2002 3):
where T is the transposed matrix and the other terms are as defined above. Further, using the analogies of local information matrix and hat matrix, Fotheringham et al. (2002) gave the following expression to compute the asymptotic variance of β(si) (eqn. 4):
where
Unfortunately, this expression is incorrect for variance of local coefficients (LeSage 2004 , Wheeler & Páez 2010 .
The spatial weight matrix W(si) is a function of the distance between the subject location (si) and neighboring observations (sj), and determines the influence of the neighbors on the parameter estimation of local regression coefficients. Three weight functions are commonly used to compute the spatial weight matrix, including Gaussian, exponential, and bi-square weight functions (Fotheringham et al. 2002) . The bandwidth of the weight function is either fixed (i.e., Gaussian and exponential functions) or variable (i.e., bi-square function - Guo et al. 2008) . The "optimal" bandwidth can be determined using the cross-validation (CV) method, the Akaike's information criterion (AIC) or pre-defined by the researcher (Farber & Páez 2007) .
Bayesian geographically weighted regression
The underlying model of Bayesian geographically weighted regression (BGWR) is the same as that of GWR in eqn. 2. However, the model error term ε(si) assumes to vs-i1 , vs-i2 , …, vs-in ) is an n × n diagonal matrix. Basically, V(si) represents a set of nonconstant variances across space and needs to be estimated from the data. BGWR requires the use of a parameter smoothing specification, which is a mathematical function representing the relationship among spatially varying coefficients. For example, a distance smoothing parameter specification is as follows (eqn. 5):
where ws ij represents normalized distancebased spatial weights, i.e., sum of row vector (ws i1 , ..., ws in ) is unity and assumes ws ij = 0. The stochastic variation term
] . Note the variance of υ(si) contains a scale factor δ 2 which quantifies the amount of variation among the local coefficient vector β(si). The role of this scale factor in estimating local parameters will be discussed later. The parameter smoothing function and assumption of heterogeneous variance ensure that BGWR captures spatial heterogeneity and autocorrelation. On the other hand, these assumptions add complexity to the modeling process. Thus, a Bayesian approach is required to estimate the model coefficients. The likelihood of BGWR iForest 11: 542-552
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.., win  Ip) and γ T = β(si), ..., β(sn). Note that when V(si) = In, and δ = ∞, both X(si)
are zero and the BGWR model is reduced to the GWR model. Using eqn. 6 and the distribution of υ(si), the conditional distribution of β(si), given δ, σ(si), V(si), and γ, is a multivariate normal and can be expressed as (eqn. 7): (7) where δ, σ(si) and V(si), are hyper-parameters (i.e., the parameters of prior distributions), and γ represents the value of other β(si) for observations j≠i. Geweke (1993) proved the existence of the posterior density and moments of this model.
Choosing a prior distribution or prior information for the hyper-parameters is an important issue in Bayesian inference, as it may be sensitive or robust to the choice of the prior distribution (Congdon 2006) . In this study, the conditional prior distributions of the BGWR hyper-parameters (i.e., δ, σ(si) and V(si)) are as follows:
(1) The conditional prior distribution of scale factor δ (eqn. 8): (8) where a and b are the Gamma distribution parameters. The mean and variance of the Gamma distribution are a/b and a/b 2 , respectively. Alternatively, the conditional prior distribution of δ is χ 2 (np), such that (eqn. 9):
Note that the value of δ is very important for defining the relation of β(si) with other neighboring β(sj), j≠i. When the inherent dispersion of the GWR parameters is large for a given data set, it will require a larger δ value to fit BGWR (LeSage 2004). A very small value of δ imposes the constraints on the variation of parameters β(si), and it becomes a distance-weighted linear combination of neighboring β(sj). In contrast, a larger value of δ allows the parameter β(si) to be estimated from the data and less influenced by other neighboring β(sj). As a result, an informative prior for δ is chosen in this study. It can be estimated using an empirical Bayes method (Carlin & Louis 2000) . Once the estimate is obtained, we can choose a set of values of δ (e.g., multiply by some constants such as 0.1, 0.25 and 0.5) to explore the interaction of the scale factor with the variation of estimated local coefficients.
(2) The conditional prior distribution of σ(si) (eqn. 10): (10) where ε(si) = Y(si) -X(si) β(si), and m denotes the number of observations with non-negligible weights. Hence, the posterior distribution of σ(si) is χ 2 (m). It is a squared sum of m independent variables with standard normal distributions.
(3) The conditional prior distribution of V(si) (eqn. 11): (11) where r is a hyper-parameter that controls the amount of dispersion in the V(si) estimates across the observations. This type of prior has been used previously (Lindley 1971 , Geweke 1993 , LeSage 1997 . The motivation for assigning this prior to V(si) is that the mean of prior equals unity and the prior variance is 2/r (LeSage 2004). Thus, introduction of a single hyper-parameter r can generate n 2 parameter estimates. However, in order to constrain V(si) in relation to ε(si) and σ(si), the following conditional distribution is used to generate the posterior samples of V(si) (eqn. 12):
(12) which provides greater flexibility to vij (the j th diagonal of V(si)), depending on how close the prediction for the j th observation was while calibrating the local parameters for the i th subject location. Given the likelihood function and the conditional prior distributions of BGWR hyperparameters, the posterior distribution of β(si) is simulated using the Gibbs sampler (Gelfand 2000) . As there are a large number of parameters in each draw (iteration), two approaches can be adopted to simulate the model parameters. In the first approach, the parameters are estimated sequentially for each observation in each simulation draw, and it will be computationally very expensive. In the second approach, the parameters are individually simulated across all draws (iterations) for every observation. One limitation of this approach is that there will be no parameter smoothing relationship. However, a robust parameter estimation (i.e., insensitive to outliers) can be implemented by this approach. The rBGWR uses an independent Student-t linear model, and the parameter estimation is powerful enough to handle outliers and to address robustness concerns in practical settings (Geweke 1993) . In addition, this approach is computationally very efficient. Hereafter, this simplified Gibbs sampling approach with robust parameter estimation will be referred to as rBGWR.
Data and methods
We briefly discuss the observed data and simulated data, crown area regression model, model fitting process for each method (GWR, BGWR, and rBGWR), and the evaluation of the three methods.
Ontario softwood data
The observed data used in this study were a subset of the stem map data of a mature, second growth, uneven-aged softwood stand located near Sault Ste. Marie, Ontario, Canada (Ek 1969 Koch), and white birch (Betula papyrifera Marsh.). The information on measurements included tree location (coordinate), diameter at breast height (dbh), total height, and crown area (crown) for trees dbh > 8.9 cm (Zhang et al. , 2009 ).
Tab. 1 shows the descriptive statistics of tree dbh and crown, as well as their spatial autocorrelation (Moran's I), relative spatial heterogeneity (SH%), and nearest-neighbor distance (Zhang et al. , 2009 . Fig. 1 illustrates the stem map of trees with circle size proportional to the tree dbh. Note that the Ontario softwood data had some special features: (i) clustered spatial pattern of trees; (ii) large variation in tree dbh (e.g., potential outliers); and (iii) large gaps between trees in the upper portion of the iForest 11: 542-552 544
Tab. 1 -Descriptive statistics of observed tree data (Ontario softwood stand). Moran's I and SH% were calculated at lag distance of 4.48 m and 2.24 m, respectively. 
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Subedi plot (e.g., potential weak data observations).
Regression model
Based on the relationship between tree dbh and crown in the data, we chose the following linear regression model (eqn. 13): (13) where crown is the tree crown area (m 2 ), dbh is tree diameter at breast height (cm), β0 and β1 are regression coefficients to be estimated, ln is the natural logarithm, and ε is the model random error. The crowndbh relationship was used in this study because crown is considered the "engine" of a tree, but it is difficult and time consuming to be measured in field. However, we emphasize that we did not intend to develop a predictive crown-dbh model. Rather, we attempted to demonstrate that BGWR is a flexible alternative modeling approach which can be used to investigate spatial heterogeneity in the relationships between response variable (tree crown) and covariate (dbh).
Simulated data
To objectively verify the performance of BGWR, a simulated tree data set with geographic coordinates, tree dbh and crown area, and known local regression coefficients was generated for each tree. The procedure of generating the simulated data is as follows:
(1) The AMORPHYS software (Valentine et al. 2000) was used to generate tree locations with a clustered spatial pattern. The clustered spatial pattern was chosen because local models such as GWR would have more advantages over global models than random or regular spatial patterns (Zhang et al. 2009 ). Then, the values of tree dbh were randomly generated from a two-parameter Weibull distribution, and other tree attributes such as tree crown area were calculated using a process-based stand model (Valentine et al. 2000) .
(2) The generated tree data were used to fit eqn. 13 by GWR 3.0 (Fotheringham et al. 2002) to obtain the two local regression coefficients (β0 and β1) for each tree / location. These local regression coefficients were transformed into a unit scale [0, 1], and used to calculate the cumulative distribution function. The purpose of this step was to estimate the scale-invariant measure of association between β0 and β1 using a bivariate Gaussian copula (Nelsen 1999 , Wang et al. 2010 .
(3) Given the estimated association between β0 and β1, the bivariate Gaussian copula was used to randomly simulate the two coefficients (β0 and β1) in a unit scale [0, 1] , and then transform these coefficients back to the original scale and assign the coefficients to the spatial locations generated in step (1).
(4) Create 5 outliers by artificially making the β1 coefficient very large (e.g., two times larger). Create scenarios of weak data (any observation with insufficient neighbors within its effective bandwidth) by deleting a few trees at the locations of low trees density.
(5) Given the randomly generated regression coefficients (β0 and β1) and tree dbh generated in step (1), tree crown area was computed using eqn. 13 for each tree / location. Finally, a total of 1230 trees were simulated with geographic coordinates, tree dbh and crown, and known local regression coefficients for each location. Tab. 2 provides a summary of the simulated data. Fig. 2 illustrates the spatial pattern of these simulated trees with circle size proportional to tree dbh.
Model fitting
Three modeling methods, GWR, BGWR, and rBGWR, were used to fit the linear relationship between ln(crown) and ln(dbh) (eqn. 13) for both Ontario softwood data and simulated data. The GWR model was
545
iForest 11: 542-552 Tab. 2 -Descriptive statistics of simulated tree data (n=1230). 
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Bayesian geographically weighted regression and its application fitted using GWR 3.0 software (Fotheringham et al. 2002) . The cross validation (CV) method was used to compare three spatial weigh functions, i.e., Gaussian (fixed kernel), exponential (fixed kernel), and tricube functions (Farber & Páez 2007) . In this study, the same Gaussian spatial weight function (fixed kernel) and bandwidth (10 m) were used for all three methods in order to make compatible model comparison (Fotheringham et al. 2002 . The BGWR and rBGWR models were fitted using bgwr.m and bgwrv.m Matlab functions available in the Econometric Toolbox (LeSage 1997). These functions were modified to accommodate the options of thinning for longer MCMC chains and calculation of deviance. Both BGWR methods require the prior distributions for the hyper-parameter r (related to V(si)) and the scale factor δ 2 . In this study, three priors (4, 5 and 6) were chosen for the hyperparameter r. For each r, three priors on the scale factor δ 2 were selected for the BGWR method, which were 10%, 25% and 50% of estimated using the empirical Bayes method with the sample data. The priors on these scale factors larger than 50% of the diffuse prior were not included, because larger priors reduce the efficacy of parameter smoothing and result in BGWR coefficients similar to GWR coefficients (LeSage 2004). Hence, there were nine BGWR models with three priors of r combined by three priors of δ 2 . However, the rBGWR models used only three priors of r.
Posterior distributions of model parameters for each model were sampled using the Gibbs sampler. A single long chain of MCMC was used to generate samples of each coefficient. The convergence of sampled coefficients was diagnosed using the method of Raftery & Lewis (1992) and other exploratory tools. The convergence diagnostic suggested that most of the coefficients estimated by BGWR converged within 4000 samples after a sufficient burn in. However, those estimated coefficients with specification of smaller priors on the scale factor required almost 15,000 samples to converge at the precision of 0.005 (quartile = 0.025 and probability = 0.95).
Using the post convergence values of model coefficients, the Deviance Information Criterion (DIC - Spiegelhalter et al. 2002) was calculated for all the models as an assessment measure of model fitting, such that DIC = D(β) +pD, where D(β) is the average deviance of the mean of posterior model coefficients, and pD is the effective number of model coefficients, which describes the complexity of the model and serves as a penalization term that corrects deviance's propensity toward models with more parameters. Therefore, DIC is a Bayesian alternative to Akaike's information criterion (AIC). A model with a smaller DIC value is desirable suggesting improved model fitting without excessive parameterization. In order to compare against GWR, one BGWR model and one rBGWR model with the smallest DIC value were chosen among all fitted models.
Model evaluation
The local coefficients estimated by the three methods (GWR, BGWR, and rBGWR) were summarized using descriptive statistics. For the Ontario softwood data, the two regression coefficients estimated by each method were interpolated using inverse distance weighting method and contour maps of these coefficients were generated for each method. Further, the model residuals from each method were assessed across a range of the explanatory variable (dbh).
The local regression coefficients were also evaluated for spatial heterogeneity using intra-block variance (Vintra) and interblock variance (Vinter -Li & Reynolds 1995, Garrigues et al. 2006 , Zhang et al. 2009 ) as defined below (eqn. 14, eqn. 15): (14) (15) where B is the number of blocks, ni is the number of observations in the i th block, and βij, βī, and β̄ are the estimated local coefficients for j th observation in the i th block, the mean value of local coefficients in the i th block, and the overall mean of coefficients of the whole plot, respectively. In general, Vinter indicates the regional spatial variability, while Vintra quantifies the local spatial variability (Zhang et al. 2009 ). These measures of spatial heterogeneity were compared among the three modeling methods for the Ontario softwood data.
For the simulated data, the "true" local coefficients of each observation were known. Hence, the 95% of credible limits for each coefficient estimated by BGWR and rBGWR were compared with the corresponding known coefficients for each location. If the 95% credible limits of the posterior samples of a coefficient estimated for a particular location included the known coefficient, the coefficient estimated by the method for the location was declared to be unbiased. The percentages of unbiased intercept, slope, and both (intercept and slope) coefficients for all locations by BGWR and rBGWR were calculated. However, this assessment was not used for GWR because the estimation of variance of local coefficients was incorrect (LeSage 2004 , Wheeler & Páez 2010 . Similarly, the estimation bias (defined as simulated-estimated) was computed for the two local coefficients as well as the response variable [ln(crown)] for each location and each modeling method.
Model fitting and performance were evaluated for special cases such as outliers and weak data (any observation with insufficient neighbors within its effective bandwidth) by comparing the estimated coefficients and predicted crown area by each modeling method. For the Ontario softwood data, the comparison was only for weak observations (no obvious outliers in the data), while for simulated data, the modeling fitting and performance were evaluated for both outliers and weak observations in terms of the 95% credible limits interval of the corresponding BGWR and rBGWR coefficients, and the estimation bias of model coefficients and tree crown area.
Results
Ontario softwood data
Model fitting
The identification of the "best" BGWR and rBGWR models for different priors of the hyper-parameters r and δ 2 represented the first step of this study. Tab. 3 shows the model fitting statistics of the nine BGWR models (with the combination of three priors of r (4, 5, and 6) and three priors of δ 2 (10%, 25% and 50% of the estimated δ̂2 by the empirical Bayes method from the data), as well as the three rBGWR models (for three priors of r 4, 5, and 6). The model deviances D(β), which measured model fit- 
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ting, were very similar across the three priors of scale factors δ 2 within a particular prior of r. However, the model complexity (pD) decreased as the prior of scale factor δ 2 increased. Thus, the smallest DIC values were observed for the BGWR models at the scale factor δ 2 = 50% across the three priors of r. This finding implies that the observed tree data favored a larger dispersion of local regression coefficients, and consequently it indicates the evidence of spatial heterogeneity in the sample data.
Interestingly, the BGWR and rBGWR models had consistently smaller DIC values for r = 5, which was consistent with the finding previously reported by LeSage (2004) . Therefore, the BGWR models with r = 5 and δ 2 = 50% and the rBGWR models with r = 5 had the smallest DIC value, which were chosen to compare with the GWR model. While the model fitting statistics similar to D(β) and pD were also available for GWR, these values were not directly comparable (Waller et al. 2007 ). Thus, they were not reported for GWR. The coefficient of determination for the GWR model was 0.7824. Tab. 4 compares the local regression coefficients estimated by GWR with the posterior means of local coefficients estimated by BGWR and rBGWR. It appears that the three modeling methods produced very similar mean and median values for the two coefficients (β0 and β1). But the rBGWR model yielded the largest variation for the two coefficients (the largest standard deviations and ranges), followed by the BGWR model, while the GWR had much smaller variation for the two coefficients (Tab. 4). The distributions of the intercept coefficient (β0) were positively skewed and the distributions of the slope coefficient (β1) were negatively skewed. Both were leptokurtic (kurtosis > 4.8) for the three modeling methods. Fig. 3 illustrates the average prediction errors [= observed ln(crown) -predicted ln(crown)] from the three modeling methods across a range of tree size (dbh) classes. It is clear that rBGWR produced the most accurate prediction for the response variable, followed by BGWR and GWR. On the other hand, the trend in prediction errors was similar for the three modeling methods across tree sizes (dbh). All yielded larger prediction errors for the dbh classes from 18 to 27 cm.
Model prediction
Assessment of coefficient heterogeneity
The two local regression coefficients were used to generate contour maps across the study area for the three modeling methods (Fig. 4) . In general, the contour maps show that GWR produced more "hot" or "cold" spots of the two coefficients estimated than those obtained by BGWR and rBGWR. The spatial pattern and trend of the two coefficients were similar between BGWR and rBGWR. Fig. 5 shows the intra-block Vintra (eqn. 14) and inter-block Vinter (eqn. 15) variances of the two coefficients (β0 and β1) from the three modeling methods. In general, Vinter indicates the regional spatial variability, while Vintra quantifies the local spatial variability. When the block size increases, Vintra increases and Vinter decreases. Fig. 5 indicates the three modeling methods yielded similar inter-block variances (regional spatial variability) for the two coefficients across different block sizes. In contrast, rBGWR produces the largest localized spatial variability for both coefficients (i.e., the largest Vintra), followed by BGWR, while GWR had the smallest Vintra for both coefficients, implying that the two regression coefficients were more similar within blocks (probably appeared as "hot" or "cold" spots in Fig. 4 ).
Simulated data
Model fitting
Tab. 5 shows the model fitting statistics and the range of the heteroscedastic variance V(si) by BGWR (with r = 4, 5 and 6, and δ 2 = 50% only) and rBGWR (with r = 4, 5 and 6). It seems that for BGWR increasing the prior of r increased the model deviance D(β), but the model complexity (pD) decreased. In the case of rBGWR, as the prior mean for r increased, the model deviance increased, but the model complexity remained flat. However, the DIC indicated both BGWR and rBGWR fitted the data better with smaller prior of r. Because the simulated data had outliers, the choice of smaller mean prior on r allowed for larger variation in V(si) and consequently improved the model fit (Geweke 1993 , LeSage 1997 .
Similar to the results obtained for the observed data, the posterior mean of V(si) was sensitive to the priors of r for rBGWR, but not so sensitive for BGWR (Tab. 5). Based on the model fitting statistics, the BGWR and rBGWR models with r = 4 were chosen to compare with GWR. As mentioned earlier, the DIC value was not calculated for GWR. However, the coefficient of determination of the GWR model was 0.75 for fitting the simulated data. It was not surprising that the coefficient of determinations of GWR were very similar for the observed and simulated data since the two datasets had similar descriptive statistics (see Tab. 1 and Tab. 2) and features (e.g., cluster pattern, large variation in dbh). The coefficient of determination of GWR for 547 iForest 11: 542-552
Tab. 4 -Summary of local regression coefficients by the three modeling methods (Ontario softwood data). 
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Bayesian geographically weighted regression and its application iForest 11: 542-552 548 iForest -Biogeosciences and Forestry Subedi simulated data (0.75) was slightly lower than that for observed data (0.78) because simulated data have more outliers than observed data. A summary of descriptive statistics on the local regression coefficients estimated by the three modeling methods are given in Tab. 6, along with the summary for the simulated "true or known" coefficients for each location. It appears that the posterior mean and median of the slope coefficient (β1) estimated by the three modeling methods are very similar from each other, as well as similar to the "known β1". On the other hand, the posterior mean and median of the intercept coefficient (β0) were larger than the "known β0". In addition, the estimated two local coefficients by the three modeling methods had much larger standard deviations and ranges than the "known" simulated coefficients (Tab. 6). The reasons were that the simulated "true or known" coefficients were individually generated using the bivariate Gaussian copulas with a given measure of association between the two coefficients β0 and β1, while the local coefficients estimated by the three modeling methods were based on the response variable ln(crown) and explanatory variable ln(dbh) of the neighboring trees for each subject location. Hence, larger variances in the estimated local coefficients by the three modeling methods were not surprising.
Accuracy and bias in estimates of local coefficients
The 95% credible limits of each model coefficient for both BGWR and rBGWR were used to assess the accuracy of estimates of the local model coefficients. If the 95% credible limit of a coefficient for a particular location included the "known" simulated coefficient, the coefficient estimated by that method for that location was declared to be unbiased. The results indicated that, out of 1230 comparisons, 853 (69.3%) of β0 and 903 (73.4%) of β1 by BGWR, and 864 (70.2%) of β0 and 912 (74.1%) of β1 by rBGWR, respectively, were unbiased. When the two coefficients were compared simultaneously, the rBGWR method (839 or 68.2%) was slightly better than the BGWR method (826 or 67.2%).
Sensitivity to outliers
To assess the sensitivity of GWR and rBGWR to outliers in the data, two outliers (Tree ID 141 and 541) were selected to compare the local coefficients by the two methods. Fig. 6 shows the scatterplot of ln(crown) and ln(dbh), including all observations within the given bandwidth. The regression lines of GWR and rBGWR were generated using coefficients of these methods. It was clear that the rBGWR coefficients were indeed "robust" to the outlier, while the GWR coefficients were 549 iForest 11: 542-552
Tab. 5 -Model fitting statistics for BGWR and rBGWR to the simulated data. BGWR models were fitted with scale factor = 50%. 
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Fig. 6 -The outlier and neighboring observations within the bandwidth. The two regression lines of GWR and rBGWR were generated using the estimated slope and intercept coefficients. The response variable (crown area) and explanatory variable (dbh) are weighted by proximity to outlier observations and expressed in logarithmic scale.
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strongly affected by the outlier that pulled the regression line of GWR up and resulted in smaller slope coefficient and larger and negative intercept coefficient. This result was expected as GWR uses weighted least square method with constant variance to estimate the local coefficients. In contrast, the rBGWR method assumes heterogeneous variances and gave larger variance to the outlier. In addition, rBGWR used W(si)/V(si) as the spatial weight for estimating the coefficients. For example, rBGWR estimates V(si) were 6.87 for Tree ID 141 and 7.68 for Tree ID 541, respectively. Due to the lager variances, the spatial weights of the outliers were diminished heavily to 0.145 for Tree ID 141 and 0.13 for Tree ID 541, respectively.
Weak data scenario
Tab. 7 showed the simulated coefficients and the GWR local coefficients, and the 95% credible limits of the two coefficients by BGWR and rBGWR for eight selected weak data observations. BGWR and rBGWR produced unbiased coefficients (i.e., the simulated coefficients were within the 95% credible limits of estimated coefficients) for five (5) observations among the eight (8) weak observations compared. The rBGWR method produced the smallest prediction error for these weak observations, followed by BGWR, and GWR (results not shown), implying that rBGWR and BGWR are more accurate in estimating the local coefficients and predicting the response variable than GWR when the weak data problems exists.
Discussion
In this study, we established a relationship between tree crown and dbh for observed and simulated data using GWR, BGWR and rBGWR, and demonstrated the advantages of Bayesian approach to improve the model fitting and performance of GWR. Firstly, BGWR and rBGWR not only provided better estimation of local regression coefficients, but also correct estimation of the variances of the coefficients because Bayesian procedures (e.g., Gibbs sampler) are not affected by the lack of independence in the sample data. Thus, correct statistical inference and creditable limits (or confidence intervals) can be computed and used for statistical testing and model interpretation. The average prediction errors yielded by BGWR and rBGWR were only about 50% of that produced by GWR across all DBH classes. Secondly, the estimates of local coefficients by rBGWR were not affected by potential outliers, while these estimates by GWR were "contaminated" by the outliers (e.g., producing smaller slope and larger and negative intercept). It is not uncommon that forestry and/or ecological data have potential outliers or unusual observations. If the coefficient estimates of a model are sensitive to the outliers, it could have serious implication for interpreting the meaning of the coefficients as well as the regression relationships between variables. BGWR and rBGWR can automatically detect and down-weight the outliers' influence in the parameter estimation processes. Furthermore, when the spatial pattern of trees or plants is clustered, there are good chances that the number of trees could be sparse in some locations, resulting in very small number of effective observations that can be used to estimate the model parameters (i.e., the weak data problem). BGWR and rBGWR are able to produce unbiased estimation on model parameters and prediction by incorporating prior information, such as expert opinion or existing knowledge, to impose restrictions on the spatial nature of parameter variation (LeSage 2004) . According to our results, rBGWR produced the smallest prediction error in weak data scenario, followed by BGWR and GWR. When large spatial data sets are involved in data analysis and modeling, heterogeneous variance may be a serious issue for model parameter estimation. BGWR combines the distance-based spatial weight matrix, non-constant variance in model error term and any prior information into a parameter smoothing specification as a unified parameter estimation approach to overcome the limitations of GWR (LeSage 2004 , Wheeler & Páez 2010 .
However, the BGWR methods need to be used with caution. Given their nature, the local coefficients estimated by the BGWR methods may not be used to make prediction outside the study area. Attention should be given to assess potential model misspecification, because the spatial heterogeneities of the relationships between variables might have been produced as a result of model misspecification (Cressie 1993 , Fotheringham et al. 2002 . The assessment of residuals may be useful for identifying model misspecification (Zhang & Gove 2005) .
One of the challenges on modeling spatial effects (i.e., spatial autocorrelation and heterogeneity) is to identify an appropriate spatial scale (Fortin & Dale 2005) . Changes in the bandwidth or number of neighbors will result in change of support (Gotway & Young 2002) , and consequently will produce different model fitting and parameter estimates . Larger bandwidth will delineate a broader region as neighborhood and will smooth the spatial heterogeneity rather too much, while smaller bandwidth will define a limited area as neighborhood and will produce too "spiky" spatial heterogeneity (Wiens 1989, iForest 11: 542-552 550
Tab. 7 -Simulated and geographically weighted regression (GWR) estimated coefficients, and Bayesian geographically weighted regression (BGWR) and robust BGWR (rBGWR) estimated 95% 
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Subedi N et al. -iForest 11: 542-552 Bailey & Gatrell 1995) . For the choice of scale (in this study bandwidth and number of neighbors), Wagner & Fortin (2005) suggested that the scale of analysis needs to be determined in an ecologically meaningful and methodologically sound way. Another challenge to the BGWR methods is related to the convergence of parameters. In this study, longer MCMC chains were used to sample the posterior distributions of local coefficients. While sampling posterior of coefficients for nine BGWR models (with a combination of the priors on variance and scale factor) and for three rBGWR models (with three priors on variance), the slope and intercept coefficients estimated by these models converged at the desired level of precision (quartile = 0.025, precision = 0.005 and probability = 0.95) for most of the observations within the 4,000 runs after the few thousands initial burn-in and storing one sample out of 10 samples. However, for a few observations, those that fall at the edge of the study area required almost 15,000 iterations (at the maximum for the BGWR method with prior on scale factor at the smallest level) to converge. The assessment of histogram of coefficients and its movement across iterations also suggested the desirability of longer runs for the latter observations. One of the reasons for the convergence problem may be the correlation between the parameters within the parameter set (Congdon 2006) . However, the autocorrelation among the posterior sample of coefficients can be reduced by thinning, e.g., keeping one coefficient out of 10 sampled coefficients. In contrast, the BGWR method posterior sample of coefficients with large (the largest level) prior on scale factor converged more quickly than those with small (the smallest level) prior on scale factor. In the case of the rBGWR method, which samples all the posterior samples of coefficients for an observation before moving to the next observation, this method took less time to run. Besides this, the computation time was directly related to the precision level required for parameter convergence; e.g., for smaller precision (quartile = 0.025, precision = 0.01 and probability = 0.95), the estimates of coefficients by rBGWR and BGWR converged within a few thousands of iterations after sufficient burn-in.
Despite these limitations, BGWR methods have been recommended as an effective tool for investigating spatial heterogeneity of covariate effects across a study area. Future studies on developing an optimization method as a function of both bandwidth and covariates are recommended. The current approach of bandwidth optimization (e.g., the CV method) optimizes only bandwidth for a given set of covariates. A better method that optimizes a combination of covariates (similar to forward or backward selection in regression) and bandwidth simultaneously is more desirable. In addition, a window-driven software for parameter estimation by the BGWR methods would certainly be an asset for wider adaptations of these Bayesian methods.
Conclusion
The relationship between tree crown area and diameter at breast height was modeled using GWR, BGWR, and rBGWR models. Both observed and simulated tree data were used to compare model fitting and performance. For the observed Ontario softwood stand, BGWR and rBGWR produced more accurate parameter estimates and better model prediction than GWR. Further, rBGWR produced the largest localized spatial variability for both coefficients, followed by BGWR, while GWR had the smallest localized spatial variability for both coefficients. Thus, the contour maps of local regression coefficients show more "hot" or "cold" spots of the two coefficients estimated by GWR than those obtained by BGWR and rBGWR.
For the simulated data, the percentage of the unbiased parameter estimation for the two local coefficients by rBGWR was slightly higher than those by BGWR. However, the credible limits cannot be computed for GWR due to the lack of an accurate expression of the variance of the model coefficients in GWR. Further, the coefficients estimates using the rBGWR method were not affected by outliers, while these estimates by GWR were "contaminated" by the outliers, resulting in erroneous parameter estimates. Similarly, for the weak data, the majority of the coefficients estimated by the rBGWR and BGWR methods were not different from the simulated "known" coefficients. Therefore, BGWR and rBGWR are better alternatives to overcome the limitations of GWR and are more powerful than GWR to detect the spatial areas with non-constant variance or spatial outliers.
