We obtain a reverse Hölder inequality for the eigenfuctions of the Schrödinger operator with slowly decaying potentials. The class of potentials includes the positive homogeneous potential a|x| −α with a > 0 and 0 < α < 2 in three and higher dimensions, especially the Coulomb potential.
Introduction
In this paper we are concerned with a reverse Hölder inequality for the eigenfunctions of the Schrödinger operator −∆ + V (x) in L 2 (R n ). More generally, we consider second-order elliptic operators of the form
where a ij (x) is a measurable and bounded function, and the matrix (a ij (x)) n×n is uniformly elliptic. Namely, there exists a positive constant Λ such that n i,j=1 a ij (x)ξ i ξ j ≥ Λ|ξ| 2 (1.1) for x, ξ ∈ R n . In particular, when a ij = δ ij (Kronecker delta function), L is indeed the Schrödinger operator. In this regard, we call V (x) the potential function. We also denote a ∞ = sup 1≤i,j≤n a ij (x) L ∞ (Ω) . The reverse Hölder inequalities for solutions to the following Dirichlet boundary problem have been studied for a long time:
where Ω is a bounded region in R n . When n = 2, Payne and Rayner [5] showed that if λ is the first eigenvalue and u is the corresponding eigenfunction of the problem 
then the following reverse Schwarz inequality holds:
which was extended to higher dimensions by Kohler-Jobin [4] (see also [6] ). More generally, the reverse Hölder inequalities,
in the general setting (1.2) were obtained later by Talenti [7] for q = 2 and p = 1, and by Chiti [1] for all q ≥ p > 0, but with a nonnegative real-valued potential V . Our aim in this paper is to obtain a reverse Hölder inequality for solutions of (1.2) where V is allowed to be complex-valued. More precisely, we consider the Morrey-Campanato class L α,r which is defined for α > 0 and 1 ≤ r ≤ n/α by
where B ρ (x) is the ball centered at x with radius ρ. In particular, L α,n/α = L n/α and 1/|x| α ∈ L n/α,∞ ⊂ L α,r if 1 ≤ r < n/α. Our result is the following theorem.
Theorem 1.1. Let n ≥ 3. Assume that u ∈ H 1 0 (Ω) is a weak solution of the problem (1.2) with V ∈ L α,r for α < 2 and r > 2/α. Then we have
Here, C is a constant depending on a ∞ , Λ, λ, p, q, n and Ω, and
with a constant C n depending on n and arising from the Fefferman-Phong inequality (2.5).
Remark 1.2. The class L α,r , α < 2, of potentials in the theorem includes the positive homogeneous potential a|x| −α with a > 0 and 0 < α < 2 in three and higher dimensions, especially the Coulomb potential.
Remark 1.3. Let us first make precise what we mean by a weak solution of the problem (1.2). We say that a function u ∈ H 1 0 (Ω) is a weak solution if
for every φ ∈ H 1 0 (Ω). More generally, the above theorem also holds for the subsolutions which satisfy (1.4) replaced by the inequality ≤ instead of the equality = in (1.4) .
The rest of this paper is organized as follows: In Section 2 we prove Theorem 1.1. Compared with the previous results [4, 1] based on rearrangements of functions, our method that works generally for complex-valued potentials is completely different and is based on a combination between the Fefferman-Phong inequality and the classical Moser's iteration technique.
Proof of Theorem 1.1
Using the inequality (a + b) s ≤ C(a s + b s ) for a, b > 0 and s > 0, and assuming the reverse Hölder inequality for the real-valued solutions, we get the same inequality for the complex-valued solution u, as follows:
Hence we may assume that the solution u is a real-valued function. Now we decompose u into two parts, f = max{u, 0} and g = − min{u, 0}. Then it is enough to show that (1.3) holds for f (x) and g(x). Indeed,
We only consider f because the proof for g follows obviously from the same argument. Now, to prove (1.
3) for f , we divide cases into two parts, p ≥ 2 and p < 2.
2.1. The case p ≥ 2. In this case we will show that for all τ ≥ 2
with ω = n/(n − 2). Beginning with τ = p, we then iterate as τ = p, pω, pω 2 , · · · , to obtain (1.3). Indeed, first put τ i = pω i for i = 0, 1, 2, · · · . Since τ i = τ i−1 ω, we then get for i = 1, 2, · · · ,
which implies by iteration that
Since ω = n/(n − 2) > 1, by letting i → ∞, this implies
as desired.
It remains to show (2.1). Since f ∈ H 1 0 (Ω) is a positive part of the weak solution u, it satisfies
for every φ ∈ H 1 0 (Ω). Then we consider the following test function
(Ω) with τ ≥ 2 and a nonnegative η ∈ C ∞ (Ω). Substituting φ(x) into (2.2) and using
we decompose the first term on the left-hand side of (2.2) into two parts, I and II, as follows:
Then it follows from the ellipticity (1.1) that
On the other hand, by the Cauchy-Schwarz inequality,
Using the inequality 2ab ≤ (ǫa
2n a ∞ , the right hand side is bounded as
Hence we get
Combining this with (2.3), we see that
Since
we now get
Here we use the so-called Fefferman-Phong inequality
where C v is a suitable constant depending on n and the weight v ≥ 0. As is well known from [3] , the inequality (2.5) holds for v ∈ L 2,r , 1 < r ≤ n/2, with C v = C n v L 2,r , but it is not valid for r = 1 as remarked in [2] . Applying Hölder inequality and the above inequality (2.5) to the second term on the right-hand side of (2.4), we get
Here, for the last inequality we used Young's inequality,
where 0 < α < 2 and ε > 0. Setting r = 2r/α determines also the condition r > 2/α in the theorem. Now, by taking ε 2/α = c τ −2 (τ −1) with c = Λ αCn V L α,r , the gradient term in (2.6) can be absorbed into the left-hand side of (2.4), as follows:
Applying the Gagliardo-Nirenberg-Sobolev inequality to the left-hand side of (2.7), we conclude that
with ω = n/(n − 2). Finally we choose η ∈ C ∞ (Ω) so that By absorbing the first term on the right-hand side of (2.9) into the left-hand side, we conclude that
