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ВСТУП 
 
 
У довіднику викладено теоретичний матеріал щодо 
векторної та лінійної алгебри, який входить до курсу вищої 
математики та вивчається студентами перших й других курсів 
економічних, будівельних, електромеханічних та 
електротехнічних спеціальностей денної та заочної форм 
навчання. 
Довідник «Лінійна та векторна алгебра» складається з двох 
розділів – «Лінійна алгебра» та «Векторна алгебра» та додатків. 
Перед розглядом основного матеріалу представлено 
окремі факти з історії виникнення та подальшого розвитку 
такого розділу математики як алгебра. 
Теоретичний матеріал представлено у вигляді опорних 
таблиць, які містять означення, формули, коментарі, 
зауваження, рисунки, приклади розв’язання типових задач із 
застосуванням зазначеного теоретичного матеріалу. 
У додатках подано окремі теоретичні матеріали, теореми 
та задачі, розв’язання яких викликає труднощі, або є 
допоміжним матеріалом під час розв’язання більш складних 
задач. 
Наприкінці створено абетковий покажчик, який допоможе 
швидко знайти довідникову інформацію за математичним 
терміном, а також відповідь на шукане питання щодо 
розв’язання задач. 
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ІЗ ІСТОРІЇ АЛГЕБРИ 
 
Алгебра – слово арабського походження, у перекладі – 
«заповнення» – розділ математики, який можна охарактери-
зувати як узагальнення та розширення арифметики. 
Найбільш вживаним це слово є у назвах різних алгебраїчних 
систем та зустрічається у загальній алгебрі. У більш 
широкому розумінні алгебра є розділом математики, який 
присвячено вивченню операцій над елементами множини 
довільної природи, які узагальнюють звичайні операції 
додавання й множення чисел. Алгебра поєднує такі 
категорії: елементарна алгебра, загальна алгебра, 
універсальна алгебра, лінійна алгебра та алгебраїчна 
комбінаторика. 
Одним з фундаментальних понять сучасної математики 
є вектор, або його узагальнення – тензор, який знайшов 
широке застосування в механіці, фізиці, техніці. Поява 
терміну «вектор» відбулась у 1845 році завдяки 
ірландському математику та астроному Уільяму Гамільтону 
під час його роботи над побудовою числових систем та 
узагальненням комплексних чисел. А вже в 1901 році 
Уіллард Гібсс видав підручник з векторного аналізу, в якому 
це поняття було сформульовано остаточно.  
Поступово була створена загальна теорія векторного 
простору, яка відіграє важливу роль в сучасній фізиці. 
Наприклад, деякі фізичні величини, такі як, сила, швидкість, 
прискорення і т.п., зручно представляти напрямними 
відрізками та виконувати різноманітні математичні дії над 
ними. 
У лінійній алгебрі вектором називається елемент 
лінійного простору, що відповідає загальному означенню, 
яке надано у цьому довіднику. Вектори можуть бути різної 
природи: напрямні відрізки, матриці, числа, функції та інші, 
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але усі лінійні простори однієї розмірності ізоморфні між 
собою. Таким поняттям вектору користуються під час 
розв’язання систем лінійних алгебраїчних рівнянь, а також 
при роботі з лінійним операторами (приклад, оператор 
повороту). Часто це означення розширюють завдяки 
означенню норми або скалярного добутку, після чого 
оперують з нормованими й евклідовими просторами. Зі 
скалярним добутком пов’язують поняття кута між 
векторами, а з нормою – поняття довжини вектору. Деякі 
математичні об’єкти, як то матриці, тензори та інші, в тому 
числі ті, що мають більш загальну структуру ніж кінцеву, 
задовольняють аксіомам векторного простору, тобто можуть 
розглядатися як вектори. 
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1 ЛІНІЙНА АЛГЕБРА 
 
1.1 Визначники 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Визначником (детермінант-
том) n -го порядку назива-
ється число n , яке записано 
у вигляді квадратної таблиці 
чисел 
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
n
n n nn
a a a
a a a
a a a
   
Позначають визначник ще як det  від determinate – 
«визначати», або i ja  ( 1,i n , 1,j n ) 
Числа i ja  називаються елементами визначника, де i  - 
номер рядка ( 1,i n ), а j  – номер стовпця ( 1,j n ) 
Елементи 11 2 2 33, , ,..., nna а а а  утворюють головну діагональ 
визначника 
Мінором i jМ  елемента i ja  називається визначник ( 1)n  - 
го порядку, який утворюється з початкового  визначника 
закресленням i -го рядка і j -го стовпця 
Алгебраїчним доповненням 
i jА  елемента i ja  називається 
добуток вигляду 
 
( 1)i ji j i jА M
    
ПРИКЛАД 1. Записати мінор 13М  і алгебраїчне 
доповнення 13A  для визначника 
1 2 5 0
9 7 2 3
8 0 4 0
7 6 1 11
 

 

. 
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 + – 
Розв’язання. Щоб записати мінор 13М , закреслимо з 
початкового визначника перший рядок і третій стовпчик, 
отримаємо: 13
9 7 3
8 0 0
7 6 11
М   . 
Алгебраїчне доповнення 13A  має вигляд 
 1 313 13
9 7 3
1 8 0 0
7 6 11
A M      
 
 
1.1.1 Обчислення визначників 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Визначник першого порядку 
містить тільки один елемент і 
величина такого визначника 
дорівнює цьому елементу 
 
1 11 11а а    
ПРИКЛАД 1. Визначник 1 123 123     . 
Визначник другого порядку 
обчислюють за правилом: 
добуток множників, що 
розташовані на головній 
діагоналі береться з тим же 
знаком, а добуток множників, 
що розташовані на бічній 
діагоналі – з протилежним 
11 12
2
21 22
а а
а а
  
11 22 12 21а а а а    ; 
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– 
ПРИКЛАД 2. Обчислити визначник другого порядку 
2
7 8
9 10
  . 
Розв’язання. 2
7 8
7 10 8 9 70 72 2
9 10
          . 
Відповідь: 2 2   . 
Визначник третього порядку обчислюють за правилом 
Саррюса (правилом трикутників):  
11 12 13
3 21 22 23
31 32 33
а а а
а а а
а а а
  
11 22 33 12 23 31 13 21 32а а а а а а а а а           
13 22 31 12 21 33 11 23 32а а а а а а а а а         ; 
правило трикутників у вигляді схеми:  
 
 
 
 
 
 
 
 
ПРИКЛАД 3. Обчислити визначник третього порядку 
3
0 9 5
1 1 1
2 4 7

 

. 
+ 
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Розв’язання.  
3
0 9 5
1 1 1 0 1 7 9 1 ( 2) ( 5) 1 4 ( 5) 1 ( 2)
2 4 7

                  

 
0 1 4 9 1 7 0 18 20 10 0 63 111              . 
Відповідь: 3 111   . 
Обчислення визначника за елементами рядка (стовпця) 
Визначник n -го порядку 
дорівнює сумі n  добутків 
елементів будь-якого рядка 
(стовпця) на їх алгебраїчні 
доповнення 
1
n
n i k i k
k
a A

     
1
n
k j k j
k
a A

   
ПРИКЛАД 4. Обчислити визначник четвертого порядку 
4
0 2 3 7
1 1 2 5
6 0 8 4
7 1 5 0

 
  , розкладаючи його: а) за елементами 
2-го рядка; б) за елементами 4-го стовпця. 
Розв’язання. а) обчислимо визначник, розкладаючи його за 
елементами 2-го рядка: 
4 21 2 2
0 2 3 7
1 1 2 5
1 ( 1)
6 0 8 4
7 1 5 0
А А

 
         
2 1 2 2
23 2 4 21 22( 2) 5 1 ( 1) ( 1) ( 1)А А М М
                 
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2 3 2 4
23 2 4
2 3 7
( 2) ( 1) 5 ( 1) ( 1) 0 8 4
1 5 0
М М 

           
0 3 7 0 2 7 0 2 3
( 1) 6 8 4 2 6 0 4 5 6 0 8
7 5 0 7 1 0 7 1 5
 
         
(0 0 ( 12) 56 40 0) (0 ( 84) 210 392 0 0)               
2 (0 56 42 0 0 0) 5 (0 112 ( 18) 0 0 60)                 
108 266 196 170 740     ; 
б) обчислимо визначник, розкладаючи його за елементами  
4-го стовпця:  
4 14 24
0 2 3 7
1 1 2 5
7 5
6 0 8 4
7 1 5 0
А А

 
        
1 4 2 4
34 44 14 2 44 0 7 ( 1) 5 ( 1)А А М М
               
3 4 4 4
34 44
1 1 2
4 ( 1) 0 ( 1) 7 6 0 8
7 1 5
М М 
 
          
0 2 3 0 2 3
5 6 0 8 4 1 1 2 0
7 1 5 7 1 5
 
         
7 (0 ( 56) ( 12) 0 8 ( 30)) 5 (0 112 ( 18) 0                 
60 0) ( 4) (0 ( 28) ( 3) 21 0 10)              
322 170 248 740    . 
Відповідь: 4 740  . 
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1.1.2 Властивості визначників 
 
Словесне формулювання Аналітичний запис, графічне зображення 
1. Величина визначника не зміниться, якщо елементи 
рядків та стовпців поміняти місцями 
ПРИКЛАД 1. Перевірити першу властивість для 
визначника 2
9 8
1 5

  . 
Розв’язання. Обчислимо заданий визначник за правилом: 
2
9 8
9 5 8 1 45 8 53
1 5

            . Поміняємо елемен-
ти рядків та стовпців місцями і обчислимо отриманий 
визначник: 
2
9 1
9 5 1 8 45 8 53
8 5

            . 
Отримали два рівних результати. 
Відповідь: 2 53   . 
2. Якщо всі елементи будь-якого рядка (стовпця) 
визначника помножити на число 0 , то величина 
визначника зміниться у   разів: 
11 12 1 1
21 22 2 2
1 2
1 2
... ...
... ...
... ... ... ... ... ....
... ...
... ... ... ... ... ...
... ...
j n
j n
n
i i i j in
n n n j nn
a a a a
a a a a
а а а а
a a a a
  
      
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11 12 1 1
21 22 2 2
1 2
1 2
... ...
... ...
... ... ... ... ... ....
... ...
... ... ... ... ... ...
... ...
j n
j n
i i i j i n
n n n j n n
a a a a
a a a a
а а а а
a a a a
   
ПРИКЛАД 2. Перевірити другу властивість для 
визначника  2
9 12
1 5

  . 
Розв’язання. Обчислимо заданий визначник за правилом: 
2
9 12 3 ( 3) 3 4
3 ( 3) 5 3 4 1 3 ( 15 4)
1 5 1 5
   
              
3 ( 19) 57     .  
З іншої сторони:  
2
3 4
3 3 ( 15 4) 3 ( 19) 57
1 5

            . 
Отримали два рівних результати. 
Відповідь: 2 57   . 
3. Якщо всі елементи будь-якого рядка (стовпця) 
визначника дорівнюють нулю, то такий визначник 
дорівнює нулю: 
1 2 3
1 2 3
... ... ... ... ...
...
00 0 0 ... 0
...
... ... ... ... ...
i i i i n
j j j j n
а а а а
а а а а
  
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Доведення. Нуль є спільним множником рядка (стовпця), 
тобто спільним множником визначника (за другою 
властивістю визначників) 
ПРИКЛАД 3. Перевірити третю властивість для 
визначника 3
5 6 5
4 3 9
0 0 0
 
  . 
Розв’язання. Обчислимо заданий визначник за правилом: 
3
5 6 5
4 3 9 5 3 0 6 9 0 ( 5) 4 0
0 0 0
 
               
( 5) 3 0 6 4 0 ( 5) 9 0 0            , властивість виконується. 
Відповідь: 3 0  . 
4. Якщо визначник має два однакових рядка (стовпця), 
то такий визначник дорівнює нулю: 
1 2 3
1 2 3
... ... ... ... ...
...
0... ... ... ... ...
...
... ... ... ... ...
i i i i n
і і і і n
а а а а
а а а а
  
ПРИКЛАД 4. Перевірити четверту властивість для 
визначника 2
57 11
57 11
  . 
Розв’язання. Обчислимо заданий визначник за правилом: 
2
57 11
57 11 11 57 0
57 11
       , властивість виконується. 
Відповідь: 2 0  . 
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5. Якщо два рядка (стовпця) визначника пропорційні, 
то такий визначник дорівнює нулю: 
1 2 3
1 2 3
... ... ... ... ...
...
0... ... ... ... ...
...
... ... ... ... ...
i i i i n
і і і і n
а а а а
k а k а k а k а

   
. 
Доведення. За другою властивістю визначників винесемо 
коефіцієнт пропорційності k  за знак визначника, тоді 
отримаємо визначник з двома однаковими рядками, а за 
четвертою властивістю він дорівнює нулю 
6. Якщо два рядка (стовпця) визначника переставити 
місцями, то отримаємо визначник протилежного знаку: 
1 2 3 1 2 3
1 2 3 1 2 3
... ... ... ... ... ... ... ... ... ...
... ...
... ... ... ... ... ... ... ... ... ...
... ...
... ... ... ... ... ... ... ... ... ...
i i i i n k k k k n
k k k k n i i i in
а а а а а а а а
а а а а а а а а
   
ПРИКЛАД 5. Перевірити шосту властивість для 
визначника 2
1 2
3 4

  . 
Розв’язання. Обчислимо заданий визначник за правилом: 
2
1 2
1 4 2 3 4 6 10
3 4

            , тепер переставимо 
місцями 1-й і 2-й стовпці, обчислимо новий визначник: 
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 2
2 1
2 3 ( 1) 4 6 4 10
4 3

          , отримали протилеж-
не число, отже, властивість виконується 
7. Якщо всі елементи k -того рядка (стовпця) 
визначника представити у вигляді суми двох доданків 
k kа b  ( 1, )k n , то визначник можна представити у 
вигляді суми двох визначників, у яких всі рядки (стовпці), 
крім k -того, такі самі, як у початковому визначнику, а 
k -тий рядок (стовпець) одного з визначників складається з 
елементів kа , а другого – з елементів kb : 
11 12 13 1
1 1 2 2 3 3
1 2 3
...
... ... ... ... ...
...
... ... ... ... ...
...
n
k k k k k k k n k n
n n n nn
а а а а
a b a b a b a b
a a a a
      
 
11 12 13 1 11 12 13 1
1 2 3 1 2 3
1 2 3 1 2 3
... ...
... ... ... ... ... ... ... ... ... ...
... ...
... ... ... ... ... ... ... ... ... ...
... ...
n n
k k k k n k k k k n
n n n nn n n n n n
а а а а а а а а
a a a a b b b b
a a a a a a a a
   
ПРИКЛАД 6. Перевірити сьому властивість для 
визначника 2
1 2
5 8 1 3

 
 
. 
Розв’язання. Обчислимо заданий визначник за правилом: 
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2
1 2
1 (1 3) 2 (5 8) 4 26 30
5 8 1 3

             
 
, тепер 
представимо визначник у вигляді суми двох визначників і 
обчислимо цю суму: 2
1 2 1 2 1 2
5 8 1 3 5 1 8 3
  
    
 
 
1 1 2 5 ( 1) 3 2 8 1 10 3 16 30                 , отримали 
рівні значення, отже, властивість виконується 
8. Якщо всі елементи будь-якого рядка (стовпця) 
визначника помножити на одне й те саме число та додати 
до відповідних елементів іншого рядка (стовпця), то 
величина визначника не зміниться: 
1 2 3 1 2
1 2 3 1 1 2 2
... ... ... ... ... ... ... ... ... ...
... ... ...
... ... ... ... ... ... ... ... ... ...
... ... ...
... ... ... ... ... ... ... ... ... ...
i i i i n i i i n
k k k k n k i k i k n i n
а а а а а а а
а а а а a а a а a а

    
 
Доведення. Визначник, який стоїть у правій частині 
рівності, можна представити у вигляді суми двох 
визначників, один з яких дорівнює даному, а другий має 
два пропорційні один одному рядка і, значить, дорівнює 
нулю (властивість п’ять). Таким чином, величина даного 
визначника не змінилась 
Зауваження. Восьма властивість дозволяє утворювати 
нульові елементи у визначнику, що потім робить його 
обчислення дуже простим 
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1.1.3 Обчислення визначників шляхом елементарних 
перетворень 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Під елементарними перетвореннями визначника 
розуміють наступні операції:  
1) перестановка місцями 
двох рядків (стовпців), 
при цьому визначник 
змінює свій знак; 
2) множення рядка (стовп-
ця) на ненульове число, 
при цьому визначник 
множиться на це число; 
3) додавання до елементів 
одного рядка (стовпця) 
визначника відповідних 
елементів другого рядка 
(стовпця), які помножені 
на одне й теж саме 
число 
1 22 3 1 4
1 4 2 3
r r
 


; 
 
2 2 3 2 3
2
1 2 4 1 4
  
 

; 
 
2 1 222 3
1 4
r r r  
  
 
2 3
1 2 2 4 2 3


    
 
Ідея методу є наступною – за допомогою елементарних 
перетворень рядків і стовпців звести визначник до 
трикутного вигляду і обчислити його, знайшовши добуток 
елементів, які утворюють головну діагональ. Або за 
допомогою елементарних перетворень отримати рядок 
(стовпчик), який містить тільки один ненульовий елемент, 
а потім обчислити визначник, розклавши його за 
елементами цього рядка (стовпчика). Це дозволяє знизити 
порядок визначника на одиницю 
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Зауваження 1. Якщо отримуємо нулі в рядку, то працюємо 
зі стовпцями, і навпаки – якщо отримуємо нулі у 
стовпчику, то працюємо з рядками 
Визначник, в якому всі 
елементи, які знаходяться 
нижче головної діагоналі, 
дорівнюють нулю, назива-
ється визначником верхнє 
трикутного вигляду 
11 12 13
22 23
33
0
0 0
a a a
a a
a
 
Визначник, в якому всі 
елементи, які знаходяться 
вище головної діагоналі, 
дорівнюють нулю, назива-
ється визначником нижнє 
трикутного вигляду 
11
21 22
31 32 33
0 0
0
a
a a
a a a
 
Зауваження 2. Будь-який визначник можна привести до 
трикутного вигляду, користуючись його основними 
властивостями 
Теорема. Визначник трикутного вигляду дорівнює добутку 
елементів його головної діагоналі 
ПРИКЛАД 1. Обчислити визначник 
0 2 3 7
1 1 2 5
2 0 1 3
3 1 5 0

 
 

, 
попередньо отримавши нулі та розкриваючи його: а) за 
елементами третього рядка; б) за елементами першого 
стовпця. 
Розв’язання. а) обчислимо визначник, попередньо отри-
мавши нулі та розкриваючи його за елементами третього 
рядка. Виберемо у третьому рядку елемент 33 1a   , який 
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не зміниться, всі інші елементи перетворимо на нулі. 
Будемо працювати зі стовпцями: третій стовпчик, в якому 
знаходиться 33 1a   , помножимо на два та додамо до 
першого стовпчика, другий стовпчик не зміниться, так як 
елемент 32 0a  , потім третій стовпчик помножимо на три 
та додамо до четвертого стовпчика: 
3 1 1
3 4 4
2
3
0 2 3 7 6 2 3 2
1 1 2 5 3 1 2 1
2 0 1 3 0 0 1 0
3 1 5 0 13 1 5 15
s s s
s s s
  
  
   
     
   
 
 
3 3
6 2 2
( 1) ( 1) 3 1 1 (90 6 26 26 6 90) 128
13 1 15

 
                 ;
б) обчислимо визначник, попередньо отримавши нулі та 
розкриваючи його за елементами першого стовпця. Вибе-
ремо у першому стовпчику елемент 21 1a  , який не змі-
ниться, всі інші елементи перетворимо на нулі. Будемо пра-
цювати з рядками: перший рядок не зміниться, так як еле-
мент 11 0a  , другий рядок, в якому знаходиться 21 1a  , по-
множимо на ( 2 ) та додамо до третього рядка, потім 
другий рядок помножимо на ( 3 ) та додамо до четвертого 
рядка: 
2 3 3
2 4 4
( 2)
( 3)
0 2 3 7 0 2 3 7
1 1 2 5 1 1 2 5
2 0 1 3 0 2 3 7
3 1 5 0 0 4 11 15
r r r
r r r
   
   
 
   
   
 

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2 1
2 3 7
( 90 154 84 84 154 90)
( 1) 1 2 3 7
128
4 11 15


        
    
 

 
Відповідь: 128   . 
ПРИКЛАД 2. Обчислити визначник 
0 2 3 7
1 1 2 5
2 0 1 3
3 1 5 0

 
 

, 
звівши його до трикутного вигляду. 
Розв’язання. Поміняємо місцями перший і другий рядки 
(знак визначника зміниться на протилежний за шостою 
властивістю); помножимо перший рядок на ( 2 ) і додамо 
до третього, потім на ( 3 ) і додамо до четвертого; 
помножимо другий рядок на ( 1 ) і додамо до третього, 
потім на ( 2 ) і додамо до четвертого; помножимо третій 
рядок на ( 17 6 ) і додаємо до четвертого: 
1 3 3
1 2 1 4 4
( 2)
( 3)
0 2 3 7 1 1 2 5
1 1 2 5 0 2 3 7
2 0 1 3 2 0 1 3
3 1 5 0 3 1 5 0
r r r
r r r r r
   
   
  
  
    
 

 
 
2 3 3
2 4 4 3 4 4
( 1)
( 2) ( 17 6)
1 1 2 5 1 1 2 5
0 2 3 7 0 2 3 7
0 2 3 7 0 0 6 14
0 4 11 15 0 0 17 29
r r r
r r r r r r
   
       
   
 
    
 
 
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1 1 2 5
0 2 3 7
1 2 6 32 3 128
0 0 6 14
0 0 0 32 3
 

        

. 
Відповідь: 128   . 
ПРИКЛАД 3. Обчислити визначник за допомогою 
елементарних перетворень: 
1 2 3 3
2 1 0 1
1 2 1 1
3 1 2 3
 



. 
Розв’язання.  
Помножимо перший рядок на ( 2 ) і додамо до другого, на 
( 1 ) і додамо до третього, на ( 3 ) і додамо до четвертого:  
1 2 3 3
0 5 6 5
0 4 4 4
0 7 11 12
 



. 
Поділимо другий рядок на 4 , при цьому значення визнач-
ника помножиться на 4 :  
1 2 3 3
0 5 6 5
4
0 1 1 1
0 7 11 12
 




. 
Помножимо третій рядок на ( 5 ) і додамо до другого, на 
( 7 ) і додамо до четвертого: 
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1 2 3 3
0 0 1 0
4
0 1 1 1
0 0 4 5
 




. 
Поміняємо місцями другий і третій рядки, при цьому 
зміниться знак визначника: 
1 2 3 3
0 1 1 1
4
0 0 1 0
0 0 4 5
 

 


. 
Поміняємо місцями третій і четвертий рядки, при цьому 
зміниться знак визначника: 
1 2 3 3
0 1 1 1
4
0 0 4 5
0 0 1 0
 




. 
Поміняємо місцями третій і четвертий стовпці, при цьому 
зміниться знак визначника: 
1 2 3 3
0 1 1 1
4
0 0 5 4
0 0 0 1
 

 


. 
Отримали визначник верхнє трикутного вигляду. Тоді за 
теоремою: 
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 
1 2 3 3
0 1 1 1
4 4 1 1 5 1 20
0 0 5 4
0 0 0 1
 

         


. 
Відповідь: 20 . 
 
 
1.2 Матриці 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Матриця – це прямокутна 
таблиця чисел (або алгебра-
їчних символів чи математич-
них функцій), яка складається 
з m  рядків та n  стовпців 
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
m m mn
a a a
a a a
A
a a a
 
 
   
  
 
 
ПРИКЛАД 1. 
0 1 2
3 7 1
A
 
  
 
 – матриця складається з 
двох рядків і трьох стовпців. 
ПРИКЛАД 2. 
cos
sin cos
x tgx
A
x x
 
   
 – матриця складається з 
двох рядків і двох стовпців. 
Числа i ja  називаються елементами матриці, де i  – номер 
рядка ( 1,i m ), а j  – номер стовпця ( 1,j n ) 
Позначають матрицю симво-
лом i jA a , де 1,i m , 1,j n  
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Розмір матриці визначається кількістю її рядків і кількістю 
стовпців. Позначають символом m n , де m  – кількість 
рядків, n  – кількість стовпців 
ПРИКЛАД 3. 
1 2 3 4 5 6 7
0 8 0 9 1 2 3
A       
 – задана 
матриця складається з двох рядків і семи стовпців, тобто її 
розмір 2 7 . 
ПРИКЛАД 4. 
2
0
7
1
A
 
 
 
 
 
 
 – задана матриця складається з 
чотирьох рядків та одного стовпця, тобто її розмір 4 1 . 
 
 
1.2.1 Типи матриць 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Квадратна матриця – це 
матриця, число рядків якої 
дорівнює числу стовпців, 
тобто її розмір m m  
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
m
m
m m mm
a a a
a a a
A
a a a
 
 
   
  
 
 
ПРИКЛАД 1. 
2 1 9
0 8 5
1 7 0
A
 
   
   
 – задана матриця склада-
ється з трьох рядків і трьох стовпців, тобто її розмір 3 3 . 
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Головна діагональ матриці 
складається з елементів, роз-
ташованих з лівого верхнього 
кута до правого нижнього 
кута 
 A    
Бічна діагональ матриці скла-
дається з елементів, розта-
шованих з правого верхнього 
кута до лівого нижнього кута 
 A    
Матриця, всі діагональні еле-
менти якої не дорівнюють ну-
лю, називається діагональною 
11 ... 0
... ...
0 ... n n
а
а
 
 
 
 
 
  
Квадратна матриця, всі еле-
менти головної діагоналі якої 
дорівнюють одиниці, а всі 
інші – нулю, називається оди-
ничною 
1 0 ... 0
0 1 ... 0
... ... ... ...
0 0 ... 1
E
 
 
 
 
 
 
 
Нульова матриця – це матри-
ця, елементи якої дорівню-
ють нулю 
0 ... 0
... ...
0 ... 0
О
 
   
 
 
  
Матриця розміру 1m  на-
зивається вектор-стовпчик 
11
21
1
...
m
a
a
A
a
 
 
   
  
 
 
28 
 
Матриця розміру 1 n  нази-
вається вектор-рядок 
 11 12 1... nA a a a  
В системі матриць нульова 
матриця має властивості зви-
чайного нуля 
 
А О О   і О А О   
Дві матриці A  і B  називаються рівними, якщо вони 
однакового розміру та відповідні елементи i jA a  і 
i jB b  цих матриць рівні 
ПРИКЛАД 2. Матриці 
1 2
12 5
A    
 
 і 
1 2
12 5
B    
 
 є рів-
ними, так як їх розміри однакові 2 2  і відповідні елементи 
рівні. Значить, A B . 
ПРИКЛАД 3. Матриці 
1 2
12 5
A    
 
 і 
1 12
2 5
B    
 
 не рівні, 
так як їх розміри однакові 2 2 , а відповідні елементи не 
рівні. Тобто, A B . 
Матриця називається трикутною, якщо всі її елементи, які 
розташовані вище або нижче головної діагоналі, 
дорівнюють нулю: 
11 12 1
22 2
...
0 ...
...
0 0 ...
n
n
nn
a a a
a a
А
a
 
 
   
  
 
  
 або 
11
21 22
1 2
0 ... 0
... 0
...
...n n n n
a
a a
А
a a a
 
 
   
  
 
  
 
Матриця, що утворюється з 
матриці ( )A m n  заміною 
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рядків стовпцями (або навпа-
ки), називається транспоно-
ваною матрицею відносно 
матриці A  і позначається 
( )ТA n m  
11 21 1
12 22 2
1 2
...
...
...
...
m
mT
n n mn
a a a
a a a
А
a a a
 
 
   
  
 
  
 
ПРИКЛАД 4. Знайти транспоновану матрицю ТA  
відносно матриці 
1 2 3 4
5 6 7 8
A    
 
. 
Розв’язання. Щоб отримати транспоновану матрицю ТA , 
замінимо перший рядок матриці A  на перший стовпчик 
матриці ТA , а другий рядок матриці A  на другий стовпчик 
матриці ТA , отримаємо: 
1 5
2 6
3 7
4 8
ТA
 
 
 
 
 
 
 
Матриця A  називається си-
метричною, якщо ТA А , 
отже, j i i ja a  
1 5 0
5 2 3
0 3 1
 
  
  
 
Матриця A  називається 
кососиметричною, якщо 
ТA А  , отже, j i i ja a   
0 2 1
2 0 4
1 4 0
 
   
 
 
 
ПРИКЛАД 5. Показати, що матриця 
1 2 3
2 5 8
3 8 6
A
 
   
 
 
 є 
симетричною. 
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Розв’язання. Транспонуємо матрицю A : 
1 2 3
2 5 8
3 8 6
ТA
 
   
 
 
. 
Отримали матрицю ТA , рівну матриці А . Отже, за 
означенням, матриця А  є симетричною. 
ПРИКЛАД 6. Показати, що матриця 
0 2 3
2 0 8
3 8 0
A
  
   
 
 
 є 
кососиметричною. 
Розв’язання. Транспонуємо матрицю A : 
0 2 3
2 0 8
3 8 0
ТA
 
   
   
, помножимо транспоновану матрицю на 
( 1 ): 
0 2 3
2 0 8
3 8 0
ТA А
  
     
 
 
, або ТA А  . Отже, за 
означенням, матриця А  є кососиметричною. 
 
 
1.2.2 Операції над матрицями 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Додавання (віднімання) матриць 
Додавати можна лише матриці однакового розміру 
Сумою (різницею) двох мат-
риць A  і B  розміру m n  на-
зивається матриця того ж 
A B С  , 
i j i j i jc a b  ; 
31 
 
розміру, кожен елемент якої є 
сумою (різницею) елементів 
відповідних матриць A  і B  
A B С  , 
i j i j i jc a b   
ПРИКЛАД 1. Знайти суму та різницю матриць 
 1 2 0A    і  9 7 5B     . 
Розв’язання. Знайдемо суму матриць:  
   1 ( 9) 2 ( 7) 0 ( 5) 8 9 5С A B              , 
тепер знайдемо різницю матриць: 
   1 ( 9) 2 ( 7) 0 ( 5) 10 5 5С A B           . 
Множення матриць на число 
Добутком матриці A  на чис-
ло   називається матриця B , 
кожен елемент якої є добут-
ком числа   на відповідний 
елемент матриці A  
 
B А  , 
i j i jb a   
 
ПРИКЛАД 2. Знайти добуток матриці 
6 7
2 3
0 1
A
 
    
 
 
 на 
число 3  . 
Розв’язання.  
3 6 3 7 18 21
3 3 ( 2) 3 ( 3) 6 9
3 0 3 1 0 3
B А
        
                
          
. 
Множення матриць 
Множити можна матриці лише тоді, коли число стовпців 
першої матриці дорівнює числу рядків другої. В добутку 
отримаємо матрицю, у якої стільки рядків, скільки у 
першої матриці, і стільки стовпців, скільки у другої 
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Добутком матриць i sA a  
(розміру m n ) і s jВ b  
(розміру n k ), називається 
матриця i jС c  (розміру 
m k ), елементи якої обчис-
люються за правилом 
 
1 1 2 2 ...i j i j i jc a b a b     
1
n
i n n j i s s j
s
a b a b

    , 
де 1, , 1,i m j k   
Щоб отримати елемент i jc , необхідно скласти суму добут-
ків відповідних елементів і -го рядка матриці А  та j -го 
стовпця матриці В  
Зауваження 1. В загальному випадку, операція множення 
матриць не комутативна, тобто А В В А   , навіть коли це 
можливо 
ПРИКЛАД 3. Дано матриці 
1 2
2 3
0 1
A
 
    
 
 
 і 
0 1 2
1 3 4
B
  
  
 
. Знайти добуток матриць А В  і В А , 
якщо це можливо. 
Розв’язання.    
1 2
0 1 2
2 3
1 3 4
0 1
A В
 
             
 
 
1 0 2 1 1 ( 1) 2 3 1 ( 2) 2 4
2 0 ( 3) 1 2 ( 1) ( 3) 3 2 ( 2) ( 3) 4
0 0 1 1 0 ( 1) 1 3 0 ( 2) 1 4
           
                    
            
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0 2 1 6 2 8 2 5 6
0 3 2 9 4 12 3 7 8
0 1 0 3 0 4 1 3 4
       
             
        
; 
1 2
0 1 2
2 3
1 3 4
0 1
В A
 
               
 
 
0 1 ( 1) ( 2) ( 2) 0 0 2 ( 1) ( 3) ( 2) 1
1 1 3 ( 2) 4 0 1 2 3 ( 3) 4 1
                
              
 
0 2 0 0 3 2 2 1
1 6 0 2 9 4 5 3
      
            
. 
В розглянутому прикладі можливо було виконати множен-
ня А В  і В А . В результаті ми отримали матриці з різни-
ми елементами та різного розміру. В першому випадку 
отримали матрицю розміром 3 3 , а в другому – 2 2 . 
Зауваження 2. Операція множення можлива завжди для 
квадратних матриць однакового розміру 
Зауваження 3. Символічний запис 2А  означає добуток 
двох однакових квадратних матриць: 2А А А  . 
Аналогічно, 3А А А А   , ...n
n
А А А А     
ПРИКЛАД 4. Знайти 2А , якщо 
2 3
1 0
А
 
  
 
. 
Розв’язання. Так як 2А А А  , тоді 
2 2 3 2 3 2 2 ( 3) 1 2 ( 3) ( 3) 0
1 0 1 0 1 2 0 1 1 ( 3) 0 0
А
               
                   
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1 6
2 3
 
   
 
ПРИКЛАД 5. Знайти 3А , якщо 
2 3
1 0
А
 
  
 
 
Розв’язання. Так як 3 2 2А А А А А А А А       , тоді 
2
3 2 3 2 3 2 3 2 3 2 3
1 0 1 0 1 0 1 0 1 0
А
             
              
         
 
1 6 2 3 2 6 3 4 3
2 3 1 0 4 3 6 1 6
            
                    
 
Зауваження 4. Наведемо деякі цікаві властивості оберне-
них матриць: 
1. визначник двох взаємно обернених матриць дорів-
нює одиниці; значить, визначник оберненої матриці є чис-
лом, оберненим до визначника вихідної матриці: 
1 1 1 1( ) 1det А А detА detА detE detА
detА
         ; 
2. знаходження оберненої матриці для транспонованої 
рівносильне до транспонування оберненої матриці: 
1 1( ) ( )Т ТА А  ; 
3. матриця, обернена для добутку матриць, дорівнює 
добутку обернених матриць, які множаться у протилеж-
ному порядку: 
1 1 1( )А В В А      
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1.2.3 Властивості матричних операцій 
 
Словесне 
формулювання 
Аналітичний запис, 
графічне зображення 
Властивості, пов’язані з додаванням: 
1. Для будь-якої матриці 
А  існує протилежна матриця 
( )А  така, що 
 
2. Якщо А  і B  – матри-
ці одного розміру, тоді 
 
3. Якщо А , B  і С  – 
матриці одного розміру, тоді 
 
4. Транспонування суми 
матриць еквівалентне транс-
понуванню кожної матриці 
суми 
 
1. ( ) 0А А А А      
 
 
 
2. А B B А    
 
 
3. ( ) ( )А B С А B С      
 
 
4.  Т Т ТА B А B    
Властивості, пов’язані з множенням:  
Припустимо, що розміри матриць такі, що відповідні 
добутки визначені, і нехай   і   – довільні числа 0  , 
0  , тоді 
1.    А А   ; 
2.      АВ А В А В    ; 
3. ( ) ( )АB С А BС ; 
4.  Т Т ТАB B А ; 
5. добуток діагональних матриць, які мають рівні 
порядки, є комутативним: 
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11 11 11 11... 0 ... 0 ... 0 ... 0
... ... ... ... ... ... ... ...
0 ... 0 ... 0 ... 0 ...n n n n n n n n
а b b а
а b b а
     
     
     
     
     
   
 
ПРИКЛАД 1. Прямим обчисленням упевнитись у 
справедливості третьої властивості для множення матриць, 
якщо  2 1A  , 
1 1
0 3
В
 
  
 
 і 
2 1 2
1 0 4
С
  
  
 
. 
Розв’язання.       
1 1
2 1 2 1
0 3
A В
 
    
 
, 
     
2 1 2
2 1 5 2 0
1 0 4
АВ С
  
    
 
, 
1 1 2 1 2 1 1 6
0 3 1 0 4 3 0 12
В С
         
        
     
, 
       
1 1 6
2 1 5 2 0
3 0 12
А ВС АВ С
  
     
 
. 
ПРИКЛАД 2. Прямим обчисленням упевнитись у справед-
ливості четвертої властивості для множення матриць на 
прикладі довільних матриць другого порядку i jA а  і 
i jВ b . 
Розв’язання.  
11 12 11 12 11 11 12 21 11 12 12 22
21 22 21 22 21 11 22 21 21 12 22 22
a a b b a b a b a b a b
A В
a a b b a b a b a b a b
      
              
, 
  11 11 12 21 21 11 22 21
11 12 12 22 21 12 22 22
T a b a b a b a bA В
a b a b a b a b
  
     
, 
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11 21 11 21 11 11 21 12 11 21 21 22
12 22 12 22 12 11 22 12 12 21 22 22
T T b b a a b a b a b a b aВ A
b b a a b a b a b a b a
      
              
, 
отриманий результат співпадає з добутком A В . 
Властивості, пов’язані з додаванням і множенням: 
Нехай розміри матриць такі, що відповідні операції дода-
вання і множення визначені, і   – довільне число 
 0, 0   , тоді 
1. ( )А B С АВ АС   ; 
2. ( )А B С АС BС   ; 
3. ( )А B А B      
 
 
1.2.4 Ранг матриці 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Рангом матриці A  ( rangA  або ( )r A ) розміру m n  нази-
вається таке ціле число r , яке дорівнює найбільшому по-
рядку мінору, відмінного від нуля, цієї матриці. Таких 
мінорів може бути декілька. 
Будь-який мінор матриці, відмінний від нуля, порядок 
якого дорівнює рангу матриці, називається базисним. 
Матриці A  і В  називаються еквівалентними ( A В ), якщо 
( ) ( )r A r В . 
Теорема. Ранг матриці не змінюється від елементарних 
перетворень матриці: 
1) перестановка місцями рядків (стовпців); 
2) множення рядка (стовпця) на ненульове число; 
3) додавання до елементів одного рядка (стовпця) матриці 
відповідних елементів другого рядка (стовпця), що 
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помножені на одне й теж саме число; 
4) викреслювання рядка (стовпця), всі елементи якого 
дорівнюють нулю; 
5) заміна рядків відповідними стовпцями, і навпаки 
ПРИКЛАД 1. Знайти ранг матриці 
1 0 0 0 5
0 0 0 0 0
2 0 0 0 11
A
 
   
 
 
. 
Розв’язання. Викреслюємо з матриці A  другий рядок, 
другий, третій і четвертий стовпці, отримаємо матрицю 
1 5
2 11
 
 
 
,  яка  є  еквівалентною  до  A . Так як 1 5 11
2 11
   
10 1 0   , то   2r A  . 
ПРИКЛАД 2. Визначити ранг матриці 
1 2 1
2 3 5
3 5 4
A
 
   
 
 
. 
Розв’язання. Для визначення рангу, зведемо матрицю A  до 
трикутного вигляду за допомогою елементарних пере-
творень, які не змінюють рангу матриці. Помножимо 
перший рядок на ( 2 ) і додамо до другого, потім на ( 3 ) і 
додамо до третього, отримаємо: 
1 2 1
0 1 7
0 1 7
 
  
  
. Помножимо 
другий рядок на ( 1 ) і додамо до третього, отримаємо: 
1 2 1
0 1 7
0 0 0
 
  
 
 
. Тоді ранг матриці A  дорівнює ( ) 2rang A  . 
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1.2.5 Обернена матриця 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Матриця 1A  називається 
оберненою до квадратної 
матриці A , якщо  
 
1 1A А А A Е     ,  
де Е  – одинична матриця 
Квадратна матриця A  n го порядку називається   е виро-
женою (несингулярною), якщо її визначник det A  не 
дорівнює нулю. В протилежному випадку матриця 
називається виродженою (сингулярною) 
Теорема. Будь-яка   е вироджена матриця A  має єдину 
обернену матрицю 1A . 
Алгоритм знаходження оберненої матриці: 
1) обчислити визначник матриці det A ; 
2) знайти транспоновану матрицю ТA ; 
3) обчислити алгебраїчні доповнення для кожного 
елемента транспонованої матриці; 
4) записати обернену матрицю за формулою: 
11 12 1
21 22 21
1 2
...
...1
... ... ... ...det
...
T T T
n
T T T
n
T T T
n n n n
A A A
A A A
A
A
A A A

 
 
   
  
 
; 
5) перевірити рівності: 1A А Е    або 1А A Е   
ПРИКЛАД 1. Знайти до матриці 
2 1 0
1 3 4
1 7 1
A
 
   
  
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обернену матрицю 1A . 
Розв’язання.  
Знайдемо визначник матриці det A : 
2 1 0
det 1 3 4 6 0 4 0 56 1 59 0
1 7 1
A            

, 
отже матриця A  є невиродженою, тобто має обернену. 
Знайдемо транспоновану матрицю 
2 1 1
1 3 7
0 4 1
ТA
 
   
  
. 
Обчислимо алгебраїчні доповнення для кожного елемента 
транспонованої матриці: 
1 1
11
3 7
( 1) 3 28 31
4 1
A        

, 
1 2
12
1 7
( 1) ( 1 0) 1
0 1
A        

, 
1 3
13
1 3
( 1) 4 0 4
0 4
A       , 
2 1
21
1 1
( 1) (1 4) 3
4 1
A 

      

, 
2 2
22
2 1
( 1) 2 0 2
0 1
A        

, 
2 3
23
2 1
( 1) (8 0) 8
0 4
A 

        , 
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3 1
31
1 1
( 1) 7 3 10
3 7
A 

        , 
3 2
32
2 1
( 1) (14 1) 13
1 7
A         , 
3 3
33
2 1
( 1) 6 1 7
1 3
A 

      . 
 
Отже, 1
31 1 4
1 3 2 8
59
10 13 7
A
 
        
.  
Зробимо перевірку: 
1
31 1 4 2 1 0
1 3 2 8 1 3 4
59
10 13 7 1 7 1
A А
   
                     
 
62 1 4 31 3 28 0 4 4
1 6 2 8 3 6 56 0 8 8
59
20 13 7 10 39 49 0 52 7
        
                   
 
59 0 0 1 0 0
1 0 59 0 0 1 0
59
0 0 59 0 0 1
Е
   
                
,  
отже, обернена матриця знайдена вірно. 
Відповідь: 1
31 1 4
1 3 2 8
59
10 13 7
A
 
     
   
. 
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ПРИКЛАД 2. Знайти обернену матрицю для матриці 
3 0 1
1 3 1
2 3 4
A
 
   
 
 
. Зробити перевірку. 
Розв’язання. Обчислимо визначник: 
3 0 1
1 3 1 36 3
2 3 4
      
0 6 0 9 24 0      , тобто обернена матриця існує. 
Знайдемо транспоновану матрицю  
3 1 2
0 3 3
1 1 4
A
 
   
 
 
. 
Знайдемо алгебраїчні доповнення для кожного елемента 
транспонованої матриці: 
2
11
3 3
( 1) 12 3 9
1 4
A      , 
 312
0 3
( 1) 0 3 3
1 4
A       , 
4
13
0 3
( 1) 0 3 3
1 1
A       ,  
 321
1 2
( 1) 4 2 2
1 4
A        , 
4
22
3 2
( 1) 12 2 10
1 4
A      ,  
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 523
3 1
( 1) 3 1 2
1 1
A        , 
4
31
1 2
( 1) 3 6 3
3 3
A       ,  
 532
3 2
( 1) 9 0 9
0 3
A        , 
6
33
3 1
( 1) 9 0 9
0 3
A      . 
Тоді обернена матриця має вигляд:   
1
9 3 3
1 2 10 2
24
3 9 9
A
 
    
   
. 
Виконаємо перевірку: 
1
9 3 3 3 0 1
1 2 10 2 1 3 1
24
3 9 9 2 3 4
A A
   
          
       
 
9 3 3 1 3 2 9 0 3 3 3 3 9 1 3 1 3 4
1 2 3 10 1 2 2 2 0 10 3 2 3 2 1 10 1 2 4
24
3 3 9 1 9 2 3 0 9 3 9 3 3 1 9 1 9 4
               
                     
                   
 
27 3 6 0 9 9 9 3 12 24 0 0
1 16 10 4 0 30 6 2 10 8 0 24 0
24 24
9 9 18 0 27 27 3 9 36 0 0 24
        
                
             
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1 0 0
0 1 0
0 0 1
E
 
   
 
 
. 
Обернена матриця знайдена правильно. 
Відповідь: 1
9 3 3
1 2 10 2
24
3 9 9
A
 
    
   
. 
 
 
1.3 Системи лінійних алгебраїчних рівнянь 
 
1.3.1 Системи лінійних алгебраїчних рівнянь (СЛАР). 
Основні визначення 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Системою лінійних алгеб-
раїчних рівнянь (СЛАР), яка 
складається з m  рівнянь з n  
невідомими, називається сис-
тема вигляду 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ,
... ,
...........................................
... ,
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
   
    


    
 
де jx  – невідомі, ija  – кое-
фіцієнти системи, ib  – віль-
ні члени ( 1,i m , 1,j n ) 
Такі системи зручно запису-
вати у матричній формі 
 
A X B   
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A  – матриця коефіцієнтів, 
яка називається основною 
матрицею 
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
m m mn
a a a
a a a
A
a a a
 
 
 
 
 
 
 
Х  – вектор-стовпчик неві-
домих jx  
1
2
...
n
x
x
X
x
 
 
 
 
 
 
 
 
В  – вектор-стовпчик вільних 
членів ib  
1
2
...
m
b
b
B
b
 
 
 
 
 
 
 
Система називається однорід-
ною, якщо всі її вільні члени 
дорівнюють нулю 0ib   
( 1,i m ) 
11 1 12 2 1
21 1 22 2 2
1 1 2 2
... 0,
... 0,
...........................................
... 0
n n
n n
m m mn n
a x a x a x
a x a x a x
a x a x a x
   
    


    
 
Система називається неоднорідною, якщо хоча б один 
вільний член не дорівнює нулю 
Розширеною матрицею сис-
теми називається матриця A , 
яка доповнена стовпцем віль-
них членів 
 A A B   
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11 12 1 1
21 22 2 2
1 2
...
...
... ... ... ... ...
...
n
n
m m mn m
a a a b
a a a b
a a a b
 
 
   
  
 
 
Розв’язком системи називається сукупність n  чисел, які 
при підстановці замість невідомих в систему рівнянь 
обертають всі рівняння у тотожності 
Система рівнянь називається сумісною, якщо вона має хоча 
б один розв’язок; несумісною, якщо вона не має жодного 
розв’язку 
Система рівнянь називається визначеною, якщо вона має 
тільки один розв’язок; невизначеною, якщо вона має біль-
ше, ніж один розв’язок 
Теорема Кронекера-Капеллі. Система лінійних алгеб-
раїчних рівнянь є сумісною, якщо ранг розширеної матриці 
системи дорівнює рангу основної матриці системи. 
Якщо ранг сумісної системи дорівнює числу невідомих, то 
система має єдиний розв’язок. 
Якщо ранг сумісної системи менший за число невідомих, 
то система має нескінченну множину розв’язків 
ПРИКЛАД. Переконатися, що дана система 
1 2 3
1 2 3
1 2 3
3 2 3
6 2 1
3 3 2
x x x
x x x
x x x
  
   
    
 
сумісна і невизначена.  
Розв’язання. Для знаходження рангу основної матриці 
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3 1 2
6 2 1
3 1 3
A
 
   
  
 знайдемо мінор найбільшого порядку, 
відмінний від нуля: 
1 3 0M   ,  2
1 2
5 0
2 1
M    

, 
3 1 2
det 6 2 1 3 ( 6 1) 1 ( 18 3) 2 (6 6) 0
3 1 3
A              

, 
отже найбільшим мінором, відмінним від нуля, є мінор 
2M , значить 2rang A  . 
Тепер знайдемо ранг розширеної матриці 
3 1 2 3
6 2 1 1
3 1 3 2
A
 
   
   
. Для визначення рангу, зведемо 
матрицю A  до ступінчастого вигляду за допомогою 
елементарних перетворень, які не змінюють рангу матриці. 
Помножимо перший рядок на ( 2 ) і додамо до другого, 
потім на ( 1 ) і додамо до третього, отримаємо: 
1 2 2
1 3 3
( 2)
( 1)
3 1 2 3 3 1 2 3
6 2 1 1 0 0 5 5
3 1 3 2 0 0 5 5
r r r
r r r
A
   
   
   
         
       
   
Тепер помножимо другий рядок на 1  і додамо до третього 
рядка, отримаємо: 
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2 3 3( 1)
3 1 2 3
3 1 2 3
0 0 5 5
0 0 1 1
0 0 0 0
r r r               
 
  , 
2rang A  . Оскільки 2 3rang A rang A r n     , то 
система сумісна і невизначена. 
 
 
1.3.2 Розв’язання СЛАР методом Крамера 
 
Словесне формулювання Аналітичний запис, графічне зображення 
 
Для СЛАР, яка має n  рівнянь 
і n  невідомих, основна мат-
риця має вигляд 
 
 
визначник цієї матриці нази-
вається визначником системи 
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
n n nn
a a a
a a a
A
a a a
 
 
 
 
 
 
; 
det A  
11 12 1
21 22 2
1 2
...
...
... ... ... ...
...
n
n
n n nn
a a a
a a a
a a a
  
Якщо визначник системи не 
дорівнює нулю 0  , тоді 
СЛАР має єдиний розв’язок, 
який знаходять за формулами 
Крамера 
1
1x



, 22x



,…, nnx



 
де j  ( 1,j n ) – визнач-
ник, отриманий з визначни-
ка системи  , заміною 
j -го стовпчика стовпчи-
ком вільних членів B  
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Якщо визначник системи дорівнює нулю ( 0  ), тоді 
маємо два випадки: 
1) система несумісна, тобто не має розв’язків, якщо 
хоча б один з 0j  ; 
2) система невизначена, тобто має нескінченну 
множину розв’язків, якщо всі 0j   
Зауваження. Однорідна система рівнянь завжди сумісна, 
тому що завжди існує тривіальний розв’язок 
1 2 ... 0nx x x    . Тобто, якщо визначник однорідної 
системи 0  , тоді система має єдиний нульовий 
розв’язок. А якщо 0  , тоді однорідна система має 
нескінченну множину розв’язків 
ПРИКЛАД 1. Розв’язати систему лінійних рівнянь за 
формулами Крамера і зробити перевірку. 
3 2 3 1;
2 3 1;
2 2.
x y z
x y z
x y z
  
   
   
 
Розв’язання.  
3 2 3
1 2 3 6 3 12 12 2 9 10 0
2 1 1
 
           
 
, 
1
1 2 3
1 2 3 2 3 12 12 2 3 20
2 1 1
 
          
 
, 
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2
3 1 3
1 1 3 3 6 6 6 1 18 10
2 2 1

          

, 
3
3 2 1
1 2 1 12 1 4 4 3 4 10
2 1 2

        

, 
1 20 2
10
x   

,   2 10 1
10
y   

,   3 10 1
10
z   

. 
Виконаємо перевірку: 
3 2 2 1 3 1 6 2 3 1;
2 2 1 3 1 2 2 3 1;
2 2 1 1 4 1 1 2.
        
        
       
 
Відповідь: 2x  , 1y  , 1z  . 
ПРИКЛАД 2. Розв’язати систему лінійних рівнянь за 
формулами Крамера і зробити перевірку: 
2 3 8;
3 6;
2 2 6.
x y z
x y z
x y z
  
   
   
 
Розв’язання.  
1 2 3
3 1 1 2 9 4 6 12 1 4 0
2 1 2
           , 
1
8 2 3
6 1 1 16 18 12 18 24 8 4
6 1 2
          , 
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2
1 8 3
3 6 1 12 54 16 36 48 6 8
2 6 2
          , 
3
1 2 8
3 1 6 6 24 24 16 6 36 4
2 1 6
          , 
4 1
4
x  

,   8 2
4
y  

,   4 1
4
z  

 
Перевірка:  
1 2 2 3 1 1 4 3 8;
3 1 2 1 3 2 1 6;
2 1 2 2 1 2 2 2 6.
       
       
        
 
Відповідь: 1x  , 2y  , 1z  . 
ПРИКЛАД 3. Розв’язати однорідну систему лінійних 
алгебраїчних рівнянь методом Крамера: 
1 2 3
1 2 3
1 2 3
3 2 0;
2 3 0;
3 5 4 0.
x x x
x x x
x x x
  
   
   
 
Розв’язання. Обчислимо визначник системи: 
1 3 2
2 1 3 4 27 20 6 24 15 0
3 5 4
        

, тому із системи 
можна виключити, наприклад, третє рівняння: 
1 2 3
1 2 3
3 2 0;
2 3 0.
x x x
x x x
  
   
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Положимо 3x t , де t  – довільне дійсне число. Виразимо 
1x  і 2x  через t  за допомогою метода Крамера: 
1 2
1 2
3 2 0;
2 3 0,
x x t
x x t
  
   
   1 2
1 2
3 2 ;
2 3 ,
x x t
x x t
  
   
 
1 3
1 6 7
2 1
      

, 1
2 3
2 9 11
3 1
t
t t t
t

    
 
,   
2
1 2
3 4
2 3
t
t t t
t

     

, 11
11
7
tx   

,   22 7
tx   

. 
Перевірка:  
11 11 3 143 2 0;
7 7 7 7 7
11 22 212 3 0;
7 7 7 7 7
11 33 5 283 5 4 0.
7 7 7 7 7
t t t t tt
t t t t tt
t t t t tt
              
                 
   
                  
   
 
Відповідь: 1
11
7
tx   , 2 7
tx   , 3x t , t R . 
 
 
1.3.3 Розв’язання СЛАР методом оберненої матриці 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Розглянемо СЛАР, яка має n  
рівнянь і n  невідомих, яка 
записана у матричній формі 
 
A X B   
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Якщо матриця A  – невирод-
жена ( det 0A  ), то вона має 
обернену матрицю 1A  
1 1A A X A B     , 
1E X A B   , 
1X A B   
ПРИКЛАД 1. Розв’язати систему лінійних рівнянь за 
допомогою оберненої матриці: 
3 2 3 1;
2 3 1;
2 2.
x y z
x y z
x y z
  
   
   
 
Розв’язання.  
3 2 3
1 2 3
2 1 1
A
  
   
   
, 
x
X y
z
 
   
 
 
, 
1
1
2
B
 
   
 
 
. 
Обчислимо визначник системи: 
3 2 3
det 1 2 3 6 3 12 12 2 9 10 0
2 1 1
A
 
          
 
. 
Транспонуємо основну матрицю: 
3 1 2
2 2 1
3 3 1
A
 
    
    
, знай-
демо її алгебраїчні доповнення: 
2
11
2 1
( 1) 2 3 5
3 1
A

      
 
,  
 312
2 1
( 1) 2 3 1
3 1
A
 
     
 
, 
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4
13
2 2
( 1) 6 6 12
3 3
A

    
 
, 
 321
1 2
( 1) 1 6 5
3 1
A        
 
, 
4
22
3 2
( 1) 3 6 3
3 1
A      
 
, 
 523
3 1
( 1) 9 3 6
3 3
A       
 
, 
4
31
1 2
( 1) 1 4 5
2 1
A       

, 
 532
3 2
( 1) 3 4 1
2 1
A        
 
, 
6
33
3 1
( 1) 6 2 8
2 2
A     

, 
1
5 1 12
1 5 3 6
10
5 1 8
A
 
   
   
, 
5 1 12 1 5 1 1 1 12 2 20 2
1 1 15 3 6 1 5 1 3 1 6 2 10 1
10 10 10
5 1 8 2 5 1 1 1 8 2 10 1
X
              
                          
                       
, 
2x  , 1y  , 1z  . 
Відповідь: 2x  , 1y  , 1z  . 
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ПРИКЛАД 2. Розв’язати систему лінійних рівнянь за 
допомогою оберненої матриці: 
2;
5 4 4 1;
2 2 2.
x y z
x y z
x y z
  
   
   
 
Розв’язання. Розв’яжемо систему за допомогою оберненої 
матриці:    
1 1 1
5 4 4
2 1 2
A
 
    
 
 
, 
x
X y
z
 
   
 
 
, 
2
1
2
B
 
   
 
 
. 
Обчислимо визначник системи:  
1 1 1
det 5 4 4 8 5 8 8 10 4 9 0
2 1 2
A              . 
Транспонуємо основну матрицю: 
1 5 2
1 4 1
1 4 2
TA
 
   
  
, та 
знайдемо її алгебраїчні доповнення і запишемо обернену 
матрицю: 
1
4 1 1 1 1 4
4 2 1 2 1 4
4 1 0
5 2 1 2 1 51 1 18 0 9
4 2 1 2 1 49 9
13 1 9
5 2 1 2 1 5
4 1 1 1 1 4
A
   
                       
    
, 
56 
 
1
4 1 0 2
1 18 0 9 1
9
13 1 9 2
X A B
    
            
      
 
4 2 1 1 0 2 9 1
1 118 2 0 1 9 2 18 2
9 9
13 2 1 1 9 2 9 1
           
                     
               
. 
Відповідь: 1x  , 2y  , 1z   . 
 
 
1.3.4 Розв’язання СЛАР методом Гауса 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Розглянемо СЛАР, яка має m  рівнянь і n  невідомих 
11 1 12 2 1 1
21 1 22 2 2 2
1 1 2 2
... ;
... ;
...........................................
... .
n n
n n
m m mn n m
a x a x a x b
a x a x a x b
a x a x a x b
   
    


    
 
Метод Гауса складається з двох етапів: 
1) на першому етапі (прямий хід) послідовно виклю-
чають невідомі за допомогою рівносильних перетворень 
системи (елементарних перетворень розширеної матриці 
системи). В результаті система (розширена матриця систе-
ми) зводиться до ступінчатої форми (трикутного вигляду). 
2) на другому етапі (обернений хід) розв’язують отри-
ману еквівалентну систему (знаходять невідомі) знизу-
догори 
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Зауваження. A  – основна матриця, A  – розширена 
матриця системи. 
ПРИКЛАД 1. Розв’язати систему лінійних рівнянь за 
допомогою метода Гауса: 
3 2 3 1;
2 3 1;
2 2.
x y z
x y z
x y z
  
   
   
 
Розв’язання.  
Прямий хід. Запишемо систему у вигляді розширеної 
матриці: 
3 2 3 1
1 2 3 1
2 1 1 2
А
   
   
   
. 
Поміняємо місцями перший і другий рядки:  
1 2 3 1
3 2 3 1
2 1 1 2
  
   
   
. 
Помножимо перший рядок на ( 3 ) і додамо до другого, 
потім на ( 2 ) і додамо до третього, отримаємо:  
1 2 3 1
0 8 6 2
0 5 5 0
  
   
  
. 
Помножимо другий рядок на 5 , третій на ( 8 ) і додамо, 
отримаємо:  
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1 2 3 1
0 8 6 2
0 0 10 10
  
   
   
. 
Обернений хід. Тепер систему можна записати у вигляді:  
2 3 1;
  8 6 2;
10 10.
x y z
y z
z
  
    
   
 
З третього рівняння знаходимо 1z  , підставляємо в друге 
рівняння 8 6 1 2y     , звідки 1y  . Підставляємо все в 
перше рівняння 2 1 3 1 1x      , тоді 2x  . 
Відповідь: 2x  , 1y  , 1z  . 
ПРИКЛАД 2. Розв’язати систему лінійних рівнянь 
методом Гауса: 
1 2 3
1 2 3
1 2 3
2 1;
2 2 4;
4 4 2.
x x x
x x x
x x x
   
    
    
 
Розв’язання.  
Прямий хід. Запишемо систему у вигляді розширеної 
матриці: 
1 1 2 1
2 1 2 4
4 1 4 2
А
  
    
  
. 
Помножимо перший рядок на ( 2 ) і додамо до другого, на 
( 4 ) і додамо до третього, отримаємо: 
1 1 2 1
0 3 2 2
0 3 4 2
  
    
   
. 
Помножимо 2-ий рядок на ( 1 ) и додамо до 3-го:  
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1 1 2 1
0 3 2 2
0 0 2 4
  
    
  
. 
Запишемо отриману еквівалентну систему:  
1 2 3
2 3
3
2 1;
  3 2 2;
2 4.
x x x
x x
x
   
    
  
 
З третього рівняння знаходимо: 3 2x   , підставляємо в 
друге рівняння  
 23 2 2 2x      ,   23 4 2x    ,   23 6x   ,   2 2x  , 
тепер підставляємо все у перше рівняння  
 1 2 2 2 1x       ,   1 2 4 1x     ,   1 1x  . 
Перевірка: 
 
 
 
1 2 2 2 1 2 4 1;
2 1 2 2 2 2 2 4 4;
4 1 2 4 2 4 2 8 2.
        

         
          
 
Відповідь: 1 1x  , 2 2x  , 3 2x   . 
ПРИКЛАД 3. Розв’язати однорідну систему лінійних 
алгебраїчних рівнянь методом Гауса: 
1 2 3
1 2 3
1 2 3
3 2 0;
2 3 0;
3 5 4 0.
x x x
x x x
x x x
  
   
   
 
Розв’язання. Запишемо систему у вигляді розширеної 
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 матриці: 
1 3 2
2 1 3
3 5 4
А
 
   
  
. Помножимо перший рядок на 
( 2 ) і додамо до другого, на ( 3 ) і додамо до третього, 
отримаємо: 
1 3 2
0 7 1
0 14 2
 
   
   
. Помножимо другий рядок на 
( 2 ) і додамо до третього:  
1 3 2
0 7 1
0 0 0
 
   
 
 
 
Тоді систему можна записати у вигляді: 
1 2 3
2 3
3
3 2 0;
  7 0;
0 0.
x x x
x x
x
  
   
  
 
З третього рівняння маємо, що 3x  може бути довільним 
дійсним числом. Нехай 3x t . Підставляємо в друге рів-
няння 27 0x t   , звідки 2 7
tx   . Підставляємо все в пер-
ше рівняння  
1 3 2 07
tx t      
 
,   1
3 2 0
7
tx t   ,   1
3 2
7
tx t  , 
1
3 14
7
t tx  ,   1
11
7
tx  . 
Відповідь: 1
11
7
tx   , 2 7
tx   , 3x t , t R . 
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ПРИКЛАД 4. Розв’язати однорідну систему лінійних 
алгебраїчних рівнянь 
1 2 3 4
1 2 3 4
1 2 3 4
0;
2 5 22 0;
2 3 5 17 0.
x x x x
x x x x
x x x x
   
    
    
 
Розв’язання. Розв’яжемо систему методом Гауса. Запишемо 
систему у вигляді розширеної матриці:  
1 1 1 1
1 2 5 22
2 3 5 17
А
 
   
 
 
. 
Помножимо перший рядок на ( 1 ) і додамо до другого, на 
( 2 ) і додамо до третього:  
1 1 1 1
0 1 4 21
0 1 3 15
 
 
 
 
 
. 
Помножимо другий рядок на ( 1 ) і додамо до третього:  
1 1 1 1
0 1 4 21
0 0 1 6
 
 
 
   
. 
Тоді систему можна записати у вигляді: 
1 2 3 4
2 3 4
3 4
0;
  4 21 0;
6 0.
x x x x
x x x
x x
   
   
   
 
Нехай 4x t , t R .  
Підставимо в третє рівняння 
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3 6 0x t   ,  звідки 3 6x t  . 
Підставляємо в друге рівняння  
 2 4 6 21 0x t t     , звідки 2 24 21 3x t t t   . 
Підставляємо все в перше рівняння  
1 3 6 0x t t t    , звідки 1 3 6 2x t t t t     . 
Перевірка:  
 
 
2 3 6 6 6 0;
2 2 3 5 6 22 2 6 30 22 0;
2 2 3 3 5 6 17 4 9 30 17 0.
t t t t t t
t t t t t t t t
t t t t t t t t
     
           
            
 
Відповідь: 1 2x t , 2 3x t , 3 6x t  , 4x t , t R . 
ПРИКЛАД 5. Розв’язати однорідну систему лінійних 
алгебраїчних рівнянь  
1 2 3
1 2 3
1 3
2 0;
2 3 0;
3 2 0.
x x x
x x x
x x
  
   
  
 
Розв’язання. Розв’яжемо систему методом Гауса. Запишемо 
систему у вигляді розширеної матриці: 
1 1 2
2 1 3
3 0 2
А
 
   
 
 
. 
Помножимо перший рядок на ( 2 ) і додамо до другого, на 
( 3 ) і додамо до третього, отримаємо: 
1 1 2
0 3 7
0 3 4
 
  
  
 
Помножимо другий рядок на ( 1 ) і додамо до третього: 
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1 1 2
0 3 7
0 0 3
 
  
 
 
. 
Тоді систему можна записати у вигляді: 
1 2 3
2 3
3
2 0;
  3 7 0;
3 0.
x x x
x x
x
  
  
 
 
З третього рівняння маємо, що 3 0x  . З другого рівняння 
2 0x  . З першого рівняння 1 0x  . 
Перевірка: 
0 0 2 0 0;
2 0 0 3 0 0;
3 0 2 0 0.
   
     
    
 
Відповідь: 1 2 3 0x x x   . 
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2 ВЕКТОРНА АЛГЕБРА 
 
2.1 Основні визначення 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Вектор – це спрямований 
відрізок, який позначають 
однією малою латинською 
буквою a , або двома вели-
кими латинськими AB

, де 
перша A  – це початок 
вектору, B  – кінець вектору 
 
AB a
   
Довжина вектора або модуль 
вектора – це скалярна вели-
чина вектора (це величина 
додатна) 
a AB
  
Нуль-вектор  0

– це вектор у 
якого початок і кінець спів-
падають  
Колінеарні вектори – це век-
тори, які лежать на одній 
прямій або розташовані на 
паралельних  
a b
 , a c  , c b
  
Рівними векторами нази-
вають вектори, які однаково 
спрямовані та мають однако-
ву довжину. 
Зауваження. Два вектори 
рівні тільки, якщо їх можна 
сумістити без повороту 
 
a  
b

 
a  
b

 
c  
AA

 
A 
A 
B 
a  
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Одиничним вектором (або 
ортом) називають вектор, 
довжина якого дорівнює 
одиниці  
Протилежні вектори  – це 
два вектори, які мають 
протилежні напрями та рівні 
модулі  
 
 
2.2 Дії над векторами 
 
Словесне формулювання Аналітичний запис, графічне зображення 
1. Додавання 
Правило трикутника 
Сумою векторів a  і b

 назива-
ють третій вектор c , початок 
якого співпадає з початком 
першого вектору a , а кінець з 
кінцем другого вектору b

 
  
Правило паралелограму 
Якщо доданки a  і b

 не колі-
неарні, то суму ba

  знаходять 
завдяки таким побудовам: на 
векторах a  і b

 будуємо 
паралелограм. Діагональ цього 
паралелограму й буде сумою 
a b
   
Зауваження 1. Для колінеарних векторів правило парале-
лограму не застосовується 
a  
b

 
a b
  
 
a  
b

 
1a   
a b
  
a  
b

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Сумою декількох векторів є век-
тор, отриманий після численних 
послідовних додавань векторів. 
Тобто, такий вектор, початок 
якого співпадає з початком пер-
шого вектору-доданку, а кінець 
– з кінцем останнього вектору-
доданку.  
Таке правило називають пра-
вилом многокутника або пра-
вилом ланцюжка 
 
Зауваження 2. Сума протилежних векторів дорівнює нуль-
вектору:   0a a  
   
Додавання векторів є комута-
тивним: a b b a  
    
Додавання векторів є асоціа-
тивним: 
 a b c a b c    
      
 a b c a b c    
      
2.  Віднімання 
Правило трикутника 
Щоб отримати різницю a b
  
векторів a  і b

 достатньо при-
вести вектори до спільного по-
чатку, а потім побудувати век-
тор, початок якого співпадає з 
початком першого вектору a , а 
кінець – з кінцем вектору b

 
 
 
Зауваження 3. Модуль різниці може бути меншим за 
модуль зменшуваного (довжини вектору a ), але й може 
бути більшим або ж рівним 
m a b c d f    
      
a
b

cd

m
f

a  
b

 
a b
  
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Правило паралелограму 
Щоб отримати різницю ba

  
векторів a  і b

 достатньо при-
вести вектори до спільного по-
чатку та побудувати парале-
лограм. Діагональ отриманого 
паралелограма, яка з’єднувати-
ме кінцеву точку вектору a  з 
кінцевою точкою вектору b

 й 
буде вектором різниці ba

  
 
3. Множення вектору на число 
Щоб помножити вектор a  на 
число   (яке не дорівнює 
нулю), необхідно побудувати 
новий вектор, довжина якого 
помножена на  , а його на-
прямок співпадає з напрямком 
вектора a , якщо 0 , або 
має протилежний напрямок, 
якщо 0  
 
Властивості множення на 
число (вони аналогічні основ-
ним властивостям множення 
чисел) 
   aa    ; 
  aaa    ; 
  ;a b c a b c           
0a ,  
якщо 0  або a =0 
Будь-який вектор a  можна 
представити у вигляді 
aaa   0 , 
де 0a
  – орт, спрямований 
однаково з вектором a  
a  
0, a

 
0, a  
a  
b

 
a b
  
68 
 
Лінійною комбінацією векто-
рів називають вираз 
rcba n  ...321
 , 
де 1 , 2 , …, n  – 
довільні числа 
Якщо вектори a  і b

 колі-
неарні, то знайдеться таке чис-
ло  , яке називають відно-
шенням вектору b

 до колі-
неарного вектору a  ( 0a ) 
ab 

  
(умова колінеарності), 

a
b


 або ab 

:  
Зауваження 4. До лінійної комбінації векторів можна 
застосовувати всі правила перетворень, встановлених в 
алгебрі для многочленів першого порядку (Додаток А) 
ПРИКЛАД 1. Спростити вираз 4 3 5 7 5
2 3
a b c c a  

   
. 
Розв’язання. Приведемо заданий вираз до спільного 
знаменнику, отримаємо 
4 3 5 7 5 12 9 15 14 10
2 3 6
a b c c a a b c c a      
  
        
 
2 9 29
6
a b c 

 
. 
ПРИКЛАД 2. Довести, що при будь-якому розташуванні 
точок A , B , C  справедлива рівність 0AB BC CA  
  
. 
Розв’язання. Вектор BC

 відкладено від кінця вектору AB

, 
вектор CA

 від кінця вектору BC

, тоді кінець вектору CA

 
співпадає з початком вектору AB

. Таким чином, сума 
AB BC CA 
  
 є вектором у якого початок співпадає з 
кінцем, а це і є нуль-вектор, тож    
0AB BC CA  
  
. 
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2.3 Проекція вектору 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Проекція точки на вісь l  – це 
основа перпендикуляру про-
веденого з точки на вісь l  
 
Проекцією вектора AB

 на вісь 
l  називають довжину A B 

 цієї 
осі, який розташовано між 
проекціями A  та B  його 
початкової точки A  та кінце-
вої точки B , взятої з додатним 
знаком, якщо напрямок A B 

 
співпадає з напрямом осі 
проекції, та зі знаком « », 
якщо ці напрямки протилежні 
 
ПРИКЛАД 3. При якій умові вектори a b
  й a b
  колі-
неарні? 
Розв’язання. Переглянувши правило паралелограму для 
додавання та віднімання векторів, можна пересвідчитися, 
що вектори a  і b

 не є колінеарними, бо на них можна 
побудувати паралелограм, діагоналі якого й будуть ці 
вектори  a b
  й a b
 . 
 B 
B  l 
a  A 
A  
B 
B  l 
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Якщо вісь l  задана вектором 
c , то вектор A B 

 називають 
також геометричною проек-
цією вектора AB

 на напрямок 
вектора c . Позначають 
спр AB

, спр a

. Алгебраїчною 
проекцією вектору є деяке 
дійсне число, тобто скаляр, 
його значення не залежить від 
вибору одиниці масштабу 
 
Властивості проекцій 
Проекція суми векторів на 
будь-яку вісь l  (або вектор) 
дорівнює сумі проекцій цих 
векторів на вісь l  (або вектор) 
( )lпр a b c  
   
l l lпр a пр b пр c  
   
Наприклад, 
( )l l lпр AC CB пр AC пр CB  
   
 
 
 
Алгебраїчна проекція вектора 
на будь-яку вісь дорівнює до-
бутку довжини вектору на ко-
синус кута між вектором та 
віссю 
coslпр a a
 
  
 
Зауваження. Геометричну проекцію вектора на вісь 
називають компонентою вектора на осі або координатами 
вектору 
a  
A 
A  
B 
B  
c  
a  
l 
  
a  
A 
A  
B 
B  l 
С 
C  
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2.4 Координати вектору 
 
Словесне формулювання 
Аналітичний запис, 
графічне зображення 
Будь-який вектор можна роз-
класти на три доданки, які 
лежать на осях координат 
1 2 3OM OM OM OM  
   
. 
 
Якщо на кожній координат-
ній осі ( Ox ,Oy , Oz  відповід-
но) відкласти одиничні век-
тори (орти) та позначити їх 
i

, j

, k

, то вектор a  матиме 
таке розкладання  
a xi yj zk  
  , 
x , y , z  – координати 
вектору a . 
Записують:  , ,a x y z  
Зауваження 1. Проекції вектора на координатні осі, числа 
x , y , z , називають його декартовими координатами. 
Зауваження 2. Між компонентами та проекціями існує 
залежність, що компоненту отримують завдяки множенню 
основного одиничного вектору i

, j

, k

 на проекцію, тобто  
xi

, yj

, zk

 
Координати вектору, який 
задано координатами по-
чатку  1 1 1, ,A x y z  та кінця 
 2 2 2, ,B x y z   
 2 1 2 1 2 1, ,AB x x y y z z   

 
a
х 
y 
M1 
 M3 
 M2 
M(x,y,z) 
O 
z 
a
 
х 
y 
B(x2,y2,z2) 
O 
z 
A(x1,y1,z1) 
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Довжина (модуль) вектору AB

 – це відстань між точками 
A  та B :     
     2 2 22 1 2 1 2 1AB x x y y z z     

 
Довжина (модуль) вектору 
 , ,a x y z  
2 2 2a x y z    
ПРИКЛАД 1.  Знайти модуль вектору AB

, якщо відомі 
координати ( 2,3, 4)A    та ( 1, 2,5)B   . 
Розв’язання. Оскільки відомі координати точок початку та 
кінця вектору, скористаємось формулою 
 2 1 2 1 2 1, ,AB x x y y z z   

, 
та отримаємо координати шуканого вектору AB

 
   1 2, 2 3,5 4 1, 5,9AB        

, 
1 25 81 107AB    

. 
Дії над векторами, заданими своїми координатами 
Додавання 
Під час додавання векторів   
додаються їх однойменні 
проекції 
 1 1 1, ,a x y z
 , 
 2 2 2, ,b x y z

, 
 1 2 1 2 1 2, ,a b x x y y z z    
  
Віднімання (різниця) 
Віднімання виконується ана-
логічно додаванню 
 
 1 2 1 2 1 2, ,a b x x y y z z    
  
Множення вектору на число 
Щоб помножити вектор на 
число, необхідно кожну ко-
ординату цього вектору по-
множити на це число 
 1 1 1, ,a x y z
 , c a  , 
 1 1 1, ,c a x y z 
 
     
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ПРИКЛАД 2. Знайти модуль вектору a , якщо 
3 2a b c d  
   , де  4,3, 1c    ,  3, 7,0b   

, 
 2,1, 8d  

. 
Розв’язання. Знайдемо координати вектору a , виконуючи 
дії з векторами b

, c , d

. Спочатку знайдемо вектори 3b

 та 
2c : 
   3 3 3, 7 3,0 3 9, 21,0b         

, 
   2 4 2,3 2, 1 2 8,6, 2c          . 
Відшукаємо координати вектору 3 2a b c d  
   : 
   3 2 9 8 2, 21 6 1,0 2 8 1, 26, 6a b c d              
   , 
тоді   2 2 21 26 6 1 676 36 713 26,7a         . 
Напрямні косинуси вектору 
 , ,a x y z  – це косинуси 
кутів  ,  ,  , які утворює 
вектор a  з додатним 
напрямом відповідної осі 
Ox ,Oy , Oz  та які можна 
знайти за формулами 
2 2 2
cos x x
a x y z
 
 
 ; 
2 2 2
cos y y
a x y z
 
 
 ; 
2 2 2
cos z z
a x y z
 
 
 . 
 
a
х 
y 0 
z 
  
  
  
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ПРИКЛАД 3. Знайти координати вектору a  та його 
напрямні косинуси, якщо a AB
 , (1, 2,3)A  , (3, 3, 2)B  . 
Розв’язання. Знайдемо координати вектору AB

 за 
формулою  2 1 2 1 2 1, ,AB x x y y z z   

: 
   3 1, 3 2, 2 3 2, 1, 1AB        

. 
Для знаходження напрямних косинусів нам потрібно 
знайти модуль вектору, який обчислимо згідно формули 
2 2 2a x y z   : 
4 1 1 6AB    

, 
а тепер знайдемо безпосередньо напрямні косинуси 
2cos
6
  ,   2cos
6


 ,   1cos
6


 . 
ПРИКЛАД 4. Визначити координати початку вектору 
 2, 3, 1AB   

, якщо його кінець збігається з точкою 
(4, 6, 2)B   . 
Розв’язання: Координати вектору за відомими коорди-
натами початку і кінця визначаються за формулою: 
 , ,B A B A B AAB x x y y z z    , 
тобто  
   4 , 6 , 2 2, 3, 1A A AAB x y z        

, 
4 2Ax  ,   6 3Ay    ,   2 1Az    , 
4 2 2Ax    ,   6 3 3Ay      ,   2 1 1Az      . 
Таким чином, початком вектору  2, 3, 1AB   

 є точка 
(2, 3, 1)A   . 
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2.5 Добутки векторів 
 
2.5.1 Скалярний добуток векторів 
 
Словесне формулювання 
Аналітичний запис, 
графічне зображення 
Скалярним добутком векторів 
називають число, яке дорів-
нює добутку довжин цих век-
торів на косинус кута між 
ними 
Зауваження. Знак скалярного 
добутку залежить від кута між 
векторами. Так, якщо кут   – 
тупий, то скалярний добуток 
буде від’ємним, оскільки 
косинус тупого кута має 
від’ємне значення; якщо кут 
  – гострий, то скалярний 
добуток буде додатним, тому 
що косинус гострого кута – 
додатний 
Позначають: 
a b
   або   ,a b
 . 
 
cosa b a b   
  
 . 
 
 
 
Скалярний добуток у коорди-
натній формі 
 1 1 1, ,a x y z
 , 
 2 2 2, ,b x y z

; 
1 2 1 2 1 2a b x x y y z z   
  
Скалярний добуток у проек-
ціях векторів aba b b пр a a пр b    
 
      
Фізичний зміст скалярного 
добутку 
A F s 
 
, 
де A - це робота сили F

 
при переміщенні s

 
a  
  
b

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Обчислення косинуса кута 
між векторами cos
a b
a b




 , 
де 1 2 1 2 1 2a b x x y y z z   
 , 
2 2 2
1 1 1a x y z  

, 
2 2 2
2 2 2b x y z  

 
Властивості скалярного добутку 
Властивість комутативності a b b a  
    
Властивість розподілення  a b c a b a c     
      
Властивість асоціативності      a b a b a b             
Умова перпендикулярності 
(ортогональності) двох век-
торів (кут між ними стано-
вить 090 ). Якщо вектори пер-
пендикулярні то їх скалярний 
добуток дорівнює нулю   
0a b a b   
  
0a b a b   
  , 
 cos 0  
Скалярний добуток вектора на 
самого себе називають скаляр-
ним квадратом 
22a a a a      , 
2 2 2 2
1 1 1a x y z  
  
ПРИКЛАД 1. Обчислити скалярний добуток векторів a  і 
b

, якщо відомо, що 2a   і 3b 

, а кут   між ними 
дорівнює 
3
 . 
Розв’язання. За означенням скалярного добутку: 
1cos 2 3 cos 6 3
3 2
a b a b          
   . 
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ПРИКЛАД 2. При якому значенні   вектори 3a b
  і 
b a
   ортогональні?  
(0,2, 2)a  , (3,1,2)b 

. 
Розв’язання. Вектори є ортогональними тоді і тільки тоді, 
коли їх скалярний добуток дорівнює нулю.  
Знайдемо координати векторів: 
3 (0,2, 2) 3 (3,1, 2) (0, 2, 2) (9,3,6) (9,5,8)a b      
 , 
(3,1, 2) (0, 2, 2) (3,1, 2) (0, 2 ,2 )b a         
   
(3,1 2 , 2 2 )    . 
Складемо скалярний добуток і прирівняємо його до нуля: 
 3 , (9,5,8) (3,1 2 , 2 2 ) 9 3a b b a          
    
   5 1 2 8 2 2 27 5 10 16 16 48 26                 , 
48 26 0  ,   26 48 , 
48 24
26 13
  . 
ПРИКЛАД 3. Перевірити на ортогональність вектори 
2 3a i j k  
   
 та 7 2 8b i j k   
   
. 
Розв’язання. Знайдемо скалярний добуток векторів 
   2 7 3 2 1 8 14 6 8 0a b             
 
. 
Отже, задані вектори перпендикулярні, тому що скалярний 
добуток заданих векторів дорівнює нулю. 
ПРИКЛАД 4. Знайти вектор c , колінеарний вектору 
( 1, 1,5)a     і такий, що ( , ) 2b c 
  , де (3, 2, 2)b   

.  
Розв’язання. Нехай  , ,c x y z . За умовою колінеарності 
двох векторів:               
1 1 5
x y z
 
  . 
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Знайдемо скалярний добуток векторів b

 і c : 
 , 3 2 2 2b c x y z   
  . 
Тоді 
;
1 1 5
3 2 2 2,
x y z
x y z
  
 
   
   1 1 5
x y z t  
 
,   
;
1
;
1
,
5
x t
y t
z t
 
 

 
   
;
;
5 ,
x t
y t
z t
 
  
 
 
   3 2 2 5 2t t t        , 
3 2 10 2t t t    ,   11 2t  ,   2
11
t   , 
2 2 ;
11 11
2 2 ;
11 11
2 105 .
11 11
x
y
z
        
       
 
        
 
 
Таким чином, 2 2 10, ,
11 11 11
c    
 
 . 
ПРИКЛАД 5. Визначити роботу сили ( 2,4,3)F 

 під час 
руху з точки ( 2,3, 4)A    до точки (2, 3, 4)B  . 
Розв’язання. Знайдемо вектор s

: 
   2 2, 3 3,4 4 4, 6,8s AB       
 
. 
Обчислимо роботу сили  
2 4 4 ( 6) 3 8 8 24 24 8A F s               
 
. 
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2.5.2 Векторний добуток векторів 
 
Словесне формулювання 
Аналітичний запис, 
графічне зображення 
Векторним добутком двох 
векторів  1 1 1, ,a x y z
  та 
 2 2 2, ,b x y z

 називається тре-
тій вектор c , який задоволь-
няє таким умовам: 
1) вектор c  перпендикуляр-
ний кожному з векторів a  і b

; 
2) модуль вектору c  дорівнює 
добутку модулів векторів a  і 
b

 на синус кута між ними; 
3) трійка векторів та вектори 
i

, j

, k

 мають однакову 
орієнтацію (Додаток Б). 
 
Позначають: 
c a b 
  
 або ,c a b   
  
; 
 
 
1) c a
 
, c b
 
; 
2) sinc a b  
 
 ; 
3) 
Зауваження. Кут   відкладається проти ходу годинни-
кової стрілки 
Векторний добуток векторів 
 1 1 1, ,a x y z
  і  2 2 2, ,b x y z

 у 
координатній формі  
1 1 1
2 2 2
i j k
c a b x y z
x y z
  
  
  
 
Векторний добуток вектору на 
самого себе 0 a a 
  
 
Векторний добуток ортів 
(одиничних векторів) 
i j k 
  
, j k i 
  
,  
k i j 
  
 
a  
c  
b

   
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Геометричний зміст вектор-
ного добутку: модуль век-
торного добутку дорівнює 
площі паралелограму, побудо-
ваного на цих векторах 
паралелограмаS a b 
 
 
1
2трикутника
S a b 
 
 
Фізичний зміст векторного 
добутку: момент M

 сили F

  
відносно точки A  дорівнює 
векторному добутку сили F

, 
прикладеної у точці B , на 
вектор AB s
   (плече сили 
F

), який спрямований від 
точки A  до точки B  
M F s 
  
 
 
Умова колінеарності векторів 
(паралельність векторів) 
0a b 
  
, 
якщо ||a b
 
 
Властивості векторного добутку: 
При перестановці множників  
векторний добуток набуває 
протилежного знаку 
 
a b b a   
   
 
 
Властивість розподілення  a c b a b c b     
      
 
Властивість сполучення від-
носно числового множнику  a b a b a b    
     
    
ПРИКЛАД 1. Задані вектори  2,7,3a  ,  4, 1, 2b   

, 
 3, 4,0c    . Знайти: 1) проекцію вектора a b
  на вектор 
c , 2) площу паралелограму, побудованого на векторах a  і 
b

. 
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Розв’язання. 1) знайдемо проекцію вектора a b
  на вектор 
c  за формулою: 
( )( )c
a b cпр a b
c
 
 
 

 , 
   2 4;7 1;3 2 2;6;5a b      
 , 
   ( ) 2 3 6 4 5 0 18a b c            
  , 
   2 2 23 4 0 25 5c        , 
18( )
5c
пр a b  
 ; 
2) знайдемо площу паралелограму, побудованого на векто- 
рах a  і b

, за формулою: 
S a b 
 , 
7 3 2 3 2 7
2 7 3
1 2 4 2 4 1
4 1 2
i j k
a b i j k     
   
 
 
    
     14 3 4 12 2 28 17 16 26i j k i j k            
    
, 
 22 217 16 26 289 256 676 1221S          (кв. од.). 
ПРИКЛАД 2. Знайти площу і довжини діагоналей 
паралелограма, побудованого на векторах a , b

, якщо 
6a p q    , b p q 
   , 3p  , 4q  ,  
4
,  qp  . 
Розв’язання. Модуль векторного добутку двох векторів 
дорівнює площі паралелограма, побудованого на цих 
векторах: 
   6S a b p q p q     
     . 
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Знайдемо векторний добуток: 
         6 6 6a b p q p q p p p q q p           
            
       6 0 6 0 7q q p q p q p q                   . 
Знайдемо модуль векторного добутку: 
   7 7 sin , 7 3 4 sin
4
a b p q p q p q             
        
284 42 2
2
   . 
Таким чином, 42 2S   (кв. од.). 
Діагональ AC :  
   2 2 26 7 49AC a b p q p q p p        
        
249 3 441 21    . 
Діагональ BD :  
    2 26 6BD a b p q p q p q p q          
          
 2 2 25 2 25 20 4p q p pq q            
 2 225 20 cos , 4p p q p q q          
2 225 3 20 3 4 cos 4 4
4
        
  
2225 240 64 289 120 2 21, 42
2
       . 
 
A  
B  C  
D  a  
b

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ПРИКЛАД 3. Спростити вираз    3 2 2 5a b a b  
   . 
Розв’язання. Відкриємо дужки та скористаємось власти-
востями векторного добутку, отримаємо 
   3 2 2 5 3 2 2 2 3 5 2 5a b a b a a b a a b b b           
          
 
6 4 15 10 6 0 4 15a a b a a b b b b a a b              
          
 
10 0 4 15 4 15 19b a a b a b a b a b            
         . 
 
 
2.5.3 Мішаний добуток векторів 
 
Словесне формулювання 
Аналітичний запис, 
графічне зображення 
Мішаним добутком трьох 
векторів або векторно-ска-
лярним добутком називається 
число, абсолютна величина 
якого виражає об’єм паралеле-
піпеда, побудованого на цих 
векторах, як на ребрах. Знак 
добутку буде додатним, якщо 
репери векторів та одиничних 
векторів мають однакову 
орієнтацію, або від’ємним у 
протилежному випадку 
(Додаток Б) 
 abc a b c  
      
V abc
   
Мішаний добуток векторів 
 1 1 1, ,a x y z
 ,  2 2 2, ,b x y z

 
та  3 3 3, ,c x y z

 у координат-
ній формі 
1 1 1
2 2 2
3 3 3
x y z
a b c x y z
x y z
  
  
 
a  
b

 
c  
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Геометричний зміст мішано-
го добутку: абсолютне значен-
ня мішаного добутку дорівнює 
об’єму паралелепіпеда, побу-
дованого на цих трьох векто-
рах 
1 1 1
2 2 2
3 3 3
паралеліпіп
x y z
V x y z
x y z
 
1 1 1
2 2 2
3 3 3
1
6пірамід
x y z
V x y z
x y z
   
Умова компланарності (або 
умова приналежності трьох 
векторів до однієї площини) 
 
у координатній формі 
0a b c  
  
 
1 1 1
2 2 2
3 3 3
0
x y z
x y z
x y z
  
Властивості мішаного добутку 
Кругова перестановка множ-
ників мішаного добутку не 
змінює його величини 
abc cab bca 
   
 
Перестановка двох сусідніх 
множників змінює знак  
abc acb bac   
  
 
abc cba 
 
 
Властивість розподілення  a b d c abc adc    
     
 
Властивість сполучення від-
носно числового множнику 
     abc a b c ab c 
     
  
 
Мішаний добуток дорівнює 
нулю, якщо:  
а) серед множників є нуль-
вектор;  
б) два вектори колінеарні 
 
0 0a b 

 
 
0aab aba abb  
   
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ПРИКЛАД 1. Задані координати точок (2,2,1)A , 
(3,0,3)B , (13, 4,11)C , (0,2,5)D . Знайти: 1) величину кута 
між векторами AB

 і AC

; 2) площу трикутника ABC ; 
3) об’єм піраміди ABCD . 
Розв’язання.  
1) знайдемо кут між векторами AB

 і AC

 за формулою: 
cos AB AC
AB AC




 
  , 
(3 2,0 2,3 1) (1, 2, 2)AB      

, 
(13 2, 4 2,11 1) (11, 2,10)AC     

, 
2 2 21 ( 2) 2 9 3AB      

, 
2 2 211 2 10 225 15AC     

, 
1 11 2 2 2 10 27AB AC       
 
, 
27 3cos
3 15 5
 

 , 
3arccos
5
   
 
 ; 
2) знайдемо площу трикутника ABC  за формулою: 
1
2ABC
S AB AC  
 
, 
2 2 1 2 1 2
1 2 2
2 10 11 10 11 2
11 2 10
i j k
AB AC i j k
 
      
 
   
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     20 4 10 22 2 22 24 12 24i j k i j k          
    
, 
2 2 2( 24) 12 24 1296 36AB AC      
 
, 
1 36 18
2ABC
S     (кв. од.); 
3) знайдемо об’єм піраміди ABCD  за формулою: 
1 ( , , )
6
V AB AC AD
  
, 
(0 2, 2 2,5 1) ( 2,0, 4)AD      

, 
1 2 2
( , , ) 11 2 10 8 0 40 ( 8)
2 0 4
AB AC AD

      

  
 
( 88) 0 144    , 
1 144 24
6
V    (куб. од). 
ПРИКЛАД 2. Задані вершини піраміди 1(2, 3,5)A  , 
2 (0,2,1)A , 3( 2, 2,3)A   , 4 (3, 2, 4)A . Знайти довжину висоти 
піраміди, проведеної з вершини 4A . 
Розв’язання. Об’єм піраміди можна знайти за формулою 
осн
3
S HV  , звідки 
осн
3VH
S
 . 
Площу грані 1 2 3A A A  знайдемо за допомогою векторного 
добутку за формулою: 
1 2 3 1 2 1 3
1
2A A A
S A A A A  
 
, 
1 2 (0 2,2 3,1 5) ( 2,5, 4)A A       

, 
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1 3 ( 2 2, 2 3,3 5) ( 4,1, 2)A A         

, 
1 2 1 3
5 4 2 4 2 5
2 5 4
1 2 4 2 4 1
4 1 2
i j k
A A A A i j k
   
       
   
 
 
   
( 10 4) (4 16) ( 2 20) 6 12 18i j k i j k           
    
, 
2 2 2
1 2 1 3 ( 6) 12 18 504 6 14A A A A      
 
, 
1 2 3
1 6 14 3 14
2A A A
S     (кв. од.). 
Об’єм піраміди 1 2 3 4A A A A  обчислимо за допомогою 
мішаного добутку трьох векторів, на яких побудована 
піраміда 1 2A A

, 1 3A A

, 1 4A A

: 
1 2 1 3 1 4
1 ( , , )
6
V A A A A A A
  
, 
1 4 (3 2, 2 3, 4 5) (1,5, 1)A A      

, 
1 2 1 3 1 4
2 5 4
( , , ) 4 1 2 2 80 10 4 20 20 36
1 5 1
A A A A A A
 
         

  
1 36 6
6
V    (куб. од.). 
Тоді     3 6 6 6 14 6 14 3 14
14 73 14 14 14 14
H       

. 
ПРИКЛАД 3. Довести, що чотири точки  1,2, 1A  , 
 0,1,5B ,  1, 2,1C  ,  2,1,3D  належать одній площині. 
Розв’язання. Чотири точки належать одній площині, якщо 
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три вектори, побудовані з цих точок, компланарні, тобто 
їх мішаний добуток дорівнює нулю. 
Знайдемо координати векторів AB

, AC

, AD

: 
   0 1,1 2,5 1 1, 1,6AB       

, 
   1 1, 2 2,1 1 2,0,2AC       

, 
   2 1,1 2,3 1 1, 1, 4AD      

. 
Обчислимо мішаний добуток векторів: 
 
1 1 6
, , 2 0 2 0 12 2 0 8 2 0
1 1 4
AB AC AD
 
        

  
. 
Таким чином, точки  1,2, 1A  ,  0,1,5B ,  1, 2,1C  , 
 2,1,3D  належать одній площині. 
 
 
2.5.4 Подвійний векторний добуток  
 
Словесне формулювання Аналітичний запис, графічне зображення 
Подвійним векторним добут-
ком  a b c 
   називається 
векторний добуток вектора 
a b
  на вектор c   
 
 a b c  
   
   b a c a b c     
      
Зауваження 1. Векторний добуток вектора a  на 
векторний добуток b c
   дорівнює  a b c 
  , тож   
   a b c a b c    
      
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Властивості подвійного векторного добутку 
При круговій перестановці 
множників маємо три різні 
вектори 
 a b c  
   
   b a c a b c     
     , 
 b c a  
    
   c b a b c a     
     , 
 c a b  
   
   a c b c a b     
      
При перестановці двох множ-
ників отримуємо інший вектор 
   a b c b c a     
     , 
   b c a c b a     
      
Розкладання вектору b

 на дві 
компоненти, одна з яких пара-
лельна, а інша перпендикуляр-
на до заданого вектору a  
 
 
 
 
 
Зауваження 2. Якщо вектор a  
вважати одиничним, то маємо 
таке розкладання вектору b

 
 a b a  
   
   b a a a a b     
      
тобто 
 a b a  
   
   2b a a a b    
    . 
 
 
   b a b a a b a    
       
Зауваження 3. Добутки чотирьох та більше векторів мож-
на привести до добутків меншої кількості векторів 
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ПРИКЛАД 1. Обчислити   a b c d 
   
. 
Розв’язання. Введемо позначення  c d g 
  
 та зробимо 
перестановку в векторно-скалярному добутку  a b g 
  
, 
тоді 
        a b c d a b g a b g a b c d              
             
 
         a c b d d b c a c b d a d b c              
              
, 
або    a c a da b c d
b c b d
 
  
 
   
   
    . 
У випадку, коли d a
 
 знайдемо: 
        2a b a c a b c a b a c       
          
. 
ПРИКЛАД 2. Довести, що, якщо вектори a

 і b

 
перпендикулярні, то виконується 
   4a a a a b a b       
      
. 
Розв’язання. Як відомо 
      2a a b a a b b a a b a          
          
. 
Помножимо векторно ліворуч на вектор a

, отримаємо: 
     2 2a a a b a a b a b a         
         
, 
Повторюючи цю операцію, знайдемо: 
      2 2a a a a b a a b a a b a a                 
            
 
 2 4a a a b a b     
     
. 
Що й потрібно було довести. 
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2.6 Розкладання вектору за базисом 
 
Словесне формулювання 
Аналітичний запис, 
графічне зображення 
Якщо вектори 1 2 3, , ,... ne e e e
   
 утворюють упорядковану лі-
нійно незалежну систему і додавання до неї хоча б одного 
вектору робить її лінійно залежною, то система векторів 
1 2 3, , ,... ne e e e
   
 утворює базис 
Якщо для довільного вектору 
a

 та довільної системи векто-
рів  1 2 3, , ,... ne e e e     виконуєть-
ся рівність (1), то кажуть, що 
вектор a

 є лінійною комбіна-
цією вказаної системи векто-
рів 
1 1 2 2 ...a a e a e  
  
 
... n na e

             (1) 
Рівність (1) називають  розкла-
данням вектору a

 у базисі 
векторів 1 2 3, , ,... ne e e e
   
 
1 1 2 2 ... n na a e a e a e   
   
, 
де 1 2, ,..., na a a  – 
координати вектору a

 у 
новому базисі 
Теорема. Будь який вектор у просторі можна розкласти за 
базисом, при цьому цей розклад єдиний 
Зауваження. Для того, щоб деякий вектор a

 розкласти за 
базисом 1 2 3, , ,... ne e e e
   
 необхідно знайти коефіцієнти 
1 2, ,..., na a a , при яких лінійна комбінація векторів 
1 2 3, , ,... ne e e e
   
 буде дорівнювати вектору a

 
ПРИКЛАД. Довести, що вектори a , b

, c  утворюють 
базис. Знайти координати вектора d

 в цьому базисі, якщо 
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(1,3,6)a  , ( 3, 4, 5)b   

, (1, 7, 2)c   , ( 2,17,5)d  

. 
Розв’язання. Три вектори утворюють базис, якщо вони не 
компланарні. Складемо з координат цих векторів ви-
значник, якщо визначник не дорівнює нулю, то вектори 
утворюють базис: 
1 3 6
3 4 5 8 15 126 24 18 35 78 0
1 7 2
         

, 
тобто вектори утворюють базис. 
Для розкладання вектора d

 у новому базисі a , b

, c  
запишемо векторне рівняння: xa yb zc d  
   . 
Складемо систему рівнянь і розв’яжемо її методом 
Крамера: 
3 2;
3 4 7 17;
6 5 2 5,
x y z
x y z
x y z
   
   
   
 
78  , 
1
2 3 1
17 4 7 16 85 105 20 102 70 156
5 5 2
 
          

, 
2
1 2 1
3 17 7 34 15 84 102 12 35 78
6 5 2

          , 
3
1 3 2
3 4 17 20 30 306 48 45 85 78
6 5 5
 
         

, 
93 
 
156 2
78
x   , 78 1
78
y   , 78 1
78
z     
Перевірка:        
 
2 3 1 1 2 3 1 2;
3 2 4 1 7 1 6 4 7 17;
6 2 5 1 2 1 12 5 2 5.
        

         
          
 
Таким чином, 2d a b c  
   . 
 
 
2.7 Власні вектори і власні числа квадратної матриці 
 
Словесне формулювання Аналітичний запис, графічне зображення 
Нехай n  – довільне фіксоване натуральне число. Будь-яку 
упорядковану множину n  дійсних чисел 1 2( , , ... , )nx x x  на-
зивають n -вимірною точкою M , тобто 1 2( , , ... , )nM x x x . 
Множину всіх n -вимірних точок називають n -вимірним 
точковим простором nR . Числа 1 2, , ... , nx x x  називають 
координатами точки M . Число n  називають розмірністю 
простору. 
Нехай A  – квадратна матриця n -го порядку. Розглянемо 
відповідне лінійне відображення простору nR  самого в 
себе: y Ax  . Якщо існують ненульовий вектор x  і число 
  такі, що виконується рівність Ax x  , то говорять, що 
  – власне число матриці A  , а x  – її власний вектор, який 
відповідає власному числу  .  
Отже, множення матриці на власний вектор рівносильне 
множенню власного числа на цей вектор. Вказане матричне 
рівняння можна подати у вигляді: 
Ax Еx  , ( ) 0A Е x 

  
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Ця однорідна квадратна система лінійних рівнянь має нену-
льовий розв’язок x  тоді і тільки тоді, коли її визначник 
дорівнює нулю 
det( ) 0A Е  . 
Одержане рівняння називається характеристичним рівнян-
ням матриці A . Відповідний многочлен 
( ) det( )f A Е    
називається характеристичним многочленом матриці A  
Характеристичне рівнян-
ня в розгорнутій формі 
11 12 1
21 22 2
1 2
...
...
0
... ... ... ...
...
n
n
n n nn
а а а
а а а
а а а







 
Власні числа j  ( 1, )j n  є коренями характеристичного 
рівняння 
Множину всіх власних чисел j  ( 1, )j n  даної матриці 
називають її спектром 
Якщо відоме деяке власне число  , то з однорідної сис-
теми ( ) 0A Е x 

  можна знайти відповідні власні век-
тори 
Властивості власних чисел: 
1. Кожному власному вектору відповідає одне власне 
число. 
2. Якщо x  – власний вектор з власним числом  , то 
довільний вектор x  0 , колінеарний вектору x , також 
є власним вектором з тим же власним числом  . Значить, 
власний вектор визначається з точністю до довільного 
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ненульового множника. Зазвичай виділяють одиничні 
власні вектори. 
3. Якщо 1x
  і 1x
  – власні вектори матриці А  з одним і 
тим же власним числом  , то їх сума 1 2x x
  також є 
власним вектором матриці А  з тим же самим власним 
числом  . 
4. Визначник матриці А  дорівнює добутку всіх її 
власних чисел 1 2
1
det ...
n
j n
j
A

     . 
5. Слідом матриці А  називається сума всіх елементів 
головної діагоналі 11 22
1
...
n
i j nn
j
SpA a a a a

     . Слід 
матриці А  дорівнює сумі всіх її власних чисел  
6. 1 2
1
...
n
j n
j
SpA

         
ПРИКЛАД 1. Знайти власні числа і власні вектори матриці 
1 4
4 1
A    
 
. 
Розв’язання. Складемо і розв’яжемо характеристичне 
рівняння: 
0A E  , 
1 4 1 0 1 4 0
4 1 0 1 4 1 0
A E

 

       
            
       
 
1 4
4 1


 
   
, 
    2
1 4
1 1 16 1 2 16
4 1
A E

           


    

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2 2 15    , 
2 2 15 0    , 
   22 4 1 15 4 60 64D          , 
 
1
2 64 2 8 5
2 1 2
   
  

 , 
 
2
2 64 2 8 6 3
2 1 2 2
    
    

 . 
Таким чином, власними числами є 1 5 , 2 3  . 
Знайдемо відповідні власні вектори. 
Нехай 1 5 , підставимо його в однорідну систему 
рівнянь: 
  1
2
0
x
A E
x
 
   
 
 , 
1
2
1 4
0
4 1
x
x
   
      


, 
1
2
1 5 4
0
4 1 5
x
x
   
      
, 
1
2
4 4
0
4 4
x
x
   
      
. 
Розв’яжемо отриману систему: 1 2
1 2
4 4 0;
4 4 0.
x x
x x
  
  
 
З обох рівнянь маємо: 1 2x x . Нехай 2 1x  , тоді 
1
2
1
1
x
x
   
   
  
. Таким чином, власному числу 1 5  відповідає 
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власний вектор 1
1
1
X    
 
. 
Нехай 2 3  , підставимо його в однорідну систему 
рівнянь: 
  1
2
0
x
A E
x
 
   
 
 , 
1
2
1 4
0
4 1
x
x
   
      


, 
 
 
1
2
1 3 4
0
4 1 3
x
x
    
        
, 
1
2
4 4
0
4 4
x
x
  
   
   
. 
Розв’яжемо отриману систему: 1 2
1 2
4 4 0;
4 4 0.
x x
x x
 
  
 
З обох рівнянь маємо: 1 2x x  . Нехай 2 1x  , тоді 
1
2
1
1
x
x
   
   
  
. Таким чином, власному числу 2 3   
відповідає власний вектор 2
1
1
X
 
  
 
. 
ПРИКЛАД 2. Знайти власні числа і власні вектори матриці 
1 1 1
1 1 1
1 1 1
A
 
   
 
 
. 
Розв’язання. Складемо і розв’яжемо характеристичне 
рівняння: 
98 
 
0A E  , 
1 1 1 1 0 0 1 1 1 0 0
1 1 1 0 1 0 1 1 1 0 0
1 1 1 0 0 1 1 1 1 0 0
A E
       
                   
       
       

  

 
1 1 1
1 1 1
1 1 1
 
   
  



, 
 
1 1 1
det 1 1 1 0
1 1 1
A E

   


 

, 
3(1 ) 1 1 (1 ) (1 ) (1 ) 0             , 
3 23 0    , 
2 (3 ) 0   , 
1 2 0   ,   3 3 . 
Таким чином, власними числами є 1 2 0   , 3 3 . 
Знайдемо відповідні власні вектори. Нехай 1 0 , 
підставимо його в однорідну систему рівнянь: 
 
1
2
3
0
x
A E x
x
 
    
 
 
 ,  
1
2
3
1 1 1
1 1 1 0
1 1 1
x
x
x
   
        
      



,  
99 
 
1
2
3
1 0 1 1
1 1 0 1 0
1 1 1 0
x
x
x
   
        
      
, 
1
2
3
1 1 1
1 1 1 0
1 1 1
x
x
x
   
       
   
   
. 
Розв’яжемо отриману систему: 
1 2 3
1 2 3
1 2 3
0;
0;
0.
x x x
x x x
x x x
  
   
   
 
Маємо: 1 2 3x x x   , 2 3,x x R . Нехай 2 30, 1x x  , тоді 
1
2
3
1
0
1
x
x
x
   
      
   
   
. Таким чином, власному числу 1 0  
відповідає власний вектор 1
1
0
1
X
 
   
 
 
. 
Нехай 2 31, 0x x  , тоді 
1
2
3
1
0
1
x
x
x
   
      
   
   
. Таким чином, влас-
ному числу 2 0  відповідає власний вектор 2
1
1
0
X
 
   
 
 
. 
Нехай 3 3 , підставимо його в однорідну систему 
рівнянь: 
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 
1
2
3
0
x
A E x
x
 
    
 
 
 ,       
1
2
3
1 1 1
1 1 1 0
1 1 1
x
x
x
   
        
      



, 
1
2
3
1 3 1 1
1 1 3 1 0
1 1 1 3
x
x
x
   
        
      
, 
1
2
3
2 1 1
1 2 1 0
1 1 2
x
x
x
   
        
      
. 
Розв’яжемо отриману систему: 
1 2 3
1 2 3
1 2 3
2 0;
2 0;
2 0.
x x x
x x x
x x x
   
   
   
 
Маємо:  
1 2 3
2 3
3
2 0;
0;
0 0.
x x x
x x
x
  
  
  
 
3
2 3
1 3
R;
;
.
x
x x
x x

 
 
 нехай 3 1x  , тоді 
1
2
3
1
1
1
x
x
x
   
      
   
   
. Таким чином, власному числу 3 3  відповідає 
власний вектор 3
1
1
1
X
 
   
 
 
. 
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ДОДАТКИ 
 
ДОДАТОК А 
 
Правила перетворення многочленів 
 
Під час додавання та віднімання многочленів 
користуються правилами розкриття дужок, як то: 
1) щоб відкрити дужки перед якими стоїть знак 
плюс, потрібно просто опустити дужки, при цьому усі знаки 
одночленів  зберігаються; 
2) щоб відкрити дужки перед якими стоїть знак 
мінус, потрібно опустити дужки та замінити усі знаки 
одночленів на протилежні. 
Щоб додати або відняти многочлени потрібно: 
1) відкрити дужки за правилами розкриття дужок; 
2) максимально привести подібні. 
Щоб помножити многочлен на одночлен потрібно кожен 
одночлен многочлена помножити на одночлен і потім привести 
подібні. 
Щоб помножити многочлен на многочлен потрібно кожен 
член одного многочлена помножити на кожен одночлен іншого 
многочлена та додати отримані добутки.  
При цьому слід пам’ятати про формули скороченого 
множення, які спрощують процес множення многочленів. 
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ДОДАТОК Б 
 
Поняття реперу в просторі 
 
Просторовим репером називають сукупність трьох не 
компланарних векторів, докладених до однієї точки та 
заданих у визначеному порядку. Наприклад, 
 
 
 
 
 
 
 
 
 
 
 
 
на рисунку Б.1 представлено правий репер, тому що 
найкоротший поворот вектора a  до вектору b

 виконується 
проти годинникової стрілки для спостерігача, око якого 
знаходиться у кінці вектору c . Якщо поворот виконується 
за годинниковою стрілкою, як на рисунку Б.2, то репер 
називають лівим. Якщо задані два репери і кожен з них 
правий або лівий, то кажуть, що ці репери мають однакову 
орієнтацію; якщо один правий, а інший – лівий, то репери 
мають протилежну орієнтацію. 
 
 
a  
 
b

 
c  
Рисунок Б.1 
 
b

 
c  
a  
Рисунок Б.2 
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