Abstract. We prove that for a reductive algebraic group G over an infinite field K, the group of rational points G(K) does not contain any noncentral finitely generated normal subgroups.
Introduction
We recall that a subgroup N of an abstract group G is said to be subnormal if there exists a descending chain of subgroups (called a subnormal series)
such that G i+1 G i for all i = 0, 1, . . . , s − 1. Papers [1] - [2] were devoted to various particular cases of the question of whether the group G = GL n (D), where D is a division algebra and n 1, can have finitely generated noncentral subnormal subgroups. Finally, it was proven in [10] that if D is finite dimensional over its center, then any finitely generated subnormal subgroup of GL n (D) must be central. The goal of this note is to show that the latter result is a particular case of a general statement about finitely generated subnormal subgroups in the group of rational points of reductive algebraic groups (and not only over fields, but also over semilocal rings arising from valuations).
1
Before stating our main theorem, we would like to state some conventions and notations to be used throughout the paper. All valuations considered will be realvalued (in other words, will have height one). Given a nonarchimedean valuation v of a field K, we let O v denote the corresponding valuation ring. We tacitly assume that every linear algebraic K-group G comes with a certain fixed K-embedding G ⊂ GL n which will allow us to consider freely the group G(A) := G ∩ GL n (A) of A-points for any subring A ⊂ K. It should be noted that although the group G(A) may depend on the choice of an embedding G ⊂ GL n , all our results remain true for any embedding. When S = ∅, then by definition O = K, so we immediately obtain the following.
Corollary 1. Let G, K be as in Theorem 1. Then no noncentral subnormal subgroup of G(K) is contained in a finitely generated subgroup of G(K).
Applying this corollary to the group G = GL n,D associated with a finite dimensional division algebra D, we recover the result of [10] .
The proof of Theorem 1 is based on the possibility to embed any finitely generated integral domain into either the ring of p-adic integers (in characteristic zero) or the ring of formal power series in one variable over a finite field (in positive characteristic); see Proposition 1. The first application of this method (known to us) is due to Platonov [12] who established with its help the nonsurjectivity (on the groups of rational points) of an isogeny between two algebraic groups over finitely generated fields. Later it was also used for different purposes (cf., for example, [15] , §4). Proposition 1 is proven in §3 by a suitable adaptation of Platonov's argument. The first-named author would like to thank Adrian Wadsworth and Brian Conrad who supplied him with two different proofs of this proposition. Richard Pink has pointed out that results from Appendix B of his paper [11] can be used to give yet another proof.
The two authors proved the above theorem independently. As the ideas used by them were similar, they decided to write this note jointly. Both the authors were partially supported by the NSF and BSF (Israel-USA). The first author proved the theorem while he visited the Forschungsinstitut für Mathematik, ETH, Zurich. He would like to thank this institute for its hospitality and support. We are also grateful to the referee for his suggestions that helped to improve the exposition.
On weak approximation in algebraic groups
The proof of Theorem 1 uses some information about weak approximation in reductive algebraic groups which we will recall now. Let G be a connected reductive algebraic group defined over an infinite field K. Given a K-variety X and a finite set S of (nontrivial) inequivalent valuations of K, we let
where K v is the completion of K with respect to v, endowed with the direct product topology. The closure of the diagonally embedded X(K) in X(S) will be denoted by X(K) (S) .
It was shown by Harder [8] that G(K) (S) contains v∈S N v for some open normal subgroups N v ⊂ G(K v ). Availing this opportunity, we would like to point out another feature of G(K) (S) here (we note, however, that the proof of Theorem 1 does not actually require the full strength of this statement).
Theorem 2. There exists an integer m > 0 (m depending only on the absolute rank of G) such that for any finite set
contains G(S) (m) , the subgroup generated by the m-th
We need the following.
Lemma 1. Let T be a K-torus with the splitting field L, and l
Proof. The idea of this proof goes back to Serre and Harder (see Hauptlemma in [8] ). We give the argument here for the sake of completeness (cf. the proof of Lemma 9.3 in our paper [14] ). We let N = R L/K (T ), and consider the exact sequence
in which η is the "norm" map (cf., for example, the proof of Proposition 6.7 in [13] ); note that M := Ker η is a K-torus. Corresponding to (1), we have the following commutative diagram with exact rows:
where for an extension K/K, H 1 (K, M) denotes the first Galois cohomology
We need the following two consequences of (3). First, N, and therefore also M, splits over L. Hence, by Hilbert's Theorem 90,
. Secondly, (3) implies that N is a smooth K-rational variety, hence it has the weak approximation property with respect to any finite set of inequivalent valuations (cf. Proposition 7.3 in [13] ), i.e., N (K) (S) = N (S). Thus,
, as claimed.
Proof of Theorem 2.
As in the proof of Lemma 9.3 of [14] , we observe that there exists an integer m > 0 such that for any maximal K-torus T of G, the degree [L : K] of its minimal splitting field L divides m. Indeed, the (finite) Galois group Gal(L/K) injects into Aut X(T ), where X(T ) is the character group of T. Since Aut X(T ) GL r (Z), where r = dim T is the rank of G, the order of Gal(L/K) will divide, for example, m = [GL r (Z) : GL r (Z, 3)] as the congruence subgroup GL r (Z, 3) is torsion-free by Minkowski's Lemma (see, for example, Lemma 4.19 in [13] ). We will show that this number m will work.
Let
We fix a neighborhood W of x and pick a neighborhood of the identity
Let T be the variety of maximal tori of G. We observe that for any valuation v of K and any torus T ∈ T (K v ), the map φ :
On the other hand, since T is rational over K (a theorem due to Grothendieck, cf. [5] , Theorem 7.9, and also [6] for characteristic zero case) and smooth, it has the weak approximation property (Proposition 7.3 in [13] ), and therefore there exists a torus
In view of Lemma 1 and our choice of m, we have that
, and therefore W, being a neighborhood of ω −1 xω, meets T (K), hence also G(K). This proves the claim.
Now, we will show that R (S) contains the set G(S) m of the m-th powers of elements of G(S). For this, it suffices to show that the closure R(v)
m . It is well-known that the subset U of G of regular semi-simple elements is a Zariski-open K-subvariety (this is obvious from the fact that an element g ∈ G is regular semi-simple if, and only if, the multiplicity of the root 1 of the characteristic polynomial of Ad g is minimal possible, i.e. it is equal to the rank of G). Then by Lemma 3.2 of [13] 
• , the identity component of the centralizer of y, is a maximal K v -torus and y ∈ T (K v ) (cf. [4] , 11.12), and the required fact follows.
Now as G(K) (S) is a subgroup containing G(S)
m , it contains the subgroup G(S) (m) generated by the latter. This completes the proof of Theorem 2.
Corollary 2. Let V be a finite set of (nontrivial) nonarchimedean valuations of
, where m is as in Theorem 2.
Indeed, let S = V ∪ {v 0 } and
where O v is the valuation ring of K v . Since U is an open and closed subgroup of G(S), we conclude that 
It follows now from Theorem 2 that Γ
(S) contains {1} × · · · × {1} × G(K v0 ) (m) , so the closure of Γ in G(K v0 ) contains G(K v0 ) (m) .
Embedding finitely generated integral domains into compact rings
Proof. Let K 0 (resp., R 0 ) be the prime subfield of K (resp., the prime subring of R). Since K 0 is perfect, there exists a transcendence basis s 1 , . . . , s l , where l 0, of K over K 0 such that K is separable over P :
Since R is finitely generated, there exists a ∈ A such that
By adjusting a, we can assume in addition that f (x), the minimal polynomial of α over P, has all the coefficients in A[ We now observe that given a finite separable extension F /F, there exist infinitely many valuations u of F such that for any extension w of u to F , the completions F w and F u coincide. (This can be easily seen by applying the Tchebotarev's Density Theorem (cf. [7] , Ch. 5) to the minimal Galois extension of F containing F .) We also recall that given an element r ∈ F * , for all but finitely many nonarchimedean valuations u of F , one has u(r) 0 (cf. [3] , Ch. II, Lemma 12.1), i.e. r belongs to the valuation ring of u. Using the first of these facts for the splitting field F (over F ) of the polynomial g(x) = f ε (x) obtained by applying the natural extension of ε to the coefficients of f (x), in combination with the second fact, one can find a valuation u of F such that ε(c 1 ), . . . , ε(c l ) lie in the valuation ring of u, u(c) = 0, and g(x) splits over the (locally compact) completion F u into linear factors. Let O u be the valuation ring of u in F u , P u be its maximal ideal, and k u = O u /P u be the (finite) residue field. We observe that all the roots of g(x) belong, in fact, to O u (because g(x) is monic with coefficients in O u , and O u is integrally closed), implying that the residue polynomialḡ(x) is a product of linear factors over k u .
Since O u is uncountable, one can pick t 1 , . . . , t l ∈ O u to be algebraically independent over K 0 and satisfy t i ≡ c i (mod P u ) for all i = 1, . . . , l. Let σ : P → F u be the embedding which sends s i to t i . We claim that the polynomial h(x) := f σ (x) splits over F v into linear factors. Indeed, by our constructionh(x) =ḡ(x). On the other hand, it follows from (2) that
which implies thath(x) is prime to its derivativeh (x). It follows now from Hensel's Lemma that h splits over O u into linear factors. Then, for any embeddingσ of L into the algebraic closure F u extending σ, one hasσ(L) ⊂ F u . Now, if v is the valuation of K obtained by pulling back u under one of these embeddings, then Remark. In his paper [12] , Platonov established that any finitely generated field can be embedded into a locally compact field. Proposition 1 gives a slightly more refined result, i.e. that a finitely generated integral domain can be embedded into the valuation ring of such a field. This was achieved by minor modifications of his argument.
Proof of Theorem 1
We begin with the following two lemmas.
Indeed, let
be a subnormal series. Taking the closure (denotedˇ) in the Zariski K-topology, we obtain the following subnormal series
However, each of theŇ i 's is defined over K ( [4] , AG.14.4), so since G is K-simple, we obtain by induction
Lemma 3. Let K be an infinite field, S be a finite set of nontrivial inequivalent valuations of K, and O
one has f (a, . . . , a) ⊂ G(O). But since the valuations in S are nontrivial and inequivalent, it easily follows from the weak approximation theorem (cf. [9] , Ch.XII, §1) that a is infinite. This implies that a × · · · × a is Zariski-dense in A l , and since f is dominant, we obtain the Zariski density of G(O) in G.
Proof of Theorem 1. We let N ⊂ G(O) denote a subnormal subgroup, not contained in Z(G), where G, K, and O are as in the statement of the theorem. Thus, there exist a subnormal series
where N i+1 N i for i = 0, . . . , s − 1. From now on, we assume in addition that N is contained in some finitely generated subgroup Γ of G(K). Then there exists a finitely generated subring R of K such that: 1) Γ ⊂ G(R), and 2) G is defined over the field of fractions K of R. To ensure the first condition, it is sufficient to pick a finite system of generators x 1 , . . . , x r of Γ and include in R the entries of the matrices x ±1 i , 1 i r. For the second condition, we observe that by Hilbert's Basis Theorem, the ideal a ⊂ K[x 11 , . . . , x nn , (det(x ij ))
−1 ] of K-regular functions on GL n vanishing on G is generated by a finite system of polynomials, and it is sufficient to include in R the coefficients of all these polynomials. It is now clear that there exists a finitely generated subring R satisfying both conditions. Replacing 
where N i := π(N i ), 1 i s. To complete the proof, we need one lemma. Prior to stating the lemma we recall that given a field K with a real-valued valuation v, a subset X ⊂ M n (K) is said to be bounded if there exists r ∈ R such that for every matrix (a ij ) ∈ X, one has v(a ij ) r for all i, j ∈ {1, . . . , n}.
Lemma 4. Let H be a semi-simple adjoint algebraic group over a field K endowed with a valuation v. If a Zariski-dense subgroup ∆ ⊂ H(K) is bounded (in terms of some matrix K-realization of H),
2 then so is its normalizer N := N H(K) (∆).
Proof. We fix a matrix K-realization H → GL n , and let A denote the subalgebra of the matrix algebra M n spanned by H. The adjoint action of H on A gives rise to a morphism of algebraic groups φ : H → GL(A) which is, in fact, an isomorphism onto the image as H is adjoint. Since ∆ is Zariski-dense in H, it also spans A.
