Two approaches have dominated formulations designed to capture small departures from unit root autoregressions. The …rst involves deterministic departures that include local-to-unity (LUR) and mildly (or moderately) integrated (MI) speci…cations where departures shrink to zero as the sample size n ! 1. The second approach allows for stochastic departures from unity, leading to stochastic unit root (STUR) speci…cations. This paper introduces a hybrid local stochastic unit root (LSTUR) speci…cation that has both LUR and STUR components and allows for endogeneity in the time varying coe¢ cient that introduces structural elements to the autoregression. This hybrid model generates trajectories that, upon normalization, have non-linear di¤usion limit processes that link closely to models that have been studied in mathematical …nance, particularly with respect to option pricing. It is shown that some LSTUR parameterizations have a mean and variance which are the same as a random walk process but with a kurtosis exceeding 3, a feature which is consistent with much …nancial data. We develop limit theory and asymptotic expansions for the process and document how inference in LUR and STUR autoregressions is a¤ected asymptotically by ignoring one or the other component in the more general hybrid generating mechanism. In particular, we show how con…dence belts constructed from the LUR model are a¤ected by the presence of a STUR component in the generating mechanism. The import of these …ndings for empirical research are explored in an application to the spreads on US investment grade corporate debt.
Introduction
For over four decades various devices have been employed to study and to model the progressive deterioration of Gaussian asymptotics in the simple …rst order autoregression (AR(1)) as the autoregressive coe¢ cient ( ) approaches unity from below. Edgeworth and saddlepoint approximations (Phillips, 1977 (Phillips, , 1978 showed clearly with analytic formulae the extent of the error in the stationary asymptotics as ! 1 and numerical computations (Evans and Savin, 1981) revealed that the unit root (UR) limit distribution typically provides better approximations than stationary limit theory in the immediate neighborhood of unity. The use of local-to-unit root (LUR) autoregressions provided a direct approach to modeling processes with a root near unity. In independent work using di¤erent methods and assumptions, Chan and Wei (1987) and Phillips (1987) explored LUR models of the form Y t = n Y t 1 + " t ; n = e c=n 1 + c n ; t = 1; :::; n;
where c is constant and n is nearly nonstationary in the sense that c=n is necessarily small as the sample size n ! 1: Under quite general conditions on " t and the initial condition Y 0 ; the asymptotic distribution of the least squares estimator of n takes the form of a ratio of quadratic functionals of a linear di¤usion process that depends on the localizing coe¢ cient c in (1) and nonparametric quantities that depend on the one-sided and two-sided long run variances of " t . These results provided a natural path to the analysis of power functions (Phillips, 1987) and power envelopes for UR tests (Elliott et. al., 1995; Elliott and Stock, 1996) , as well as the construction of con…dence intervals (Stock, 1991) and prediction intervals (Campbell and Yogo, 2006; Phillips, 2014) in models where persistence in the regressors is relevant in practical work.
The array mechanism of (1) has also proved useful in developing methods of uniform inference. Giraitis and Phillips (2006) established uniform asymptotic theory for the OLS estimator of n in models like (1) but where n is more distant from unity so that (1 n ) n ! 1: These models allow values of stationary n that include neighborhoods of unity beyond the immediate O n 1 vicinity of unity, such as when n = 1 L n =n, where L n ! 1 is slowly varying at in…nity. These cases were explored in detail by Phillips and Magdalinos (2007a, 2007b) by using moderate deviations from unity of the form n = 1 + c k n ; with c constant and
Models with such roots are considered mildly integrated (MI) as n lies outside the LUR region as n ! 1: Phillips and Magdalinos (2007a) and developed central limit theory for the near-stationary case (c < 0) and, somewhat surprisingly, for the near-explosive case (c > 0), …nding a Cauchy limit theory in the latter case that matched the known Cauchy limit that applies in the pure explosive case under Gaussian errors (White, 1958; Anderson, 1959) . In a signi…cant advance, Mikusheva (2007 Mikusheva ( , 2012 demonstrated that careful approaches to con…dence interval (CI) construction with appropriate centering were capable of producing uniform inferences about the true in a wide interval that includes stationary, MI, LUR, and UR speci…cations. A di¤erent approach was considered by Lieberman and Phillips (2014 , 2017a , 2017b , who considered localized stochastic departures from unity via the stochastic unit root (STUR) model
+ exp a 0 u t p n Y t 1 + " t ; t = 2; :::; n;
where can be zero or otherwise and in which departures from unity are driven by a possibly endogenous K 1 vector of explanatory variables u t . In their formulation, Lieberman and Phillips (2017b) allowed fu t ; " t g to follow a general linear process satisfying mild summability and moment conditions. This stochastic formulation of departures from unity has proved useful in empirical applications that include dual stocks pricing (Lieberman, 2012) , Exchange Traded Fund pricing (Lieberman and Phillips, 2014) and call option pricing (Lieberman and Phillips, 2017a) . This line of stochastic departure from a UR follows in the tradition of earlier contributions by Leybourne, McCabe and Mills (1996) , Leybourne, McCabe and Tremayne (1996) , Granger and Swanson (1997) , McCabe and Smith, (1998), and Yoon (2006) . The present paper investigates a hybrid model that combines both LUR and STUR speci…cations in a localized stochastic unit root (LSTUR) model of the following form
Y t = nt Y t 1 + " t ; t = 2; :::; n;
where nt = exp c n + a 0 u t p n :
In this model the autoregressive coe¢ cient is a stochastic time varying parameter that ‡uctuates in the vicinity of unity according to the properties of u t , the value of the localizing constant c, and the size of the sample n: The time series w t = (u 0 t ; " t ) 0 is assumed to be generated according to a linear process framework that allows for both contemporaneous and serial cross dependence, thereby allowing the random coe¢ cient nt to be endogenous. The paper establishes limit theory for the normalized form of the output process Y t in (4) and for nonlinear least squares (NLLS) estimation of the components, a and c, of nt : It turns out that the limiting output process of (4) is a nonlinear di¤usion process that satis…es a nonlinear stochastic di¤erential equation corresponding to a structural model of option pricing that has been considered in the continuous time mathematical …nance literature (Föllmer and Schweizer, 1993) . So the model may be considered a discrete time version of such a system. Working directly with this nonlinear continuous time system, Tao et. al. (2017) developed an estimation procedure for the structural parameters of the stochastic di¤erential equation using a realized variance approach and established asymptotic properties of these estimates under in…ll asymptotics. The model considered in the present paper therefore links to the continuous time …nance literature and to ongoing work on continuous time econometrics.
A primary goal of the current paper is to examine the properties of this hybrid model and, in doing so, study the implied empirical features of the model in comparison with the discrete time random walk (RW), LUR and STUR models. In particular, we show that certain LSTUR parametrizations are consistent with a mean and variance which are equal to those of a RW process but with a kurtosis coe¢ cient which is greater than 3 -a feature which is arguably consistent with much …nancial data. The analysis helps to document how inference in LUR and STUR autoregressions is a¤ected by the presence of the other component in the time varying autoregressive coe¢ cient nt in the generating mechanism. In particular, we show how asymptotic con…dence belts constructed using the LUR model (Stock, 1991) are a¤ected by the omission of a random coe¢ cient STUR component. The implications for empirical work of such misspeci…cation of random departures from unity by deterministic from unity models are explored in an empirical application.
The plan for the rest of the paper is as follows. Notation, assumptions and limit theory for n 1=2 Y t are given in Section 2. Asymptotic theory for parameter estimation follows in Section 3. Some further results including asymptotic expansions are given in Section 4. Robustness of the misspeci…ed STURbased NLLS and IV estimators of a and the covariance parameters are established in Section 5. A simulation study to the e¤ects of an omitted STUR component on the con…dence belts given by Stock (1991) for c and in the LUR model is provided in Section 6. An empirical application supporting the analytical …ndings and simulations follows in Section 7. Section 8 concludes. All proofs are placed in the appendix.
Preliminary Limit theory for the LSTUR Model
We start with the following assumption that will be used in the sequel detailing the generating mechanism for w t : Assumption 1. The vector w t is a linear process satisfying
t is iid, zero mean with E ( t 0 t ) = > 0 and max E j i0 j p < 1, for some p > 4.
Under Assumption 1, w t is zero mean, strictly stationary and ergodic, with partial sums satisfying the invariance principle
where b c is the ‡oor function and B = (B u ; B " ) 0 is a vector Brownian motion. The matrix `r = G (1) G (1) 0 > 0 is the long run covariance matrix of w t , with K K submatrix `r u > 0, scalar `r " 2 > 0 and K 1 vector `r u" . In component form, we write (5) as
where 1t is K 1; 2t is scalar, G 1;j is K (K + 1) and G 2;j is 1 (K + 1). We denote the contemporaneous covariance matrix of w t by > 0, with corresponding components
The one-sided long run covariance matrices are similarly denoted by = P 1 h=1 E (w 0 w 0 h ) and = P 1 h=0 E (w 0 w 0 h ) = + , with corresponding component
We use H and L to denote the zero-one duplication and elimination matrices for which
where A is a symmetric matrix of order K +1: Under Assumption 1, centred partial sums of t 0 t satisfy the invariance principle
where (r) is vector Brownian motion with covariance matrix
Furthermore, for any l 6 = 0 we denote by (r) the vector Brownian motion with covariance matrix
Finally, the matrix of third order moments of t is denoted
The limit process of the scaled time series Y t is given in the following Lemma.
Lemma 1 For the model (4), under Assumption 1,
e pc a 0 Bu(p) dp :
Lemma 1 extends the limit theory for the special case where there is no LUR component (c = 0) and the case where there is no STUR component (a = 0). The latter case leads to the familiar limit
where W (r) is standard BM and J c (r) is a linear di¤usion (Phillips, 1987) .
Parameter Estimation
Letâ n andĉ n denote the NLLS of a and c. Explicit formulae for these estimates are not available but …rst order conditions are given in (65) of the Appendix. This section presents the limit theory for these estimates in various cases. We use the following sample covariance limit theory.
Lemma 2 For the model (4), under Assumption 1
The limit in (12) reduces to the standard result R 1 0 G 0;c (r) dB " (r) + "" when a = 0. We start with the case where a is known, which enables us to relate results to earlier literature on the LUR model in a convenient way. This simpli…cation is relaxed below.
Theorem 3 For the model (4), under Assumption 1 and when a is known,
When a = 0 the result in (13) reduces to the standard limit theory for the least squares estimateĉ n of the localizing coe¢ cient c in a LUR model, viz.,
The presence of the stochastic UR component alters the usual limit theory (14) by (i) modifying the limiting output process to G a;c (r) in which the e¤ects of the random autoregressive coe¢ cient …gure, and (ii) introducing the additional bias term, 0 u" a R 1 0 G a;c (r) dr to the limit distribution: Next consider the case in which a is unknown.
Theorem 4 For the model (4) under Assumption 1 with u" 6 = 0 (â n a) )
and (ĉ n c) )
The distribution ofâ n depends on the localizing coe¢ cient c through G a;c (r). The estimator is consistent when u" = 0. When u" 6 = 0; the parameter a may be estimated consistently using instrumental variables (Lieberman and Phillips, 2017b) or by in…ll asymptotics via a two-stage process involving realized variance when high frequency data is available (Tao et al., 2017) ). Unlikeâ n ,ĉ n is inconsistent irrespective of whether u" = 0 and this accords with known results for simpler models without STUR e¤ects (Phillips, 1987) . However, the localizing coe¢ cient c may be estimated consistently under certain conditions when the data support joint large span and in…ll asymptotics, as shown in Tao et al. (2017) .
The next result concerns the OLS estimator of the autoregressive coe¢ cient nt . Its asymptotic distribution and that of the t-statistic for testing the hypothesis of a unit root are used later in the paper to construct con…dence intervals for the autoregressive parameter.
Theorem 5 The ols estimator of nt in the model (4) and under Assumption 1 satis…es
When w t is a martingale di¤erence, the one-sided long run covariances are zero and the limit result reduces to
Empirical Implications and Further Results
This section explores the relationships among the RW, LUR and LSTUR models in more detail in the univariate case (K = 1) with u" = 0 and for iid (u 0 t ; " t ). This special case highlights the distinguishing features of these models and some key elements in their relationships that are important for empirical work. The output limit process (11) in this case has the simpler form
which satis…es the generating di¤erential equation
where b = (a u ) 2 : The covariance kernel and moments of the output process G a;c (r) are given in the following result.
Lemma 6 For the model (4), under the assumptions that K = 1, u" = 0, and u t and " t are iid,
2 )(r_s r^s) e 2(c+b)r^s 1 2 (c + b) =: Ga;c (r; s) ;
and E G 
An immediate consequence of Lemma 6 is that
The function (e zr 1) =z is monotonically increasing and equals r at z = 0: It follows from (21) that an LSTUR process with c = b has a limit process with variance 2 " r, which is the variance of a Brownian motion. However, the process G a;c (r) is non-Gaussian in this case and has covariance kernel
(r_s r^s) r^s 6 = r^s: Thus, the particular case where c + b = 0 provides an interesting example of a non-Gaussian LSTUR limit process whose …rst two moments match those of Brownian motion. For c + b < 0 the variance of the LSTUR limit is less than that of Brownian motion and for c + b > 0 the variance is larger and increasing with the value of c + b. In particular, given c, the variance of the process increases with b (equivalently, with either jaj or u ). Alternatively, given b, the variance of the process increases with c. A small b expansion of (21) yields
showing that the lead term of the variance is the variance of the linear di¤usion LUR process, as expected, coupled with a second linear term in b.
Even though the special case c + b = 0 matches the …rst two moments of the LSTUR limit process with a Brownian motion, the kurtosis of the processes di¤er. In particular, using Lemma 6, we have
so that in this case the kurtosis of the process, 0. An instantaneous kurtosis measure for the process increments dG a;c (r) at r may be de…ned as
which has the following explicit form for the di¤usion process (18) b;c (r) = 3 +
as shown in Lemma 12 of the Appendix. The second term on the right side of (23) shows the excess kurtosis in the process increments arising from the non-Gaussianity of G a;c (r). As b ! 0 we have
; which is a linear Gaussian di¤usion. But when c ! 0; G a;c (r) ! G a (r) = e aBu(r) R r 0 e a 0 Bu(p) dB " (p) which is still non-Gaussian and b;0 (r) > 3. A large b expansion of (23) shows that b;c (r) 9 6 e 4br ; with kurtosis increasing exponentially with b = a 2 2 u ; measuring the impact of non-Gaussianity in the process G a;c (r) as either a 2 or 2 u rise, which originates in the nonlinear dependence of G a;c (r) on aB u (r). These results are summarized in the following remark.
For the model (4) with K = 1, u" = 0, and iid (u t ; " t ) ; the instantaneous kurtosis measure of the increment process dG a;c (r) is
and the kurtosis of the process G a;c (r) itself satis…es
which rises as c ! 1 and has minimum of 3 at c = 0: Financial data are well known to resemble trajectories generated by a RW but with the important exception that the kurtosis coe¢ cient of asset returns exceeds 3, typically by a large margin. This stylized feature of …nancial times series matches the corresponding characteristic of the LSTUR limit process G a;c (r) ; which has random wandering behavior similar to a Gaussian RW but with kurtosis of its increments in excess of Gaussian increments. These features give the LSTUR process a desirable property for empirical work.
In spite of their common features, the limit processes corresponding to RW, LUR, and LSTUR time series are very di¤erent, including the special parameter con…guration c + b = 0 in LSTUR. In particular, when K = 1, u" = 0, and (u t ; " t ) are iid, the limit process G a;c (r) satis…es the stochastic di¤erential equation (18). Non-Gaussianity in the process G a;c (r) is then governed by the magnitude of the coe¢ cient b = a 2 2 u : The following result sheds light on the composition of the process G a;c (r) when the parameter b is small.
Lemma 7 For the model (4) when K = 1, u" = 0, and u t and " t are iid,
where
is a mixed Gaussian process, and G c (r) and V c;a (r) are uncorrelated. To …rst order in b
According to (24) and (25) the STUR component e¤ect is small when b = a 2 2 u is small, in which case the limit process G a;c (r) is approximately mixed Gaussian, with variance that exceeds the variance of the LUR process component, viz.,
e 2cr 1 2c :
In the special con…guration c + b = 0 when b is small, c is also small and then the LSTUR process is approximately Brownian motion with variance 2 " r:
Robustness to Misspeci…cation
This section explores the robustness of STUR-based NLLS and IV parameter estimation to misspeci…cation that arises from an LSTUR generating mechanism. Let ã n ;~ 2 ";n be the STUR-based NLLS estimates of a; 2 " , so that a n = arg min
When u" = 0; (u t ; " t ) is iid, and the generating mechanism is LSTUR,ã n and~ 2 ";n are still consistent for a and 2 " ; as shown below. Lemma 8 For the model (4) when u" = 0 and (
Y t 1 are in-sample predictors based on STUR and LSTUR speci…cations, then
Parts (i) and (ii) of Lemma 8 are obtained in the same way as Theorems 2 and 3 of Lieberman and Phillips (2017a). The only di¤erence in the limit distribution in (i) compared to the case where STUR is the correct speci…cation the limit process is now G a;c (r) rather than G a (r). An implication of this result is that the n 1 -normalized sum of squared errors of (the misspeci…ed) STUR and LSTUR will be identical asymptotically and therefore, for large enough n, AIC and BIC should always favor STUR over LSTUR, even when LSTUR is the true DGP. This …nding corresponds with the known result that information criteria such as BIC are typically blind to local departures of the LUR variety (Phillips and Ploberger, 2003; Leeb and Pötscher, 2005) .
In part (iii) of the Lemma,Ỹ p t andŶ p t are the STUR-and LSTUR-based predictors of Y t : The latter is infeasible as c is unknown but may be replaced by an inconsistent estimate or by imposing a special restriction such as c = b; which is discussed in Section 4. In this case, the n 1=2 -normalized error sums di¤er by the term c R 1 0 G a;c (r) dr and the sum of squared discrepancies between the two predictors converges to c 2 R 1 0 G a;c (r) 2 dr so that the value of the localizing coe¢ cient c a¤ects these di¤erentials directly as well as through the correct limit process G a;c (r) corresponding to LSTUR rather than G a (r) In the case u" 6 = 0, even the correctly speci…ed LSTUR-based NLLS estimator is inconsistent. Fortunately, for the LSTUR model the misspeci…ed STUR-based IV estimators (Lieberman and Phillips, 2017b) of a and the covariance parameters are still consistent. Letã IV n ,~ IV ";n (j) and~ IV u;";n (j) be the STUR-based IV estimators of a, " (j) = Cov (" t ; " t j ) and u;" (j) = Cov (u t ; " t j ) for (j = 0; 1; 2; :::). That is,ã IV n solves the K-moment conditions
where Z t is a vector of instruments which satisfy Assumption 3 of Lieberman and Phillips (2017b),
and e IV t = Y t eã IV 0 n ut= p n Y t 1 ; t = 2; :::; n:
In the misspeci…ed model case, the STUR-IV estimators are still consistent. In particular, for the model (4) and under Assumptions 2-3 of Lieberman and Phillips (2017b), we haveã IV
for all …xed and …nite j. The proof follows the arguments given in Theorems 3 and 4 of Lieberman and Phillips (2017b) and is omitted. These results are employed in the empirical section below.
The E¤ects of Misspeci…cation on CI Construction
Stock (1991) constructed con…dence belts for the localizing coe¢ cient c in the LUR model from which con…dence intervals (CIs) valid within a vicinity of unity for the autoregressive coe¢ cient could be deduced from unit root tests. Application of this methodology to the Nelson Plosser (1982) data produced very wide con…dence bands. Hansen (1999) showed how the accuracy of these simulationbased CIs deteriorated as the stationary regrion was approached. He suggested a grid bootstrap procedure for the construction of the CIs which helped to improve coverage accuracy of the bands. Phillips (2014) provided an asymptotic analysis that explained the deterioration of the CIs as the generating process moves deeper into the LUR region and ultimately the stationary region, reinforcing the work of Hansen (1999) and Mikusheva (2007) on the role of correctly centred statistics in the development of uniformly valid con…dence bands.
This work was all conducted using LUR formulations of departures from unity. The present section addresses the issue of how con…dence band accuracy is a¤ected by an underspeci…cation of an LSTUR process as an LUR process. To this end, we consider the limit distribution given in (16). The t-ratio for the UR hypothesis is given by To get an idea of how the con…dence belts of Stock (1991) would be a¤ected by the omission of a stochastic component, we simulated the right side of (28) with parameter settings 2 " = 1, u" = 0, a = (0; 1; 2; 3; 4), 2 u = (0:1; 1) and c = (1; 0; 1; 5; 10; :::; 35). As b = (a u ) 2 , the setting includes parameter combinations under which 35 < c + b < 17. Table 1 was constructed with 5000 replications and 400 integral points and includes the 5th, 10th, 50th, 90th and 95th percentiles of the simulated asymptotic distribution, as well as the width of the 80%-and 90%-CIs in each case.
The most striking feature of the results is that the CIs become wider as the value of c + b increases.
In other words, given a c-value, the e¤ect of misspeci…cation becomes more pronounced as the value of a and/or 2 u increases. This is expected, as a very negative value of (c + b), for instance, is consistent with a dominant LUR -relative to STUR -component. Each value of c gives a point on each con…dence line in Stock' (1991) con…dence belts, from which the permissible values of the test statistic can be implied, given a con…dence level, and vice versa. Therefore, wider CIs for the test statistic for larger a and/or 2 u values translate to wider CIs for c and for , implying that Stock's (1991) conclusion that the CIs for are typically wide applies with greater force in the presence of a STUR component in the process. In e¤ect, the CIs grow wider as the STUR signal becomes more dominant. For instance, suppose that the observed value t^ = 2:0. Reading from Table 1 , the value c = 0 is not in the 95% CI if a = 0; 1; 2 and 2 u = 0:1, but it is inside the 95% CI if a = 3; 4 and 2 u = 0:1. Put di¤erently, when b = [0; 0:4], c = 0 is not in the 95% CI, given a t^ -value of 2:0, but for larger b-values, the value of c = 0 is within the 95% CI.
The above discussion pertains to a given c-value. In practice, as shown in the next section, a …tted LSTUR model may lead to a substantially narrower CI for c, compared with the CI for c that would be obtained from an LUR model. The results shown in this simulation are simply illustrative of the implications of having a generating mechanism that involves random as well as deterministic departures from unity. Comprehensive tabulation is a multidimensional task, involving a constellation of conceivable parameter values, and the limit theory is non-pivotal so that practical work would require consistent estimates of many unknown parameters and an approach that led to uniformly valid (over LUR and STUR departures from unity as well as stationary departures) con…dence intervals. Such a program is beyond the scope of the present paper.
An Empirical Application
Lieberman and Phillips (2017b) estimated a STUR model in which the dependent variable is the log spread between an index of U.S. dollar denominated investment grade rated corporate debt publicly issued in the U.S. domestic market and the spot Treasury curve. The variable u t was taken to be the demeaned 100 log(SP U S;t =SP U S;t 1 ), where SP U S;t is the opening rate of the SPDR S&P 500 ETF Trust. The sample correlation between u t and Y was 0:52, supporting Kwan's (1996) report of a negative correlation between stock returns and bond spread changes. In this case the NLLS estimator is inconsistent. The IV estimator, which is consistent, was estimated with 1454 daily observations over the period January 5, 2010, through to December 30, 2015, giving a valueâ IV n = 0:245. In addition, the misspeci…ed STUR-based IV estimators of the covariance parameters are consistent as discussed in Section 5. Using these results we calculated the t-statistic (28) with error variance estimated by~ IV ";n (0) obtaining a value of t^ = 0:659: The 5th, 10th, 50th, 90th and 95th percentiles of the asymptotic distribution were simulated 2 using (28), with parameters replaced by their IV-consistent estimates. The 90% CI for c is given by the intersection of the horizontal line t^ = 0:659 and the 5th and 95th percentiles lines, in the c; t^ plane, as shown in Figure 1 , yielding the CI lower and upper limits c a L = 0:64 and c a U = 0:53. The intersection points of t^ = 0:659 with the percentiles are summarized in Table 2 , from which we deduce that the median unbiased estimate of c in the LSTUR model iŝ c med = 0:21. The procedure was repeated for the LUR model, where the asymptotic distribution is given by (28), with a = 0, 2 u = 0, u" = 0. The results are shown in in Figure 2 and Table 2 . For this model we obtain the 90% CI limits c L = 4:05 and c U = 3:27, and a mean unbiased estimator for c equal to 0:35.
Figures 1-2 as well as Table 2 reveal that the 90% CI for c; which is LSTUR-based, is much narrower and is in fact fully within the 90% LUR-based CI. Thus, at least in this case, LSTUR attenuates the estimated impact of c on the time varying autoregressive coe¢ cient nt . The induced 90% CI for nt which is LUR-based is approximately [1 4:04=n; 1 + 3:27=n], whereas the variation of u t needs to be accounted for in the construction of an LSTUR-based 90% CI for nt . Conditional on u t and on the values of the nuisance parameters, the LSTUR-based 90% CI for nt is h e 0:64=n+aut= p n ; e 0:53=n+aut= p n i , so that the width of the interval is approximately 1:17=n, compared with a width of 7:31=n for the LURbased CI. The means of the CI bounds, taken with respect to u t and assuming that w t is multivariate normal, are Ee c a L +aut= p n = e (c a L +b=2)=n and Ee c a U +aut= p n = e (c a U +b=2)=n . Plugging in the IV estimates, a IV n = 0:245 and^ 2 u = n 1 P u 2 t = 0:983 3 into these formulae, the estimated means of the bounds are 1 0:61=n and 1 + 0:56=n, which are much smaller in absolute values than the respective LUR-based bounds. Furthermore, Given the model parameters, and assuming that w t is multivariate normal,
where c is the 'th percentile of the standard normal distribution. Thus, given the model parameters and the distribution of w t , the induced 90% CI for nt is h e So, the width of the CI is approximately 0:8= p n + 1:17=n. Compared with the LUR-based induced CI for nt , the LSTUR-based induced CI has a term which is O n 1=2 , to account for the additional variability in nt which is due to u t . On the other hand, the O n 1 term in the CI which is due to c and b in LSTUR and due to c only in LUR, is much smaller in absolute value in the LSTUR-based bounds than in LUR. These …ndings are illustrated in Figure 3 .
We remark that an 'exact' analytical CI which accounts for the variability in the estimates of a and the covariance parameters is analytically intractable, because these estimates in ‡uence both the percentiles of t^ (and, hence, the values c a L and c a U ) as well as the summandâ IV n u t = p n. Nevertheless, qualitatively, the message from the empirical application is that the reported CI for c can be substantially wrong and, in reality, much wider when an LSTUR process is misspeci…ed as a LUR model. On the other hand, unconditionally, the induced CI for nt is wider when a STUR component is present as is expected from the additional random variability that is embodied in the LSTUR representation of the time variation in the autoregressive coe¢ cient.
Discussion
It is widely acknowledged that with much economic and …nancial data the unit root hypothesis may only hold approximately or in some sense on average over a given sample. A more general modeling perspective that o¤ers greater ‡exibility is that the generating mechanism may involve temporary de-partures from unity at any sample point that can move the process in stationary or explosive directions. Recognition of this type of functional coe¢ cient ‡exibility and its relevance for applied work has led to the literature on LUR, functional LUR (Bykovskaya and Phillips, 2017a, 2017b), and STUR models, which seek to capture certain non-random and random departures from an autoregressive unit root process. The hybrid model introduced in this paper incorporates two streams of this literature as special cases and the limit theory generalizes results already known for the LUR and STUR models. As expected, ignoring one or other of these component departures introduces inferential bias. Both simulations and empirics reveal how the construction of uniform con…dence intervals for autoregressive coe¢ cients using a LUR model formulation are a¤ected by misspeci…cation in which the random departures of the LSTUR mechanism are neglected. Of particular relevance in applications is the fact that an LSTUR process, may have the same mean and variance as a Gaussian random walk but with kurtosis that is well in excess of 3, a feature that is consonant with the heavy tails of much observed …nancial return data. Note: The entries in the table are the percentiles-and con…dence interval width (last two columns) of the limit distribution of the statistic t^ , based on 5000 replications and 400 integral points, with 2 " = 1, u" = 0: Note: The entries in the table are the percentiles-and con…dence interval width (last two columns) of the limit distribution of the statistic t^ , based on 5000 replications and 400 integral points, with 2 " = 1, u" = 0: Note: The entries in the table are the percentiles-and con…dence interval width (last two columns) of the limit distribution of the statistic t^ , based on 5000 replications and 400 integral points, with Note: The entries in the table are the percentiles-and con…dence interval width (last two columns) of the limit distribution of the statistic t^ , based on 5000 replications and 400 integral points, with 
Proofs

Proofs of Lemmas and Supplementary Results
Proof of Lemma 2. From (7),
Next decompose the contemporaneous sample covariance as
where (29) and
Further,
The last non-vanishing term in (30) involves
and so
Continuing,
We therefore have
To deal with (37), we write 1 n
and using (32) gives
so that
Two types of terms occur in (42): one with equal lags of t and the other with non-equal lags. Since
The second term in (42) gives
and the third term in (42) is
It follows from (42)-(45) that
Then, from (40), (41) and (46) we deduce that 1 n
Using (33), we have
and 1 n
Combining results from (35), (47), (48), and (49) gives
In view of (29), (34) and (50), we have
Now, P 1 m=0 G 2;m = G 2 (1) and B has variance matrix ; so that G 2 (1) B (r) = B " (r) has variance matrix G 2 (1) G 2 (1) 0 and
Further, recalling that
Similarly,
This implies the result given in (12) and the Lemma is established.
Lemma 9 For the model (4), under Assumption 1,
Continuing this scheme and using summability, we deduce that
and the proof of the Lemma is completed by using (51) and (52).
Lemma 11 For the model (4), under Assumption 1,
Proof of Lemma 11. The proof is similar to that of Lemma 8 of Lieberman and Phillips (2017b) and is omitted.
Lemma 12 For the model (18) where K = 1, u" = 0, u t and " t are iid, and with the …ltration F r = f(B u (s) ; B " (s)) ; 0 s rg the instantaneous kurtosis measure is
Proof of Lemma 12. The process increments dG a;c (r) at r satisfy (18)
where b = a 2 2 u : Then
and E
Using (54) - (56) gives + 2b) ;
and E G 2 a;c (r) = 2 " e 2(c+b)r 1 2(c+b)
2 " e 2(c+b)r 2(c+b) : Hence, as b ! 1
and kurtosis of the process increments dG a;c (r) grows exponentially with b irrespective of the …xed value of c:
Proofs of the Main Results
Proof of Lemma 1. By repeated substitution, we obtain
Therefore, setting t = bnrc,
Let e
and by Ibragimov and Phillips (2008; equation (4.9) ) we obtain the following sample covariance limit
It follows from (58), (59) and (60) that
e pc aBu(p) dp ;
Using Lemma 2, we obtain
Using (70), (71) and (72), the solution to the …rst equation has the asymptotic form
Next continue with the lower element of the system (69). The leading term of the left side of the lower element of (69) is Combining (78) with (77) we obtain the following asymptotics forâ n in the case where u" 6 = 0 a n a a
Using (79) in (73) we …nd that 
which establishes the …nal part of the theorem, in conjunction with (81).
Proof of Theorem 5:
The ols estimator of nt in (4) satis…eŝ
The …rst term above yields
and by Lemma 2, the second term yields n 1 P n t=2 " t Y t 1 n 2 P n t=2 Y 2 t 1 ) R 1 0 G a;c (r) dB " (r) + 0 u" a R 1 0 G a;c (r) dr + "" : R 1 0 G a;c (r) 2 dr :
Hence, n ^ nt 1 ) c + a 0 u a 2 + a 0 R 1 0 G 2 a;c (r) dB u (r) + 2 0 uu a R 1 0 G 2 a;c (r) dr + u" R 1 0 G a;c (r) dr R 1 0 G 2 a;c (r) dr + R 1 0 G a;c (r) dB " (r) + 0 u" a R 1 0 G a;c (r) dr + "" R 1 0 G a;c (r) 2 dr ; which simpli…es to the stated result.
Proof of Lemma 6. As B u (p) is independent of dB " (p), the expected value of G a;c (r) is zero. The covariance of the process is given by u (r^s p) dp +2b(r^s p) dp Proof of Lemma 7: Expansion of the limit process in this case yields 
Here G c (r) is the limit process of the LUR process and has …nite dimensional distribution N 0; 2 " e 2cr 1 =2c (Phillips, 1987) ). The process V c;a (r) has mean E (V c;a (r)) = 0; variance V ar (V c;a (r)) = a 2 2 " 2 u Z r 0 e 2(r p)c (r p) dp = (88) giving (25). The moment expansion (88) is valid based on the stochastic expansion (86) because all moments of the component Gaussian processes (B u (r) ; B " (r)) are …nite and bounded. 
