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Many current developments apply soft computing models in 
environmental applications [1]. These models are capable of 
improving classification techniques [2], system analysis [3] or 
visualization tools [4] in human-centered applications. In Europe, 
particularly, the concept of ambient intelligent (AmI) covers devel-
opments including contextual information and expands this con-
cept to the ambient surrounding the people. So, the electronic or 
digital part of the ambience (devices) will often need to act 
intelligently on behalf of people. It is also associated with a society 
based on unobtrusive, often invisible interactions among people 
and computer-based services taking place in a global computing 
environment. Context and context-awareness are central issues to 
ambient intelligence [5]. AmI has also been recognized as a 
promising approach for tackling problems in the assisted living 
domain [6].
Ambient assisted living (AAL) came into being as a European 
Union initiative stressing the importance of addressing the needs 
of the ageing European population, which is growing every 
year [7]. The program intends to extend the time that the elderly 
can live in their home environment by increasing people’s 
autonomy and helping them to carry out their daily activities. 
Several prototypes encompass the above functionalities. Rentto 
et al. [8] developed a prototype of a smart home as part of the 
Wireless Wellness Monitor project. The prototype integrates 
context information from health monitoring devices and informa-
tion from the home appliances. Becker et al. [9] describe thedraza),
uc3m.es (A. de Ası´s),amiCa project, which provides support for monitoring daily liquid 
and food intakes, location tracking and fall detection. The PAUL 
(Personal Assistant Unit for Living) system from the University of 
Kaiserslautern [10] collects signals from motion detectors, wall 
switches or body signals, which it interprets to assist users in 
their daily life but also to monitor their health and provide 
safeguards. The data is interpreted using fuzzy logic, automata, 
pattern recognition and neural networks. It is a good example of 
the application of artificial intelligence to create proactive assis-
tive environments.
Many of these approaches do not include personal identification 
functionalities because they are based on home devices. But there 
are also several approaches, like AMADE [11], that integrate an alert 
management system as well as automated identification, location 
and movement control systems. The inclusion of personal identifi-
cation could boost the development of promising applications from 
an engineering point of view, but it does not account for legal 
issues. Clearly, an important point is the legal issue of system user 
identification. With the inclusion of biometric sensors, identity and 
location are major privacy concerns in context applications.
These privacy problems have been addressed in the literature 
from two different viewpoints. The first focuses on the develop-
ment of frameworks [12,13] and the second on searching for some 
degree of user anonymity [14–16]. In [16], Beresford and Stajano 
combine these two ideas in a framework with anonymity levels. 
They focus on the privacy aspects of using location information in 
pervasive computing applications. User location tracking generates 
a lot of sensitive information. They consider the privacy of location 
information as controlling access to this information. The approach 
is a privacy-protecting framework based on frequently changing 
pseudonyms. This prevents users from being identified by the 
locations they visit. Agre [17] advocated an institutional approach 
that casts privacy as an issue not simply of individual needs and1
Table 1
Comparison of several biometric identification procedures.
Biometric technique Verify Identify False positive False negative Intrusiveness Cost
Face recognition (2D) Yes No Hard Easy Very low Low
Fingerprint Yes Yes Very hard Very hard Medium Low
Hand geometry Yes No Very hard Medium Low Medium
Iris scanning Yes Yes Very hard Very hard Medium High
Retinal scanning Yes Yes Very hard Very hard High High
Voice recognition Some No Medium Easy Very low Low
Signature Some No Medium Easy Low Mediumspecific technologies, but as a matter arising out of recurrent
patterns of social roles and relationships.
In this paper, we develop a face recognition system for
ambient intelligence applications. From the technical point of
view, we try to reduce the computational cost by using Gabor
filters and SVMs, and, from the legal point of view, we modify the
classical classification method to preserve user privacy.
We describe a face recognition system that is a very suitable 
biometric approach for avoiding intrusiveness. But non-
intrusiveness usually means that the resolution and quality of 
the available face images will generally be low (lack of definition, 
color fidelity and others), a problem analyzed in [18]. Face 
recognition in AmI has a major drawback: the computational 
power required to make it work—even by means of wearable 
devices such as mobile phones [19]—. Under these constraints, we 
apply a simpler approach that performs satisfactorily at a reduced 
computational cost. In this paper we will tackle the practical task 
of configuring a 2D face recognition system (based on a SVM 
classifier and a bank of Gabor filters) under partially controlled 
conditions when the image quality is degraded and resolution is 
low-face image sizes around 100  100 pixels and a wide variety 
of image artifacts due to light configuration, move-ment and 
compression. The configuration parameters will be exhaustively 
analyzed in order to determine how they affect the result and 
realize the system’s full potential. The decision to use a SVM as a 
classifier was based on its performance on this type of problems 
reported in several pieces of research [20,21].
The deployed face recognition system uses a set of faces
without individual identification and recognizes users as mem-
bers of a set. This algorithm could be a good way to preserve
privacy in AmI using the recognition system as a black-box that
gives access to the AmI system without breaking user anonymity
and safeguarding their privacy.2. Legal Issues in biometric identification
Nowadays, the development of reliable procedures enabling
secure access to new services, and univocal user identification, a
key functionality in ambient intelligence and access control
scenarios is increasingly important. The level of security provided
by traditional techniques based on object (card) or information
(personal number) holdership are surpassed by new techniques
that work with measurable anatomic (fingerprints, iris, etc.) and
behavioral (gait, key-stroking, etc.) personal traits. At present,
many research efforts focus on developing new algorithms and
techniques for implementing multi-biometric systems that com-
bine different biometric traits for a more secure and reliable
identification.
Identification and personalization are key features of context-
based services [22]. The development of efficient, non-vulnerable 
and non-intrusive biometric recognition techniques is still an 
open issue in the biometrics field (where; however, enormous 
scientific progress has been made over the last decade) [23].Contextual systems should also be able to provide a satisfactory
user experience.
Reliable biometric systems have long been an attractive goal.
Prof. John Daugmann of the University of Cambridge describes the
reliability of biometric systems as a pattern recognition problem,
where the key issue is the relation between interclass and
intraclass variability; objects can be reliably classified only if
the variation between different instances of a given class is less
than the variation between different classes. In face recognition;
for example, difficulties arise from the fact that the face is a
changeable social organ displaying a variety of expressions, as
well as being an active three-dimensional (3D) object whose
image varies with viewing angle, pose, illumination, accoutre-
ments, and age. It has been shown that for images taken at least
1 year apart, even today’s best algorithms can have error rates of
43% to 50%. Interclass variation is limited compared with this
intraclass (same face) variation, because different faces possess
the same basic set of features in the same canonical geometry.
Biometric identification must be robust, efficient and quick to 
process in order to comply with the strict security requirements in 
networked society [24]. Biometrics aims to recognize a person 
through physiological or behavioral attributes [25], such as iris, 
retina, fingerprints, DNA and so on. The security sector and 
possible applications in many fields, such as video-surveillance 
or access control, is the main drive behind this growth in research 
fields. Table 1 summarizes identification procedures, where the 
classical concepts of verification, identification, false positive, 
false negative, intrusiveness and cost are compared across several 
classical biometric techniques.
The new proposals aim to come up with an innovative
approach to biometric recognition, providing technological solu-
tions that overcome their current limitations and integrating
biometrics recognition into context inference and fusion activ-
ities. They will integrate human body images acquisition technol-
ogy using radiation in non-visible ranges (from the S to the
millimeter wave band and beyond). The contextual framework
will exploit biometric schemes with the following features: Multi-biometrics: combining several sources of biometric
information (traits, sensors, etc.) with the aim of mitigating
the inherent limitations of each source and assuring a more
reliable and accurate system. High transparency, high acceptance, and non-intrusiveness,
using biometric traits that can be acquired even without any
cooperation from the user (e.g., face, voice) and that are
socially well accepted (like the handwritten signature). Capability of inferring human activity and analyzing user emo-
tions, therefore significantly focused on services customization.
These requirements directly affect many legal issues that
should be considered before developing industrial applications
to be used in the private or public sectors.
Any legal system geared towards the protection of funda-
mental rights in the use of biometric techniques should be drawn2
up to take into account the following features of this 
technology [26]: Biometric data are unique and permanent. One of the major
problems currently posed by biometrics is that an item of
biometric data cannot be revoked when it is compromised. On
this ground, legislators must make provision for cases in which
biometric data are usurped, establishing appeal or remedial
mechanisms for victims. Biometrics is based on probability. This is the reason for
applying a false-rejection rate and a false-acceptance rate.
The legal system should include effective appeal procedures
for victims of erroneous rejection.
In addition, the regulatory model should neutralize the risks of 
personalization with respect to potential breaches of fundamental 
rights (inter alia, nondiscrimination, due legal process). In Europe, 
this problem has been analyzed case by case [27] in the light of 
Directive 95/46/EC of the European Parliament and of the Council 
of 24 October 1995 on the protection of individuals with regard to 
the processing of personal data and on the free movement of such 
data. The legal solution to this problem was found to be based on 
the following principles: Special protection for particular categories of data. Data cap-
able by their nature of infringing fundamental freedoms or
privacy should not be processed unless the data subject gives
his/her explicit consent; whereas, however, derogations from
this prohibition must be explicitly provided for in respect of
specific needs, in particular where the processing of these data
is carried out for certain health-related purposes by persons
subject to a legal obligation of professional secrecy or in the
course of legitimate activities by certain associations or foun-
dations the purpose of which is to permit the exercise of
fundamental freedoms (Recitals 33 and 34 of the Directive). Automated individual decisions. The data subject shall have
the right not to be subjected to a decision which produces
legal effects concerning him or her or significantly affects him
or her and which is based solely on automated processing of
data intended to evaluate certain personal aspects relating to
him or her, such as his or her performance at work, reliability
or conduct, unless the decision is expressly authorized pur-
suant to national or Community legislation or, if necessary, by
the European Data Protection Supervisor. In either case,
measures to safeguard the data subject’s legitimate interests,
such as arrangements allowing him or her to put his or her
point of view, must be taken (Article 19 of Regulation (EC)
No 45/2001 of the European Parliament and of the Council of
18 December 2000 on the protection of individuals with regard
to the processing of personal data by Community institutions
and bodies and on the free movement of such data). Accountability, where a responsible organization should be
able to demonstrate compliance with its data protection
obligations. This would stimulate the use of privacy impact
assessments and privacy audits.3. Privacy by design in a face recognition system
The inclusion of biometric technology has legal implications 
because it has the potential to reveal much more about a person 
than just their identity. For instance, retina scans, and other 
methods, can reveal medical conditions. Thus biometric technol-
ogy can be a potential threat to privacy [28]. European and 
American judges [23,29] have categorized privacy as taking fourdistinct forms. These include [24]: (a) physical privacy or freedom 
from contact with other people; (b) decisional privacy or the 
freedom of individuals to make private choices about the personal 
and intimate matters that affect them without undue government 
interference, (c) informational privacy or freedom of individuals 
to limit access to certain personal information about themselves, 
and (d) easy transmission of information. Obviously, biometric 
technology is related to issues (a) and (c). Biometric identification 
is, of course, not a new technology. Introduced more than a 
century ago, fingerprint technology is perhaps the most common 
biometric identification technique. Thus the social risk [31] 
associated with this technology is not new. However, technolo-
gical advances and other factors [30,32] have increased the social 
risk associated with the technique because: (a) they have reduced 
the social tendency to reject its use; (b) they have enabled its 
widespread use [33], and (c) they have provided access to more 
sensitive information on the subject.
Ontario’s Privacy Commissioner, Dr. Ann Cavoukian, addressed 
the ever-growing and systemic effects of information and com-
munication technologies in the 1990s, creating a new concept of 
privacy by design [34]. The idea is that privacy cannot be assured 
solely by compliance with regulatory frameworks; rather, privacy 
assurance must ideally become an organization’s default mode of 
operation. In ubiquitous computation, the initial concept extends 
to systems, business practices, and physical design and infra-
structure. Privacy by design principles should be applied with 
special emphasis on sensitive information such as biometric 
information and particularly medical information. The objectives 
of privacy by design are to ensure privacy and personal control 
over one’s information. Privacy by design is based on the follow-
ing foundational principles: proactive not reactive; preventative 
not remedial; privacy as the default; privacy embedded into 
design; full functionality; end-to-end lifecycle protection; visibi-
lity and transparency; and respect for user privacy. These princi-
ples should help the development of some applications in some 
scenarios, but they need strong foundations to be applied in any 
situation. Specified rules allow faster developments in specific 
domains and general principles define these specific rules.
Some late 2009 results of public consultation by the European
Commission on how the current legal framework for data protec-
tion could best deal with the challenges of globalization and
technological change suggest that ‘‘privacy by design’’ will probably
be introduced as a new principle—not only relevant for responsible
controllers, but also for vendors and developers. Specific areas such
as RFID, social networking sites or cloud computing, broaden the
scope for ‘‘privacy by default’’ settings.
In the case of face recognition systems, privacy by design rules 
could be defined as follows [35]:1. The recognition system should be designed to comply with the
principles of purpose (images should be collected and pro-
cessed for specified and explicit purposes and their subsequent
use may only be authorized in accordance with very strict
conditions) and proportionality (the processing of images is
authorized only to the extent necessary and insofar as no other
means involving a lesser breach of privacy is as effective).2. The source of biometric data (images, in this case) and the way
they will be collected must comply with the legal requirements.
Data controllers are responsible for compliance with data
protection rules; they are especially responsible for compliance
with the strict distinction between images collected and stored
for public purposes on the basis of legal obligations and for
contractual purposes on the basis of consent.3. The use of biometrics for identification (comparison of one to
many) is critical because the results of this process are
less accurate than the use for authentication or control3
(one-to-one comparison). Biometric identification should not
therefore be the only means of identification.4. 
 
 
 
 
 
 
 
 
 Readily available fallback procedures shall be implemented in
order to respect the dignity of people who could have been
wrongly identified and to avoid transferring onto them the
burden of system faults.
These principles should be considered in the software develop-
ment analysis and design phases of biometric applications to 
include legal requirements, and, at the same time, national and 
international regulations should consider the new technological 
capabilities applied in this kind of systems. The identification 
procedures could be modified to obtain results that preserve user 
anonymity. Our proposal uses face recognition as biometric identi-
fication. The developed identification system is able to work with low
bit rate images, following the architecture presented in [36]. This
system has been tested on several AAL developments com-pleted in
our laboratory. For a full description of the AAL domain in which the
identification system has been used, see [37–39] describ-ing the AAL
system and giving some illustrative examples. Our aim was to build
an identification system into these applications, and we conducted a
legal analysis of requirements [40]. The legal analysis governed by
privacy-by-design rules led to the development of an identification
system capable of identifying user membership of a pre-defined class
but avoiding personal identification.4. Biometric identification system for AmI following privacy
by design rules
In [36], we developed a detailed tuning of a face recognition system 
based on SVM classifiers and Gabor filters for use in a non-critical 
application where the input images have low and highly variable 
quality—making it possible to use a wide range of capturing devices, 
even webcams. The proposed face recognition system con-forms to the 
simple architecture shown in Fig. 1. The purpose of this research is to 
adjust each part to obtain the best results. Input images receive several 
pre-processing operations—resizing, face detection, histogram 
equalization—, and are then filtered with the bank of Gabor wavelets 
just before being used to feed the SVM classifier.
The features resulting from applying a bank of Gabor filters to a 
single image are usually reported to have a huge dimensionality 
and thus represent an unmanageable load for subsequent steps. 
Some efforts have been made to decrease the amount of informa-
tion to be processed, either by downsampling (scaling) the resulting 
features, by applying a dimensionality reduction technique such as 
PCA [41] or by selecting the most interesting features as in [42].Fig. 1. Face recognitionWe have chosen downsampling, as the size is not a limiting
factor in our system: we will show that the information loss only
has negative effects when using images below 88 pixels.
The second step of dimensionality is to combine on a per-pixel 
basis the features output using filters of similar frequency with a 
different orientation (Fig. 2). There is more than one way to make 
this combination. We have used the L2 norm, where the squared 
values of the convolution results for the orientation in question is 
added together pixel-wise and followed by a pixel-wise square 
root computation to produce the combined result. This way we 
are not just reducing dimensionality by a factor of 8, but the 
resulting image will also offer improved robustness against minor 
changes like small deformations and/or rotations.
No other technique is necessary even with ten thousand 
dimensions per sample, a SVM classifier can be trained with 300 
images of 17 individuals within a minute on a medium-end modern 
computer. Classification can be performed at a pace of several tens 
of samples per second. All the experiments and results reported in 
this paper were obtained using a custom-modified version of LIBSVM 
[43] library for SVMs.
In [36], results were obtained by forcing the classifier to guess 
the identity of the person provided as input, irrespective of 
whether or not it actually knows the person. Nevertheless, the 
AmI application classifier has to be configured so that it correctly 
detects an input image to represent an unknown person.
This scenario can be modeled by introducing a new dataset
containing the faces of people not presented during the training
phase. We used the database offered by Dr. Libor Spacek because
the quality and appearance of the images it contains is quite
similar to the self-made dataset.
The output of a SVM is a set of numbers whose meaning is the
probability of the input sample belonging to each class known by
the classifier. This way, the class with the highest probability is
always the best candidate for classifying the sample. Depending
on how high this probability is, however, we can form an idea of
how confident the classifier is about its own verdict.
In order to adjust the confidence threshold of the classification
result, we proceed to calculate the rejection threshold. Having set
a rate of ‘‘false positives’’, the goal is to avoid having to calculate
the SVM threshold value output to comply with the rate of ‘‘false
positives’’. Obviously, the higher the rate of ‘‘false positives’’, the
lower the hit rate and the higher the rate of rejection (rejection
means inability to identify an individual).
Starting from a classifier trained with a known dataset, we get
two probability distributions with the SVM output values depend-
ing on whether or not they successfully identify individuals. From
these two probability distributions, we can calculate the rejectionsystem architecture.
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Fig. 2. Gabor features combined using L2 norm.
Fig. 3. Results of face recognition system.
Fig. 4. Classification accuracy using Gabor wavelet banks that cover different
numbers of frequencies, varying with the rejection threshold.threshold, which complies with the established rate of ‘‘false
positives’’.
Fig. 3 shows the percentage of samples from the general dataset 
that were correctly classified, incorrectly classified and rejected as 
not known (plot curves, percentage shown on vertical axis) 
depending on the value of the rejection threshold. Instead of 
explicitly stating the threshold, the horizontal axis shows the 
fraction of rejected samples from the unknown dataset (horizontal 
axis). The region of interest for a real scenario is where over 99% of 
false positives are rejected, where the classifier using 16  16 Gabor 
features achieves a 67% recognition rate and an error rate of barely 
35% against 57.5% and 0.06% for the 64  64 version.
The different configurations for the Gabor wavelet bank 
explored in the previous section are revisited here to confirm the 
results. Fig. 3 analyzes the accuracy of the system depending on 
the final size of the Gabor features for a bank covering five 
frequencies (only 16  16  5 and 64  64  5 are shown for 
clarity’s sake). The 32  32  5 version returns a result more or 
less midway between the two, and the two extremes, 8  8 and 
128  128, achieve the poorest results.
Clearly, the version with a size of 1616 features is almost 10%
more accurate than the 6464 version at the cost; however, of more
errors. In both cases the amount of errors is practically zero—the
erroneous predictions are usually discarded as unknown persons due
to low confidence. Thanks to this, the more downsampled version
appears to be the most robust for an access control system.Fig. 4 illustrates what happens when the number of frequen-
cies are varied. Here there is no difference between versions with 
five and seven frequencies, supporting the theory that the highest 
of the seven frequencies are maybe producing aliased Gabor 
feature vectors (although it is slightly more robust against fail-
ure). Accuracy using three frequencies is significantly lower, and 
the use of raw images instead of Gabor features is shown to be a 
completely useless option.
Using the Extended Yale Face Database B we were able to
reproduce the experiments in [44]. We used two randomly5
Fig. 5. Comparison of our results (red) against outcomes reported by Whittier and Xiaojun [44] (blue). (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)chosen training datasets: the first uses 10 out of the 65 sample
images per individual, and the second increases the number to 30.
The whole database is taken as a validation set.
The outcomes of these experiments reproduced using our 
system are summarized in Fig. 5. Note that PCA is superior to SVM 
classifiers using the basic version of the algorithms, i.e., using the 
proposed classifiers without pre-processing input data. Apart from 
possible discussions regarding this particular result, this again 
shows that the real power of our system depends more on the 
Gabor wavelet filtering than on the SVM classifier.
In fact, when it is applied, accuracy is better than attributed to 
the heat kernelþmodified census transform combination. This is 
especially true when a large training dataset is used. With 30 
training images, the classification accuracy of our best configured 
system is 91%, compared with 72.6% for [44].5. Conclusions
In this paper, we discuss the need to consider legal issues, related
to privacy or human rights, in the development of the emerging
context-based services. New identification procedures introduced in
context-based services should be non-intrusive and non-cooperative
for users to be immersed in an intelligent environment that knows
who they are, where they are and their preferences. The inclusion of
new biometric identification techniques pose new user privacy-
related problems related to user privacy. These problems should be
addressed according to privacy by design principles. We analyze and
apply these principles to a face recognition system for ambient
assisted living; AAL, one of the most promising fields of research in
Europe related to ambient intelligence. The proposed face recogni-
tion system identifies users and conforms to legislation, safeguarding
users’ legal rights as citizens.Acknowledgments
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