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Abatnd-It is the purpose of this note to provide a direct proof of the fact that, when X and Y are 
independent, normally distributed random variables with zero means and variances u,* and q2, nspec- 
tively, then Z = XYI(X t P)ln is also normally distributed with mean zero and has standard deviation 
o&q + 02). This fact has been established by appeal to the literature on stable distributions.t Mbough 
this may be the “standard method of proof,” it was thou&t interesting to demonstrate the fact directly and 
at the same time, to correct a couple of typographiil errors in the original article on the subject[rl]. The 
case where 01 f 02 was that of primary concern, since, otherwise, one could establish t e fact rather easily. 
INTRODUCTION 
The purpose of this note is to provide adirect proof of the following statement: If X and Y are 
independent, ormally distributed random variables with zero means and variances ul* and u2*, 
respectively, then the random variable Z = XY/(X* + Y2)ln is also normal with mean zero and 
standard eviation a1u2/(a, +a*). A proof of this result was given in the problem section of the 
SIAM Review 141. In the case of equal variances u,* = 02’ = a*, it was shown, by making use of 
the polar coordinate transformation X = R cos e, Y = R sin 6, that Z and W = 
(X2- Y*)/(P+ Y2)ln were independent, normal random variables. It followed then that Z 
itself was normal. (Incidentally, note in 141 that there are several misprints.) When t-q # 02, a 
different argument had to be used, since B was no longer a uniform random variable. This 
apparently necessitated anargument which made use of knowledge of stable distributions. It is 
the purpose of this note to show that, in the unequal variance case, one can establish directly 
that Z is normal, without any appeal to stable distribution theory. 
ANALYSIS 
First of all, let us make the polar transformation X = R cos e, Y = R sin 8. Obviously, the 
Jacobian of X and Y with respect to R and B is just R. Therefore, the joint density for R and B 
is 
Upon noting that 
pdR, 8) = Re (1) 
Z = R sin 2812, W=Rcos28 (2) 
and using the Jacobian of R and 8 with respect to Z and W, we see that the density for Z and 
W is 
which, incidentally, coincides with the density function for X and Y. Our density for Z is 
obtainable by integrating (3) with respect to W, and we have 
tW. Feller, An Intmduction to Probability Theory and Its Applications, Vol. II. Wiley, New York 1%. 
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Note that, when q = u2 = u, (4) represents a normal density for 22 whose mean is zero and 
whose variance is u2. In general, when uI f u2, we must reat he integral on the right side of 
(4). We now present aprocedure for doing this. 
The integral in (4) may be represented by
where 
I 
mexp(-AWZ-BWd(4P+ W*))dW, 
-9 (5) 
A=:($+--$) and B=i(--$-$). 
Letting u = W, we find that (5) is 
1 - 
Ll I 
u-“*{exp I- Au + BV/(u(42 + u))] + exp [- Au - BV(u(422 + u))]} du. (6) 
Next, supposing that u = Au, one has 
&lG{exp [B &@+f))]+exp [ -B &(4p+$)]]du (7) 
=-&lscosh [B J(; (422+;))] du. 
Expanding the integrand of (7) into a Maclaurin series, one finds 
(4PY’ A”_’ K2n - j + (l/2)), 
03) 
upon appeal to the fact that 
and that (iSI, pp. 241-243) 
I 
OD 
e-“ux-’ dv = T(X). 
0 
The series developed in(8) can be rearranged to give 
(9) 
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Appealing to the well-known duplication formula for the Gamma function ([5], p. 240), namely, 
2=-‘r(z)r z+; 
( > 
= lrV(22), (10) 
we see that 
I-(2,-k+;) = dnr(4n - 2k)/24n-2k-11’(2n - k) 9 (11) 
so that the inner sum in (9) becomes 
When k = 0, (12) becomes 
(12) 
(13) 
where is the usual binomial coefficient. When k 11, (12) is 
#222k = (n + k)(n + k - 1) - - - (n + 1) 
k!m~~(2n+2k)(2n+2k-l)***(2n+k+l) 4A 
(y2”+2k(4;m+:kk). (14) 
Let us first consider (13). If we set x0 = (B/4A)2, the sum becomes 
which is recognized as the generating function ([3], pp. 20-25) for the central binomial 
coefficients ‘4n‘ 
( J 
2n . There exists an integral expression for (15) ([3], pp. 24-25), namely, 
WI2 dt 1 
l-16xocos4t=2s (16) 
Clearly (16) exists when x0< l/16, which is obviously the case here once we refer to the 
definitions of A and B. Now (16) can be evaluated by appealing tothe residue calculus. To see 
this, set z = e”, so that cos t = f[r + (l/z)] and dtldz = l/iz. Then (16) becomes 
(17) 
The integrand of (17) has simple poles (except for certain isolated values of x0) at the roots of 
its denominator. These roots are given by 
(18) 
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where al = l/+(x0), a2 = - l/+(x&, a3 = -i/+(x0), and a4 = il%J. Because the product of 
appropriate pairs of roots equals one, four of these quantities must lie within the unit circle and 
four outside it. The four lying within are 
aI= (a, - d/cd - 41112 
a2 = (~22 + d(a? - 4))/2 
a3 = (~3 + d( uj2 - 4))/2 
a4 = (a, - v’(u42 - 4))D. 
Now, since the poles are simple, the residues are given by 
(2 - ai)Z3 2 
!$“, z4 - xdz2 + l)? = 4[af - 2Ii(a/ + 1Yj’ 
(19) 
(20) 
Note that (20) is an even function of ai and also that al = - a2, a3 = - a4. It follows that (17) 
equals 
1 
[ 
aI2 a32 
Z at2 - 2xo(a12 + 1)3 + a: - 2xo(aj2 + 1)’ 1 ’
From (19) and the given values of aI and u3, (21) becomes 
1 
[ 
1 
z d(l 4dxJ + 
1 
d( 1 + 1 4dxo) *- 
The constant term of (9) is then 
h + 4 &. 
When k 2 1, we are to evaluate (14). Our plan of attack is, first of all, to obtain 
u(x) = g (fff:kk) x2n+k 
s 
in closed form. Then we integrate (24) k times from 0 to x, which gives 
w(x) = i 
x2n+2k 
,,,(2n+2kj(2n+2k-l)***(2n+k+l) 
Next let us set x2 = 5 in (25) and differentiate he result k times to obtain 
(n + k)(n + k - 1) * * * (n + l)t 
“zo(2n +2k)(2n +2k- 1) ***(2n+k+l)(4&++2kk)’ 
We then set 5 back to x2 and multiply (26) by x2k to find 
W?(X) = 9 
(n + k)(n + k - 1) - - * (n + l)~‘~+~’ 
II . a,\,m . e, 
(4n + 2k) 
,~~(rntLKnrntLK-ij.‘.(in+k+ij\in+k/ 
(21) 
(22) 
(23) 
(24 
(25) 
(26) 
(27) 
Set x = B/4A in (27) to obtain the sum in (14). 
We proceed now to obtain the appropriate closed form expressions. First of all, let us 
develop the generating function u(x) given by (24) in closed form. Again, we have an integral to 
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express (24) given by 
xk 
f 
tzi + 1)” dz 
-7 
27rl ,+, z2q4 - x2(22 + l)‘]. 
(28) 
Ignoring x’ in (28), the simple 
contributions of the form 
poles, namely, the zeroes of the eighth degree polynomial, yield 
((a?‘, U2)’ 20’ 
\ zo- / 4[zo2 - 2x2(zo2 t i j3]’ (29) 
where z. is a root inside the unit circle. These roots occur in symmetric pairs, two of the pairs 
lying within the circle. The real pair contributes 
1. 1 
T2d/(1-4x) (30) 
and the pure imaginary pair 
(-l)k 1 
72d(1+4x)’ 
Thus, if k = 1, (28) has value 
1 1 
( 
1 
z ~/(1-4x)-~/(1+4x) * > 
(31) 
(32) 
For k > 1, the problem is to determine the nature of the contribution due to the pole at z = 0. 
Now, as is well-known ([2], p. 202), the residue is just 
(33) 
upon application of Leibnitz’s rule for differentiation of a product ([3], p. W). Expanding 
[z’ - x2(z2 +l)‘]-’ into a power series in z ([3], p. 29) and differentiating it 2k - 4 - j times (for 
0 I j I 2k - 4), one discovers that P~_~(x) = x’w(x2) is a polynomial of degree k- 2 at most in x 
of form 
pk-2(x) = fk_2xks2 t fk_4xkJ t ’ ’ ’ t fog x even 
= fk-2x k-2 + f&,X'-'+ * * * * t f,x, x odd. (34) 
It follows that (24) is of form 
1 
~(1 _4x)+(-l)k V(1 t4x) +&2(X), X >o, kr2. 1 (35) 
Although one could determine p&X) explicitly by noting that (24) has a zero at x = 0 of order 
k and, hence, through differentiating (35); this turns out not to be necessary. In fact, let us now 
integrate (24) from 0 to x k times. This gives us, upon appeal to (25) and (35), the identification 
WI(X) = g 
x2n+2k 
,,0(2nt2k)(2nt2k-l)***(2ntktl) 
= (- I)‘[(1 _4x)“k-*V2 +(I +qx)(2k-*)~ ]/2k+*(2k - l)!! 
+ 42k-2@), k 2 2, 
(36) 
where q2k+(x) isan even polynomial of degree at most 2k - 2. Making the substitution 6 = x2 in 
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(36), q&x) is converted into a polynomial ofdegree k- 1 at most in 6. If we now differentiate 
(36) k times with respect to 5, the polynomial, being of maximal degree k- 1, vanishes. The 
problem then is to find the kth derivative of 
r(e) = (- l)‘[( 1 - 4#2L-‘“2 + (1 t 4~~)c2’-‘)‘2]/21r+‘(2~ - l)!!. (37) 
The trick is to appeal to the theory of hypergeometric functions. For example, it is known that 
(HI, P. 881, for w a, 
~[(ltr”2)-Z”t(l-z’~)-~]=F(~,~t;;~;z). (38) 
In our case, note that we have a = i - k/2 and z = 166. Another well-known result concerns the 
kth derivative of a hypergeometric function ([1], p. 58), namely, 
& F(a, b; c; z) = (a),(b),[(c),]-‘F(a t n, b t n; c t n; z), (39) 
where (a), = a(a t 1). . . (a t n - 1) and similarly for b and c. It follows, upon differentiation f 
(37) k times, that we obtain the hypergeometric function 
F (f+$;t+k; 166). 
Note that, if we now set 5 = x2 and multiply the resulting F by xzL, (27) is obtained. Now, it is 
remarkable that F has a closed form expression ([I], p. 101): 
F ($t;,;t;;; tk; 16x2 
> 
2k-‘I”’ 
= [1+(1-16~~)‘~]~-““(1-16~~)~~‘~~~~ (40) 
It follows that (27) has the closed form representation 
w2(x) = 2’-“‘+=/[l + (1 - 16~~)‘~]~-““‘(1- 16x2)ln, k L 2. (41) 
(41) is even valid for k = 1, as one can easiIy check. For k = 0 we have the result given by (22). Now, 
substituting x = B/4A into (41), we find that 
W2@/4A) = V(2A)(a, + u&(1/u, - 1/r73U/25k+*Ak. (42) 
It follows that p(z), as given by (4), is just 
@I + uz 
lmdw2 
exp[ -z2[(&+)-($-$>2/21) 
= Y/(27r)a,o2 
0i+a2 exp [ -z’($t$>1/2], 
(43) 
so that 2 is Gaussian with mean zero and standard deviation aiuJ(u, + u2). This completes the 
argument. 
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