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Early stage cost estimate plays a significant role in any initial road projects 
decisions; despite the project scope has not yet been finalized. Major problems 
faced are lack of preliminary information, database of road works costs and 
appropriate cost estimation methods. Therefore, it is important to find a way to 
estimate the roads cost in a short time with acceptable accuracy. 
The main objective of this research is to develop artificial neural networks 
model to estimate the cost at early stage of road projects in Gaza strip using 
parametric techniques and reduce the percentage error of estimation. To achieve 
this there is a need to identify the factors that affect the cost of road projects that 
can be available at early stage.  
Three types of networks were used to build the models: linear regression (LR) 
as a traditional method for estimating, and the two most common kinds of feed 
forward patterns, which are multilayer perceptron (MLP) and general 
feedforward (GFF). Topologies and architectures of ANN were adopted after 
several trials. The total accuracy performances of the best model of each type are 
90.3%, 93.72% 94.5% for LR, MLP and GFF model respectively. 
A visual basic interface was developed to operate GFF model and facilitate 
data entry. The GFF was the best model that had mean absolute percentage error 
4.98%, 4.57% and 6.09 for training, cross validation and test sets respectively.  
Sensitivity analysis was done for GFF model, which showed that the 
pavement area parameter had the greatest effect on the budget output but project 
scope had a low impact.  
This research was achieved the ability to estimate the cost of road projects at 
early stage and reducing the error rate to reach 5.5%. ANN is well suited to 
model complex problems where the relationship between the model variables is 




  الدراسةملخص 
 ،يلعب دورا هامًا في اتخاذ القرار في مشاريع الطرق ،إن تقدير التكلفة في مرحلة مبكرة
كما أن من أهم المشاكل التي تواجه تقدير التكلفة في هذه . حيث أن هدف المشروع لم يكتمل بعد
ه االسباب هذ. والمواصفات ،والمخططات ،وطرق التقدير ،والبيانات ،نقص المعلومات ،المرحلة
  .دقة أكبربجعل هناك أهمية اليجاد طريقة لتقدير تكلفة مشاريع الطرق في وقت قصير و ت
إن الهدف األساسي لهذا البحث هو تطوير نموذج لتقدير تكلفة مشاريع الطرق في مرحلة 
. وتقليل نسبة الخطأ في هذه المرحلة ،مبكرة في قطاع غزة باستخدام شبكات البرمجة العصبية
تي  يمكن وال ،ق هذا الهدف كان ال بد من تحديد العوامل المؤثرة على تكلفة مشاريع الطرقولتحقي
  .في مرحلة مبكرة من المشروع هاتوفر 
بكات شو  ،(LR)االرتداد الخطي  شبكات وهي ،ذجو اعتماد ثالثة شبكات لتطوير النمتم 
بعد العديد من  . (GFF)وشبكات التغذية األمامية.، (MLP) ات متعددة الطبقالمستقبالت 
% 93.7و % 90.3 األداء في النماذج الثالث هي المحاوالت في تدريب النماذج كان إجمالي دقة
  . على التوالي %94.5و 
حيث .  وتسهيل ادخال البيانات GFFطوير واجهة فيجوال بيزك لتشغيل نموذج تتم 
في مجموعة التدريب % 6.09 و، %4.57، % 4.98متوسط نسبة خطأ  لضفأ على حصل
  .والتحقق واالختبار على التوالي
لذلك تم  ،ى العديد من البيانات التاريخيةإلتحتاج شبكات البرمجة العصبية ومن المعلوم أن 
 2011مشاريع البنية التحتية في قطاع غزة في الفترة الواقعة بين البيانات لجمع العديد من 
 .المكاتب االستشاريةو  ،وبعض المقاولين ،العامة واألشغال اناإلسكووزارة  ،البلديات من م2012و
حيث تم توزيعها بشكل  ،اً مشروع 86وكان عدد المشاريع التي تم استخدامها في بناء النموذج 
مجموعة التحقق من الدقة % 18مجموعة التدريب و% 70: بنسبة ثالث مجموعات إلىعشوائي 




ومدى تأثيرها على التكلفة  ،ث تحليل الحساسية للعوامل المدخلةفي هذا البح يَ جرِ كما أُ 
في حين أن عامل الهدف من  ،وتبين أن عامل مساحة الرصفة هو أكثر العوامل تأثيرا) المخرج(
   .التكلفةعلى قل تأثيرا األالمشروع هو 
بكرة مع تقليل نسبة هذا البحث امكانية تقدير التكلفة لمشاريع الطرق في مرحلة موقد حقق 
وهذا يثبت أن شبكات البرمجة العصبية مناسبة لتطوير نماذج معقدة وربط . %5.5الخطأ إلى 
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1 Chapter 1: Introduction 
1.1 Background and Rationale 
Construction estimating is one of the most crucial functions in project 
management. Cost estimating needs to be done in different manners at different 
stages of a project (Ayed, 1997). Effective estimating is one of the main factors 
of the success of a construction project (Al-Shanti, 2003). 
Many factors negatively affect cost estimators and planners to make 
appropriate decisions. Accurate cost estimation in early project development is 
an important issue where detailed information is not available and project costs 
are to be decided, parametric cost estimating techniques are most applicable. 
With the ever-increasing budget restrictions, accurate estimating becomes crucial 
to the setting of appropriate project budgets (Ayed, 1997). Road projects in 
developing countries (such as Palestine) are generally limited in number of 
available cost data, and contain a large amount of incomplete data. One of the 
challenges is accurate cost estimation during pre-feasibility studies. This explains 
the need to examine and analyze the cost estimation techniques. In addition to 
how to deal with missing data in Gaza strip context, which is the primary 
objective of this study. 
General forecasting techniques are basically quantitative approaches that have 
been in use for the past half century. They can be either deterministic or 
stochastic (Ayed, 1997). These are mostly traditional estimation methods, but the 
objective in this research is to use some historical cost data and try to find a 
functional relationship between changes in cost and the factor(s) upon which the 
cost depends. A new class of tools, neural networks, has evolved which is based 
on artificial intelligence, and which offers an alternative approach to cost 
estimation. 
Previous research proved that the neural network cost estimation model is 
superior to the traditional regression estimation model (Kim et al., 2004). This is 
because neural networks, unlike Linear Regression (LR), are able to model 
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interdependencies between input data, which will inevitably occur when 
considering the significant variables on the construction. Neural networks can 
deal more readily with non-linear relationships. In addition, Artificial Neural 
Network (ANN) would handle more effectively incomplete data sets (Arafa & 
Alqedra, 2011). 
Cost estimation based on expert’s judgment is not an ideal approach, since 
human decisions are usually determined according to general attributes of limited 
and unstructured experience. 
The purpose of this research is to develop an artificial neural network model 
using back-propagation method that can play an active role in cost prediction for 
road projects in Gaza strip within the shortest possible time and high accuracy. 
1.2 Problem Statement 
Early stage cost estimate plays a significant role in any initial road projects 
decisions, despite the project scope has not yet been finalized and still very 
limited information regarding the detailed design is available during these early 
stages. Major problems faced are lack of preliminary information, lack of 
database of road works costs, missing data, lack of appropriate cost estimation 
methods, and the involvement of uncertainties. Project managers in Gaza Strip, 
often need to estimate the cost of road projects at early stage quickly and 
approximately to provide funding or to obtain the adoption of the budget from 
decision-makers. Therefore, it is important to find a way to know the cost of the 
road projects in a short time with acceptable accuracy. 
1.3 Research Aim 
 Develop Artificial Neural Networks model to estimate the cost at early 
stage of road projects in Gaza strip using parametric techniques and reduce the 
percentage error of estimation. 
1.4 Objectives of the Research 
To achieve the aim of the research a specific objectives are adopted as 
follows: 
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• Identify the factors that affect the cost of road projects including subjective 
and risk-related factors that can be available at early stage. 
• Develop a comprehensive tool for parametric cost estimation using the 
optimum Neural Network model with friendly interface for users, where no 
need to previous knowledge of ANN to operate this model. 
1.5 Limitation 
This research studied the road projects in Gaza strip, which were done 
between 2011 to 2012. The cause of neglecting the projects before 2011 is the 
changes in market conditions, which refers to the political situation in Gaza strip 
and siege. 
1.6 Methodology Outline 
The approach used to achieve the study objectives can be summarized in the 
following steps: 
1.6.1 Literature Review 
Literature review contains the gathering of relevant studies and their 
importance to this research. 
1.6.2 Data Collection 
This stage includes exploratory interviews to identify the main factors 
affecting cost estimation, also the data collection and analysis. 
1.6.3 Design and Models Development  
This phase covers selecting the application, choosing models types, and 
design models. In addition to, implement models and trained them for many 
times with check the validity. Furthermore includes testing models and 
discussing the results carefully.  
1.6.4 Sensitivity Analysis and Model testing  
This stage focused on the sensitivity analysis of the best models.  
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1.6.5 User interface and Writing up 
In this stage, a friendly interface will be created to be easy for users where no 
need to previous ANN knowledge to operate this model. Likewise, writing-up the 
content of the dissertation and covering the chapters proposed in the following 
section.  
1.7 Research Contents 
This research included eight chapters explained as follow: 
Chapter (1) Introduction 
A general idea for this research was given in this chapter along with research 
statement of problem, aim, objectives, limitation, methodology outlined and 
thesis structure. 
Chapter (2) literature Review 
This chapter presents a literature review of past research studies in parametric 
cost estimating, ANN applications in construction management and related 
fields. 
Chapter (3) Research Methodology and Data Collection 
The methodology adopted in this research was presented in this chapter 
including building model criteria and testing methods. In addition, presents the 
factors that affect the cost estimate and how it can be determined. Likewise, 
explained data collection methods, resources, obstacles, and data analysis and 
improvement. 
Chapter (4) Models Development 
This chapter contains the application, which was selected, types of models 
chosen and displays of the structure design. Moreover, it is including the model 
implementation, training and validation also optimizing the error and testing the 
models. Finally it is presents the results discussion. 
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Chapter (5) Sensitivity Analysis 
This chapter shows the result of the best model with a view to evaluate the 
influence of the input parameters on the performance of the trained ANN model 
by using sensitivity analysis, which would comment on the significance of each 
parameter to the network and whether any change in the size of the networks is 
necessary. 
Chapter (6) Building User Interface 
 Building user interface chapter introduces how a friendly interface is created 
to be easy for users to operate the model with no need to previous ANN 
knowledge.  
Chapter (7) Conclusion and Recommendations 
Finally, this chapter outlines the conclusions and recommendations of this 
study. It also includes the recommendations for further studies. 
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2 Chapter 2: Literature Review 
2.1 Introduction 
Today, cost is on the mind of every business. Every business is expected to do 
more with less. The objective is to minimize cost, maximize profit, and maintain 
the competitive edge. Methods for cost estimation vary as the project evolves 
from the early stages of conception to the construction phase. 
A different type of cost estimating is used at various stages of construction, 
There are three types of estimates: conceptual, semi-detailed, and detailed cost 
estimates (Samphaongoen, 2010). The differences between these three estimating 
methods are explained in Figure ( 2.1) with their appropriate project phases, 
associated difficulty levels, and the expected cost-estimate percent error. 
Figure ( 2.1): Construction cost estimating methods (Samphaongoen, 2010) 
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2.2 Types of Cost Estimate 
2.2.1 Conceptual Cost Estimate 
This type of estimate is made at the early stage of the project where the 
budgets are to be decided, and available information is limited. It is conducted 
without working drawings or detailed specifications. The estimator may have to 
make such an estimate from rough design sketches, without dimensions or details 
and from an outline specification and schedule of the owner's space requirements 
(Ayed, 1997). The conceptual cost estimate can serve several purposes, such as: 
I. It supplements or serves as the owners feasibility estimate. 
II. It aids the Architect/Engineer in designing to a specific budget. 
III. It assists in the establishment of the owner's funding. 
The most common technique at this stage is the parametric cost estimating 
approach (Strategic Assessment and Estimating Office, 2008). 
2.2.2 Detailed Cost Estimate 
This type of estimate is prepared for a project at the completion of the design 
phase, when more engineering detailed has performed. A detailed cost estimate 
essentially expands more accurately than a conceptual cost estimate. This reflect 
to analyzing each sub-item more accurately considering all factors that affect the 
sub item. (Alameda CTC Board Members, 2011). 
At all estimating levels, the difficulties involved often result in many mistakes 
and errors in judgment. However, as shown in Figure ( 2.1), conceptual exhibits 
the lowest accuracy level due to the lack of project information and the high level 
of uncertainty at this early stage of a project, in addition to the political, site, 
environmental, and technological risks that are extremely difficult to predict 
(Ayed, 1997). A brief description of the parametric cost estimating technique is 
given in the following subsection along with their advantages and limitations. 
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2.3 Parameters Affecting Cost of Road Projects 
Parametric Cost Estimating Technique leads this research to breakdown and 
manages the methods and inputs used in previous forecasting modeling in the 
tabulated form, see Table ( 2.1). Managing and tabulating of previous techniques 
assists to recognize the influential parameters in construction cost and project 
duration prediction of road projects. The process of influential parameters 
identification helps to eliminate the non-influential parameters. 
 
Table ( 2.1): Influential factors of the road projects cost in previous studies. 
Reference Research description Input parameters 
(Hegazy & 
Ayed, 1998) 
Neural network approach 
was used to determine 
highway construction cost in 
Canada 
Project type, project scope, year, 
construction season, location, 
duration, size, capacity, water 
body,  and soil condition. 
(Wilmot & 
Mei, 2005) 
An artificial neural network 
model was developed to 
estimate the escalation of 
highway construction costs 
over time in Louisiana state. 
Price of labor, Price of material, 
Price of equipment, Pay item 
quantity, Contract duration, 
Contract location, Quarter in 
which contract was let, Annual 
bid volume, Bid volume 
variance, Number of plan 
changes, and Changes in 




Different forms of regression 
models were developed for 
forecasting the actual 
construction time and cost in 
Australia when client sector, 
contractor selection method, 
contractual arrangement and 
project type are known. 
Sector (Public, Private), Project 
type (Recreational, Industrial, 
Educational, Residential or 
Other), Contractor selection 
(Selective, Open or Other), and 
Contractual arrangements (Lump 




Multiple regression model 
and ANN model were used 
to estimate the cost at 
conceptual phase of highway 
projects in Poland and 
Thailand. 
Predominant Work Activity 
(Asphalt or Concrete), Work 
Duration, Pavement Width, 
Shoulder Width, Ground Rise 
Fall, Average Site Clear/Grub, 
Earthwork Volume, Surface 
Class (Asphalt or Concrete), and 




m et al., 
2009) 
ANN model was used to 
forecast final budget and 
duration of a highway 
construction project during 
construction stage. 
Traffic volume, Topography, 
Weather condition, Evaluating 
date, construction budget, 
Contract duration, % of as 





Linear regression models 
developed to predict the cost 
of road construction 
activities in the West Bank – 
Palestine. 
road length, Pavement width, 
pavement thickness after 
compaction, Asphalt hauls 
distance, which is the distance 
from asphalt source to the center 
of project, pavement area, Base 
coarse thickness after 
compaction, base coarse haul 
distance, the base coarse area, 
Terrain condition (semi even, 
hilly), Soil drillability (good, 
poor), and Soil suitability (good, 
poor). 
(Attal, 2010) 
ANNs were used to develop 
construction cost and 
duration prediction models 
of highway based on 
statistical analysis of 
historical data goatherd from 




Norm cost estimate, Location of 
the project, Area location (rural, 
urban, etc), Loops and Ramps, 
New Signal Counts, 
Construction length, Sidewalks, 
Curb and Gutter, Crossover 
count, Average daily traffic, and 
Geometric Design Standard. 
(Chou, 
2009) 
a case-based reasoning 
(CBR) expert prototype 
system was applied to 
determine preliminary 
pavement maintenance 
projects cost in Taiwan. 
Project location, Construction 
area, Project length, Project 
width, Traffic volume and road 
capacity, Project duration,  and 
Terrain (Plain, hill, or 
mountainous). 
 
A number of techniques were available to determine the influence factors on 
the road project costs that provided the opportunity to evaluate tacit knowledge 
based on the experience of individual practitioners. Delphi technique is one of 
these methods and it is suitable for this research (Creedy et al., 2006).   
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2.4 Parametric Cost Estimating Technique 
The "parametric" methods are most applicable for estimating the cost at the 
conceptual phase of projects. The goal of parametric estimating is to create a 
statistically valid cost estimating relationship (CER) using historical data. For 
every type of project, there are certain key parameters that correlate strongly with 
cost (Mullin, 2001). 
 A CER is the foundation of the art and science of estimating resource needs 
in projects using parametric methods. The parametric method comprises 
collection of historical cost data and reducing it to mathematical forms that can 
be used to estimate similar activities in future projects. The mathematical forms 
are called CERs. They are most commonly algebraic equations, but sometimes 
they are tabulated data (International Society of Parametric Analysts, 2008). 
Belvoir (1999) explained that a CER relates cost as the dependent variable to one 
or more independent variables. A CER defines cost as a function of one or more 
technical parameters, such as physical characteristics or operating characteristics. 
It is expressed as a mathematical equation and once established is simple to use. 
Parametric models are most appropriate during the engineering concept phase 
when requirements are still somewhat unclear and no bill of materials exists. 
When this is the situation, it is imperative that the parametric model is based on 
historical cost data and that the model is calibrated to those data (Richey et al., 
2009). Using parametric cost models has several advantages: 
• They can be adjusted to best fit the hardware or software being estimated, 
• Cost estimates are based on a database of historical data, and 
• They can be calibrated to match a specific development environment. 
On the other hand, it has disadvantages: 
• Their results depend on the quality of the underlying database, 
• They require many inputs that may be subjective, and 
• Accurate calibration is required for valid results (Richey et al., 2009). 
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2.4.1 Traditional Techniques 
For the past half century, the forecasting techniques that have been used 
usually depend on quantitative approaches. They can be stochastic or 
deterministic. Examples of deterministic methods are regression methods (linear 
regression and multiple regressions). Many researchers used traditional 
parametric cost estimation techniques due to their simple formulations such as 
(Khosrowshahi & Kakakt 1995, Skitmore & Thomas 2003, and Mahamid & 
Bruland, 2010). Khosrowshahi and Kakakt (1995) adapted an improvised 
iterative technique for conducting the multi-variety regression analysis by 
developing two separate models and proposed them for the estimation of project 
cost and duration for the project definitions within the category of housing 
projects in the U.K. The efficiency or accuracy of the models reflected on their 
statistical performance, which is measured in terms of the adjusted coefficient of 
determination, which is calculated to be 81.4% and 92.7% for cost and duration 
models respectively. Skitmore and Thomas (2003) also conducted a similar 
effort, using standard regression and a forward Cross Validation (C.V) regression 
analysis for the development of several models for forecasting actual 
construction time and cost using a set of 93 Australian construction projects. 
Mahamid & Bruland, (2010) developed a linear regression model to predict the 
cost of road construction activities based on 100 set of data in the west Bank of 
Palestine. The prediction models were developed for three major road 
construction activities, which are earthworks, base course works, and asphalt 
works. Three groups of models for each activity were developed based on used 
dependent variable; they are total cost of construction activity, cost per meter 
length, and cost per meter square. The proposed independent variables are road 
length, pavement width, base course width, terrain condition, soil drill ability, 
and soil suitability. The coefficients of determination r2 for the developed models 
ranged from 0.57 to 0.96. These research efforts, while were constrained by the 
limitations of traditional tools, provide insights into the elements that need to be 
considered in the development of effective parametric models. 
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Traditionally, cost-estimating relationships are developed by applying 
regression analysis to historical project information. The development of these 
models, however, is a difficult task due to the inherent limitations of regression 
analysis (Hegazy & Ayed, 1998). 
2.4.2 Artificial Intelligence-Based Techniques 
Recently several attempts were made to introduce parametric models for cost 
estimation based on various computerized techniques. Artificial Intelligence (AI) 
has been a rapidly growing field of computer science that has direct applications 
in the construction industry (Ayed, 1997). Neural Networks are applied to those 
fields of computer science attempt to simulate human intelligence. Neural 
networks are among the current Artificial Intelligence research areas (Dikmen & 
Akbiyikli, 2009). 
2.5 Artificial Neural Networks (ANN) 
Neural networks are the preferred tool for many predictive data mining 
applications because of their power, flexibility, and ease of use (SPSS, 2007). 
ANNs are distributed, adaptive, generally nonlinear learning machines built 
from many different processing elements (PEs). Each PE receives connections 
from other PEs and/or itself. The signals flowing on the connections are scaled 
by adjustable parameters called weights, wij. The PEs sums all these 
contributions and produces an output that is a nonlinear (static) function of the 
sum. The PEs' outputs become system outputs or are sent to the same or other 
PEs (Principe et al., 2000). Figure ( 2.2) shows an example of an ANN. Note that 










A neural network is an adaptable system that can learn relationships through 
repeated presentation of data and is capable of generalizing to new, previously 
unseen data. Neural networks are used for both regression and classification. In 
regression, the outputs represent some desired, continuously valued 
transformation of the input patterns. In classification, the objective is to assign 
the input patterns to one of several categories or classes, usually represented by 
outputs restricted to lie in the range from 0 to 1, so that they represent the 
probability of class membership (Principe et al., 2010). 
An artificial network consists of a pool of simple processing elements, which 
communicate by sending signals to each other over a large number of weighted 
connections (SPSS, 2007). 
According to Rumelhart et al. (1986), there are eight components of a 
parallel-distributed processing model such as the neural network. These eight 
components are the processing elements (PE) or neurons, the activation function 
f, the output function, the connectivity pattern wi,R, the propagation rule, the 
activation rule, the learning rule and the environment in which the system 












Processing element (Neuron): which mimic the biological nerve cell, or neuron 
(Principe et al., 2010). NeuroSolutions divides the functionality of a neuron into 
two disjoint operations: a nonlinear instantaneous map, which mimics the 
neuron’s threshold characteristics; and a linear map applied across an arbitrary 
discrete time delay, which mimics the neuron’s synaptic interconnections, see 








Weight: is a parameter associated with a connection from one neuron i, to 
another neuron j (Principe et al., 2010). 
Input unit: is a neuron with no input connections of its own. Its activation thus 
comes from outside the neural net (Principe et al., 2010). 
Figure ( 2.4): The McCulloch-Pitts processing element (Principe et al., 2010) 
Figure ( 2.3): Typical structure of ANN (Beale et al., 2011). 
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Output unit: is a neuron with no output connections of its own. Its activation thus 
serves as one of the output values of the neural net (Principe et al., 2010). 
Epoch: An epoch is a complete presentation of the training data to the network 
(Principe et al., 2010). 
Bias: In feed-forward and some other neural networks, each hidden unit and each 
output unit is connected via a trainable weight to a unit (the bias unit). As shown 
in Figure ( 2.3) the neuron has a scalar bias, b. The bias as simply being added to 
the product wp as shown by the summing junction or as shifting the function f to 
the left by an amount b. The bias is much like a weight, except that it has a 
constant input of 1 (Beale et al., 2011). 
2.5.2 Mechanism of ANNs 
According to Ayed, (1997) neural networks are a series of interconnected 
processing elements (artificial neurons) in a number of layers. NNs are trained 
using available data to understand the underlying pattern see Figure ( 2.5).  
Figure ( 2.5): General structure of neural network (Pawar, 2007). 
16 
The output of any layer provides the input to the subsequent layer and the 
strength of the output is determined by the connection weights between the 
neurons of two adjacent layers. Neural Networks able to learn from a set of 
examples to detect by themselves the relationships that link inputs to outputs. 
During training, both the inputs (representing problem parameters) and outputs 
(representing the solutions) are presented to the network normally for thousands 
of cycles. At the end of each cycle, or iteration, the network evaluates the error 
between the desired output and actual output. Then use this error to modify the 
connection weights according to the training algorithms used. See Figure ( 2.6) 






After training, the network can be used to predict the solution for a new case 
not used in training. For background information regarding neural network 
formulations, mathematics and potential applications in constructions, the reader 
is referred to several publications (Beale et al., 2011) (Kriesel, 2005) (Krose & 
Smagt, 1996) and (Rumelhart et al., 1986). 
• Normalization and Denormalization Data: 
Principe et al., (2010) Mentioned that the input data must be normalized 
between an upper and lower bound. Each sample of data is multiplied by an 
amplitude and shifted by an offset. The amplitude and offset are often referred to 
as normalization coefficients. These coefficients are most often computed "by 
channel", meaning that there is a unique amplitude and offset for each channel. 
The normalization coefficients are computed based on the minimum and 
Figure ( 2.6): Correction of error using target data (Demuth et al., 2007). 
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maximum values found across all of the data sets. These coefficients are 
calculated using the following formula: 
       = 	
−	
      Eq. ( 2.1) 
       = 	
 −   ×       Eq.  2.2 
Where Maxi and Mini are the maximum and minimum values found within 
channel i, and UpperBound and LowerBound are the values entered by user from 
(-1 to 1). 
The Input components normalize the data using the following formula: 
$%&'( =  × $% +      Eq. ( 2.3) 
Where: 
(Datai)Nor: data represent value for one input for one sample after 
normalization. 
Datai: data represent value for one input for one sample. 
The Probe components then use the following formula to denormalize the 
data: 
$%* = +,-./011234       Eq. ( 2.4) 
2.5.3 Activation (Transfer) Functions 
The processing element is simply a sum-of-products followed by threshold 
nonlinearity Figure ( 2.4). Its input-output equation is  
5 = % = 6  + 7+89       Eq. ( 2.5)  
Where D is the number of inputs, xi is the inputs to the PE, wi are the weights 
and b is a bias term. The activation function ƒ is a threshold function (Principe et 
al., 2000). 
The activation function f  performs a mathematical operation on the signal 
output. Depending upon the type of input data and the output required, there are 
many types of activation functions used to transform input signal into output. The 
most common activation function f are linear function, threshold function, 
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sigmoid function, hyperbolic tangent function and radial basis function (Kriesel, 
2005).The most activation functions are described briefly below: 
• The hyperbolic tangent transfer function calculates the neurons output by 
simply returning the value passed to it. This function shown in Figure ( 2.7) 
applies a bias and tanh function to each neuron in the layer. This will squash 
the range of each neuron in the layer to be between -1 and 1. Such nonlinear 
elements provide a network with the ability to make soft decisions (Principe 
et al., 2010). 
• The sigmoid transfer function shown in Figure ( 2.7) applies a bias and 
logistic function to each neuron in the layer. Take the input, which may have 
any value between plus and minus infinity, and squashes the output into the 
range zero to one. This transfer function is commonly used in back 
propagation networks, in part because it is differentiable (Demuth et al., 
2007). 
• The Threshold transfer function shown in Figure ( 2.7) limits the output of 
the neuron to either -1, if the net input argument n is less than 0, or 1, if n is 
greater than or equal to 0. This function is used to create neurons that make 
classification decisions (Demuth et al., 2007).    
α is a slope parameter and normally is set to 1. The major difference 
between the two sigmoidal nonlinearities is the range of their output values. The 
Figure ( 2.7): Three of the most commonly used transfer functions (Principe et al., 2010). 
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Figure ( 2.9): Structural classification of neural networks (Pawar, 2007). 
logistic function produces values between [0, 1], while the hyperbolic tangent 
produces values between [-1,1] (Principe et al., 2000). 
For regression models, bias function is used for output PE. Bias function 
is linear just passes the sum of the inputs directly to the output and adds an offset 















2.5.4 Artificial Neural Network Architecture 
Neural networks impose minimal demands on model structure and 
assumptions; it is useful to understand the general network architecture. 
According to Pham and Liu (1995), neural networks can be categorized 
according to their structure into feedforward networks and recurrent networks 
cited by (Pawar, 2007). Figure ( 2.9) explains the structural classification of 
neural networks.  













I. Feedforward Networks 
A feedforward neural network has a layered structure. Each layer consists of 
PE's which receive their input from PE's in the previous layer directly and send 
their output signals to the next layer. The flow of information is unidirectional. 
There are no connections within a layer. The PE's in one layer are connected to 









The most common type of FeedForward networks is the Multilayer 
Perceptron (MLP) and General FeedForward (GFF) networks. So many 
researchers used a multilayer feedforward network to build their models like 
Sodikov, (2005) and Wilmot & Mei, (2005), see section  2.5.7. 
MLPs are feedforward neural networks trained with the standard 
backpropagation algorithm. They are supervised networks so they require a 
desired response to be trained (Kim et al., 2005). They learn how to transform 
input data into a desired response, so they are widely used for pattern 
classification. Most neural network applications involve MLPs. There are two 
important characteristics of the MLP: 
First, its PEs is nonlinear. The nonlinearity function must be smooth (the logistic 
function and the hyperbolic tangent are the most widely utilized). 
Figure ( 2.10): A feedforward with l layers of units (Dikmen & Akbiyikli, 2009). 
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Second, they are massively (fully) interconnected such that any element of a 
given layer feeds all the elements of the next layer. 
The perceptron and the multilayer perceptron are trained with error correction 
learning, which means that the desired response for the system must be known. 
This is normally the case with pattern recognition (Principe et al., 2010). 
GFF nets are a special case of MLP such that connections can jump over one 








Therefore, the generalized feedforward networks often solve the problem 
much more efficiently. A classic example of this is the two-spiral problem. 
Without describing the problem, it suffices to say that a standard MLP requires 
hundreds of times more epochs of training than the generalized feedforward (for 
the same size network). The advantage of the GFF network is in the ability to 
project activities forward by bypassing layers. The result is that the training of 
the layers closer to the input becomes much more efficient (Principe et al., 2010). 
II.  Recurrent Networks 
A recurrent neural network (RNN) distinguishes itself from a feedback loops. 
It has at least one feedback loop. RNN have a closed loop in the network 
topology. They are developed to deal with the time varying or time-lagged 
Figure ( 2.11): General FeedForward networks structure (Principe et al., 2010). 
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patterns and are usable for the problems where the dynamics of the considered 
process is complex and the measured data is noisy (Kriesel, 2005) and (Krose & 











2.5.5 Algorithms Used for Training ANN 
Pham and Liu (1995) have classified neural networks according to the 
learning algorithm used to train the network into supervised learning networks, 
reinforcement learning networks and unsupervised learning networks cited by 
(Pawar, 2007). Figure ( 2.13) represents the hierarchical classification of learning 
algorithms. 
In the supervised learning method, the network is provided with input and 
output, the network adjusts the weights after comparing the results from the 
network with the output to minimize the error. In reinforcement learning, the 
network is not provided with the output but it is informed if the output is a good 
fit or not (Karna, 1989). Pham and Liu (1995) said that in the unsupervised 
learning method, input is provided to the network, which adjusts the weights and 
segregates the input patterns into clusters with similar characteristics cited by 
(Pawar, 2007). 
















The error is propagated through the network and the network parameters 
modified it in an automated fashion. The gradient descent learning is the most 
common in supervised learning scheme (Principe et al., 2010). The back-
propagation algorithm, which is essentially a gradient steepest descent method, is 
applied for training the ANN models (Lee & Ou-Yang, 2009). 
There are many methods for searching the performance surface based on first 
order gradient information (e.g., Levenberg-Marquardt and Momentum for 
backpropagation algorithm) (Principe et al., 2010). 
The Levenberg-Marquardt (LM) algorithm is one of the most appropriate 
higher-order adaptive algorithms known for minimizing the MSE of a neural 
network (Principe et al., 2010). Momentum learning is an improvement to the 
straight gradient-descent search in the sense that a memory term (the past 
increment to the weight) is used to speed up and stabilize convergence (Principe 








• Backpropagation Algorithm 
Backpropagation is a common method of teaching artificial neural networks, 
which uses supervised learning. In principle, backpropagation algorithm is used 
to imply a backward pass of error to each internal node within the network, 
Figure ( 2.13): Classification of learning alghorithms (Pawar, 2007). 
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which is then used to calculate weight gradients for that node (Principe et al., 
2010). The combination of weights, which minimizes the error function, is 
considered a solution of the learning problem (Rojas, 1996). 
Rumelhart and McClelland, (1986) mentioned that backpropagation algorithm 
is used in layered feed-forward ANNs. This means that the artificial neurons are 
organized in layers, and send their signals “forward”, and then the errors are 
propagated backwards. The network receives inputs by neurons in the input 
layer, and the output of the network is given by the neurons on an output layer. 
There may be one or more intermediate hidden layers. The backpropagation 
algorithm uses supervised learning, which means that we provide the algorithm 
with examples of the inputs and outputs we want the network to compute, and 
then the error (difference between actual and expected results) is calculated. The 
idea of the backpropagation algorithm is to reduce this error, until the ANN 
learns the training data. The training begins with random weights, and the goal is 
to adjust them so that the error will be minimal. 
This algorithms was mostly used in civil engineering applications, many 
researcher like Hegazy & Ayed, (1998), Sodikov, (2005), Wilmot & Mei, (2005), 
Arafa & Alqedra, (2011), Gunaydın & Dogan, (2004) and Kim et al., (2004) used 
backpropagation algorithms to build models, see section  2.5.7. 
2.5.6 Advantages and Disadvantages of ANN 
Artificial neural networks have many advantages that made it increasingly 
used in several applications by many researchers. Some of these advantages can 
be summarized below: 
I. ANN is well suited to model complex problems where the relationship 
between the model variables is unknown (Shahin et al., 2002) . 
II. Neural networks have the capability of producing correct or nearly correct 
outputs when presented with partially incorrect or incomplete inputs. 
III. ANN does not need any prior knowledge about the nature of the relationship 
between the input/output variables, which is one of the benefits that ANN has 
compared with most empirical and statistical methods (Shahin et al., 2002). 
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IV. ANN can always be updated to obtain better results by presenting new 
training examples as new data become available (Shahin et al., 2002). 
V. Artificial Neural Networks have the advantage that it gives you the output 
without the need to perform any manual work such as using tables, charts, or 
equations. 
VI. It is often faster to use NNs than a conventional approach (Attal, 2010) . 
VII. Engineers often deal with incomplete and noisy data, which is one area 
where ANN is most applicable. 
VIII. ANN can learn and generalize form examples to produce meaningful 
solutions to problems. 
IX. Data presented for training ANN can be theoretical data, experimental data, 
empirical data based on good and reliable experience or a combination of these. 
Kim et al., (2004) examine the performance of three cost estimation models. 
The examination is based on multiple regression analysis (MRA), neural 
networks (NNs), and case-based reasoning (CBR) of the data of 530 historical 
costs. Although the best NN estimating model gave more accurate estimating 
results than either the MRA or the CBR estimating models 
Although the artificial neural networks have advantages, on the other hand 
there are disadvantages. Some of these are listed below: 
I. The principal disadvantage being that they give results without being able to 
explain how they were arrived to their solutions. Their accuracy depends on 
the quality of the trained data and the ability of the developer to choose truly 
representative sample inputs. 
II. Trial and error method is the best solution to obtain the formula to decide what 
architecture of ANN should be used to solve the given problem and which 
training algorithm to use. One looking at a problem and decide to start with 
simple networks or going on to complex ones to get the optimum solution is 
within the acceptable limits of error. 
III. There is no guideline for designing; the performance depends on large 
training data. (Khatibi & Jawawi, 2010) 
26 
Obviously, the advantages outweigh the disadvantages. 
2.5.7 Applications of ANNs in Civil Engineering 
Over the last few years, the use of artificial neural networks (ANN) has 
increased in many areas of engineering. Many research in Construction 
management has been carried out to use ANN in various topics, among them 
were the following: 
I. Hegazy & Ayed (1998) used a neural network (NN) approach to effectively 
manage construction cost data and develop a parametric cost-estimating model 
for highway projects. Eighteen actual cases of highway projects constructed in 
Newfoundland, Canada, have been used as the source of cost data. As an 
alternative to NN training, two techniques were used to determine network 
weights: (1) simplex optimization; and (2) genetic algorithms (GAs).  
II.  Sodikov (2005) focused on the development of a more accurate 
estimation technique for highway projects in developing countries at the 
conceptual phase using artificial neural networks. This research used database 
of road works cost data from two developing countries Poland and Thailand, 
which have a relatively large number of projects. The Poland data set had 315 
projects and The Thailand data set had 123 projects. Therefore, they 
investigated the relationship between project cost and other variables such as 
work activity, terrain type, road parameters, etc. The ANN model was 
developed by multilayer perception (MLP) with back-propagation algorithm. 
III. Wilmot and Mei (2005) developed  an artificial neural network model 
which relates overall highway construction costs to improve a procedure that 
estimates the escalation of highway construction costs over time. The model 
was able to replicate past highway construction cost trends in Louisiana with 
reasonable accuracy. The data used to develop the submodels of item price 
prediction were past highway contract data for the period 1981–1997. The data 
consisted of information on a total of 2,827 highway and bridge contracts. The 
multilayer feed-forward network structure for ANNs was chosen for this study, 
and for training, the backpropagation learning algorithm was used. The 
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predictions produced by the model estimate that highway construction costs in 
Louisiana would double between 1998 and 2015. 
IV. Pewdum, Rujirayanyong and Sooksatra, (2009) presented a study of back-
propagation neural networks for predicting final budget and duration of 
highway construction projects by using the actual data collected from project 
progress reports of 51 highway construction projects in Thailand between 2002 
and 2007. The forecasting results obtained from the ANN model were 
compared with results obtained from the current method based on earned value. 
It was found that the results obtained from ANN models were more accurate 
and very stable. 
V.  Arafa and Alqedra (2011) developed ANN model to predict the early 
stage cost of buildings. The data was collected from 71 construction projects. 
The analysis of the training data revealed that there are seven key parameters 
and the ANN model had one hidden layer with seven neurons. One output 
neuron representing the early cost estimate of buildings. A comparison between 
the actual cost values of the testing set and values obtained from the ANN 
model showed that the mean, standard deviation and coefficient of 
determination (R2) of the ratio between the actual and predicted cost are 0.960, 
0.420 and 97%, respectively. The performed sensitivity analysis showed that 
the ground floor area, number of storeys, type of foundation and number of 
elevators in the buildings are the most effective parameters influencing the cost 
estimates of buildings. 
VI. Gunaydın and Dogan, (2004) built a neural network model to estimate the 
cost in early phases of building design process. Cost and design data from 
thirty projects were used for training and testing the neural network 
methodology with eight design parameters utilized in estimating the square 
meter cost of reinforced concrete structural systems of 4–8 storey residential 
buildings in Turkey, an average cost estimation accuracy of 93% was achieved. 
VII. Kim et al. (2004) used the back-propagation network (BPN) model 
incorporating genetic algorithms (GAs) to cost estimation. GAs were adopted 
in the BPN to determine the BPN’s parameters and to improve the accuracy of 
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construction cost estimation. Previously, there have been no appropriate rules 
to determine these parameters. The construction cost data for 530 residential 
buildings constructed in Korea between 1997 and 2000 were used for training 
and evaluating the performance of the model. This study showed that a BPN 
model incorporating a GA was more effective and accurate in estimating 
construction costs than the BPN model using trial and error. 
While this research used the parametric cost estimation technique using ANN 
applications to introduce model for estimating the cost of road projects in Gaza 
strip at the early stage. Two types of ANN architecture will be used multi-layer 
perceptron and general feedforward also, linear regression model will used as 
traditional method. An interface will develop for the best model. 
2.6 Neurosolution 6.07 Application 
Several applications that support the establishment of neural networks like 
SPSS and MATLAB, but this research was selected NeuroSolution program 
where NeuroSolutions is the premier neural network simulation environment. As 
mentioned in NeuroDimension, Inc., (2012) NeuroSolutions combines a 
modular, icon-based network design interface with advanced learning procedures 
and genetic optimization. Perform cluster analysis, sales forecasting, sports 
predictions, medical classification, and much more with NeuroSolutions, which 
is:  
• powerful and flexible: neural network software is the perfect tool for solving 
data modeling problems, so it's flexible to build fully customizable neural 
networks or choose from numerous pre-built neural network architectures. 
Modify hidden layers, the number of processing elements and the learning 
algorithm (NeuroDimension, Inc., 2012).  
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• Easy to use: NeuroSolutions is an easy-to-use neural network development 
tool for Microsoft Windows and intuitive, it does not require any prior 
knowledge of neural networks and is seamlessly integrated with Microsoft 
Excel and MATLAB. NeuroSolutions also includes neural wizards to ensure 
both beginners and advanced users can easily get started. (NeuroDimension, 
Inc., 2012).  
There are many components on the breadboard of the program, it is important 
to understand that it is much more than a picture; it is an actual representation of 
the underlying neural network behind the user interface. Any network that can be 
constructed on the breadboard can be simulated. This is the key to the power of 
NeuroSolutions. In addition to all the standard neural architectures, it is very easy 
to build and simulate novel architectures that are state of the art in 
neurocomputing (Principe et al., 2010). Table ( 2.2) exhibits some of the most 
common components: 
Table ( 2.2): The most common components on the Breadboard (Principe et al., 2010). 
Icon Name Description Primary Usage 
 
Axon 





Can act as a 
placeholder for the File 
component at the input 
layer, or as a linear 
output layer. 
Tanh Axon 
Layer of PE's with 
hyperbolic transfer 
function (output 
range –1 to 1). 




Layer of PE's with 
logistic transfer 
function (output 
range 0 to 1). 






The Bias Axon 
simply provides a 
bias term, which may 
be adapted.  
Used as output layer for 











Computes the error 
between the output and 
desired signal, and 





Layer of PE's with 
identity transfer 
function. 
Attaches to "dual" 
forward Axon, for use 
in backpropagation 
network. 
Back Tanh Axon 
Layer of PE's with 
transfer function 
that is the derivative 
of the Tanh Axon. 
Attaches to "dual" 
forward Tanh Axon, 






Back full matrix 
multiplication. 
Attaches to "dual" 
forward Full Synapse, 









Attaches to Criterion, 
for use in 
backpropagation 
network. Receives 








effective learning rate 
when weight change is 










Marquardt use only the 
local approximation of 
the slope of the 
performance surface to 
determine the best 
direction to move the 
weights in order to 





Controls the forward 








Controls the backward 
activation phase of 
network 
(backpropagation). 
 File File input 
For network input and 
desired data from a 
file. 
Data Writer Numerical probe 
Displays numerical 
values across time. 
Also allows for the 




displays a sequence of 
data samples over time. 





3 Chapter 3: Research Methodology and Data Collection 
3.1 Introduction 
Developing of a parametric cost estimation model using artificial neural 
network is the essence of this study, which takes the road projects in Gaza strip 
as a case study to predict the final cost at early stage (conceptual phase). 
This research adopts historical data analysis as the foundation to this 
methodology. As well, the use of historical data assists in providing a relation 
between the main factors affecting the cost of the road projects to make estimates 
for new projects. 
Presenting information is an important approach for this chapter so it is 
presents how and from where the data is collected. Then the collected data is 
improved and analyzed.  
3.2 Research Methodology 
A research methodology was carried out to achieve the objective of the study 
approach. 
3.2.1 Research Strategy 
The research strategy can be defined as "the way in which the research 
objectives can be questioned. The research strategy can be classified into two 
types namely, quantitative approach and qualitative approach" (Naoum, 2007).  
In this study, both quantitative and qualitative approaches were used. The 
qualitative approach was used to determine the main factors affecting the cost of 
road projects in Gaza strip at conceptual phase by using Delphi technique.  In 
addition, quantitative approach was used to gather the data from resources by 
filling a form for each project, which contains the input factors and the cost as 
the output. 
• Delphi Technique 
The Delphi technique can be used to anonymously elicit the opinions of 
experts concerning factors affected on the project's cost. It provides feedback to 
experts in the form of distributions of their opinions and reasons. They are then 
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asked to revise their opinions in light of the information contained in the 
feedback. This sequence of questionnaire and revision is repeated until no further 
significant opinion changes are expected. This technique is designed to protect 
anonymity of the expert's opinions and reasoning (Creedy et al., 2006). 
The following steps have been followed to achieve the Delphi method: 
I. Seven exploratory interviews were done with experts. The experts worked in 
various positions: cost engineers, managers and site engineers. They worked in 
consultant offices, municipalities and contractor companies. 
II. The factors that affect the cost of road projects, which have been drawn from 
previous studies, were presented to them. 
III. Then the expert’s opinions were collected that showed consensus on nine 
factors, which have the greatest impact on the road project cost in Gaza strip. 
They took in consideration the ability to gather the related information and the 
ability to know these factors at the early stage of the project. 
3.2.2 Research Steps 
The adopted methodology for the completion of this study follows the 
following stages: 
I. Topic Selection and Thesis Proposal Phase: 
Topic is selected, problems are defined, objectives are established and, 
research plan is developed. 
II. Literature Review Phase: 
Include the studies that reviewed the relevant literature on the subject of parametric 
cost estimation methods and neural networks that relate to the system modules. In 
particular, looking at previous models, papers, reports and thesis, which studied 
non-traditional methods for parametric cost estimation, like artificial neural 
networks models. 
III. Data Collection Phase: 
  Exploratory interviews were done with clients, contractors and consultants, who 
have commissioned and experience in road projects. Interviews were used as a step 
of  Delphi method to identify the main factors, which need to be considered in cost 
estimation at the conceptual phase.   
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 Neural networks models require a lot of data. Therefore, a lot of historical road 
projects were collected which were done between 2011 and 2012 in Gaza strip. 
The projects collected from municipalities, Ministry of Public Works and Housing, 
contractors and consultants. Then, the data was analyzed. 
IV. Model Development Phase: 
 In this stage, the NeuroSolution 6.07 application and Microsoft Excel 2007 were 
selected to build the models. Three types of models were chooses (Linear 
regression model, Multi-layer perceptron model and General FeedForward model).  
Many models were implemented with various structures and were trained many 
times with checking the validity. The final models were tested and the results were 
presented through comparison between models performance to choose the best. 
V. Sensitivity Analysis Phase:  
 The sensitivity of the best model predictions has been assessed by variation in the 
project parameters. The basic idea is that the inputs to the network are shifted 
slightly and the corresponding change in the output is reported as a raw difference 
VI.Building User Interface Phase: 
In this stage, a friendly interface was created to be easy for users, where no 
need to previous ANN knowledge to operate this model. Visual Basic is used 
to do that.   
VII.  Conclusion and Recommendation Phase: 
In this stage, the content of the dissertation was written and the research 
chapters were covered. Moreover, the research was summarized in the 
conclusion section with many recommendations. 
The approach used to achieve the study objectives can be summarized 





Build user interface for non ANN users
Sensitivity Analysis
Sensitivity analysis was done for the best model.
Model Development
Model Design Model Implementation Training & Testing Results Discussion
Data Collection & Analysis
Exploratory Interviews Data Collection Data Analysis
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Identify the Problem Establish Objectives
   
 
3.2.3 Modeling Procedures 
To obtain the best models with the lowest errors the research followed 
procedures explained in a flowchart, see Figure ( 3.2).  
 




















3.2.4 Performance Measures 
The Performance Measures is important to evaluate models, there are five 
values that can be used to measure the performance of the network for a 
particular data set. 
I. Mean Square Error (MSE): 
According to Principe et al., (2010) mean square error measures the average 
of the squares of the "errors". The error is the amount of value difference 
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between the network output and the desired output. The formula for the mean 
squared error is: 
:; = ∑ ∑ =*>−5*>?2@*=0B>=0 @B       Eq. ( 3.1) 
Where:  P= number of output PEs. 
  N= number of exemplars in the data set. 
  yij= network output for exemplar i at PE j. 
  dij= desired output for exemplar i at PE j. 
 
II. Normalized Mean Square Error (NMSE): 
According to Principe et al., (2010) the normalized mean squared error is 
defined by the following formula: 




2H−I∑ *>@*=0 J2@*=0 K@
L
MNB>=0
        Eq. ( 3.2) 
Where:  P= number of output PEs. 
  N= number of exemplars in the data set. 
  MSE= mean square error. 
  dij= desired output for exemplar i at PE j. 
 
III. Correlation Coefficient (r): 
According to Principe et al., (2010) the size of the mean square error (MSE) 
can be used to determine how well the network output fits the desired output, but 
it doesn't necessarily reflect whether the two sets of data move in the same 
direction. For instance, by simply scaling the network output, we can change the 
MSE without changing the directionality of the data. The correlation coefficient 
(r) solves this problem. By definition, the correlation coefficient between a 
network output x and a desired output d is: 
 	 = ∑ OPQRPSTOUQRUSTQ VW∑ OUQRUSTXQ V W∑ OPQRPSTXQ V
      Eq. ( 3.3) 
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The correlation coefficient is confined to the range [-1,1]. When r =1 there is 
a perfect positive linear correlation between x and d, that is mean x and d vary by 
the same amount. When r=-1, there is a perfectly linear negative correlation 
between x and d, that means they vary in opposite ways (when x increases, d 
decreases by the same amount). When r =0 there is no correlation between x and 
d, i.e. the variables are called uncorrelated. Intermediate values describe partial 
correlations. For example a correlation coefficient of 0.88 means that the fit of 
the model to the data is reasonably good (Principe et al., 2010). 
IV. Mean Absolute Error (MAE): 
According to Willmott and Matsuura, (2005) the MAE is defined by the 
following formula: 
; = ∑ ∑ YZ[\ZZ\Y-]^_\]^ ` a       Eq. ( 3.4) 
Where:  P= number of output PEs. 
  N= number of exemplars in the data set. 
  dyij= denormalized network output for exemplar i at PE j. 
  ddij= denormalized desired output for exemplar i at PE j. 
V. Mean Absolute Percentage Error (MAPE): 
According to Principe et al., (2010) The MAPE is defined by the following 
formula: 
B; = 100@ B ∑ ∑ c5*>−*>c*>@*=0B>=0       Eq. ( 3.5) 
Where:  P= number of output PEs. 
  N= number of exemplars in the data set. 
  dyij= denormalized network output for exemplar i at PE j. 
  ddij= denormalized desired output for exemplar i at PE j. 
Note that this value can easily be misleading. For example, say that your 
output data is in the range of 0 to 100. For one exemplar your desired output is 
0.1 and your actual output is 0.2. Even though the two values are quite close, the 
percent error for this exemplar is 100 (Principe et al., 2010). 
After several studies were reviewed, then this research considered Hegazy 
and Ayed, (1998) methdology in determinig the total MAPE. Training phase 
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were represented fifty percent of the total MAPE  likewise the test set is equal the 
remaining fifty  percent. Total Accuracy Performance (TAP) can be calculated 
by the following formula: 
d%e B; = Ofghid	×Vd	+fghij.k×Vj.kT OVd	+Vj.kTl +fghidm%2       Eq. ( 3.6) 
Where: 
  MAPETr    = Mean absolute percentage error for training data set. 
 NTr          = number of exemplars in the training data set. 
MAPEC.V   = Mean absolute percentage error for cross validation data set. 
 NTr         = number of exemplars in the cross validation training data set. 
MAPETest   = Mean absolute percentage error for test data set. 
As mentioned before in section  2.1 the allowable percentage error in cost 
estimation at conceptual phase is equal ±20%. Moreover, after reviewing many 
researches that using ANN in cost estimation there is no specific percentage for 
allowable error. So the acceptable accuracy performance was considered in this 
research is equal 10% according to (Bakhary et al., 2004) and (Samphaongoen, 
2010). 
VI. Accuracy Performance (AP): 
According to Wilmot and Mei, (2005) Accuracy performance is defined as 
(100−MAPE) %. Total Accuracy Performance (TAP) can be calculated by the 
following formula: 
 dB = 100 − d%e B;     Eq. ( 3.7) 
3.2.5 Sensitivity analysis Measures 
Once the ANN model was built and tested, the next step is to evaluate the 
influence of each input variable to the output. This serves as feedback, indicating 
which input channel has a significant effect. One might decide to remove input 
variables with less significance to reduce complexity of the ANN model and to 
save time on training (Sodikov, 2005)  and (Gunaydın & Dogan, 2004). 
During sensitivity analysis, the corresponding change in the output for any 
input is recorded as a column then the standard deviation for this column is 
calculated according to the following formula:  
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n = o∑̅q9      Eq.  3.8 
Where x: is the output value. 
  ͞x: is the mean of the output values. 
  n: is the number of the outputs in the sample. 
This is very easy to compute in the trained network and effectively measures 
how much a change in a given input affects the output across the training data 
set. Inputs that have large sensitivities have more importance in the mapping 
therefore, there should be kept but the inputs with small sensitivities can be 
discarded (Principe et al., 2000). 
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3.3 Data Collection and Analysis  
3.3.1  Factors Affecting Cost of the Road Projects 
Many factors affect the cost of the road projects, in this research the most 
important factors were chosen based on enough data to build an accurate model. 
This research focused on the "implementation factors" that affected the 
budget of road projects in the Gaza Strip. Previous studies lead this research to 
breakdown and manage input parameters. As well by using Delphi technique and 
expert interviews, the research adopted nine factors, which are the most 
influential factors in road projects budget. Table ( 3.1) displays these factors. 
Table ( 3.1): Influential factors adopted in this research. 
No. Chosen Factors References 
1.  Project scope (Hegazy & Ayed, 1998) 
2.  Water networks (Hegazy & Ayed, 1998) 
3.  Pavement type (asphalt or interlock ) (Sodikov, 2005)  
4.  Pavement area  
(Mahamid & Bruland, 2010), 
(Chou, 2009) and, (Hegazy & 
Ayed, 1998) 
5.  Sidewalk & Island Pavement area (Attal, 2010) 
6.  Length of the road 
(Mahamid & Bruland, 2010) and 
(Kim et al., 2008) 
7.  Length of the curbstones Expert interview  
8.  Lighting networks  Expert interview  
9.  Sewage networks  Expert interview  
3.3.2 Data Collection 
Neural network models need a lot of historical data to give a good estimate. 
Therefore, this section includes data resources and obstacles that have been faced 
in the data collection process. Data collected was improved to be good for 
building the models. 
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I. Data Resources: 
Data collection took a lot of time and great effort because of the multiplicity 
of sources of information. Table ( 3.2) presents the main sources of data and the 
number of projects that have been obtained from these sources. 





Municipalities 79 %80.6 




Contractors 9 %9.2 
Institutions 7 %7.1 
∑ 98 %100.0 
 
More than ten municipalities were visited to collect 79 projects from Rafah in 
the south of Gaza to Bait Lahia in the north. In addition, 7 projects were gathered 
from some institutions concerned with road projects like United Nations 
Development Program (UNDP) and Palestinian Economic Council for 
Development and Reconstruction (PECDAR). Also, three projects were obtained 
from the Ministry of Public Works and Housing. As well, nine projects were 
collected from various contractors. 
The collected data was recorded and revised. So twelve projects were rejected 
for different reasons, which are illustrated in Table ( 3.3). After this filtering, still 




Table ( 3.3): Causes of rejection of some projects. 




1 Duplicate data. 4 
2 
Data does not match objective of the 
research. 3 
3 Data is incomplete. 2 
4 Data is misleading. 3 
II. Collection data obstacles 
The researcher faced many obstacles in the data collection phase, and the 
most prominent of these impediments: 
• There is no central source specialized in construction projects in the Gaza 
Strip. So nearly 15 visits were completed to various destinations for 
gathering the required data. 
• Several destinations considered the data required for the researcher is secret 
and could not reveal it. 
• There is a lack of care in some sources for data archiving after projects have 
been completed. 
• Each project that has been collected has its own specifications and has its 
nature that distinguishes it from others, whether in design or 
implementation. 
• Multiplicity of currency types for the budgets of the collection projects. 
• The instability in the domestic market prices because of the siege imposed 
on the Gaza Strip. 
• The small numbers of projects include water networks. 
III. Improving Data 
Exhausting efforts have been made to overcome the obstacles mentioned 
above, and to find solutions to improve the data to be ready-to-use for building 
the models. The most important steps have been done at this phase are: 
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• The selected projects were in the period 2011 to 2012, because of the 
stability in the market prices at this period. 
• The adopted projects for build the models do not include the implemented 
projects only but the projects that under implementation and which have 
approval for the funding. All of these projects were used to overcome the 
shortage in data. 
• The currency for the data collected was unified. 
• The experts helped to estimate the cost of construction water networks for a 
few projects that do not include water networks to increase the number of 
projects. 
3.3.3 Data Analysis 
In this section, an analysis of the improved data is presented. This includes 
the distribution of data according to the factors and budget.  
The first input factor is the project scope, which includes three choices; new 
project with a good soil, new project with a poor soil and rehabilitation projects. 
Table ( 3.4) presents the number of projects for each scope and the percentage of 
each to the total number of projects. The sample almost equally distributed 
between the three scopes. This is a clear indication that the collected projects are 
distributed semi-equal as per the project scope so it was considered a 
representative sample and can be used in modeling. 





New with a good soil 26 %30.2 
New with a poor soil 27 %31.4 
Rehabilitation 33 %38.4 
∑ 86 %100.0 
 
Pavement type factor includes two types; interlock pavement and asphalt 
pavement.  
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Table ( 3.5) shows the number of projects for each type and the percentage of 
each to the total number of projects. 






Interlock 38 %44.2 
Asphalt 48 %55.8 
∑ 86 %100.0 
 
Although the number of asphalt projects was more than interlock projects, the 
sample was representative of both, and the pavement type factor can be adopted 
as an input parameter in the modeling process. 
The third factor is the pavement area. There is no data for projects, which 
have pavement area less than 2,000 m
2
. Figure ( 3.3) displays that almost 65% of 











The low rate of projects that have an area more than 20,000 square meters 
will lead to weakness in the representation of the sample for this category of 
Figure ( 3.3): Data distribution according to the pavement area. factor 
46 
projects which would reduce the accuracy of the model in the estimating the cost 
for this category. 
The length of the road factor gives an indication for the size of works in the 
project. The shortest length of roads in the data set is 250m and the numbers of 
projects that have roads lengths more than 2,250m are less than five percent. 
Figure ( 3.4) displays that almost 77% of projects in the data set have roads 








The cost of projects in the data set may contain the cost of implementing one or 
more of the networks listed in Table ( 3.6). 

























Figure ( 3.4): Data distribution according to the road length factor. 
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Figure ( 3.5): Percentage of projects including execution of different networks. 
The data represented all feasible possibilities in the presence or absence of the 
three networks. This supports the possibility of the adequacy of this data to build 
the model. 
About forty percent of projects in the data set include implementation lighting 





Note: The numbers of projects shown in Table ( 3.6) and Figure ( 3.5) adopted 
after improving the data. 
Figure ( 3.6) shows the curbstone length factor and presents that there are a 
quarter of the projects in the data set do not include the cost of implementation of 
curbstones, which means it was well represented. While the projects, which 
include length of curbstone more than 500 meter, are few. This may be reducing 
the accuracy of the model in estimating the cost of this category of projects. 
 
Figure ( 3.6): Data distribution according to curbstone length factor. 
m 
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The pavement area of (side walk+ island) factor is shown in Figure ( 3.7). 
There is forty-two percent of the projects in data set doing not include the cost of 










From Figure ( 3.8), it is very clear that more than 67 percent of the projects in 
the data set have a budget less than 400,000 dollars. This means that the accuracy 
of the model will be good for projects that have a cost within this range.  
 
Figure ( 3.7): Data distribution according to (side walk+ island) pavement area factor. 
Figure ( 3.8): No. of projects according to their budget. 
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3.3.4 Problem Analysis 
Problem analysis involves the choice of the system variables and an 
understanding of their significance, correlation and their possible values that 
describe the problem being analyzed and characterize its input and output 
patterns (Boussabaine, 1996). 
Problem analysis, on the one hand, is the identification of the independent 
(non-correlated) factor(s) that fully describes the problem and that are expected 
to be easily obtainable for training the network at a later stage (Ayed, 1997). 
The current models have been designed to include an input layer of nine 
processing elements (neurons) corresponding to the nine input parameters and an 
output layer of one processing element (neuron) as the target. The factors that 
represent the input are project scope, pavement type, pavement area, sidewalk 
and island pavement area, road length, curbstone length, water networks, lighting 
networks and sewage networks. The target that represents the output is the total 
budget of the project. These inputs\output have been analyzed in the previous 
section.  
3.3.5 Model Limitation: 
After analyzing the collected data and the problem, the limitations of this 
research that describe the inputs to give the best output can be determined as 
follow: 
• Project scope limits: there are three choices only 1) new project with good soil 2) 
new project with a bad soil this means that there is soil improvement works 3) 
rehabilitation projects this means there is removing the old road works. This 
research does not cover maintenance projects. 
•  Project type limits: there are two types only 1) interlock 2) asphalt. As well as the 
cost estimation model adhered to the road projects implementation methods that 
were followed in the Gaza Strip according to the most common designs between 
(2011-2012). 
• Networks limits: this research take into a count only three types of networks 1) 
water network 2) sewage network 3) lighting network. The model will not take into 
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account the cost of setting up parts of the networks, as well as the cost of any other 
networks, such as storm-water network, electrical network, etc. 
• Area and length limits: according to the database that was used for developing the 
model, which comprises 86 individual cases, the ranges of the data used for the 
input and output variables are considered as limitations, which are summarized in 
Table ( 3.7). 
Table ( 3.7): Ranges of the data used for the ANN model inputs and output 





Pavement area 2100 m2 35000 m2 
Road length 250 m 3500 m 
Curbstone length 0 m 6000 m 












4 Chapter 4: Model Development 
4.1 Introduction 
The case study being dealt with in this search is the developing of a 
parametric cost estimation system for road projects. A structured methodology 
for developing the model has been used to solve the problem at hand. This 
methodology incorporates five main phases: 1) Select application 2) Design 
structure 3) Model implementation 4) Training and testing 5) Discussion of 
results. 
4.2 Select Application 
This stage involves the study of the existing situation with a view to 
formulating a feasibility assessment for selecting and validating the proposed 
application. The following heuristic rules are used for selecting successful the 
applications (Boussabaine, 1996):  
• Conventional statistical and mathematical methods are inadequate. 
• The problem requires qualitative or complex quantitative reasoning. 
• Solutions are derived from highly interdependent parameters that have no precise 
quantification. 
• Data is multivariate and intrinsically noisy or error prone. 
In this research, the cost data did not enable fitting a commonly chosen 
model, or did not allow the analyst to discern the appropriate cost estimating 
relationships; the problem of model commitment became more complex as the 
dimensionality of the independent variables set grew. Therefore, lack of a cost 
estimation model utilizing ANN for early design stage of road projects motivated 
the author and the following model is developed. 
The problem presented in this search is based on optimum design and 
prediction utilizing a feed-forward neural network architecture and back-
propagation learning technique. ANN software as well as a spreadsheet was used 
for modeling. The software adopted in this application was NeuroSolutions by 
NeuroDimensions Inc. see section  2.6. Many researchers used this application, 
for example but not for limitation: Bouabaz & Hamami, (2008) used 
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NeuroSolution application to build cost estimation model for repair bridges based 
on artificial neural network and Kim et al., (2004) used NeuroSolution 
application to build a neural network model incorporating a genetic algorithm in 
estimating construction costs. Also Gunaydın & Dogan, (2004) used 
NeuroSolution application to build a neural network approach for early cost 
estimation of structural systems of buildings and Sodikov, (2005) used 
NeuroSolution application to build ANN model for cost estimation of highway 
projects in developing countries. 
4.3 Structure Design 
The choice of ANN architecture depends on a number of factors such as the 
nature of the problem, data characteristics and complexity, the numbers of 
sample data … etc. (Sodikov, 2005). With the nine inputs readily identified, the 
outputs describing the cost of an road project can be modeled in different ways. 
The choice of artificial neural network in this study is based on optimum design 
and prediction using linear regression and feedforward neural network 
architectures and backpropagation learning technique. 
The design of the neural network architecture is a complex and dynamic 
process that requires the determination of the internal structure and rules (i.e., the 
number of hidden layers and neurons, update weights method, and the type of 
activation function) (Gunaydın & Dogan, 2004). 
A common recommendation is to start with a single hidden layer. In fact, 
unless the researcher is sure that the data is not linearly separable, he may want 
to start without any hidden layers. The reason is that networks train progressively 
slower when layers are added (Principe et al., 2010).  
Based on the literature review, the neural network type deemed suitable for 
cost estimation has been identified as feed-forward pattern recognition type 
(Backpropagation) to suit the desired interpolative and predictive performance of 
the model. Two kinds of feed-forward patterns were chosen to build the models 
multilayer perceptron and general feedforward. Other suitable type is a regression 
estimation model was chosen as traditional method for estimating, which is well 
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established and widely used in cost estimation. ANN architecture was chosen after 
several trials, which can be seen the final architecture in section  4.6.  
4.4 Model Implementation 
Once there is a clear idea about feasible structures and the information needed 
to be elicited, the implementation phase starts with knowledge acquisition and 
data preparation (Hegazy et al., 1994). Five steps were followed as shown in 









1) Data Encoding  
If the data is not in numeric format, then the data should be coded into a 
numeric format. This may be challenging because there are many ways to do it 
and unfortunately some are better than others for neural network learning 
(Principe et al., 2010). In this research, the data is textual and numeric, so it is 
encoded to be only numeric or integer according to Table ( 4.1). 





Divide the data 












Table ( 4.1): Inputs/Output encoding. 
No. Input Factors Code  
1.  Project scope 
New with a good soil = 1 
New with a bad soil   = 2 
Rehabilitation            = 3  
2.  Pavement type 
Interlock = 1 
Asphalt   = 2  
3.  Pavement area  in m
2 
 
4.  Sidewalk & Island pavement area in m
2
 
5.  Road length in meters length 
6.  Curbstone length in meters length 
7.  Water networks  
Exist         = 1 
Not exist  = 0  
8.  Lighting networks  
Exist         = 1 
Not exist  = 0 
9.  Sewage networks  
Exist         = 1 
Not exist  = 0 
No. Output Parameter Code  
1 Project budget in thousand dollar's   
 
The data has been re-written according to the encoding described in the 
preceding table. Figure ( 4.2) shows a snapshot of the Excel program that 
represents part of the data matrix. 
Figure ( 4.2): Snapshot showing the data matrix. 
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2) Data Organization 
 As a preliminary stage to neural network modeling, the problem at hand 
needs to identify and tag the data as input or as output. Neurosolution provides 
Microsoft Excel by add-in tools, which is used through this step. Figure ( 4.3) 
shows how the independent factors affecting the problem are identified and 
considered as (N) input parameters, which are represented by nodes at the input 
buffer of a neural network.  
Similarly, Figure ( 4.4) shows how the desired column was tagged that was 
represented by nodes at the output layer. 
Figure ( 4.3): Tag columns of data as input parameter.  
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3) Data Sets 
Any model selection strategy requires validation by the process data. 
Traditionally, available data is divided into three sets (Ghiassi et al., 2005). 
Where the three sets are training set (in-sample data), cross-validation set and a 
test set (out-of-sample). Learning is performed on the training set, which is used 
for estimating the arc weights while the cross validation set was used for generalization 
that is to produce better output for unseen examples (Sodikov, 2005). However, the test set 
is used for measuring the generalization ability of the network, and evaluated 
network performance (Zhang et al., 1998). To achieve statistically significant 
results, it is generally necessary to perform several independent splits and then 
average the results to obtain an overall estimate of performance. While cross-
validation is a widely accepted method, it can be extremely time-consuming in 
neural networks because of the lengthy learning times required for each of the 
splits (Boussabaine, 1996). 
The total available data is 86 exemplars that are divided randomly into three 
sets with the following ratio: 
I. Training set (includes 60 exemplars ≈ 70%). 
II. Cross validation set (includes 16 exemplars ≈ 18%). 
III. Test set (includes 10 exemplars ≈ 12%). 
Figure ( 4.4): Tag column of data as a desired parameter.  
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See Figure ( 4.5), (4.6) and (4.7) which explain how the data was distributed 




Figure ( 4.6): Tag rows of data as a cross-validation set. 
Figure ( 4.5): Tag rows of data as a training set. 
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4) Data Files Creation 
Neurosolution needs special file extension to read it. So after building the 
data matrix in Excel, the data files were created as “.csv” format by excel Add-in 
tool, see Figure ( 4.8).   
Figure ( 4.8): Data files Creation. 
Figure ( 4.7): Tag rows of data as a test set. 
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5) Normalizing Data 
Data is generally normalized for confidentiality and for effective training of 
the model being developed. The normalization of training data is recognized to 
improve the performance of trained networks (Gunaydın & Dogan, 2004). 
The input/output data is scaled, zero is the lower bound and the upper bound 
is one to suit neural networks processing. This is done by Neurosolution program 
that is using the equations (Eq2.1, Eq2.2 and Eq2.3) which explained in section 
2.5.2 to normalize the data. Figure ( 4.9) shows how the upper and lower bound is 
defined in Neurosolution. 
 
6) Build Initial Networks 
This research depends on the school which thought recommends starting with 
small networks and increasing their size until the performance in the test set is 
appropriate. This method of growing neural topologies proposes that ensures a 
minimal number of weights, but the training can be fairly long (Principe et al., 
2010). 
Figure ( 4.9): Normalization limits (snapshot of Neurosolution breadboard). 
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As mentioned before LR, MLP and GFF are three main types of networks that 
were used to build many topologies and architectures of networks. Neural builder 
tool in Neurosolution is used to build initial networks. For example: steps of 
building GFF network will be explained below with illustrations.  
I. From add-ins tool in Excel, there is an icon for Create new network. See 
Figure ( 4.10).  
II. Then a neural builder tool will be opened as shown in Figure ( 4.11), 

















III.  After choosing the GFF as the type of network, a new screen will appear as 
shown in Figure ( 4.12) to determine the number of hidden layers.  













Figure ( 4.11): Choice of the network type. 
Figure ( 4.12): Determination number of hidden layers. 
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The next screen enables the modeler to specify the PEs in the first layer 
(number, transfer function, and learning rule). In this example one PE, TanhAxon 
transfer function, and Levenberg-Marquardt learning rule are selected, see Figure 









V. The step for output layer is similar to the previous step except the number 
of PE’s cannot be changed because it is determined in Excel in data 









Figure ( 4.13): Specify hidden layer components and characteristics. 
Figure ( 4.14): Specify output layer components and characteristics. 
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VI. After that, a supervised learning control screen appears to set maximum 
epoch, termination condition, and weights updating methods. See Figure 










 Two choices for update weights; on-line learning that updates the weights 
after the presentation of each exemplar (pattern) and batch learning that 
updates the weights after the presentation of all exemplars (i.e., after each 
epoch). 
VII.  Probe configuration screen then appears that contains items displaying 
program's ability to view what is related to the inputs, outputs, desired errors 
and performance measures. See Figure ( 4.16).  












VIII. Finally, the network is built and viewed on the Neurosolution breadboard 






4.5 Training Models and Testing 
Neural networks are able to generalize solutions to problems by learning from 
pairs of input patterns and their associated output pattern. Training a NN is an 
iterative process of feeding the network with the training examples and changing 
the values of its weights in a manner that is mathematically guaranteed to reduce 
consecutively the error between the network's own results and the desired output 
(Moselhi & Hegazy, 1993). 
Figure ( 4.16): Probe configuration. 
Figure ( 4.17): GFF network (snapshot from Neurosolution breadboard). 
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It is important to determine suitable network architecture in ANN modeling. 
The architecture consists of the number of layers, the number of processing 
elements (nodes) in each layer, and the interconnection scheme between the 
layers in ANN. The optimum architecture is often achieved by trial and error 
according to the complexity of the respective problem, also by testing few 
proposed designs to select the one that gives the best performance (Bakhary et 
al., 2004). 
After building a small topology as viewed in the above section, training with 
cross-validation and testing phase will begin. Figure ( 4.18) explained that this 
phase has series of processes to get the best weights, which give the minimum 














   
Figure ( 4.18): Training and Testing model procedure flowchart. 
Determine the 






































n: is a counter number.
N: is a number of the required runs.
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1) Run training with: 
• Thousand epochs that is the total number of epochs to train the network. Where an 
epoch is defined as one complete presentation of all of the data (Principe et al., 
2010). 
• Using cross-validation during training, this means that cross validation computes 
the error in a test set at the same time that the network is being trained with the 
training set. It is known that the MSE will keep decreasing in the training set, but 
may start to increase in the cross-validation set however, does not always mean a 
better network. It is possible to overtrain a network. So when cross validation set 
error is not improving, the network automatically stops (Principe et al., 2010). 
• Randomize the networks weights before training. 
2) Repeat the first step N times with different random initial weights and the best 
network weights are saved. (Note: If a cross validation data set is used, the best 
network weights are saved at the run and epoch when the cross validation error is 
minimum. Else, if only a training data set is used, the best network weights are 
saved at the run and epoch at which the training error is minimum).  
3) Vary the size of the network, and then repeat steps from (1 to 3). The increment in 
number of PEs in hidden layer for each step is equal one, and the total number of 
parameter variations desired is ten. 
4) Save the model, that has the best performance. The performance measures were 
explained in chapter 3. 
5) Perform the sensitivity analysis. If there a superfluous inputs channels, then 
eliminate superfluous channels and repeat steps from (1 to 5). Else continue. 
6) Test the model on new data (test set). If the model performance is not acceptable, 
then repeat steps from (1 to 6). Else, save the model. 
7) Repeat step number 6 in section  4.4 (build initial network with new topology), then 
repeat steps from (1 to 7). 
4.6 Discussion of Results 
From previous procedures of training and testing, many topologies of 
networks were trained. Three models that have the best performance were saved 
for three types of networks. 
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4.6.1 The Topologies of The Best Three Models  
I.  Linear regression type 
Several trials for training many LR topologies to reach the best model, which 
is called LR-0-B-L model. The name means linear regression model without 
hidden layer, and batch method for updating weights is used with Levenberg-
Marqardt gradient search. Table ( 4.2) explains the architecture of the model. 
 
Table ( 4.2): LR-0-B-L model architecture. 







Linear Regression Bias Batch LevenbergMarqardt 
No. of hidden layer 
No. of PEs in 
the input layer 
No. of PEs in 
the 1st Hidden 
layer 
No. of PEs in the 
output layer 
0 9 0 1 
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II. Multilayer Perceptron type: 
Many multilayer perceptron topologies were trained for several trials. The 
best structure has one hidden layer although two hidden layers topologies were 
trained. The best model is called MLP-1-5-B-L model. The name means 
multilayer perceptron model has one hidden layer with five neurons, and batch 
method for updating weights is used with Levenberg-Marqardt gradient search. 
Table ( 4.3) explains the architecture of the model.  
Table ( 4.3): MLP-1-5-B-L model architecture. 










Tanh Batch LevenbergMarqardt 
No. of hidden layer 
No. of PEs in 
the input layer 
No. of PEs in 
the 1st Hidden 
layer 
No. of PEs in the 
output layer 
1 9 5 1 
 
III. General FeedForward type 
 Many general feedforward topologies were trained for several trials. The 
best topology of GFF was determined to GFF-1-3-B-L, which means that there is 
a general feedforward model including one hidden layer with three neurons and 
batch method for updating weights with Levenberg-Marqardt gradient search. 
Table ( 4.4) explains the architecture of the model. 
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Table ( 4.4): GFF-1-3-B-L model architecture. 
Architecture of the model 
 






Sigmoid, Tanh Batch LevenbergMarqardt 
No. of hidden 
layer 
No. of PEs in the 
input layer 
No. of PEs in 
the 1st Hidden 
layer 
No. of PEs in the 
output layer 
1 9 3 1 
 
4.6.2 The Best Three Models Results  
The models were trained on sixty exemplars while sixteen exemplars of cross 
validation set were used for generalization to produce better output for unseen examples. 
The models tested on ten exemplars. The results are summarized in Table ( 4.5).  
Table ( 4.5): Performance measurement results for models. 








 Training set 893.7 0.015 0.993 20.95 7.78% 92.22% 
C.V set 1617 0.022 0.989 28.94 9.31% 90.69% 









l Training set 152.2 0.003 0.999 8.812 3.49% 96.52% 
C.V set 1446 0.02 0.992 30.97 9.59% 90.41% 









l Training set 196.4 0.003 0.998 11.29 4.98% 95.02% 
C.V set 584.4 0.008 0.997 17.42 4.57% 95.43% 
Test set 1405 0.019 0.994 28.53 6.09% 93.91% 
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The back-propagation algorithm involves the gradual reduction of the error 
between model output and the target output. It develops the input to output, by 
minimizing a mean square error cost function measured over a set of training 
examples (Bouabaz & Hamami, 2008). The mean square error can be calculated 
by eq.3.1.  
The value of the MSE for LR model at training, cross validation and testing 
sets are 893, 1617 and 2357 respectively. While MLP model has MSE 152, 
1446 and 2819 at training, cross validation and testing sets respectively. 
However, the GFF model has MSE 196, 584 and 1405 at training, cross 
validation and testing sets respectively. Given the results of MSE, it was be 
found that the GFF model has the least value of MSE at cross validation and 
testing sets but at training set, it has MSE value more than MLP model about 44 
and this is not a large difference. 
The size of the mean square error (MSE) can be used to determine how well 
the network output fits the desired output, but it does not necessarily reflect 
whether the two sets of data move in the same direction. For instance, by simply 
scaling the network output, we can change the MSE without changing the 
directionality of the data. The correlation coefficient (r) solves this problem 
(Principe et al., 2010). Eq.3.3 explains how the r is calculated.  As show in Table 
( 4.5) the correlation coefficient (r) for models are not less than 0.989, this means that 
the fit of the model to the data is reasonably very good. 
Mean absolute error is another factor to measure the models performance, eq.3.4 
explains how MAE is calculated. For LR model 21, 28.9 and 35 are the values of MAE at 
training, cross-validation and testing sets respectively. While MLP model has MAE 
8.8, 31 and 43.3 at training, cross validation and testing sets respectively. 
However, the value of the MAE for GFF model at training, cross validation and 
testing sets are 11.3, 17.4 and 28.5 respectively. Given the results of MAE, it 
was be found that the GFF model has the least value of MAE at cross validation 
and testing sets but at training set, it has MAE value more than MLP model about 
2.5 and this is not a large difference. 
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Note that MAE factor alone is not enough because its value can easily be 
misleading. For example, say that output data is in the range of 0 to 10. For one 
exemplar, the desired output is one and the actual output is two. Even though the 
two values are quite close and the MAE for this exemplar is one but the mean 
absolute percentage error is 100. Therefore, this research calculates the MAPE 
according to Eq.3.5. The value of the MAPE for LR model at training, cross 
validation and testing sets are 7.8, 9.3 and 11.3 respectively. While MLP model 
has MAPE 3.5, 9.6 and 7.8 at training, cross validation and testing sets 
respectively. However, the GFF model has MAPE 5, 4.6 and 6.1 at training, 
cross validation and testing sets respectively. Given the results of MAPE, it was 
be found that the GFF model has the least value of MAPE at cross validation and 
testing sets but at training set, it has MAPE value more than MLP model about 
1.5 and this is not a large difference. Figure ( 4.19) presents a comparison of the 
MAPE at training, cross validation, and test set for the three models including 
LR, MLP and GFF model. 
The previous results show that the models have excellent performance with 
minor differences between them. As well, the total MAPE presented in Figure 
( 4.19) shows that the GFF model has the best performance. 






















































Desired Cost in Thousand $
R2= 0,993
4.6.3 GFF Model Results  
 The accuracy of the best model developed by General Feed Forward sounds 
very favorably with data based from test set. It has been shown from the results 
that the model performs well and no significant difference could be discerned 
between the estimated output and the desired budget value. An average accuracy 
of 94.5% was achieved. Results of training, cross validation and test set are 
















Figure ( 4.21): Desired output and actual network output for training set exemplar. 




































Network as shown in Figures a perfect agreement between the actual and 
predicted values draws a 45-degree line, which means that the actual cost values 
equal the predicted ones figures (4.20), (4.21) and (4.22) indicates a reasonable 
concentration of the predicted values around the 45-degree line. The coefficient 
of determination between the actual and the predicted cost values were 0.996, 
0.993 and 0.987 for training, cross validation and test set respectively. 
Artificial neural networks is well suited to model complex problems where 
the relationship between the model variables is unknown also, ANN does not 
need any prior knowledge about the nature of the relationship between the 
input/output variables, which is one of the benefits that ANN has compared with 
most empirical and statistical methods. Although the ANNs have advantages, on 
the other hand there are disadvantages. The principal disadvantage being that 
they give results without being able to explain how they were arrived to their 
solutions. Their accuracy depends on the quality of the trained data and the 
ability of the developer to choose truly representative sample inputs. In addition 
to Trial and error method is the best solution to obtain the formula to decide what 
architecture of ANN should be used to solve the given problem and which 
training algorithm to use. One looking at a problem and decide to start with 
simple networks or going on to complex ones to get the optimum solution is 
within the acceptable limits of error.  
Figure ( 4.22): Desired output and actual network output for test set exemplar. 
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5 Chapter 5: Sensitivity Analysis 
Sensitivity analysis is the method that discovers the cause and effect 
relationship between input and output variables of the network. The network 
learning is disabled during this operation so that the network weights are not 
affected. The basic idea is that the inputs to the network are shifted slightly and 
the corresponding change in the output is reported either as a percentage or as a 
raw difference (Principe et al., 2010). 
The NeuroSolution program provides a useful tool to identify sensitive input 
variables called ‘‘Sensitivity about the Mean’’. The sensitivity analysis was run 
by batch testing on the GFF model after fixing the best weights then started by 
varying the first input between the mean ± one standard deviation, while all 
other inputs are fixed at their respective means. The network output was 
computed for 50 steps above and below the mean. This process was then 
repeated for each input. Finally, a report summarizing the variation of output 
with respect to the variation of each input was generated.  
Figure ( 5.1) shows the sensitivity analysis of the GFF model which includes 
nine graphs each of them represents the relation between one input and the output 
(budget per thousand $). 
Project scope parameter includes three choices; new project with a good soil, 
new project with a bad soil and rehabilitation projects that are coded as 
mentioned before in section  4.4 to numeric numbers 1, 2 and 3 respectively. 
“Network output(s) for varied input (project scope)” graph in Figure ( 5.1) shows 
that the new projects with a bad soil affecting on the budget more than the 
projects with a good soil and less than the rehabilitation projects. This simulates 
the fact significantly. 
Pavement type parameter includes two choices; interlock and asphalt type, 
which are coded as mentioned before in section  4.4 to numeric numbers 1 and 2 
respectively. “Network output(s) for varied input (pavement type)” graph in 
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Figure ( 5.1) shows that the asphalt pavement projects have a budget more than 
the interlock projects. This simulates the fact significantly. 
Each of sewage, water and lighting networks parameters include two choices; 
exist and not exist which are coded as mentioned before in section  4.4 to numeric 
numbers 1 and 0 respectively. “Network output(s) for varied inputs (sewage, 
water and lighting networks)” graphs in Figure ( 5.1) show that exist choice affect 
the budget output more than the not exist choice. This accurately simulates 
reality. 
Each of road length, curbstone length, sidewalk and island pavement area and 
pavement area parameters have a positive relationship with the budget output as 
seen in network output(s) for varied inputs graphs in Figure ( 5.1). However, the 
slopes of the curves vary according to impact strength of the parameters on the 













3.1 5.6 7.1 8.9 9.1 9.2
23.6 29.4
111.9
σ Standard deviation of the output(s) per thousand $
P.A means Pavement Area
The sensitivity analysis for the best GFF model was performed and the result 
is summarized and presented in Figure ( 5.2). 
 
Figure ( 5.2) shows the pavement area parameter has the greatest effect on the 
budget output where its influence exceeds the impact of other factors combined. 
The value 111.9 for the pavement area input parameter is the value of the 
standard deviation for 101 output values. These output values are recorded after 
training the model with fixing the best weights on a matrix data. All inputs are 
fixed on the mean value for each raw except the pavement area value which 
varied between (the mean – standard deviation) to (the mean + standard 
deviation). The second parameter affecting the total budget is (sidewalk and 
island pavement area) which has a quarter of the pavement area parameter 
impact. While lighting network parameter has one fifth of the (pavement area) 
parameter impact. It is clearly from Figure ( 5.2) that the remaining parameters 
have low impact on the output especially project scope.  
Road length has a weak impact, which may be due to the presence of the 
pavement area parameter. Likewise curbstone length has a weak impact, which 
may be due to the presence of the (sidewalk and island pavement area) 
parameter.  
Figure ( 5.2): Sensitivity about the mean. 
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6 Chapter 6: Building User Interface  
6.1 Introduction 
After testing GFF model using various projects and the results of the 
sensitivity analysis are logical then the model can be generalized. For more 
facilitation, Visual Basic (VB) interface was developed to facilitate data entry for 
the model. This interface provides the user with many alternative options 
according to the nine input parameters, which describe the project. 
6.2 Custom Solution Wizard (CSW) 
The custom solution wizard is a tool that will take an existing neural network 
created with NeuroSolutions and automatically generate and compile a Dynamic 
Link Library (DLL). This allows the programmer to incorporate neural network 
models easily into other NeuroDimension products and other applications, such 
as Visual Basic (VB) (Principe et al., 2010). 
While using the wizard to create the DLL, the option of creating a shell for 
any of the following programming environments can be given:  
 • Visual Basic. 
• Visual C++. 
• Microsoft Excel. 
• Microsoft Access. 
Each shell provides a sample application along with source code to give the 
programmer a starting point for integrating the generated DLL into the desired 
application. The generated neural network DLL provides a simple protocol for 
assigning the network input and producing the corresponding network output 
(Principe et al., 2010). 
6.3 Generating DLL 
The following steps were followed to generate DLL file using CSW tool: 
I. Choose Breadboard Type 
After the run, CSW the first panel appears is the "choose breadboard type" 
panel. This panel gives the option of using the active NeuroSolutions 
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breadboard or allows opening an existing NeuroSolutions breadboard for 
generating the neural network DLL. The active NeuroSolution breadboard is 
shown in Figure ( 6.1) is the breadboard of the best GFF model, which was 
chosen to create the DLL. 
II. Choose Project Type 
In this step as shown in Figure ( 6.2), the panel allows choosing the type of 
project with which the programmer prefers to use the generated DLL. In this 
research, the type that was chosen is Visual Basic 6. 











After the network DLL has been created, the Custom Solution Wizard 
creates a project shell in the format of Visual Basic 6. The shell is provided as a 
guide to help the programmer get started with developing a custom application 
using the generated neural network DLL. 
6.4 Visual Basic Interface 
The NeuroSolutions Object library is NeuroSolutionsOL.dll, which was 
installed in the Windows\System or Winnt\System32 directory (depending upon 
the operating system) during the Custom Solution Wizard installation. The 
NeuroSolutions Object Library provides a simple protocol (made up of properties 
and methods) for communicating with neural network DLLs generated by the 
Custom Solution Wizard. This protocol makes it extremely easy to use the 
generated network DLLs from within the application. The object library allows 
creating the NeuroSolution recall network type of neural network objects. 
 The easiest way to build a visual basic application for using a neural network 
DLL is to start with a project shell. A VB project shell was generated 
automatically as described in the previous section by choosing the VB project 
Figure ( 6.2): Choose project type. 
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type on the choose project type panel during the creation of the neural network 
DLL. This creates a sample application (with source code) that will load in the 
DLL and allow training the network and getting the networks output. 
The main aim of the VB application interface for the GFF model is to 
facilitate the data entry for the model. Figure ( 6.3) shows the interface drawn 
using VB buttons. Then the VB code was written into the VB shell code panel. 
All source codes used in programming the visual basic interface are represented 


















Figure ( 6.3): VB interface for the GFF model. 
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6.5 Using VB Interface 
As shown in Figure ( 6.3), the information required from the user can be 
divided into two categories according to information type:  
I. Text information 
At this type, information is determined by choosing from a drop-down list. 
This category includes five input parameters, which are:  
• Project scope: Here the user should specify the expected project scope. The 
available choices in this interface are three scopes: new project with a good soil, 
new project with a bad soil and rehabilitation project. 
• Pavement type: The user should specify the expected type of pavement. The 
available choices in this interface are either interlock or asphalt. 
• Sewage network: The user should specify if the project includes sewage network 
or not by choosing "exist" or "not exist" respectively from the list. 
• Water network: The user should specify if the project includes water network or 
not by choosing "exist" or "not exist" respectively from the list. 
• Lighting network: The user should specify if the project includes lighting 
network or not by choosing "exist" or "not exist" respectively from the list. 
II. Numeric information 
At this type, the user should be filling the blank by the amount in numeric 
form. This category includes four input parameters, which are:  
• Pavement area: The user should define the pavement area of the project in square 
meters. The area must range between (2100-35,000) m2. If the user inserts the 
area outside this range an error message will appears, see Figure ( 6.4). 
Figure ( 6.4): Pavement area error message. 
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• Sidewalk and island pavement area: The user should define the pavement area of 
the sidewalk and island in square meters. The area must range between (0-
23,500) m2. If the user inserts the area outside this range an error message will 
appears, see Figure ( 6.5). 
• Road length: The user should define the road length of the project in meters 
length. The length must range between (250-3,500) m2. If the user inserts the 
length outside this range an error message will appears, see Figure ( 6.6).  
• Curbestone length: The user should define the curbstone length of the project in 
meters length. The length must range between (0-6,000) m2. If the user inserts the 
length outside this range an error message will appears, see Figure ( 6.7).  
After defining the inputs parameters the user should click on the “Estimate 
the budget” button then the program will estimates the cost automatically 
according to the best weights of GFF model. The estimation cost will appear in 
dollars as a blue number to the right of the button as shown in Figure ( 6.3).  
Figure ( 6.5): Sidewalk and island pavement area error message. 
Figure ( 6.7): Curbestone length error message. 
Figure ( 6.6): Road length error message. 
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7 Chapter 7: Conclusion and Recommendations 
7.1 Conclusion 
Cost estimation done during the conceptual phase of the project cycle is 
usually calculated approximately, which leads to great inaccuracy (±20 % range). 
The reasons for that are due to the project details are not fixed as well as the lack 
of information. In such case, ANN could be a suitable tool for estimating project 
cost. Project managers in Gaza Strip, often need to estimate the cost of road 
projects at early stage quickly and approximately to provide funding or to obtain 
the adoption of the budget from decision-makers. Therefore, it is important to 
find a way to know the cost of the road projects in a short time with acceptable 
accuracy. 
The main objective of this research is to develop artificial neural networks 
model to estimate the cost at early stage of road projects in Gaza strip using 
parametric techniques. To achieve this there is a need for identifying the factors 
that affect the cost of road projects including subjective and risk-related factors 
that can be available at early stage. In addition to develop a comprehensive tool 
for parametric cost estimation using the optimum neural network model with 
friendly interface for users, where no need to previous knowledge of ANN to 
operate this model. 
Parametric cost estimating technique lead this research to study a lot of 
previous research and recognize the influential parameters in road construction 
cost at early stage. Delphi technique was used to identify nine factors that affect 
cost of road projects. 
Many projects were collected from the municipalities, Ministry of Public 
Works and Housing, contractors and consultants. Data collected were analyzed 
and the research problem identified. Therefore, a supervised learning algorithm 
was used for training the networks. This research depended on the 
backpropagation algorithm, which is a type of supervised learning algorithms 
that mostly used in civil engineering applications. The data was divided 
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randomly into three sets: training set, cross validation set and testing set 
according to these percentage 70%, 18% and 12% respectively. 
Three types of networks were used to build the models: linear regression as a 
traditional method for estimating, and the two most common kinds of feed 
forward patterns, which are multilayer perceptron and general feedforward. 
Topologies and architectures of ANN were adopted after several trials. The total 
accuracy performances of the best model of each type are 90.3%, 93.72% 94.5% 
for Linear Regression (LR), MultiLayer Perceptron (MLP) and General 
FeedForward (GFF) model respectively.  
GFF model was found the best model, which included one hidden layer with 
three neurons with sigmoid transfer function, and the output neuron had a tanh 
transfer function. The GFF model had Mean Absolute Percentage Error (MAPE) 
4.98%, 4.57% and 6.09 for training, cross validation and test sets respectively.  
Sensitivity analysis was done for GFF model, which showed that the 
pavement area parameter had the greatest effect on the budget output where its 
influence exceeded the impact of other factors combined. The second parameter 
affecting the total budget was sidewalk and island pavement area, which had a 
quarter of the pavement area parameter impact. While lighting network 
parameter had one fifth of the pavement area parameter impact. The remaining 
parameters had low impact on the output especially project scope. In addition, 
road length had a weak impact, which was due to the presence of the pavement 
area parameter. Likewise, curbstone length had a weak impact, which was due to 
the presence of the sidewalk and island pavement area parameter. 
This research used NeuroSolution program for developing the models due to 
its easy-to-use neural network development tools for Microsoft Windows and is 
seamlessly integrated with Microsoft Excel. A visual basic interface was 
developed to facilitate data entry for users, where no previous knowledge of 
ANN is needed to operate GFF models. The interface provided the user with 
many options according to the nine input parameters that describe the project. 
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This research was achieved the ability to estimate the cost of road projects at 
early stage and reducing the error rate to reach 5.5%. Artificial neural is well 
suited to model complex problems where the relationship between the model 
variables is unknown also, ANN does not need any prior knowledge about the 
nature of the relationship between the input/output variables, which is one of the 
benefits that ANN has compared with most empirical and statistical methods. 
Although the ANNs have advantages, on the other hand there are disadvantages. 
The principal disadvantage being that they give results without being able to 
explain how they were arrived to their solutions. Their accuracy depends on the 
quality of the trained data and the ability of the developer to choose truly 
representative sample inputs. In addition to Trial and error method is the best 
solution to obtain the formula to decide what architecture of ANN should be used 
to solve the given problem and which training algorithm to use. One looking at a 
problem and decide to start with simple networks or going on to complex ones to 
get the optimum solution is within the acceptable limits of error. 
7.2 Recommendations 
The following recommendations are the most important ones that can be 
deduced by this research. 
7.2.1 Decision-Makers in the Construction Sector 
In view of the extensive applications of ANN analysis, this approach will 
continue to make impressive gains. In fields requiring analytical tools for 
integration into the decision-making process, the predictive nature of ANN 
analysis, in particular for non-linear cases, will be an invaluable assistant. The 
complex nature of construction management will be fertile ground for additional 
growth. Therefore, the decision-makers in Gaza strip can benefit from neural 
networks. 
The commandment to decision-makers in construction sector (consultants - 
owners - financiers - contractors - Palestinian Central Bureau of Statistics) to pay 
more attention to archiving construction projects electronically to benefit from 
them in the future in various fields, particularly in the scientific research.  
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7.2.2 Association of Engineer’s and Engineering Colleges  
It is good to adopt ANN approach as an educational course within the study 
plan of the engineering colleges and educate students how to use ANN 
technology in cost estimation. In addition, to train engineers who are interested in 
estimating construction projects by training courses sponsored by the Association 
of Engineers.  
7.2.3 Recommendations for Further Studies 
Neural networks learn from examples therefore, the performance of a neural 
network model of cost estimation strongly depends on the quality and the 
quantity of examples. The more examples there are, the less the prediction error 
is. Thus, to study modeling and prediction methods, and construct an accurate 
prediction model of project costs, there is a need for reliable, high quality, full-
scale cost data of road projects of various types and conditions. 
The results are encouraging for further research of expanded data sets and 
give estimate for several outputs such as the networks costs, the project duration 
and others. 
ANN could be an appropriate tool to help solve problems, which come from a 
number of uncertainties such as cost estimation at the conceptual phase. Future 
work is needed to focus on developing an ANN model of cost estimation by 
incorporating other methods including fuzzy logic, case based reasoning, support 
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9 Appendix A: 





Private Sub Calculate_Click() 
 
' Used to  Estimate the budget according to the inputs 
 
Dim intMsg As String 
Dim StudentName As String 
Open "C:\ann\sigmoid 2\vb new\InputData.txt" For Output As #1 
Print #1, "project_scope" + Chr$(9) & "pavement_type" + Chr$(9) & 
"pavement_area" + Chr$(9) & "long_of_the_road" + Chr$(9) & 
"sewage" + Chr$(9) & "water_netywork" + Chr$(9) & 
"light_network" + Chr$(9) & "long_of_the_carbestone" + Chr$(9) & 
"pavment_area_of_(side_walk+_island)" 
Print #1, t1.Text + Chr$(9) & t2.Text + Chr$(9) & t3.Text + Chr$(9) 
& t4.Text + Chr$(9) & t5.Text + Chr$(9) & t6.Text + Chr$(9) & 
t7.Text + Chr$(9) & t8.Text + Chr$(9) & t9.Text 
Close #1 
 
'Get the network response as an array of outputs 
 
     Dim networkResponse As Variant 
     networkResponse = GetNetworkResponse 
     
'Clear contents of the list box 
 
     res.Text = "" 
 
'Get/Create the column labels for the output data 
 
     Dim outputLabelsArray As Variant 
     Dim i As Long 
If CheckIfFileOnFileSystem(DATA_PATH & "\", 
DESIRED_FILE_NAME) = True Then 
 Dim outputLabels As String 
Open DATA_PATH & "\" & DESIRED_FILE_NAME For Input As 
#1 
          Line Input #1, outputLabels 
        Close #1 
        outputLabelsArray = Split(outputLabels, Chr(9)) 
 Else 
ReDim outputLabelsArray(LBound(networkResponse, 2) To 
UBound(networkResponse, 2)) 
        For i = LBound(outputLabelsArray) To UBound(outputLabelsArray) 
          outputLabelsArray(i) = "Output#" & i + 1 
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         Next i 
End If 
     
Dim numberOfTrailingSpaces As Integer 
Dim outStr As String 
 outStr = " " 
    
For i = LBound(outputLabelsArray) To UBound(outputLabelsArray) 
        numberOfTrailingSpaces = 9 - Len(outputLabelsArray(i)) 
        If  (numberOfTrailingSpaces > 0) Then 
outStr = outStr & Chr(9) & outputLabelsArray(i) & 
Space(numberOfTrailingSpaces) 
        Else 
             outStr = outStr & Chr(9) & Left(outputLabelsArray(i), 9) 
        End If 
 Next i 
    outStr = outStr & vbCrLf 
     
'Prepare output data for display in text box. Limit to 1000 rows. 
 
    Dim j As Long 
    Dim maxRows As Long 
    maxRows = IIf(UBound(networkResponse, 1) > 1000, 1000, 
UBound(networkResponse, 1)) 
    For i = LBound(networkResponse, 1) To UBound(networkResponse, 1) 
        outStr = outStr & Format(i + 1, " ") & "    " 
        For j = LBound(networkResponse, 2) To UBound(networkResponse, 
2) 
            outStr = outStr & Chr(9) & Format(networkResponse(i, j), 
"0.0000000") 
        Next j 
        outStr = outStr & vbCrLf 
    Next i 
     
'Display output data in text box 
 
    res.Text = outStr 
End Sub 
 
' get the input of  project scope 
 
Private Sub Combo1_Click() 
If Combo1.Text = "Rehabilitation" Then 
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t1 = "3.0000000000000000e+000" 
End If 
 
If Combo1.Text = "New with a good soil" Then 
t1 = "1.0000000000000000e+000" 
End If 
 
If Combo1.Text = "New with a bad soil" Then 





' get the input of  pavement type 
 
Private Sub Combo2_Click() 
If Combo2.Text = "Asphalt" Then 
t2 = "2.0000000000000000e+000" 
Else 





' get the input of water network 
 
Private Sub Combo3_Click() 
If Combo3.Text = "Exist" Then 
t6 = "1.0000000000000000e+000" 
Else 




' get the input of lighting network 
 
Private Sub Combo4_Click() 
If Combo4.Text = "Exist" Then 
t7 = "1.0000000000000000e+000" 
Else 





' get the input of the sewage network 
 
Private Sub Combo5_Click() 
If Combo5.Text = "Exist" Then 
t5 = "1.0000000000000000e+000" 
Else 
t5 = "0.0000000000000000e+000" 
End If 
 
 End Sub 
 
' save the inputs to a text file 
 
Private Sub Command1_Click() 
Dim intMsg As String 
Dim StudentName As String 
Open "C:\ann\sigmoid 2\vb new\InputData.txt" For Output As #1 
Print #1, "project_scope" + Chr$(9) & "pavement_type" + Chr$(9) & 
"pavement_area" + Chr$(9) & "long_of_the_road" + Chr$(9) & "sewage" 
+ Chr$(9) & "water_netywork" + Chr$(9) & "light_network" + Chr$(9) & 
"long_of_the_carbestone" + Chr$(9) & 
"pavment_area_of_(side_walk+_island)" 
Print #1, t1.Text + Chr$(9) & t2.Text + Chr$(9) & t3.Text + Chr$(9) & 
t4.Text + Chr$(9) & t5.Text + Chr$(9) & t6.Text + Chr$(9) & t7.Text + 




' save the inputs to a text file 
 
Private Sub Command3_Click() 
 
Dim intMsg As String 
Dim StudentName As String 
Open "C:\ann\sigmoid 2\vb new\InputData.txt" For Output As #1 
Print #1, "project_scope" + Chr$(9) & "pavement_type" + Chr$(9) & 
"pavement_area" + Chr$(9) & "long_of_the_road" + Chr$(9) & "sewage" 
+ Chr$(9) & "water_netywork" + Chr$(9) & "light_network" + Chr$(9) & 
"long_of_the_carbestone" + Chr$(9) & 
"pavment_area_of_(side_walk+_island)" 
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Print #1, t1.Text + Chr$(9) & t2.Text + Chr$(9) & t3.Text + Chr$(9) & 
t4.Text + Chr$(9) & t5.Text + Chr$(9) & t6.Text + Chr$(9) & t7.Text + 




'Get the network response as an array of outputs 
 
    Dim networkResponse As Variant 
    networkResponse = GetNetworkResponse 
     
    'Clear contents of the list box 
 




 ' check input value  of pavement area 
 
Private Sub input_txt_LostFocus() 
If Val(input_txt.Text) >= 2100 And Val(input_txt.Text) <= 35000 Then 
t3 = calc(input_txt) 
Else 
MsgBox ("Value must be between 2,100 and 35,000") 




' calc the corresponding values 
 
Public Function calc(in_txt As String) As String 
l = Len(in_txt)   ' 2 
l1 = Mid(in_txt, 1, 1) 
r1 = Mid(in_txt, 2) 
a1 = l1 & "." & r1 
If l > 1 Then 
    
   zero_cnt = 14 - 1 
   For i = 1 To zero_cnt 
     a1 = a1 & "0" 
   Next i 
  a1 = a1 & "e+" 
  If l >= 9 Then 
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     a1 = a1 & "0" & l 
  End If 
  
If l < 9 Then 




If l = 1 Then 
     a1 = a1 + "000000000000e+000" 
End If 
calc = a1 
End Function 
 
' check input value  of road length 
 
Private Sub Text1_LostFocus() 
If Val(Text1.Text) >= 250 And Val(Text1.Text) <= 3500 Then 
t4 = calc(Text1) 
Else 
MsgBox ("Value must be between 250 and  3,500") 





' check input value  of sidewalk 
 
Private Sub Text2_LostFocus() 
If Val(Text2.Text) >= 0 And Val(input_txt.Text) <= 23500 Then 
t9 = calc(Text2) 
Else 
MsgBox ("Value must be between 0 and 23,500") 





' check input value  of curbstone 
 
Private Sub Text3_LostFocus() 
 
If Val(Text3.Text) >= 0 And Val(Text3.Text) <= 6000 Then 
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t8 = calc(Text3) 
Else 
MsgBox ("Value must be between 0 and  6000") 





' check  if the text file exist? 
 
Function CheckIfFileOnFileSystem(filePath As String, fileName As 
String) As Boolean 
    'Determine if a file with the given fileName exists in the given filePath 
    On Error GoTo ErrorHandler 
    Dim filePathName As String 
    filePathName = filePath & fileName 
    If StrComp(Dir(filePathName, vbNormal), fileName, vbTextCompare) 
<> 0 Then 
        CheckIfFileOnFileSystem = False 
    Else 
        CheckIfFileOnFileSystem = True 
    End If 
    On Error GoTo 0 
    Exit Function 
ErrorHandler: 
    CheckIfFileOnFileSystem = False 
End Function 
 
