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I-  Introduction: 
Since Richard Feynman talk “there is plenty of room in the bottom” in 1959, until today, 
nanotechnology and nanoscience has been increasingly attractive for researchers and industrial 
companies, in many applications such as coating, textile, medicine, and electronics. One of the 
major applications is nanosensors. Thanks to their surface to volume ratio, the properties of the 
nanostructures are very sensitive to their environment. Many nanomaterials were employed in 
the gas sensing applications, where the major attention was given for the carbon nanotubes 
(CNT) and inorganic semiconductors such as ZnS or CdSe. These 1D nanomaterials exhibit 
ultra-high surface-to-volume ratio, sensitivity, selectivity, response, and low power consumption, 
and they offer a high commercial potential in a myriad of fields including industrial safety. The 
global gas sensor market is estimated to be about $20 billion, while the subset of the nanosensor 
segment is only $13.1 million in 2014. The small market size is partially attributed to the lack of 
feasible manufacturing techniques allowing utilization of many novel nanomaterials for sensor 
applications. The complexity and the cost have prevented rapid growth of domestic nanosensor 
market despite tremendous progress in nanomaterials research and nanotechnology. 
Our research group discovered a solution-based, room-temperature crystallization process 
of making nanowires, which facilitates scalable manufacturing of nanowires directly on 
substrates and devices. The technique uses the electrocrystallization of organometallics and other 
charge-transfer compounds to produce conductive nanowires. The conductivity of these 
nanowires was shown to be sensitive to vapors like methanol, ammonia, and hydrogen sulfide. 
The technique could potentially solve some of the major problems of nanomanufacturing due to 
its simplicity, room temperature operation, and enabling the use of a wide range of new organic 
nanowires. 
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The shape and size control of the nanostructures is important because it determines the 
interfacial atomic arrangement of the material, thus it controls their properties. To date, majority 
of studies focus on using surfactants and surface-binding ligands to control the size of shape of 
nanoparticles synthesized in a solution. The interfacial energy between the crystal surfaces and 
the ligands determine the equilibrium shape of the crystal. 
In this work, we show how to control the crystal morphology of organometallic materials 
with electrocrystallization and without using any additive ligands, relying only on the crystal 
properties. We show the thermodynamic/kinetic control by studying the effect of the 
electrochemical parameters on the crystal growth habit as well as the effect of the substrate 
nature. The material used for this work is the partially oxidized potassium tetracyanoplatinate 
(K1.75Pt(CN)4∙1.5H2O) also known as Krogmann salt (K(def)TCP). The choice was made 
because of its anisotropic behavior and the high unidimensional conductivity. 
Chapter 2 presents a literature review on the principles of nucleation and growth of 
crystals and their relationship with the electrochemical parameters. The various techniques for 
the crystal morphology control and the thermodynamic and kinetic control parameters are 
reviewed. 
In chapter 3, the experimental methods used in the synthesis and characterization of the 
nanoparticles are described. The chapter covers the electrochemical setup as well as a brief 
presentation of the atomic force microscopy (AFM) and the scanning electron microscopy (FE-
SEM). 
In chapter 4, we show the results of the electrocrystallization of K(def)TCP. The effect of 
the concentration, the overpotential, and the current were studied. The results were evaluated and 
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analyzed, and a mathematical model that takes into consideration the different parameters is 
presented at the end of this chapter. 
Chapter 5 covers the mathematical modeling and Monte Carlo simulations of the crystal 
growth behavior. 
Chapter 6 summarizes the major conclusions of the work and makes a recommendation 
for future work.   
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II-  Literature review 
II-1-  Basics of crystal formation 
The interest of humans in crystals and crystallization extends back in history as far as the 
writings of men. The ancient peoples used crystals to make jewelries and for medical and 
religious purposes. Crystallization is used now for a myriad of applications and forms an 
important branch in modern science. 
Crystallization can be defined as the formation of an organized solid phase from a liquid, 
gas, or a solution. When crystallized, the atoms or molecules assemble with a certain order, 
called the crystal structure, giving the solid its unique optical, electrical, and mechanical 
properties. The crystallization can occur naturally as in the formation of snowflakes or the 
geological formation of gemstones, or by industrial processes such as the cooling of melted 
solids and drug precipitation from a solution. Although the electrochemistry was discovered in 
1796 by Alessandro Volta, the electrocrystallization was not used to control crystal formation 
until the beginning of the 20th century. The electrical potential is used as a driving force to form 
the crystals. The electrocrystallization was primarily used for the electrodeposition of alloys and 
galvanic coatings, but it is widely used now for many applications. In this work, we use it to 
study and control the growth of nanoparticles and organic crystals.  
The crystal formation involves two basic stages nucleation and crystal growth. We will 
review in this section the crystal formation mechanisms and the theoretical models that describe 
its thermodynamics and kinetics. 
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II-1-1- Nucleation  
The nucleation is the first step in the crystal formation. The particles (atoms or 
molecules) accumulate together and create a cluster or a nucleus, when it reaches a certain size, 
the cluster grows and the crystal forms, otherwise it diminishes. When the particles assemble in 
the free space, it is called a homogeneous nucleation, however if it the nucleation happens on a 
foreign object, it is called a heterogeneous nucleation. 
II-1-1-1- Classical nucleation theory 
When the crystal is being formed, an energetic competition takes place between the 
surface and the internal volume. In the classical nucleation theory, the size of the nucleus r is a 
continuous variable and the change in the Gibbs free energy is written as the sum of the free 
energy of the created volume and the free energy of the created interface (Figure 1): 
∆𝐺 = −
4
3
𝜋𝑟3∆𝜇 + 4𝜋𝑟2𝛾          Eq. 1 
Δµ is the new phase energy per unit volume or the driving force, and γ is the interfacial 
energy per unit area. The critical size rc of the nucleus corresponds to the maximum of the 
change of the free energy (
𝜕∆𝐺
𝜕𝑟
|
𝑟𝑐
= 0). The crystal formation depends on the critical size and 
needs to overcome the energetic barrier: 
𝑟𝑐 =
2𝛾
∆𝜇
          Eq. 2       𝑎𝑛𝑑        ∆𝐺𝑐 =
16𝜋
3
𝛾3
∆𝜇2
          Eq. 3 
If the nucleus cannot overcome the energy barrier (∆𝐺𝑐) it dissolves, otherwise the 
crystal grows. The expressions show that both of the critical size and the energy barrier are 
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inversely proportional to the driving force (∆𝜇). This means that the nucleation is easier when 
the driving force is higher. 
 
Figure 1- Evolution of the free energy with respect to the nucleus size 
In the presence of impurities or foreign objects, the nucleation energy can change 
dramatically. The energy barrier reduces and the nucleation becomes relatively easier. 
 
Figure 2- Heterogeneous nucleation 
The change in the free energy can be expressed as follows: 
∆𝐺ℎ𝑒𝑡 = −𝑉𝜇 + 𝑆𝐿𝐶  𝛾𝐿𝐶 + 𝑆𝑆𝐶  𝛾𝑆𝐶 − 𝑆𝑆𝐶  𝛾𝑆𝐿          Eq. 4 
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The critical Gibbs free energy for the homogeneous nucleation is related to the one in 
homogeneous nucleation with a factor that depends on the angle θ: 
∆𝐺ℎ𝑒𝑡 = 𝑓(𝜃) ∆𝐺ℎ𝑜𝑚          Eq. 5 
𝑓(𝜃) =
(2 + 𝑐𝑜𝑠𝜃)(1 − 𝑐𝑜𝑠𝜃)2
4
          Eq. 6 
II-1-1-2- Atomistic nucleation theory 
In the atomistic nucleation theory, the size of the nucleus is expressed with the number of 
particles that joined the crystal (Figure 3). The change in the Gibbs free energy is written as 
follows: 
∆𝐺 = −𝑛∆𝜇 + 𝛷(𝑛)          Eq. 7 
Δµ is the difference between the chemical potentials of the crystal and liquid phases, and 
Φ(n) is the interfacial energy. The critical size nc of the nucleus corresponds to the maximum of 
the change of the free energy (
𝜕∆𝐺
𝜕𝑛
|
𝑛𝑐
= 0). The crystal formation depends on the critical size 
and needs to overcome the energetic barrier. This yields to the general condition for the crystal 
growth: 
∆𝜇 =
𝑑𝛷(𝑛)
𝑑𝑛
|
𝑛𝑐
           Eq. 8 
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Figure 3- Evolution of the free energy with the atomistic approach 
II-1-1-3- Nucleation rate 
The rate of nucleation J(t) is the measure of how fast the transformation of the liquid 
particles into a nucleus of the new crystalline phase1. The steady state rate can be expressed 
using Arrhenius equation: 
𝐽 = 𝑍0𝑊𝜆
−1𝑒𝑥𝑝 (−
∆𝐺𝑐
𝑘𝑇
)           Eq. 9 
Where Z0 is the number density of active sites on the substrate, W is the frequency of 
attachment of particles to the nucleus and λ-1 is the Zeldovich factor which accounts for the 
difference between the quasi-equilibrium and the stationary number of critical nuclei. In the 
classical nucleation theory λ-1 has the following expression1: 
𝜆−1 = √
∆𝐺𝑐
3𝜋 𝑛𝑐2 𝑘𝑇
          Eq. 10 
II-1-2- Crystal growth 
Crystal growth is the step after the formation of a stable nucleus. It consists of series of 
processes by which particles attach to the surface of the crystal allowing the expansion of the 
crystal size. The crystal growth process can be summarized as follows1: 
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1- Diffusion of particles in the solution 
2- Adsorption/attachment the particles to the surface 
3- Hopping of particles on the surface 
4- Attachment of particles to edges 
The first process happens in the solution before being attached to the crystal, the three 
last ones happen on the surface. The processes occur in series, so the overall rate is governed by 
the slowest one. The overall crystal growth is transport controlled if the first step is the slowest, 
however it is surface controlled if the surface steps are slower. 
The surface energies and kinetics define the crystal shape and size. We will discuss how 
to control the crystal morphology using thermodynamics and kinetics in the paragraph II-2. 
II-1-3- Thermodynamics of the crystal growth 
The change in the free energy of the system {crystal, substrate, solution} can be written 
as: 
𝑑𝐺 = −𝑆𝑑𝑇 + 𝑉𝑑𝑃 − 𝜇𝐿𝑑𝑁𝐿 + 𝜇𝐶𝑑𝑁𝐶 +∑𝛾𝑖
𝑖
𝑑𝑆𝑖          Eq. 11 
At constant temperature and pressure, and when the net rate of particles exchange 
between the crystalline and the solution phases is zero, the free energy is: 
𝑑𝐺 =∑𝛾𝑖
𝑖
𝑑𝑆𝑖          Eq. 12 
At equilibrium, the free energy is minimized and the crystal volume is constant (𝛿𝑉 =
𝛿(∑ℎ𝑖𝑆𝑖) = 0): 
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𝑑𝐺 =∑𝛾𝑖
𝑖
𝑑𝑆𝑖 = 0          Eq. 13 
∑𝑆𝑖
𝑖
𝛿ℎ𝑖 =∑ℎ𝑖
𝑖
𝛿𝑆𝑖 = 0          Eq. 14 
The combination of both conditions gives the Wulff theorem: 
𝛾1
ℎ1
=
𝛾2
ℎ2
= ⋯ =
𝛾𝑛
ℎ𝑛
          Eq. 15 
 
Figure 4- Illustration of the Wulff construction 
γ1, γ2… γn are the surface energies of the different facets of the crystal. In solids, the 
surface energy is defined as the necessary free energy to create the new surface. The creation of 
new surfaces needs the rupture of some atomic bonds across the surface. For covalently bonded 
crystals, only bonds between nearest neighbors are considered (Harkin’s model). The surface 
energy of a crystallographic plane can be calculated as follows: 
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𝛾 =
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑏𝑟𝑜𝑘𝑒𝑛 𝑏𝑜𝑛𝑑𝑠
𝑠𝑢𝑟𝑓𝑎𝑐𝑒 𝑎𝑡𝑜𝑚  ×𝑏𝑜𝑛𝑑 𝑒𝑛𝑒𝑟𝑔𝑦
2 ×𝑎𝑟𝑒𝑎 𝑝𝑒𝑟 𝑎𝑡𝑜𝑚
 
In order to include the interaction with further layers, Harkin’s model can lead to some 
errors, especially for high crystallographic indices. Density functional theory (DFT) calculations 
offers a more accurate method to calculate the interfacial energies 
The Wulff theorem suggests that in equilibrium, the interfacial energies of the crystal 
facets are the only factor that determines the crystal shape: the relative growth rate of the facets 
is equal to the surface energy ratio (
ℎ̇𝑖
ℎ̇𝑗
=
𝛾𝑖
𝛾𝑗
). Despite the beauty of the theorem, the experiments 
showed that the thermodynamics is not sufficient to define the crystal shape, and the kinetic 
parameters of the crystal growth have an effect on the morphology as described in the following 
section. 
II-1-4- Kinetics of the crystal growth 
The kinetics of the different growth steps govern the overall kinetics of the crystal 
growth. The first step for the molecules to be attached to the crystal is to travel from the solution 
to the crystal surface. The driving force of the molecular diffusion is the solution concentration 
gradient. When the first particles create the critical nucleus, the surrounding particles will join 
the crystal, which will create a layer of a dilute zone around the crystal. That will push the 
particles in the rest of the solution to move and restore the homogeneous concentration. The 
diffusion phenomenon was studied by Adolf Fick in 1855 who modeled it with two laws2: 
𝐽(𝑟, 𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ = −𝐷 ∇⃗ 𝐶(𝑟, 𝑡)          Eq. 16 
𝑑𝐶(𝑟, 𝑡)
𝑑𝑡
= 𝐷 ∆𝐶(𝑟, 𝑡)          Eq. 17 
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Where 𝐶(𝑟, 𝑡) is the concentration of the solution, 𝐽(𝑟, 𝑡)⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗  ⃗ is the diffusion rate, D is the 
diffusion constant, ∇⃗  is the gradient operator and ∆ is the Laplacian operator. 
The first law (15) describes how the diffusion rate is related to the gradient of the 
concentration: the particles travel from the zones of high concentration to lower concentration. 
The second law describes how the concentration changes over time function of the spatial 
distribution of the concentration. 
The kinetics of the surface attachment follow the general rules of chemical reactions. The 
particles need to overcome an energy barrier to join the crystal, and the rate is proportional to the 
concentration of the solution: 
𝑅 = 𝑘𝐶𝛼𝑒−
∆𝐺
𝑘𝑇           Eq. 18 
α is the order of the reaction and k is a proportionality constant. The rate of surface 
attachment can be controlled by changing the concentration, the temperature, or an external 
potential.  
In electrocrystallization, the growth rate can be controlled with the applied potential. We 
will discuss the thermodynamic and kinetic mechanisms of the electrocrystallization in the next 
section. 
II-2-  Mechanisms of electrocrystallization 
The electrocrystallization is a crystallization reaction where the driving force is the 
electric potential. It is a first order phase transition occurring at electrochemical solid/liquid 
interfaces. We will discuss in this section the concepts of the electrochemical setup, the 
thermodynamics and the kinetics of the electrocrystallization reaction. 
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II-2-1- Electrochemical setup 
An electrochemical reaction is a redox reaction which involves electron transfer at the 
interface between an electrode and an electrolytic solution. If a chemical reaction can generate 
spontaneously an electric current when the electrodes are connected with a conductor, in this 
case we obtain a galvanic cell. An electrolysis however uses an external electric potential to 
produce a chemical reaction. The reaction takes place in an electrolytic cell.  
The electrolytic cell is composed of an electrolytic solution which contains the 
electroactive species, the electrodes where the application of the electric potential and transport 
the current occur, and a potentiostat/galvanostat that controls and measures the electric 
parameters. 
Many configurations can be used to make an electrolytic cell. The most common systems 
are two-electrodes, three-electrodes, and four electrodes. The most basic one is the two-electrode 
setup, where we apply an electric potential between the working electrode (WE) and the 
reference electrode (RE). Despite its simplicity, this system has a measurement issue because the 
potential and the current cannot be measured separately. The three-electrode system fixes the 
problem by adding the counter electrode (CE) to separate the current from the potential 
references. There is also a four-electrode system, not very common, usually used in impedance 
measurement of the electrolytic solution. In this work, we use only the three-electrode system. 
In the three-electrode system (Figure 5), the working electrode (WE) is where the 
reaction of interest is happening (electrocrystallization in our case), and it is usually made of an 
inert material, such as gold or platinum to form a foreign substrate for the heterogeneous 
nucleation. The reference electrode (RE) has a fixed potential that serves as a reference for the 
control and the measurement of the electrolytic cell potential. The current flow through RE is 
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zero because of its high impedance. The counter electrode (CE) is the one that closes the electric 
circuit and make the current flow possible. It is also made of an inert material and do not 
participate in the reaction. 
All the three electrodes are connected to a potentiostat or a galvanostat which are 
electronic instruments that control and measure the electric parameters (potentials and currents) 
of the electrochemical cell (Figure 6). While they have the same basic electronic configuration, 
the potentiostat controls the potential difference between WE and RE so that it is equal to the 
value specified by the user (Einput). The galvanostat, in the other hand, controls the current flow 
between CE and WE. The user can switch between the two modes (by switching the position of 
S).  
 
 
Figure 5- Three-electrode electrochemical setup 
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Figure 6- Simplified scheme of a potentiostat/galvanostat 
II-2-2- Thermodynamics of electrocrystallization 
Gibbs was the first to study the electrocrystallization theoretically in 1899. He introduced 
the electrochemical potential of the different phases of the system to make the relationship 
between the chemical and the electric potential1–3: 
𝜇 = 𝜇0 + 𝑘𝑇 ln(𝑎) + 𝑧𝑒𝜙          Eq. 19 
𝜇0is the standard chemical potential, k is Boltzmann constant, T is the temperature, a is 
the activity, z is the valence of the material ions, e the electron charge, and ϕ is the electric 
potential. 
An electrochemical system is composed of an electrolyte solution of the material ions 
(Mz), where z is the valence and 𝜇𝑠,𝑒𝑞is its electrochemical potential, a crystal of the same 
material (M) where 𝜇𝑐,𝑒𝑞is its electrochemical potential and 𝜙𝑤𝑒,𝑒𝑞is its Galvani potential, and an 
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inert foreign substrate as a working electrode whose Galvani potential is 𝜙𝑤𝑒,𝑒𝑞. When adsorbed 
in the foreign substrate the particles will have the electrochemical potential 𝜇𝑎𝑑,𝑒𝑞. At the 
equilibrium state, all the electrochemical potentials are equal, and we get the following equation: 
𝜇𝑠,𝑒𝑞 = 𝜇𝑐,𝑒𝑞 = 𝜇𝑎𝑑,𝑒𝑞          Eq. 20 
Where: 
𝜇𝑠,𝑒𝑞 = 𝜇𝑠
0 + 𝑘𝑇 ln(𝑎𝑠,𝑒𝑞) + 𝑧𝑒𝜙𝑠,𝑒𝑞             Eq. 21 
𝜇𝑐,𝑒𝑞 = 𝜇𝑐
0 + 𝑧𝑒𝜙𝑐,𝑒𝑞                                         Eq. 22 
𝜇𝑎𝑑,𝑒𝑞 = 𝜇𝑎𝑑
0 + 𝑘𝑇 ln(𝑎𝑎𝑑,𝑒𝑞) + 𝑧𝑒𝜙𝑐,𝑒𝑞      Eq. 23 
The combination of equations 11, 12 and 13 leads to Nernst equation: 
𝐸𝑒𝑞 = 𝐸
0 +
𝑘𝑇
𝑧𝑒
ln(𝑎𝑠,𝑒𝑞)            Eq. 24 
Where 𝐸𝑒𝑞 = 𝜙𝑐,𝑒𝑞 − 𝜙𝑠,𝑒𝑞is the equilibrium potential and  𝐸
0 =
(𝜇𝑠
0−𝜇𝑐
0)
𝑧𝑒
 is the standard 
potential. Nernst equation describes the electrochemical relations between the electric and 
chemical potential in equilibrium state.  
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Figure 7- Equilibrium diagram for a crystal with its ionic solution 
When the system deviates from the equilibrium, it can be in one of two states: if the 
electrochemical potential of the crystalline phase 𝜇𝑐,𝑒𝑞 is lower than the electrochemical potential 
of the solution 𝜇𝑠 we get the electrochemical supersaturation (point C in figure-4), else when 
(𝜇𝑠 < 𝜇𝑐,𝑒𝑞) we get the electrochemical undersaturation. The electrochemical system tends 
always to go to the equilibrium (𝜇𝑠 = 𝜇𝑐,𝑒𝑞), so if it is in the supersaturation state the particles 
will transform from the ionic solution to the crystalline phase, which results in the crystal 
formation and growth. Contrariwise, when the system is undersaturated, the crystalline phase 
will dissolve into the solution. 
The state of the system can be defined by evaluating the quantity ∆𝜇 = 𝜇𝑠 − 𝜇𝑐,𝑒𝑞. ∆𝜇 is 
the driving force of the electrochemical phase transition. It can be expressed function of the 
controllable physical quantities (electrical and chemical): 
∆𝜇 = 𝑧𝑒𝜂          Eq. 25 
Where: 
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𝜂 =  𝐸𝑒𝑞 − 𝐸           Eq. 26    or 
𝜂 =
𝑘𝑇
𝑧𝑒
ln (
𝑎𝑠
𝑎𝑠,𝑒𝑞
)         Eq. 27 
η is called the cathodic overpotential. It is clear from the equations 17 and 18 that the 
supersaturation/undersaturation can be controlled either by manipulating the electric potentials 
(E, Eeq) or the chemical activities (as, as,eq). 
II-2-3- Kinetics of electrocrystallization 
The kinetics of electrocrystallization are the same kinetics of the nucleation and crystal 
growth in heterogeneous crystallization, but with a specific driving force which is the electric 
potential. The nucleation rate has the same expression as Eq. 9, where the frequency of 
attachment is1: 
𝑊 = 𝑘𝑣 exp (−
𝑈
𝑘𝑇
) exp (−
𝛼𝑧𝑒𝐸
𝑘𝑇
)           Eq. 28 
𝑘𝑣is a proportionality factor, α is the charge transfer coefficient and U is the energy 
barrier to transfer an ion from the electrolyte to the critical nucleus at an electric potential E=0. 
The stationary nucleation rate J0 at λ-1 → 1 is1: 
𝐽0 = 𝑍0𝑘𝑣(𝛾𝑒𝑞𝐶𝑒𝑞)
1−𝛼
exp (−
𝑈 + 𝛼𝑧𝑒𝐸0 + 𝛷(𝑛𝑐)
𝑘𝑇
)exp(
(𝑛𝑐 + 𝛼)𝑧𝑒𝜂
𝑘𝑇
)           Eq. 29 
Where 𝐶𝑒𝑞is the equilibrium concentration of the electrolytic solution and 𝛾𝑒𝑞 is the 
corresponding activity coefficient (𝑎𝑒𝑞 = 𝐶𝑒𝑞𝛾𝑒𝑞). 
The rate of the crystal growth obeys the kinetics law of a first order reaction: 
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𝑅 = 𝑘𝐶(0, 𝑡) exp (−
∆𝐺
𝑘𝑇
)           Eq. 30 
𝐶(0, 𝑡) is the concentration at the interface of the electrode. The net rate is the difference 
between the rates of the reduction and oxidation reactions: 
𝑅𝑛𝑒𝑡 = 𝑘𝑂𝐶𝑂(0, 𝑡) exp (−
∆𝐺𝑂
𝑘𝑇
) − 𝑘𝑅𝐶𝑅(0, 𝑡) exp (−
∆𝐺𝑅
𝑘𝑇
)           Eq. 31 
Leading to the current-potential relationship known as Butler-Volmer formulation2: 
𝑖 = 𝑧𝑒𝐴𝑘0 (𝐶𝑂(0, 𝑡) exp (−
𝛼𝑧𝑒(𝐸 − 𝐸0)
𝑘𝑇
) − 𝐶𝑅(0, 𝑡) exp (
(1 − 𝛼)𝑧𝑒(𝐸 − 𝐸0)
𝑘𝑇
))           Eq. 32 
The net current of the electrocrystallization reaction is proportional to the rate. By 
including the bulk concentrations, we can establish a current-overpotential relationship2: 
𝑖 = 𝑖0  (
𝐶𝑂(0, 𝑡)
𝐶𝑂𝑏
𝑒−
𝛼𝑧𝑒𝜂
𝑘𝑇 −
𝐶𝑅(0, 𝑡)
𝐶𝑅𝑏
𝑒
(1−𝛼)𝑧𝑒𝜂
𝑘𝑇 )           Eq. 33 
𝑖0 = 𝑧𝑒𝐴𝑘0𝐶𝑂𝑏
(1−𝛼)𝐶𝑅𝑏
𝛼
 is the exchange current, 𝐶𝑂𝑏 and 𝐶𝑅𝑏 are the bulk 
concentrations, and 𝜂 = 𝐸 − 𝐸𝑒𝑞 is the overpotential. The Butler-Volmer equation is a 
fundamental relationship between the current, the potential and the concentration of the 
electrolytic cell. The first part counts for the anodic current, while the second is the cathodic 
current (Figure 8). 
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Figure 8- The cathodic, anodic, and net current density as function of the overpotential 
II-3-  Synthesis of cation-deficient potassium tetracyanoplatinate K(def)TCP 
II-3-1- Krogramann’s salts 
Krogmann’s salts were discovered by the German Klaus Krogmann in 1960. They are 
characterized by a chain of square planar coordination complex of platinum and cyanide. The 
platinum chain gives the compounds unique electric properties that make them very interesting 
for many applications. One of the interesting chemical properties of these compounds is the 
possibility to partially oxidize the tetracyanoplatinate groups containing platinum atoms in a 
nonintegral oxidation state. This property enables the production of a wide variety of new 
chemical products with different optical and electric properties. 
The modification of the chemical composition of Krogmann’s salts can change the 
interatomic distance between platinum in the tetracyanoplatinate chain (Table 1). The Pt-Pt 
distance variation can produce a variety of compounds from electric insulators to materials with 
one dimensional metallic conductivity. This property is the result of the overlapping of the Pt dz2 
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orbitals which creates electron delocalization (Figure 9). The electrical conductivity along the 
platinum chain can be 105 greater than the conductivity perpendicular to the chain. 
 
Figure 9- Chain of [Pt(CN)4] showing the overlapping of Pt dz
2 orbitals4 
 
Table 1-  Crystal Structure and Conductivity of Partially Oxidized Tetracyanoplatinate Metals4 
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II-3-2- Synthesis, structure, and properties of K(def)TCP 
The chemical formula of the cation deficient potassium tetracyanoplatinate sesquihydrate 
is K1.75Pt(CN)4.1.5H2O. It was reported that the compound can be synthesized using either a 
chemical or an electrochemical reaction. Williams et al. studied the chemical synthesis which 
consists of dissolving dipotassium tetracyanoplatinate (K2Pt(CN)4.3H2O) into hot water acidified 
with sulfuric acid (H2SO4), then adding 20% hydrogen peroxide for oxidation: 
                                    8𝐾2[𝑃𝑡(𝐶𝑁)4]. 3𝐻2𝑂 + 𝐻2𝑆𝑂4 + 𝐻2𝑂2
𝐻2𝑂
→   
8𝐾1.75[𝑃𝑡(𝐶𝑁)4]. 1.5𝐻2𝑂 + 14𝐻2𝑂 + 𝐾2𝑆𝑂4          Eq. 34 
 After stirring, cooling and filtering, the K1.75Pt(CN)4.1.5H2O needle-shaped crystals form 
with a bronze color. The reported yield is 46% of the initial K2Pt(CN)4.3H2O. 
The electrochemical reaction was first reported by J. Miller. He used a 0.2M aqueous 
solution of K2Pt(CN)4 in an electrolysis cell including platinum anode and cathode, then he 
applied an electric potential of 1.5V. The reaction produced needle crystals of 
K1.75Pt(CN)4.1.5H2O and dihydrogen gas at the cathode following the two half-cell reactions: 
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1.75 𝐾+ + 𝑃𝑡(𝐶𝑁)4
2−
+ 1.5𝐻2𝑂
𝐻2𝑂
→  𝐾1.75[𝑃𝑡(𝐶𝑁)4]. 1.5𝐻2𝑂 + 0.25?̅?          Eq. 35 
2𝐻2𝑂 + 2?̅? → 𝐻2 + 2𝑂𝐻
−          Eq. 36 
The structure of the cation-deficient partially oxidized tetracyanoplatinate (K(def)TCP) 
was fully studied by Williams et al. using single crystal neutron diffraction method. The crystal 
has a triclinic unit cell with cell parameters a=10.360Å, b=9.303Å, c=11.832Å, α=77.57°, 
β=114.75° and γ=73.64°.  
 
Figure 10- The unit cell of K(def)TCP showing the nonlinear Pt chain5 
The unit cell comprises a zig-zag in the platinum chain with a bond angle of 173.25° 
between Pt(1)-Pt(2)-Pt(3) and a non-symmetric interatomic distances of 2.961Å and 2.965Å. The 
relatively short distance indicates a strong Pt-Pt metallic bond. The repulsive π-π cyanide 
interaction (negative charges of CN) creates a torsion angle between the consecutive 
tetracyanoplatinate groups. The torsion angle is between 38.46° and 51.82°, which deviates from 
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the equilibrium angle (45°). The zig-zag and the torsion angle deviation are the result of the 
asymmetric electrostatic interaction between the potassium ion and the cyanide group (K+----N-
C-Pt(2)). The water hydrogen bonding serves to maintaining the structure of the crystal by cross-
linking the Pt(CN)4
-
 chains. 
According to the reported studies, the produced K(def)TCP crystals have a needled-shape 
along the c-direction of the unit cell (parallel to the platinum chain) with a bronze color. The 
electric conductivity of the crystals is ~100 Ω-1.cm-1 along the c-direction. The conductivity is 
lower than other anion-deficient KTCP, such as K2Pt(CN)4Br0.30.3H2O (KCP-Br) which can 
reach ~1000 Ω-1.cm-1. This is due to the relatively larger Pt-Pt distance in the K(def)TCP 
(2.96Å> 2.89Å) inducing a lower overlapping of the Pt dz
2 orbitals. The crystals can lose water 
molecules easily, causing a degradation of the material since water hydrogen bonding is what 
keeps the platinum chains together. It needs to be stored over a saturated solution of NH4Cl and 
KNO3 with a relative humidity of 72% at room temperature. 
II-3-3- Synthesis of K(def)TCP nanoparticles  
L. Li6 and P. Jahanian7 obtained electrocrystallized K(def)TCP on highly oriented 
pyrolytic graphite (HOPG) upon the application of a potential pulse of 1.5V for 0.1s in 0.07 M of 
K2Pt(CN)4 in deionized water. The size range is of 0.6-5 µm in length and 0.1-0.5 µm in width, 
with an aspect ratio of 3.2 ± 0.9. When electrocrystallized on a gold nanoparticles (GNP) 
decorated HOPG, the morphology and the size of the K(def)TCP is highly dependent on the size 
of the GNP (Figure 12). It was observed that most K(def)TCP nanocrystals are oriented with 
their rod axis perpendicular to the seed/crystal interface while the rest are attached tangentially to 
the GNP surface, which suggests a preferential molecular attachment or nucleation direction of 
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the crystal on the GNP seed. The study showed that the seed-mediated electrocrystallization can 
be used to control the nucleation and growth of the nanorods. 
 
Figure 11- FE SEM image of K(def)TCP crystals electrochemically deposited on HOPG7 
 
Figure 12- (a) FE SEM images of K(def)TCP crystals electrochemically deposited on 
GNP, (b) Average GNP diameter vs Average K(def)TCP diameter7 
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II-4-  Morphology control of nanoparticles 
The recent studies in nanotechnology showed the dependence of the nanocrystals 
properties on their size and shape. When the crystal has a size of ~1-100nm, its properties change 
significantly from those of bulk size, since their behavior is dominated by the quantum effects. 
For instance, gold is known with its unique yellow color. At the nanoscale, gold nanoparticles 
can have red or purple colors, which is caused by the confinement of the electrons with the size 
of the particles. The high surface to volume ratio of nanoparticles enables the control their 
interfacial reactivity. This property is used to produce effective catalytic materials and to 
enhance the sensitivities of the chemical sensors. The size of the nanoparticles influences many 
properties such as electrical conductivity, fluorescence, and magnetic permeability. This makes 
the size control of nanoparticles a great tool to tune the properties of matter. 
The shape of nanocrystals has also an effect on their properties. When two nanocrystals 
have different shapes, the facets ratio of their surfaces is different. Each facet of the crystal has a 
unique surface energy and a chemical reactivity, which affects the overall interaction of the 
nanocrystal with its environment. Xu et al.8 studied the effect of silver nanoparticle shapes on the 
specific reaction rate of styreneconversion. They showed that the rate of conversion over 
nanocubes is over 14 times higher than that on nanoplates and four times higher than that on 
spherical nanoparticles (Figure 13). This was explained by the fact that the catalytic activity on 
the {100} planes is higher than that on {111} planes. The shape change can affect the optical 
properties of nanocrystals. Chao9 compared the extinction efficiencies between cubic and 
spherical LaB6 particles. The spherical particles showed narrower spectrum for all sizes of 
particles, in the other hand, cubic particles had higher peaks especially for larger particle sizes. 
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Figure 13- Specific reaction rate of styrene conversion over truncated triangular, near-
spherical, and cubic silver nanoparticles. Reaction time: 3 h.8 
Many recent works focused on how to control the shape and size of the particles and 
many strategies were established on the efficient way to master the properties tunability tool. 
Many classifications were presented on how to control the nucleation and growth of 
nanocrystals. We will present in this section the thermodynamic/kinetic classification approach. 
This approach is based on the competition between the different processes rates of the crystal 
formation (Diffusion, adsorption/attachment, hopping). As shown in the free energy scheme 
illustrated in Figure 14, The kinetic product (shape-I) is thermodynamically less favorable 
compared to the thermodynamic product (shape-II), because it has a higher free energy. 
However, when the atoms (or molecules) attach to the crystal, it is easier to overcome the energy 
barrier EaI (lower than EaII), which makes the reaction rate (𝑅 = 𝐴𝑒
−
𝐸𝑎
𝑘𝑇) of the kinetic product 
higher than the thermodynamic one. On the other hand, the adsorbed atoms tend to move to more 
thermodynamically stable positions (i.e. lower free energy). So, if the attachment rate is slower 
than the hopping rate, we will obtain an overall product more stable thermodynamically. The 
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thermodynamic/kinetic control can be achieved by changing the crystal formation parameters, 
such as temperature, concentration, surfactants, etc. 
 
Figure 14- Schematic illustrations of two different scenarios of thermodynamic versus 
kinetic control that involve (A) two parallel reactions (B) a series of sequential reactions10 
II-4-1- Thermodynamic control 
The thermodynamic shape is obtained by increasing the relative ratio between atoms 
hopping rate and deposition (attachment) rate. This can be usually achieved either by keeping the 
crystal for a long time after deposition, slowing the deposition process or increasing the 
temperature. The deposition rate can be controlled by changing the driving force (concentration, 
electric potential, etc.). 
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In vacuum, the equilibrium shape is determined when the free energy of the crystal 
reaches its global minimum which leads to the Wulff construction (§II-1-3-). The Wulff shape 
depends on the relative surface energies, which depends on the crystal structure (Body-centered 
cubic, face-centered cubic, etc.). For example, using the Harkin’s model (only bonds between 
nearest neighbors are considered) in the simple cubic structure the surface energies of the low 
index planes are related as follows: 𝛾111 = 1.225 𝛾110 = 1.734 𝛾100. This leads to a truncated 
cube exposing only {100} and {110} facets. Although the principle is simple, almost no 
experimental work could show the growth shape of nanoparticles in vacuum. Many 
computational works were done on the equilibrium shape in vacuum using density functional 
theory techniques. The major limitations of this method are its complexity, because it is very 
hard to get to the vacuum experimentally, and the limit of the shapes that you can produce since 
it depends only on the unit cell type of the crystal. 
The generation of new shapes thermodynamically stable requires the change of the 
surface energy of the facets. This can be achieved by changing the chemistry of the surfaces. 
Adsorbates can be added to the surface which changes its interfacial energy, thus the ratio 
between facets and consequently the shape of the particles will change. Wang et al. showed that 
the growth of Pt nanocrystals in gas phase can produce different shapes depending on the gas 
nature. The gas molecules are adsorbed on the surface of the crystal. Depending on the 
adsorption sites, the gas molecules preferentially bind to certain facets. The adsorption reduces 
the facet surface energy, which changes the ratio between the exposed facets. Figure 15 shows the 
shape transformation of Pt nanocrystals grown on amorphous SiO2 and Al2O3 in different gas 
phases. When grown in N2 or air, the Pt nanocrystals tend to have a truncated cuboctahedron 
shape, while they transform into cubes when annealed in H2 from dominantly {100} planes. 
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Figure 15- (A,B) TEM images of Pt nanocrystals supported on planar amorphous SiO2 after 
annealing under (A) N2 and (B) H2 at 600 °C for 24 h. (C,D) TEM images of Pt nanocrystals supported 
on Al2O3 powders after annealing (C) in air at 700 °C for 1 h and (D) under H2 containing a trace 
amount of H2S at 500 °C for 16 h.11 
In a solution, a common technique for the control of the crystal shape is the use of 
capping agents12. Capping agents can be small molecules or polymers. Similar to gas molecules, 
they can selectively bind to specific facet types, reducing their surface energy, and permitting the 
change in the relative area ratio of the exposed facets. Kinetically, the phenomenon can be 
explained by the change in the relative rates of facets growth: the capping agents prevent the 
attachment of atoms to a specific facet which leads to a shape mostly expressed by that specific 
facet. Liao et al.13 studied the growth of platinum nanocrystal facets under the transmission 
electron microscope (TEM), using a solution of oleylamine, oleic acid and pentadecane. The 
observations showed that the facets {100}, {011} and {111} had the same growth rate until the 
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size of the crystal reached 2.7nm, when {100} stopped growing before the other facets. Assisted 
with a DFT calculation, they showed that the amin group of the oleylamine molecule which 
functionalizes the Pt atoms on the surface prevents the atoms from binding on the {100} plane 
which reduces its deposition rate compared to the other two facets. 
 This method is widely used due to the variety of molecules binding selectively to 
different facets. Zeng et al.14 showed how the shape of Ag nanocrystals can vary depending on 
the capping agent nature. They could selectively obtain Ag octahedrons enclosed by {111} facets 
and nanocubes enclosed by {100} facets by adding sodium citrate (Na3CA) and poly(vinyl 
pyrrolidone) (PVP). 
The concentration of the capping agent plays also a role in the determination of the final 
shape. With a high concentration, the capping agent can keep covering selectively the facet as 
the crystal grows. On the other hand, if the concentration is low, after a certain size, the capping 
agents cannot cover the entire crystal, especially on the edges, which permits the uncovered parts 
of the facet to continue growing15. 
II-4-2- Kinetic control  
When the crystal is growing, there is always a competition between the deposition and 
the hopping (surface diffusion) processes. If the rate of deposition rate is higher than the hopping 
rate, the shape of the crystal will be trapped in a local minimum of the free energy, called the 
kinetic shape. The deposition rate increases with a higher concentration of the monomers (Figure 
16), lower temperature (Figure 17), or an increase in the driving force. 
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Figure 16- Palladium nanocrystals with four distinctive shapes that were obtained by injecting 
Na2PdCl4 solution into an aqueous suspension containing 15 nm Pd nanocubes, PVP, and ascorbic acid 
(22 °C) at different injection rates: (A) 0.25, (B) 0.5, (C) 0.75, and (D) 1.5 mL/h 16 
 
Figure 17- TEM images of Pd nanocrystals prepared at different reaction temperatures: (A) 0, (B) 
22, (C) 50, and (D) 75 °C 16 
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Many groups have applied the kinetic control of shapes of nanocrystals in solutions. The 
technique is based on the use of low concentrations of the capping agents so that some parts of 
the surface will not be covered. When the deposition rate is fast, the monomers will accumulate 
on the uncovered parts, which creates new shapes with higher free energy (concave nanocubes, 
stars, etc.). 
One of the interesting aspects of the kinetic growth of nanocrystals is the asymmetric 
shapes. When the crystal is intrinsically anisotropic, it has some structural defects, the deposition 
pattern is asymmetric or the seeds aggregate/attach during the growth, its final shape tends to be 
asymmetric, deviating from the symmetry imposed by the unit cell. A good example of 
intrinsically anisotropic growth of nanocrystal is CdSe17. Controlling the growth kinetics of 
wurtzite CdSe, it is possible to make nanocrystals with an aspect ratio ranging from unity to ten 
along the (0001) direction. The 1-D growth behavior is essentially due to the polarity of the 
crystal: along the (0001) direction, the crystal is essentially composed of an electropositive layer 
rich of Cd and a more electronegative Se-rich layer. The polar charge distribution leads to higher 
growth rate. When the concentration is low, due to the ripening effect the surface diffusion rate is 
higher than the deposition rate, which leads to a nearly spherical shape. For high concentrations 
of the monomer, the result is a rod-like shape along the c-axis. The phenomenon is confirmed for 
similar semiconductors such as, ZnSe, ZnO and CdS18. 
Crystal twinning is one of the defects that can lead to an anisotropic growth of the crystal. 
When the nuclei are formed, it happens that two of them share some of the same unit lattice 
points in a symmetric manner. The most interesting type of twinning is the multiple-twin which 
produces particles with shapes such as decahedron and icosahedron. This type of particles 
induces a strongly anisotropic growth behavior that can be used to produce 1-D crystals. The 
34 
 
 
 
mechanism responsible of the creation of the twin defects is still not well understood, which 
makes it difficult to implement intentionally for shape control. 
Asymmetric shapes can be obtained with the attachment of small particles to form a 
bigger crystal. The mechanism was first introduced by Banfield19, who studied the growth 
mechanism iron-oxidizing bacteria under the HR-TEM. The study revealed that 2-3 nm particles 
move and aggregate in a manner that adapts their structure orientations. The interaction between 
the particles can range from van der Waals to electrostatic which constitutes the driving force for 
the self-assembly. The mechanism was used to produce semiconductor quantum rods and 
nanowires20–23. 
Another technique that gets a lot of attention recently is the seed-mediated growth (or 
catalyst assisted growth). The reacting compounds in the solution produce a solid phase (crystal). 
A nanoparticle acts as a catalyst for the reaction, thus the supersaturation of the reaction product 
starts a heterogeneous crystallization on top of the nanoparticle, creating a confined crystal 
shape. Using gold nanoparticles as catalysts, this method was used to grow semiconductor 
nanorods of Ag2S
24 and CdS25. Recent studies showed the growth of organometallic nanorods on 
gold nanoparticles using electrocrystallization26. The results suggest that the aspect ratio of the 
tetrathiafulvalene (TTF) can be controlled by varying the size of GNPs. 
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III-  Experimental methods 
III-1-  Electrochemical setup 
The electrochemical procedure was performed using a Gamry potentiostat (PCI4/G300). 
A three-electrode cell was used for the electrocrystallization, where the working electrode (WE) 
is the substrate (HOPG), the counter electrode (CE) is made of Pt (0.25mm) and the reference 
electrode (RE) made of Ag, are immersed in the solution droplet. The working-sense lead is 
connected to the working electrode, and the counter-sense lead is connected to the counter 
electrode. In this study, we used both amperometry and potentiometry. The electrochemical 
station is connected to a computer to visualize the measurement data. 
III-2-  Atomic force microscope 
The atomic force microscope (AFM) is an instrument that belongs to the scanning probe 
microscopy family. After inventing the scanning tunneling microscope (STM), Gerd Binnig and 
Heinrich Rohrer developed the AFM at IBM in 1982. It is one of the most powerful tools for the 
surface characterization at the nanoscale. The AFM is composed mainly from a laser generator, 
photodetector (position detector), cantilever, and a feedback loop controller. The cantilever, 
attached to a holder, has a sharp tip at its end. Its dimensions are typically in the micrometer 
scale. It is usually made of silicon. The tip is the sensitive part, and it is on the scale of a few 
nanometers. When the tip touches the surface of the studied sample, the cantilever bends. The 
reflected laser recorded with the photodetector deviates. The measured deviation is used to 
measure the bending force. The controller acts on a piezoelectric actuator to change the height of 
the cantilever until the force returns to zero.  
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The AFM has usually two imaging modes, contact mode and tapping mode. In the 
contact mode, the tip is touches the surface of the sample continuously while scanning. The 
change in the measured force (or deflection) is converted to height, which gives a topographical 
image of the surface. The contact mode can also be used to measure the surface state depending 
on the interaction with the tip. In the tapping mode, the cantilever oscillates (alternating bending) 
with a frequency near from its resonance frequency. When the tip encounters a new height, the 
signal provided by the photodetector will deviate from the reference set point (error signal), so 
the controller will act on the piezoelectric actuator to move and recover the amplitude of the 
oscillation in order to have a zero-error signal. This action will be seen as a “pulse” signal in the 
amplitude and a change in the height. 
 
 
Figure 18- Illustration of an AFM 
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In this work, we used the Brucker- Dimension 3100 AFM. We used the tapping mode in 
air for the imaging of the K(def)TCP nanoparticles. The cantilever is made of silicon, oscillated 
at a frequency of ~300kHz. 
III-3-  Field emission Scanning Electron Microscope 
The field emission scanning electron microscope (FE-SEM) is an imaging tool that uses a 
focused beam of electrons to scan a sample. When the electrons hit the sample, they interact with 
the atoms, and they produce signals that are detected and processed. Depending on the depth and 
the type of interaction, the produced signals can be secondary electrons, back-scattered electrons, 
X-ray and light photons, absorbed current and transmitted electrons. The FE-SEM can provide 
topographical and elemental information with a high special resolution (less than 1nm) with 
relatively lower voltage which minimizes the damage and charging of the smaple. 
 
Figure 19- Illustration of an FE-SEM 
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In this study, we used the JSM-7600 FE SEM in the chemistry department of Wayne 
State University. The samples didn’t need any coating since they are conductive. The imaging 
was performed in high vacuum. 
III-4-  Materials studio simulations 
Materials studio is a software tool used for materials modeling and simulation that was 
developed by Accelrys (now distributed by BIOVIA). The software includes a set of toolbox that 
can be used to model and visualize crystal structures, optimize chemical structures, calculate the 
bond energies, predict crystals morphologies, and analyze XRD data. 
In this study, we used the software to reconstruct the K(def)TCP structure, calculate its 
electronic structure and predict the thermodynamic shape of the crystal with Castep (DFT 
calculation tool). 
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IV-  Electrocrystallization of potassium tetracyanoplatinate nanocrystals 
IV-1-  Introduction  
Organometallic structures are applied to nanotechnology. Nanocrystals of the Krogmann 
salts are attractive nanomaterials due their platinum chain that offers unique 1-D properties. 
Experimental studies showed that charge transfer salts nanocrystals have different growth 
behavior compared to those of the bulk, when electrochemically synthesized26. This suggests that 
we can control the growth conditions to produce nanocrystals of desired shapes. 
As we discussed in chapter-2, the morphology control of nanoparticles is possible by 
changing the experimental parameters to switch between the thermodynamic and kinetic shapes. 
The use of electrocrystallization for nanoparticles synthesis presents notable advantages 
compared to other nanofabrication techniques. It is easier, highly selective, and offers a flexible 
control over the growth conditions by tuning the electrochemical parameters. 
In this chapter, the experimental results of the growth control via electrocrystallization 
are presented. A preliminary study shows the chemical and electronic structure of K(def)TCP as 
well as the thermodynamic shape predicted by DFT calculations on Materials Studio (Castep). 
The morphological transitions were studied upon changing the applied potential, the current and 
the concentration of the electrolytic solution. The results will be discussed and an experimental 
strategy for the morphology control of K(def)TCP nanocrystals will be presented at the end of 
the chapter. 
IV-2-  Crystal structural study of K(def)TCP 
The structural data of K(def)TCP was based on the work of William et al.5,27 K(def)TCP 
has a triclinic unit cell with parameters a=10.360Å, b=9.303Å, c=11.832Å, α=77.57°, β=114.75° 
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and γ=73.64°.The structure was reproduced on Materials Studio to reexamine the structure and 
the bonding. 
 
Figure 20-  Structure of K(def)TCP reproduced on Materials Studio (a) Unit cell, (b) Section of the crystal 
along (001) direction 
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The analysis of the electronic and chemical structure of K(def)TCP was performed using 
a DFT calculation on Castep. The Generalized Gradient Approximation of Perdew–Burke–
Ernzerhof exchange-correlation functional was used with a cut-off energy of 300eV. 
The electronic distribution (Figure 21) shows the overlapping of the Pt dz
2 orbitals which 
confirms the electric conductivity along the Pt chain. The overlapping disappears for electron 
densities higher than ~0.28 e/Å3. The density in the direction perpendicular to the Pt chain is 
very low which means that the electric conductivity in those directions is lower than the one 
parallel to the c-axis. The calculations agree with the experimental observations. 
 
Figure 21- Isosurface of the electron density of 0.2e/Å3 
 
The band structure calculated with a separation of 0.025 Å-1. The density of states show 
the band structure of K(def)TCP. The calculated band gap between the conduction and valence 
bands is 0.572eV. The energy gap value is between 0.1eV and 3eV, which reveals the semi-
conductive nature of K(def)TCP. 
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Figure 22- Density of states of K(def)TCP 
 
The morphology of the crystal was predicted with Morphology tool. Bravais-Friedel 
Donnay-Harker (BFDH) method was used to generate the facets list. The BFDH method uses the 
symmetry of the unit cell to generate the list of possible growth faces and their relative growth 
rates28. The model does not take the bonding energy into account, but serves as a good 
approximation for the growth behavior prediction. 
The shape is more isotropic and does not show the shape that was reported previously. 
The calculated shape is not a 1D shape. Table-2 shows the percentage of the exposed facets on 
the crystal surface. 
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Figure 23- Crystal shape produced by the BFDH method 
 
Table 2- Percentage of the apparent facets on the crystal 
Facet {h k l} % Facet 
{0 0 1} 24.45 
{1 0 -1} 20.67 
{0 1 0} 15.86 
{1 0 0} 13.58 
{1 1 0} 12.60 
{0 1 1} 11.97 
{1 1 -1} 0.87 
 
 
IV-1-  Cyclic Voltammetry 
Two aqueous solutions of 0.07M and 0.2M of K2Pt(CN)4.3H2O (KTCP) were prepared in 
DI water. The growth of K(def)TCP was performed through the oxidation reaction (Eq. 35): 
1.75 𝐾+ + 𝑃𝑡(𝐶𝑁)4
2−
+ 1.5𝐻2𝑂
𝐻2𝑂
→  𝐾1.75[𝑃𝑡(𝐶𝑁)4]. 1.5𝐻2𝑂 + 0.25?̅? 
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 Cyclic voltammetry (CV) measurements were used to determine the range of potentials 
that are appropriate for the electrocrystallization of K(def)TCP. Figure 24 shows the CV curves 
for the electrocrystallization on HOPG in KTCP solutions with concentrations of 0.07M and 
0.2M between -0.5V and 1.5V. The scan rate is 50mV/s with a step size of 1mV. 
 
Figure 24- CV curves in 0.07M and 0.2M KTCP solutions on the HOPG electrode 
The equilibrium potential Eeq is ~0.4V for the concentration of 0.07M and ~0.63V for 
0.2M at room temperature. The cathodic current indicates that the electrocrystallization reaction 
is happening for applied potentials higher than the transition potentials Etr of 1V and 0.85V for 
the 0.07M and 0.2M solutions respectively. For potentials between Eeq and Etr, the current is 
relatively low, which means that the charge transfer rate is low. For potentials higher than Etr, the 
current increases dramatically. By applying the thermodynamic/kinetic transition, we can predict 
that for potentials between Eeq and Etr the electrocrystallization of K(def)TCP is governed by the 
thermodynamic equilibrium, whereas for potentials higher than Etr, the electrocrystallization is 
controlled with the kinetic behavior of the crystal growth. 
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The concentration of the solution also influences the reaction regime 
(thermodynamic/kinetic). Inversely to the concentration effect on the equilibrium potential, the 
increase of the solution concentration shifts Etr to lower values. 
IV-2-  Effect of the applied potential on the crystal shape 
We applied three potentials (0.5V, 1V, 1.2V) on 50µl KTCP droplet and a freshly 
cleaved HOPG, for two different concentrations (0.07M, 0.2M) and a deposition time of 1 
second. In this section, we are interested in the effect of the applied potential on the crystal 
growth of K(def)TCP.  
(a)
 
(b)
 
(c)
 
(d)
 
(e)
 
(f)
 
Figure 25- Effect of the applied potential on the K(def)TCP crystal shape electrocrystallized in 0.07M 
KTCP solution in 1s (a-c) the current behavior for applied potentials of (a) 0.5V, (b) 1V and (c) 1.2V. (d-
f) AFM images for applied potentials of (d) 0.5V, (e) 1V and (f) 1.2V 
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Figure 25 (a, b, and c) shows the evolution of the cathodic current during 
electrocrystallization. The curves show a relatively large peak in the beginning of the deposition, 
which represents the instantaneous nucleation process. These observations are in agreement with 
previously reported results29–31. This means that the higher the peak, the greater the number of 
the created nuclei. The AFM images (from left to right) show that when the applied potential 
increases (the current peak increases as well), the density of the nuclei increases. 
(a) 
 
(b) 
 
                                            (c) 
 
Figure 26- Particle size distribution of electrocrystallized K(def)TCP in 0.07M KTCP during 1s in an 
applied potential of (a) 0.5V, (b) 1V and (c) 1.2V 
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The size of the crystals depends on the applied potential. For an applied potential of 0.5V 
(Figure 25-d), the density of particles is ~0.3µm-2. The particles have spherical shapes with 
diameters ranging between 118-422nm (Figure 26-a) with an average of 286nm and a standard 
deviation (STD) of 87nm. When the applied potential is 1V (Figure 25-e), the number of 
nanocrystal increases significantly (density of particles ~2µm-2), but the size of particles 
decreases having an average of 150nm and an STD of 29nm (size range between 100-292nm). 
For an applied potential of 1.2V (Figure 25-f), the density of particles is ~1µm-2 with an average 
size and an STD of 167nm and 73nm respectively. The 1.2V electrocrystallization produces 
relatively larger range of sizes (85-600nm).  
The transition between 0.5V and 1V agree with the nucleation and crystal growth theory. 
For low potentials (i.e. low overpotential), the driving force is low, which limits the nucleation 
frequency. During the growth stage, the deposited molecules will be distributed on a limited 
number of nuclei and the crystals reach relatively larger sizes. This is probably due to lower 
energetic cost of crystal growth compared to nucleation. When we increase the applied potential 
(0.51V), the number of nuclei becomes larger since the driving force is high and allows more 
nuclei to overcome the nucleation energy barrier. The deposited molecules need to be distributed 
on a larger number of nuclei, which keeps the size of the formed crystal small compared to those 
formed with 0.5V. We expected to have a similar trend going from 1V to 1.2V, instead, the 
particle distribution show a lower density for 1.2V and particles with bigger sizes. The AFM 
images (Figure 25-f) show that the big particles are agglomerates of small crystals. this is due to 
a higher driving force which increases the nucleation frequency and causes the formation of 
small nuclei, which assemble to form polycrystalline particles with dendritic shapes. 
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Figure 27 confirms the dependence of the K(def)TCP growth behavior on the applied 
potential. We applied 1, 1.2 and 1.5V on 0.2M of KTCP solution. The cathodic current response 
(Figure 27-a, b, and c) is similar to what we had with 0.07M: the current has a peak in the 
beginning proportional to the applied potential. The dependence of the current value on the 
solution concentration will be discussed in the next section. 
(a) 
 
(b)
 
(c)
 
(d)
 
(e)
 
(f)
 
Figure 27- Effect of the applied potential on the K(def)TCP crystal shape electrocrystallized in 0.2M 
KTCP solution in 1s (a-c) the current behavior for applied potentials of (a) 1V, (b) 1.2V and (c) 1.5V. (d-
f) AFM images for applied potentials of (d) 1V, (e) 1.2V and (f) 1.5V 
 
The increase of the applied potential increases the number of crystals. The density of 
particles with 1V is ~0.5µm-2 while it becomes ~1µm-2 with 1.2V. This again agrees with the 
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nucleation theory and shows that the nucleation frequency increases when the overpotential 
increases. The crystals shape reveals a more interesting phenomenon. With 1V (Figure 27-d), we 
notice that the shape of some crystals tends to be elongated with sizes ranging between 150-
850nm. The majority of the crystals have an aspect ratio (length to width) of ~1 (Figure 28-b). 
The elongated crystals (nanorods) have aspect ratios between 2-8. When the applied potential is 
increased to 1.2V (Figure 27-e), the density of the nanorods increases and we start to see longer 
shapes (aspect ratio between 2-16). The crystals have a wide range of sizes (120-2300nm). The 
small crystals correspond to newly nucleated particles. With a potential of 1.5V (Figure 27-f), we 
notice the presence of three types of shapes: spherical, elongated and star-like shape. The star-
like shaped particles correspond to the agglomeration of the elongated and sphere particles. The 
quantitative analysis of the electrocrystallization behavior for 1.5V was not possible because of 
its complexity. 
As to our knowledge, this behavior is reported for the first time for this type of crystals. 
These observations show that the potential has not only an influence on the nucleation density of 
crystals, but also the growth behavior. 
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(a) 
 
(c) 
 
(b) 
 
(d) 
 
Figure 28-Particle size and aspect ratio distributions of electrocrystallized K(def)TCP in 0.2M KTCP 
during 1s in an applied potential of (a,b) 1V and (c,d) 1.2V 
IV-3-  Effect of the concentration 
As we saw in the CV curves, the change in the concentration changes the current for the 
same applied potential, this indicates that the rate of the reaction is also changing. 
The AFM images in Figure 29 show that the concentration influences the density and the 
shape of the formed crystals. For low concentrations, we see only spherical crystals, while for 
high concentrations, rod shapes appear. These observations suggest that the crystal morphology 
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can be controlled by changing the concentration. An increase in the concentration increases the 
aspect ratio of the crystal. 
 [KTCP] = 0.07M [KTCP] = 0.2M 
1
.0
V
 
(a) 
 
(b) 
 
1
.2
V
 
(c) 
 
(d) 
 
Figure 29- Effect of the solution concentration on the growth behavior 
IV-4-  Effect of the current 
The AFM images in Figure 30 show the effect of the current on the crystals shape. 
Constant currents of 3mA and 6mA were applied on the 0.2M KTCP solution for 1s. The size of 
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the crystals is proportional to the applied current. The width of the crystals is almost the same for 
the two applied currents, which means that only the aspect ratio of the crystal is affected by the 
value of the current. 
(a) 
 
(b) 
 
Figure 30- AFM images showing the crystal shapes electrocrystallized in a concentration of 0.2M in 1s 
for a current of (a) 3mA and (b) 6mA (square size is 10µm) 
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(a) 
 
(c) 
 
(b) 
 
(d) 
 
Figure 31- Particle size and aspect ratio distributions of electrocrystallized K(def)TCP in 0.2M KTCP 
during 1s in an applied current of (a,b) 3mA and (c,d) 6mA 
In order to verify the trend of the K(def)TCP crystal growth, we realized the 
electrocrystallization for very low currents. For an applied current of 1nA during 1000s, the 
electrodeposited crystal has a rhombohedral shape very similar to the one calculated by the 
BFDH method. The obtained particles have a very narrow size distribution of 200nm. The shapes 
were confirmed with an FE-SEM imaging. The nanoparticles have a depression on the top 
surface. The phenomenon is still not understood32. 
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(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
Figure 32- K(def)TCP nanoparticle grown with a current of 1nA in 1000s. (a) AFM topography of the 
nanoparticle 
 
Figure 33- FE-SEM image of the rhombohedral shape 
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IV-5-  Discussion and conclusions 
All the above observations show that the electrical parameters and the concentration have 
a significant effect on the morphology of K(def)TCP crystals. The common parameter between 
all of them is the current, which can be related to the concentration and the overpotential by the 
Butler-Volmer equation: 
𝑖 = 𝑖0  (𝑒
𝛼𝑧𝑒𝜂
𝑘𝑇 − 𝑒−
(1−𝛼)𝑧𝑒𝜂
𝑘𝑇 )           Eq. 37 
𝑖0 = 𝑘𝐶
𝛼           Eq. 38 
The reaction rate R is proportional to the current: 
𝑅 =
𝑖
𝑧𝑒𝐴
                Eq. 39 
Where A is the area of the electrode, e is the electron charge, z=0.25 for the K(def)TCP 
electrocrystallization reaction. 
The shape of the crystals is also dependent on the kinetics of the electrochemical 
deposition. The following diagram shows a summary of the evolution of the crystals shape 
function of the different studied parameters (concentration, applied potential and current). 
For low reaction rates, the crystals tend to form in rhombohedral shapes having a narrow 
size distribution. When we increase the reaction rate, the crystals tend to have a rod-like shape 
that has an aspect ratio (length/width) proportional to the reaction rate. Very high kinetics lead to 
the formation of agglomerates. 
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Figure 34- Thermodynamic/Kinetic control of K(def)TCP morphology 
An alternative explanation suggests that the shape change can be explained by “Ostwald 
rule of stages”. This means that crystals can be formed in many different phases (different 
crystalline structures) depending on the rate of the reaction: each shape is trapped in a local 
minimum of Gibbs free energy ΔG of the reaction. The most stable phase (corresponding to the 
global minimum of ΔG) is the rhombohedral shape, since it was produced with very low kinetics. 
Figure 35 illustrates the polymorphism of the KCP crystals as a function of the free energy and 
the reaction rate. This hypothesis can be verified by studying the crystal structure of each phase 
using the XRD for example. 
This shape transition can be a good way for the engineering of nanoparticles, since it 
doesn’t need any additives (e.g. capping agents) or mechanical control. The good understanding 
of the electrochemical theory is a main advantage because it helps to make a good prediction and 
control of the nanoparticles morphology. The explanation of the growth mechanism at the atomic 
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level is crucial to establish a better model for the phenomenon. This necessitate an in-situ 
characterization of the crystal growth. 
We will present in the next chapter a model that can draw the relationship between the 
electrochemical parameters (concentration, current, applied potential) and the 
thermodynamic/kinetic morphology control.  
 
Figure 35- Illustration of the dependence of the crystal morphology on the reaction rate/free energy 
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V-  Crystal growth modeling of K(def)TCP 
The modeling of nanocrystal growth attracted many researchers to simulate its 
behavior33–40. The major challenge is to create a model that can take into account the effect of the 
thermodynamic and kinetic parameters, and to be able to switch between the different growth 
modes. Many techniques were employed to simulate the crystal growth, such as molecular 
dynamics34,35,38, monte-carlo39,41 and density functional theory33,42. DFT calculations are used to 
study the chemical interactions between the crystal atoms, and based on that it gives a 
thermodynamic approach for the crystal shape behavior. Molecular dynamics studies the 
physical motion of the atoms considering their interaction, and the shape of the crystal can be 
obtained from the quasi-equilibrium state of the atoms. Monte-Carlo is a stochastic simulation 
method that solves molecular interactions and motions based on the probability of molecular 
events, which leads to a statistical equilibrium. 
We will present in this section a mathematical modeling of the growth behavior versus 
the thermodynamic/kinetic control in electrocrystallization. The model is an attempt to combine 
the thermodynamic model based on the Wulff construction and the kinetic model based on 
Butler-Volmer equation. The results of Monte-Carlo simulation will be presented to show the 
how can the mathematical model predict the crystals shape considering the growth anisotropy. 
V-1-  Mathematical model 
The description of the crystal growth is usually described either from a thermodynamic 
point of view or a kinetic one. The thermodynamic description of the crystal growth is based on 
the notion of equilibrium described by Gibbs (dG=0). The main result of this approach is the 
Wulff construction which gives a direct relationship between the surface energies of the crystals 
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facets and their growth rate: The ratio of surface energies is equal to the ratio of their growth rate 
(Eq-15), which means that the growth rate of a facet is proportional to its surface energy: 
𝑅𝑖 = 𝐴 𝛾𝑖          Eq. 40 
On the other hand, the kinetics of crystal growth in electrocrystallization is described by 
the Butler-Volmer equation. The current is expressed function of the concentration and the 
overpotential. To simplify, we will not consider the mass-transfer effect, which means that the 
solution concentration on the electrode surface is equal to the concentration of the bulk. The 
electrocrystallization rate is proportional to the current (Eq-33), and can be written as: 
𝑅 =  
𝑘𝐶𝛼
𝑧𝑒𝐴
(𝑒
(1−𝛼)𝑧𝑒𝜂
𝑘𝑇 − 𝑒−
𝛼𝑧𝑒𝜂
𝑘𝑇 )           Eq. 41 
The Butler-Volmer model describes the overall reaction kinetics. However, taking into 
account the chemistry of each of the crystal facets to be of different nature, the Butler-Volmer 
equation needs to be modified accordingly. The modification comes into effect after 
incorporating unique sets of values of parameters (α, K) in the Butler-Volmer relation which in 
turn brings forth different rate equation for each respective facet.   
𝑅𝑖 = 𝐾𝑖𝐶
𝛼𝑖 (𝑒
(1−𝛼𝑖)𝑧𝑒𝜂
𝑘𝑇 − 𝑒−
𝛼𝑖𝑧𝑒𝜂
𝑘𝑇 )           Eq. 42 
Where Ki and αi are the proportionality factor and the charge transfer coefficient of the 
facet “i” respectively. 
The combination of the thermodynamic and kinetic behavior should reflect the transition 
between both of them: at low kinetics (i.e. low values of concentration, overpotential and 
current), the obtained shape should agree with the Wulff construction and the growth rate of each 
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facet should be proportional to its surface energy, however, when the kinetics are high (i.e. high 
values of concentration, overpotential and current), the growth rate should correspond to the 
Butler-Volmer equation. The growth rate expression that we propose for this work is: 
𝑅𝑖 = 𝐴 𝛾𝑖 + 𝐾𝑖𝐶
𝛼𝑖 (𝑒
𝛼𝑖𝑧𝑒𝜂
𝑘𝑇 − 𝑒−
(1−𝛼𝑖)𝑧𝑒𝜂
𝑘𝑇 )           Eq. 43 
The relative growth rate between two facets i and j is: 
𝑅𝑖
𝑅𝑗
=
𝐴 𝛾𝑖 + 𝐾𝑖𝐶
𝛼𝑖 (𝑒
𝛼𝑖𝑧𝑒𝜂
𝑘𝑇 − 𝑒−
(1−𝛼𝑖)𝑧𝑒𝜂
𝑘𝑇 )
𝐴 𝛾𝑗 + 𝐾𝑗𝐶
𝛼𝑗 (𝑒
𝛼𝑗𝑧𝑒𝜂
𝑘𝑇 − 𝑒−
(1−𝛼𝑗)𝑧𝑒𝜂
𝑘𝑇 )
          Eq. 44 
The model includes the thermodynamic/kinetic transition of the growth rate. When the 
kinetics are low, the kinetic parts tend toward zero, and the rate ratio will be equal to the surface 
energies ratio. However, with a proper choice of the parameter A, when the kinetics are high, the 
overall growth rate ratio will be governed by the kinetic parameters. Figure 36 shows an example 
on how the rate ratio varies function of the concentration and overpotential. The growth rate ratio 
starts from the surface energy ratios 
𝛾1
𝛾2
 and increases to higher values when we increase either the 
overpotential or the concentration. 
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Figure 36- Variation of the growth rate ratio function of the concentration and the overpotential (
𝛾1
𝛾2
= 2,
𝐾1 = 𝐾2 = 10, 𝛼1 = 0.49 𝑎𝑛𝑑 𝛼2 = 0.40 ) 
V-2-  Monte-Carlo simulation 
The Monte-Carlo simulations is a family of algorithms that uses random numbers to 
solve problems43. It is extensively used in chemistry to model the atoms motions and interactions 
through moving atoms by small random displacements. Each displacement is an event that has a 
probability, and it doesn’t happen until it is higher than a random number.  
The Monte-Carlo methods were used to simulate the crystal growth by 
electrocrystallization.44–47 We present here a qualitative simulation of the growth behavior of 
K(def)TCP, based on the mathematical model and Monte-Carlo methods, to show the 
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thermodynamic/kinetic transition. The simulation takes into account the anisotropic properties of 
the crystal. The simulation space is represented with a 2-D grid, where each element corresponds 
to a position. The simulation starts with a nucleus in the middle of the grid. A deposition 
probability matrix is created to represent the deposition probability. The deposition probability is 
proportional to the rate of deposition. For simplicity, we will study only the growth of two facets. 
As shown in Figure 37, the deposition probabilities of the horizontal facets (1) are different from 
the vertical facets (2). The probabilities are calculated as follows: 
𝑃1 =
𝑅1
2(𝑅1 + 𝑅2)
 ;   𝑃2 =
𝑅2
2(𝑅1 + 𝑅2)
          Eq. 45 
 
 
Figure 37- Simulation grid. The nucleus is represented with a black box, P1 and P2 are the respective 
deposition probability of facets 1 and 2 
 
Figure 38 shows the results of the simulation for different values of concentration and 
overpotential. A 400x400 grid and 104 increments were used for the simulation. The model 
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parameters are  
𝛾1
𝛾2
= 2, 𝐾1 = 2,𝐾2 = 1, 𝛼1 = 0.7 𝑎𝑛𝑑 𝛼2 = 0.51, where “1” and “2” refer to 
the vertical and horizontal facets respectively. The effect of the mass-transfer and surface 
diffusion are not considered. The simulation results show that the increase in the overpotential or 
the concentration increases the aspect ratio of the particle (length/width). These results are 
qualitatively in agreement with the experimental observations. The roughness of the shape edges 
is probably due to the absence of the surface diffusion. 
 
Figure 38- Monte-Carlo simulation results. The nanocrystal shape for different electrochemical conditions 
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VI-  Conclusion and future work 
This work discusses the experimental and theoretical methods used to control the 
morphology of nanocrystals. The hypothesis of the thermodynamic/kinetic control of the 
morphology was verified. We applied the electrocrystallization to make K(def)TCP nanocrystals 
and we tuned the electrochemical parameters to determine their influence on the nanocrystals 
morphologies. The characterization was mainly performed with AFM and FE-SEM. We 
presented in this work the possibility to control the morphology of K(def)TCP using the 
electrochemical parameters. The obtained shapes ranged from nanorods to rhombohedral shape, 
which is reported for the first time. The observed growth behavior was modeled and simulated 
with a method based on Monte-Carlo techniques. The simulation results show a qualitative 
match with the experimental findings. 
This work confirms the thermodynamic/kinetic control hypothesis. We showed that the 
decrease in the kinetic parameters (applied potential, concentration and current) produces a 
rhombohedral shape with an aspect ratio close to one between the different facets. The crystal 
shape is similar to what was predicted by the BFDH calculation, which suggests that the 
rhombohedral shape is thermodynamically stable. The increase of the kinetic parameters 
increases the aspect ratio of the nanoparticles and produces nanorods. For very high kinetics, the 
nanocrystals form agglomerates. 
The mathematical modeling of the growth behavior combined both thermodynamic and 
kinetics models. The growth rate of the crystal facets was written function of the surface energy, 
as in Wulff construction, and the Butler-Volmer model for electrocrystallization. The Monte-
Carlo method was used to simulate the crystal behavior versus the electrochemical parameters 
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considering the anisotropy of the crystal properties. The simulation showed how the aspect ratio 
increases when the kinetics are high, which agrees with the experimental results. 
This thesis contributes to the understanding of the crystal growth behavior and the 
thermodynamic/kinetic transition. We also combined the two growth regimes in a single model 
to simplify the behavior simulation. 
Despite the important findings of this work, this thesis is only an introduction for a big 
experimental and theoretical work that can be done later. It can be extended to study the 
thermodynamic/kinetic transition with other charge transfer materials such as the other 
Krogmann salts and tetrathiafulvalene family. In situ characterization of the nanocrystals growth 
can provide a better understanding of the mechanisms. 
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This work discusses the experimental and theoretical methods used to control the 
morphology of nanocrystals. The hypothesis of the thermodynamic/kinetic control of the 
morphology was verified. We applied the electrocrystallization to make K(def)TCP nanocrystals 
and we tuned the electrochemical parameters to determine their influence on the nanocrystals 
morphologies. The characterization was mainly performed with AFM and FE-SEM. We 
presented in this work the possibility to control the morphology of K(def)TCP using the 
electrochemical parameters. The obtained shapes ranged from nanorods to rhombohedral shape, 
which is reported for the first time. The observed growth behavior was modeled and simulated 
with a method based on Monte-Carlo techniques. The simulation results show a qualitative 
match with the experimental findings. This work contributes to the understanding of the crystal 
growth behavior and the thermodynamic/kinetic morphology transition using 
electrocrystallization. 
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