We address the problem of estimating a sparse low-rank matrix from its noisy observation. We propose an objective function consisting of a data-fidelity term and two parameterized non-convex penalty functions. Further, we show how to set the parameters of the non-convex penalty functions, in order to ensure that the objective function is strictly convex. The proposed objective function better estimates sparse low-rank matrices than a convex method which utilizes the sum of the nuclear norm and the ℓ 1 norm. We derive an algorithm (as an instance of ADMM) to solve the proposed problem, and guarantee its convergence provided the scalar augmented Lagrangian parameter is set appropriately. We demonstrate the proposed method for denoising an audio signal and an adjacency matrix representing protein interactions in the 'Escherichia coli' bacteria.
Introduction
We aim to estimate a sparse low-rank matrix X ∈ R m×n from its noisy observation Y ∈ R m×n , i.e.,
where W represents additive white Gaussian noise (AWGN) matrix. The estimation of sparse low-rank matrices has been studied [7] and used for various applications such as covariance matrix estimation [4, 21, 54] , subspace clustering [27] , biclustering [34] , sparse reduced rank regression [8, 15] , graph denoising and link prediction [47, 46] , image classification [53] and hyperspectral unmixing [24] . In order to estimate the sparse low-rank matrix X, it has been proposed [47] to solve the following optimization problem arg min
where · * is the nuclear norm, · 1 is the entry-wise ℓ 1 norm and λ i 0 are the regularization parameters. The nuclear norm induces sparsity of the singular values of the matrix X, while the entry-wise ℓ 1 norm induces sparsity of the elements of X.
The nuclear norm and the ℓ 1 norm are convex relaxations of the non-convex rank and sparsity constraints, respectively. The nuclear norm can be considered as the ℓ 1 norm applied to the singular values of the matrix. It is known that the ℓ 1 norm underestimates non-zero signal values, when used as a sparsity-inducing regularizer. As a result, the sparse low-rank (SLR) problem in (2) can be considered, in general, to be over-relaxed [32] . Further, it is known that the performance of nuclear norm for sparse regularization of the singular values is sub-optimal [39] .
In order to estimate the non-zero signal values more accurately, non-convex regularization has been favored over convex regularization [13, 51, 45, 43, 52] . Furthermore, it has been shown that non-convex penalty functions can induce sparsity of the singular values more effectively than the nuclear norm [37, 26, 28, 14, 40] . Indeed, it was shown that nonconvex regularizers are better able to estimate simultaneously sparse and low-rank matrices in the context of spectral unmixing for hyperspectral images [24] . The use of non-convex regularizers (penalty functions), however, generally leads to non-convex optimization problems. The non-convex optimization problems suffer from numerous issues (sub-optimal local minima, sensitivity to changes in the input data and the regularization parameters, non-convergence, etc.).
In this paper, we avoid the issues of non-convexity by using parameterized penalty functions, which aid in ensuring the strict convexity of the proposed objective function. We propose to solve the following improved sparse low-rank (ISLR) formulation arg min
where k = min(m, n) and φ : R → R is a parameterized non-convex penalty function (see Sec. 2.1). Note that, if λ 1 = 0, then the ISLR formulation reduces to the generalized nuclear norm minimization problem [36, 40] . Further, if λ 1 = 0 and φ(x; a) = |x|, then the ISLR problem (3) reduces to the singular value thresholding (SVT) problem. The contributions of this paper are two-fold. First, we show how to set the parameters a 0 and a 1 to ensure that the function F in (3) is strictly convex. Second, we provide an ADMM based algorithm to solve (3), which utilizes single variable-splitting compared to two variable-splitting as in [53] . We guarantee the convergence of ADMM, provided the scalar augmented Lagrangian parameter µ, satisfies µ > 1.
Related work
The parameterized non-convex penalty functions used in this paper have designated non-convexity, which enables the overall objective function F in (3) to be strictly convex. In particular, if the parameters a 0 and a 1 exceed their critical value, then the function F in (3) is non-convex. A similar framework of convex objective functions with non-convex regularization was studied for several signal processing applications (see for eg., [50] , [18] , [33] , [42] and the references therein). It was reported that nonconvex regularization outperformed convex regularization methods for these applications.
The sparse low-rank (SLR) formulation in (2) is different from the low-rank + sparse decomposition [9] , also known as the robust principal component analysis (RPCA). Both the SLR and the RPCA formulations utilize the nuclear norm and the ℓ 1 norm as sparsity-inducing regularizers [56, 55] . The RPCA formulation aims to estimate the matrix, which is the sum of a low-rank and a sparse matrix. Note that, in the case of RPCA, the matrix to be estimated is itself neither sparse or low-rank [12, 11] . In contrast, the SLR problem (2) , and the one proposed in this paper, considers the case wherein the matrix to be estimated is simultaneously sparse and low-rank (similar to [24] ).
Several well-studied convex optimization algorithms, such as ADMM [25, 1] , ISTA/FISTA [2, 22] , and proximal gradient methods [17] can be applied to solve convex objective functions of the type (2) . The SLR objective function (2), has been solved using Generalized ForwardBackward [44] , Incremental Proximal Descent [47] (introduced in [3] ), Majorization-Minimization [31] , and the Inexact Augmented Lagrangian Multiplier (IALM) method [35] . The IALM method can also be used to solve the SLR problem, although with a different data-fidelity term [53] .
Preliminaries
We denote vectors and matrices by lower and upper case letters respectively. For a matrix Y, we use the fol- lowing entry-wise norms,
Further, we use the nuclear norm (also called the 'Schatten-1' norm) defined as
where σ i (Y) represent the singular values of the matrix Y ∈ R m×n and k = min(m, n).
Parameterized non-convex penalty functions
We propose to use non-convex penalty functions φ(x; a) parameterized by the parameter a 0. The value of a provides the degree of non-convexity of the penalty functions. Below we define such non-convex penalty functions and list their properties. Assumption 1. The non-convex penalty function φ : R → R satisfies the following 1. φ is continuous on R, twice differentiable on R\{0} and symmetric, i.e., φ(−x; a) = φ(x; a)
An example of a non-convex penalty function satisfying Assumption 1 is the rational penalty function [23] defined as
The ℓ 1 norm is recovered as a special case of the nonconvex rational penalty function (i.e., if a = 0, then φ(x; 0) = |x|). Figure 1(a) shows the rational penalty function (6) for different values of a. Other examples of penalty functions satisfying Assumption 1 are the logarithmic penalty [10, 38] , arctangent penalty [49] and the Laplace penalty [51] . The proximity operator of φ [16] , prox φ : R → R, is defined as prox φ (y; λ, a) := arg min
The proximity operator associated with the function φ(x; a), satisfying Assumption 1, is continuous with
if 0 a < 1/λ. The proximity operators associated with the arctangent and the logarithmic penalty are provided in [49] . Note that for a = 0, the proximity operator is the soft-threshold function [19] .
The proximity operator associated with the ℓ 1 norm is the well-known soft-threshold function [19] . Note that the soft-threshold function underestimates non-zero values. In contrast, the proximity operators, associated with the non-convex penalty functions satisfying Assumption 1, approach the identity function asymptotically [49] . Thus, the proximity operators used in this paper estimate the non-zero values more accurately than the ℓ 1 norm.
Convexity Condition
In this section we derive a condition to ensure that the function F in (3) is strictly convex. In particular, we show that the objective function F is strictly convex if a 0 and a 1 lie inside a designated region. To this end, we note the following lemmas.
Lemma 1.
[41] Let φ : R → R be a non-convex penalty function satisfying Assumption 1. The function s : R → R defined as
is twice continuously differentiable, concave and
The twice continuously differentiable function s(x; a) = φ(x; a) − |x| is shown in Fig. 1(b) , for three values of a.
Lemma 2.
[40] Let φ : R → R be a non-convex penalty function satisfying Assumption 1 and s : R → R be the function as defined in Lemma 1. The function G 1 : R m×n → R defined as
where k = min(m, n) and α 1 > 0, is strictly convex if
Note that the proof of Lemma 2 in [40] considers the case if α 1 = 1, however the generalization for α 1 > 0 follows directly.
Lemma 3. Let φ : R → R be a non-convex penalty function satisfying Assumption 1 and s : R → R be the function as defined in Lemma 1. The function G 2 : R m×n → R defined as
where α 2 > 0, is strictly convex if
Proof 1. The Frobenius norm of a matrix Y ∈ R m×n can be viewed as the ℓ 2 norm of a vector y ∈ R mn , where y contains the entries of the matrix Y. Similarly, we stack the entries of the matrix X ∈ R m×n into a vector x ∈ R mn and re-write the function G 2 as
In order to ensure the strict convexity of G 2 , we seek to ensure that the Hessian of G 2 be positive definite (i.e., ∇ 2 G ≻ 0). To this end, the Hessian of G 2 is given by
where diag(·) represents a diagonal matrix. Note that the identity matrix in (15) is of size mn × mn. To ensure that ∇ 2 G 2 is positive definite, we seek to ensure
Thus, using Lemma 1 and (17), the Hessian of G 2 , i.e.,
The following theorem provides the critical values of the parameters a 0 and a 1 to ensure that the function F in (3) is strictly convex. Theorem 1. Let φ : R → R be a parameterized non-convex penalty function satisfying Assumption 1. The function
is strictly convex if
where s : R → R is defined in Lemma 1. Using the functions G 1 and G 2 , as defined in (10) and (12) respectively, the function G can be written as
where α 1 = α, and α 2 = 1 − α. Due to Lemma 2 and Lemma 3, the function G is strictly convex (being a sum of two strictly convex functions) if a 0 and a 1 satisfy the following inequalities,
Combining (22) and (23), we obtain,
As a result, the function G is strictly convex if a 0 and a 1 satisfy the inequality in (24) . Recall that φ(x; a) = s(x; a) + |x| from (8), due to which the function F in (3) can be written as Thus, the function F is strictly convex (being a sum of a strictly convex function and convex functions) if a 0 and a 1 satisfy the inequality (24).
The convexity condition provided by Theorem 1 is illustrated in Fig. 2 . The matrix X is constructed by tiling 10 copies of the matrix Z ∈ R 2×2 ,
and randomly setting 70% of its entries zero. Thus, the matrix X is of rank 2. We use λ 0 = λ 1 = 1 and set Y = 0. We set the value of a 0 = 0.8, and a 1 = 0.19, as per (19) , to ensure that the function G in (20) is strictly convex. As seen in Fig. 2(a) , the function G is strictly convex. However, on increasing the value of a 1 to 1, the function G is non-convex, as seen in Fig. 2(b) . The inequality (19) given by Theorem 1, constitutes a convexity triangle for the function F in (3). For all values of a 0 and a 1 inside the triangular region of Fig. 3 the function F is strictly convex. However, the function Algorithm 1 Solution to the proposed ISLR problem. The objective function F is given in (3). (3) is non-convex for values of a 0 and a 1 outside the triangular region.
Algorithm
We use the alternating direction method of multipliers (ADMM) [6] in conjunction with variable splitting to derive an algorithm for the solution to the ISLR problem (3). The convergence of ADMM to the global minimum is guaranteed when the objective function is a sum of two convex functions [20] . The convergence of ADMM for a non-convex optimization problem to a stationary point is guaranteed under certain mild assumptions [29] .
The following theorem derives an algorithm for solving the ISLR problem and guarantees it convergence. In particular, the theorem provides a condition on the value of the scalar augmented Lagrangian parameter µ, to ensure that the sub-problems of ADMM are strictly convex. Theorem 2. Let φ : R → R be a non-convex penalty function satisfying Assumption 1. Let a 0 and a 1 satisfy
for λ 0 , λ 1 ≥ 0. Further, let µ be the scalar augmented Lagrangian parameter. If µ > 1, then the iterative algorithm in Table 1 converges to the global minimum of the function F in (3).
Proof 3. Without loss of generality, we set m = n. We re-write the ISLR objective function (3) using variable splitting [1] as
The minimization of the ISLR objective function in (30) is separable in X and U. Applying ADMM to (30), yields the following iterative procedure, where µ is the scalar augmented Lagrangian parameter and D ∈ R m×n is update variable.
Combining the quadratic terms and ignoring the constant terms, the sub-problem (31a) can be written as
Since a 1 < 1/λ 1 , as per the assumption, the sub-problem (32) is strictly convex and its solution can be obtained using the proximal operator associated with φ, i.e.,
The sub-problem (31b) is the generalized nuclear norm minimization problem, whose solution in closed form is provided by Theorem 2 in [40] . Note that the solution is guaranteed to be the global minimum if a 0 < µ/λ 0 . Hence, using the inequality (19), the sub-problem (31b) is guaranteed to be strictly convex if µ > 1. As a result, using (X − D) = UΣV T as the singular value decomposition (SVD) of the matrix X − D, we get
Combining (33) and (34), we obtain the iterative algorithm 1, which converges to the global minimum of the ISLR objective function in (3).
Examples
We illustrate the proposed ISLR method for estimating simultaneously sparse and low-rank matrices via the following examples. We first describe setting the parameters for the proposed method and then showcase the examples.
Parameter tuning
The proposed ISLR algorithm 1 requires the specification of two regularization parameters λ 0 and λ 1 , two penalty parameters a 0 and a 1 and the scalar augmented Lagrangian parameter µ. We set the regularization parameters λ i as
where σ is the standard deviation of AWGN (or an estimate) and β i are chosen so as to maximize the signal-tonoise ratio (SNR) for the SLR and the ISLR methods. The values of a 0 and a 1 are set as
respectively. The value of a 0 ∈ [0, 1/λ 0 ) affects the sparsity of the singular values, and the value of a 1 ∈ [0, 1/λ 1 ) affects the sparsity of the elements of the matrix to be estimated. Thus, if the sparsity of the singular values is favored over the sparsity of the elements of the matrix to be estimated, the point (a 0 , a 1 ) may be set in the lowerright region of the convexity triangle shown in Fig. 3 . Alternatively, if the sparsity of the elements is preferred over the sparsity of the singular values of the matrix to be estimated, the point (a 0 , a 1 ) may be set in the upper-left region of convexity triangle in Fig. 3 . We set the value of µ as µ = 1.5. As per Theorem 2, the ISLR algorithm listed in Table 1 is guaranteed to converge to the global minimum for µ > 1. However, depending on the value of µ, the convergence may be slow. As such for this example, and the one that follows, we run the ISLR algorithm till a certain tolerance level is reached, i.e., we run the algorithm till
where ǫ is a user-defined tolerance level, usually set to ǫ = 10 −5 . The value of the objective function (3) for 20 iterations of the ISLR algorithm, with different values of µ, is shown in Fig. 4. Fig. 5 shows the log-log plot of the stopping criteria for the ISLR objective function and the SLR objective function (2) . Note that for the examples that follow, we use the arctangent penalty [49] as the nonconvex penalty for the proposed ISLR method.
Synthetic data
We generate a synthetic matrix M ∈ R m×n of rank k using two random matrices A ∈ R m×k and B ∈ R k×n such that
where the entries of A and B are chosen from an i.i.d standard normal distribution. To measure the performance of the proposed ISLR method and the SLR method, we use the normalized root square error (RSE) defined as
where X est represents the estimated matrix and X org represents the desired clean matrix. We consider two types of simulations: RSE as a function of the rank (k) of the synthetically generated matrix and RSE as a function of the sparsity level of the input matrix. For the first simulation, we fix the sparsity level at 60% (i.e., approximately 40% of the entries of the clean input matrix M are zero) while varying the rank k of the input matrix. We add white Gaussian noise (σ = 0.2) to M to generate a noisy input matrix Y. We generate 15 matrices for each value of the rank k where 1 k 100 in increments of 5 and denoise them using the proposed ISLR method (3) and the SLR method (2) . For the second simulation, wherein we consider the RSE as a function of the level of sparsity of the input matrix, we synthetically generate 15 matrices M of fixed rank k = 10 but with varying levels of sparsity (from 10% to 90%). Again, we add white Gaussian noise (σ = 0.2) to generate the noisy matrix Y. Figure 6(a) shows the average RSE values as a function of the rank k of the input matrix. Figure 6(b) shows the average RSE values as a function of the level of sparsity of the input matrix. The proposed ISLR method consistently obtains lower RSE values than the SLR method. As expected, for both the methods, the proposed ISLR method and the SLR method, RSE values are lower for matrices that are relatively more sparse. On the other hand, as seen in Fig. 6(a) , we observe that for matrices that are not necessarily low-rank but have decaying singular values, lower values of RSE are obtained for both the methods. Note that for both the simulations, we do a grid search over a range of values for β 0 and β 1 to obtain the values of λ 0 and λ 1 respectively, which yield the lowest RSE values (recall that λ i = β i σ, for i = 0, 1). Furthermore, in both the simulations, we fix the value of c at c = 0.5 for setting the values of a 0 and a 1 .
Speech signal denoising
We consider the problem of denoising a speech signal with AWGN. We apply the sparse low-rank matrix estimation methods to the spectrogram of the noisy speech signal, and invert the estimated spectrogram to the time domain to obtain the denoised speech signal. Specifically, if y is the input speech signal, then the denoised estimate x * is obtained using ISLR as
where S and S † represent the short-time Fourier transform (STFT) and its inverse, respectively. For this example, we set S to be an over-complete STFT, implemented with perfect reconstruction, i.e., S † S = I. The STFT is implemented with 50% overlap between the windows, for a window size of 64 samples. The DFT length is set to 512 samples. We add AWGN (σ = 0.03) to realize the noisy speech signal. We compare the proposed ISLR method with the SLR method (2) and the nonconvex sparse low-rank matrix estimation method [24] which uses the weighted nuclear norm [26] and the weighted ℓ 1 norm [10] .
The spectrogram of the clean speech signal is shown in Fig. 7(a) . It can be seen that the spectrogram consists of repeated ridges. The spectrogram of the noisy signal is shown in Fig. 7(b) . Figure 7 (c) shows the denoised spectrogram obtained using the SLR method (2) and Fig. 7(d) shows the denoised spectrogram using the ISLR method (3). Figure. 7(e) shows the spectrogram estimated using the nonconvex method with weighted ℓ 1 norm and the weighted nuclear norm (see Algorithm 1 in [24]). The ISLR estimated spectrogram has a higher SNR than the SLR estimated spectrogram and contains fewer artifacts. The nonconvex method obtains a slightly higher SNR than the proposed ISLR method and also contains relatively fewer artifacts than the SLR method. The proposed ISLR method obtains SNR values comparable to the state-of-the-art nonconvex method, while being able to guarantee convergence to the unique global minimum. Figure 8 shows the SNR as a function of the regularization parameter λ 1 , when λ 0 is fixed, for the SLR and the ISLR methods. Note that the standard deviation σ of the noise level is also fixed at (σ = 0.03). The improvement in the SNR value, when using the ISLR method, is the same when the value of λ 0 is also varied, in addition to the value of λ 1 . The SNR values are obtained by averaging over 15 realizations for each λ 0 , λ 1 pair.
Protein Interactions
Protein interactions in the 'Escherichia coli' bacteria, scored by strength in [0, 2], were studied in [30] . The data can be represented as a weighted graph, which is sparse and low-rank by nature [47] . The rationale behind the low-rank property of the weighted graph, is that the interactions between two sets of proteins are governed by a small set of factors [47, 5] . Figure 9 (a) shows the protein interaction data as a weighted adjacency matrix. The adjacency matrix is obtained after retaining 440 proteins of the entire set of 4394 proteins. We corrupt 10% of the entries of the clean adjacency matrix, selected uniformly at random, with uniform noise in the interval [0, σ]. The noisy adjacency matrix is shown in Fig. 9(b) , with σ = 0.3. We set the parameters λ i and a i , i = 1, 2. as in the previous example. Figure 9 (c) and Fig. 9(d) show the denoised adjacency matrices obtained using the ISLR and the SLR methods, respectively. As in the case of previous example, the ISLR method offers a better RSE, and tends to correctly estimate the sparsitypattern of the true matrix. In order to assess the relative performance of the proposed ISLR method (3) in comparison to the SLR method (2), we realize 15 noisy adjacency matrices and denoise them. For each value of σ, we choose the parameters λ i , for both the methods, that yields the lowest RSE. Shown in Fig. 10 are the average RSE values as a function of σ. It can be seen that the ISLR method consistently offers a lower RSE.
Conclusion
We consider the problem of estimating a sparse lowrank matrix from its noisy observation. We generalize the convex formulation proposed for estimation of sparse low-rank matrix estimation [47] , by utilizing non-convex sparsity-inducing regularizers. The non-convex penalty functions proposed are known to estimate the non-zero signal values more accurately. We show how to set the parameters of the non-convex penalty functions, so as to preserve the convexity of the overall problem (sum of datafidelity and the rssegularization terms). The critical value of the non-convex penalty parameters define a convexity triangle; for all values of the nonconvex penalty parameters within this triangular region, the cost function is guaranteed to be strictly convex.
We derive an efficient algorithm using ADMM with a single variable-splitting which solves the proposed convex objective function consisting of non-convex regularizers. We guarantee the convergence of ADMM to the global minimum of the objective function, provided the scalar augmented Lagrangian parameter µ is chosen such that µ > 1. We illustrate several examples to demonstrate the effectiveness of the proposed formulation for estimation of sparse low-rank matrices.
The proposed method utilizes separable penalty functions (nonconvex) to induce sparsity stronger than separable convex penalty functions. A possible future direction involves the use of non-separable penalty functions, possibly nonconvex, that are designed so as to ensure the strict convexity of the objective function [48] .
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