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Abstract
Product cannibalisation is a well-known phenomenon in marketing and
technological research and describes the case when a new product steals
sales from another product under the same brand. A very special case of
cannibalisation may occur when the older product react to the competi-
tive strength of the newer one, absorbing the corresponding market shares.
Given its special character, we call this phenomenon inverse product can-
nibalisation. We suppose that a case of inverse cannibalisation is observed
between two products of Apple Inc., the iPhone and the more recent iPad,
and the first has been able to succeed at the expense of the second. To
explore this hypothesis, within a diffusion of innovations perspective, we
propose a modified Lotka-Volterra model for mean trajectories in asym-
metric competition, allowing us to test the presence and the extent of the
inverse cannibalisation phenomenon. A SARMAX refinement integrates
the short term predictions with seasonal and autodependent components.
A non-dimensional representation of the proposed model shows that the
penetration of the second technology has been beneficial for the first, both
in terms of market size and life cycle length.
Keywords: diffusion of innovations, inverse product cannibalisation, Lotka-
Volterra model with asymmetric competition, nonlinear regression, non-dimensionalisation
1 Introduction
Sales dynamics may be considered as complex systems affected by exogenous
and endogenous shocks. The distinction between exogenous and endogenous
has been highlighted by [30]: exogenous peaks in sales occur abruptly and are
followed by power law relaxation, while endogenous occur after a power law
growth followed by a power law relaxation. An analogous perspective has been
taken in the innovation diffusion context, [4]. Among all kinds of shocks that
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may affect sales dynamics, competition between products plays a central role.
In this paper we consider a special kind of competition, namely cannibalisation,
and investigate its effects. Product cannibalisation is a well-known phenomenon
in marketing and technology research and refers to the situation where two or
more products from the same brand compete and take away market shares from
each other [33]. In [11] product cannibalisation is defined as ‘the extent to
which one product’s sales are at the expense of other products offered by the
same firm’. Although the effect of cannibalisation may appear negative, it may
eventually be beneficial, bringing in new consumers and growing the overall
market size. In fact, cannibalisation is considered a common strategy in some
industrial sectors such as computer hardware and software, financial services,
airline services, automotive, food, and pharmaceuticals [33]. This strategy is
typically indicated as planned self-cannibalisation, and it is successful when the
underlying technology continuously advances.
So far, the marketing and technology literature has focused on how new
products cannibalise existing ones [7], [12] and [35]. As highlighted by [35],
to evaluate the success of a new product, managers need a method to verify
not only how much demand it generates, but also to what extent this demand
comes at the expense of their other products. Thus, an assessment of the extent
of cannibalisation is crucial for understanding whether the introduction can be
considered a success for the firm as a whole.
The phenomenon of cannibalisation is stronger when firms are active in sev-
eral commercial categories and introduce pioneering innovations, [35]. Typical
examples of firms affected by this phenomenon are Unilever, Hewlett-Packard,
Procter and Gamble, and Apple. Indeed, an often cited case of cannibalisation
in the ICT sector, see [7] and [35], is that between Apple’s iPod and iPhone:
Apple’s first quarter 2013 earnings report acknowledged iPhones cannibalising
iPods. This happened because the iPhone occupied two commercial categories:
portable media players and mobile phones. When introducing the iPhone, Steve
Jobs said ‘if anyone is going to cannibalise us, I want it to be us. I don’t want it
to be a competitor’. Although self cannibalisation appears a common strategy
for this brand, when introducing a new product, an intriguing question arises
when inspecting Fig. 1, which displays actual and smoothed (deseasonalised)
quarterly sales of the iPhone and iPad at the world level. Through a five terms
smoothing we may better capture the mean behaviour of the two series, ob-
serving that the iPhone has been experiencing a growing trend, while the more
recent iPad has apparently overtaken the maximum peak of its finite life cycle.
Moreover, the market share of the iPad appears significantly smaller than that
of the iPhone. This may seem surprising, because one could expect the iPad
to have greater success. Given this, one could make the hypothesis that the
decline in sales of the iPad and the parallel success of the iPhone are tied by
competitive dynamics. Even though the two technologies are not substitutes or
subsequent generations of each other, they share many features and functional-
ities that may imply a degree of interchangeability; if the traditional telephony
is a specified service of the iPhone, many other features are in common, such
as Internet, browsing services, GPS services (maps, dynamic positioning), doc-
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Figure 1: Quarterly actual and smoothed units of iPhone and iPad sold.
Smoothing performed through a five terms moving average. (data source: Apple
Inc).
3
ument generation, photographs, video and archiving, written and oral messages
with possible attachments, email, Internet telephony, multi-channel contact di-
rectory and music reproduction. Stimulated by the fact that Apple’s marketing
strategy encourages cannibalisation among its products and the company it-
self recognised the phenomenon, we provide a statistical model in order to test
whether and to which extent the competitive strength of the iPhone gave rise
to a very special case of cannibalisation, that we may call inverse product can-
nibalisation, where it is the first product (iPhone) that takes away market share
of the second (iPad). To do so, we adopt an innovation diffusion perspective
generalising the basic univariate Bass model [3] and propose a bivariate life
cycle model for competing products, which we call Lotka-Volterra model with
asymmetric competition, LVac. This model is derived as a special case of the
Lotka-Volterra with churn model, LVch, proposed by [14].
Once the significant presence of inverse product cannibalisation has been
tested and selected, an important question remains open: what are the conse-
quences of cannibalisation on a product life cycle? Because strategic and op-
erational decision making may be guided by a correct evaluation of its impact
[31], what are the benefits of this, as a brand strategy? To answer this question,
we study a non-dimensional representation of the proposed LVac model, which
allows for a reduction of the involved parameters and helps in understanding
how inverse product cannibalisation modifies the temporal dynamics of an in-
cumbent product’s life cycle.
The paper is structured as follows: in Section 2, some key points of finite life
cycle models under competition are discussed. In Section 3, we derive the LVac
model with asymmetric competition as a suitable reduction of the more general
Lotka-Volterra with churn model, LVch, proposed in [14], and we illustrate some
aspects concerning statistical inference and model selection for a fine tuning. In
Section 4, we analyse the case of competition between Apple iPhone and iPad
and test our hypothesis on the existence of an inverse cannibalisation effect.
Specifically, we show the better performance of the proposed LVac model with
that of two univariate standard Bass models. Based on this, in subsection 4.1 we
perform an out-of-sample forecasting with a two stage procedure: out-of-sample
prediction of mean trajectory and SARMAX refinement (see for instance [5]),
in order to capture the seasonality and autodependency not modelled with the
LVac. In Section 5, we propose a non-dimensional representation of the LVac
model employed in Section 4, which allows to better understand what the effect
is of the inverse product cannibalisation. Section 6 is devoted to a summary of
the results, a discussion and the concluding remarks.
4
2 Competition modelling in a diffusion of inno-
vation context
One of the key points to consider when studying the penetration of a new
product in a market is the presence of competitors. Competition across prod-
ucts, technologies or, more generally, scientific paradigms, may be interpreted
through complex systems representations obtaining specific asymmetric distri-
butions over time, [8]. Competition may alter the life cycle dynamics in terms
of penetration speed, time to maximum peak and size of market potential. Con-
current products may act as a barrier to a product’s success, but at the same
time, their presence may enlarge the size of demand, thus implying a benefit for
all market players. Markets are increasingly becoming complex, and in many
commercial sectors the competitive environment counts several actors: in this
case, the displacement of older products by a strong competitor may deter-
mine the emergence of self–coordination in the collective response of relatively
free agents. A signal of this condition is diagnosed by bimodal distributions of
the gross income at the opening phase or by bimodal distributions of the total
gross income of the total life time of products, [10]. However, when competi-
tors are few, namely two or three, equations governing their behaviour may be
more specific, by defining competition, substitution, cannibalisation or, in some
cases, co-existence. The models so far produced in the field of new product
diffusion, accounting for competition, have usually limited their attention to
duopolistic conditions, [27]. This is likely because of the inherent difficulty of
managing systems of differential equations, simultaneously describing the mean
growth dynamics of each product and their interaction. More properly, diffu-
sion models for competition have often focused on modelling the interaction
between two products by splitting the word-of-mouth (WOM) in two parts: the
within-product word-of-mouth, which is from the product’s specific sales, and
the cross-product word-of-mouth, which is from competition with the antagonist
and may imply either a negative or positive effect. Moreover, competition has
been considered to be both synchronic, which occurs when two products enter
the market at the same time, or diachronic, which occurs when the first product
initially acts as a monopolist and the second enters the market later.
The literature dealing with technological competition is quite recent but
rapidly growing [22], [27]. Important contributions come from the marketing,
operations research and econophysics domains. Among others, we note [16], [17],
[18], [19] [20], [21] and [28] where competition is modelled through cross-product
effects. In particular, in [18], a model called unrestricted unbalanced competition
regime change diachronic model, UCRCD, where both products share the same
market potential and are influenced by within-product and cross-product word-
of-mouth, is proposed. In this sense, the residual market is a common target
too, which allows completely free competition. This model has been generalised
in [19] by accounting for a time-dependent market potential, m(t).
Technological competition has also been modelled with Lotka-Volterra equa-
tions: from the first works applying the famous predator-prey relationship de-
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scribed in the Lotka-Volterra models to technological competition [1], [2] and
[23], the contributions have recently been expanded to explore the competitive
dynamics occurring between technologies and new ideas [9], [14], [15], [34] and
[36].
In this context, a special approach for the definition of the residual market
has been proposed by [14], extending through a word-of-mouth splitting the
standard Lotka-Volterra model, which usually considers interaction based on
current input factor, excluding the contribution of the antagonist. This model,
characterised by an independent modulation of the residual market of each com-
petitor, takes into account the possibility of a migration of potential adoptions
from one competitor to the other, that is, a sort of ‘churn’, and accordingly takes
the name Lotka-Volterra with churn model, LVch. This model, along with its
possible reductions, will be illustrated in Section 3.
3 Lotka-Volterra with churn model, LVch, and
its reduction for asymmetric competition, LVac
The Lotka-Volterra with churn model, LVch, by [14] is a system of differential
equations that describe two adoption processes and the related interactions,
namely the following:
z′1(t) =
[
p1a + q1a
z1(t)
ma
]
[ma − z1(t)] , t 6 c2
z′1(t) =
[
p1 +
a1z1(t) + α2b1z2(t)
m1 + α2m2
]
[(m1 − z1(t)) + α2(m2 − z2(t))] (1)
z′2(t) =
[
p2 +
a2z2(t) + α1b2z1(t)
m2 + α1m1
]
[(m2 − z2(t)) + α1(m1 − z1(t))] .
In this model, the first equation describes the stand-alone phase (t ≤ c2) when
the first product acts as a monopolist in the market. We see that the prod-
uct is assumed to behave according to a standard Bass model [3], with z′1(t)
and z1(t) being the rate and cumulative sales, respectively; parameters ma, the
market potential, p1a, the innovation coefficient due to external information
and q1a, the imitation coefficient due to word-of-mouth. The second and third
equations are defined for t > c2 when the second product has entered the mar-
ket, and they describe the competition dynamics. Each product’s rate sales,
z′i(t), i = 1, 2, for t > c2, are proportional to the corresponding residual markets
[(mi − zi(t)) + αj(mj − zj(t))] , i = 1, 2, j = 1, 2, i 6= j, where mi are the prod-
uct’s specific market potentials under competition, and zi(t), i = 1, 2, represent
the cumulative sales at time t.
As seen here, the residual market is the sum of the product specific one
mi − zi(t) plus a fraction of the other’s, αj(mj − zj). Parameters αj , j = 1, 2,
modulate the size of this second element. Parameters pi, i = 1, 2, define the
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Product 1 Product 2
Lotka-Volterra with churn, LVch 0 < α2 < 1 0 < α1 < 1
UCRCD α2 = 1 α1 = 1
Independent Bass models α2 = 0 α1 = 0
Direct cannibalisation α2 = 0 α1 = 1
Inverse cannibalisation α2 = 1 α1 = 0
Table 1: Lotka-Volterra with churn model and possible reductions because of
parameters α1 and α2
innovative behaviour in adoption, while the word-of-mouth components have
a more complex structure, compared with standard LV type models, made
of a within-product element [a1z1(t)/(m1 + α2m2)] and a cross-product one,
[α2b1z2(t)/(m1 + α2m2)] (contribution of the antagonist), for the first competi-
tor and, similarly, [a2z2(t)/(m2 + α1m1)] and [α1b2z1(t)/(m2 + α1m1)] for the
second. While parameters a1 and a2 are always positive because they describe
the within-product word-of-mouth, which is self-sustaining and therefore posi-
tive, parameters b1 and b2 can be either positive or negative, because the cross-
product word-of-mouth can be either positive or negative suggesting a collabo-
ration or a competition between the two products, respectively. Observe that
positive or negative cross-product word-of-mouth entirely depends on the sign
of b1 and b2 because parameter αj , j = 1, 2 is always positive.
Interestingly, the modulation of parameters α1 and α2 allows for the isolation
of some specific cases, useful to represent different market environments, as
follows:
1. if 0 < α1 < 1 and 0 < α2 < 1, we have the full Lotka-Volterra with churn
model, where both products are affected by within-product and cross-
product word-of-mouth and each one may have access to a portion of the
other’s residual market;
2. if α1 = α2 = 1, the LVch model reduces to the UCRCD by [18]. In this
case, the market potential is a common resource m = m1 + m2, and the
residual m − z(t), with z(t) = z1(t) + z2(t), is completely accessible to
both competitors,
3. if α1 = α2 = 0, there is no competition between the two products, which
are in fact described through independent standard Bass models, [3];
4. if α1 = 1 and α2 = 0, the life cycle of the first product is described with a
standard independent Bass model. The second product’s residual market
is made by the sum of both residual markets, (m2 − z2(t)) + (m1 − z1(t))
because α1 = 1. In this sense, the total asymmetry of competition, where
the second product has complete access to the residual market of the
first, can be seen. At the same time, the first product may still have an
impact on the sales of the second by means of the cross-product word-of-
mouth, [α1b2z1(t)/(m2 + α1m1)], which may be either positive or negative
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depending on the sign of parameter b2. This case illustrates the standard
product cannibalisation;
5. if α1 = 0 and α2 = 1, similar considerations hold. In this case, the first
product acts as a winning competitor, cannibalising the market of the
second, while the second is described with a standard independent Bass
model. This case illustrates a special type of cannibalisation, what we call
inverse product cannibalisation.
In Table 1, we summarise all these possibilities depending on the values taken
by parameters α1 and α2.
3.1 Aspects of statistical inference and estimation
A robust statistical implementation of the models presented in the previous sec-
tion is based on nonlinear least squares (NLS) under a convenient stacking of
the two submodels (see [29]). The stacking procedure is suggested to obtain a
unidimensional nonlinear model estimated with standard NLS methodology un-
der the Levemberg–Marquardt algorithm to overcome some convergence aspects
in Newton or quasi-Newton procedures.
In particular, we consider the structure of a nonlinear regression model:
w(t) = η(β, t) + ε(t), (2)
where w(t) is the observed response, η(β, t) is the deterministic component
describing instantaneous or cumulative processes, depending on parameter set
β and time t, and ε(t) is a zero mean residual term, not necessarily independent
identically distributed (i.i.d.) and normally distributed.
The performance of an extended model, m2, compared with a nested one,
m1, may be evaluated through a squared multiple partial correlation index R˜
2
in the interval [0; 1], namely:
R˜2 = (R2m2 −R2m1)/(1−R2m1), (3)
where R2mi , i = 1, 2 are the standard determination indexes of models mi, i =
1, 2.
The R˜2 index has a monotone correspondence with the F -ratio:
F = [R˜2(n− v)]/[(1− R˜2)u], (4)
where n is the number of observations, v the number of parameters of the
extended model m2 and u the incremental number of parameters from m1 to
m2. Under strong conditions on the distributional shape of the error term
ε(t), especially independence, identical distribution and normality, the F -ratio
statistic for the null hypothesis of equivalence of the two models is a central
Snedecor’s F with u degrees of freedom for numerator and n − v degrees of
freedom for denominator F ∼ Fu,n−v, [14]. In more general cases, the F-ratio
has a robust distributional behaviour, and a common upper threshold 4, for u =
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1, may be a reference for testing the equivalence of two nested nonlinear models;
a lower level, about 2 for u > 1. A more general model, m2, is statistically
significant with respect to a nested one, m1, if the F-ratio is much higher than
4. An overparametrisation of a model m2 may be recognised under a high
value of determination index R2m2 with high instabilities in the asymptotic 95%
confidence limits based on linear approximations. In these situations a sound
reduction of the model implies a limited reduction of the determination index
R2m1 compared with R
2
m2 through an F-ratio lower than 4. This contraction is
strongly supported by a relevant reduction of the ranges in the asymptotic 95%
confidence limits.
4 On inverse cannibalisation: competition be-
tween Apple’s iPhone and iPad
In this section we analyse the interplay between Apple’s iPhone and iPad with
the competition models presented in Section 3.
We observe some preliminary aspects by inspecting the quarterly actual and
smoothed sales data of both products (units sold, in millions) in Fig. 1, as
follows
1. the iPhone entered the market in Q3/2007;
2. the iPad entered the market in Q3/2010 and is characterised by an evident
declining trend, having already undertaken the life cycle peak;
3. both products show an evident seasonal component;
4. Apple reports sales data for all its products without making a distinction
between product generations: the data reflect the fact that the same person
may have purchased at different times different generations of the same
product, for instance replacing the iPhone 5 with the iPhone 6. Moreover,
the same person may own both an iPhone and an iPad, purchased at
different times, due to budget constraints;
5. for both products the last data point available refers to Q2/2018. However,
we estimated our models leaving out the Q2/2018 data point, which was
used for validation.
To analyse the presence and nature of competition between the two products,
we estimated the full LVch model presented in Equation (1). It is worth noting
that in this model, we just considered the mean trajectory of sales for a long-term
strategic perspective without taking into account the evident seasonal pattern,
which is relevant only for a short-term prediction, characterising both products.
As performed in subsection 4.1, seasonality can be identified and estimated with
SARMAX models once the mean behaviour of the series has been identified and
estimated, see for instance [5] and [13].
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ma pa qa R2
120 0.006 0.290 0.996527
(29) (0.003) (0.194)
(209) (0.009) (0.385)
Table 2: Parameter estimates of a standard Bass model for Apple’s iPhone
before t=13; Marginal linearised asymptotic 95% confidence limits into brackets.
Estimates performed on cumulative data.
p1 a1 b1 α2 m1 R2
0.0002 0.089 0.001 42.16 8706 0.84989
(-0.008) (-0.212) (-0.046) (-1233) (-196462)
(0.008) (0.391) (0.049) (1318) (213876)
p2 a2 b2 α1 m2 DW
0.016 0.184 -81.49 0.0003 470 2.014
(-0.032) (-0.433) (-1802.74) (-0.009) (-820)
(0.065) (0.803) (1639.76) (0.010) (1760)
Table 3: Parameter estimates of the full LVch model. Marginal linearised
asymptotic 95% confidence limits into brackets. Estimates performed on in-
stantaneous data. The specific market potentials, m1, for the iPhone and m2,
for the iPad, are expressed in millions of units.
In Table 2, we provide the estimates of the LVch model for t < c2 (stand-
alone phase), that is, before the iPad launch. Accordingly, sales of the iPhone
are modelled with a standard Bass model.
The parameters of the competition phase are outlined in Table 3. The deter-
mination index R2 = 0.84989 (performed on instantaneous data) is very high,
but the model looks very unstable, as seen in the confidence intervals (CIs) of
the parameters, which suggests a convenient model reduction. The high value
taken by αˆ2 and the value close to zero taken by αˆ1 indicate a polarisation of
the two parameters, according to case 5) in Section 3. Following this observa-
tion, we performed a model reduction and estimated a Lotka-Volterra model
with asymmetric competition, LVac, by setting α2 = 1 and α1 = 0. Moreover,
we interpreted the low and unstable estimate of parameter p1, pˆ1 = 0.0002, as
a signal of the absence of an innovative component for the iPhone within the
competition phase: this appears reasonable because the innovation component
for the iPhone is already described by parameter p1a in the stand-alone phase.
We highlight that the success of the iPhone heavily relied on word-of-mouth,
[27].
Therefore, we estimated a reduced LVac model with p1 = 0, namely:
z′1(t) =
[
a1z1(t) + b1z2(t)
m1 +m2
]
[(m1 − z1(t)) + (m2 − z2(t))] (5)
z′2(t) =
[
p2 +
a2z2(t)
m2
]
[(m2 − z2(t))] .
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a1 b1 m1 R2
0.202 -0.196 1886 0.840867
(0.095) (-0.467) (1595)
(0.309) (0.075) (2178)
p2 a2 m2 DW
0.013 0.122 454 1.99
(-0.001) (0.039) (350)
(0.028) (0.205) (557)
Table 4: Parameter estimates of the LV model with asymmetric competition,
LVac, and p1c = 0. Marginal linearised asymptotic 95% confidence limits into
brackets. Estimates performed on instantaneous data. The specific market
potentials, m1, for the iPhone and m2, for the iPad, are expressed in millions
of units.
The estimated parameters of the LVac model with p1 = 0 are outlined in
Table 4. To understand if this model reduction is plausible, we compared its
performance with that of the general LVch model through the tests for nested
models presented in Section 3.1. Based on this, we accepted the reduced model
because R˜2 = (0.84989− 0.840867)/(1− 0.840867) = 0.056 and F = 0.056(73−
10)/(1 − 0.056)4 = 0.93. In other words, the LVch is an over-parametrised
model with non-significant components. Notice that for the LVac model, the
confidence limits of the estimates in Table 4 are much more precise and sound,
compared with the corresponding values in Table 3. The non-homogeneous
signs of the CIs extremes for b1 and p2 do not imply in this case difficulties in
interpretation: the incoherent signs depend on the approximated extremes as
being asymmetrically far from the zero value included in the CIs.
The results of the reduced significant model, LVac, show that the residual
market for the iPhone is given by (m1−z1(t))+(m2−z2(t)), that is, the residual
market of the iPad turns out to be completely available to the iPhone. Con-
versely, for α1 = 0, the residual market for the iPad is just given by m2− z2(t),
and the cross-product word-of-mouth vanishes, [α1b2z1(t)/(m2 + α1m1)] = 0.
We have statistical support for the hypothesis that the iPad is described by
an independent standard Bass model and is therefore not influenced by the
iPhone. The iPhone is affected by the iPad both in negative and positive terms:
the iPad implies a positive extension of the iPhone’s residual market but also a
competitive effect because of a negative cross-product word-of-mouth because
parameter b1 is negative, bˆ1 = −0.196.
For comparative purposes, we estimated two independent standard Bass
models to describe the life cycle of the iPhone and the iPad separately, thus
ignoring any interaction effects between the two products’ sales. The results of
this application are outlined in Tables 5 and 6 (notice that these models are
estimated on cumulative data and this explains the expected high R2 compared
with the determination index in the rate data case).
Interestingly, the market potentials estimated with the Bass model for the
iPhone, mˆ1 = 1701, and the iPad, mˆ2 = 415, are smaller than the corresponding
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m1 p1 q1 R2
1701 0.0013 0.132 0.999112
(1626) (0.0012) (0.126)
(1776) (0.0014) (0.138)
Table 5: Parameter estimates of a standard Bass model for Apple’s iPhone;
marginal linearised asymptotic 95% confidence limits into brackets. Estimates
performed on cumulative data. The specific market potential, m1, for the iPhone
is expressed in millions of units.
m2 p2 q2 R2
415 0.013 0.143 0.997696
(398) (0.011) (0.127)
(431) (0.014) (0.160)
Table 6: Parameter estimates of a standard Bass model for Apple’s iPad;
marginal linearised asymptotic 95% confidence limits into brackets. Estimates
performed on cumulative data. The specific market potential, m2, for the iPad
is expressed in millions of units.
potentials obtained with the LVac model, that is, mˆ1 = 1886 and mˆ2 = 454.
In Fig. 2 we perform a graphical comparison between the models: the LVac
model can capture the nonlinear behaviour of the two series, especially in the
last part where the predictions are much more relevant. Moreover, Fig. 2
suggests that the entrance of the iPad has altered the dynamics of the iPhone’s
life cycle.
4.1 Out-of-sample prediction
The out-of-sample prediction may be performed in two steps:
1. the prediction of nonlinear mean trajectory for each competitor
2. the forecast of the out-of-sample nonlinear time series for each competitor.
Step 1 for z2(t).
The in–sample and out–of–sample cumulative mean trajectory prediction for
z2(t) is quite simple because we know the exact solution of the second equation
in (5), namely, a local Bass model, [3],
W2(t)− ε2(t) = z2(t) = f2(β, t) = m2 1− e
−(p2+a2)t
1 + (a2/p2)e−(p2+a2)t
(6)
where W2(t) is the observed value and ε2(t) is a residual error term.
The estimated mean trajectory is, therefore,
zˆ2(t) = f2(βˆ, t) t = 1, 2, . . . , T, T + 1, . . . , T +K, (7)
12
Figure 2: Comparison between Lotka-Volterra model with asymmetric compe-
tition, LVac, and Bass model, BM, for the iPhone and the iPad (data source:
Apple Inc.).
13
where βˆ is the NLS (nonlinear least squares) solution, and T + 1, . . . , T +K are
the out–of–sample times.
Step 2 for W2(t).
The in–sample and out–of–sample forecasting of the cumulative observed
values may be performed through a SARMAX model (seasonal autoregressive
moving average with exogenous input variables), see for instance [5],
2Ψ(B
s)2Φ(B)(W2(t)− c2f2(β, t)) = 2Θ(B)2Ω(Bs)at (8)
where c2 is a real coefficient' 1 if f2(β, t) is the correct mean trajectory, 2Ψ(Bs),
2Φ(B), 2Θ(B)2, Ω(B
s) are backward polynomial operators with specific param-
eters, s is a seasonal parameter, and 2a(t) is a white noise, 2a(t) ∼WN(0, σ2).
SARMAX forecasts, z¯2(t), combine the estimated mean trajectory f2(βˆ, t) and
the autodependent effects including seasonal components. The residuals W2(t)−
z¯2(t) = 2aˆ(t) define an estimated white noise process, WN(0, 2σˆ
2).
Step 1 for z1(t).
The out-of-sample cumulative mean trajectory prediction for z1(t) depends
upon both trajectories z1(t) and z2(t). Following Euler’s approximation z
′
1(t) '
z1(t+ 1)− z1(t), and denoting by
c1(t) =
a1z1(t) + b1z2(t)
m1 +m2
[(m1 − z1(t)) + (m2 − z2(t))]
we obtain a recursive out-of-sample cumulative prediction by exploiting the joint
NLS estimates for (5),
z˜1(t+ 1) = z1(t) + c1(t), t = T, T + 1, . . . , T +K − 1. (9)
The estimated mean trajectory in sample is function of the NLS solution,
zˆ1(t) =
∑t
i=1 zˆ
′
1(i) for t = 1, 2, . . . , T .
The expanded mean trajectory is therefore
zˆ1(t) =
{
zˆ1(t), t = 1, 2, . . . , T
z˜1(t), t = T + 1, . . . , T +K.
Step 2 for W1(t).
The in–sample and out–of–sample forecasting of the observed cumulative
values may be performed through a SARMAX model
1Ψ(B
s)1Φ(B)(W1(t)− c1f1(β, t)) = 1Θ(B)1Ω(Bs)at (10)
SARMAX forecasts, z¯1(t), combine the estimated mean trajectory f1(βˆ, t)
and the autodependent effects including seasonal components. The residuals
W1(t)− z¯1(t) = 1aˆ(t) define an estimated white noise process, WN(0, 1σˆ2).
We may appreciate the performance of the LVac model with SARMAX re-
finement in Fig. 3 and 4, where the 95% prediction limits are provided for
out–of–sample assessment of uncertainty of forecasts.
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Figure 3: In–sample and out–of–sample prediction based on LVac model and
SARMAX forecasting for iPhone and iPad. The 95% limits are provided for
out–of–sample uncertainty of forecasts.
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Figure 4: A zoom of out–of–sample 95% forecast limits for iPhone and iPad.
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5 Lotka-Volterra model with asymmetric com-
petition:
a non-dimensional representation
In this section, we try to evaluate how and to what extent the iPad has altered
the life cycle of the iPhone. To this end, we transform the LVac model in a more
tractable non-dimensional representation.
Let us reconsider the model selected in Section 4 to treat the case of Apple’s
iPhone and iPad (for t > c2):
z′1(t) =
[
a1z1(t) + b1z2(t)
m1 +m2
]
[(m1 − z1(t)) + (m2 − z2(t))] (11)
z′2(t) =
[
p2 +
a2z2(t)
m2
]
[(m2 − z2(t))] .
Here, this system depends on six parameters, namely a1, b1,m1, p2, a2 and
m2. This number may be reduced by expressing the system of equations in
non-dimensional terms, following, for instance, [6], [21].
Non-dimensionalization may recover the characteristic properties of a system
of equations through a convenient scaling of the involved variables. To this end,
consider the following rescaled variables x1 = z1/z10, x2 = z2/z20, τ = t/t0.
By setting z20 = m2 and z10 = m1, Equation (5) may be rewritten as the
following:
x′1 =
[
a1z10x1 + b1z20x2
m1 +m2
]
t0
z10
[(m1 − z10x1) + (m2 − z20x2)] (12)
x′2 =
[
p2
t0
z20
+ a2x2
t0
z20
]
[(m2 − z20x2)] .
A further reduction is obtained through s = m2/m1:
x′1 =
[
a1x1t0 + b1sx2t0
1 + s
]
[(1− x1) + s(1− x2)] (13)
x′2 = [p2t0 + a2x2t0] [(1− x2)]
and setting t0 = 1/a2 and r = p2/a2, we obtain the following:
x′1 =
[
a1x1 + b1sx2
a2(1 + s)
]
[(1− x1) + s(1− x2)] (14)
x′2 = (r + x2) [(1− x2)] .
The form (a1x1+b1sx2)/(a2(1+s)) may be multiplied by a2(1+s)/b1, obtain-
ing (a1/b1)x1+sx2. Moreover, if we set v = a1/b1, we obtain a non-dimensional
representation of Equation (5), which is based on only three parameters:
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x′1 = (vx1 + sx2) [(1− x1) + s(1− x2)] (15)
x′2 = (r + x2) [(1− x2)] .
5.1 Peak conditions for x′1
Let us indicate with F2 = (1 − e−(r+1)τ )/(1 + 1/re(r+1)τ ) the solution of the
second equation, a Riccati equation, in (15) and rewrite the first equation ac-
cordingly:
x′1 = (vx1 + sF2)(−x1 + 1 + s(1− F2)). (16)
Taking the first derivative of x′1 with respect to x1 and setting it equal to zero,
we obtain the maximum density condition, xˆ1, as follows:
xˆ1 =
1
2
+
s
2
(1− F2)− s
2v
F2 =
1
2
+
s
2
(
1− F2 − F2
v
)
. (17)
Because v = a1/b1 is typically negative because b1, which is expressing the
cross word-of-mouth effect, is negative, (1− F2 − F2/v) will be positive.
Noting that s = m2/m1, we may rewrite zˆ1 = m1xˆ1 in a more interesting form:
zˆ1 = m1xˆ1 =
m1
2
+
m2
2
(
1− F2 − F2
v
)
. (18)
Equation (18) highlights that as long as the market potential of the second
entrant m2 increases, the maximum peak for the first product, here indicated
as zˆ′1 = m1xˆ
′
1, is delayed and reached for zˆ1 beyond m1/2.
Following Equation (17), we have that the maximum peak for the iPhone, is
reached in the normalized form, at
xˆ1 =
1
2
+ 0.12036(1 + 0.030612 F2(τ)). (19)
It is important to observe that the maximum peak depends on the ratio of the
two market potentials, m2/m1, and on the ratio of the within and cross word-
of-mouth effects for the first product (iPhone), v = a1/b1.
Because F2(τ) is a cumulative distribution function that may take values be-
tween 0 and 1, we have that the maximum peak, xˆ′1 is reached within the interval
0.6204 6 xˆ1 6 0.6240. Noting that in a standard life cycle model, such as the
Bass model, the peak is reached when xˆ1 = 0.5, this result indicates that the
peak of sales for the iPhone is reached later, and its life cycle is extended thanks
to the presence of the iPad.
6 Summary of results, discussion and conclud-
ing remarks
Information and communication technology markets are characterised by growth
strategies that may generate sales cannibalisation. As highlighted in [26], the
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occurrence of cannibalisation must be tested and quantified, even though this
could be a challenging task in ICT markets because the dynamics of techno-
logical innovation in ICTs may alter, hide or confound cannibalisation effects.
In this paper we proposed a competition model, the Lotka-Volterra with asym-
metric competition, LVac, to test statistically the existence and the extent of a
special case of product cannibalisation, to our knowledge not modelled in liter-
ature, which we call inverse product cannibalisation, to express the idea that it
is the first entrant that steals market shares from the second. The LVac model
has been obtained with a model reduction as a special case of the LVch by [14].
A convenient model reduction procedure based on the F-ratio test has proven
essential for model selection to detect an otherwise hidden market mechanism.
Through the LVac, we studied the interaction between two products by Apple
Inc., finding that the life cycle of the iPad may be described with a simple Bass
model, while the iPhone’s life cycle has a more complex structure that accounts
for the influencing presence of the iPad. The iPad had both a negative and
positive role: on the one hand, the iPad has exerted competition on the iPhone
through a negative word-of-mouth, balancing the specific within-product inter-
nal effect with contrasting alternative information, but its presence has also been
beneficial because its residual market potential has been completely available to
the iPhone, pointing to a final absorption of m2. Moreover, a non-dimensional
representation of the proposed LVac model evidenced that the entrance of the
iPad implied a delay in the peak time of the iPhone: in particular, we found that
this delay is because of the size of the market potentials, m1 and m2, and the
word-of-mouth dynamics of the iPhone, namely within-product word-of-mouth
a1 and cross-product word-of-mouth b1. From a strategic perspective, this find-
ing confirms the complex dynamics underlying word-of-mouth [32] and points
out that even a negative, though limited, spread of information can contribute
to determine a product’s success.
The phenomenon of inverse cannibalisation, diagnosed by the LVac model in
the iPhone and iPad case through a specific reduction of a more general model,
LVch, suggests similar applications in other contexts, such as those mentioned in
the introduction. These may help generalising the proposed concept of inverse
cannibalisation. There are at least one extension of the current version of the
LVac model: the inclusion of external control functions mimicking the structure
of the generalised Bass model, GBM, [4], to introduce covariate dependence
effects due to external shocks. As proposed in Section 4, the application of
standard separate univariate diffusion of innovations models erroneously cancel
out the interaction effects that are recovered through a parsimonious model,
LVac, allowing a sound interpretation of the process. In particular, its non-
dimensional analysis confirms the beneficial effects on the iPhone in terms of
the asymptotic market size and the life cycle duration.
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