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fixed points of a family of infinitely nonexpansive mappings, and the set of solutions of the
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the above two sets are obtained. As applications, at the end of the paper we utilize our results to
study the problem of finding a common element of the set of fixed points of a family of infinitely
nonexpansivemappings and the set of fixed points of a finite family of k-strictly pseudocontractive
mappings. The results presented in the paper improve some recent results of Qin and Cho 2008.
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1. Introduction
Throughout this paper, we always assume that H is a real Hilbert space with inner product
〈·, ·〉 and norm ‖ · ‖, respectively, C is a nonempty closed convex subset of H, and PC is the
metric projection ofH onto C. In the following, we denote by → strong convergence and by
⇀weak convergence. Recall that a mapping T : C → C is called nonexpansive if
‖Tu − Tv‖ ≤ ‖u − v‖, ∀u, v ∈ C. 1.1
We denote by FT the set of fixed points of T . Recall that a mapping B : C → H is said to
be
i monotone if 〈Bu − Bv, u − v〉 ≥ 0, for all u, v ∈ C;
ii L-Lipschitz if there exists a constant L > 0 such that ‖Bu − Bv‖ ≤ L‖u − v‖, for all
u, v ∈ C;
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iii α-inverse-strongly monotone 1, 2 if there exists a positive real number α such that
〈Bu − Bv, u − v〉 ≥ α‖Bu − Bv‖2, ∀u, v ∈ C. 1.2
Remark 1.1. It is obvious that any α-inverse-strongly monotone mapping B is monotone and
1/α-Lipschitz continuous.
Let B : C → H be a mapping. The classical variational inequality problem is to find a
u ∈ C such that
〈Bu, v − u〉 ≥ 0, ∀v ∈ C. 1.3
The set of solutions of variational inequality 1.3 is denoted by VIB,C. The variational
inequality has been extensively studied in the literature; see, for example, 3, 4 and the
references therein.
A self-mapping f : C → C is a contraction if there exists a constant α ∈ 0, 1 such that
∥
∥fu − fv∥∥ ≤ α‖u − v‖, ∀u, v ∈ C. 1.4
Iterative methods for nonexpansive mappings have recently been applied to solve
convex minimization problems; see, for example, 5–8 and the references therein. Convex
minimization problems have a great impact and influence in the development of almost all
branches of pure and applied sciences. A typical problem is to minimize a quadratic function





〈Ax, x〉 − 〈x, b〉, 1.5
where A is a linear bounded operator, C is the fixed point set of a nonexpansive mapping
T , and b is a given point in H. Let H be a real Hilbert space. Recall that a linear bounded
operator B is strongly positive if there is a constant γ > 0 with property
〈Ax, x〉 ≥ γ‖x‖2, ∀x ∈ H. 1.6
Recently, Marino and Xu 9 introduced the following general iterative scheme based on the









, n ≥ 0, 1.7
where A is a strongly positive bounded linear operator on H. They proved that if the
sequence {αn} of parameters satisfies appropriate conditions, then the sequence {xn}
generated by 1.7 converges strongly to the unique solution of the variational inequality
〈
A − γfx∗, x − x∗〉 ≥ 0, x ∈ C, 1.8
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〈Ax, x〉 − hx, 1.9
where h is a potential function for γf i.e., h′x  γfx for x ∈ H.
On the other hand, two classical iteration processes are often used to approximate a
fixed point of a nonexpansive mapping. The first one is introduced by Mann 11 and is
defined as follows:





xn  αnTxn, n ≥ 1,
1.10
where the sequence {αn} is in the interval 0, 1.
The second iteration process is referred to as Ishikawa’s iteration process 12which is
defined recursively by
x1  x ∈ C chosen arbitrary,









xn  αnTyn, n ≥ 1,
1.11
where {αn} and {βn} are sequences in the interval 0, 1. However, both 1.16 and 1.11 have
only weak convergence in general see 13, e.g.. Very recently, Qin and Cho 14 introduced
a composite iterative algorithm {xn} defined as follows:
x1  x ∈ C chosen arbitrary,




















yn, n ≥ 1,
1.12
where f is a contraction, T is a nonexpansive mapping, and A is a strongly positive linear
bounded self-adjoint operator, proved that, under certain appropriate assumptions on the
parameters, {xn} defined by 1.12 converges strongly to a fixed point of T , which solves
some variational inequality and is also the optimality condition for the minimization problem
1.9.
On the other hand, for finding an element of FT ∩ VIB,C, under the assumption
that a set C ⊆ H is nonempty, closed, and convex, a mapping T : C → C is nonexpansive
and a mapping B : C → H is α-inverse-strongly monotone, Takahashi and Toyoda 15
introduced the following iterative scheme:
x1  x ∈ C chosen arbitrary,








, n ≥ 1, 1.13
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where {αn} is a sequence in 0, 1, and {ηn} is a sequence in 0, 2α. They proved that if FT∩
VIB,C/∅, then the sequence {xn} generated by 1.13 converges weakly to some z ∈ FT∩
VIB,C. Recently, Iiduka and Takahashi 16 proposed another iterative scheme as follows
x1  x ∈ C chosen arbitrary,








, n ≥ 1, 1.14
where B is an α-inverse strongly monotone mapping, {αn} ⊆ 0, 1 and {λn} ⊆ 0, 2α satisfy
some parameters controlling conditions. They showed that if FT ∩ VIB,C is nonempty,
then the sequence {xn} generated by 1.14 converges strongly to some z ∈ FT ∩ VIB,C.
The existence of common fixed points for a finite family of nonexpansivemappings has
been considered by many authors see 17–20 and the references therein. The well-known
convex feasibility problem reduces to finding a point in the intersection of the fixed point
sets of a family of nonexpansive mappings see 21, 22. The problem of finding an optimal
point that minimizes a given cost function over the common set of fixed points of a family
of nonexpansive mappings is of wide interdisciplinary interest and practical importance see
18, 23. A simple algorithmic solution to the problem of minimizing a quadratic function
over the common set of fixed points of a family of nonexpansive mappings is of extreme
value in many applications including set theoretic signal estimation see 23, 24.
In this paper, we study the mappingWn defined by
Un,n1  I,

































where {μi} is a nonnegative real sequence with 0 ≤ μi < 1, for all i ≥ 1, T1, T2, . . ., form a family
of infinitely nonexpansive mappings of C into itself. Nonexpansivity of each Ti ensures the
nonexpansivity ofWn. Such aWn is nonexpansive from C to C and it is called aW-mapping
generated by T1, T2, . . . , Tn and μ1, μ2, . . . , μn.
In this paper, motivated and inspired by Su et al. 25, Marino and Xu 9, Takahashi
and Toyoda 15, and Iiduka and Takahashi 16, we will introduce a new iterative scheme:
x1  x ∈ C chosen arbitrary,
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where Wn is a mapping defined by 1.15, f is a contraction, A is strongly positive linear
bounded self-adjoint operator, B is a α-inverse strongly monotone, and we prove that under
certain appropriate assumptions on the sequences {αn}, {βn}, {γn}, and {δn}, the sequences
{xn} defined by 1.16 converge strongly to a common element of the set of common fixed
points of a family of {Tn} and the set of solutions of the variational inequality for an
inverse-strongly monotone mapping, which solves some variational inequality and is also
the optimality condition for the minimization problem 1.9.
2. Preliminaries
LetH be a real Hilbert space. It is well known that for any λ ∈ 0, 1
∥
∥λx  1 − λy∥∥2  λ‖x‖2  1 − λ‖y‖2 − λ1 − λ‖x − y‖2. 2.1
Let C be a nonempty closed convex subset ofH. For every point x ∈ H, there exists a unique




∥ ≤ ‖x − y‖, ∀y ∈ C. 2.2
PC is called the metric projection of H onto C. It is well known that PC is a nonexpansive
mapping ofH onto C and satisfies
〈
x − y, PCx − PCy




for every x, y ∈ H.Moreover, PCx is characterized by the following properties: PCx ∈ C and
〈
x − PCx, y − PCx
〉 ≤ 0,











for all x ∈ H, y ∈ C. It is easy to see that the following is true:
u ∈ VIB,C ⇐⇒ u  PCu − λBu, λ > 0. 2.5
A Banach space X is said to satisfy the Opial’s condition if for each sequence {xn} in











∥, y /x. 2.6
It is well known that each Hilbert space satisfies the Opial’s condition.
A set-valued mapping T : H → 2H is called monotone if for all x, y ∈ H, f ∈ Tx and
g ∈ Ty imply 〈x−y, f −g〉 ≥ 0. A monotone mapping T : H → 2H is maximal if the graph of
GT of T is not properly contained in the graph of any other monotone mapping. It is known
that a monotone mapping T is maximal if and only if for x, f ∈ H ×H, 〈x−y, f − g〉 ≥ 0 for
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every y, g ∈ GT implies f ∈ Tx. Let B be a monotone map of C intoH and letNCv be the
normal cone to C at v ∈ C, that is,NCv  {w ∈ H : 〈u − v,w〉 ≥ 0, for all u ∈ C} and define
Tv 
{
Bv NCv, v ∈ C;
∅, v /∈C.
2.7
Then T is the maximal monotone and 0 ∈ Tv if and only if v ∈ VIB,C; see 26.
Now we collect some useful lemmas for proving the convergence result of this paper.
Lemma 2.1. In a Hilbert spaceH. Then the following inequality holds
‖x  y‖2 ≤ ‖x‖2  2〈y, x  y〉, ∀x, y ∈ H. 2.8
Lemma 2.2 see 27. Let {xn} and {zn} be bounded sequences in a Banach space E and let {βn} be
a sequence in 0, 1with 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1. Suppose xn1  1−βnznβnxn
for all integers n ≥ 1 and lim supn→∞‖zn1 − zn‖ − ‖xn1 −xn‖ ≤ 0. Then, limn→∞‖zn −xn‖  0.





αn  δn, n ≥ 1, 2.9
where {αn} is a sequence in 0, 1 and {δn} is a sequence in R such that
1
∑∞
n1 γn  ∞
2 lim supn→∞δn/γn ≤ 0 or
∑∞
n1|δn| < ∞.
Then limn→∞ αn  0.
Lemma 2.4 see 9. Assume that A is a strongly positive linear bounded self-adjoint operator on a
Hilbert spaceH with coeﬃcient γ > 0 and 0 < ρ ≤ ‖A‖−1. Then ‖I − ρA‖ ≤ 1 − ργ .
Throughout this paper, we will assume that 0 < μn ≤ μ < 1, for all n ≥ 1. Concerning
Wn defined by 1.15, we have the following lemmas which are important to prove our main
result.
Lemma 2.5 see 29. Let C be a nonempty closed convex subset of a Hilbert spaceH, let Ti : C →
C be a family of infinitely nonexpansive mapping with
⋂∞
i1FTi/∅, and let {μi} be a real sequence
such that 0 < μi ≤ μ < 1, for all i ≥ 1. Then
1 Wn is nonexpansive and FWn 
⋂n
i1FTi for each n ≥ 1;
2 for each x ∈ C and for each positive integer k, the limit limn→∞Un,kx exists;





Un,1x, x ∈ C, 2.10
is a nonexpansive mapping satisfying FW 
⋂∞
i1FTi and it is called the W-mapping generated
by T1, T2, . . . , and μ1, μ2, . . . .
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Lemma 2.6 see 30. Let C be a nonempty closed convex subset of a Hilbert space H, let {Ti :
C → C} be a family of infinitely nonexpansive mappings with ⋂∞i1FTi/∅, and let {μi} be a real








∥  0. 2.11
3. Main Results
Now we are in a position to state and prove the main result in this paper.
Theorem 3.1. Let C be a closed convex subset of a real Hilbert space H, let f be a contraction of C
into itself, let B be an α-inverse strongly monotone mapping of C into H, and let {Ti : C → C} be a
family of infinitely nonexpansive mappings with F :
⋂∞
n1FTi ∩VIB,C/∅. Let A be a strongly
positive linear bounded self-adjoint operator with the coeﬃcient γ > 0 such that ‖A‖ ≤ 1. Assume
that 0 < γ ≤ γ/α. Let {αn}, {βn}, {γn}, and {δn} be sequences in 0, 1 satisfying the following
conditions:
C1 limn→∞αn  0,
∑∞
n1 αn  ∞,
C2 0 < lim infn→∞ δn ≤ lim supn→∞ δn < 1,
C3 1  βnγn − 2βn > d for some d ∈ 0, 1,
C4 limn→∞|βn1 − βn|  limn→∞|γn1 − γn|  0,
C5
∑∞
n1|λn − λn−1| < ∞ and {λn} ⊂ a, b for some a, b ∈ 0, 2α.
Then the sequence {xn} defined by 1.16 converges strongly to q ∈ F, where q  PFγf  I −Aq
which solves the following variational inequality:
〈
γfq −Ap, p − q〉 ≤ 0, ∀p ∈ F. 3.1
Proof. Since αn → 0 as n → ∞ by the condition C1, we may assume, without loss of
generality that αn < 1−δn‖A‖−1 for all n ≥ 0. First, wewill show that I−λnB is nonexpansive.

















 ‖x − y‖2 − 2λn〈x − y,Ax −Ay〉  λ2n‖Ax −Ay‖2




≤ ‖x − y‖2,
3.2
which implies that I − λnB is nonexpansive. Noticing that A is a linear bounded self-adjoint
operator, one has
‖A‖  sup {∣∣〈Ax, x〉∣∣ : x ∈ H, ‖x‖  1}. 3.3









 1 − δn − αn〈Ax, x〉
≤ 1 − δn − αn‖A‖
≤ 0,
















: x ∈ H, ‖x‖  1}
 sup
{
1 − δn − αn〈Ax, x〉 : x ∈ H, ‖x‖  1
}
≤ 1 − δn − αnγ.
Next, we observe that {xn} is bounded. Indeed, pick p ∈
⋂∞












































































































) − fp∥∥  αn
∥

























γ − γα .
3.5















which gives that the sequence {xn} is bounded, and so are {yn} and {zn}.






∥  0. 3.7
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whereM1 ≥ 0 is a constant such that ‖Un,nxn −Un−1,nxn‖ ≤ M1. Similarly, there existsM2 ≥ 0
such that ‖Un,nyn −Un−1,nyn‖ ≤ M2.
Observing that
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Noticing that

































































































































































































































Putting ln  xn1 − δnxn/1 − δn, we get, xn1  1 − δnln  δnxn.
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Now, we compute ln1 − ln. Observing that















































































































































































































∥ − ∥∥xn − xn−1
∥
∥
) ≤ 0. 3.20
We can obtain limn→∞‖ln − xn‖  0 easily by Lemma 2.2 since
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xn − tn  xn − xn1  xn1 − tn




























































∥  0. 3.26
















































xn − p, γf
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≤ (1 − αnγ
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≤ ∥∥xn − p
∥
∥











) −Ap∥∥2  2δnαn
〈


















−bb − 2α∥∥Byn − Bp
∥
∥
2 ≤ ∥∥xn − p
∥
∥
























∥  0. 3.30
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∥  0. 3.35










∥ −→ 0 as n −→ ∞. 3.36
















































































∥ − [(1  βn
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∥ ≤ ∥∥xn − yn
∥
∥. 3.38






∥  0. 3.39




















∥ −→ 0 as n −→ ∞. 3.40





















∥ −→ 0 as n −→ ∞. 3.41




γf  I −A)x − PF
(
γf  I −A)y∥∥
≤ ∥∥(γf  I −A)x − (γf  I −A)y∥∥
≤ γ∥∥fx − fy∥∥  ‖I −A‖‖x − y‖
≤ γα‖x − y‖  (1 − γ)‖x − y‖
< γ‖x − y‖.
3.42
Banach’s Contraction Mapping Principle guarantees that PFγf  I −A has a unique fixed
point, say q ∈ H. That is, q  PFγf  I −Aq.




γfq −Aq, tn − q
〉 ≤ 0. 3.43









γfq −Aq,Wtni − q
〉
. 3.44
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Since {tni} is bounded, there exists a subsequence {tnij } of {tni} which converges weakly to
z ∈ C. Without loss of generality, we can assume that tni ⇀ z. From ‖Wtni − tni‖ → 0, we













γfq −Aq, z − q〉.
3.45
Next we prove that z ∈ F : ⋂∞i1FTi ∩ VIB,C.
First, we prove that z ∈ FW  ⋂∞i1FTi.
Suppose the contrary, z/∈FW, that is,Wz/ z. Since tni ⇀ z, by the Opial’s condition









































This is a contradiction, which shows that z ∈ FW  ⋂∞i1FTi.
Next, we prove z ∈ VIB,C. For this purpose, let T be the maximal monotone
mapping defined by 2.7:
Tv 
{
Bv NCv, v ∈ C;
∅, v /∈C.
3.47
For any given v,w ∈ GT, hence w − Bv ∈ NCv. Since tn ∈ C, we have
〈
v − tn,w − Bv
〉 ≥ 0. 3.48
On the other hand, from tn  PCyn − λnByn, we have
〈
v − tn, tn − yn − λnByn
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Therefore, we obtian
〈
v − tni , w
〉 ≥ 〈v − tni , Bv
〉
≥ 〈v − tni , Bv
〉 −
〈

















v − tni , Btni − Byni
〉 −
〈




≥ 〈v − tni , Btni
〉 −
〈







v − tni , Btni − Byni
〉 −
〈






Noting that ‖tni − yni‖ → 0 as n → ∞ and B is Lipschitz continuous, hence from 3.18, we
obtain
〈v − z,w〉 ≥ 0. 3.52
Since T is maximal monotone, we have z ∈ T−10, and hence z ∈ VIB,C.
The conclusion z ∈ ⋂∞i1FTi ∩ VIB,C is proved.








γfq −Aq, z − q〉 ≤ 0. 3.53
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xn − q, f
(
xn
) − fq〉  2δnαn
〈








tn − q, f
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∥γfq −Aq∥∥)  2δn
〈

























∥γfq −Aq∥∥ ≤ M5, 3.57
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tn − q, γfq −Aq
〉
 αnM4. 3.59
Using C1, 3.54, and 3.55, we get lim supn→∞δn ≤ 0. Now applying Lemma 2.3 to 3.58,
we conclude that xn → q. This completes the proof.
Remark 3.2. Theorem 3.1 mainly improve the results of Qin and Cho 14 from a single
nonexpansive mapping to an infinite family of nonexpansive mappings.
4. Applications
In this section, we obtain two results by using a special case of the proposed method.
Theorem 4.1. LetH be a real Hilbert space, let B be an α-inverse strongly monotone mapping onH,
let {Ti : H → H} be a family of infinitely nonexpansive mappings with F :
⋂∞
i1FTi∩B−10/∅.
Let f : H → H a contraction with coeﬃcient α ∈ 0, 1, and let A be a strongly positive bounded
linear operator on H with coeﬃcient γ > 0 and 0 < γ < γ/α. Suppose the sequences {xn}, {yn}, and
{zn} be generated by
x1  x ∈ H chosen arbitrary,
























where {αn}, {βn}, {γn}, and {λn} are sequences in 0, 1 satisfying the following conditions:
C1 limn→∞αn  0,
∑∞
n1 αn  ∞,
C2 0 < lim infn→∞δn ≤ lim supn→∞δn < 1,
C3 1  βnγn − 2βn > a for some a ∈ 0, 1,
C4 limn→∞|βn1 − βn|  limn→∞|γn1 − γn|  0,
C5
∑∞
n1|λn − λn−1| < ∞ and {λn} ⊂ a, b for some a, b ∈ 0, 2α.
Then {xn}, {yn}, and {zn} converge strongly to q  PFγf I −Aq which solves the variational
inequality:
〈
A − γfq, q − z〉 ≤ 0, z ∈ F. 4.2
Proof. We have B−10  VIB,H and PH  I. Applying Theorem 3.1, we obtain the desired
result.
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Next, we will apply the main results to the problem for finding a common element of
the set of fixed points of a family of infinitely nonexpansive mappings and the set of fixed
points of a finite family of k-strictly pseudocontractive mappings.
Definition 4.2. Amappings S : C → H is said to be a k-strictly pseudocontractive mapping if
there exists k ∈ 0, 1 such that
‖Sx − Sy‖2 ≤ ‖x − y‖2  k∥∥I − Sx − I − Sy∥∥2, ∀x, y ∈ C. 4.3
The following lemmas can be obtained from 31, Proposition 2.6 by Acedo and Xu,
easily.
Lemma 4.3. Let H be a Hilbert space, let C be a closed convex subset of H. For any integer N ≥ 1
, assume that, for each 1 ≤ i ≤ N, Si : C → H is a ki-strictly pseudocontractive mapping for some
0 ≤ ki < 1. Assume that {ϕi}Ni1 is a positive sequence such that
∑N
i1 ϕi  1. Then
∑N
i1 ϕiSi is a
k-strictly pseudocontractive mapping with k  max{ki : 1 ≤ i ≤ N}.
Lemma 4.4. Let {Si}Ni1 and {ϕi}Ni1 be as in Lemma 4.3. Suppose that {Si}Ni1 has a common fixed





Let Si : C → H be a ki-strictly pseudocontractive mapping for some 0 ≤ ki < 1. We
define a mapping A  I −∑Ni1 ϕiSi : C → H, where {ϕi}Ni1 is a positive sequence such that
∑N
i1 ϕi  1, then A is a 1 − k/2-inverse-strongly monotone mapping with k  max{ki :
















































∥I −Ax − I −Ay∥∥2 ≤ ‖x − y‖2  k‖Ax −Ay‖2. 4.5
On the other hand
∥
∥I −Ax − I −Ay∥∥2  ‖x − y‖2 − 2〈x − y,Ax −Ay〉  ‖Ax −Ay‖2. 4.6
Hence, we have
〈x − y,Ax −Ay〉 ≥ 1 − k
2
‖Ax −Ay‖2. 4.7
This shows that A is 1 − k/2-inverse-strongly monotone.
Theorem 4.5. Let C be a closed convex subset of a real Hilbert space H. For any integer N > 1,
assume that, for each 1 ≤ i ≤ N, Si : C → H is a ki-strictly pseudocontractive mapping for
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i1FSi/∅. Let f : C → C a contraction with coeﬃcient α ∈ 0, 1 and let A be a
strongly positive bounded linear operator with coeﬃcient γ > 0 and 0 < γ < γ/α. Let the sequences
{xn}, {yn}, and {zn} be generated by
x1  x ∈ H chosen arbitrary,
































where {αn}, {βn}, {γn}, and {λn} are the sequences in 0, 1 satisfying the following conditions:
C1 limn→∞αn  0,
∑∞
n1 αn  ∞,
C2 0 < lim infn→∞δn ≤ lim supn→∞δn < 1,
C3 1  βnγn − 2βn > a for some a ∈ 0, 1,
C4 limn→∞|βn1 − βn|  limn→∞|γn1 − γn|  0,
C5
∑∞
n1|λn − λn−1| < ∞ and {λn} ⊂ a, b for some a, b ∈ 0, 2α.
Then {xn}, {yn}, and {zn} converge strongly to q  PFγf I −Aq which solves the variational
inequality:
〈
A − γfq, q − z〉 ≤ 0, z ∈ F. 4.9
Proof. Taking B  I − ∑Ni1 ϕiSi : C → H, we know that B : C → H is α-inverse strongly
monotone with α  1 − k/2. Hence, B is a monotone L-Lipschitz continuous mapping with
L  2/1 − k. From Lemma 4.4, we know that ∑Ni1 ϕiSi is a k-strictly pseudocontractive
mapping with k  max{ki : 1 ≤ i ≤ N} and then F
∑N
i1 ϕiSi  VIB,C by Chang 30,
















The conclusion of Theorem 4.5 can be obtained from Theorem 3.1.
Remark 4.6. Theorem 4.5 is a generalization and improvement of the theorems by Qin and
Cho 14, Iiduka and Takahashi 16, Thorem 3.1, and Takahashi and Toyoda 15.
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