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Accurate rodel ing of flexible space s t r u c t u r e s  is a n  important f ie ld  that is 
cu r ren t ly  under inves t iga t ion .  Parameter estimation, using rethods such aa MX- 
imm likel ihood,  is one of the ways that the  aodel can be inpzm?ed. The ~ d a u  
l ike l ihood estimator has been used t o  e x t r a c t  s t a b i l i t y  and con t ro l  der iva t ives  
from f l i g h t  data fox  many years. H o e t  of the l i t e r a t u r e  on a i r c r a f t  es t imat ion 
concentrates  on new developments and applicatitma, assur ing  f a m i l i a r i t y  w i t h  
basic est imat ion concepts. This paper presents  sow of these basic concep+s. 
me pawr b r i e f l y  discusses the maxinu likelihood estimator and the aircraft 
equat ions of motion thu t  the estimator uses. 
and est imat ion are exadned for a simple computed aircraft example. The coat 
funct ions that are t o  be riniaized during est imat ion are defined and discussed. 
Graphic representat ions of the coat funct ions are given to help illustrate t h e  
minimization prxess. Fina l ly ,  t he  basic concepts are generalized, and es t ima-  
t i o n  from f l i g h t  data is discusaed. Specific examples of es t imat ion of s t ruc-  
t u r a l  dynamics are included. 
example are also developed for the ana lys is  of f l igh t  data. 
'Iha basic concepts of d n i d z a t i o n  
Sou of the  major conclu8iona for the computed 
INTRODUCTION 
Accurate modeling of flexible space s t ruc tu res  is an inpor tan t  area that is  
Such techniques have been succe88- 
cu r ren t ly  under invest igat ion.  
can be improved using parameter estimation. 
f u l l y  used to  estinate a i r c r a f t  s t a b i l i t y  and con t ro l  derivatives and r e f ine  
aircraft  mathematical models. Sore of the experience gained i n  the a i r c r a f t  
problem can be applied d i r e c t l y  to ana lys i s  of f l e x i b l e  space s t ruc tures .  
The mathematical w a l i n g  of these s t ruc tu res  
The maximum likelihood estimator has been used t o  &thin s t a b i l i t y  and con- 
t ro l  estimates from f l i g h t  data f o r  nearly 20 yearcr. 
ca t ions  have been reported worldwide. Reference 1 contains  u representat ive 
list of some of these reports. Several good texts  (includifig R e f s ,  2 and 3 )  
conta in  thorough treatments of the theory of .axinurn l ike l ihood estimation. 
Experience reports (Refs. 1, 4, and 5 )  poic t ing  out  practical considerat ions for 
The r e s u l t s  of many appl i -  
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applying the  maximum l ike l ihood estimator ham also been published. 
and con t ro l  derivatives eatimted from f l i g h t  data are cu r ren t ly  required for 
co r re l a t ion  s tud ie s  w i t h  predictive techniques, handling q u a l i t i e s  ductmentation, 
design compliance, a i r c r a f t  s i r u l a t x  enhancement and refinement, and con t ro l  
system design. Corre la t ion ,  s inu la t ion ,  and con t ro l  s y ~ t a ~  design epplicatiom 
(including the space s h u t t l e )  are dircusaed i n  Ref. 6. Current  s tud ie s  have 
concentrated on es t imat ion  model s t r u c t u r e  de te rn ina t ion  (Refs. 7 and 81, equa- 
t i o n  error w i t h  state reconstruct ion ( R e f s .  9 t o  111, and maximum likelihood 
est imat ion i n  the  frequency domain (Refs. 12 and 13). 
S t a b i l i t y  
Most of the reporta  i n  the est imat ion area concentrate  on new developments 
and appl ica t ions ,  assuming f a m i l i a r i t y  w i t h  the basic concepts of maxinu. l ike-  
l ihood estimation. I n  this paper s’- of these basic concepts are reviewed, 
concentrat ing on simple, idealized models. These simple models provide i n s i g h t s  
appl icable  to  a w i d e  va r i e ty  OE real problems. 
This  paper a l s o  presents  sone of the basics of m a x i m u  likelihood est imat ion 
It b r i e f l y  discusses the maximar l ikel ihood as appl ied to the aircraft probltr. 
estimator and the aircraft equations of ro t ion  that the sstimtor uses. 
basic aspects of minimization and twi tha t ion  are then examined in de ta i l  f o r  a 
simple computed aircraft example. Final ly ,  the discussion is expanded t o  the 
general  a i r c r a f t  es t imat ion probler including s p e c i f i c  examples of est imat ion of 
s t r u c t u r a l  dynamics. 
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system matrices 
normal acce lera t ion  positive upward, g 
longi tudina l  acce lera t ion ,  g 
lateral acce lera t ion ,  g 
normal acce lera t ion  poritive upward, g 
reference span, f t  
c o e f f i c i e n t  of r o l l i n g  m m n t  
c o e f f i c i e n t  of yawing moment 
c o e f f i c i e n t  of a x i a l  force 
c o e f f i c i e n t  of side force 
coe f f i c i en t  of normal force 



























measurement noise  covariance matr ix  
acce le ra t ion  due t o  gravi ty ,  f t/sec2 
approximation t o  the information matrix 
moment of i n e r t i a  b u t  subscripted a r i a ,  s lug- f t2  
general  index 
cost func t ion  
sidewash factcr 
r o l l i n g  moment divided by I,, deg/mec2 
r o l l i n g  momeat, ft-lb 
r o l l i n g  moment due to yaw jet, f t - l b  
p i t ch ing  moment divided by fy, deg/(1ec2 
Inass, s l u g  
number of time po in t s  or cases or yawing moment divided 
by IZ, deg/sac2 
state noise vector  or nunber of unknowns 
estimated roll rate due to turbulence, d*g/sec 
ro l l  rate, deg/sec 
p i t c h  rate, deg/sec 
dynamic pressure,  l b / f t2  
innovat! rn  covariance matrix 
yaw : te, -g/sec 
re ference  area, f t 2  
time increment, aac 
time, sec 
con t ro l  input  vector 
forward veloci ty ,  f t / s e c  
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d is tance  between lateral accelerometer and the 
cen te r  ol grav i ty  along the  appropriate  ax is ,  f t  
observation vector  
pred ic ted  Kalman-filtered estimate 
angle  of attack, deg 
angle af s i d e s l i p ,  deg 
estimated angle  of sideslip due to  turbulence, t2eg 
t i m e  sample in t e rva l ,  sec. .  
contrGi def lec t ion ,  deg 
a i l e r o n  def lec t ion ,  deg 
elevon def lec t ion ,  deg 
rudder def lec t ion ,  deg 
measurement noise vector 
pitch angle, deg 
mean 
vector of unknown8 
standard devia t ion  
time, sec 
t r a n s i t i o n  matrix or bank angle, dag 
i n t e g r a l  of t r a n s i t i o n  matrix, or heading 
f requency, rad/sec 
angle, dag 
partial de r iva t iv s  w i t h  respect to subscr ipted quant i ty  




., predicted estimate 
* estimate 
transpose 
I i nd ica t e s  moment i n  f t - l b  
MAXIMUM LIKELIHOOD ESTIMATION 
The concept of maximum l ike l ihood is discussed i n  this sect ion.  F i r s t  the 
In 
general  h e u r i s t i c  problem is d h ~ ~ ~ s a e d ,  and then the specific equations f o r  
obtaining maximum 1 ikelihood estimates f o r  the 'aircraft problem are given. 
the following sec t ions ,  both the  concepts and the  computations involved i n  a 
simple tut realistic example are discussed i n  detail.  
The aircraft parameter est imat ion problem can be defined q u i t e  simply i n  
The system inves t iga ted  is assvmed to  be modeled by a set of general  terms. 
dynamic equations containing unknown parameters. To determine the values of the 
unknown parameters, the system is exc i ted  by a s u i t a b l e  input ,  and t h e  inpu t  and 
a c t u a l  system response are measured. The valuas of the unknown parameters are 
then infer red  based on the requirement that the model response to the given 
input  match the  a c t u a l  system response. 
problem of ident i fy ing  the unknown parameters can be e a s i l y  solved by many 
methods; however, complicating factors a r i s e  when appl ica t ion  t o  a real  system 
is considered. 
When formulated i n  this manner, the 
The f i r s t  complication r e s u l t s  from the imposs ib i l i ty  of obtaining perfect 
measurements of the response of any real mystem. The inevitable sensor e r r o r s  
a r e  usual ly  included as add i t ive  measurement noise  i n  the dynamic d e l .  Once 
th i s  noise is introduced, the theoretical nature of the problem changes drasti- 
ca l ly .  It is no longer possible tc exac t ly  iden t i fy  the values of the unknam 
parameters) instead, the values rust be estimated by some statistical c r i t e r i o n .  
The theory of es t imat ion i n  the  presence of waeurentent noise  i m  r e l a t i v e l y  
s t ra ightforward for a system with discrete time ob~erva t ions ,  requi r ing  only 
basic probabi l i ty .  
The second complication of real s y s t e r ~ r  is the presence of state  noire. 
S t a t e  noise is random exc i t a t ion  of the system from unmeasured sources,  t he  
s tandard example for t h e  a i rcraf t  s t a b i l i t y  and con t ro l  problem being 
atmospheric turbulence. If state noise  i o  preren t  and measurement noise  is 
neglected, the analye i r  r e s u l t s  i n  the  regreemion algorithm. 
When both state and measurement noise are considered, the problem is more 
complex than i n  the cases that have only sta te  noise o r  oirly measurement noise. 
Reference 14 develops a mixed continuoue/diecrete maximum l ikel ihood formulation 
that allows for both etate and measurement noise. This formulation has a con- 
t inuous system model w i t h  discrete aampled observations. 
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The f i n a l  problem for real systems is modeling. I t  has been assumed through- 
o u t  the  above d iscuss ion  tha t  for so10 value (called t h e  "correct" value) of the 
unknown parameter vector, the  system is co r rec t ly  described by the dynamic model. 
Physical  systems are seldom described exac t ly  by simple dynamic models, so the  
quest ion of modeling e r r o r  arises. 
ava i lab le .  The most common approach is to  ignore it: Any modeling error is 
simply treated as state noise  or measurement noise, or b o t h 8  i n  spite of the 
fact that the modeling error may be de te rmin i s t i c  rather than random. 
assumed noise  statistics can then be adjusted to include the cont r ibu t ion  of 
the  modeling e r ro r .  This procedure is not  r igorously j u s t i f i a b l e ,  but,  combined 
with a ca re fu l ly  chosen model, it is probably the best approach ava i lab le .  
No comprehensive theory of modeling error .is 
The 
W i t h  t he  above d iscuss ion  i n  mind, it is p s i b l e  to make a -re precise, 
mathematically p r o b a b i l i s t i c  statement of the parameter est imat ion problem. The 
first  step is t o  def ine  the general  system node1 (aircraft equations of motion). 
This  model can be wri t t en  i n  the  continuous/discrete form as 
where x is the state vector, z is the  observation vector,  f an3 g are system 
state and observation functions,  u is the known coritrol input  vector, 4 is the 
unknown parameter vector, n is the state  noiae vector, and q i s  the measurement 
noise  vector. The state noiae vector is assumed to be zero-mean white Gaussian 
and s t a t iona ry ,  and the measurement noise mctor is assumed to be a sequence of 
independent Gaussian randop variables w i t h  zero mean and i d e n t i t y  covariance. 
For each possible estimate of the unknown parameters, a probabi l i ty  that the 
aircraft  response t i m e  h i s t o r i e s  a t t a i n  values near the observed values can then 
be defined. The maximum likelihood estimates are defined as thoee that  maximize 
t h i s  probabi l i ty .  
characteristics; for example, it y ie lds  asymptotically unbiased, cons is ten t ,  and 
e f f i c i e n t  estimates ( R e f .  15) .  
Maximum l ikel ihood eatimaMon has many desirable Statist ical  
If  there is no state noise and the matrix G is known, then the  maximum 
l ike l ihood estimator minimizes the  cost funct ion 
where GGf is the measurement noise covariance matrix, a d  z ~ ( t i )  is the computed 
response estimate of z a t  ti f o r  a given value of the unknown parameter vector 
6. The cost funct ion is a funct ion of the d i f fe rence  between the measured and 
computed time histories . 
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I f  Eqs. ( 2 )  and ( 3 )  are l i n e a r i z e d  (as i e  the case f o r  the s t a b i l i t y  and 
c o n t r o l  d e r i v a t i v e s  i n  the a i r c r a f t  problem), 
N 
For the no-state-noise  case, t h e  zE(tj.1 term of 4. ( 4 )  can be approximated by 
where 
When state noise  i s  important,  t h e  nonl inear  form of  Eqs. (1  1 to  ( 3 )  is 
i n t r a c t a b l e .  For t h e  l i n e a r  model def ined  by Eqs. ( 5 )  to (71, the cost f u n c t i o n  
t h a t  accounts for state mise is 
where R is t h e  innovat ion covariance matrix.  
is the  Kalman-fil tered estimate of z,  which, i f  t h e  state noise  covariance 
i s  zero,  reduces t o  the form of Eq. ( 4 ) .  I f  there is no state noise ,  
t h e  second term of Eq. ( 1 1 )  is of no consequence (unless  one wiuhes t o  inc lude  
elementa of the G matr ix  as u n k n m s ) ,  and R can be replaced by GGf which makes 
E q .  ( 1 1 )  the same as 4. ( 4 ) .  
The ;((ti) term i n  Eq. (119 
To minimize t h e  cost f u n c t i o n  J(F)# we can apply t h e  Newton-Raphaon 
algori thm which chooses succeesive estisttes of t h e  vec tor  of unknown coef-  
f i c i e n t s ,  i. 
obtained from t h e  L estimate as follows: 
L e t  L be t h e  i t e r a t i o n  number. The L + i estimate of is then 
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The f i r s t  and second g r a d i e n t s  are def ined  as 
The Gauss-Newton approximation t o  t h e  second g r a d i e n t  is 
The Gauss-Newton approximation, which is sometimes r e f e r r e d  to  as modified 
Newton-Raphson, is computat ional ly  much easier than t h e  Newton-Raphson approxi- 
mation because t h e  second g r a d i e n t  of the innovat ion never needs to  be calcu- 
lated. I n  a d d i t i o n ,  it can have the advantage of speeding the convergence of 
t h e  algori thm, as is discussed  i n  the SIMPLE A I R C W  EXAHPLE sec t ion .  
Figure 1 i l l u s t r a t e s  t h e  maximum l i k e l i h o o d  e s t i m a t i o n  concept. The meas- 
ured response of the aircraft is compared w i t h  the est imated response, and the 
~ i f f e r e n c e  between these responses is called t h e  response error. The cost func- 
t i o n s  of 4 s .  ( 4 )  and ( 1 1 )  inc lude  this response error. The Gauss-Newton com- 
p u t a t i o n a l  a lgori thm is used to  f i n d  the c o e f f i c i e n t  values  that  maximize t h e  
cost funct ion.  Each i t e r a t i o n  of this algori thm provides a new estimate of the 
unknown c o e f f i c i e n t s  on the basis of t h e  responae error. These new estimates of 
the  c o e f f i c i e n t s  are then  used to  update  the mathematical mode1 of the a i r c r a f t ,  
providing a new estimated response and, t h e r e f o r e ,  a new response error. The 
updat ing of the mathematical d e 1  cont inues i t e r a t i  a l y  u n t i l  a convergence 
c r i t e r i o n  is s a t i s f i e d .  The estimates r e s u l t i n g  from this procedure are the 
maximum l i k e l i h o o d  estimates. 
The maximum l i k e l i h o c ?  estimator also provides a measure of t h e  r e l i a b i l i t y  
of each estimate based on t h e  information obtained from each dynamic maneuver. 
T h i s  measure of the r e l i a b i l i t y ,  ana!.~o\m t o  the s tandarq  devia t ion ,  is called 
t h e  Cram&-Rao bound (Ref. 16) or the uwerr ta in ty  l e v e l .  The Crambr-Rao bound 
as computed by c u r r e n t  programs should g e n e r a l l y  be used as a measure of rela- 
t i v e  accuracy ra4&er than  a b s o l u t e  accuracy. Tha bound is obtained from the 
approximation of the information matrix,  H. This matr ix  equals  t h e  approxima- 
t i o n  to  t h e  second g r a d i e n t  given by E q .  (14b).  The bound f o r  e t c h  unknown is 
t h e  square root of t h e  corresponding d iagonal  element of H. That is, for 
t h e  i t h  unknown, t h e  Crambr-Rao bound is m. 
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The Maine-I l i f f  formulat ion (Ref. 14) and minimization a lgor i thm discussed  
The program and computational a lgor i thms are descr ibed  f u l l y  
above are implemented w i t h  t h e  I l i f f -Maine code (MMLE3 maximum l i k e l i h o o d  esti- 
mation program). 
i n  R e f .  17. A l l  t h e  computations shown and described i n  t h e  remainder of t h e  
paper  use t h e  a l g o - r i t h m  e x a c t l y  as described i n  R e f .  17. 
AIRCRAFT EQUATIONS OF MOTION 
For t h e  disr :ussion tnat  fol lows i n  later sections of this paper, some ' 7 w l -  
edge of t h e  a i r x a f t  equat ions  of motion is assumed. To c l a r i f y  a m  of t r~a .  
discuss ion ,  t h e  a i r c r a f t  equa t ions  are d iscussed  briefly i n  t h i s  section. 
rirst,  tire a x i s  system on which t h e  aircraft e q u a t i m s  of motion are baaed 
is discuas:d.  Figure 2 ( a )  shows th? a i r c r a f t  re fe rence  .&dy-axia system and t h e  
conventio.ia1 c o n t r o l  r v f a c e s .  The o r i g i n  of t h e  body-axis system is a t  t h e  
c e n t e r  of g r a v i t y .  
r ight-hand r u l e  w i t h  the x-axis def ined  a8 positive forward on t h e  a i r c r a f t .  
The l o n g i t u d i n a l  accel .erat ion (a,) and nondimensional ax i a l  f o r c e  c o e f f i c i e n t .  
(Cx) are def ined  a long  t h i s  a x i s ,  and the r o l l  rate (p) and r o l l i n g  moment (L') 
are defined about  this axis .  The y-axis is def ined  as p o s i t i v e  o u t  t h e  r i g h t  
wing. 
(Cy)  are def ined  a long  t h i s  axis, and t h e  p i t c h  rate (9) and p i t c h i n g  moment 
(H') are defined about  t h i s  axis.  The z-axis is def ined  as p o e i t i v e  out the 
bottom of t h e  a i rcraf t .  
f o r c e  c o e f f i c i e n t  ( C z )  are r'afined a long  this axis, and t h e  yaw rate ( r )  and 
yawing moment (N'j are def ined  about  t h i s  axis* '=fie normal a c c e l e r a t i o n  is 
sometimes def ined  3s positive upward b u t  is then r e f e r r e d  to  as aN.  The t h r e e  
,omenta (L', M',  and N') are u s u a l l y  divided by t h e  corresponding moments of 
i n e r t i a  (Ix, Iy, and Iz!, cnd are then r e f e r r e d  to without  t h e  prime as L, M, 
and N. The83 q S A a n t i t i e s  are nondimensionalized ((24, G, arld Cn, r e s p e c t i v e l y )  
f o r  u s e  i n  t h e  eq.:ations of motion soon to  be discussed.  The primary c o n t r o l  
about  th. roll a i i s  (x-axis)  is t h e  a i l e r o n  ( d a ) ,  about  the p i t c h  a x i s  (y-axis)  
i s  t h e  ele rator (tSe) ,  and about  t h e  yaw axis  (z-axis) is t h e  rudder  ( d r ) .  Some 
a i r c r a f t  have o t h e r  c o n t r o l s ,  b u t  i n  t h i s  paper these vi11 only be def ined  where 
they  are d iscussed  ( t h e  reac'iion c o n t r o l  jets on t h e  space s h u t t l s ,  for example). 
The s i g n  convention f o r ' t h i s  a x i s  system is defined by t h e  
The la teral  a c c e l e r a t i o n  (a,) and nondimerlbional side f o r c e  c o e f f i c h n t  
The normal a c c e l e r a t i o n  (a,) and nondimensionai normal 
The Euler  angles  +, 8, and $ d e f i n e  +he aircraft a t t i t u d e  w i t h  respect t o  
t h e  earth. 
t o  t h e  a i r c r a f t  re fe rence  body-axis system of Pig. 2 (a) .  . The order of r o t a t i o n  
must be a t o u t  t h e  z-axis  ( j r ) ,  then the y-axis (81, and f i n a l l y  t h e  x-axis ( + I  
for t h e  a i r c r a f t  equa t ions  of motion t h a t  w i l l  be w r i t t e n  mbrequent ly .  
These angles  d e f i n e  the r o t a t i o n s  which t ransform ear th- f ixed  axes 
For e t a b i l i t - *  aad c o n t r o l  a n a l y s i s ,  t h e  v e l o c i t y  of the a i r c r a f t  with 
respect to  t h e  a i r  ( n o t  wi th  respect t o  t h e  e a r t h )  is of primary i n t e r e s t .  
Figure 2 (b )  shows We r e l a t i o n s h i p  between t h e  a i r c r a f t  a x i s  system pnd t h e  flow 
angles .  
f low a n q l e  i n  t h e  x-y plane is t h e  angle  of s i d e s l i p  ( 8 ) .  
The flow angle  i n  t h e  x-z p lane  is the angle  of attack (a), and t h e  
A more r igorous  and 
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detailed d e f i n i t i o n  is requi red  for the d e r i v a t i o n  of t h e  equat ions of motion, 
b u t  the above d e f i n i t i o n s  are s u f f i c i e n t  to  d e f i n e  the fol lowing equat ion  of 
motion. 
General ized nonl inear  equat ions  of motion are given i n  d e t a i l  i n  Ref. 17, 
which f u l l y  describes the I l i f f - M i n e  code (MtUE3 program). A l l  computations 
an(’ a i rcraf t  examples i n  t h i s  wper use  t h e  l i n e a r i z e d  form €or t h e  lateral- 
d i r e c t i o n a l  equat ions.  
remainder of the paper. 
These equat ions  are given b e l o w  and referred to  i n  t h e  
- 
21 = (cy + i o )  + 8 cos e s i n  + + p s i n  a - r cos a (15)  
where 
where t h e  6 term is summed over  a l l  cont ro ls .  
The observa t ion  equat ions are 
P m I P  
r,,, - 1: 
9m * 0 
. . .  
Em = P + PO . .  
r, = r + ro 
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The state, c o n t r o l ,  and observa t ion  vectors f o r  t h e  lateral-directional lode 
can then be def ined  as 
SIMPLE AIRCRAFT EXAMPLE 
The basic concepts  involved i n  a parameter e s t i m a t i o n  problor can be i l l u s -  
t r a t e d  by usir,g a simple example r e p r e s e n t a t i v e  sf a realistic d r c r a f t  problem. 
The example chosen h e r e  is r e p r e s e n t a t i v e  of 9n aircraft thet exhibits pure 
r o l l i n g  motion from a n  a i l e r o n  input .  This  example, a l though s i m p l i f i e d ,  typ i -  
f i e s  the motion e x h i b i t e d  by many aircraft i n  particular f l i g h t  regimes, such as 
the F-14 a i r c r a f t  f l y i n g  a t  9 i g h  dynamic pressure, *.e P-111 aircraft a t  d e r -  
a te  speeds with  the winq i n  t h e  forward p o s i t i o n ,  and the T-37 circraf t  at l o w  
speed. 
Derivat ion of an  equation d e s c r i b i n g  this motion is a t r a i g h t f o r u a r d .  
Figure 2 ( c )  shows a s k e t c h  of a n  aircraft w i t h  the x-axia perpendicular  to the 
p l a n e  LE t h e  f i g u r e  (positive forward on the a i r c r a f t ) .  "he r o l l i n g  moment (I.@), 
roll r a t e  (p) ,  and a i l e r o n  d e f l e c t i o n  (gal  are positive as shown. 
exaaple,  the only state is p and t h e  only c o n t r o l  is 6ae 
moments is 
For this, 
Ihe r e s u l t  of summing 
The f i r s t - o r d e r  Taylor expansion t h e n  becomes 
where 
Since t h e  a i l e r o n  is the only  c o n t r o l ,  it is n o t a t i o n a l l y  eirpler to use 6 
i.nstead of 6, for t h e  d i s c u s s i o n  of t h i s  example. Bquation (33) taxi then be 
w r i t t e n  as . 
~ = * + + 6  (34)  
;.- ? I t e r n a t e  approach t h a t  r e s u l t s  i n  the 8aae equat ion i a  to  coablne Eq. (16) 
w i t 3  dq. ( 2 0 ) ,  ELbstit-uting for C.:# snd then e l i m i n a t e  t h e  terms that are zero 
for our example. This y i e l d s  
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where p is the r o l l  rate and 6 is t h e  a i l e ron  &f lec t ion .  
t h e  equation can be pu t  i n t o  the d lmns iona l  de r iva t ive  form of lh.. 134). 
Rearranging terrs, 
Equation (34 )  is a simple aircraft equation &ere the forc ing  funct ion is 
provided by the a i l e r o n  and t h e  damping by the dappping-in-roll term, 5. 
subsequent s ec t ions  w e  examine in detail t h e  parameter est imat ion problem where 
Bq. (34) describes t h e  system- For this single-degree-of-freedom proble~n, t h e  
maw- l ike l ihood estimator is used t o  e n t i r a t e  e i t h e r  Ip or L6 OX both for a 
given computed ti- his tory .  
In 
W e  w i l l  ass- t h a t  t h e  system has measuremeat naise, but  no state noise  as 
i n  Bqs. (11,  (21 ,  and (3). Equation ( 4 )  then  gives  t h e  cost funct ion  for mxbu 
likelihaod e s t h a t i o n .  
l e t  it equal 1. For our exarple, Qt3- ( 2 )  and (3) b t c m  x i  = pi  and ti = X i .  
Therefore, Eq. (4 )  becares 
The weigf?ci,xg a;* is unimportant f o r  this probla, so 
where p i  is the value of the peasured response p a t  tire ti and f i i ( $ 8 & 3 )  is the 
c q u t e d  time h i s to ry  of 
rest of the paper, where coaputed data (not  iiight data) are used, the m s u r e d  
t i m e  h i s to ry  refers t o  p i ,  and t h e  computed tire h i s to ry  r e f e r s  to &($#La)* 
The computed time h i s to ry  is a funct ion of t h e  cur ren t  estirutes of Lp and Q, 
but  the measured tine h i s t o r y  is not. 
. 
at  tire ti f o r  Lp = $ and Lg = ;a. Throughout the 
The mst s t r a igh t fo rva rd  method of obtaining p i  is w i t h  -8. (3 and ( 8 ) .  
In terms of t h e  nota t ion  stated above8 
where 
4 = exp ($A) 
ar.9 A is t h e  length of the sample i n t e r v a l  ( t i+l  - ti). Simplifying the 
no ta t  ion 
then  
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The maxima l i k e l i h o o d  estimate is obtained by minimizing Eq. (36). The 
Gauss-Newton method described earlier is used for t h i s  minimization. 
t i o n  (12)  is used t o  determine s u c c e s s i v e  va lues  oL the estimtes of the 
unknoms dur ing  the minimization. 
qua- 
A 6 . .  a 
For t h i s  simple problem, 5 = fLp q l *  and success ive  estimates of Lp u d  
are determined by updat ing Bq. (12).  The f i r s t  and second g r a d i e n t s  of Ipq. (12) 
are defined by 4 s .  ( 1 3 )  and (14). The complete set of equations is given i n  
R e f .  17. 
The e n t i r e  procedure can noy be w r i t t e n  for o b t a i n i n g  the mxirur l i k e l i h o o d  
estimates for this simple example. 'Po start the algori thm, an  i n i t i a l  estimate 
of Lp and Lg is needed. This  is t h e  value of €0. With m. (121, (1 and s u b  
sequent ly  5~ are d e f i n e d  by u s i n g  the f i r s t  and second g r a d i e n t s  of J ( + , L & )  




With the specific equat ions  d e f i n e d  i n  t h i s  s e c t i o n  for t h i s  simple example, 
w e  can noy proceed in t h e  next s e c t i o n  to the computational de ta i l s  of a speci- 
f i c  example. 
Computational Details of n i n i m i z a t i o s  
I n  the previous s e c t i o n  w specified t h e  equat ions  for a simple example and 
described t h e  procedure for o b t a i n i n s  estimates of the unknowns from a dynamic 
maneuver. I n  this s e c t i o n  we give the corprtatioril details for o b t a i n i n g  the 
estimates. Some of t h e  basic concepts  of parameter e s t i m a t i o n  are beat shown 
with computed data vhere t h e  correct answers are known. Therefore, i n  this sec- 
t i o n  w e  s tudy  two examples involv ing  computed ti- histories. me f i r s t  e-le 
is based on data that have no measurement noise, which r e s u l t s  in e8l.iwtes that  
a r e  t h e  same as the correct value. The socond example c o n t a i n s  s i g d f i c a n t  
measurement noise;  consequently,  t h e  estimates are n o t  the same as t h e  correct 
values.  Throughout t h e  rest of t h e  paper, diere computed d a u  are used, t h e  
term "no-noise case" is used f o r  t h e  case with no n o i s e  added and 'noisy case' 
f o r  the case vherc noise  has been added. 
S ince  ve are s tudying  a simple conputed example, it is desirable to  keep it 
simple enocgh t o  complete soma or a l l  of the c a l c u l a t i o r a  on a home computer or, 
wit some labor, on a c a l c u l a t o r .  With t h i s  i n  mind, the number of data p o i n t s  
needs rn be kept snzll. Por thitr F q u t e d  example, 10 p o i n t s  ( t ine  samples) are 
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used. T1.e s imulated data8 which w e  refer to as the measured data8 are based on 
Eq. (34).  
r e spec t ive ly )  for both examples. I n  addi t ion,  the same input ( 6 )  is used f o r  
both e, mles, t h e  sample i n t e r v a l  (A) is 0.2 sec, and the i n i t i a l  conditions 
are t e r c  
examp?i. These values  ire given to four  s i g n i f i c a n t  digits,  although t o  obta in  - exac:2 t; 
s ign iz i c in :  digits,  as i n  the co rpu ta t i ca  of these tables. If the f o u r - d i g i t  
n u m e r t  are used i n  the carputation, the answers w i l l  be a few t en ths  of a 
percent  o f f ,  bu t  w i l l  s t i l l  serve to i l l u s L r a t e  the minimization accuracy. 
both exarples ,  the i n i t i a l  values  of Lp and 
respect i ve ly  
W e  use the 8- correct values of Lp and L6 (-0.2500 and 10.0, 
Tables of a l l  t h e  s i g n i f i c a n t  internediate values are g i w n  with each 
8- values  w i t h  a computer or calculator requi res  the use of 13 
I n  . 
(or €9) are -0.5 and 15-08 
-ample W i t h  No kkasurerent W i s e  
The easurement  time h i s t o r y  f o r  no m e a s u r a n t  noise (no-noise case) is 
shown i n  Fig. 3. The a i l e r o n  inpu t  star<& at zero, goes to a f ixed  value, and 
then re turns  to  zero. The r e s u l t i n g  r o d - F a t e  t i m e  h i s t o r y  is also shown. The 
values of the  measured roll rate to 13 s i g r i f i c a n t  d ig i t s  are given i n  Table 1 
along with the  a i l e r o n  input. 
A -  
Table 2 shows the values f o r  $ 8  Lg, and J f o r  each i t e r a t i o n ,  along w i t h  
the values of 0 a..d J, needed for  calculations of pi. I n  three iterations the 
aigori thm c;nverges to t h e  correct values to  four  s i g n i f i c a n t  digits f o r  both $ 
and L(j. Q overshoots s l i g h t l y  on the f i r s t  i t e r a t i o n  and then comes quickly  to 




$ overshoots s l i g h t l y  on the second i t e r a t i o n .  
Figure 4 shows the  natch between the measured data ar?d the computed data for 
each of the  first three t t r a t i o n s .  The match is very good a f t e r  two iterations. 
The r a t c h  is nearly enac t  a f t e r  t h ree  iterations. 
Although the z l g o r i t h a  has converged to  four-digit accrrlracy i n  % and La, 
t h e  value of the coat funct ion,  J, continues to decrease rap id ly  between itera- 
t i o n s  3 and 4. This is a consequence of using the W M ~ B U ~  l ike l ihood estilrator 
on data w i t h  no measurement noise. 
value of J a t  the minimum should Lo zero. RQVCver, w i t h  f ln i t t  accuracy the 
value of J becomes small b u t  never q u i t e  zero. 
nuabet of s i g n i f i c a n t  d i g i t s  t h a t  are being used. For the 1 3 4 i g i t  accuracy 
used here, the c o s t  eventual ly  decreases to approximately 0.3 x 
Theoret ical ly ,  using infinite accuracy the 
'Ibis value is a funct ion of the 
Example W i t h  MeasurePent Noise 
The data  used ,n this &ample (noisy case) are the  same as those used i n  the 
p r e v i a 8  sec t iun ,  except t h a t  pseudo-Gaussian noise has been added to the r o l l  
rate. The t i m e  h i s to ry  ik 8.10~-n i n  Fig. 5. The signal-to-noise ratio is quite 
low i n  thi- example, as is readi ly  apparent by comparing Figs. 3 and 5. The 
exact values of the time h i s t o r y  to  1 3 4 i g i t  accuracy are shown i n  "able 3. 
values of Lp, Lb, p, J,, and J are s h a m  far each i teration i n  Table 4. The 
The 
A A  
2 10 
algori thm converges i n  f o u r  i t e r a t i o n s .  The behavior of the c o e f f i c i e n t s  as 
they approach convergence is much l i k e  the no-noise case. The most notable  
r e s u l t s  of this case are the converged va lues  of 5 and L6, which are somewhat 
d i f f e r e n t  from t h e  correct values.  
time h.' tc-y if+ shown i n  Pig. 6 f o r  each i t e r a t i o n .  No change i n  t h e  l a t c h  is 
apparent  for the last two iterations. The match is very good cons ider ing  t h e  
amount of measurement noise.  
L L 
The match between t h e  measured and computed 
I n  Fig .  7 ,  +he computed t ime h i s t o r y  :or t h e  correct va lues  of $ and 
compared to  that for the noisy-case estimates of T , and L6. 
algorithm converged to va lues  sorevhat d i f f e r e n t  an the correct values,  the 
tvo compute. t i m e  histories are s i m i l a r  b u t  n o t  i d e n t i c a l .  
is 
Because the 
The accuracy of the converged elements  can be assessed by looking a t  t h e  
CraGr-Rao i n e q u a l i t y  (Refs. 16 and 17) discussed earlier. 
can be obta ined  from a e  fol lowing approximation to the i n f o m a t i o n  matrix. 
The Cram&-Rao bound 
The Cram&-Rao bounds for 5 and Q are the square roots of  the d iagonal  ele- 
ments of the H matrix,  or (H(1,l) and /H(2 ,2) ,  respec t ive ly .  
bounds are 0.1593 and 1.116 for Lp and u, respectf-;-,ly. 
L6 are less than the bounds. 
The Cram&-Rao 
A A 
Ihe errors i n  L, and 
C o s t  Functions 
In the previous  s e c t i o n  we obtained the m a x i m u m  l i k e l i h o o d  estimtes for 
computed time h i s t o r i e s  by minimizing the values  of the cost funct ioa .  To f u l l y  
understand what occurs i n  this minimization, we lust s t u d y  in more detai l  the 
form of t h e  cost f u n c t i o n s  amid some of their more important  c h a r a c t e r i s t i c s .  I n  
t h i s  s e c t i o n ,  t h e  cost f u n c t i o n  f o r  the no-noise case is discussed b r i e f l y .  me 
cost func t ion  of the noisy case is then  discussed in more de ta i l .  The same two 
t i m e  h i s t o r i e s  s t u d i e d  i n  the previous s e c t l o n  are z-amined here.  The noisy 
case is more i n t e r e s t i n g  because it has a meaningful Cram&-Rao bound and is 
more r e p r e s e n t a t i v e  of a i r c r a f t  f l i g h t  data. 
F i r s t  ve w i l l  look a t  the one-dimensional case where L6 is f i x e d  a t  t h e  
correct value,  because it is easier to  grasp some of the c h a r a c t e r i s t i c s  of t h e  
cost func t ion  i n  one dimension. Then ;*e w i l l  look a t  the'two-dimensional case, 
where both Lp and Lb are varying. It i3 important to  remember t h a t  every th ing  
shown i n  t h i s  paper on cost f u n c t i o n s  is based on computed time histories t h a t  
a r e  def ined  by Eq. (36). For every time h i s t o r y  w e  might choose (computed or 
f l i g h t  data) ,  a complete cost func t ion  is defined.  
t h e  cost t u n c t i o n  d e f i n e s  a hypersurface of n + 1 dimensions. 
u s  t h a t  we could j u s t  c o n s t r u c t  t h i s  s u r f a c e  and look for  t h e  minimum, avoiding 
t h e  need t o  bother  with the minimization algorithm. This  is not  a reasonable 
For t h e  case of n var iab les ,  
It  might occur to  
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approach because, i n  general ,  the number of va r i ab le s  is g r e a t e r  than two. 
Therefore, the  cost funct ion can be descr ibed mathematically b u t  no t  p ic tured  
graphical ly .  
To i l l u s t r a t e  the  many i n t e r e s t i n g  aspects of cost funct ions,  it is eas- 
i e s t  t o  f i r s t  look a t  c o s t  func t ions  having one var iable .  
t i o n ,  t he  cost func t ion  of tp and Lg w a s  minimized. 
i n t e r e s t i n g  i n  t h e  Lp d i r ec t ion .  Ther=:ore, t he  one-variable c o s t  func t ion  
s tudied  here  is J(Lp). 
to  the carrect value of 10. Figure 8 shows the c o s t  func t ion  p l o t t e d  as a func- 
t i o n  of Lp f o r  the  case where thsre is no measurement noise  (no-noise case). As 
expected f o r  t h i s  case, the minimum cost is zero and occurs a t  the correct value 
of Lp = -0.2500. 
more negative Lp than f o r  a pos i t i ve  TT. 
to  become less negative where $ is more negat ive than -1.0. 
makes sense s ince  the more negative values of 5 represent  cases of high damping, 
and the  p o s i t i v e  Lp represents an  unstable  system. Therefore, t h e  pi  for posi- 
t i v e  Lp becomes increas ingly  d i f f e r e n t  from the measured t i m e  h i s t o r y  f o r  small 
pos i t i ve  increments i n  5. 
would show e s s e n t i a l l y  no response. Therefore, large increases  i n  damping 
r e s u l t  i n  r e l a t i v e l y  small changes i n  the  value of J($). 
In  an earlier sec- 
That cost funct ion is most 
A l l  subsequent d i scuss ions  are f o r  J ( L p )  with Lg equal  
It is apparent tirat the  c o a t  increases  much more slowly f o r  a 
I n ' f a c t ,  t he  s lope  of the curve tends 
Physical ly  this 
For very l a rge  damping (very negat ive $1 the system 
I n  Fig. 9, t he  cost funct ion based on the  time h i s to ry  with measurement 
noise  (noisy case)  is p lo t t ed  as a func t ion  of Lp. 
Lp (-0.2SOO) and the  value of Lp (-0.3218) a t  t he  minimum of the  c o s t  (3.335) 
a r e  both ind ica ted  on the  f igure .  
Pig. 9 is similar to  that shown i n  Fig. 8. Figure 10 shows the  comparison 
between the  c o s t  funct ions based on the time h i s t o r i e s  with and without masure- 
ment noise. The comments r e l a t i n g  to  the  c o a t  funot ion of the  no-noist zase 
a l s o  apply t o  the cost funct ion based on the noisy case. Figure 1@ shows 
c l e a r l y  t h a t  the t w o  coa t  funct ions are s h i f t e d  by the  d i f fe rence  1:; the value 
of Lp a t  the minimum and increased by the  d i f f e rence  i n  the  min imum cos t .  One 
would expect only a small d i f fe rence  i n  the value of the c o s t  when f a r  from the 
minimum. This is because the "estimated" time h i s to ry  is so f a r  from tho 
measured t i m e  h i s to ry  t h a t  it becomes i r r e l e v e n t  as t o  whether the  measured time 
h i s to ry  has noise added. Therefore, f o r  large values of cos t ,  the d i f fe rence  i n  
t h e  two c o s t  funct ions should be small i n  comparison to  the t o t a l  cost. 
The correct value of 
The genera l  shape of the c o s t  funct ion i n  
Figure 1 1  shows the gradien t  of J(LP) p lo t t ed  as a funct ion of Lp for the  
n o i s y  case. 
equivalent ly ,  t h e  minimum of tht c o s t  func t ion)  using the  Gauss-Newton method of 
a previous sect ion.  
t he  value of the  minimum of J(Lp). 
This is the  fun r t ion  f o r  which w e  were t ry ing  t o  f ind  the  zero (or 
The qradien t  is zero  a t  Lp P -0.3218, which corresponds to  
The d i f fe rence  between the  Newton-Paphson method (4. ( 14a) ) and the 
Gauss-Newton method ( E q .  (14b) ) of minimization has been  mentioned previously. 
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For t h i s  simple one-dimensional case, w e  can e a s i l y  compute t h e  second gradien t  
both with the  second term of Eq. (14a) (Newton-Raphson), and without t he  second 
term (Gauss-Newton, 4. (la) 1. Figure 12 shows a comparison between the  
Newton-Raphson and the  Gauss-Newton approximation second gradients .  The 
Gauss-Newton second gradien t  (dashed l i n e )  always remains p o s i t i v e  because it 
i s  the sum of quadra t i c  terms (squared f o r  t he  one-dimensional example). T h s  
Newton-Rapnson second gradien t  can be positive or negative,  depending upon the 
value of the second partial with r e a p c t  to Lp. Other than the  d i f fe rence  i n  
s i g n  for the more negative $, the two curves have similar shapes. 
As stated earlier, t h e  Gaiiss-Newton method can be shown t o  be super ior  t o  
Newton-Raphson i n  c e r t a i n  cases. W e  can demonstrate obvious cases of t h i s  
w i t h  our example. 
Raphson method w i l l  occur is to  look f o r  places where t h e  second gradien t  ( s lope  
of the  g r a d i t n t )  is near ze ro  oL aegative. Figure 1 1  has such a region near 
Lp = -1.0. 
are forced t o  d iv ide  by zero  i n  E’. (12) w i t h  t he  Newton-Raphson metr,A. 
po in t  is a t  Lp = -1.13 i n  Fig. 12. I f  t he  value of t he  s lope  of the  grad ien t  is 
negative,  then the Newton-Raphson method w i i l  go to very negative values of Lp. 
For very negat ive values of $, the cost becomes asymptot ical ly  cons tan t  and the 
g rad ien t  becomes near ly  zero. In  that region, the  Newton-Raphson algorithm 
would diverge towards negative i n f i n i t y .  If the slope of the gradien t  is 
p o s i t i v e  bu t  small, w e  s t i l l  have a problem with the  Newton-Rapheon method. 
Figure 13 shows the f i r s t  i t e r a t i o n  s t a r t i n g  from $ = -0.95 for both Gauss- 
Newton and Newton-Raphaon. The Newton-Raphson method selects a po in t  where the  
t a n g e n t  of the gradien t  a t  $ = -0.95 i n t e r s e c t s  t he  zero  l i ne .  This r eau l t a  i n  
the  se l ec t ion  of an Lp of approximately 2.6 i n  t he  f i r s t  i t e r a t i o n .  
value it requi res  many i t e r a t i o n s  to re tu rn  to  the  a c t u a l  minimum. On the o the r  
hand, t he  Gauss-Newton method selects a value f o r  Lp of approximately -0.09 and 
converges t o  the  minimum t o  four -d ig i t  accuracy i n  two more i t e r a t i o n s .  With 
more complex examples a comparison of the convergence properties of the two 
algorithms becomes more d i f f i c u l t  to visua l ize ,  bu t  t he  problems are gerieraliza- 
t i o n s  of the  s i t a a t i o n  w e  have observed with the one-dimensional example. 
An easy way to  select a spot where problems with the Hewton- 
If we choose a po in t  where t h e  g rad ien t  slope is  exac t ly  zero,  we 
This 
From that 
The usefulness  of the  Cra&r-Rao bound was discussed i n  the  Example W i t h  
Measurement Noise sec t ion .  A t  this po in t  it is use fu l  to  d ig res s  b r i e f l y  to 
d i scuss  some of t h e  ramif icat ions of t he  CramhRao bound f o r  the one-dimensional 
case.  
example, t he  estimate of Lp is -0.3218 and the  Cram&-Rao bound is 0.0579. 
ce lcu la t ion  of the  Cramk-Rao bound w a s  defined i n  the previous section f o r  both 
one-dimensional and two-dimensional examples. 
mate of the  s tandard devia t ion  of the esti.mate. One would expect t he  scatter i n  
t h e  estimates of $ to be of about the same magnitude as the  estimate of the 
s tandard deviat ion.  For t he  one-dimemioaal case discussed here, the  range 
(Lp (-0.3218) plus  o r  minus the  Cram&-Rao bound (0.0579)) nearly includes the  
c o r r e c t  value of $ (-D.2500!. I f  noiay cases are generated f o r  many t i m e  hia- 
t o r i e s  (adding d i f f e r e n t  measurement noise t o  each time h i s t o r y ) ,  then the sam- 
ple mean and sample s tandard devia t ion  of the est imates  f o r  these cases can be 
ca lcu la te? .  Table 5 gives the  sample mean, eample standard deviat ion,  and the  
The Cramdr-Rao bound only has meaning f o r  the noisy case. I n  the  noisy 
The 
The CramhRao bound is an esti-  
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s tandard  d e v i a t i o n  of t h e  sample mean (s tandard  d e v i a t i o n  divided by t h e  square  
root of t h e  number of cases) for 5, 10, and 20 cases. ?!he sample mean, as 
expected, g e t s  closer to t h e  correct va lue  of -0.2500 as t h e  number of cases 
increases .  This is also r e f l e c t e d  by t h e  decreas ing  va lues  i n  column 4 of 
Table 5, which are estimates of t h e  e r r o r  i n  t h e  sample mean. Column 3 of 
Table 5 shows the sample s tandard  d e v i a t i o n s ,  which i n d i c a t e  t h e  approximate 
accuracy of t h e  i n d i v i d u a l  estimates. This s tandard  d e v i a t i o n ,  which s t a y s  mor3 
o r  less cons tan t ,  is approximately equal  t o  tne Cram&-l?ao bound for the noisy  
case being s t u d i e d  here.  
noisy cases used here  ( n o t  shown i n  the t ab l e )  do n o t  change much from t h e  
values  found f o r  t h e  noisy case being s tudied .  Both of t h e s e  r e s u l t s  are i n  
good agreement with t h e  theoretical c h a r a c t e r i s t i c s  ( R e f .  16) of t h e  Cram&-Rao 
bounds and maximum l i k e l i h .  a 3  estimators i n  general .  
I n  f a c t ,  t h e  Cram&-Rao bounds for each of t h e  20 
The examples shown here  i n d i c a t e  the value of o b t a i n i n g  more sample t i m e  
h i s t o r i e s  (maneuvers). More samples improve confidence i n  t h e  estimate of t h e  
unknowns. The same r e s u l t  ho lds  t r u e  in analyz ing  a c t u a l  f l i g h t  time h i s t o r i e s  
(maneuvers); thus  i t  is always a d v i s a b l e  t o  o b t a i n  s e v e r a l  maneuvers a t  a given 
f l i g h t  condi t ion  to  improve t h e  best estimate of each d e r i v a t i v e .  
The s i z e  of t h e  Cram&-Rao bounds and of t h e  error between the correct value 
and t h e  estimated value of + is determined to  a large e x t e n t  by t h e  length  of 
the  time h i s t o r y  and t h e  amount of noise  added to  t h e  correct time h i s t o r y .  For 
the  example being s t u d i e d  here ,  it is apparent  from Fig. 5 t h a t  the amount of 
noise  being added to  t h e  time h i s t o r y  is large. The effect of t h e  power of t h e  
measurement noise  (GG*, Eqs. ( 3 )  and ( 4 ) )  on t h e  estimate of Lp (that is, Lp) 
f o r  the t i m e  h i s t o r y  is given i n  Table 6.  The estimate of Lp is much improved 
by decreas ing  t h e  measurement noise  power .  A reduct ion  i n  the value of G t o  
cine-tenth of the  valu.? i n  t h e  noisy example being s t u d i e d  y i e l d s  a n  acceptable 
e s t i m a t e  of Lp. 
t h e  accuracy of t h e  output  of t h e  measurement sensors .  
A 
For L i l g h t  data, the ueasurement noise  is reduced by improving 
Two-Dimensional Case 
I n  t h i s  s e c t i o n  t h e  cost f u n c t i o n  (which is deiendent  on both Lp and t&) is 
s tudied .  The no-noise case is examined f i r s t ,  followed by the noiey case. 
No-noise case. Even though the cost f u n c t i o n  is a f u n c t i o n  of m l y  rwo 
unknowns, it is much more d i f f i c u l t  to  v i s u a l i z e  than  t h e  one-unknown case. The 
c o s t  f u n c t i o n  over  a reasonable  range of Lp and L& is shown i n  Fig. 14. The 
cost i n c r e a s e s  very r a p i d l y  i n  t h e  region of p o s i t i v e  $ qnd l a r g e  values  of 
Lg. The reason it3 j u s t  an  ex tens ion  of t h e  argument. fcr p o a i t i v e  giver, i n  
t h e  previous s e c t i o n .  The shape of the s u r f a c e  can be depicted i n  g r e a t e r  
d e t a i l  i f  w e  examine only t h e  values  of the cost f u n c t i o n  less than 200 f @ r  5 
less than 1.0. Figure 15 shows a view of t h i s  restricted s u r f a c e  from t h e  upper 
end of t h e  sur face .  The minimum must l i e  i n  t h e  curving v a l l e y  t h a t  g e t s  
broader as we go to t h e  f a r  s i d e  of t h e  sur face .  Now that we  have a picture of 
t h e  sur face ,  we can look a t  t h e  i s o c l i n e s  of conatan t  cost orr t h e  Lp-VerSUS-L6 
plane.  These i s o c l i n e s  are shown i n  Pig. 16. The minimum of t h e  cost func t ion  
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is  ins ide  the closed i soc l ine .  
positive-$ d i r e c t i o n  is once aga in  apparent. Inside the closed i s o c l i n e  the 
shape is more nearly e l l ipt ical ,  i nd ica t ing  that the c o a t  is near ly  quadratic 
here, so f a i r l y  rapid convergence i n  chis region would be expected. 
becomes an asymptote i n  cost as L6 approachea zero. The cost is cons tan t  for 
L6 = 0 because no response would r e s u l t  from any a i l e r o n  input.  
response is zero  for a l l  values  of $, r e s u l t i n g  i n  cons tan t  eoat.  
The st.eepness of the cost func t ion  ir ,  the 
The $ axia 
The astimated 
Figure 16 shows the region of t h e  minimum value of the cost function, which, 
as seen i n  the earlier example (Table l ) ,  occure a t  the correct valuea f o r  Lp 
and L6 of -0.2500 and 10, respect ively.  
cost funct ion sur face  shown i n  Pig. 17. The sur face  has ita minimum 3t the 
c o r r e c t  value. As expected, the value of the cost funct ion  a t  the minimum is 
zero. 
This is also evident  by looking a t  the 
Noisy case. As s h w n  before i n  t h e  one-himemional case? the primary d i f -  
ference between t h e  cost func t ions  for the no-noise and noisy cases was a shift 
i n  t h e  c o s t  function. I n  that i m t a n c e ?  the noisy case w a s  sh i f t ed  so tha t  the 
minimum was a t  a higher cost and a more -mgative value of 
dimensional case, the no-noise and noisy cost funct ions exhibit a similar sh i f t .  
For t w o  dimensions the s h i f t  is i n  both the Lp and L6 d i rec t ions .  
small enough that the d i f f e rence  between the two cost funct ions is not  v i s i b l e  
a t  the scale shown i n  Fig. 14 or from the perspect ive of Fig. 15. Figure  18 
shows the i s o c l i n e s  of cons tan t  cost for the noisy case. The f i g u r e  looks much 
l i k e  the i soc l ines  for the no-noise case shown i n  Pig. 16. The d i f f e rence  
between Figs.  16 and 18 is a s h i f t  i n  $ of about 0.1. 
i n  the value of Lp a t  the minimum f o r  the no-noise and noisy cases. 
c a l l y ,  one can see that the same would be true for cases wi th  more than two 
unknowns. 
mini mum. 
I n  the t w o -  
The s h i f t  i e  
This is the di f fe rence  
Heuris t i -  
The primary d i f f e rence  between the two cost funct ions is near the 
The next l og ica l  part of the c o s t  funct ion to e d n e  is near the minimum. 
Figure 19 shows the same view of the cost funct ion for the noisy case as was 
shown i n  Fig. 17 for the no-noise case. The aha-w is roughly the same as that  
shown i n  Pig. 17, bu t  t)ie sur face  is sh i f ted  such that  i t a  minimurn lies over 
Lp = -0.3540 and L6 = 10.24, and is sh i f t ed  upward t o  a c o s t  funct ion value of 
approxinu t e  ly 3.3 . 
To g e t  a more p rec i se  idea of the c o s t  of the noisy case near the minimum, 
w e  once again need t o  examine the i aoc l ines .  The i s o c l i n e s  (Fig. 20) i n  t h i s  
region a r e  much more l i k e  o l l i p s s e  than they are i r  Figs. .16  aad 18. W e  can 
follow the path of the minimization exaiaple used before  by including the r e s u l t s  
from Table 4 on FiQ. 20.  The f i rs t  i t e r a t i o n  (5  = 1)  broughc the values of Lp 
and I,6 very c lose  to  the values a t  the  minimum. 
selected the valuea a t  the minimum when v-:smd a t  this scale. One of the rea- 
sons the  convergence is so rapid i n  t h i e  region is that  the i soc l ines  are near ly  
% l l i p t i c a l ,  demonstrating that t h e  c o s t  is very near ly  quadra t i c  i n  this region. 
If w e  had started the Gauss-Newton algorithm a t  a po in t  where the i soc l ines  
a r e  m c h  less e l l ip t ica l  (as I n  rome of the border regions i n  Fig. 181, the  
The next i t e r a t i o n  e s s e n t i a l l y  
21s 
convergence vould have been much slower i n i t i a l l y ,  b u t  much t h e  same as it 
e n t e r e d  the n e a r l y  q u a d r a t i c  reg ion  of t h e  cost funct ion.  
Before concluding o u r  examination of the two-dimensional case, we need to  
e x a n h e  the Cram&-Rao bound. 
is  based on the Cram&-Rao bounds def ined  i n  an  ear l ier  s e c t i o n .  
s h i p s  between t h e  Cram&-Rao bound and t h e  u n c e r t a i n t y  e l l i p s o i d  are discuss,:d 
i n  R e f  . 16. The Uncer ta in ty  e l l i p s o i d  almost  inc ludes  t h e  cxrec t  value of Lp 
and Lg. The CramGr-Rao bound f o r  Lp and L6 can be determined from t h e  p r J j e c -  
t i o n  of t h e  u n c e r t a i n t y  ell ipsoid onto  the Lp and Lg axes, and compared with t h e  
values  given earlier, which were 0.1593 and 1.1 16  f o r  Lp and Lg, respec t ive ly .  
Figure 21 shows t h e  u n c e r t a i n t y  ellipsoid, which 
The relatior- 
ESTIMATION USING FLIGHT DATA 
I n  t h e  previous s e v e r a l  s e c t i o n s  w e  examined t h e  basic mechanics of obtain-. 
ing maximum l i k e l i h o o d  estimates from computed examples wi th  one or two unknown 
parameters.  Now t h a t  w e  have a grasp of t h e s e  basics, we can explore t h e  esti- 
mation of s t a b i l i t y  and c o n t r o l  d e r i v a t i v e s  from a c t u a l  f l i g h t  data. For t h e  
computat ional ly  much more d i f f i c u l t  s i t u a t i o ?  u s u a l l y  encountered us ing  actual. 
f l i g h t  data, we w i l l  o b t a i n  t h e  maximum 1ikeli.hood estimttes with the ISrf-  
Maine code ( W E 3  program) described i n  Ref. 17. The equat ions  of motion t h a t  
are of i n t e r e s t  are given i n  t h e  AIRCRAFT EQUATIONS OF MYTION s e c t i o n  of this 
paper; the remainder of the equat ions  are given i n  Ref. 17. 
I n  genera l ,  f l i g h t  data e s t i m a t i o n  is f a i r l y  complex, and codes s x h  as the 
I l i f f -Maine cade must u s u a l l y  be used to  assist i n  t h e  ana lys ie .  However, one 
must s t i l l  be caut ious  about  accept ing  t h e  r e s u l t s ;  tkac :s, +&e ea t imates  must 
f i t  t he  phenomenology, and t h e  match between the m;sured and computed time h i s -  
tories must be acceptable .  This is true i n  a l l  f l i g h t  regimes. ?xt one must be 
p a r t i c u l a r l y  c a r e f u l  i n  p o t e n t i a l  prQblem s i t u a t i o n s  such as ( 1 )  i n  separated 
f l o w  a t  high Mach numbers o r  high angle  of a t t a c k ,  ( 2 )  w i t h  unusual a i r c r a f t  
conf igura t ions  such as the obl ique  wing (Ref. 181, or ( 3 )  with modern high- 
performance a i r c r a f t  with high-gain feedback loops. 
one should be p a r t i c i i l s r l y  c a r e f u l  where there are even small anomalies i n  t h e  
match. These anomalies may i n d i c a t e  ignored terms in the equat ions  of motion, 
separa ted  flow, n o n l i n e a r i t i e s ,  sensor  problems, i n s u f f i c i e n t  r e s o l u t i o n  
( R e f .  1 1, sensor  l o c a t i o n  ( R e f  . 1 1, time or phase l a g s  ( R e f s .  1 and '91, or aiIy 
of a long l i s t  of ocher  problems. 
I n  any of t h e  above cases, 
The fol lowing b r i e f  examples are intended to  show how t h e  above cavea ts  and 
t h e  computed examples of prev ious  s e c t i o n s  can be used to'assist i n  the analy- 
sis. 11. the computed example, t h e  d e s i r a b i l i t y  of low-noise sensors ,  an  ade- 
quate model, and s e v e r a l  maneuvers a t  a given f l i g h t  condi t ion  is shown. 
Hacd C a l c u l a t i o n  Example 
Sometimes e v a l u a t i o n  of a F a i r l y  comp:.ex f l i g h t  maneuver can be augmented 
w i t h  a simple hand c a l c u l a t i o n .  One example of this can be found for t h e  space 
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s h u t t l e .  
e n t e r  the atmosphere from space and land  h o r i t o n t a l l y .  The e n t r y  c o n t r o l  system 
c o n s i s t s  of 12 vertical reaction-control-system (RCS) jets ( s i x  up-f i r ing and 
s i x  down-firing),  8 h o r i z o n t a l  RCS jete ( f o u r  l e f t - f i r i n g  and f o u r  r i g h t - f i r i n g )  
4 elevon s u r f a c e s ,  a body flap, and a s p l i t  rudder sur face .  The l o c a t i o n s  of 
these devices are shown i n  Fig. 22. The vertical j e t s  and the elevons are used 
for both pitch and ro l l  c o n t r o l .  The jets and elevom are used s y r a w t r i c a l l y  
for p i t c h  c o n t r o l  and asymmetrically for roll c o n t r o l .  The space s h u t t l e  con- 
t r o l  system is described b r i e f l y  i n  R e f .  6. 
The space s h u t t l e  is a l a r g e  double-delta-winged v e h i c l e  designed t o  
The s h u t t l e  example used here is from a maneuver obta ined  a t  a Mach number 
of approximately 21 and a n  a n g l e  of attack of approximately 40°. The c o n t r o l s  
being used for  this l a t e r a l - d i r e c t i o n a l  maneuver are the d i f f e r e n t i a l  e levons 
and t h e  s i d e - f i r i n g  jets (yaw jets) .  The maneuver is shown i n  Fig. 23. 
Equations (15) to  (31) describe the equat ions  of motion. A simplified approach 
can be used to  determine some of the d e r i v a t i v e s  by hand. 
t h a t  has  b e n  used s i n c e  t h e  beginning of dynamic a n a l y a i e  of f l i g h t  maneuvers. 
I n  p a r t i c u l a r ,  for t h i s  mneuver  the slope of the rates can be used t o  determine 
the yaw je t  c o n t r o l  d e r i v a t i v e s .  This is possible for this example, even w i t h  a 
high-gain feedback system, because the yaw jets arc e s s e n t i a l l y  step func t ions ,  
and the elope of t h e  rates p and r can be determined before the v e h i c l e  and the 
d i f f e r e n t i a l  e levon ( a i l e r o n )  responses become s i g n i f i c a n t .  The r o l l i n g  moment 
due t o  yaw je t  (LYJ) is p a r t i c u l a r l y  important  for the s h u t t l e  (Ref. 6 discusses 
t h e  e s s e n t i a l  n a t u r e  of f l ight-determined LYJ i n  the r e d e f i n i t i o n  of e n t r y  
maneuvers) and is, i n  genera l ,  more d i f f i c u l t  to  o b t a i n  than  the more dominant 
yawing moment due to  yaw jet. Therefore, as an  i l l u s t r a t i v e  example, LYJ is 
determined by hand. F igu re  24 shows yaw j e t  a c t i v i t y  and smoothed rol l  rate 
plotted a t  expanded scales. 
The approach is one 
The equat ion  for LYJ is given by 
LYJ = ~Ix/(Number of yaw jete) (42) 
Therefore, given that I, B 900,OOG elug-f t2 ,  and the nuaber of yaw jets is 4, 
LYJ f 2750 ft- lb.  
The same maneuver was analyzed w i t h  MEUIE3, and t h e  r e s u l t i n g  match * s h m n  
i n  Fig. 25. The match is very good except  for a small miaxnatch i n  p a t  about  
6 sec. This smal.1 mismatch w a s  s t u d i e d  s e p a r a t e l y  w i t h  MMLE3 and found to  be 
caused by a n o n l i n e a r i t y  i n  the a i l e r o n  d e r i v a t i v e .  The value from =E3 for 
LYJ is 2690 f t - l b ,  which for the accuracy used here is e e e e n t i a l l y  the same 
value as obta ined  by the s i m p l i f i e d  method. The a i l e r o n  d e r i v a t i v e s  would be 
d i f f i c u l t  to  determine as a c c u r a t e l y  a s  the yaw j e t  d e r i v a t i v e s .  
estimates can seldom be obtained w i t h  t h e  elope method discussed  here, rough 
estimates can u s u a l l y  be obtairied t o  g a i n  some i n s i g h t  i n t o  values  obtained w i t h  
W E 3  (o r  any o t h e r  maximum l ikel ihood program). These rough estimtes can then 




Sometimes a f l i g h t  example becomes too complex t o  ollow anyth ing  o t h e r  than  
q u a l i t a t i v e  estimates t o  be determined by hand. The example shown i n  Fig. 26 tr 
t h e  determinat ion of the  rudder  d e r i v a t i v e  for tke F-8 aircraft with the  yaw 
sugmentation syetem on. "hie example, t aken  f r o m  Ref. 20, include8 an a i l e r o n  
pulee  and a rudder pulse .  Although an  indepmdent  p i lo t  rudder p u l s e  i e  i n p u t  
dur ing  t h e  mnauver ,  the  rudder is l a r g e l y  reeponding t o  t h e  lateral  accelera- 
t i o n  feedback. 
moving, t h u s  making it d i f f i c u l t  to u s e  t h e  eimplif inl l  qproach jurlt diecussed. 
However, Cn6 
1.7 sec f r o n  t h e  start  of t h e  maneuver. Most of t h e  slope of yaw rate pro- 
bably caused by t h e  rudder ,  bu t  a poor estimate would be obta ined  u s i n g  t h e  hand 
ca 1 cu l a t  ion. 
When the rudder i a  moving, eeveral other variables are also 
can be roughly detcrmined when t h e  rudder  moves, approximately 
r 
C o s t  Function for F u l l  Aircraft Problem 
The a n a l y s i s  of a l a t e r a l - d i r e c t i o n a l  maneuver obta ined  i n  f l i g h t  t y p i c a l l y  
has from 15 t o  25 unknown parameters (a8 shown i n  -8. (15)  and ( 3 1 ) ) ,  i n  
c o n t r a s t  t o  t h c  one or two i n  t h e  simple a i r c r a f t  example. This  make8 detailed 
examples unwieldy and any graphic p r e s e n t a t i o n  of t h e  co8t f u n c t i o n  impoeeiblr,. 
Therefore, i n  t h i e  section we  are p r i m a r i l y  examining tLe e s t i m a t i o n  procedure 
and t h e  process of the mipimization. 
For our  f l i g h t  example, we have chosen a l a t e r a l - d i r e c t i o n 6 1  manevver, w i t h  
both a i l e r o n  and rudder inpute ,  t h a t  h a s  97 unknown parmeetere. The data arc 
from t h e  obl ique  wing a i rcraf t  (Ref. 18) wi th  the wing unskewed dur ing  the 
maneuver. This example was chosen because it is a t y p i c a l  maneuver. 
h i s t o r y  of t h e  data and t h e  eubeequent olzcput of MMLE3 have been published i n  
R e f .  21. Some r e e u l t s  of t h e  a.ia7ysis a r e  shown i n  Table 7. The match between 
t h e  measured t i m e  hietciry ( e o l i d  A n e a )  and t h e  estimated (calculated) time 
h i s t o r y  (dashed l i n e s )  i e  shown as a f u n c t i o n  of i t e r a t i o n  i n  Pig.  27. Fig- 
u r e s  27(a)  t o  ( e )  are for  i t e r a t i o n s  0 to 4, respec t ive ly .  Table 7 ehows that 
t h e  cost remains unchanged a f t e r  f o u r  i t e r a t i o n s .  
f o r  t h e  two-dimensional simple aircraf t  example i n  Fig. 6 and Table 4. 
The time 
A similar r e s u l t  w a s  ob ta ined  
Of t h e  m n y  t h i n g 8  t h e  a n a l y s t  met cons ider  in o b t a i n i n g  estimates, the two 
n o s t  impaxtant on88 are how good is t h e  match and how good is t h e  convergence. 
A s a t i s f a c t o r y  match and monotor 
c i e n t ,  condi t ions  f o r  a succesr! A a n a l y s i e .  Figure 2 7 ( e ) ,  a l thczgh  n o t  per- 
fect ,  is a very good match. 
the normalized cost  TI the l ae t  row of Table 7. The coet has converged r a p i d l y  
and monotonically i n  f o u r  i t e r a t i o n e ,  and it rewaine a t  the converged cost. 
These factors are convincing evidence that  t h e  convergence i e  complete. There- 
fore, the criteria of match and convergence are s a t i s f i e d  i n  our  example. I n  
some cases w e  might encoi?nter coet t h a t  doe8 n o t  converge r a p i d l y  ( i n  f o u r  t o  
s i x  i t e r a t i o n s )  or monotonically, or s t a y  "exactly" a t  the  d n h u m  value.  TheRe 
s i t u a t i o n s  u s u a l l y  i n d i c a t e  a t  l e a s t  a small problem i n  t h e  a n a l y s i s .  
probieme, i f  found, are u s u a l l y  traced t o  an ins t rumenta t ion  or data a q u i e i t i o n  
problem, an inadequate  mathematical model, or a mneuver  t h a t  contain8 a mar- 
g i n a l  amount of information. 
convergence are necessary,  but not  suffi- 
The convergence can best be eva!uated by looking a t  
These 
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Table 7 also show8 t h a t  t h e  s t a r t u p  va lues  of a l l  t h e  c o e f f i c i e n t s  are zero 
f o r  the c o n t r o l  and bias variables. Wind t u r n e l  estimates could have been deed 
f o r  s t a r t i n g  value;? b u t  t h e  convergen-e of t h e  a lgor i thm is  n o t  very dependent 
on t h e  s t a r t u p  vs lues .  A s  p a r t  of the startcp algori thm, t h e  MMLE3 program nor- 
mally holds  t h e  d e r i v a t i v e s  of t h e  state v a r i a b l e s  consta:-t u n t i l  a f t e r  the 
f i r s t  i t e r a t i o n ,  ad is evident  i n  Table 7. 
Figure 2 7 ( a )  shows the mztch between t h e  measured and computud data f o r  the 
s t a r t u p  values.  The match is very poor because t h e  s t a r t u p  values  f o r  the con- 
t rol  d e r i v a t i v e s  are a l l  zero,  YO t h e  only  motion is i n  response to  +he i n i t i a l  
condi t ions .  The c o n t r o l  d e r i v a t i v e s  and biasc. are determined on the f i r s t :  
i t e r a t i o n ,  r e s u l t i n g  i n  t h e  much improved match shown i n  Fig. 27(b) .  The match 
a f t e r  t w o  i t e r a t i o n s ,  shown i n  Fig. 27!c), is improved as t h e  Srogram f u r t h o r  
modifics t h e  c o n t r o l  d e r i v a t i v e s  and, f c r  t h e  f i r s t  time, a d j u s t s  t h e  deri7,a- 
tives a f f e z t i n g  t h e  n a t u r a l  frequency (CnB and C Q ~ ) .  By the t h i r d  i t e r a t i o n  
(F ig .  2 7 ( d ) ) ,  t h e  improvement i n  t h e  match is.a'lmo8t complete, because minor 
adjustments  t o  t h e  frequency are made and t h e  damping d e r i v a t i v e s  are c5anged. 
Fig. 27(e) shows t h e  match when a l l  but t h e  aost minor d e r i v a t i v e s  have ceased 
t o  change. 
Severa l  genera l  observa t ions  can be made based on this w e l l  behaved example. 
The s t r o n g  or most important  coeff i c i o n t s  have e s s e n t i a l l y  converged i n  t h r e e  
i t e r a t i o n s .  
verged faster than Lp (Table 4 ) .  
c o e f f i c i e n t s  have only converged to  t w o  plitces after t h r e e  iterations and are 
s t i l l  changing by one d i g i t  i n  t h e  f o u r t h  place a t  the end of s i x  i t e r a t i o n s .  
Another observa t ion  is t h a t  for  some c o e f f i c i e n t s  (C.tr, Cnda, and Cab 1 even 
r 
though t h e  s i g n  is wrong a f t e r  t h e  f irst  i t e r a t i o n ,  t h e  a lgor i thm-quickly  
selects t h e i r  correct values  once t h e  important  d e r i v a t i v e s  have stabil ized. 
The same e f f e c t  was s8en i n  t h e  simple example - t h a t  is, Le con- 
Some of t k e  less i u p o r t a n t  or  eecond-order 
I n  general ,  i f  t h e  a n a l y s i s  of a maneuver has gone w e l l ,  we  do n o t  need to  
spend much t i n e  inspecr ing  a table analogous t o  Table 7, e m e v e r ,  it there have 
been problems i n  cozz~2rgsiiea or in t h e  q i l a l i t y  of the f i t ,  a d e t a i l e d  i n s p e c t i o n  
of such a table may be necessary.  The data may show an  important  c o e f f i c i e n t  
going uns tab le  a t  an  e a r l y  i teration, which could caase problems later. If the 
s t a r t i n g  values a te  g r o s s l y  i n  error, t h e  algorithm is driven a long way from 
reasonable  values  and then  f o r  many reasons does n e t  behave w e l l .  Occae iora l ly  
t h e  alqori thm a l t e r n a t e l y  select8 from t w o  d i v e r s e  se% of values  of two ~t more 
c s e f f i c i e n t s  on success ive  i t e r a t i o n s ,  behaving as i f  t h e  shape of t h e  cost 
func t ion  were a narrow multidimensional v a l h y  analogous to  but  more extreme 
than t h e  two-cYnensIona1 v a l l e y  shown i n  Figs. 18 and 20. 
Cram& -Rao Bounde 
The earlier s e c t i o n s  regarding t h e  computed example have shown t h a t  t h e  
Cram&-Rao bound is a good i n d i c a t o r  of the accuracy of an  estimated parameter. 
The Cramir-Rao bounds can be used i n  a similar, b u t  eomewhat more q u a l i t a t i v e ,  
f a s h i o i  on f l i g h t  data .  
w e l l  as many o t h e r  maximum l i k e l i h o o d  es t imat ion  programs) have been u s e f u l  i n  
The Cram&-Rao bounds that are included i n  MULE3 (as 
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determining whether estimates are good or bad. 
h e r e  has b c a  reporced previous ly  ( f o r  example, i n  R e f s .  ? and 16). However ,  
t h i s  e x m p l e  of t h e  use of t h e  Cram&-Rao bound i n  the assessment of f l i g h t -  
dprived estimates is p e r t i n e n t  to  t h e  t h r u s t  of t h i s  paper. Figure 28 shows 
estimates of C a s  a func t ion  of angle  of a t t a c k  for t h e  ?A-30 twin-engine 
g e n e r a l  a v i a t i o n  a i r c r a f t  ( R e f .  22)  a t  t h r e e  f l a p  s e t t i n g s .  There is a s i g n i f i -  
cant. amount of scatter, which makes the r e l i a b i l i t y  of the information on C 
ques t ionable .  The d a t a  showr. are the estimates from t h e  MMLE3 program, which 
a l s o  provides  t h e  Cra&r-Rao bounds for each estinute, 
has  shown t h a t  i f  the Cram&-Rao bound is m u l t i p l i e d  by a scale factor (the 
r e s u l t  soinetimes being called t h e  u n c e r t a i n t y  levre1 (Refs. 1 and 16)) and plot- 
t e d  as a vzrtical  bar with the  associated estimate, it hel- i n  the interpre+a- 
t i o n  of fl ight-cietermined r e su l t s .  F igure  29 shows the same data as Fig. 28, 
with t h e  u n c e r t a i n t y  le--1s now included as vertical bars. The estimates wi th  
small u n c e r t a i n t y  l e v e l s  (Cra&r-Rao bounds) are t h e  best estimates, as w a s  
d i scussed  earlier i n  t h e  s e c t i o n  on Cram&-Rao bounds f o r  the one-dimensional 
case. The f a i r i n g  shown i n  Pig. 29 goes through the estimates w i t h  8-11 
Cramir-Rao bounds and i g m r e s  t h e  estimates with l a r g e  b u n d s .  One can have 
g r e a t  confidence i n  t h e  f a i r i n g  of t h e  estimates, because t h e  f a i r i n g  is w e l l  
def ined  and c o n s i s t e n t  when t h e  Cram&-Rao bound information is included. I n  
t h i s  p a r t i c u l a r  ins tance ,  the estimates with small bounds were from maneuvers 
where t h e  a i l e r o n  forced t h e  motion, and t h e  large bounds were from maneuvers 
where the rudder forced t h e  motion. Therefore,  i n  a d d i t i o n  to  a i d i n g  i n  the 
f a i r i n g  of t h e  sstimates, t h e  Cram&-Rao bounds h e l p  show t h a t  the t i l e r o n -  
forced mtineuwrs are s u p e r i o r  for e s t i m a t i n g  Cn 
The a i r c r a f t  example discussed 
"P 
"P 
P a s t  experience (Ref. 1 ) 
for the PA-30 aircraft. P 
This example i l l u a c r a t e s  t h a t  the Cram&-Rao bounds are a u s e f u l  tool i n  
a s s e s s i n g  f l ight-determined estimates, j u s t  as they were found usefu l  for the 
simple a i r c r a f t  example with computed datae 
Atmospheric Turbulence (Stzste Noise) 
Atmosphtric tu rbulmce  (state mise) cannot always be avoided i n  b l i g h t ;  
therefore ,  it is desirrrble  to  be able to  o b t a i n  s * d b i l i t y  and control deriva- 
t i v e s  i n  t h e  presence o f  turbulence.  I n  addi t ion ,  an  e s t i m n t e  of the t u r h l e n c e  
time history can be of i n t e r e s t ,  p a r t i c u l a r l y  i n  the implementation of tur- 
bulence svK>pressioc systems. 
Many years ago it was demonstrated t h a t  the s t a b i l i t y  and control deriva- 
t i v e s  Cdil  be adequately determined with maximum l i k e l i h o o d  e s t i m a t i o n  techniques 
fo.- maneuvers performed i i l  smooth air. 
account for turbulence,  are a2pl ied  to  data obtained i n '  turbulence,  nst only are 
t h e  r e s u l t i n g  matches of t h e  t i m e  h i s t o r i e s  unsa t i s fac  tory b u t  t h e  estiiaated 
c o e f f i c i e n t s  are unacceptable (Refs. 23 to  25). The tecnnique d e a c r i b d  i n  
Refs. 14, 23, and 25 can rrccouilt for the e f f e c t  of turbulence.  With this tech- 
nique, maximum l i k e l i h o o d  a s t i m a t e s  of the s t a b i l i t y  and c o n t r o l  d e r i v a t i v e s  as 
w e l l  as esthatas  of t h e  turbulence time h i s t o r i e s  are j t ta ined  by zrinimieing 
t h e  cost f u n c t i o n  given by m. ( 1 1 ) .  ReRults of t h e  a p p l i c a t i o n  of the tech- 
nique t o  lonqi  t u d i n a l  maneuvers obtained i n  turbulenco have been r e s o r t e d  
previous ly  (Refs. 23 to 25) .  
If the;e t echniq ies ,  which do n o t  
Trre lateral-directional equations (Eqs. (151, (161, (17;, (181, and (29) 1 
can  be modified i n  a manner s i m i l a r  t o  that used to  d i f y  the l o n g i t u d i n a l  
e q u a t i o n s  i n  Refs. 23 t o  25. The turbulence  ( s t a t e  n o i s e )  -1 is t h e  Dryden 
express ion ,  which is described i n  R e f  . 26. The Iliff-&ne code (Ref . 17) c.m 
be used to  o b t a i n  the maxirum l i k e l i h o o d  estimates w h e r e  state n o i s e  fs present. 
Thi r ty-e ight  semnds of data from the PA-30 a i r c r a f t  f l y i n g  i n  turbulence  
w a s  analyzed a t  50 samples/sec. The best match t h a t  could be obtained with the 
maximum l i k e l i h o o d  e s t i r a t i o n  cethod that  does n o t  account  fcr turbulencz i a  
shown i.? Fig. 30. 
t h e  s t a b i l i t y  and c o n t r o l  derivatives. Figure 31 s h a r s  the r a t c h  obta ined  w i t h  
t h e  maximum l i k e l i h o o d  e s t i m a t i o n  technique t!at accountcl f o r  tu rbulence  
(Re’ , 1 4  and 17). The laatch is e x c e l l e n t  and the maneuver provided acceptable 
es .mated s t a b i l i t y  and c o n t r o l  derivati7es. f t  is also of i n t e r e s t  to compare 
t h e  power spectra of t h e  estimated turbulence  time histories. 
spectrum of the turbulence component a f f e c t i n g - a n g l e  of sideslip, B,, is shown 
i n  Fig. 32. Figure 33 pre,sents t h e  power spectnu of t!e turbulence corponent 
a f f e c t i n g  r o l l  ?ate, pg. The slopes of t h e  asymptotes shwc i n  Pigs .  32 and 33 
are those def ined  by t h e  Dryden express ion  given i n  R e f .  26. Good agreement is 
S h o W i r  becdeen the power spectra and the asymptotes for 8, and pg. 





The a lgor i thm used here  is based on a linearized system described by 
Eqs. ( 5 )  t o  ( 7 )  and solved by minimizing t h e  cost f u n c t i o n  giver. by Bq. ( 1 1 ) .  
The system need n o t  resemble that for t h e  a i r c r a f t  s t a b i l i t y  and c o n t r o l  problem 
o t h e r  than i n  t h e  r e q u i r e r e n t  for l i n e a r i t y .  Therefore, many formula t ions  f o r  
t h e  s t r u c t u r a l  problem are wr iz ten  i n  t h e  form of 4 8 0  ( 5 )  to (71, and t h e  
algorit.hm under d i s c u s s i o n  can be d i r e c t l y  applied w i t h  t h e s e  formulations.  
ESTIMATION FOR SIMPLE STWCTUUL . PRoBLEn 
The p r o b l a s  of t.?e L l e x i b l e  space s t r u c t u r e  is mast f u l l y  c t a r a c t e z i i e d  as a 
d i s t r i b u c e d  parameter system with i ts  associated dis t r ibu-d system c o n t r o l  
laws. 
e n a r o n e s n t ,  such as szlar heat ing.  rAs  i n  most cases, the p r e f e r r e d  s o l u t i o n  is 
t h e  s i m p l e s t  s u c c e s s f u l  approach, 
and computationally f a r  more e f f i c i e n t  chan t h e  f u l l y  d i s t r ibu ted  paraneter sys- 
t e m  approach. 
the-art approaches has proved very successfu l .  Admittedly, the a i r c r a f t  struc- 
t u r e  i s  heavier  than most s p a c e c r a f t ,  b u t  Pany c i - r c r a f t  s t r u c t u r e s  are h ighly  
complex, c o n s i s t i n g  of many s u b e t r x t u r o s  wi th in  t h e  main s t r u c t u r e .  
novice,  many of t h e  sp-ce s t r u c t u r e s  x r r e t i t l y  k i n g  i . ivest igated appear sieqlsr 
thar. modern, l a r g e  a i r c r a f t .  I f  the l u q e d  parameter system approach used f o r  
the  a i r c r a f t  pro’ s m  is found to be inadequate,  it s?em l i k e l y  t h a t  d i s t r i b u t e d  
parameter estimatiorl  codes w i i l  evolve tu whatever complexity in zecessary to  
s o l v ?  t h e  f Leuible space s t r u c t u r e  problea. 
The model w i l l  vary depend~;.3 upon changes i n  its c o n f i g r a t i o n  or its 
\%e lumped svstem approach is much simpler 
For example, structural  rode c o n t r o l  base? on e a r r e n t  s ta te-of-  
To the 
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This  paper has  discussed some of t h e  experience gained from the a p p l i c a t i t n .  
of a i r c r a f t  s a b i l i t y  and c o n t r o l  a n a l y s i s  to  f l i g h t  data. The codes used for 
t h i s  a n a l y s i s  are for lumped parmter systems i n  the time domain. 
have been used s u c c e s s f u l l y  for s t r u c t u r a l  problears and are f u l l y  a d a p t a b l e  to  
t h e  frequency domain Ff t h a t  is found to  be preferable. 
The codes 
Although f e u  r e s u l t s  have been obtained fer t i re-domain s t r u c t u r a l  a n a l y s i s  
a t  the Ames Dryden F l i g h t  Research F a c i l i t y ,  sose s u p e r f i c i a l  experience i n  
s t r u c t u r a l  t i r e - d c r a i n  a n a l y s i s  has been obtained. 
show how the techniques being used for  s t a b i l i t y  and c o n t r o l  a n a l y s i s  can be 
applied to  simple s t r u c t u r a l  problems. The preceeding s e c t i o n  discussed the 
incorpora t ion  of state n o i s e  i n  the d e l .  The following examples do n o t  
inc lude  t h e  u s e  of s t a t e  noise ,  b u t  state noise, i f  warranted, could e a s i l y  be 
incorpora ted  i n  the types of examples to  be discussed. 
The f o l l o v i n g  tvo examples 
Est imat ion of S t r u c t u r a l  Characteristics 
All aircraf t  have observable  s t r u c t u r a l  mdes. These lodes u s u a l l y  cause no 
d i f f i c u l t y  i n  e s t i m a t i n g  a t a b i l i t y  and c o n t r o l  d e r i v a t i v e s  because t h e  struc- 
t u r a l  f requencies  are h i g h e r  than the aerodynamic frequencies .  I n  general ,  i f  
t h e  s t r u c t u r a l  f requencies  are h igher  than  the highest aerodynamic frequency by 
more than a f a c t o r  of 5 to  10, they  can be neglected u n l e s s  their amplitude is 
so large as to mask lreasurementr desired for t h e  aerodynamic a n a l y s i s .  However, 
i f  one or more s t r u c t u r a l  nodes are a f f e c t i n g  t h e  aerodynamic modes, as MY 
occur  i n  Large a i r c r a f t ,  these s t r u c t u r a l  d e s  must be included i n  t h e  aathe- 
matical model being analyzed. 
Even though no completely s a t i s f a c t o r y  practical r e s u l t s  are a v a i l a b l e  t h a t  
account  for s t r u c t c r a l  modes and t h e i r  i n t e r a c t i o n s  w i t h  t h e  aerodynamics, it is 
i n t e r e s t i n g  t o  assess the time-domain a a x ~ m u m  l ike l ihood a n a l y s i s  of the struc- 
t u r a l  modes independent of any i n t e r a c t i o n .  This can be done where a s"crurtura1 
mode is observed and no s i g n i f i c a n t  coupl ing is apparent.  
Figure 34 s h w s  a s t r u c t u r a l  rode on the lateral a c c e l e r a t i o n  of an  a i r c r a f t  
where l i t t l e  effect was observed f o r  structural-aerodynamic coupling. The fre- 
quency of t h e  rode is high enough that the mode does n o t  i n t e r a c t  w i t h  the aero- 
d Y M u C  modes. Therefore, the s t a b i l i t y  and control d e r i v a t i v e s  w e r e  obtained 
s e p a r a t e l y  and he ld  c o n s t a n t  for the succeeding a n a l y s i s ,  !l'hc a n a l y s i s  con- 
sisted of using t h e  r a x i n t m  l i k e l i h o d  estimation program lOlLE 3 ( R e f .  17) w i t h  
a s ix th-order  model t h a t  included t h e  l a t e x a l d i r e c t i o n a l  aerodynaaic  unies p l u s  
one s t r u c t u r a l  Me .  The dynamic presaure  and the v e l o c i t y  were allowed to  -rsry 
i n  t h e  a n a l y s i s .  The structural  mode frequency and damping were est imuted as 
lifiear func t ions  of dynamic pressure. The i n i t i a l  condi t ione  w e r e  also esti- 
rated. A s t r u c t u r a l  mode frequency of 7.S4 Hz w a s  chosen t o  start t h e  estiea- 
t i d r  process. The comparison between the o r i g i n a l  data and t h e  match obtained 
w i d .  the maximum l i k e l i h o o d  estimation method ie shown i n  Fig. 35. The t w o  time 
h i s t o r i e s  are i n  g d  agreeaent  a t  t h e  beginnin5 of the maneuver and a t  t h e  end 
of t h e  maneuver, hit they aye 180° out of phase a t  a time of approximately 
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0.3 8ec. The match shown i n  Pig.  35 sugges ts  Lk t  the mmcisu l i k e l i h o o d  esti- 
mator h a s  reached a local minimum but ,?ot %he global dnirur. 
aze not  normally a problea when o b t a i n i n q  t h e  s t a b i l i t y  and c o n t r o l  d e r i v a t i v e s  
of aircraft with t h e  maximum l i k e l i h o o d  e s t i m a t i o n  method. 
Mult ip le  minima 
The reason f o r  the rmltiple dnira is d t r o n s t r a t e d  by t h e  fo l lowing  simple 
scalar example. Let  the n o i s e i e s s  measured response be t( t)  - sin (wet) and the 
estimated response be zc = s i n  (ut), where o i o  the only  unknown c o e f f i c i e n t .  
Then, by Eq. (41 ,  the cost f u n c t i o n  becoares 
I f  T is chosen t o  r e p r e s e n t  10 cycles, as shown i n  Pig. 35, then for a n  00 of 
1 r a d l s e c ,  T equals 20r. I n  Fig. 36, the cost func t ion  J(w,2Or) is shown as a 
f u n c t i o n  of w. The global minimum is a t  an o of 1 rud/scc,  aa it should be, b u t  
t h e r e  are many local m i n i m  at increments of a p p r o x i m t e l y  0.05 rad/st?c. I f  a 
value  of less than  0.97 or g r e a t e r  than 1.03 were  choaec for a s t a r t i n g  estimate 
of w ,  t h e  algori thm would converge to a local minimum. If a value of betveen 
0.98 and 1.02 were chosen, it would converge to the global minllun. Therefore,  
f o r  this example where 10 c y c l e s  were observed, the s t a r t i n g  vahe of w mist be 
less than 3 percent  from the correct anwner to converge to  the global minimum. 
Figure 37 shows a sine Wave f o r  the g l o b a l  minimum along W i t h  a s i n e  wave 
with a frequency that varies 10 p e r c e n t  from t h e  qlobal minimum. The s i n e  waves 
are i n  phase a t  t h e  beginning and em!, ami 180" aut  of phase i n  the riddle. 
These data appear similar t o  those shown f o r  f l i g h t  dam i n  Pig. 35. 
one or t w o  c y c l e s  were used f o r  the aMlySi5 ,  t h e  problem i l l u s t r a t e d  i n  Pig. 37 
would be minimized. This is apparent  i n  Pig. 38 where only  t h e  f i r s t  cycle of 
Fig. 37 is shown. 
If only  
I f  T is chosen to  r e p r e s e n t  on ly  one cycle and 00 remains 
( a s  i n  Fig. 381, then T equals  2rr. The c o s t  f u n c t i o n  J(w,2*) 
f a n c t i o n  or w i n  Pig. 39. The g l a b a l  minimum is c o r r e c t l y  at  
b u t  now the algori thm converge& t~ the g l o b a l  m i n i m u m  i f  0 is 
approximately 25 p e r c e n t  of the correct value. 
equal  to  1 rad/sec 
i o  preser.tad as a 
an w of 1 rad/sec, 
s t a r t e d  wi th in  
Knowing the s e n s i t i v i t y  of t h e  a1goriV.m when a record with many l i g h t l y  
damped cycles  is being analyzed, t h e  d a t a  of ?ig. 34 can be reanalyze6 s t z r t i n g  
closer t o  t h e  observed frequency. 
method w i t h  an  w of 3.0 r e s u l t s  i n  t h e  f i t  shown in Fig. 10. This is an  accep- 
table f i t  of t h e  da ta .  
S t a r t i n g  the maximum l i k e l i h o o d  e s t i m a t i o n  
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Based on t h e  preceding r e s u l t s ,  i f  data are to  be analyzed where many c y c l e s  
of a s t r u c t u r a l  mode are p r e s e n t ,  the structural  lode frequency, w, must be clc- 
s e l y  approximated before  s t a r t i n g  the e s t i m a t i o n  process. 
S t r u c t u r a l  nodes i n  Space -
I n  the process  nf analyz ing  aircraft f l i g h t  da ta ,  the a u t h o r s  haw fre- 
q u e n t l y  observed r e s u l t s  that c l e a r l y  exhibit unmodeled dynamics. f i e  u d e l e d  
dynamics could be caused by many phenomena, such as higher-order  aerodynamic 
modes or s t r u c t u r a l  modes. These mdes can u s u a l l y  be ignored and l e f t  UMO- 
deled because they have no e f f e c t  on the r e s u l t s  of primary i n t e r e s t  i n  tne ana- 
l y s i s .  I f  the unrodeled modes cannot be ignored, t h e n  t h e  system equat ions  must 
be r e v i s e d  to  i n c l u d e  the d e l e d  modes. 
The a u t h o r s  have n o t  y e t  found it n e c e s s a r y . t o  model structural  modes f o r  
data obta ined  i n  space i n  the process of o b t a i n i n g  c o n t r o l  derivatives for the 
space s h u t t l e .  However,  the s t r u c t u r a l  modes have been observed. Figure 41 
shows the response of the space s h u t t l e  to the firir.9 of a roll je t  and a yaw 
j e t  a t  an  a l t i tude  of 430,000 ft. The space s h u t t l e  c o n f i g u r a t i o n  and the loca- 
t i o n  of the RCS jets are shown i n  Pig. 22. 'Ihe changes i n  the rigid-body rates 
and lateral. a c c e l e r a t i o n  caused by the j e t  f i r i n g s  are apparent  i n  Fig. 41. The 
s t r u c t u r a l  modes are also e x c i t e d  by *.e jets, as evidenced by the increased  
r i n g i n g  i n  each signal a t  the t i m e  of the jet  f i r i n g s .  The ro l l  jet f i r i n g  has 
l i t t l e  e f f e c t  on t h e  rigid-body responae for the yaw rate and lateral accelera- 
t i o n ;  nowever, the yasr jet r e s u l t s  i n  a rigid-body responre for a l l  t h e  s i g n a l s  
chosen. This maneuver waa analyzed to  o b t a i n  cont ro l  derivatives for the r i g i d -  
body response described by -8. (1s)  to (31 ). The resulting match between the 
measured and computed response is shown i n  Pig. 42. The estimated coatrol deri- 
v a t i v e s  a r e  i n  good agreement w i t h  those obtained from the maneuvers. The unm- 
d e l e d  s t r u c t u r a l  dynamic modes are evident ,  but it is apparent  that t h e  d e s  
vi11 have l i t t l e  e f f e c t  on the rigid-body c o n t r o l  derivatives. The d i f f e r e n c e s  
between the measured and computed rigid-body responses (the r e s i d u a l s )  for the 
time close to  when the jets were fired are ahawn in Pig. 43. The data shown 
h e r e  a r e  for a sample i n t e r v a l  of 0.006 8ec. Same persistent s t r u c t u r a l  
r i n g i n g  is shown for the t w o  rates and t h e  latemal a c c e l e r a t i o n .  Havever, when 
a je t  is f i r e d ,  the increased  s t r u c t u r a l  response is evident ,  The s t r u c t u r a l  
c o e f f i c i e n t s  can be e x t r a c t e d  d i r e c t l y  from the r e s i d u a l  as they were for  t h e  
example i n  the previous s e c t i o n .  I t  appears that there m y  be some contamina- 
t i o n  caused by t h e  rigid-body response a t  t h e  i n s t a n t  the jets fire. I f  so, 
t h i s  contamination can be eliminated i n  one of two ways: either ana lyze  the por- 
t i o n  of the maneuver a t e n t h  of a secocd after the j e t  fires, or adapt t h e  equa- 
t i o n s  of motion to  inc lude  the s t r u c t r l r a l  dynamics i n  a d d i t i o n  to  t h e  r i g i d  
dynamics. 
b u t  the procedure is s t ra ight forward .  
same as that used on t h e  example i n  the preceeding s e c t i o n .  It is apparent ,  
howe-rer, that  more than  one s t r u c t u r a l  atode wqwld need t o  be included i n  t h e  
m o d e  1. 
The s t r u c t u r a l  dynamics depictea i n  Fig. 43 have n o t  been analyzed, 
The procedure used on t h i s  case was the 
All t h e  a n a l y s i s  techniques discussed i n  t h i s  paper apply to t h e  a n a l y s i s  of 
this space s h u t t l e  example. 
m o d e l ,  then  the l i n e a r  form of 3 s .  ( 5 )  t o  ( 7 )  would he required.  In g e a e r a l ,  
I f  state mise is included i n  the mathematical 
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if the s t r u c t u r a l  par t ia l  d i f f e r e n t i a l  equat ion  can be expressed i n  the l i n e a r  
for= of 4 s .  ( 5 )  to  (7 )  (wi th  or without  state n o i s e ) ,  the s t r u c t u r a l  modes can 
be analyzed readi:, W i t h  the lQlLE 3 program (Ref. 17) i n  t h e  time domain. If 
t h e  a n a l y s t  p r e f e r s ,  the problem can  be expressed i n  t h e  l i n e a r  c o n s t a n t  c-wf- 
f i c i e n t  form and analyzed i n  t h e  frequency domain, as described i n  R e f .  12. The 
relative advantages and disadventagee of t iredomain a n a l y s i s  as compared with 
frequency-dorain a n a l y s i s  are also diacuseed i n  that reference.  
t i o n s  are nonl inear ,  b u t  in t h ~  form of Dqs. ( 1 )  t o  (31, then  ~Xim l i k e l i h o o d  
estimates can be obta ined  i n  t h e  time domain. 
If t h e  equa- 
The co rpu ted  simple aircraft example shawed the basics of minimization and 
t-.d g e n e r a l  concepts  of cost f u n c t i o n s  t h e r s e l w s .  In a d d i t i o n ,  the example 
demonstrated t h e  advantage of low m e a s u r e a n t  .noise, rul t iple  estimates a t  a 
given condi t ion ,  and the Cram&-Rao bounds, and t h e  q u a l i t y  of the match between 
t h e  measured and computed data. The f l i g h t  data shcned that  many of t h e s e  con- 
cepts s t i l l  hold true even though the d i . e n s i o n a l i t y  of t h e  cost f u n c t i o n  makes 
i t  impossible to  plot  ar v i s u a l i z e .  I n  addi t ion ,  the techniques used f x  t h e  
a i rcraf t  problem w e r e  shown to be applicable t o  the flexible s t r u c t u r e  problem. 
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Table 1 Values of computed tme 
history with no maasureaent noise 
i 6 ,  deg P, deg/sec 
1 0 0 
2 1 0.9754115099857 
3 1 2.878663149266 
4 1 4.689092110779 
5 1 6.411225409939 
6 1 8.049369277012 
7 1 9.607619924937 
8 0 10.11446228200 
9 0 9.621174135646 
10 0 9.151943936071 
Table 2 Pertxnent values as a function of iteration - 
L i p ( L )  (L) 4 ( L )  S(L) JL 
0 -0.5000 15.00 0.9048 2.855 21.21 
1 -0 30C5 9.888 0.9417 1.919 0.5191 
2 -0.2475 9.996 0.9517 1.951 5.083 x 10-4 
3 -0.2500 10.00 0.9512 1.951 1.540 x 
4 -0.2500 10.00 0.9512 1.951 1.060 X 
Table 3 Values of compueedtime his- 
tory with added measurement noise 
1 0 0 
2 1 C.4875521781881 
3 1 3.230763570696 
4 1 3.429117357944 
5 1 6.286297353361 
6 1 6.953798550097 
7 1 10.80572930119 
8 0 9.739367269447 
9 0 9.788844525450 
13 0 7.382568353168 
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T a b l e  4 Fertment values as a function of i terrtron - 
- L fp(L) &j (Li O(L) W L )  JL 
0 -0.5000 15.00 0.9048 2.855 30.22 
1 -3.3842 10.16 0.9260 1.956 3.497 
2 -0.3518 10.23 0.9321 1.976 3.316 
3 -0.3543 10.25 0.9316 1.978 3.3 16 
4 -0.3542 10.24 009316 1.978 3.316 
5 -0.3542 10.24 0.9316 1.978 3.316 
Table 5 Mean and standard deviations €or estimateo OF Ip 
Sample standard 
Number of Sample mean, Sample standard derivation of the 
cases ,  N IJ (4) deviation, uiLp) mean, a&)/& A 
5 -0 2668 0.0739 0.0336 
10 -0.2511 0 0620 0.0196 
C 0578 0.0129 20 -0 34.52 
Tble 6 E s t - t e  of 5 and Cram&-Rao bound a s  
a function of the square root of noire powst 
Square root of E s t i m a t e  Cr&r-Rao 



































Fig.  1 Waxfaurn likelihood -ti- 
mat ion concept .  
X--- 
( a )  neasuremcnt and control surface 
d e f i n i t i o n s .  
(b) F l o w  angle definitions. 
F i g .  2 Aircraft axis system. 
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Pig. 22 space shuttle cold'guration. 
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Fig.  24 
slmple calculatfom for the shuttle 
data from rig. 23. 
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Fig. 30 Match of f l i g h t  data obtained Pig. 31 Hatch of f l i g h t  data obtained 
i n  turbulence [ s t a t e  mise) and con+ i n  turbulence (state noise) ami com- 
put& data obtained from .MXiWS puted Eata obtained f r o n  a nmxiaum 
1ikslihaad estimtor that does not 1 i k e l i h M  estimator that accounts 




10-5 I I I \ 
10-2 lo-’ 100 lo1 102 
Fnqurcry. HZ 
A 
Fig .  32 Power  spectral d e n s i t y  af 8g 
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F i g .  36 C o s t  f u n c t i o m l  for 
10 cycles of data as f u n c t i o n  
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t o  g loba l  minimum. 
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only  the f i r s t  cycle. 
Fig. 29 C o s t  funct ion for  one cycle 
of data as funct ion o f  f,requency, 
showing wide region o f  mnvergence 
for  global minilaurn. 
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Fig. 41 Dynamic response of space 
shuttle to firing of roll and yaw 
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( a )  Roll jet. (b) Yaw jet. 
F i g .  43 D i f f e r ? .  ..? _ *  en measured am- computed rigid-body response 
(residual) for 8 .  5 :  3 shuttle. Altitude = 43Or000 ftz dytnmdc 
pressure - 0 .  
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