We present a sum of squares (SOS) method for the synthesis of nonlinear polynomial control systems. As an emerging numerical solution method in recent years, SOS targets polynomials as the research object. It guarantees that the polynomial we solve for is always nonnegative. In this paper, we give a generalized S-procedure to solve the SOS problem. As an illustration of how the SOS method can be used, the region of attraction (ROA) in a nonlinear polynomial system is analyzed in detail. The method of determining decision variables is given in the SOS problem. We discuss the determination and solution of set-containment constraints and the conservatism problem in solving the SOS problem. SOS provides a convenient numerical method to solve nonlinear problems that are not easy to solve analytically.
I. INTRODUCTION
Strictly speaking, the system is nonlinear. We often need to do linearization to make it easier to deal with problems. With the improvement of control technology, we need to face the problem of nonlinear system analysis and control directly. Linear systems can be described by the transfer function and the state space equation. Accordingly, nonlinear systems are mainly described in fractional order and linear form. No matter how it is described, solving equations or inequalities in analysis and design is always a difficult and hot point in the nonlinear research [1] , [2] . Generally speaking, a nonlinear system can be expressed in the form of polynomials. Although it cannot be directly expressed, it can be approximated by series expansion. A linear system is the most special form of the polynomial system. The Lyapunov function is widely used in polynomial system analysis. However, the quadratic Lyapunov function, i.e., the second-order polynomial, is most frequently used, while the higher-order polynomial is rarely used. Moreover, since we use the quadratic Lyapunov func-The associate editor coordinating the review of this manuscript and approving it for publication was Fangfei Li . tion, the control law is also a linear form of state feedback. To design higher-order nonlinear control laws, or use a Lyapunov function higher than the quadratic form, we have to investigate polynomials in general forms. The higher-order Lyapunov function is greater than zero, while the corresponding polynomial is considered as a positive problem. Since references [3] , [4] put forward the idea that polynomials can be expressed by the sum of squares, the methods to verify the positive definiteness of polynomials have been developed accordingly. The numerical solution of nonlinear fractional differential equations is studied. References [5] , [6] propose a new moment scaling idea, in which the nonlinear part of the polynomial is replaced with a new variable, and a polynomial moment is introduced as the constraint. One immediate outcome from this is that a hard-to-solve nonlinear problem, is transformed into a linear matrix inequality (LMI) problem. Then, this easy problem can be solved by a polynomial global optimization tool written in [5] , [6] . Later, Kojima et al. further developed programming algorithms and wrote the SparsePoP software [7] - [9] .
Parril et al. studied polynomials by setting out how to construct Lyapunov functions [10] - [12] and proposed an SOS method in Reference [11] . Based on this theoretical research, they developed SOSTOOLS, a third-party MATLAB toolbox [13] - [15] for solving SOS programs. The toolbox is based on SOS decomposition of multivariable polynomials [16] and makes effective use of semi-definite programming for calculation [15] . The advent of SOSTOOLS has exemplified the growing interest in SOS polynomials in recent years. This growing interest is mainly because the SOS technology provides convex relaxation for many difficult problems, such as global constraints and Boolean optimization [17] - [19] , and thereby serves as an effective solution to nonlinear system analysis and control design. In essence, this toolbox is specifically designed for the control discipline, because it starts from the construction of the Lyapunov function by using programs in analyzing the stability of nonlinear systems. Since the invention of this toolbox, SOS has gradually been widely used to calculate upper bounds of singular values of structures [10] , stability of nonlinear systems [20] , input/output gain [21] , [22] and robust margin calculation [23] , etc., as well as to effectively facilitate the analysis of neural network systems [23] - [25] . The classification and analysis methods of nonlinear systems are different. In the reference [26] , estimation of the regions of attraction for autonomous nonlinear systems is studied. In the reference [27] , attraction domain estimation of the model with parametric uncertainties is studied. In the reference [28] , the Maximal Lyapunov Function Method is used to estimate the domain. In order to expand the estimation range of the attractive domain, reference [29] has proposed the Trajectory Reversing method. References [30] , [31] have studied the use of SOS method to estimate the attraction domain of nonlinear polynomial system. In reference [30] , a new algorithm is proposed to select the shape factor based on the linearized dynamic model of the system. In reference [31] , the SOS programming based controller synthesis method is used for systems with rational polynomial dynamics. An optimization problem is introduced in order to maximize the region of attraction by designing a stabilizing controller. As the optimization problem is bilinear an iterative procedure is proposed to overcome this difficulty. SOS refers to the study of nonlinear systems using sum-of-square polynomials. SOS is a numerical solution method that works in a similar way to the linear matrix inequality (LMI) method in linear system theory, with an ability to solve some nonlinear equations or inequalities that are not easy to solve analytically. The Lyapunov function and the required nonlinear control law can be directly given by solving SOS. However, the SOS problem with control systems is not simply about determining whether a polynomial is nonnegative, it is about transforming the design problem to an SOS problem. SOS is used to solve nonnegative problems; the design of control system usually requires positive definiteness, while nonnegative and positive definiteness are quite different in numerical calculation. Therefore, it may involve a need, for example, for the Lyapunov function and its derivative, which means some inequality constraints related to each other, namely, set containment. This paper focuses on how to transform the design and analysis problems of nonlinear control systems into an SOS problem, and how to use S-procedure [32] to handle set containment problems in SOS design.
II. RELATED CONCEPTS OF SOS
In recent years, many researchers have been interested in SOS introduced by Parrilo in his doctoral thesis [10] . Reasons for this include the ability of SOS to handle the complex calculation and solution of polynomials and the fact that the analysis and design problems with nonlinear systems are often closely related to polynomials.
In the following definition, set of real numbers and set of nonnegative integers are represented by R and Z + .
m(x) = x a 1 1 x a 2 2 · · · x a n n is a monomial with one variable, where a i ∈ Z + . Its order is n i=1 a i , written as deg m(x). p(x) = j c j m j (x) is a polynomial with n variables, where c j ∈ R. Its order is max deg m j (x). Each polynomial is a finite linear combination of monomials. For example, the polynomial
is a linear combination of five monomials in two variables.
It is clear that this being an SOS polynomial naturally implies every SOS polynomial is nonnegative or written as p(x) ≥ 0. The set of SOS polynomials are represented by [x] . If a polynomial is SOS, it is written as
However, one thing to keep in mind here is that p(x) ≥ 0 in the usual sense does not necessarily imply that p(x) is SOS [33] . The condition that p(x) is SOS is much stricter than nonnegativity. Besides, it has been demonstrated in practice that replacing nonnegativity with the SOS property in many cases leads to the exact solution [14] .
B. SOS POLYNOMIAL DECOMPOSITION
Polynomial (1) is an SOS since it can be expressed as
The solving of many nonlinear control problems requires solving the global nonnegative problems of polynomials with several real variables, which is not an easy challenge. But nonnegativity is inevitable when we solve for SOS. Despite being a sufficient condition for polynomial nonnegativity, SOS can be solved by convex optimization. (4) can be easily VOLUME 8, 2020 verified via multiplication, but obtaining it is much harder. To automate the search for such a decomposition, we should discuss how to relate SOS polynomials to positive semidefinite matrices. Lemma 1: The following statements are equivalent for a polynomial p of degree 2d and the vector z(x) of all monomials of degree less than or equal to d:
(1) p is SOS.
(2) There exists a positive semidefinite matrix Q such that p(x) = z T (x)Qz(x) for all x ∈ R n . To prove lemma 1, define all polynomials with n variables on R n . If p ∈ R n and f ∈ R n , p(x) and f (x) are functions of the same independent variables. In addition, we define R n,d , a set of polynomials of the largest order d with n variables, as a subset of R n .
Proof: p ∈ R n,2d . Define a polynomial vector
where q i is a real vector with the corresponding dimension. If p is an SOS polynomial, then it can be written as
The proof process is to determine whether p is an SOS polynomial, that is, to search corresponding semidefinite matrix Q ≥ 0 by using SDP (Semi-Definite Programming). But z(x) is a vector of monomial x, which is not unique in general, so matrix Q is not unique [34] .
For example, a quadratic polynomial is often encountered in control problems: x T Qx, where Q is a symmetric matrix. This representation can be extended to the higher order polynomial p(x), which is expressed as
z(x) is a monomial vector, and Q is a symmetric matrix. For example, for (1),
If the monomial order of the vector z(x) is less than or equal to d, then the polynomial p(x) is less than or equal to 2d. The Q matrix in the representation of (5) is named a Gram matrix. The Q matrix here is not unique, which is related to the monomial in z(x). In this example, x 2 1 x 2 2 can be expressed as either (
And Q + λN is therefore also a Gram matrix, that is, Q + λN is the Gram matrix of this polynomial for every λ ∈ R.
The lemma above shows that the polynomial p is an SOS: if and only if there exists Q ≥ 0, then p(
is the vector of all monomials of degree up to d. Here, Q ≥ 0 means that Q is positive semidefinite. The Gram matrix Q and polynomial p can also be written as a mapping, L(Q) = p. It is known from above that Q can also be written as
Thus it can be seen that the necessary and sufficient condition for polynomial p to be an SOS is that there exist λ 1 , · · · , λ M such that
In this way, the problem becomes the feasibility of LMI, while λ i is the decision variable in this feasibility problem.
C. SOS CONSTRAINS
As described above, the solution to the SOS problem is to transform the polynomial p(x) into (5). This step is called SOS decomposition. And then we move on to solve the LMI feasibility of (7) . After solving LMI, we can transform the solution back to the original polynomial problem. A software named SOSTOOLS, which is readily available by download on the Internet, can be used to facilitate this transformation and solution process [11] . In SOSTOOLS terminology, an SOS problem requiring a solution is called an SOSP. SOSTOOLS can solve two types of SOS programs: feasibility problem and optimization problem. Here is an example of an SOSP for optimization:
Minimize the linear objective function
subject to
where p i (x) represents some undetermined polynomials, called the variables of SOSP, while a ij (x) represents polynomials with constant coefficients. In the linear objective function, c is the vector composed of unknown coefficients in p i (x), and w is the weight coefficient vector.
The constraint (9) in the above optimization program is the SOS constraint. Each SOS constraint corresponds to an LMI feasibility constraint. c in (8) and λ 1 , · · · , λ M in Gram matrix in (7) are decision variables in solving these feasibility and optimization problems.
The above optimization problem is considered a feasibility problem if no optimization objective function is mentioned and only the polynomial p i (x) is required to be solved.
Since the SOS problem can be solved by SOSTOOLS, the main problem in the analysis and design of nonlinear systems is how to transform the unsolved problem into the optimization requirements and feasibility constraints shown in (8) and (9) . In some design problems, in particular, the constraint set is often an inclusive relationship; properly handling set-containment constraints will be a key to using the SOS method effectively.
III. SOS STABILITY DOMAIN ANALYSIS
Asymptotic convergence is global in linear systems, but locally stable in nonlinear control, corresponding to the concept of ''region of attraction'' (ROA). Analyzing the ROA of nonlinear systems is an important part of the theory of nonlinear systems. Most currently available ROA estimation methods, however, can only obtain the largest possible range at the expense of reduced computational efficiency. In this paper, we use SOS to find an optimal internal estimate and at the same time provide an analysis of ROA to discuss the formation of the SOS problem and the solution of setcontainment constraints.
We consider the autonomous nonlinear dynamical systeṁ
where x(t) ∈ R n is the sate vector and f : R n → R n is the locally Lipschitz mapping (a smoothness condition more continuous than usual). Assume that f (0) = 0, that is, the origin of (10) is an equilibrium point. Let φ(ξ, t) denote the solution to formula (10) at time t with the initial condition φ(ξ, 0) = ξ . The ROA for the equilibrium point x = 0 of the system (10) 
Lemma 2 [35] : Let γ > 0 and assume that there exists a continuously differentiable function V :
and then, for all ξ ∈ V ,γ , the solution of (10) exists and satisfies φ(ξ, t) ∈ V ,γ for ∀t ≥ 0, and lim t→∞ φ(ξ, t) = 0, that is, V ,γ is an invariant subset of the ROA for (10) .
Note that it is not easy to calculate the ROA of the system accurately, or even to estimate the ROA. For systems with two or three states, their ROA can be visually simulated by drawing trajectories on the phase plan with many initial conditions. However, for higher-order systems, an analytical approach is desired.
From (11), V (x) ≤ γ indicates that the radial direction is bounded. If the maximum value of γ is found, a more accurate ROA is found. Here, the maximum estimate of ROA (concatenated) is obtained by solving the maximum invariant subset V ,γ in ROA through (13) . We will use Lemma 3 (described later) to solve the constraint of (13) .
Such constraints are often encountered in robust control problems, and are required when all other constraints are satisfied. For example, if all of the following constraints are satisfied
it is required that
where g 0 , g 1 , · · · , g m : R n → R. (14) and (15) can be written into the following set-containment constraint:
which is also equivalent to (16) is a quadratic function, the set-containment constraint is often solved by S-procedure [32] . The S-procedure here is generalized to general polynomials and given by the following lemma.
Lemma 3: If there is a polynomial
that satisfies
then the set-containment constraint of (16) is valid. The multiple inequality requirements in (16) are replaced with (17) in Lemma 3. Although this is a sufficient condition, it can often solve problems that are difficult to solve separately. S-procedure has been widely used in solving control problems [32] . {s k } m i=1 in (17) is often called an SOS multiplier.
Applying lemma 3 to (11), (12) and (13), the solution condition of the invariant subset in lemma 2 is obtained, which can be written as follows:
where l(x) is a deterministic small positive definite polynomial, for example, l(x) = 10 −6 x T x.
For the condition of (18) , suppose that the point x satisfies V (x) ≤ γ . Because s(x) ≥ 0, then we know from (18) that (18) is only a sufficient condition. If V (x) is given in this problem, (18) can be used to solve V ,γ , the maximum invariant subset of ROA of this system. The program of SOS optimization is:
S is a given subspace of polynomials in (19) , for example, one consisting of all quadratic polynomials or all quartic polynomials.
It should be noted that (19) is only a simple example of applying lemma 3 to an optimization problem. The Lyapunov function V (x) is an unknown polynomial at the time of obtaining the maximum invariant subset of the system ROA, and the invariant subset V ,γ to solve should also be reflected in the optimal design requirements. So we also need to define a region h,β in V ,γ
where h(x) is a known quadratic polynomial, h(x) = x T Rx. The function of (22) and (23) is to define a region h,β inscribed in V ,γ with a known quadratic form, and maximize β value in the solution process so as to obtain an invariant subset of ROA as large as possible.
The SOS optimization problem now is:
where 1 and 2 are given positive definite polynomials and S i is a given multinomial space. (26) is used to ensure that V (x) is positive definite. (27) represents the set-containment constraint of (22), while (28) corresponds to the constraint of (21) . v in (24) represents the candidate set of Lyapunov function V , which usually consists of polynomials of fixed orders. V and multipliers s 1 and s 2 in (24)-(28) are decision variables in SOS problems. An important step in SOS solution is to correctly set the decision variables of SOS.
IV. SOS DECISION VARIABLE
Decision variables refer to the coefficients to solve in LMI optimization. In the SOS problem, however, each polynomial to solve (see (9) ) has its own coefficient. With these numerous coefficients being decision variables, manual programming can be tedious. This is where SOSTOOLS comes into play. We only need to specify the polynomial type for SOSTOOLS to do the job right. In SOSTOOLS, these polynomials to solve are called decision variables. For example, we can use the function sospolyvar to give a polynomial variable in the following format:
[prog,v] = sospolyvar(prog,[x^2; x * y; y^2]) (29) The functions and commands in SOSTOOLS are conventionally represented by the Calibri font (typewriter font) to distinguish them from the formulas and symbols described in this paper. The sos function in (29) represents SOSP; poly and var are a couple of the first letters of the words ''polynomial'' and ''variable'', respectively. prog in (29) is the name of this program. The three items in square brackets represent quadratic polynomials, and v on the left side of (29) is the name of this polynomial variable. The command to run (29) is given as:
We see that as long as the polynomial type is given (for example, quadratic), sospolyvar will automatically generate decision variables. All these unknown coefficients are named as coeff_nnn, with no human intervention required and nnn numbered in sequence.
If the polynomial is required to be nonnegative in solving the SOS problem, an appropriate constraint should be added to the SOS program, as shown in (20) . However, if you are restricting a single polynomial, as shown in (20) and (25), then you can use the function sossosvar to directly specify the polynomial as an SOS variable (sum of squares variable). Functions are called in a similar format. For example [prog,p] = sossosvar(prog,[x;y]) (31) will give the polynomial p corresponding to the following equation,
where coefficients of the matrix Q (decision variables) are automatically generated. The running result is p = coeff_4 * y^2 + (coeff_2 + coeff_3) * x * y +coeff_1 * x^2 sossosvar directly specifies that the polynomial is SOS, that is, it already contains constraints, which can simplify the program by eliminating the requirement that the SOS program be listed as constraints separately.
We can add a constraint to SOSP by using the function soseq. If it is an inequality constraint, it can be implemented by referring to (33) prog = sosineq(prog,diff(p,x)-x^2) (33) where the inequality is
In the command of (33), a third parameter can be specified to limit the range of variables. Note that the constraint in this function is greater than or equal to zero. In optimization problems, set the target function with the function sossetobj. The objective function must be a linear function of the decision variable and its minimum value can be solved by programming. For example, if a and b are symbolic decision variables for prog in SOSP, prog = sossetobj(prog,a-b); (34) minimize (a-b) is taken as the objective function of prog in (34) .
V. EXAMPLES AND ANALYSIS
SOS is now used to analyze the stability domain of a nonlinear system. This is a van der Pol system that reverses in time, and its equation is [35] f :
As shown in (35) , a class of systems with constant amplitude oscillation without any external force are called a limit cycle, which is unique to nonlinear systems. This is different from the constant oscillation of the system caused by external forces. As an inherent characteristic of nonlinear systems, the limit cycle is independent of system input. Figure 1 is the phase plane of the system (35) . It can be seen that the system has an unstable limit cycle and a stable equilibrium point at the origin.
The ROA estimation of the system (35) has been widely studied. In this paper, we use SOS programming and a Lyapunov polynomial function to estimate the ROA. The ROA of the system is the region contained in its limit cycle, which can also be solved numerically based on the system's differential (35) . Here is an example of SOS to estimate the ROA.
Firstly, the nonlinear (35) is linearized to obtain the system matrix
Since A is a Hurwitz matrix (that is, all eigenvalues have negative real parts), then for each Q > 0, there exists P > 0 that satisfies Lyapunov equation A T P + PA = −Q. So if we define the Lyapunov function as
for γ greater than zero, V (x) satisfies the constraint requirements of (19)- (21) . Thus, for a given V (x), the dichotomy of γ can be used to find the maximum value of γ by making the constraint of (21) feasible.
Firstly, we take Q = I , then get P =
Adjust the value of γ . 2.3 is the maximum value that γ can reach. When this value is exceeded, the feasibility problem will return a null value. At this point, the corresponding storage function is V 1 (x) = 1.5x 2 1 − x 1 x 2 + x 2 2 , and the maximum attracting field is estimated to be V ,2.3 = {x ∈ R n :
the corresponding storage functions are V 2 (x) = 2x 2 1 −x 1 x 2 + 1.5x 2 2 and V 3 (x) = 6x 2 1 − 5x 1 x 2 + 3.5x 2 2 respectively, and the maximum γ values are 3.1 and 7 respectively. Thus, the three ROA estimates are shown in Figure 2 . This is also the most common method for ROA estimation. Based on this, some subsequent studies found an optimal Lyapunov function using different algorithms, and then solved the boundary of a feasibility problem using the LMI method. In this paper, SOS can be used to incorporate a Lyapunov function into the optimization program.
As shown in Figure 2 , choosing different Q values results in different internal estimates. Although these estimates are similar to one another, we can see which estimate is better than the others along some directions in the state space. Seeing these differences, we decide to use the shape of h function and select a better V (x) to optimize the estimation. Therefore, the optimization problem under the constraints of (22), (23) and (25)∼(28) can be found.
The above three sections have pointed out that the ROA estimation problem is the optimization problem under the constraints of (25)∼ (28) . This is a bilinear problem since there is a multiplication term s 2 V for the decision variables in (28) . Special software [35] is required to solve bilinear problems. An alternate iteration method of fixing one variable is proposed to solve the problem in SOS. In addition, it is also noted that there is a relative relationship between γ value and V (x) in (11) . There is a multiple relationship between γ and V (x) because the components of V (x) have coefficients. Therefore, γ = 1 can be taken in the optimization problem of (24)∼ (28) .
In (25) , there exist constraints requiring polynomials s i to be SOS. Those polynomials are specified directly in SOSTOOL with sossosvar as SOS variables. So the actual program only needs to list the three constraints of (26)∼ (28) . The commands corresponding to the three inequality constraints are in an order as follows:
is a sixth-degree polynomial. Multipliers s1 and s2 are the polynomials of orders 2 and 4, respectively. After the constraints are given, it is generally necessary to set the target function in the program. This is the calling function (34) in SOSTOOLS. In this case, it is:
Note that the optimization problem solved in SOSP is a minimization problem (see (8) ), while in this case, the maximum value of β is required to be solved (see (24) ), so a minus sign should be added before the beta of (39).
Considering the multiplication terms of β and s 1 in (27) in this case, this is also a two-line relation. Therefore, the optimization program (39) is not adopted in the solution process of this case. Instead, the above γ dichotomy is used for reference to solve the feasibility problem of SOS under a given β value. On the basis of finding V , s 1 , s 2 each time, we can find the feasible solution after increasing the value of β. And this is performed iteratively until we get the maximum value of β. The specific steps are as follows.
Step 1. Let's start with an initial V (x), which is called V 0 . Solve the feasibility problem of SOS inequalities (37) and (38), so that the value of β reaches it maximum, which is set to β 1 . The corresponding SOS multipliers are s 1,1 and s 2,1 .
Step 2. Fix the multipliers s 1 and s 2 in SOS inequality as s 1,1 and s 2,1 . Solve inequalities (36), (37) and (38), make the value of β maximum, and get the solution V (x) of this feasibility problem, denoted as V 1 .
Step 3. Set V (x) to V 1 and repeat Step 1. Iterate like this until β approaches a stable maximum, output V (x).
This region of V (x) = 1 is the maximum estimate of the system stability region (ROA) obtained by SOS.
The point here is that the initial V (x) (or V 0 ) can be taken from the regular quadratic Lyapunov function. For example, in this case, it is taken as:
and iterate. Next, perform Step 1. The maximum β value obtained by dichotomy is 1.27, and the corresponding multipliers are as follows
Substitute the result of (41) into Step 2. The maximum value of β obtained by the dichotomy method is 1.60. The solution of the feasibility problem is a sixth-degree polynomial, ignoring the smaller terms below 10 −7 , which is approximate to:
After 11 iterations, the values of β tend to be stable, β = β max = 2.13. Then the values of β in the iteration process are shown in Table 1 . But V i is not approximated in the iterative solution process. The storage function representation is too complex to list. The ROA estimation corresponding to the iteration process in Table 1 is shown in Figure 3 . The arrow in the figure indicates the direction in which iteration β increases as well as the increasing number of iterations. From the figure, we can see that as the number of iterations increases, the estimated ROA gradually expands and approaches the limit cycle. This suggests that the iterative solution method is applicable and effective in solving an SOS feasibility problem. Figure 4 shows the maximum estimate of the ROA obtained in this example. The outer ring in the diagram is the unstable limit cycle of the system, which is the actual ROA in this case. The inner circle is h,β of h(x) = x T x = 2.13. The final result is a sixth-degree polynomial with 25 terms. To illustrate the basic characteristics of V (x), the terms are ignored if they have a coefficient less than 10 −9 , and an approximate expression can be obtained as follows:
It can be seen from (43) that the higher-order Lyapunov function can be obtained by SOS. That is difficult to accomplish with analytic solutions. As shown in Figure 4 , the estimated ROA obtained by SOS is slightly smaller than the actual ROA. This is because the S-procedure used in SOS is a sufficient condition, which is conservative to some extent. Figure 2 provides a reference for reducing this conservatism. Now twist the major and minor axis of h(x) figure in one direction, that is, properly select R matrix in h(x) = x T Rx, make it go forward to the theoretical ROA figure, and take
The iteration process is shown in Table 2 . As we can see from Table 2 , when an appropriate h(x) value is selected, the convergence rate increases. It converges from 11 iterations to 9 iterations. For complex systems, if we find a more appropriate h(x) value, then a more obvious convergence effect will be generated by the estimation process. It can be seen that by adjusting h(x), the range of the estimated attraction domain is expanded in the direction of adjustment (suggesting that the conservatism is reduced). Figure 6 is a comparison between the SOS method proposed in this paper and the LMI method based on a recursive algorithm. The Lyapunov function is calculated by the recursive algorithm, and then the boundary value of the function is obtained by LMI feasibility optimization. From the figure, we see that the boundary given by our proposed SOS method is larger. Besides, the program proposed here requires only a few steps of programming to get the optimized Lyapunov function and its boundary value as well.
ROA estimation plays a significant role in many practical problems, especially the control design of the system, i.e., facilitating analysis to serve the purposes of design. We know that only by expanding the ROA of the system through control can a certain index of the system be fixed in the desired position. The usage of SOS can be illustrated by the ROA estimation example in this section. Consider an affine system like this:
Look for a state feedback control law u = k 1 x 1 + k 2 x 2 so that the closed loop system has a larger ROA. When k 1 = k 2 = −1 is taken, the problem would be the ROA estimation covered in (35) . Therefore, we determine that SOS can be used in controller design. To verify the authenticity of the region of attraction obtained by numerical calculation, we draw the time function simulation curves based on the system equation (44), as shown in Figure 7 .
The solid line and the dotted line are the response curves when the initial value of x 1 is 1 and 1.5, respectively. It can be seen that the x 1 response curve of the system equation (44) under the control of u = −x 1 − x 2 is ultimately stable. When an initial value that exceeds the range of ROA in Figure 6 , for instance, 2, is selected for x 1 , the system is unstable. After 2.098s, x 1 diverges to a point that no it cannot be calculated and solved, in which case a simulation error is given. Therefore, the time response curve of x 1 can prove that the range of ROA estimation obtained by the SOS method is correct.
VI. CONCLUSION
In this paper, we present a generalized S-procedure for SOS. Using the ROA analysis of nonlinear polynomial systems, we illustrate the characteristics of SOS as well as how it works in each process, including the determination of decision variables and the solution of set containment problems. Besides these basic problems in SOS, we also propose a h(x) function adjustment method to reduce the conservatism resulting from the generalized S-procedure and expand the estimation range of ROA.
As a numerical solution method, SOS makes it easy to solve some nonlinear problems that are not easy to solve analytically, such as HJI inequality in nonlinear H ∞ control, and partial differential equation in passive control of interconnection and damping assignment (IDA). Therefore, SOS, which is equivalent to the LMI method in linear systems, is expected to be widely used in nonlinear systems. Admittedly, SOS is still in its infancy and expanded efforts are called for to move it to the next level.
