Abstract. We are concerned with the solvability of linear second order elliptic partial differential equations with nonlinear boundary conditions at resonance, in which the nonlinear boundary conditions perturbation is not necessarily required to satisfy Landesman-Lazer conditions or the monotonicity assumption. The nonlinearity may be unbounded. The nonlinearity interact, in some sense with the Steklov spectrum on boundary nonlinearity. The proofs are based on a priori estimates for possible solutions to a homotopy on suitable trace and topological degree arguments.
Introduction
This paper is concerned existence results for strong solutions of linear second order elliptic partial differential equations with nonlinear boundary condition at resonance of the form for a.e.x ∈ Ω, and all u ∈ R with |u| ≤ r, and h ∈ L 2 (∂Ω). By a (strong) solution to Eq.(1.1) we mean a function u ∈ W 2 p (Ω) satisfies Eq(1.1) (the second equality in Eq.(1.1) being satisfied in the sense of trace). The paper is organized as follows:-In section 2 we study some of the properties of problem (1.2) . In section 3 is devoted the main results, and we illustrate our main theorem by giving an example of an unbounded nonlinear at boundary of Ω doesn't satisfy Landesman-Lazer conditions at the boundary, non monotonicity assumption at the boundary. We conclude the paper with some further results and remarks. All the of our results are based upon Leray-Schauder continuation method and topological degree 2. some of the properties of problem (1. We will first study the spectrum that will be used for the comparison with nonlinearities in equation ((1.2) ). This spectrum include the Steklov (When c = 0).
Consider the linear problem (Eq(1.
2) The eigenproblem is to find a pair (µ, ϕ) ∈ R × H 1 (Ω) with ϕ ≡ 0 such that
Now let v = ϕ, we see that if there such an eigenpair, then µ > 0 and ∂Ω ϕ 2 > 0 since
we know that ϕ ≡ 0 and Ω c(x)dx > 0 (otherwise, ϕ would be a constant function then we have that 
(Ω) is an eigenpair, then it follows from the definition of Γ :
n − 2 sometime we will just use u in place of Γu when considering the trace of function on ∂Ω Throughout this work we denote the L 2 (∂Ω)− inner product by 
In addition,
Proof. We will prove the existence of a sequence of real eigenvalues µ j and the eigenfunctions ϕ j corresponding to the eigenvalues µ j that form an orthogonal
We will define the functionals
and (Ω), we will show that ||I
(Ω), we will show that |I We know that I is convex we will proof that ∀t ∈ (0, 1) and ∀ u, v ∈ H 1 (Ω) we have that 
by the claim a above we have that
since the limit of the left hand side exist and equal zero then we have that
so we have
(Ω). Now we show that I attains its minimum on the constraint set
, by using the continuity of the trace operator, the Sobolev embedding theorem and the lower semi-continuity of I Let {u n } n≥1 be a minimizing sequence in W 0 for I since lim n→∞ I(u n ) = α, we know that I(u n ) = ||u n || 2 c by the definition of α we have that for all sufficiently large n, and for all ǫ > 0, then ||u n || 2 c ≤ α + ǫ by using the equivalent norm we have that there is exist β such that
so we have that Then there exists ϕ 1 such that I(ϕ 1 ) = α. Hence, I attains its minimum at ϕ 1 and ϕ 1 satisfies the following
⊥ by the definition of W , Now take v = ϕ 1 in (2.6), we obtain that the eigenvalue µ 1 is the infimum α = I(ϕ 1 ) = µ 1 . This means that we could define µ 1 by Rayleigh quotient
Indeed assume that I(ϕ 1 ) = 0 then |▽ϕ 1 | = 0 on Ω , hence ϕ 1 must be a constant that contradicts the assumptions imposed on c(x). Thus µ 1 > 0. Now we show the existence of higher eigenvalues. Define
Since W 1 is the null-space of the continuous functional < .,
⊥ , and it is therefore a Hilbert space itself under the same inner product < ., . > c . Now we define
Moreover, we can repeat the above arguments to show that µ 2 is achieved at some
Moreover, we can repeat the above arguments to show that µ 3 is achieved at some
⊥ . Proceeding inductively, we let
In this way, we generate a sequence of eigenvalues
Proof. Suppose by contradiction that the sequence is bounded above by constant. Therefore, the corresponding sequence of eigenfunctions ϕ j is bounded in H 1 (Ω) (i.e.; by the definition of the limit at ∞ ∀M > 0, ∃N > 0 such that |ϕ j | > M, whenever j > N , the ingation of the stetment ∃M > 0 such that |ϕ j | ≤ M ∀j). By Rellich-Kondrachov theorem and the compactness of the trace operator, there is a Cauchy subsequence (which we again denote by ϕ j such that
Since the ϕ j are ∂−orthonormal, we have that 
(we know that the set maximal c−orthonormal if and only if it is complete orthonormal basis)
Proof. Suppose by contradiction that the sequence {ψ j } j≥1 is not maximal, then
Since we know from claim 1 that µ j → ∞ we have that ||ξ|| 
and
Claim 4
We shall show that
Thus
The following result gives a variational chararcterization of the eigenvalues and a splitting of the space [
⊥ (and, hence, of H 1 (Ω) which will be needed in the proofs of the result on nonlinear problems.
Corollary 1
Assume that c satisfy the above condition. Then we have the following. i: For all u ∈ H
1
(Ω), 
. Thus, the inequality (2.8) holds. Now assume we have that
where ϕ 1 the eigenfunction corresponding to µ 1 , therefore, u is a multiple of an eigenfunction of equation (1.2) corresponding to µ 1 The inequalities (3.8) by 2.1 we have that
. Now let µ j = max µ ∀i ≤ j, then we have that
. Now let µ j+1 = min µ ∀i ≥ j + 1, then we have that
The following proposition shows the principality of the first eigenvalue µ 1 . Proof. Assume that the first eigenvalue µ 1 is simple, we will show that associated eigenfunction ϕ 1 does not changes sign in Ω, suppose it does and let ϕ 1 = ϕ
(Ω) proof of that we know that ϕ
we will show that
(Ω) By the characterization of µ 1 it follows that
(Ω),and ϕ
(Ω), we have that
It follows that ϕ are also eigenfunctions corresponding to µ 1 and they are linearly independent. Hence, µ 1 is not simple. On the other hand, suppose that µ 1 is not simple, and let ϕ and ψ be two eigenfunctions corresponding to µ 1 they are linearly independent. If ϕ or ψ changes sign, then the proposition is proved. Otherwis, supposing without loss of generality that ϕ and ψ positive, we will prove that there exists a ∈ R such that the eigenfunction (corresponding to µ 1 ) ϕ + aψ changes sign. Indeed, suppose that, for all α ∈ R, ϕ + αψ does not change. Let the function h : R → R be define by
Since h is continuous, there exists a ∈ R such that h(a) = ϕ + a ψ = 0.
Hence, which contradicts the fact ϕ and ψ, are linearly independent. Thus, ϕ + aψ, changes sign. The proof is complete. 
Remark 2.4. Note that if we have smooth data and ∂Ω in 2.3, then the eigenfunction ϕ 1 (x) on ∂Ω as well, by the boundary point lemma (see for example Evans).

the main results
for a.e.; x ∈ ∂Ω, and all u ∈ R, with |u| ≥ K, where
where ϕ j the j th eigenfunction of (1.2) By the solution of equation (1.1) we mean a function u ∈ W 2 p (Ω), which satisfies the differential equation a.e. To prove theorem (3.1) we shall need to three useful lemmas stated and proved below
We define the linear (Steklov when 
where
We denote by N (L) the nullspace of L and R(L) closed range see [19] , and we observe that
is well defined continuous linear operator and K is compact (the proof similar proof in [19] ). denoting by P j the orthogonal projection onto the eigenspace N (L − µ j I) where (I is identity map), L admits the spectral spectral representation
(∂Ω), (in Trace sense) let us write
where, if the Fourier expansion of u ( see theorem 2.1)
so that, with obvious notations
. Moreover, we shall use the notation u
Then there exists a constant
Proof. Taking into account the orthogonality of u + u 0 with respect to u and the fact that u 0 ∈ N (L − µ j I) one has
Since Γ(x) is nonegative for a.e.; x ∈ ∂Ω the last term is nonegative so we have
By theorem 2.1 we know that (µ j − µ i ) > 0 whenever i < j it clearly in case when i = 1 then (µj − µ 1 ) > 0 this implies that
since we have that Γ(x) ≤ µ j+1 − µ j for a.e.; x ∈ ∂Ω one has
Since we have that Γ(x) < (µ j+1 − µ j ), on a subset of ∂Ω of positive measure, so
Now assume the above relation is not true, then there is a sequence
. Using inequalities (3.8) and (3.9) ,it follows that v n → 0 in
we have a subsequence of {w n }, which we many relabel as {w n }, converges strongly to same w ∈ N (L−µ j+1 I)
Using v n → 0 and w n → w as n → ∞, one obtains
So that, by the assumption (3.5), one has w = 0. A contradiction with ||w|| ∂ = 1. Therefore, inequality (3.10) is proven. Choosing δ = min{δ 1 , δ 2 } and observing that
Therefore,
the proof is complete. 
a.e.; on ∂Ω and all u ∈ Dom(L), one has
Proof. If u ∈ Dom(L), then using computations of lemma3.1, we obtain
(3.12) Therefore, by the inequalities (3.7) and (3.6) one has 13) and the proof is complete. 
Proof. By the theory of the linear first order differential equations [1, 7, 21] , the operator
Clearly KerE = {0} so, E is one-to-one, onto and obivously continuous. It
is linear and continuous [7] . Taking η ≤ 
since you have taking
(∂Ω)∃y : u = Ey = ∂y ∂ν + µ j y + qy and E −1 u = y Therefore,
The proof is complete
The following lemma is essentially due to De Figueredo [11] in the entire space we will make new version for the boundary, the proof is similar to the proof in [13] 
for a.e.; x ∈ ∂Ω and all u ≥ B, Then, for each real number k > 0, there is decomposition
of g by functions qk, and g k verifying Carathéodory conditions and satisfying the following conditions
for a.e.; x ∈ ∂Ω and all u ∈ R,
for a.e.; x ∈ ∂Ω and all u with |u| ≥ max (1, B) , there is a function σ k ∈ L 2 (∂Ω) depending on a, A, and g such that
Assume that the function g : ∂Ω × R → R satisfies Carathéodory conditions and grows at most linearly i.e.;
(∂Ω) a.e.x ∈ ∂Ω and all u ∈ R. by those assumptions now we can defined the nonlinear (Nemystkǐi) operator
Ňu := g(., u(.)) We shall consider solvability of the equation ( we will add and subtrac (µ j u))
Eq(1.1) is then equivalent to (3.19) Proof. Proof of Theorem3.1. Let δ > 0 be associated to the function Γ by Lemma3. 20) for a.e.; x ∈ ∂Ω, and all u ∈ R, with |u| ≥ B. Useing Lemma3.4 with k = 1, equation (3.19 is then equivalent to
Where q 1 , g 1 are Carathéodory functions satisfying conditions (3.15) and (3.19) . Moreover by (3.16)
for a.e.; x ∈ ∂Ω and all u with |u| ≥ max(1, B), Let us chooseB > max(1, B) such that
for a.e.; x ∈ ∂Ω and all u with |u| ≥B,. It follows (3.22) and (3.23), one has
for a.e.; x ∈ ∂Ω and all u with |u| ≥B,.
Then, by assumption (3.15) and the relation (3.24), we have
for a.e.; x ∈ ∂Ω, and all u ∈ R. Moreover the function γ(x, u)u satisfies Carathéodory condition and
26) is such that for a.e.; x ∈ ∂Ω, and all u ∈ R.
(∂Ω) is defined by Ev = Lv + qv. According to Lemma 3.3 and compact embedding of Dom(L) into C 1 (∂) [7] , E is invertible and E for a.e.; x ∈ ∂Ω and all u ∈ R. so that, the sequence
is bounded in + λ n qv n + λ n g(x, u n ) ||u n || C 1 (∂Ω) (3.38) and using the compactness of E (∂Ω)) of (3.36) with v n , remarking that λ n ∈ (0, 1) and considering assumption (3.4), we deduce that λ n ||u n || C 1 (∂Ω) ∂Ω g(x, u n (x))( v n )dx < 0 for all n sufficiently large so ∂Ω g(x, u n (x))( v)dx < 0 this is a contradiction, since by (3.39) and assumption 3.1 one has the g(x, u n (x))( v) ≥ 0 on x ∈ ∂Ω for n ≥ n 0 , and the proof is complete. Step by step the approach in 3.1 with obivous modifications in the Dom(L) := {u ∈ W 2 p (Ω) : −∆u + c(x)u − f (x, u) = 0} and the notation, Then Eq(3.41) has at least one solution. [1] 
