This paper focuses on the stability-based approach for estimating the number of clusters K in microarray data. The cluster stability approach amounts to performing clustering successively over random subsets of the available data and evaluating an index which expresses the similarity of the successive partitions obtained. We present a method for automatically estimating K by starting from the distribution of the similarity index. We investigate how the selection of the hierarchical clustering (HC) method, respectively, the similarity index, influences the estimation accuracy. The paper introduces a new similarity index based on a partition distance. The performance of the new index and that of other well-known indices are experimentally evaluated by comparing the "true" data partition with the partition obtained at each level of an HC tree. A case study is conducted with a publicly available Leukemia dataset.
INTRODUCTION
The clustering algorithms are frequently used for analyzing the microarray data. While various clustering methods help the practitioner in bioinformatics to ascertain different characteristics in structural organization of microarray datasets, the task of selecting the most appropriate algorithm for solving a particular problem is nontrivial. While various clustering methods are applied in hundreds of microarray research papers, a question arises frequently, namely, how to compare two different partitions of the same dataset obtained by two different algorithms. The comparison becomes more difficult when the two partitions do not contain the same number of clusters. The accurate estimation for the number of clusters K is essential because most of the existing clustering procedures request K as input.
The robustness of the clustering algorithms is usually studied by investigating their stability with respect to perturbations changing the original dataset, for example, by drawing random subsets or by artificially adding noise [1] . The stability methods can be also used in exploratory data analysis when little prior information is available regarding the dataset, which is generally the case with microarray data. The main principle is to randomly split the dataset and cluster each subset independently, and then to check the stability (or degree of agreement) of the two obtained partitions. The clustering is stable if the cluster memberships inferred in the two subsets are similar to the memberships in the entire sample [1] . The following two different approaches have been considered when applying the stability methods for finding structure in microarray data.
(1) After randomly splitting the dataset into two subsets, select one subset for learning and another for test. Firstly, a clustering algorithm C A is applied to the learning set, and the resulting classes are used to classify the samples which belong to the test set. Then the test set is clustered with the same algorithm C A , and a similarity measure (index) is computed between the labels produced by classification, respectively, clustering [2, 3, 4] .
(2) Apply the same clustering algorithm C A to both subsets and calculate the similarity index on the samples belonging to the intersection of subsets [5] . A modified variant is introduced in [6] : C A is applied to the whole dataset (reference clustering) and to a randomly chosen subset. The similarity index is computed for the samples contained in the selected subset.
In both approaches, it is assumed that the number of clusters is k ∈ {2, 3, . . . , k max }, and for each value allowed for k, after running the algorithm many times, the empirical distribution of the similarity index is collected. In [3] , the number of clusters K is estimated based on the median of similarity index values. Evaluating the degree of agreement is rephrased in [4] as a prediction problem: their index ("prediction strength") ps(k) measures how well the cluster centroids from the training set predict "co-memberships" in the test set. The index ps(k) is averaged over several random splittings of the original data (into training set and test set), and the estimated number of clusters is given bŷ K = arg max 2≤k≤kmax mean[ps(k)] when max(mean[ps(k)]) is larger than a given threshold. The approach in [6] evaluates the stability for individual patterns and clusters relying on a different similarity score called optimal association. In [5] ,K is chosen as the value, where there is a transition from a similarity index distribution that is concentrated near one to a wider distribution:K is visually estimated by using the empirical cumulative distribution function or, alternatively, based on the value of the 90th percentile. In consensus clustering (CC) [7] , the central role is played by the consensus matrix that records, for every pair of objects, the proportion of clustering runs in which the two objects are clustered together. Based on the histogram of the consensus matrix entries, an empirical cumulative distribution function is defined, and the selection of the appropriate number of clusters proceeds by inspection of the shape of this function when k ∈ {2, 3, . . . , k max }.
We propose to improve the algorithm described in [5] such thatK can be automatically estimated without resorting to visual inspection or other heuristic methods. To evaluate the importance of index selection on the accuracy of the estimation, we revisit various similarity indices. Then we define and analyze a new similarity index, which is connected to the recently introduced partition distance [8] . In [3, 5] , the Fowlkes-Mallows index [9] is recommended for stabilitybased methods, but we show experimentally that our newly introduced index and the Jaccard index [10] perform better. We also show in this paper that partition distance is useful in designing a visualization tool which helps consistently the interpretation of clustering results for microarray data.
Potentially, any clustering algorithm can be used in our settings, and we investigate the impact of the algorithm selection on the estimatedK. We restrict our investigation to the agglomerative hierarchical clustering (HC) algorithms [10] mainly because this class of clustering methods is very popular in microarray data analysis [11] . These algorithms are computationally efficient since the same tree can be used for all values of k ∈ {2, 3, . . . , k max } by looking at different levels of the tree each time. In [7] , when evaluating the performances of CC with various microarray datasets, it was concluded that CC based on HC produces slightly better results than CC based on self-organizing maps (SOM).
We remark that in [5, 6, 7] the HC is done by the groupaverage algorithm [10, 12] . In our simulated experiments, the group-average shows modest results when compared with complete-linkage and Ward's methods [10, 12] .
The remainder of this paper is organized as follows. Section 2 includes a discussion of some results on the estimation of the number of clusters, previously reported for the publicly available Leukemia dataset [13] . In Section 3, we introduce the similarity indices. Relying on the revisited properties of the partition distance [8] , a new similarity index s(·, ·) is defined, and a lower bound is found under the hypothesis of generalized hypergeometric distribution for the contingency table. In Section 4, we evaluate experimentally s(·, ·) by comparing the "true" clustering of a dataset with the partition obtained at each level of a HC tree. In Section 5, we introduce the stability-based method for finding the data structure by extending the approach proposed in [5] . Comparisons with other methods are reported for simulated data, and a case study is conducted on Leukemia dataset [13] .
MOTIVATION OF THE WORK
In order to illustrate the challenge of structure estimation for microarray data, we consider the leukemia dataset described in [13] , publicly available at http://www-genome.wi. mit.edu/cgi-bin/cancer/datasets.cgi, which comes from a study of gene expression in two types of acute leukemias, acute lymphoblastic leukemia (ALL) and acute myeloid leukemia (AML). The true number of classes may be considered three since the biological labeling of the patient samples is ALL-B, ALL-T, and AML [13] . The dataset consists of 6817 human genes measured for 72 patients: 47 cases of ALL (38 B-cell ALL and 9 T-cell ALL) and 25 cases of AML.
We note that the clustering of Leukemia dataset was already investigated in several studies. In [13] , the SOM are applied to cluster measurements from 38 patients (out of 72), relying on 50 "informative" genes selected based on a supervised procedure. We emphasize here that the "informative" genes selection relies on the gene correlation with different types of Leukemia. In two recent publications [14, 15] , various validation techniques based on computing internal indices are used to estimate the number of clusters in the 38×50 dataset when SOM is the clustering algorithm. The paper [15] concludes that the estimated number of clusters isK = 2 and mentions, as a second best choice,K = 4.
The whole set of measurements from the 72 patients is clustered in [16] by k-means, fuzzy c-means networks, SOM, fuzzy SOM, and growing cell structure (GCS) algorithm. When varying the number of clusters between 2 and 16, all the resulting clusterings are evaluated based on the distribution of Leukemia types within the clusters, the highest degree of intracluster homogeneity being obtained when samples are divided into 9 clusters by fuzzy SOM. A procedure for gene selection is applied.
In [3] , the 72 tumors from Leukemia dataset are clustered by partitioning around medoids (PAM) [10] after selecting 100 genes which have the largest variance across tumor samples: forK = 3, one ALL B-cell sample is clustered with the ALL T-cell samples, and the rest of the observations are allocated correctly. Results on estimating the number of clusters are also reported: applying clest, kl [17] , hart [18] , or silhoutte (sil) [10] leads toK = 3; ch [19] 
The estimated number of clusters isK = 10 when using gap [20] , andK = 5 when employing gapPC [20] . Note that clest was originally introduced in [3] and extends the stabilitybased approach from [2] . Another method relying on stability principle, CC, was formalized and tested in [7] . Since their settings allow to apply various clustering methods, results on estimated number of clusters for 38 (out of 72) samples of Leukemia dataset are reported when using HC and SOM. The method CC in conjunction with HC leads toK = 5, and toK = 4 when employing CC in combination with SOM.
In light of these results reported for the Leukemia dataset, we can better understand the importance and difficulty of validation of the number of clusters. It becomes apparent that every method for structure estimation must be deeply analyzed and validated with simulated data for which the true nature is known before applying it to analyze the microarray data. Leukemia dataset is also a good example for illustrating the paradigm of "high dimension and small sample size" which is common in microarray data analysis. It was pointed out in [7] that this paradigm prevents the use of some clustering algorithms, and we show in this paper how stability methods can circumvent this difficulty.
SIMILARITY MEASURES

Given an
We name, in the sequel, any nonempty subset of T cluster. So, any partition of T is a set of mutually exclusive clusters whose reunion is T.
The partitions P and P are identical if and only if every cluster in P is a cluster in P . Let M be an r × c matrix where the quantity m i j is the number of objects in common between the ith cluster of P and the jth cluster of P . The contingency table is represented in Table 1 
Rand, Jaccard, and Fowlkes-Mallows similarity indices
We introduce the following function relative to an arbitrary partition P of T: for any pair of distinct objects Following a classic procedure, we firstly define four sets:
and denote the cardinalities of these sets, w i |ᐃ i | for i ∈ {1, 2, 3, 4}. Then we recall the definitions for three wellknown similarity indices:
(1) Rand [21] : (w 1 + w 4 )/ 4 i=1 w i , (2) Jaccard [22] : . The Jaccard index is not defined for the trivial case when each cluster in P and P contains at most 1 object, which is equivalent to w 1 = w 2 = w 3 = 0. The Fowlkes-Mallows index is not defined when w 1 = w 2 = 0 (each cluster in P contains at most 1 object) or w 1 = w 3 = 0 (each cluster in P contains at most 1 object). Formulae for fast computing w i (1 ≤ i ≤ 4) are available [23] .
To each similarity measure sm(P, P ), bounded by zero and unity, we can associate a dissimilarity d(P, P ) 1 − sm(P, P ); in some cases, d(P, P ) could be a metric on the set of all partitions of a given set of objects T [12] . In the next section, we start from the definition given in [8] for the partition distance (which is a metric) and define a new similarity index.
A similarity index defined as complement of a partition distance
In [8] , the following definition is introduced for the partition distance D(P, P ) between P and P : "D(P, P ) is the minimum number of elements that must be deleted from T, so that the two induced partitions (P and P restricted to the remaining elements) are identical." It was pointed out in [24] that the partition distance is also equal to the minimum number of elements that must be moved between clusters in P, so that the resulting partition equals P (with the convention that any set which becomes empty is no longer a cluster).
Proposition 1. The partition distance D(P, P ) is a metric on the set of all partitions of a given set of objects T.
Proof. See Appendix A.
An assignment is a selection of entries of the contingency matrix M such that no row or column contains more than one selected entry and is called optimal when the sum of the selected cell values is the largest over all possible assignments [24] . Let A(P, P ) denote the value of the optimal assignment for the contingency matrix M.
Theorem 1 [24] . Two properties of partition distance:
(a) The relationship between the partition distance and the optimal assignment is given by D(P, P ) = N − A(P, P ).
(b) The elements to be removed from T to induce identical partitions on P and P , are all those objects not associated with any selected cells of the optimal assignment.
The proof of the theorem is given in [24] where the theorem is further used to show how the partition distance can be computed in ᏻ((r + c) 3 ) time after creating the matrix M in ᏻ(N) time. Note that the initial algorithm proposed in [8] to compute D(P, P ) for any pair of partitions (P, P ) is an exponential-time algorithm, and the algorithm in [24] reduces dramatically the computational complexity. The above results suggest the definition of the following index of similarity between any two partitions P and P :
The new index is a measure of similarity ranging from s(P, P ) = 0 when the two partitions have no similarities (i.e., when one consists of a single cluster and the other only of clusters containing single-objects) to s(P, P ) = 1 when the partitions are identical. Any injective mapping σ : {1, 2, . . . , |P |} → {1, 2, . . . , |P|} (|P | ≤ |P|) is called association [6] and is useful for comparing two partitions P and P defined over an N object set T. The measure of similarity between P and P is computed as s
, j where m ·,· denotes the entries of the contingency matrix. Observe that s * (P, P ) = A(P, P )/N and is close to the similarity index defined in (3); A(P, P ) ≤ N implies that s(P, P ) ≤ s * (P, P ). It Table 2 : The contingency table for the Leukemia dataset: the true partition given by a priori knowledge on the type of disease for each patient is compared with the partition produced by completelinkage algorithm whenK = 3. All the 3571 genes are used for clustering. The entries associated to the optimal assignment are represented in bold.
is noticed in [6] that the computation of s * (P, P ) by bruteforce enumeration is exponential in the number of clusters, and therefore an approximative greedy heuristic was used there for finding a suboptimal association σ(·). Since then, the fast algorithm was introduced in [24] , and hence we are going to use the fast, nonapproximative evaluation of s(P, P ).
We observe that the definition of both s(P, P ) and s * (P, P ) relies on the optimal assignment A(P, P ), and the main difference between these similarity indices is given by the normalization procedure. Since in [6] s * (P, P ) was successfully applied for detecting stable clusters in microarray data, we are encouraged to employ s(P, P ) in stability-based methods for analyzing data produced by microarray technology. The superiority of our approach consists in using nonapproximative algorithms for computing the similarity index.
The use of s(·, ·) in validation of microarray data clustering is appealing since the optimal assignment lends itself to be employed as a visualization tool. Assume that we depict the contingency matrix defined by two partitions P and P , where P corresponds to the classes in a microarray dataset already known from medical evidence while P contains classes found for the same dataset after running a clustering algorithm. Representing in bold the entries associated to the optimal assignment will allow the investigator to assess very easily the memberships. The procedure does not require the number of clusters to be the same in the compared partitions. Moreover, the number of clusters can be visually assessed by checking that all entries in the optimal assignment are larger than zero. Examples of such representations are given in Section 5.2, Tables 2 and 8 . When the true state of the nature is not known, the same graphical representation can be used for comparing the results of two different clustering algorithms.
Similarity indices "corrected for chance"
A similarity index is "corrected for chance" when the expectation of the index takes some constant value (e.g., zero) under an appropriate null model for the contingency table. The property is discussed in [25] , and the following general formula is proposed to correct an index:
The most popular null model assumes that the r × c contingency table (r ≥ c) is constructed from the generalized hypergeometric distribution. The main hypothesis is that the two partitions are mutually independent and subject to the condition that the cluster sizes are fixed at (α 1 , α 2 , . . . , α r ) and (β 1 , β 2 , . . . , β c ), respectively. The α i and β j are the marginal totals of m i j , namely, m i· and m · j , respectively. Then the expectation of m i j is E[m i j ] = α i β j /N [9, 25] . For example, correcting the Rand index under this hypothesis leads to the expression
where two different formulae were proposed for N c in [25, 26] . We use in the sequel the notations Rand HA and Rand MA for the adjusted index defined in [25] , respectively, [26] . We investigate in Appendix B the existence of a lower bound for the expectation of the similarity index defined by (3) when the hypothesis of generalized hypergeometric distribution is verified.
It was already pointed out in [3] that the assumption on the statistical independence of the two compared clusterings does not hold for stability methods since the same data are used to produce both partitions. To gain more insights on the possibility of using s(·, ·) in practical applications, we study in Appendix C the asymptotic and finite characteristics of s(·, ·) and compare them with the characteristics of other similarity indices.
USING THE SIMILARITY INDEX s(·, ·) IN HIERARCHICAL CLUSTER ANALYSIS
The aim of this section is to evaluate experimentally s(·, ·) when we assume that the "true" structure of the data (the number of clusters and the membership) is known and compare this partition with the partition obtained at each level of a HC tree. It is a well-known fact that the HC does not yield a discrete number of clusters, but rather a hierarchical arrangement between objects. For better understanding of the behavior of similarity indices, assume that the "true" structure of the data is known and compare this partition with the partition obtained at each level of the HC solution. This approach was originally used in [27] to compare Rand, Rand HA , Rand MA , Fowlkes-Mallows, and Jaccard indices.
We reconsider the experiments described in [27] to evaluate the newly introduced index s(·, ·), and for comparison, we compute also Rand, Rand HA , and Jaccard indices. For the first set of experiments, each generated dataset consists of 50 points uniformly distributed in a hypercube in 4-, 6-, or 8-dimensional Euclidean space. There is no significant cluster structure in the data, but a "criterion" solution is assumed: a hypothetical number of clusters (set at either 2, 3, 4, or 5) and a particular distribution pattern of the points to the clusters. Three density patterns are used: equal density (objects are uniformly assigned across the clusters), 10% density condition (one cluster contains 10% of the total number of objects, while 90% of objects are uniformly assigned across the other clusters), and 60% density condition (one cluster contains 60% of the total number of objects, while 40% of objects are uniformly assigned across the other clusters). For example, when the number of clusters is 5 for 10% density, the points are assigned to the clusters as follows: 5, 11, 11, 11, 12. For each selected number of clusters and for each pattern distribution, 15 datasets are generated. The HC is performed by using the single link, the complete link, the group average, and the Ward method [12] . The computed similarity index is averaged over the datasets and over the HC methods, and the mean statistics (with limits at two standard deviation) are plotted in Figures 1a, 1b , and 1c versus the hierarchy level for each of the three density conditions. The two-standard deviation limit is omitted for those levels where the values would be negative or larger than 1.0. The only index for which the mean plot is flat and close to zero is Rand HA . For s(·, ·) and Jaccard, the computed mean is decreasing when the number of clusters in HC is increasing. Rand takes values larger than the other indices, and the mean is increasing slowly when the number of clusters in HC is increasing. For s(·, ·) and Jaccard, the variance is larger when the partition contains a small cluster; in the same situation, we observe a serious increase in the variance of Rand.
In the second set of experiments, the test data are generated according to the algorithm described in [28] ; the clusters contained in the data are separated in the variable space and are internally cohesive. It was observed that the mean of similarity indices is close to 1.0 when the number of clusters in HC solution is equal to the true number of clusters for all considered structures. We plot in Figure 1d the mean statistics for the similarity indices in the case of 60% density condition for four clusters.
All plots in Figure 1 for Rand, Rand HA , and Jaccard are very close to similar plots in [27] . The new index s(·, ·) has almost the same performance pattern as Jaccard; generally, the variance of s(·, ·) is smaller than the variance of Jaccard index, while the mean is larger. Extending the conclusions from [27] , we can observe that a value larger than 0.9 for the Rand, 0.7 for the Jaccard, and 0.8 for s(·, ·) is likely to reflect the recovery of some part of the true structure.
For all structured datasets, the clusters contained in the data have been crafted to be disjointed, separated in the variable space, and internally cohesive. Relying on these properties to obtain grouping in k clusters (2 ≤ k ≤ k max ), we choose the clusters at kth depth in the dendrogram. In microarray cluster analysis, the datasets contain outliers which do not belong to any group. Consequently, the dendrogram resulting after running a certain HC algorithm could have at kth depth a singleton (a cluster containing only an outlier). In that case, we move down the HC tree until k distinct clusters are identified, each of them containing at least two objects. It was shown in [29] that the similarity with the true partition is larger when considering the k distinct clusters (and ignoring the outliers) than simply taking all clusters at kth depth in the dendrogram. Since we aim to identify structures in data, we prefer an algorithm which can accurately estimateK relying on a subset of the original dataset instead of one that clusters all objects with an increased risk of misclassification.
STABILITY-BASED METHOD FOR ESTIMATING THE NUMBER OF CLUSTERS
First, we briefly revisit the algorithm introduced in [5] when the dataset contains N points embedded in p-dimensional space. Assume that the maximum number of clusters is k max , and for each allowable value of k, except the trivial case (k = 1), select from the data two subsets such that each of them contains f = 80% of the original samples. Use the averagelink HC algorithm [12] to cluster every subset in k nonsingleton groups, and then compute the Fowlkes-Mallows similarity index [9] on the intersection of subsets. The number of pairs of solutions compared for each k is N t = 100. It was pointed out in [5] that the histogram of similarity indices is concentrated near one only for values of k smaller than or equal to the "true" number of clusters. Relying on this observation, the number of clusters has been visually evaluated by inspecting the plot of the empirical cumulative distribution function of similarity index. We extend the algorithm from [5] for any similarity index and any HC algorithm. In the rest of the section, we introduce and analyze the method for automatic selection of the number of clusters. Let sm k,t be the value of the similarity index for the tth pair of solutions compared under the hypothesis of k nonsingleton clusters. For a given k, we are interested in the histogram obtained from the values sm k,1 , sm k,2 , . . . , sm k,Nt . A good indicator for the location of the histogram is the mean of the values, but since the median is more robust to the presence of outliers, we compute
We decide that there is no significant structure in the analyzed data (
where Th depends on the similarity index and the HC algorithm. The threshold Th is determined under a suitable null hypothesis: the uniformity hypothesis states that the data are sampled from a uniform distribution in p-dimensional space, while under the unimodality hypothesis, the data are thought to be random sample from a multivariate normal distribution [3] . We use in the sequel the uniformity hypothesis for the null case.
which is a "border" between values of k yielding stable, respectively, unstable clustering. The estimated number of clusters is given by the maximum value of k for which the resulting clustering is still stable, or equivalentlyK = max(ν(2), ν(3), . . . , ν(i * )). The improvement proposed for the algorithm described in [5] leads to an automatic procedure for estimatingK without resorting to any heuristic method. The accuracy of the new algorithm is tested next using artificial and microarray data.
Performance evaluation with simulated data
We investigate the performances of the algorithm by using artificially generated data for which the true state of the nature is known. The experiments are intended for studying the influence of the HC algorithm and the similarity index on the accuracy of estimation. In [3, 5] , the use of Fowlkes-Mallows similarity index is recommended. Due to this reason, we report estimation results when applying it in conjunction with group-average, complete-linkage, Ward's method, centroid, and single-linkage clustering, while for other considered indices, the comparisons are restricted to three clustering algorithms. A complete description of the clustering algorithms could be found in [10, 12] . In all cases, the distance between two clustered objects is taken to be the Euclidean distance.
The artificial data are generated according to Models 1-8 introduced in [3] : Model 1 obeys the uniformity hypothesis Tables 3, 4 , and 5, where k max = 7 is assumed. In Tables 3, 4 , and 5, the maximum of the distribution forK over N d = 50 estimations is represented in bold for each method. For every dataset, the number of pairs of solutions compared for each k (2 ≤ k ≤ k max ) is N t = 100. We note that for Models 1-8, the number of samples in every dataset varies between 100 and 200 [3] and during the subsampling process we select from the data two subsets such that each of them contains f = 80% of original samples.
For each model, the best solution corresponds to the method having the highest percentage of simulations for which the number of clusters is correctly recovered and is marked with an arrow (⇐) in Tables 3, 4 , and 5. The only clustering algorithms that lead to good results are completelinkage and Ward's method; the former gives 4 and the latter 8 "best solutions." The group-average clustering is recommended in [5, 6] , but we remark the modest performances of the algorithm for the actual tests. Only one similarity index "corrected for chance" is considered in these experiments, namely, Rand HA . Unsurprisingly, Rand HA distinguishes very well between structured and unstructured datasets; when applied in conjunction with complete-linkage or Ward's method, it identifies the lack of structure for all files generated according to Model 1 (K = 1) and for the files associated to Models 2-8, the estimatedK is always larger than 1. When the HC is based on group-average and the similarity index is Rand HA , five false positive results are reported (K > 1 five times for Model 1), respectively, five false negative results (K = 1 five times for Model 7) . The values of the threshold Th used in (7) to decide for the Models 1-8 if there is no significant structure in the analyzed dataset (K = 1) are given in Table 6 .
For structured Models 2-8, the best solution is associated only once to the algorithm which measures the similarity with Rand HA , and this occurs for Model 5 (Table 4) . Comparing the performances of various similarity indices over all models, we observe that s(·, ·) leads to the best solution five times (Models 1, 2, 3, 6, 8), Jaccard three times (Models 1, 4, 7), Rand HA three times (Models 1, 5), while Fowlkes-Mallows only once (Model 1). We remark that the newly introduced index s(·, ·) is best ranked. When clustering is done by group-average, measuring the similarity with Fowlkes-Mallows index leads to poor results.
We dub sw, the stability-based method, for estimating the number of clusters when Ward's algorithm is used in conjunction with s(·, ·) and compare it, for the Models 1-8, with seven methods analyzed in [3] : prediction-based resampling clest, gap and gapPC [20] , sil [10] , ch [19] , kl [17] , and hart [18] . A description for all seven methods can be found in [3] . The bar plots in Figure 2 represent the percentage of simulations for which the number of clusters was correctly estimated by each considered method according to Tables 3, 4 , and 5, respectively [3, Table 3 ]. By their design, sil, ch, and kl cannot detect the lack of structure, so for these methods, K ≥ 2. The plots in Figure 2 show that excepting sw and clest, all methods fail to estimate the number of clusters for at least clest occurs in Model 7. We emphasize the excellent results of sw in finding the two overlapping clusters of Model 7; clest, gap, and gapPC are not able to distinguish between one and two clusters and kl overestimates the number of clusters. The behavior of sw in Model 2 is surprisingly bad; it is peculiar for Model 2 that the true number of clusters, three, exceeds the dimension of variable space, two. Our interest is on clustering samples from microarray data when N samples (objects) are observed, and each object is associated with a vector of p attributes. Generally, p exceeds by far N, so the number of clusters K is much smaller than the variable space dimension p.
To have a complete picture on the performances of sw algorithm, we list in a decreasing order the percentage of simulations for which the number of clusters is correctly estimated by sw for every considered model: 100% (Model 1), 94% (Model 7), 84% (Model 6), 78% (Model 3), 76% (Model 8), 72% (Model 4), 50% (Model 2), and 34% (Model 5). The algorithm identifies successfully the lack of structure for Model 1, and for other five structured models, the percentage of correct estimation is larger than 70% which recommends the use of sw for a wide family of input data distributions, even if some variables are noisy.
Clustering the Leukemia dataset
The Leukemia dataset consists of 6817 human genes measured for 72 patients: 47 cases of ALL (38 B-cell ALL and 9 T-cell ALL) and 25 cases of AML. After applying the preprocessing steps described in [3] , the measurements for some genes are discarded, and the data are summarized by N = 72 vectors in p-dimensional space where p = 3571. The results reported in the sequel are obtained without applying any normalization procedure to the data.
We compare the three clusters found by complete-linkage and use all the 3571 genes with the true clusters by displaying in Table 2 the contingency table. We gain more insights by computing the optimal assignment, A = 26 + 0 + 15 = 41, according to the definition introduced in Section 3.1. Theorem 1 claims that for inducing identical partitions, we have to remove 31 objects from the dataset, namely, all those objects not associated with any selected entries of the optimal assignment. Since the entry associated to the optimal assignment in the second row has the value zero, the identical induced partitions contain two clusters. This shows that complete-linkage HC amalgamates in C 1 almost all ALL Tcell samples with many ALL B-cell samples, and some AML samples, while in C 2 ALL B-cell samples are grouped with AML samples.
This inability to correctly group the data leads to the conclusion that clustering based on measurements from all genes produces modest results. Therefore we resort to a simple unsupervised feature selection method which was also used in [3] : only 100 genes (out of 3571) having the largest variance across tumor samples are employed for clustering. We restrict our investigations to three HC algorithms (group-average, complete-linkage, Ward's method), respectively, three similarity indices (s(·, ·), Jaccard, FowlkesMallows), and apply the proposed algorithm when the newly defined space dimension is p = 100.
From the dataset consisting of N = 72 vectors with length p = 100, we select randomly two subsets such that each of them contains 80% of the samples. Then we run the chosen HC algorithm for both subsets and measure the clustering agreement for the samples belonging to the intersection of the subsets. For every hypothesized number of clusters k ∈ {2, 3, . . . , k max }, the clustering agreement is measured by Table 7 : The estimated number of clusters for Leukemia dataset when measurements from p = 100 genes having the largest variance across tumor samples are used. The hypothesized number of clusters varies between 1 and 10. We represent in bold the maximum value over a row.
Hierarchical clustering method
Similarity calculating the value of the selected similarity index sm. Repeating the procedure N t = 30000 times, we obtain for every similarity index sm and for every allowed value of k, a large
The histogram drawn for each k from the corresponding set k plays the key role in the automatic estimation method introduced at the beginning of Section 5. To improve the accuracy, we base the estimation on several histograms for every k. This is performed by splitting each set k into N b = 300 non-overlapping blocks and drawing a different histogram for every block. Observe that the length of a block is N = 100. More precisely, we can write
Applying the newly introduced method, we estimate the number of clusters, which is assumed to lie between 1 and k max , using only the blocks Ꮾ 2,1 , Ꮾ 3,1 , . . . , Ꮾ kmax,1 . This is done by computing m k = median(Ꮾ k,1 ) for 2 ≤ k ≤ k max and then applying (7) and (8) . Similarly, we obtain another estimation from the blocks Ꮾ 2,2 , Ꮾ 3,2 , . . . , Ꮾ kmax,2 . Continuing the procedure, N b estimations of the number of clusters are resulting for every pair (clustering method, similarity index). For the case k max = 10, we show in Table 7 the distributions of estimated number of clusters when various similarity indices and HC algorithms are applied. For each distribution, we decide that K is the value corresponding to the maximum number of occurrences (represented in bold).
According to the existing biological knowledge, the number of clusters for Leukemia dataset is three. Following the procedure described above, we obtain from Table 7 Recall that for the simulated data, only complete-linkage and Ward's method have produced good results. For Leukemia dataset, when these two HC algorithms are applied in combination with Jaccard or Fowlkes-Mallows index, the estimated number of clusters isK = 4. A possible explanation forK = 4 relies on the remark, from [7] , that ALL B-lineage type samples can be further split into two clusters. Surprisingly, the group-average is leading toK = 8, which is hard to be given a plausible biological interpretation. The experiments with Leukemia dataset reconfirm that the estimated number of clustersK depends strongly on the HC algorithm and on the similarity index. The newly introduced index s(·, ·) is the only one that leads to correct estimations.
We further investigate how various HC algorithms cluster the 72 × 100 Leukemia dataset in classes when Euclidian distance is used to measure the distance between objects. We show in Table 8 the contingency tables when the true partition is compared with partitions produced by clustering algorithms forK ∈ {3, 4, 8}. In each case, we measure the degree of agreement between the compared partitions by computing the optimal assignment (A * ) as defined in Section 3.1: the larger the value of A * , the better the degree of agreement. Remark that only the entries of the contingency matrix associated with the optimal assignment (bold represented in Table 8 ) correspond to samples reliably clustered. The values of A * reported in Table 8 vary between 45 (group-average) and 53 (complete-linkage), or equivalently, the proportion of reliably clustered samples varies between 63% and 74%.
As expected, A * declines when the estimated number of clustersK is larger than three. ForK = 3, the completelinkage method clusters properly 30 samples from ALL Bcell class, 8 samples from ALL T-cell class, and 15 samples from AML class. WhenK raises from 3 to 4, only the number of samples from AML class, well classified by completelinkage method, changes; namely, it decreases from 15 to 12. ForK ∈ {3, 4}, the number of ALL B-cell samples correctly grouped by Ward's method is 28, and 14 AML samples are also well classified. In the case of Ward's method, the number of correctly grouped ALL T-cell samples drops from 8 to 6 whenK increases from 3 to 4. It is obvious that the smallest A * is obtained for group-average for whichK = 8; remark in this case that 8 ALL T-cell samples are assigned to the same group.
The importance of feature selection is revealed when comparing the results reported, in Tables 2 and 8 , forK = 3. Using the measurements of only variance-based selected 100 genes improves significantly the clustering. The issue of feature selection for stability-based algorithms is addressed in Table 8 : The contingency tables for the Leukemia dataset: the true partition given by a priori knowledge on the type of disease for each patient is compared with partitions produced by HC algorithms whenK ∈ {3, 4, 8}. Only 100 genes having the largest variance across tumor samples are used for clustering. For each contingency table, the entries associated to the optimal assignment are represented in bold.
Cluster ALL B-cell ALL T-cell AML A * Group-averageK = 8
Complete-linkageK = 4
Ward's methodK = 3
Ward's methodK = 4
[30], and also a special form, namely, leading principal components selection is investigated in [6] . In this paper, we focus on the choice of the HC algorithm, respectively, the similarity index, and we refer for the feature selection problem to the rich literature on this topic.
CONCLUSION
In this study, we present a stability-based method applied for the estimation of the number of clusters in microarray data. To gain insights into the choice of the similarity index and HC algorithm, a careful study on simulated and real data is performed.
A new similarity index s(·, ·) is introduced, and its capabilities are evaluated against other well-known similarity indices, based on a benchmark originally proposed in [21] . In this framework, s(P, P ) takes small values when partition P is obtained from partition P after severe modifications, which recommends the use of s(·, ·) in practical applications. The index s(·, ·) is further evaluated in standard experimental conditions when measuring the agreement between the true partition and the partition obtained at each level of an HC solution. We draw the conclusion that a value of 0.8 for s(·, ·) is likely to reflect the recovery of some part of the true structure. Moreover, since microarray data are noisy, when necessary to obtain grouping in k clusters, we do not choose automatically the clusters at kth depth in the dendrogram, but move down the hierarchical tree until k nonsingleton clusters are identified.
We note the superiority of s(·, ·) and Jaccard when compared to Fowlkes-Mallows index. In experiments with simulated data, the use of s(·, ·) was leading to the highest percentage of recovering the true number of clusters five times, while Jaccard index three times and Fowlkes-Mallows index only once. Also for the Leukemia dataset, s(·, ·) is the only index which leads to the correct estimation of the number of clusters (K = 3). We emphasize that the definition of s(·, ·) relies on optimal assignment, which is the core of a visualization tool newly proposed in this paper for the interpretation of microarray data clustering.
The good performances of complete-linkage algorithm and Ward's method, observed in Section 5.1 for artificial data, have been reconfirmed for Leukemia data. Even when basing the clustering only on 100 selected genes, the results in Table 8 show the presence of misclassified samples forK = 3. A major drawback of agglomerative HC was already pointed out in [12] : the fusions once made are irrevocable, so when an algorithm has joined two individuals, they cannot subsequently be separated. A similar drawback occurs for divisive HC algorithms, while partition methods can reconsider, at every stage of clustering, to which group to assign an object [12] . We conclude that agglomerative HC algorithms like complete-linkage or Ward's method are well suited to be used with the newly introduced method for the estimation of the number of clusters. The resulting method will offer reliable estimates for K and at the same time will be very fast since the HC is computationally efficient; the same tree can be used for all values of k ∈ {2, 3, . . . , k max } by looking at different levels of the tree each time. Once K is estimated, partition methods can be further employed for assigning the objects to the clusters.
APPENDICES
A. PROOFS OF PROPOSITIONS
Proof of Proposition 1. It results from the definition that D(P, P ) = D(P , P) ≥ 0 for each pair of partitions (P, P ), while D(P, P ) = 0 if and only if P and P are identical. It remains to verify the triangle inequality. Consider three partitions P, P and P of the objects in T. Let U (and V ) denote the minimal subset of T which must be removed such that the induced partitions on P and P (resp., on P and P ) are identical. Removing U V from T induces identical partitions on P, P , and P , which leads to the chain of inequalities and equalities: Since no entry of the columns with indexes different of j is considered in A(P, P ), it follows that all the columns contain only zeros, so, M is essentially a column vector. Because this column vector does not have any entry larger than one, the partition P consists of a single cluster and the partition P consists only of clusters containing single-objects. 
B. A LOWER BOUND FOR E[s(·,
where α (1) , α (2) , . . . , α (r) and β (1) , β (2) , . . . , β (c) 
proves the first inequality in (B.1). The second inequality results from the Chebyshev inequality [31] applied for the sequences (α (1) , α (2) , . . . , α (c) ) and (β (1) , β (2) , . . . , β (c) ); we also used the identity 
is achieved whenever 
C. ASYMPTOTIC AND FINITE SAMPLE CHARACTERISTICS FOR THE SIMILARITY INDICES
We illustrate the computation of s(P, P ) by considering an example from [21] : two partitions of six objects, P = {{x 1 To study the finite and asymptotic characteristics, assume that the original data partition P consists of K clusters with n objects each; ten cases when P is obtained from P after various simple and major modifications are considered. This approach was firstly proposed in [21] to establish some formal properties of Rand index and further used in [9] when evaluating the performances of the Fowlkes-Mallows index. The expressions of Rand, Rand MA , Jaccard, and Fowlkes-Mallows indices for all the ten cases are given in [23] . We compute in Table C .1 the close forms for the partition distance and the index s(P, P ) when P is obtained by modifying P as described in [21] .
We compute also the asymptotics when the number of objects in each cluster increases without bound (n → ∞), while the number of clusters is fixed (K fixed). We observe from the fourth column in Table C.1 that the index asymptotics for the fourth and fifth scenarios are equal to 1.0, which is also true for all similarity indices analyzed in [23] . As it was already pointed out in [23] , this is reasonable since P and P are different in, at most, K points; differences of this magnitude are not very serious if an infinite number of the other points are clustered identically by P and P . ·) between two similar partitions, given an initial partition P which has K clusters of n objects each.
P is a simple modification of the original partition P
Modification of
One cluster splits into two equal parts (n even) n/2
One cluster splits into single-object clusters n − 1 n(K − 1) nK − 1
One object taken from each cluster to form a new cluster of K objects K (n − 1)K − 1 nK − 1 1.0 1.0 P and P are similar modifications of the original partition P Differences between P and P D(P , P ) s(P , P ) lim n→∞ s(P , P ) l i m n→∞ s(P , P ) The asymptotic values for s(P, P ) and the Jaccard index coincide for seven out of ten evaluated situations, while the asymptotics of Jaccard index never exceed the asymptotics of Fowlkes-Mallows index [23] . Comparing the expressions of Jaccard and Fowlkes-Mallows indices given in Section 3.1, it is easy to prove that the Jaccard index cannot be larger than the Fowlkes-Mallows index when both are well defined. We pay particular attention to the behavior of the similarity indices for the last three scenarios (severe cases). The asymptotics for s(P, P ) are 0.0 in the last two cases (identical with the values of Rand MA and Jaccard), which shows the superiority of s(·, ·) when comparing with the Rand index. The value reported for Rand in [21] in both cases is (K − 1)/K, and seems unacceptable since it is too close to 1.0. For the nineth modification, the Fowlkes-Mallows index is not defined, while for the tenth modification, it is equal to 0.0. The asymptotic value of s(P, P ) is 1/K when the modification is such that all clusters are joined into one large cluster, and being smaller than 0.5 for any K ≥ 2, it may be considered acceptable. For that case, Rand and Jaccard are also equal to 1/K, while Fowlkes-Mallows is larger (1/ √ K) and Rand MA = 0.0.
When K is allowed to increase without bound (K → ∞), n must also increase without limit, and the solution is to let K increase as a simple proportion of n (K = λn) [9] . The results are reported in the last column of Table C.1: only in the severe cases, the computed value is 0.0, while for other situations is 1.0. The behavior is identical for Rand MA , Jaccard, and Fowlkes-Mallows indices, while Rand is equal to 1.0 for the last two severe cases.
Considering an example based on fixed values for n and K, Table C.2 compares different indices when n = K = 4. The severity of the modification from the true clustering is ranked as in [23] , where Rand, Rand MA , Fowlkes-Mallows and Jaccard similarity measures have been compared for n = K = 4. Rand takes values close to one in many cases, while [25] . When the compared partitions are chosen as described in the last row of Table C .2, for any n = K ≥ 2, the contingency table is an n × n matrix with all entries equal to one. Simple calculations show that Rand HA = −1/n < 0, which leads to Rand HA = −0.25 for n = 4. When n (and implicitly K) is allowed to increase without bound, Rand HA has the limit 0.0. When the similarity index takes small values for severe cases, then it is recommended to be used in practical applications [23] . Among the considered indices, s(·, ·) is the largest only for a modification ranked not serious, and the second largest for a serious modification and two severe modifications. For the case n = K = 4, the only index which shows a better behavior is Jaccard.
