We provide a sufficient condition for the cyclicity of an ordered tensor prod-
Introduction
Yangians and quantum affine algebras form two of the most important classes of quantum groups. The representation theory of Yangians has many applications in mathematics and physics. For instance, from any finite-dimensional representation of a Yangian, one can construct a R-matrix which is a solution of the quantum YangBaxter equation [9] . As stated in [25] , "the physical data such as mass formula, fusion angle, and the spins of integrals of motion can be extracted from the Yangian highest weight representations;" see also [12] .
One fundamental problem regarding the highest weight representation of a Yangian Y (g) is to determine the structure of the finite-dimensional irreducible representations. Unfortunately, this is unknown in most cases except for g = sl l+1 where a lot is known thanks to the work of S. Khoroshkin, M. Nazarov et al., see for instance [19] and related papers. In this article, we focus on the cases when g is a finite-dimensional simple Lie algebra over C of rank l. It was proved in [14] that every finite-dimensional irreducible representation L of Y (g) is a highest weight representation, and its highest weight is encapsulated by an l-tuple of monic polynomials π = π 1 (u), . . . , π l (u) , where π i (u) = m i j=1 (u − a i,j ); π i (u) is called a Drinfeld polynomial. An irreducible representation is called fundamental if there is an i such that π i (u) = u−a and π j (u) = 1 for any j = i. In this case, we denote the representation by V a (ω i ). V. Chari and A. Pressley showed in [9] that the finite-dimensional irreducible representation of Y (g) associated to π is a subquotient of a tensor product of fundamental representations i,j V a i,j (ω i ), where the tensor factors take any order.
The finite-dimensional representation theory of the quantum affine algebra U q (ĝ) over C(q) is an analogue of the one for Y (g), where q is an indeterminate and C(q) is the field of rational functions in q with complex coefficients. Finite-dimensional irreducible representations of the quantum affine algebra U q (ĝ) are parameterized by l-tuples of polynomials P = P 1 (u), . . . , P l (u) , where P i (0) = 1. An irreducible representation is called fundamental if there is an i such that π i (u) = 1 − cu for c = 0 and π j (u) = 1 for any j = i. In this case, we denote the representation by L c (ω i ). It is well known that the finite-dimensional irreducible representation associated to P is a subquotient of ij L c i,j (ω i ), where the tensor factors take any order and the c i,j are roots of P i (u). In [1] , the authors conjectured that if for any c i and c j , 1 ≤ i = j ≤ k, c i c j does not have a pole at q = 0, then the ordered tensor product
is irreducible, and proved this conjecture in the case of type A (1) n and C (1) n . This conjecture was also proved by E. Frenkel and E. Mukhin [16] using the q-characters method, by M. Varagnolo and E. Vasserot [27] via quiver varieties when g is simply-laced, and by M. Kashiwara in [18] through crystal bases. This result was generalized in [3] by V. Chari who gave a sufficient condition for the cyclicity of the tensor product of Kirillov-Reshetikhin modules, i.e., finite-dimensional irreducible representations associated to an l-tuple of polynomials P such that the roots of P i (u) form a 'q-string' and P j (u) = 1, for all j = i. This condition is obtained by considering a braid group action on the imaginary root vectors. However, there is no braid group action available for the representation of Y (g); there is no analogue of the sixth relation in (2.4) in [3] for Yangians.
In order to have a better understanding of the category of finite-dimensional irreducible representations of quantum affine algebras associated to an l-tuple of polynomials P, the local Weyl module W (P) was introduced in [13] . The module W (P) has a nice universal property: any finite-dimensional highest weight representation of U q (ĝ) associated to P is a quotient of W (P). It is known that W (P) is isomorphic to an ordered tensor product of fundamental representations of U q (ĝ). A proof of this fact can be found in [7] . The notion of a local Weyl module has been extended to the finite-dimensional representations of current algebras [4, 17, 23] , twisted loop algebras [5] , and current Lie algebras on affine varieties [15] .
In this paper, we study the local Weyl modules W (π) and the cyclicity condition for a tensor product of fundamental representations of Y (g). In Section 2, we introduce the Yangian Y (g) and its finite-dimensional representations. In Section 3, we give the definition of the local Weyl module W (π) of Y (g) and prove that its dimension is bounded by the dimension of the local Weyl module W (λ) of the current algebra g [t] , where λ = i∈I m i ω i . In Section 4, we provide the structure of the local Weyl module W (π) of Y (sl 2 ) by showing that W (π) is isomorphic to an ordered tensor product of fundamental representations of Y (sl 2 ), see Theorem 4.7. In Section 5, we first provide a cyclicity condition for an ordered tensor product of fundamental
We next make the cyclicity condition concrete when g is classical, see Theorem 5.17. Recall that a finite-dimensional representation L of Y (g) is irreducible if both L and the left dual t L are highest weight representations. Since the left dual of a tensor product of fundamental representations is again a tensor product of fundamental ones, our cyclicity condition for L leads to an irreducibility criterion on L, see Theorem 5.19. In particular, when g = sl l+1 , a sufficient and necessary condition on the irreducibility of L is obtained (See [22] and [24] for more general irreducibility results for Y (gl l+1 )). In Theorem 5.24, we show that W (π) is isomorphic to an ordered tensor product of fundamental representations. This parallels the results obtained on the structure of the local Weyl modules of quantum affine algebras.
Yangians and their representations
In this section, we recall the definition of the Yangian Y (g) and some results concerning its finite-dimensional representations.
Definition 2.1. Let g be a simple Lie algebra over C with rank l and let A = (a ij ) i,j∈I , where I = {1, 2, . . . , l}, be its Cartan matrix. Let
. . , d l are co-prime and DA is symmetric. The Yangian Y (g) is defined to be the associative algebra with generators x ± i,r , h i,r , i ∈ I, r ∈ Z ≥0 , and the following defining relations:
for all sequences of non-negative integers r 1 , . . . , r m , where m = 1 − a ij and the sum is over all permutations π of {1, . . . , m}.
Let the degree of x ± i,d and h i,d be d; then we obtain a filtration on Y (g) by taking Y (g) r to be the linear span of all monomials of degree at most r in the generators x ± i,s and h i,s . Proposition 2.2 (Proposition 12.1.6, [10] ). The associated graded algebra gr Y (g) is isomorphic to the universal enveloping algebra of the current algebra g
There is a version of the Poincare-Birkhoff-Witt theorem for Yangians.
Proposition 2.3 ([20]
). Let ∆ + be the set of positive roots of g. Let x ± α,k be the elements constructed in [20] . Fix a total ordering on the set
Then the set of ordered monomials in the elements of is a vector space basis of Y (g).
It has been established that Y (g) has a Hopf algebra structure. The coproduct of Y (g), however, is not given explicitly in terms of the generators x ± i,r and h i,r . To describe the Hopf algebra structure of Y (g), let Y ± and H be the subalgebras of Y (g) generated by the x ± α,k , for all positive roots α, and h i,k for all i ∈ I, respectively. For a fixed i ∈ I, let Y ± i and H i be the subalgebras of Y (g) generated by x ± i,k and h i,k , respectively, and set
to be the subalgebras of Y (g) generated by all monomials in x ± α,k with at least one factor with α = α i . V. Chari and A. Pressley proved the following proposition. Proposition 2.4 (Proposition 2.8, [9] ).
We need to modify some of the results of Proposition 2.4. We denote the generators of Y (sl 2 ) by x ± k and h k . In Y (g), for a fixed i ∈ I, {x ± i,r , h i,r |r ≥ 0} generates a subalgebra Y i of Y (g) and the assignments 
The next proposition follows from the proof of Proposition 2.8 [9] .
Similar arguments show that
Proposition 2.6.
Before moving on to discuss the representation theory of Y (g), we present the following useful proposition. Proposition 2.7 (Proposition 2.6, [9] ). For any a ∈ C, the assignment
extends to a Hopf algebra automorphism of Y (g).
We are now in the position to introduce basic results on the finite-dimensional representation theory of Y (g). Definition 2.8. A representation V of the Yangian Y (g) is said to be highest weight if it is generated by a vector v + such that x
The defining relations of a Yangian allow one to define highest weight representa-
is a formal series in u exists an l-tuple of polynomials π = (π 1 (u), . . . , π l (u)) such that
in the sense that the right-hand side is the Laurent expansion of the left-hand side about u = ∞. The polynomials π i (u) are called Drinfeld polynomials.
In [9] , V. Chari and A. Pressley proved that L(µ) is a subquotient of a tensor product of fundamental representations, see Theorem 2.11. To show this, we need the following proposition.
Proposition 2.10 (Proposition 2.15, [9] ). Let both V and V be irreducible finitedimensional representations of Y (g) with associated l-tuples of polynomials π and π, respectively. Let v + ∈ V , v + ∈ V be their highest weight vectors. Then v + ⊗ v + is a highest weight vector in V ⊗ V and its associated polynomials are π i π i .
In fact, V is a quotient of the cyclic sub-representation of W generated by the tensor product of the highest weight vectors in the V i .
In [11] and [8] , it was proved that every finite-dimensional irreducible representation of Y (sl 2 ) is a tensor product of evaluation representations which are irreducible under sl 2 . However, this property is not true in general and in most cases the structure of finite-dimensional irreducible Y (g)-modules remains unknown.
Let V be a finite-dimensional irreducible representation of Y (g) with l-tuple of Drinfeld polynomials π. Define the following associated Y (g)-representations:
1. Pulling back V through τ a as defined in Proposition 2.7, we denote the representation by V (a). V (a) has Drinfeld polynomials π 1 (u − a), . . . , π l (u − a) .
The left dual
t V of V and right dual V t of V are the representations of Y (g) on the dual vector space of V defined as follows:
where S is the antipode of Y (g).
It is well known that the dual of an irreducible representation is irreducible. The dual spaces t V and V t are vital in determining the irreducibility of V as indicated in the proposition below.
Proposition 2.12 (Proposition 3.8, [12] ). Let V be a finite-dimensional representation of Y (g). V is irreducible if and only if V and t V respectively, V and V t are both highest weight Y (g)-modules.
Note that every finite-dimensional highest-weight representation is also a lowest weight representation and vice-versa. The following lemma is an analogue of Lemma 4.2 in [3] . The proof has been omitted as it is similar to the proof of that Lemma. Lemma 2.13. Let V and W be two finite-dimensional highest weight representations of Y (g) with lowest and highest weight vectors v − and w + , respectively. Then
Local Weyl modules of Y (g) have finite dimension
In this section, we give the definition of the local Weyl module W (π) of Y (g) and show that W (π) is finite-dimensional.
is defined as the module generated by a highest weight vector w π that satisfies the following relations:
Remark 3.2. 
2. It follows from Remark [2] , part C of section 12.1 of [10] that for any finitedimensional highest weight representation
Before showing that W (π) is finite-dimensional, we need some results regarding local Weyl modules of the current algebra g [t] .
-module generated by an element v λ which satisfies the relations:
for all h ∈ h and all simple roots α i . This module is called the local Weyl module associated to λ ∈ P + .
Theorem 3.4 (Theorem 1.2.2, [13] ). Let λ be a dominant integral weight of g. The local Weyl module W (λ) is finite-dimensional. Moreover, any finite-dimensional g[t]-module V generated by an element v ∈ V satisfying the relations:
The dimension of the local Weyl module W (λ) of g [t] has been determined.
Proposition 3.5 (Corollary A, [23] ).
Combining the isomorphism (9.1) in [23] with the first part of the main theorem of Section 2.2 in [6] , we obtain the following important corollary.
We are now in a position to prove the main objective of this section.
Proof. Let λ = i∈I m i ω i , where m i is the degree of the polynomial π i (u). We divide the proof into steps.
Step 1: The N-filtration on Y (g) induces a filtration on W (π) as follows: let W (π) s be the subspace of W (π) spanned by elements of the form yw π , where y ∈ Y (g) s .
Denote by gr W (π) = ∞ r=0 W (π) r /W (π) r−1 the associated graded module, where
Step 2: gr
Without loss of generality, we may assume that v ∈ W (π) r \W (π) r−1 . Thus v = yw π for some y ∈ Y (g) r \Y (g) r−1 by Step 1 and hencē v =ȳ w π , whereȳ is the image of y in
Step 3: gr W (π) is a highest weight representation of gr Y (g) . Proof: Note that (x
Step 3 holds.
Step 4: W (π) is finite-dimensional. Proof: There is a surjective homomorphism ϕ : W (λ) → gr W (π) by Theorem 3.4. It follows from Proposition 3.5 that W (λ) is finite-dimensional and hence gr W (π) is as well since it is a quotient of W (λ). It follows that W (π) is finitedimensional and Dim W (π) = Dim gr W (π) .
Since gr W (π) is a quotient of the Weyl module W (λ) of g[t]
, we obtain an upper bound of the dimension of the local Weyl module.
Theorem 3.8. Using the notation as in the theorem above,
In this section, we describe the local Weyl module W (π) of Y (sl 2 ). This module plays a key role in the characterization of local Weyl modules of Y (g).
Denote by W m (a) the finite-dimensional irreducible representation of Y (sl 2 ) associated to the Drinfeld polynomial u − a u − (a 1 + 1) . . . u − (a + m − 1) . Proposition 4.1 (Proposition 3.5, [11] ). For any m ≥ 1, the module W m (a) has a basis {w 0 , w 1 , . . . , w m } on which the action of Y (sl 2 ) is given by
The cases when m = 1 and m = 2 are important in the characterization of local Weyl modules of Y (g). Explicit identities are listed in the corollary below.
It follows from Proposition 2.4 and Corollary 4.2 that:
Corollary 4.3. Let v 1 and w 1 be the highest weight vectors in
The next proposition is fundamental for the characterization of finite-dimensional irreducible representations of Y (sl 2 ). Let a 1 , a 2 
From this proposition, we obtain: Let a 1 , a 2 , . . . , a m ∈ C, m ≥ 1, and Re(a 1 ) ≥ . . . ≥ Re(a m ), where Re(a i ) is the real part of a i . Then W 1 (a 1 
Lemma 4.6 (Corollary 3.8. [11] ). Let P 1 , P 2 , . . . , P m be polynomials, and let V (P i ) be the irreducible highest weight representation whose Drinfeld polynomial is P i . Assume that if a i is a root of P i and a j a root of P j , where i < j, then a j − a i = 1. Then
Proof. It follows from Corollary 4.5 that W 1 (a 1 ) ⊗ . . . ⊗ W 1 (a m ) is a highest weight module of Y (sl 2 ) and from Proposition 2.10 we obtain that the associated polynomial is π(u). As a consequence of Remark 3.2, we have Dim W (π) ≥ 2 m . By the main theorem of [4] and Theorem 3.8, Dim 
When g is a simple Lie algebra of other than type A, we use the techniques in [3] to find a path. Suppose that one reduced expression of the longest element of the Weyl group of g is w 0 = s r 1 s r 2 . . . s rp , where s r j is a simple reflection. Suppose s r j+1 s r j+2 . . . s rp (ω i ) = m j ω r j + n =r j c n ω n . Then 
is a highest weight representation if for all 1 ≤ j ≤ p and 1 ≤ m < n ≤ k, when b n = r j , the difference of the number 
) is irreducible and hence it is a highest weight representation. We assume that the claim is true for all positive integers less than or equal to k−1 (k ≥ 2). By the induction hypothesis,
highest weight representation of Y (g) and its highest weight vector is
To show that L is a highest weight representation, it suffices to show v
Recall that we normalized the generators of Y r j to satisfy the defining relations of Y (sl 2 ). For 2 ≤ n ≤ k, Y r j (v 
By the coproduct of Yangians and Proposition 2.6, it is obvious that
Therefore the claim is true.
Since
By downward induction on the subscript j of
To find an explicit cyclicity condition for the ordered tensor product L, we need to find the roots of the polynomial Q bm,j . From now on, we suppose that g is a classical simple Lie algebra over C. In contrast to the method used in Proposition 6.3 in [3] , we compute the associated polynomial Q bm,j by using some of the defining relations of Y (g). We only provide the details for the case when g = sp(2l, C) where all the techniques needed to prove the other cases are used (the detailed computations in the other cases can be found in [26] ). Before carrying out some long computations, we would like to indicate to our reader that a concrete cyclicity condition for the ordered tensor product L is given in Theorem 5.17.
Remark 5.3. In this paper, we fix the reduced expression for the longest element w 0 given in table 1 in [2] . When g = so(2l, C),
where the entry a l−1,l in the Cartan matrix equals 0. When g = sp(2l, C) or g = so(2l + 1, C),
where the root α l is a long root and a short root, respectively. 
The degree of the associated polynomial of
. . The eigenvalue of v σ j (ω i ) under h r j ,1 will tell us the value of a. If m j = 2, then let
Thus the values of both b and a will be derived from the eigenvalues of v σ j (ω i ) under h r j ,1 and h r j ,2 .
In our computations, there is a difference between the cases 1 ≤ i ≤ l − 1 and i = l. (Case 2 starts after Proposition 5.14.) Case 1:
Proof. The first item is proved in Lemma 5.5. Lemma 5.6 is devoted to proving the second item, and Lemmas 5.7 and 5.8 handle the third item. The fourth is proved in Lemma 5.9 and the fifth is proved in Lemmas 5.10 and 5.11. The proof of the last item is similar to Lemma 5.10, so we omit the proof.
Lemma 5.5. The associated polynomial of
is given by
Proof. The associated polynomial of
is of degree 1, say u − a k . The value a k is the eigenvalue of
and prove this by using induction on k.
and hence the claim is true. Suppose this is true for k − 1. By the induction hypothesis, we have
then by (4.1)
To show that the claim is true for k, we note
Therefore the claim is proved by induction.
Recall that {x ± l,r , h l,r |r ∈ Z ≥0 } generates a subalgebra Y l of Y (g) and Y l ∼ = Y (sl 2 ). However, x ± l,r and h l,r do not satisfy the defining relations of Y (sl 2 ). Therefore, in order to apply the results in the case of Y (sl 2 ), we need to rescale these generators. Letx 
by (4.1)
Proof. The associated polynomial is of degree 1, say u − a. The value a equals the eigenvalue of x
. By Lemma 5.6 and (4.1), we have that
Proof. The proof is similar to the proof of Lemma 5.7, so we omit the proof.
If i = 1, the proof of Proposition 5.4 is complete and we move on to Case 2. Now suppose that i ≥ 2. 
To obtain the third equality, we used Lemma 5.8 when k = i and (4.1).
Therefore it follows from (5.1) that a = a 1 + 1 2
, or vice-versa with a and b switched.
For i = 2, see Lemma 5.12. Now we suppose i ≥ 3.
Proof. The associated polynomial Q (u) has degree 2. Let Q (u) = (u − a) (u − b).
The eigenvalues of
where the second equality from the end follows from Corollary 4.3 and Lemma 5.9.
where the second equality from the end follows from Corollary 4.3 and Lemma 5.9. Therefore it follows from (5.1) that a = a 1 + 1 and b = a 1 + l − i + 2, or vice-versa with a and b switched.
Similarly to Lemma 5.10, using induction on m downward, we have
) .
The following lemma follows immediately from explicit computations.
n (α j ) is a positive root, where α j is a simple root of sp(2l, C) and j = n + 1, n + 2, . . . , l.
Using the idea of the next proposition, we will be able to obtain also Proposition 5.14, and in this way we will not have to repeat the previous long computations needed to prove Proposition 5.5. Let v 2 = (x
Proof. By removing the first node in the Dynkin diagram of the Lie algebra of type C l , we obtain a simple Lie algebra of type C l−1 . Let I ′ = {2, 3, . . . , l}. Let Y (1) be the Yangian generated by all x ± j,k and h j,k , for j ∈ I ′ and k ∈ Z ≥0 , so that Note that if i = 2, only the first three items in the above proposition are necessary. We now assume that i ≥ 3. Inductively define v n+1 = x − n,0 2 . . . x − i,0 v n for 2 ≤ n ≤ i − 1, and let Y (n) be the Yangian generated by all x ± r,k and h r,k for r > n and k ∈ Z ≥0 . Since
We omit the proof of the following proposition because it is very similar to the proof of Lemmas 5.9 and 5.10 and Proposition 5.13.
We summarize all results in Cases 1 and 2 into the following corollary.
Corollary 5.16. The set T (i, r j ) of all possible roots of the associated polynomial of
, . . . ,
Similar computations can be carried out when g is a classical simple Lie algebra of any other type to obtain a concrete set T (i, r j ). We omit the details here, see [26] . By Theorem 5.2, using the sets T (i, r j ), we obtain a concrete cyclicity condition for certain tensor products.
2. When g = sl l+1 and k = 2, the previous theorem gives the same condition for cyclicity as Theorem 6.2 in [12] . when g = so(2l, C) and k = 2, our results in cases (b), (c) and (d) above agree with those in Theorem 7.2 in [12] . In case (a) with k = 2, if b m +b n ≤ l, our set S(b m , b n ) is the same as the corresponding set of values in Theorem 7.2 in [12] ; if b m + b n > l, our set S(b m , b n ) contains it strictly.
By Proposition 2.12, L is irreducible if and only if both L and the left dual t L are highest weight representations. Denote the half of dual Coxeter number of g by κ. By Proposition 3.4 and Corollary 3.6 in [12] that
The cyclicity condition for L leads to an irreducibility criterion for L. We note that when
When g is of type A, the implication in Theorem 5.19 becomes an equivalence. This result is given in Theorem 5.21 , but to prove this, we use the following lemma.
Proof. The sufficiency of this condition is proved in Theorem 5.19. We now show the necessity of this condition. Suppose that L is irreducible. Suppose on the contrary that there exist a i and a j for i = j such that a j − a i ∈ S(b i , b j ). Since L is irreducible, any permutation of tensor factors V as (ω bs ) gives an isomorphic representation of Y (sl l+1 ). Arranging the order if necessary, we may assume that + r , and then V a 2 (ω b 2 ) ⊗ V a 1 (ω b 1 ) is reducible by Lemma 5.20, which implies that L is reducible, contradicting the assumption that L is irreducible. Therefore a j − a i / ∈ S (b i , b j ) for any a i and a j with 1 ≤ i = j ≤ k.
Remark 5.22. For the Yangian Y (gl l+1 ), Theorem 1.1 in [22] gives a necessary and sufficient condition for the tensor product of two evaluation modules to be irreducible. Moreover, Theorem 4.9 in [24] states that a tensor product of elementary Y (gl l+1 )-modules is irreducible if and only if the tensor product of any two of those elementary modules is irreducible. These two theorems can be combined to obtain a more general result than our Theorem 5. 21 .
In what follows, we prove that the local Weyl module W (π) is isomorphic to an ordered tensor product of fundamental representations of Y (g). Proof. On the one hand, Dim W (π) ≤ Dim W (λ) by Theorem 3.8; on the other hand, the dimension of W (π) is ≥ Dim (L) since L is a quotient of W (π). By Corollary 3.6, Dim W (ω i ) = Dim V a (ω i ). Thus we have Dim W (λ) = Dim (L), which implies that Dim W (π) = Dim (L). Therefore W (π) ∼ = L.
We conclude this section with the following remarks. The methodology used in this paper can be also applied to describe the local Weyl modules and cyclicity condition for the tensor product of fundamental representations of Y (g) when g is an exceptional simple Lie algebra over C. The main difficulty in working with such Lie algebras is in finding the eigenvalues of h r j ,k , 1 ≤ k ≤ m j , on v σ j (ω i ) . When g is a classical simple Lie algebra, m j ∈ {0, 1, 2}, but m j can be greater than 2 when g is an exceptional simple Lie algebra. For instance, when g is of type F 4 , m j ∈ {0, 1, 2, 3, 4} and when g is of type E 8 , m j ∈ {0, 1, 2, 3, 4, 5, 6}. When m j ≥ 3, using defining relations of Y (g) to compute the eigenvalues is more complicated.
It is possible to define modules for the Yangian Y (g) that would be similar to the global Weyl modules for loop and quantum loop algebras. It is normal to expect that they would share analogous properties to their classical and quantum loop counterparts, but this question deserves a separate publication. In particular, since results for global Weyl modules for loop algebras are not exactly the same as for quantum loop algebras, it is not clear to which of these two cases the Yangian case would be more similar.
A good number of papers have been written about the representation theory of twisted Yangians and the classification theorem for their finite dimensional representations is similar to the classification theorem for Y (g). It is possible to define for them modules that are analogous to the local Weyl modules for the Yangian Y (g). However, it is not clear if results similar to our main theorems could be obtained. Twisted Yangians are coideal subalgebras of the Yangian of gl n (not Hopf algebras) and the latter should be viewed using the RTT-presentation. It is not clear if this set of generators for Y (gl n ) is well adapted to the study of local Weyl modules and the same could be said about the generators for twisted Yangians.
