Abstract-It is widely believed that computer games have great potential as a compelling and effective tool for science, technology, engineering, and mathematics (STEM) education, particularly for younger students in grades K-12. In previous work we created several prototype games that allow students to use sound and acoustics simulations to explore general scientific concepts. These games were developed using Adobe Flash and are accessible through a standard web browser, making them particularly well-suited for education environments where custom software may be difficult to install. Pilot testing our games with local K-12 classrooms has demonstrated potential benefits in terms of captivating student interest, but has also revealed multiple avenues for improvement and refinement. We have recently developed a unified development platform that overcomes prior architectural limitations to enable dynamic sound processing and synthesis within Flash applications to improve responsiveness and create rich interactive experiences. Since they are constructed in ActionScript, the relatively straightforward scripting language of Flash, these games can be easily extended or adapted to target highly specific lessons and concepts. In this paper, we detail several specific lesson plans for mathematics and science education developed using customized versions of our previous games.
I. INTRODUCTION
Video games are integrated into the daily lives of students, particularly children in grades K-12. For some time, researchers have discussed the potential benefits of designing specific games for education. For science, technology, engineering, and mathematics (STEM) education in particular, video game platforms provide unique possibilities for simulating, exploring, visualizing, and experimenting with difficult theoretical concepts. To this end, we have previously created several web games that allow students to use sound and music simulations to explore general concepts in acoustics and mathematics [1] . Based on this prior work, we have created a general framework for the rapid development of mediarich interactive games in Flash. Since these games are written using an approachable scripting language, ActionScript, they can be readily extended or adapted for the teaching of highly specific curricular goals, for example, the relationship between distance, time, and velocity.
Our previously developed games investigate the perception of sound through the manipulation of speech and music. The first, titled Hide & Speak, explores the "cocktail party problem" [2] , i.e., our ability to focus on and understand one voice in a crowded room (a problem that still eludes computational solutions). The second game, Tone Bender investigates musical instrument timbre (the sound qualities that differentiate instrument sounds). Based on the frameworks of these games, we have since developed extensions of their core activities that utilize interactive exploration and feedback to teach students specific mathematical and scientific lessons. These web-based lessons are designed as interfaces with minimal complexity so they may be easily used by students without prior instruction.
To maintain widespread accessibility, our lessons require only internet access through a web browser and run independently of external applications. This paper will discuss the specific learning objectives and procedures of several example activities as well as their implementation in the classroom. We will demonstrate the potential of this platform to enhance student learning and to offer fine-grained data on student progress and assessment. The remainder of the paper is structured as follows: In Section II, we present related prior work on similar types of educational games. Section III briefly describes the development platform used for our existing Flash games. In Sections IV and V, we present Hide & Speak, a voice identification game, and lesson plans derived from modifications to the original game. Sections VI and VII describe Tone Bender, a musical instrument game, and its associated lesson plans. Finally, we present discussion in Section VIII and conclusions and future work in Section IX.
II. BACKGROUND
Since the introduction of personal computers, educators have sought ways of integrating digital games into K-12 curricula to augment traditional teaching methods. Some studies incorporating video games have reported improved spelling and reading skills [3] and increased student motivation [4] at elementary grade levels (K-2). Effective integration of computer games at all levels of education, however, has proven to be difficult because of the inherent challenges in designing a learning activity that is fun and engaging for an increasingly demanding audience, and some so-called "edutainment" software is neither entertaining nor educational [5] . But recent work by Shaffer and colleagues suggests that video games and computer simulations offer an ideal medium for introducing new collections of skills and knowledge (the theory of epistemic frames), valuing innovation over rote learning, into education curricula [6] . Similarly, Dede advocates a "learningthrough-doing" approach using experiential simulations in which students learn by interacting with a virtual environment. Furthermore, he believes that advances in technology have made the development of such simulations a reality, to the point where they will soon be avaialble on demand over the Internet [7] .
There are three common approaches in which computer games are integrated with educational curricula [8] . The first engages the students to design and build their own games under the premise that they will learn desired concepts as they develop the game. But few K-12 teachers have the background and experience to teach programming and game development. The second approach uses games designed by professional designers, who can incorporate the sophisticated graphics and controls found in modern games to engage players. These games require significant development time, and commercial game studios are hesitant to embark on such projects due to the limited success of previous educational games (and there is no guarantee that the resulting games will be fun for students). The third approach integrates commercial-off-theshelf (COTS) games that facilitate selected learning objectives into the classroom [9] . These games are readily available, designed for entertainment, and have credibility with students outside of the school environment, but are limited in what they can teach and may be expensive to obtain for a large number of students.
Our web-based collaborative games offer a hybrid approach that addresses many of these issues. The activities incorporate an inherent design phase, which allows students to participate in the development of portions of the game played by other students. By working in partnership with schools and teachers through existing outreach programs, such as the NSF GK-12 program [10], our games are collaboratively designed and tested by teachers and graduate students. This facilitates rapid prototyping using the university's laboratory resources, pilot testing through partner schools, and eventual integration into existing K-12 curricula.
III. DEVELOPMENT PLATFORM
Our goal is to develop highly interactive educational games and lessons, and from early on we focused on web-based platforms because of their potential to reach the broadest possible audience. Additionally, an application that runs entirely within a web browser overcomes the common impediments of installing custom software at educational institutions. These constraints led us to adopt the Adobe Flash platform, the dominant platform for web-based game development. Flash allows programmers to author games on a cross-platform architecture and provides tools for easily implementing rich graphics, animation and user interface controls.
Although Flash provides a straightforward avenue for deploying media-rich applications on the web, its support for sound and music has been limited only to playback of prerecorded clips. The sound and music games we envisioned, however, required real-time dynamic audio capabilities that were unavailable at the time (Flash version 9). We initially developed a hybrid Flash-Java implementation [1] , which provided a mechanism for overcoming some of the limitations in Flash at the expense of interface fluidity. The release of Flash version 10 in October, 2008 [11] and the public preview of the Adobe Alchemy project in December, 2008 [12] , provided a potential solution for these problems, and we have since developed a new architecture that enables uninterrupted, interactive audio processing directly within the lesson environment, which greatly improves the user experience. This new architecture is detailed in [13] and [14] and briefly summarized below. Unlike previous versions, Flash 10 makes it possible to dynamically generate and output audio within the Flash framework. This functionality is asynchronous, allowing sound to play without blocking the main application thread. The Adobe Alchemy project provides the ability for C/C++ code to be directly compiled for the ActionScript Virtual Machine (AVM2), greatly increasing performance for computationally intensive processes. We have tested the performance of the Alchemy compiled C code with results that are significantly faster than other implementations [13] . With these tools, it is now possible to develop Flash-based applications that incorporate dynamic audio generation and playback capabilities without the need for an external interface for computation-intensive signal processing applications.
The Alchemy framework enables a relatively straightforward implementation of standard C code into Flash projects, thus existing signal processing libraries written in C can be incorporated as well. C code is compiled by the Alchemysupplied GNU Compiler Collection resulting in an SWC file, an archive containing a library of C functions, which is accessible in Flash via ActionScript function calls. An integrated application is created by simply including this archive, which we call the Audio processing Library for Flash (ALF), within the Flash project, producing a standard SWF (Flash executable) file when built. All of the games and lessons presented here were developed using this architecture.
IV. HIDE & SPEAK
Hide & Speak employs a simulated acoustic room environment that is designed to demonstrate the well-known "cocktail party" phenomenon, which is our ability to isolate a voice of interest from other sounds, essentially filtering out background sounds from an audio mixture [15] . The interface allows a player to explore the effects that source location and acoustic environments have on the sound quality of a voice and the intelligibility of speech.
This game consists of two complementary components in which players create room simulations through guided exploration and then listen to configurations created by other players. In the creation activity, called Hide the Spy, the player begins with a single target voice with the objective of modifying the number and location of interfering voices until the target is barely comprehensible. The player may also alter the amount of reverberation and adjust the position of the listener. As the player is designing the room, the difficulty of the room space is determined by the signal-to-interferers plus noise ratio (SINR), where the target voice is the signal and the other sources are the interferers. The room's difficulty determines the potential point value for the creator, which is awarded only when another player is able to successfully identify the target voice within the room in the listening phase.
The listening activity, Find the Spy, is a straightforward quiz where a player is asked, given a isolated sample of the target's voice, to determine whether the target is present within a mixture of voices. The audio mixtures are randomly chosen from configurations created in the Hide the Spy component. The listening player is awarded points for a correct response based on the room difficulty, and a fraction of the possible points is deducted for an incorrect response.
The game interface is designed to be highly interactive so that players can easily explore the effects of modifying sound source locations, listener location and reverberation intensities in real-time. The graphical layout of the game represents an acoustic space to provide a visual and auditory correlation between the room configuration and the resulting sound. 
V. LESSONS BASED ON HIDE & SPEAK FRAMEWORK
Hide & Speak provides a framework for the rapid development of lessons targeting the physics of sound and properties of acoustic waves for K-12 education. Due to its origins as a collaborative game, network communication is already established, which enables all data to be saved for teachers and instructors to view students' progress and analyze performance. Next, we detail four specific lesson plans we have developed using the Hide & Speak framework.
A. Wave Propagation 1) Overview:
This lesson explores how waves propagate through a medium (air) and the time required for waves to travel from one point to another. As an example of wave propagation, the lesson interface provides an interactive demonstration of sound waves radiating from a point source and eventually reaching an observer as the waves spread throughout the room. The demonstration is interactive, and the user can modify the positions of the source and the observer and alter room dimensions to experience a variety of auditory conditions. After sufficient exploration of the wave propagation phenomenon, the student performs distance measurements and calculations to determine the amount of time taken for a wave to travel between two points based on the speed of propagation of the medium.
2) Educational Objectives: At the conclusion of this activity, the student should be able to perform the following tasks:
• Calculate the time required for a wave to travel from a one point to another with a specified propagation speed.
• Calculate the speed of a propagating wave given the travel time and the user measured distance between two points.
• Demonstrate an understanding of the relationship between distance, time, and speed.
• Measure distances using a virtual tape measure and perform the necessary unit conversions for calculations.
• Provide a qualitative explanation of how waves travel from one location to another and describe the typical circular (spherical) propagation pattern. 3) Procedure: At the beginning of the lesson, the student is presented with an an animated introduction on wave propagation in the context of speech and sound that includes relevant terminology and visual demonstrations of the discussed concepts. Next, the student enters the guided exploration phase of the room environment simulator, where they can investigate wave propagation more thoroughly. This interface provides the user with the ability to adjust the positions of the wave source, destination, and room dimensions, yielding potentially unlimited configurations. The speed of the animated wave propagation can also be varied to better visualize the underlying phenomenon.
In the next component, the student is asked to determine the relationship between the time required for a sound wave to travel from a sound source to an observer and the distance between the two, essentially deriving the speed of sound. The user begins this task by first measuring the travel time from the source to the listener and then measuring the distance between the sound source and the observer using a virtual tape measure. After three simulations, the student is asked to compare the results and to compute the speed of sound in air.
As a follow-up task, the student must predict the wave travel time based on the speed of sound. Therefore, they must measure the distance traveled, and solve for the propagation time. A series of randomly generated rooms are presented to provide a variety of parameters to the student before this section is complete to obtain sufficient practice of these concepts. Some measurements will be presented in different units, requiring a conversion in order to match the original units in the presented equations. During this process, students will also compute the speed of sound in different units.
At the end of the activity, the student is asked several comprehension questions that involve synthesis of the knowledge, which are described below.
4) Assessment:
The wave propagation lesson incorporates within-lesson and post-lesson assessments in the form of multiple choice questions, rate calculations, and unit conversions. The student must correctly apply the concepts developed in the introduction section and perform distance measurements and unit conversions in order to successfully complete all tasks. Several random variations of sound source and observer positions and room sizes are provided for repetition to ensure the student has sufficiently learned the calculation process.
At the conclusion of the activity, the student is asked to demonstrate synthesis of their knowledge by designing configurations that match a particular specification (propagation time between two locations). After a few variations of this, the student will be asked to design multiple configurations to meet the same specification (equivalent distances from the source). This leads to a final assessment of the student's knowledge of wave propagation being circular, or spherical, which they are asked to demonstrate by drawing freehand using the interface. These drawings are stored in the game database, where they can be evaluated by a teacher. 
B. Reflection Angles of Waves

1) Overview:
When sound waves propagate throughout a room, the intended path of a wave is interrupted by surfaces, modifying its direction. In this lesson, students investigate in the phenomenon of wave reflection to establish the direct relationship between the angle at which the wave approaches and reflects from a surface (i.e., the equivalence of the angles of incidence and reflection). This concept is illustrated, using sound waves as an example, through an interactive acoustic room environment that allows the user to visualize the paths of sound waves as they reflect off of walls. The student has the ability to directly manipulate the room environment by changing the sound source and listener locations and the dimensions of the room.
2) Educational Objectives: At the conclusion of this lesson, we expect the student to be able to perform the following:
• Measure angles in degrees using a virtual protractor (i.e., angles of incidence and reflection).
• Calculate the angle of reflection of an incoming wave.
• Trace the path of a wave as it propagates throughout the room, reflecting from surfaces.
• Calculate the time taken for a reflected wave to reach a destination.
3) Procedure: At the beginning of the lesson, the student is presented with an an animated introduction on the reflection of waves in the context of speech and sound, which includes relevant terminology and visual demonstrations of the discussed concepts. Then, the user proceeds to a guided investigation of wave reflections using the simulated room environment. The interface offers the ability to modify the positions of the sound source, listener, and overall room dimensions, as well as the speed of the animation. After the user has sufficiently explored the concepts in the simulator, they proceed to the next section to apply the general knowledge gained from this section to specific situations.
In next component of the lesson, the student is presented with a reflecting wave that creates several angles with missing labels that the student must determine. Several different randomly generated scenarios of reflecting sound waves are presented to give the user practice with measuring angles. Variations of this setup require the user to determine unknown angles in the figures with only some of angles given, for example:
• The angle of incidence is given, but the angle of reflection must be determined.
• Only the angle consisting of the incidence path and reflecting surface is shown and all others are not.
• No angles are provided, and the student must measure the angles with a digital protractor. The student is also asked to label angles and paths with the proper terminology learned in the introduction when applicable.
Next, the user is provided with a situation where a sound wave must be reflected from the wall and with the goal of reaching the observer. A virtual protractor is provided for making measurements needed to draw the incidence path from the sound source to the wall so that the reflecting path reaches the observer. Precision is important in this component because the user receives an accuracy rating based on how close the sound wave is to the observer after one reflection from the wall. This can be extended to include two or three reflections from the walls to achieve a higher level of difficulty. Upon successfully drawing the sound path the user must finish the exercise by calculating all angles constructed by the sound wave.
4) Assessment:
As the student proceeds through the lesson, their comprehension of the material is periodically tested. The assessment includes different types of exercises: multiple choice questions, labeling of key components, angle calculations and having the user draw reflecting sound waves to meet certain criteria. Knowledge of terminology is evaluated by having the student label components of the room environment when handling calculations of angles. The combination questions that ask the user to measure angles with the virtual protractor and calculate angles mathematically test both their knowledge of the terminology and their ability to compute the required angles. In the final stage, the user is required to reflect a wave from the wall, which synthesizes all of the presented material for the lesson. 
C. Wave Energy Conservation
1) Overview:
As sound waves propagate throughout a room, they encounter surfaces that absorb some of the energy of the wave as they are reflected. In this lesson, students explore the underlying physics behind this phenomenon, i.e., when a wave reflects off of a boundary, some of the wave's energy may be transferred to the reflecting surface, reducing the remaining energy of the wave. To illustrate this concept, the student investigates energy absorption by the reflecting surfaces in a simulated acoustic room environment.
The interface for this lesson allows the student to listen to the audio of a wave and provides a visual representation of the sound wave losing energy as it travels throughout the room. This is accomplished by decreasing the color intensity for the path of the sound wave as it travels through the room, which are accompanied with changes in audio intensity (as measured at different locations). The combination of the visual and auditory cues provides an illustration of the effects of wave reflection at boundaries. The interactive interface allows students to directly alter the environment by changing the source location, direction of the wave path, and the materials of the room wall surfaces.
2) Educational Objectives:
After completing this lesson, the student should be able perform the following tasks:
• Explain why waves do not continue on forever.
• Describe how sound energy is transferred to the reflecting surface.
• Create an ordered list of room materials in terms of energy absorbing ability.
• Design a room that encourages or discourages continuing sound wave reflection. 3) Procedure: At the beginning of the lesson, the student is presented with an an animated introduction on energy conservation in the context of speech and sound, including relevant terminology and visual demonstrations of the discussed concepts. Afterwards, the user proceeds to a guided exploration of energy conservation in waves using an acoustic room environment simulator. The interface provides a means for modifying the wave source position, energy absorbing qualities of the walls (material composition), and the dimensions of the room. When the user has gained adequate knowledge regarding the sound absorption strengths of the wall materials, several assessment questions are presented, such as ordering the materials in terms of their ability to attenuate the propagation of sound waves at the room boundaries.
In the next section of the lesson, several examples of changes in sound wave intensity are presented and a student chooses from a set of three materials to decide which one might be the material of the room walls. The energy absorbing characteristics of the materials will not be similar enough to raise confusion, but the task will still require knowledge from the previous section.
Building upon previous sections, the final component requires the student to design a room with under a fixed budget to meet specific criteria, such as:
• A sound booth for recording music.
• A conference room for small group meetings.
• A concert hall with significant echo. A short description of each room type along with an audio example is provided in the event that the student is not aware of the purpose of these rooms.
4) Assessment:
Throughout this lesson on energy conservation in waves, the student's comprehension is assessed using multiple choice questions, ordering exercises, and room building simulations. All of these methods encompass the material presented in each section while incorporating information built upon previous sections. The exploration phase provides the student with an opportunity to investigate the properties of each room material before being required to order the materials relative to their energy absorbing properties. Lastly, the student is required to construct a room meeting a specified room style, which requires the application of all of the concepts from previous sections.
D. Wave Triangulation 1) Overview:
Detecting the originating direction of a sound is a task that humans perform instinctively and quite accu- rately. In this lesson, students explore the physics and mathematics behind triangulation along with specific demonstrations using sounds. The process of determining the angle of arrival of a wave requires information from two receivers, more specifically the time of arrival of the sound at each receiver. The difference in arrival times between the two receivers is the key component in determining the line of sight (from the mid-point between the receivers) to the location from which the wave emanated. The lesson interface allows for control of sound source and observer positioning with real-time interactive audio feedback. A representation of the arriving waves is illustrated in the diagram, visually synchronized with the audio to establish a direct connection between the two. In this lesson, students are exposed to the mathematics necessary to determine the angle of arrival and the estimated distance between the source and observer.
2) Educational Objectives: After completing this lesson, the student should be able perform the following tasks:
• Determine the direction (angle) of an incoming wave from two measurements.
• Understand the meaning of the time axis in a 2-dimensional graph.
• Calculate the speed of an incoming wave. 3) Procedure: At the beginning of the lesson, the student is presented with an an animated introduction on determining the direction of a sound, including relevant terminology and audiovisual demonstrations of the discussed concepts. The student next enters a guided exploration of sound triangulation using a simulated room environment where the user can experience the effects of moving the wave source and listener about the room. The traveling waves are simulated by drawing the paths of the waves as they leave the source traveling towards the receivers (ears). A timer will be provided for each ear to track the amount of time taken to travel from the source to receiver.
In the next section, the student completes several small tasks to develop additional knowledge regarding sound directivity. In the first task, the student estimates the general direction of arrival of the wave given either time graphs or travel times for the waves by selecting the quadrant from which the sound emanated. After selecting the quadrant the true source position will be revealed and the user must determine the angle for the line of sight. Similar to the previous section, the line of sight is the mid-point between the receivers, in this case the center of the head. The student then measures the angle of the line of sight and calculates several other angles created by wave paths in the diagram. Then in the second task, the user will be provided with the sound source and observer locations along with the simulated audio. The user must choose between a set of predefined time graphs for each ear to represent the current source and observer configuration. The predefined set of time graphs would only include audio signals that start near the beginning, middle and end of the time axis to keep the task reasonable. Similarly in the third task, the user is provided with the source and observer positions, but must create a representation of the configuration just using the starting the onset times of the signals. This means the set of time graphs would now be numerical values pertaining to the arrival time of the audio signals.
4) Assessment: Throughout this lesson on sound triangulation the student's level of comprehension is assessed, first using a few multiple choice questions, but mostly by having the user interact with the room environment to complete tasks based on lesson content. In the first guided exploration, the user develops knowledge of the components involved in triangulating the location of a sound source, and the second interface consists of tasks that require the user to apply triangulation in specific scenarios, such as determining the approaching angle of a wave based on the time of arrival of the wave at each receiver using both time graphs and measurements of elapsed time.
VI. TONE BENDER
Tone Bender explores the perception of a musical instrument's characteristic qualities, known as timbre, though user modifications of the sound. It has been shown that a significant factor in the perception of timbre is the relative distribution of the instrument's sound energy over time and frequency [16] , [17] . Tone Bender consists of two separate components in which players generate their own musical instrument sounds through interactive exploration and then listen to instrument sounds created by others with the goal of identifying the instrument correctly.
In the creation interface, the player's objective is to make widespread acoustic modifications to a given instrument while still maintaining its identifiability. The player is able to independently modify the time and frequency components of the instrument audio, which are displayed visually in separate windows: the instrument's loudness over time is given in one window and the relative energy of the instrument's overtones are shown in another window. A score is provided to the player based on the signal-to-noise ratio (SNR) between the original instrument and their modified version such that an instrument with a lower SNR values is potentially worth more points if the modified instrument is correctly identified by another player.
The listening interface is an instrument identification quiz, which provides the means for evaluating the modified instrument sounds from the first game component. During the listening process, the user is also allowed to view the amplitude and frequency characteristics of the instrument to assist with identifying the current instrument. It should be noted that responses to both the instrument and the instrument family are sought. Points are awarded to both the listener and creator of the modified instrument sound upon correct classification. 
VII. LESSONS BASED ON TONE BENDER FRAMEWORK
As with Hide & Speak, Tone Bender provides a framework for the rapid development of lessons in mathematics and acoustics, though clearly targeting a different set of concepts. Tone Bender is particularly well-suited to explaining trigonometric functions and parameters (e.g., amplitude and frequency). Two lesson plans developed using this game platform are described below.
A. Effects of Amplitude Over Time 1) Overview:
This lesson demonstrates the connection between the perceived loudness of a sound and its graphical representation by drawing on graph reading skills and basic ratechange knowledge in mathematics. In particular, the reference audio signals used in this activity will be drawn from musical instrument sounds, since different instruments possess amplitude characteristics that vary with time in numerous ways. Examples of such amplitude characteristics include the rapidly rising and slow decaying nature of plucked string instruments and the steady, sustained nature of wind instruments. These examples correlate well with their graphical representations in a two-dimensional space, since the points of rapid increase and/or decrease can be clearly identified.
2) Education Objectives: Upon completion of this lessons, the student should be able to complete the following tasks:
• Demonstrate an understanding of rate change for lines with different types of slope (no slope, positive and negative) • Determine inflection points in the data plot of a 2-D graph given the variables of the x and y axes • Produce a graph of amplitude versus time representing the variation in the loudness of a given the description of an audio signal
3) Procedure:
The lesson begins with an introduction demonstrating relevant terminology pertaining to amplitude of signals and loudness of musical instruments. The user is provided with several plots indicating how the loudness varies over time for different musical instrument families (i.e. plucked strings, wind excited instruments and bowed strings). Each plot is accompanied by audio feedback to provide an auditory correlation with the visual representation of the instrument's loudness. As the audio for a particular plot is played, a vertical scrub tool is displayed. The use of the scrub tool accentuates the relationship between increasing slope in the loudness curve and increasing perceived loudness. The purpose of this exercise is to provide a basic understanding of how loudness can be visualized as a plot of a dependent (amplitude) and independent (time) variable.
After completing the first lesson, the student is tested with the a perception situation, which requires selecting an audio signal that best represents a given plot of amplitude versus time. The reference audio signals are distinctly different in nature such that the distinction is clear, but requires careful observation by the student.
Following this exercise, the student is required to demonstrate anticipatory knowledge on the time-varying nature loudness. The student is provided with the description of an audio signal in words, and is required to draw out its loudness characteristics. The student's response is compared with the true signal and an accuracy rating is returned. An example is shown in Figure 11 where the reference loudness curve of an instrument is shown in green and the student's estimate is in blue. This accuracy rating can be analyzed to determine if the student grasps the concept of line slope if their amplitude envelope follows a general, expected contour for the given musical instrument.
4) Assessment:
The first part of this activity consists of a tutorial to provide the student with basic knowledge on instrument loudness and to enforce concepts of graph reading. This is assessed by determining if a student can reproduce the perceived loudness on an instrument by replicating the significant points of change in that instrument's loudness distribution. Likewise, the student's inferential skills are evaluated when they are required to match an actual audio signal to a provided loudness curve. By comparing the results of these two activities, the students' understanding of time-varying amplitude can be assessed by checking for consistency in their responses. 
B. Effects of Overtones in Sounds
1) Overview:
In this lesson, students will investigate how sounds can be decomposed into a set of weighted frequency (spectral) components. More specifically, we describe the general contour of these weights as a "spectral envelope", indicating the distribution of a sound's energy across frequency, which is related to the perceived timbre of the sound. To further illustrate this concept, sounds from musical instruments are examined by manipulating the strengths of the different frequency components to effect changes in timbre.
2) Educational Objectives: Upon completion of this lesson, the student should be able to perform the following tasks:
• Correlate audio samples with mathematical graphs of the sound's spectral content • Analyze a 2-D graph given the variables of the x and y axes • Explain that musical sounds can be decomposed into individual tones, each with a specific frequency • Illustrate how the distribution of energy over frequency affects the timbre of a musical sound 3) Procedure: The lesson begins with an introduction to the frequency components of a sound and a description of the spectral envelope, including definitions of the relevant terminology and short audio demonstrations of the underlying concepts. Following the introduction, the user is presented with a guided exploration of changing timbre through the manipulation of the spectral envelope. This includes such tasks as:
• Creating a frequency distribution that contains only strong low frequencies • Picking between three spectral envelope graphs that best represent an audio example • Drawing the spectral envelope based on an audio example After completing all tasks in the guided exploration, the student is presented with a different interface asking them to draw the spectral envelope of a reference sound. Several iterations of this type of problem are provided to ensure understanding of the material.
4) Assessment:
At the end of the introduction, the material is tested using multiple choice questions that verify the user's comprehension of the basic lesson content. In the guided exploration, we assess the students' understanding of overtones and distribution of energy in frequency, by asking the users to match the audio of a reference musical with one of three spectral envelopes that they can choose from. These spectral envelopes differ significantly, including sounds with its' energy concentrated in the lower frequency regions, one with its energy distributed evenly across all frequencies and an envelope with the energy focused at higher frequencies. Based on the students' selections, we can determine if they can correlate a visual representation of the frequency envelope with the timbre of the sound they are hearing. This provides verification that the students' grasp the main overall concept of the lesson.
VIII. DISCUSSION / CONCLUSION
The development of the collaborative games that provide a framework for the lessons presented have gone through countless iterations that consisted of more informative user performance feedback, complete re-designing of the interfaces, game flow changes and overhauling the audio processing capabilities. Since previous versions of the games, the interfaces have become more appealing, user-friendly and intuitive with adequate gameplay feedback to eliminate the most common uncertainties.
Numerous testing iterations of the collaborative games have been performed through the student authors who are part of NSF Graduate Fellowships, including NSF GK-12 and NSF Discovery K-12 programs. The participating school including Martha Washington Elementary and Girard Academic Music Program (GAMP) as part of NSF GK-12 Program, Creative and Performing Arts High School (CAPA) as part of DK-12, and various other outreach programs. As a result of these evaluations, the qualitative results will aid in further development of current and future lessons to increase enjoyment, educational content and intuitiveness of the lessons.
As a result of observing the students engaged in the collaborative games, we noticed that the students were encountering a disconnect between modifications they were making to the interface and the audio presented. Therefore, we enhanced the games to include real-time dynamic audio that provides instantaneous feedback with the audio as adjustments are made to the parameters in the game. For example in Hide & Speak, moving a sound source around the room modifies the audio playback as the user is changing the position of the source. Previously, updates only occurred when the audio looped back through the audio, repeating the previous audio with new audio modifications. This has created a better learning environment and helped to remove any disconnect between the interface actions and audio playback. The real-time dynamic audio capability has been included in the presented lessons to enable a fully interactive environment.
With the many iterations developing the web-based game, we feel that we have a suitable framework for rapidly developing lessons about sound and acoustics relating the mathematics and science concepts in the K-12 curriculum.
IX. FUTURE WORK
The presented lessons are part of a pilot study where the Hide & Speak and Tone Bender frameworks are extended to educate students on mathematics and science related topics.
The lessons are currently being tested at local K-12 schools by the student authors through the previously mentioned programs. Performing the lessons in the classroom will provide qualitative feedback that will help to improve the quality and intuitiveness of the lessons, as occurred with the initial games. As the lessons are performed, analysis of data collected from student responses in each lesson will provide information on how well the lessons educate the students at the various topics.
As the development of the lessons progresses, the package of lessons will be expanded to include more topics in the K-12 curriculum and more customizations added to existing lessons based on student feedback. An essential customization that will be added for the teachers and instructors to monitor student performance is access to student responses and completion levels for each of the lessons.
