Abstract-The forward-model approach has been shown to produce accurate model reconstructions of scientific measurements for single-time image data. Here we extend the approach to a series of images that are correlated in time using the physics-based constraints that are often available with scientific imaging. The constraints are implemented through a representational bias in the model and, owing to the smooth nature of the physics evolution in the specified model, provide an effective temporal regularization. Unlike more general temporal regularization techniques, this restricts the space of solutions to those that are physically realizable. We explore the performance of this approach on a simple radiographic imaging problem of a simulated object evolving in time. We demonstrate that the constrained simultaneous analysis of the image sequence outperforms the independent forward modeling analysis over a range of degrees of freedom in the physics constraints, including when the physics model is under-constrained. Further, this approach outperforms the independent analysis over a large range of signal-to-noise ratios.
I. INTRODUCTION
The DARHT facility at Los Alamos National Lab is the nation's premiere x-ray facility for scientific imaging of dynamic experiments. Because each experiment is complex and expensive, it is important to maximize the information obtained from each image. To date, the state of the art analysis approach applied to this data has involved independent forward modeling analysis for each image. [14] However, recent advances at DARHT enable the capture of four timecorrelated images. The purpose of this work is to explore whether a more sophisticated, time-series-aware forward modeling analysis can improve performance. In scientific imaging, which is our focus here, performance is typically defined in terms of our ability to quantitatively reconstruct a physical quantity of interest (in this case, density).
One approach to quantitative analysis of image data is the forward-model approach within a Bayesian framework This work was partially supported by the Advanced Radiography Science Campaign at Los Alamos National Laboratory. LA-UR- 12-21205. proposed by Hanson and Cunningham. [5] . [6] In the computer vision community this forward modeling approach is sometimes known as "analysis by synthesis." [8] [15] In forward modeling analysis an optimizable model of the unknowns in a scene is combined with a fixed known model of the imaging process to produce a simulated image. The simulated image is then compared to the data and the model parameters are optimized in order to minimize the differences between the two. This approach may be problematic in many computer vision scenarios owing to the large number of unknowns in the image formation process. However, in scientific measurement the experimental setup is typically tightly controlled to remove as many extraneous variables and unknowns as possible.
In recent years, there has been a substantial amount of related work in the computer vision community in the area of motion estimation. Typically this involves the optical flow problem: extracting estimates of motion under the assumption that the objects of interest are moving, but not otherwise changing in time. However, additional constraints are often required to unambiguously solve for the motion field. In a seminal paper, Horn and Schunck [7] enforced smooth spatial variation of the motion field. Since that time, numerous other methods have been introduced to refine the approach, e.g. adaptive smoothness constraints. [10] More recent work introduces temporal regularization on the motion field itself. Chin et al. [4] used a temporal extension of the formulation proposed by Horn and Schunck. Black and Anandan [1] impose a temporal constraint of constant acceleration for image patches. Li and Yang's [9] recent study considers the case of a motion field that is known to be periodic, but with unknown parameters. The authors demonstrate that simultaneous analysis of the sequence of images using the constraint of motion-field periodicity yields improved results for noisy images. Physics-based constraints have been applied for regularization in the context of particle image velocimetry (PIV), a diagnostic technique in fluid mechanics that estimates fluid velocity using images of particles that follow the flow. Ruhnau et al. [12] applied a simplified form of the Navier-Stokes equations within an optical flow context for PIV analysis, estimating the 2-D velocity field.
In this paper, we present an approach for quantitative analysis of a series of images that are correlated in time due to the underlying physics. We apply a physics-based model to incorporate prior information that constrains the evolution of the solution. The optimization is performed simultaneously over all images in the sequence, with constraints imposed, instead of an independent analysis being performed at each time. Two potential advantages of such an approach are i) an effective averaging of the noise over the entire sequence of images through temporal regularization, and ii) the incorporation of relevant physics knowledge into the problem, which is missing in both independent analysis approaches and temporal-coherence approaches that use a more general expression for regularization. We will explore whether the physics-based constraints permit more accurate reconstructions of the quantities of interest as a function of noise level. We will also examine how the accuracy of the reconstructions varies with the degrees of freedom expressed in the physics model, and we explore the implications of the added model complexity on optimization.
II. FORWARD MODELING IMAGE ANALYSIS
The forward modeling process applied to radiography is represented in Figure 1 . The goal is to estimate unknowns in the physical object-in this case the object's densities. The true radiographic process produces an experimental radiograph r that serves as the data. One could attempt to produce a complex function that reverses this process directly, producing the desired object unknowns given the radiograph. However, in order for an expression describing the measurement process to be reversible, many simplifyingand incorrect-assumptions must be made. Instead, in the forward modeling approach, an optimizable model of the object densities is produced, and a known model of the radiographic process (including the graded collimator, and previously-calibrated scatter and blur effects, etc.) is used to produce a simulated noiseless radiograph, s, of the model object. Then the model parameters are optimized to minimize the difference between r and s. The forward modeling process is akin to computer graphics, while the inverse problem is akin to computer vision. [13] Essentially, forward modeling performs the inverse problem by repeatedly solving the forward problem to optimize the model parameters.
This approach has several interesting statistical implications. Let m represent the model parameters, such that a model with n degrees of freedom can be written as m = {m 0 , ..., m n−1 }. The simulated radiograph, s, can be written as a function of the model parameters s = h(m). If we make the assumption that the data image, r, is equivalent to the simulated radiograph plus some additive Gaussian noise with standard deviation σ then r = s + . In that case, it can be
2 |r − s|. Therefore minimizing |r − s| is equivalent to maximizing p(r|m). A more detailed analysis and derivation is provided by Hanson.[5] This maximum likelihood solution will also be the maximum a posteriori (MAP) solution if the prior is uniform.
When the problem is under-constrained additional information may be required. If the existence of a smooth solution is considered prior knowledge, then spatial regularization terms, such as a Generalized Gaussian Markov Random Field (GGMRF) [11] , may be applied to the density field and incorporated into the analysis via the prior term in the objective function. Given the above assumptions, forward modeling with regularization will produce the MAP estimate.
To date, such an approach to general computer vision is often impractical in the under-constrained environments found in most computer vision tasks. In such situations computer graphics rarely produces reliable photo-realistic results, and the complexity of the model is highly prohibitive. However, in a well-designed scientific imaging experiment, there is typically only a single object or quantity of interest, with only a single calibrated lighting source. In this domain, forward modeling can be highly effective [14] .
A. Adding physics-based temporal constraints
In dynamic scientific imaging problems the physical equations governing the evolution of the system are often known, or approximately known. This suggests the interesting possibility of implementing physics-based constraints on the solution, providing informed temporal regularization. This approach would be particularly attractive if the physics, or the effect of the underlying physics, may be reduced to a simple temporal-change equation that has a series of unknown parameters that can be optimized.
In general, regularization necessarily imposes a bias of some type. [3] This bias can either be representational (by limiting which possibilities can be represented by the model), or preferential (by applying a penalty term that biases the algorithm to choose certain representable possibilities over others) [2] . When applied to physics-based time series constraints, we call the representational approach "perfect physics," because the solution must obey the imposed physics evolution exactly, implying a high degree of confidence that the physics model is correct. We call the preferential approach "imperfect physics," because the result at each time step is allowed to stray from the physics prediction. Here the constraint might be implemented as an additional term in the objective function, with increasing penalty as the solution deviates from the physics-based estimate. One's degree of confidence in the physics would be captured by the strength (and nature) of the penalty term. For these types of constraints, the representational approach is simpler and should provide more appropriate constraints if the physics model is sufficiently accurate. In this paper we will explore the "perfect physics" approach with a representational bias.
The application of additional constraints can be especially important in the world of scientific imaging, because it is often necessary to perform measurements in photon-starved (and thus noisy) regimes. Also, for certain diagnostics there may be tradeoffs between the number of measurements, the duration of those measurements, and the resulting noise level in each image. The effectiveness of the present approach can influence the optimum experimental design in such a case.
III. METHODOLOGY
We chose to test the algorithm on a simple simulated task. There were several reasons behind this choice. When the physical properties of an object are dynamically changing through time, the real values of these parameters are rarely known with certainty. Thus, most real world scientific imaging data lack a "gold standard" against which success could be quantitatively measured. Furthermore, we wanted to be able to vary the degrees of freedom of the temporal physics model at will while leaving all other behavior unchanged. This flexibility is nearly impossible to achieve in a real physical system. Computational complexity was also an issue, given the difficult optimization step required by forward modeling. The initial model parameter values, noise, and optimizer decisions were all stochastic which can lead to different results from run to run, so each experiment needed to be repeated multiple times. Monetary cost considerations also played an important role, since each physical experiment can cost millions of dollars. These considerations all led us to choose a simple, computationally cheap, synthetic problem to estimate the algorithm's performance over a wide range of cases before attempting to use the approach on real world experimental data.
We chose to simulate the radiographic measurement of a five-sided polygon model. The object densities are the quantity of interest, in this case a 2-D field where the density of the object was 1.5g/cm 3 at the center of the polygon, and 0.5g/cm 3 at the edge of the polygon. For computational reasons, we assumed a highly simplified linear radiographic process where transmission is a function of the densities, which are in turn a function of the polygon radii such that s = I 0 − dl + , where I 0 is the dose (assumed to be 2), where d is the average densities for each pixel, where l is the average pathlength for each pixel (assumed to be 1cm), and where is a gaussian noise vector with a standard deviation of σ . Thus, the average transmission is 2 outside the polygon, 1.5 at the edge of the polygon, and .5 at the center of the polygon. The average signal strength (defined as the difference between the background and the foreground) in the polygon is thus 1 and the average signal-to-noise ratio is simply 1/σ . Because many scientific applications have a large amount of noise, we explore a wide range of noise levels, with σ ranging from 0.1 to 16. These values represent an average signal-tonoise ratio range of 10 to 1/16th, as shown in Figure 2 .
We assume that all the radii are known except for one, ρ 0 , which evolves through time and is constrained by a polynomial temporal physics model with varying degrees of freedom as follows:
where c is a constant, m 0 is the starting position, m 1 is a velocity, m 2 is an acceleration, etc. The degree of this equation determines the degrees of temporal freedom and the strength of the temporal physics constraint. A polynomial model can often approximate the effects of the true motion physics, particularly over time periods that are short relative to the timescales of the system evolution-even if the true underlying equations of motion are far more complex. As discussed earlier, here we are assuming "perfect physics", in the sense that the solution must strictly adhere to the specified physics model. Each experiment progressed as follows. First, a set of true temporal model parameters of the desired degrees of freedom were drawn randomly from the following distributions:
2 ). This corresponds to the physical situation where there is an approximately known starting position, an unknown but most likely positive expansion velocity, and some unknown acceleration or other higher order term that can be either positive (driving the expansion faster) or negative (dampening the expansion). The true densities were computed from these parameters, from which the data radiographs with image resolution of 100X100 pixels were produced. The starting position was treated as unobserved, followed by four time steps represented by the four data radiographs (see Figure 3) . Next, a set of optimizable model parameters were initialized to their means. For the simultaneous time-series analysis case, these model parameters were the time series model parameters. For the independentanalysis case, the optimizable parameters were the individual radii lengths for each time step. A forward model was then created from the model parameters, compared to the data radiograph, and the inferred parameters were optimized. After optimization, the final errors were computed by summing the absolute value of the density errors at each pixel location: Model Error= i |trueDens i − inf erredDens i |.
We explored the temporal degrees of freedom from one to five (the point at which the problem with four data radiographs becomes under-constrained). Together with the seven different noise regimes, this produced a 7X5 matrix of experimental conditions to be explored. It is worth noting here that changing the temporal degrees of freedom effects the independent analysis as well as the time series analysis, as it changes the distribution of initial conditions that the independent analysis must solve.
Optimization was performed using a simple hill climbing routine that incorporates a knn function optimizer, which samples around the inferred extremum and moves only if a better value is found. This simple optimization approach allowed us to roughly explore the optimization difficulty for each problem, since the performance of this optimizer will depend upon both the size of the space to be explored as This case has three degrees of temporal freedom, and a signal-to-noise ratio of 1/2. Here we also show how we computed the "advantage" of one technique over another, and how we subjectively chose the point of optimizer convergence.
well as the convexity of the objective function.
For each of the 35 cases in the 7X5 matrix, we performed an analysis like the one shown in Figure 4 . The vertical axis represents the average density error, as defined earlier.
The horizontal axis represents the number of optimization steps run. All experiments were run for 300,000 optimization steps. Each experiment was repeated 100 times and the results averaged.
Each of these 35 cases can be summarized in several ways. First we can report the final errors achieved after optimization. Another summary value would be to report the "advantage" of performing a time-series analysis over performing an independent analysis. The number of optimization steps to "approximate convergence" (defined as the point at which taking additional optimization steps no longer improves model error, as shown in Figure 4) is also of interest.
In total there are 70 different degrees of freedom, noise, and experiment-type combinations, each with 12 different optimizer run time variants, and each with 100 independent runs to average over. Thus, several months of computer time on an array of several multiprocessor computers was required to produce the results.
IV. RESULTS
The full matrix of results, together with a more detailed analysis of the results is available in the longer tech report version of this paper that will be made available on the web. 1 The challenge here is to summarize these results and to extract any trends that provide information about the viability of the technique in general. We are specifically interested in determining the conditions where the time series analysis outperforms the independent analysis and vice versa. We will also aim to extract any predictable trends in the optimization difficulty and overfit behavior. One of the main purposes of regularization is to avoid "overfit." Overfit occurs when a learning algorithm tunes its parameters in ways that fit noise but do not improve model accuracy.
The overfit point may be defined as the degrees of freedom and signal-to-noise ratio (SNR) at which optimization either produces no improvement (the error graph vs. optimization steps is flat), or increases error instead of reducing it. These points are extracted from the results matrix and summarized in Figure 5 , which shows that although the time-series approach is not immune to overfit, it requires approximately twice as much noise before it encounters this problem. As the noise increases, the region of potential solutions that can not be distinguished grows, and overfit becomes more likely. One surprising result is that overfit becomes a problem sooner (that is, for lower noise levels) for low degrees of temporal freedom. In our experimental setup, this happens because as the degrees of freedom go up, the variance of the problem also increases, and the probability that the initial guess will be outside this indistinguishable range increases. Although this effect is clearly a function of our experimental setup, in practice, it may well be quite common for initial guesses to be worse in environments with high degrees of freedom in their physics constraints.
As the noise level increases the error increases for both techniques. For the majority of the degrees of freedom and signal-to-noise ratios considered, the time series outperforms the independent analysis, sometimes by a large amount. However, it is not true that the time-series approach is universally better. In very low noise regimes the independent analysis can sometimes outperform the dynamic analysis. However, in these rare cases the optimization did not fully converge in the time-series analysis, and we surmise that the time series approach would be best even in these cases if an optimizer of sufficient power were employed. The timeseries approach also fails to outperform the independent analysis in the other "extreme" regime, where noise completely dominates the signal. This can be seen in Figure 6 , where the advantage of the time-series approach appears to fall off a cliff at extreme noise levels. This appears to happen only when the noise dominates to the point where the eventual solution is completely random. In that case, optimization in the time series case is far more likely to stray further from the densities of the starting point (which was more likely to be accurate than anything found in the noisy data). This implies that the time series approach only becomes worse after the noise causes the data to become essentially useless. Between these extremes, there is a general trend that the time series advantage increases with increasing noise level. At very high noise levels, this behavior is ultimately limited by the noise-dominated regime, resulting in a peak in the advantage being reached at SNR levels of about 0.25 for all degrees of freedom (see Figure 6) .
What is perhaps most surprising about these results is that the time series approach maintains its advantage through all the degrees of freedom explored. We expected an advantage in the time series method when the physics equations are properly constrained by the sequence of images (as is the case with lower degree of freedom). However, the time series analysis also outperforms the independent analysis when the constraining physics model is itself under-constrained. This is demonstrated in the five degrees-of-freedom case. In fact, the advantage of the time series approach in this case is higher than in the others (see Figure 6) . Hence, even an under-constrained time series analysis removes some of the potential solutions in the independent analysis from consideration, which is beneficial. If we had defined error in terms of accurately predicting the physics model parameters instead of predicting the polygon densities then the lack of sufficient constraints might have been a greater impediment to performance.
There are also some trends in optimization that we can highlight. Figure 7 shows the number of steps to convergence for the case of SNR = 2. It is clear that the time series analysis presents the harder optimization problem for all physics degrees of freedom considered. Also, we see that the difficulty of the optimization problem increases for both the time series and independent approach as temporal degrees of freedom are added. This is unsurprising since the variance of the search space goes up for the independent approach, Figure 6 . The advantage of the time series approach over the independent approach as a function of SNR, for each of the 5 physics models. Advantage is defined as the difference between the final error of the independent analysis minus the final error of the time series analysis.
while the dimensionality and the variance of the search space goes up for the time series approach.
V. CONCLUSIONS
We have applied physics-based constraints in the simultaneous, forward-model analysis of a time series of image data. The physics-based constraints are implemented as a representational bias on the model and, owing to the smooth nature of the specified physics evolution, effectively serve as temporal regularization. Using a simple synthetic problem, we explore the trends of this approach's performance over a wide range of signal-to-noise ratios and over several degrees of temporal freedom in the physics-based constraints. We have shown that, for most cases, this approach outperforms an independent forward modeling analysis of each time step, even when the physics model is under-constrained. Although physics models with more degrees of freedom should provide a weaker constraint than those with fewer parameters, we show that problems with more degrees of freedom may also exhibit more complex behavior in the solution, which can also make the independent analysis more difficult. We theorize that, depending upon the problem details, this could mean that the simultaneous time series approach will maintain its advantage over the independentanalysis approach over a wide range of conditions.
Our results also show that the advantage in the time series approach increases with increasing noise level in the data, for all physics models considered. This behavior reaches a limiting point, however, when the noise level becomes so severe that the data no longer constrain the solution in a meaningful way, so that the stochastic starting guess is as good as (or better than) an optimized solution. For the present problem and approach, the advantage consistently peaks around SNR = 0.25.
We also provide quantitative evidence for the (expected) result that the simultaneous, physics-constrained optimization problem is generally far more complex than the independent optimization problem. For the cases considered herein, the difficulty of the optimization problem increases roughly exponentially as degrees of freedom are added to the physics model. Given the effectiveness of the time series approach over a wide range of conditions, this may mean that the ultimate limiting factor for this approach will be optimization. Because this type of optimization is highly parallelizable, in the future, the balance of these competing considerations should continue to move in favor of a simultaneous physics-constrained analysis approach as computers become more powerful and parallel.
