A joint and integrated analysis of multi-site diffusion MRI (dMRI) datasets can dramatically increase the statistical power of neuroimaging studies and enable comparative studies pertaining to several brain disorders. However, dMRI data sets acquired on multiple scanners cannot be naively pooled for joint analysis due to scanner specific nonlinear effects as well as differences in acquisition parameters. Consequently, for joint analysis, the dMRI data has to be harmonized, which involves removing scanner-specific differences from the raw dMRI signal. In this work, we present a dMRI harmonization method that, when applied to multi-site data, is capable of removing scanner-specific effects, while accounting for minor differences in acquisition parameters such as b-value, spatial resolution and number of gradient directions in the dMRI data (typical for multi-site clinical research scans). We validate our algorithm on dMRI data acquired from two sites: Philadelphia Neurodevelopmental Cohort (PNC) with 800 healthy adolescents (ages 8 to 22 years) and Brigham and Women's Hospital (BWH) with 70 healthy subjects (ages 14 to 54 years). In particular, we show that gender differences and maturation in different age groups are preserved after harmonization, as measured using effect sizes (small, medium and large), irrespective of the test sample size. Further, because we use matched control subjects from different scanners to estimate scanner-specific effects, we tested how many subjects are needed from each site to achieve best harmonization results. Our results indicate that at-least 16 to 18 well-matched healthy controls from each site are needed to reliably capture scanner related differences. The proposed method can thus be used for retrospective harmonization of raw dMRI data across sites despite differences in acquisition parameters, while preserving inter-subject anatomical variability.
tissue.
Existing techniques on data pooling are based on using diffusion tensor imaging (DTI) derived metrics (Salimi-Khorshidi et al., 2009; Jahanshad et al., 2013; Kochunov et al., 2014; Forsyth et al., 2014; Venkatraman et al., 2015; Jenkins 25 et al., 2016; Pohl et al., 2016; Fortin et al., 2017) . For instance, Salimi-Khorshidi et al. (2009); Jahanshad et al. (2013) ; Kochunov et al. (2014) ; Palacios et al. (2016) ; Kelly et al. (2017) use meta-analysis approach which involves combining z-scores of a given diffusion measure (e.g. fractional anisotropy (FA)) from all sites to determine group differences. However, the subject population at each 30 site may not be sufficient to capture the variance of the entire population, a critical requirement to ensure proper pooling and analysis of the z-scores (which depends on the variance and not just the population mean). Further, z-scores may not be the best statistic to use if the distribution of the diffusion measure in the population is not Gaussian (normal). On the other hand, Forsyth et al. 35 (2014); Venkatraman et al. (2015) ; Fortin et al. (2017) use statistical covariates to regress out the differences between sites in DTI measures such as FA, mean diffusivity (MD) or cortical thickness. Of particular note is the work of Pohl et al. (2016) , where the authors use information from 3 traveling subjects to obtain a linear correction factor for scanner related effects in FA (a different 40 correction factor for each ROI analyzed). This method however has limitations when using large ROIs (such as the corticospinal tract), as the scanner-related effects are not only non-linear but also regionally varying (see (Mirzaalian et al., 2016) and Figure 3 ). Thus, due to the regional variability of the diffusion signal, using a single regressor for large ROIs can lead to erroneous results in the and MD. This method estimates an additive and a multiplicative site-effect coefficient at each voxel, thus accounting for regional scanner differences. Despite this, their optimization procedure assumes that the site-effect parameters follow 55 a particular parametric prior distribution (Gaussian and Inverse-gamma), which might not generalize to all scenarios or measures derived from other models (e.g., multi-compartment models).
Contributions of this work: In our earlier works (Mirzaalian et al., 2016 (Mirzaalian et al., , 2017 , we had proposed a model-free dMRI harmonization method which can 60 be used to harmonize the "raw dMRI signal" (and not just a particular dMRI measure of interest) across sites. However, that work exclusively focused on harmonizing dMRI data across sites but with similar acquisition parameters.
Thus, the method worked only when the spatial resolution and b-values were the same across sites. Additionally, the earlier method did not have an extensive 65 validation on a large dataset.
In this work, we further build on our existing framework and propose a model free harmonization method that learns an efficient mapping across scanners despite differences in scanner parameters. We extensively validate our algorithm on dMRI data acquired from two different sites with different acquisition param-70 eters. We use two independent data sets of different sizes (BWH: 70 subjects and PNC: 800 subjects) to demonstrate that our harmonization method is not affected by the sample size as opposed to existing approaches that require an accurate estimate of the variance of the underlying population in their model (e.g. meta-analysis methods). To this end, we compute effect sizes between groups 
Methods

Data Collection and Preprocessing
Neurodevelopmental Cohort (PNC) We used dMRI data from 884 85 healthy participants from the publically available NIH repository: Philadelphia
Neurodevelopmental Cohort (PNC) study (Satterthwaite et al., 2014 (Satterthwaite et al., , 2016 .
The dMRI data was acquired on a Siemens TIM Trio whole-body scanner, using a 32 channel head coil and a twice-refocused spin-echo (TRSE) single-shot EPI sequence with the following parameters: T R = 8100ms and T E = 82ms, b-90 value of 1000s/mm 2 , 7 b = 0 images. DMRI data was acquired with 64 diffusionweighted directions divided into two independent sets, each with 32 diffusionweighted directions. The images were acquired at 1.875 × 1.875 × 2 mm 3 spatial resolution. for each subject (over the entire brain) was calculated and this generated two clusters: for bad quality (orange) and for good quality (blue) cases. The threshold (yellow) to separate good and bad clusters was chosen in a heuristic manner.
following parameters was used: twice refocused, T R = 17s, T E = 80ms, 1.67 × 1.67 × 1.7mm 3 spatial resolution, 51 gradient directions with b = 900s/mm 2 100 and eight additional b = 0 images. Table 1 summarizes the demographic information for each of these sites. We applied axis alignment, centering and eddy current correction to each acquisition separately using the Psychiatry Neuroimaging Laboratory (PNL) pipeline:
https://github.com/pnlbwh/pnlutil. We used the brain extraction tool 105 (BET) to generate the brain masks (Smith, 2002; Jenkinson et al., 2005) . The two dMRI acquisitions in the PNC data were combined by registering their respective baselines using affine transformation (Advanced Normalization Tools (ANTs) (Avants et al., 2011) ). Then, the transformation was applied to each diffusion weighted volume and the gradient vectors were rotated using the rotation 110 matrix estimated from the affine transformation. After merging the acquisitions, we performed an automated quality check of all 884 PNC data sets as follows:
We fit the dMRI signal at each voxel using spherical harmonic basis functions (up to 8 th order) (Descoteaux et al., 2007) . Next, the average signal residual for each subject (over the entire brain) was calculated. This produced two clusters, one affected by motion and signal drops (bad cases) and another for good quality cases. We removed the cases with highest average residual, categorized as bad quality cases (84 participants in total). The threshold to determine the bad cases was manually chosen to maximize the separation between the clusters (see Figure 1 ).
120
BWH data was also processed using the same PNL pipeline. Since the sample size is smaller, it was manually inspected for any signal dropouts or artifacts (as part of a separate study) and all subjects who did not pass our quality control procedure were not included in this study. A total of 70 subjects were included in this study after quality control analysis. See Table 1 scanner-specific differences between the sites (see Figure 2a ). This mapping is then used to update the dMRI signal for each subject at the target site (see Figure 2b ), i.e., we harmonize the remaining set of subjects from the target site. Each step in this process is explained in detail in the following subsections.
B-value mapping and resampling
145 Due to differences in the b-values between sites, we first match the b-values for both the sites. Using evidence from existing works (Jensen et al., 2005; Steven et al., 2014) , we note that stronger b-values become increasingly sensitive to shorter molecular distances and the diffusion-weighted signal decay deviates from the monoexponential decay predicted by the Gaussian DTI model after a 150 b-value of (b > 1500s/mm 2 ). That is, the diffusion-weighted signal attenuation log(S(b)/S 0 ) approximately follows a linear decay up to b = 1500s/mm 2 . We utilize this observation to adjust for differences in b-values (for 500 < b < 1500) between the two sites. Specifically, we estimate the signal for one of the sites at a common harmonized b-value using a linear scaling of the signal in the log-155 domain. Mathematically, the diffusion signal at a new b-value can be estimated
b harm is the new b-value of the harmonized data, which is a parameter of choice and we set it to 1000 for all subjects and for both sites in this work (see Table 1 , 160 bottom row). For harmonizing b-values greater than 1500 s/mm 2 , one could use any of the compressed sensing methods described in (Rathi et al., 2014; Ning et al., 2015b; Fick et al., 2016; Ning et al., 2017 Ning et al., , 2015a . Next, we upsample each diffusion weighted (DW) volume using a 7 th -order B-spline which is shown to perform better than other interpolation schemes 165 (Dyrby et al., 2014) . In this study, the harmonized data is resampled to 1.5mm 3 isotropic spatial resolution, which is also a parameter of choice. Next, we use a recently proposed unringing method (Kellner et al., 2015) to remove Gibbs ringing artifacts from each diffusion weighted volume.
Rotation Invariant Spherical Harmonics features 170
We represent the dMRI signal S in a basis of spherical harmonics (SH): S ≈ l m C lm Y lm , where Y lm are the spherical harmonic basis functions of order l and degree m with coefficients given by C lm . From this SH representation, several rotation invariant spherical harmonic (RISH) features at each voxel can be computed as follows (Mirzaalian et al., 2015) :
These RISH features can be appropriately scaled to modify the dMRI signal RISH features between the reference and target sites using matched healthy controls, which can then be used to harmonize the rest of subjects in the target 175 site. We note that this mapping is linear in the SH domain, but non-linear in the dMRI signal domain.
Five RISH feature maps C s l (x; i) for SH orders of l = {0, 2, 4, 6, 8} are computed at each voxel location x = (x, y, z) ∈ R 3 for each scanner s as follows:
where i is the subject number. 
where l is the order of the RISH feature and is a small non-zero constant. RISH feature for l = 0 captures isotropic components of the diffusion signal, while l = 2 is similar to FA and l ≥ 4 captures higher order frequencies. Consequently, RISH feature for each l represents different microstructural tissue properties of the dMRI signal, which can be modified to harmonize the dMRI data from different sites without changing the underlying fiber orientations and 190 hence the fiber connectivity of the subjects. Note the sharp differences in the RISH feature maps between the two sites, indicating regional and tissue specific non-linear differences between the sites. Figure 3 also shows the scale maps learned for each RISH feature from the training subjects at both sites. As expected, the difference between sites is region and tissue specific. 
whereŜ l (x) is the scale map in the subject space andĈ lm (x) is the scaled SH coefficients. The final diffusion signal is then computed using:
Training set size
In this section we investigate the effect of the size of training subjects on the estimated RISH feature map between sites. We begin by selecting a matched set of subjects at both sites varying in size from 2 to 20 (consecutive even numbers).
200
For each training set size, we generated multiple bootstrap samples of size 100 to estimate the distribution of the scanner differences. The subjects were matched across sites for age, gender and IQ to the best possible extent across sites for each bootstrap sample.
To demonstrate the effect of training data size, in Figure 4 , we plot the 205 number of training subjects versus the estimated whole brain mean and standard deviation (std) of the scale map. Our goal is to determine the minimum training set size after which the mean and standard deviation of the scale maps changes minimally, i.e. adding more subjects to the training data does not affect the scale maps. In Figure 4 we show the mean and standard deviation curves for 210 RISH features for order 0, 2 and 4 (order 6 and 8 behave very similar to order 4) separately. For each training size, the mean and std of scale maps is computed in whole brain in 100 bootstrap samples. We observe that the curves become almost stable after a training size of 16, which implies that at-least 16 well matched subjects at each site are needed to learn a robust mapping between 215 sites for dMRI data harmonization. Further, we also observe that the average difference of the mean and std between training size of 18 and 20 is ≤ 0.01. In the rest of this work, we set our training data set size to 20 which can provide robust learning of scanner differences between sites. To provide a more region-specific view, in Figure 5 , we depict the differences 220 between the scale maps with a training size of 20 (as "gold standard") and some representative training data sets of size 2, 12, 16 and 18 for each RISH feature (L0, L2 and L4). Even though we observe large differences between the data sets with 20 subjects and 2 subjects, we see that the voxel-wise differences significantly decrease and the difference maps become more similar after a training 225 size of 16. 
Experiments and Results
Experimental setup
In this section, we describe experiments to evaluate the performance of the we show how the aging and gender effects are preserved after harmonization in a large number of test subjects. In Section 3.2.3, we demonstrate that the proposed harmonization procedure preserves fiber orientation by comparing fiber bundle tracing results before and after harmonization. on the training data. In (a, c, e), respectively, we depict the results for FA, MD 270 and GFA with PNC as the reference site and BWH as the target site. In (b, d, f), the experiment is repeated with BWH as the reference site and PNC as the target site. We also observe that the site differences are not uniform but vary in a highly nonlinear fashion across the brain and for all measures. We note that the site differences appear to be more for MD as compared to FA and GFA, 275 which was also reported in (Vollmar et al., 2010) .
Results
To statistically analyze each diffusion measure before and after harmonization, the parametric paired t-test was applied to all major bundles between two sites: (i) reference site and target site (before harmonization); (ii) reference site and harmonized site (after harmonization). See Table 4 for the statistics of 
Effect size comparison in test subjects
Once a mapping between the sites is estimated from the 20 training subjects (per site), it is applied to the rest of the data set from the target site (i.e., with age has been well-documented in the literature (Lebel et al., 2008) , along with the differential trajectory of this maturation between males and females 295 (Gur et al., 1999) . We use this as a test-bed to demonstrate that the effect sizes between groups before and after harmonization is maintained. Specifically, we calculate the effect sizes between groups categorized by age and sex as described in Table 3 .
In our first experiment, we calculate the group differences between males 300 and females in FA for each of the three age groups (i.e., matched for age). Our goal is to test if the effect sizes observed in the original test data are preserved after harmonization to a target site. In our second experiment, we calculate the effect sizes due to age before and after harmonization. For both of the experiments, we set: (1) BWH as the reference site and PNC as the target site 305 (see Figure Appendix A.1(a) to see the maturation curves in PNC data); (2) PNC as the reference site and BWH as the target site (see Figure Appendix A.2(a) to see the maturation curves in BWH data).
3.2.2.1. Sex differences (effect sizes) before and after harmonization. We compute the effect sizes using Cohen's d between females and males matched for 310 age for each of the three age groups from Table 3 where n is the number of subjects and S mi , S f i are the standard deviations for the male and female groups respectively.
315
BWH reference site: In Figure 7 (a), we show plots for white matter bundles before and after harmonization. Here BWH is the reference site and PNC is the target site. As can be seen, the effect sizes between the sexes before and after harmonization are almost the same for all age groups, that is, if the effect sizes are small before harmonization, they stay small after harmonization 320 as well. Similar observations can be made for medium and large effect sizes. We however note that, in general, the effect sizes after harmonization are slightly lower than the original, potentially because of some smoothing effects that occur due to interpolation. Nevertheless, these differences are minor and do not change the outcome of statistical analysis.
In Table B .1, we provide quantitative values for the effect sizes between groups for BWH as the reference site and PNC as the target site for each major bundle before and after harmonization. We also report the absolute differences (∆) between the effect sizes before and after harmonization. Also reported are results when the effect sizes are grouped into small (d∼0.2), medium (d∼0.5), 330 large (d∼0.8), very large (d∼1.1) and extremely large (d∼1.4) effect sizes. We report the average absolute differences in the effect sizes in each group (Table 6- cyan rows). As can be seen, the effect sizes are preserved after harmonization (i.e., absolute differences in effect sizes before and after harmonization are always close to the original with the average difference being 0.0132).
335
PNC reference site: We also perform a similar analysis for PNC as the reference site and BWH as the target site. At the BWH site, the number of female subjects is very small. Despite this small sample size, the harmonization algorithm preserves the maturation trends very accurately (i.e., trends are very similar to that before harmonization), demonstrating the robustness of the pro-340 posed method. However, as seen in Figure 7 (b), (and Figure Appendix A. 2), small sample sizes can provide misleading (and potentially inaccurate) results as has been shown by several works in the literature. Here, we show these results only to demonstrate that the inter-subject biological variability is preserved by our harmonization algorithm despite the small sample size (test samples) used. 345 We note that no other inferences about sexual dimorphisms can be made from these results from the BWH site.
In Table B .2, we provide quantitative values for the effect sizes for BWH samples before and after harmonization, and their absolute differences for each major bundle. Due to smaller data size of the females and a totally different 350 age range of females and males in each group, unlike the previous experiment, we also observe medium, large, very large and extremely large effect sizes prior to harmonization which are preserved after harmonization (∆ is always < 0.2).
Grouping the fiber bundles based on their effect sizes, we once again observe is natural to observe mostly large and positive effect sizes due to aging. Besides, the effect sizes are highly sensitive to gender (see Figure 8 ). As can be seen, Table 3 for the age distribution of the groups) are shown for each gender separately (before harmonization (purple) and after harmonization (gray)).
the effect sizes stay almost the same after harmonization in all experiments. In Table B .3, we report the effect sizes of the first and the third age group before and after harmonization and their absolute differences ∆ for males and females 370 separately. Group differences as measured by effect sizes, which are significantly different before harmonization for all bundles, still stay significantly different after harmonization (∆ is always < 0.2). Additionally, the grouped effect size results stay similar after harmonization (Table 7 -cyan rows).
In this regard, we would also like to point the results of age-dependent 375 maturation curves in the PNC data set. As can be seen in Figure Appendix A. 1, the maturation curves are accurately preserved by the harmonization algorithm.
When PNC data is the target site (i.e., PNC data is updated for harmonization), we see a robust trend in maturation of different white matter bundles consistent with those reported in the literature (Paus et al., 2001; Paus, 2010) .
380
PNC reference site: We also perform a similar analysis for PNC as the reference site and BWH as the target site (i.e., BWH data was harmonized and analyzed before and after harmonization). Due to small sample size and differences in age-ranges, the maturation curves and the effect sizes do not match with those from the much larger PNC data set. However, to clarify once more,
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our aim is only to validate the harmonization performance regardless of the underlying trends in the data. As can be seen, the harmonization procedure preserves the trends as well as the effect sizes. In Table B .4, we report the effect sizes and ∆ for the BWH site before and after harmonization for males and females respectively. The effect sizes are preserved after harmonization for 390 all white matter bundles (see also Figure 9 ) and for each group (Table 7 -gray rows).
Tractography analysis
In order to ensure that our harmonization method (which involves modifying the dMRI signal) does not in any way to change the fiber orientations, we performed whole brain tractography using a multi-tensor unscented Kalman filter (UKF) method (Malcolm et al., 2010; Reddy and Rathi, 2016) . The same parameters were used to generate whole brain tracts from the original and harmonized dMRI data. Next, the White Matter Query Language was utilized (WMQL) (Wassermann et al., 2016) to extract specific anatomical white matter bundles from the whole brain tracts. Table 3 for the age distribution of the groups) are shown for each gender separately (before harmonization (orange) and after harmonization (gray)).
was used to quantify the overlap between the tracts (Rathi et al., 2013) :
where P (.) represents the ground truth spatial probability distribution of the fiber bundle, P h (.) is the spatial probability distribution of the tracts from the 395 harmonized data and (x, y, z) ∈ R 3 are the fiber coordinates. B is 1 for a perfect match between two fiber bundles and 0 for no overlap at all. We observed very high overlap greater than 0.93 for all fiber bundles indicating that fiber orientation is well preserved by the harmonization algorithm.
Discussion and Conclusion
400
We believe that accurate harmonization of dMRI data is of utmost importance to allow for a large-scale data-driven way to understand brain disorders.
In this paper, we presented a harmonization method to retrospectively remove scanner-specific differences from the raw dMRI signal across various sites, even if acquired with different acquisition parameters. The harmonization procedure 405 requires a well-matched set of controls across sites to learn the mapping between sites.
Acquisition parameters, magnetic field inhomogeneities, coil sensitivity, and other scanner related effects can cause non-linear changes in the signal in different tissue types. To remove these site effects, we first mapped the b-values 410 from each site to a canonical b-value of 1000s/mm 2 and resampled the data to 1.5 3 mm 3 (Section 2.3.1). Later, we utilized RISH features that are able to capture different frequency components of the diffusion signal to learn the inter-site differences (Section 2.3.2). In Figure 3 , we showed that the scanner related differences are substantially different for sub-cortical gray, versus the neighboring 415 white matter region or the distant cortical gray matter regions. Further, these differences can be captured selectively by the different frequency bands of the SH basis (i.e., in different RISH features).
We note that, the methodology proposed here harmonizes the raw dMRI signal in a model-independent manner. Further, dMRI data harmonization 420 has to be done only once. Thus, any subsequent analysis will necessarily be consistent, unlike methods that work with model-specific measures such as FA, which are obtained at the last stage of the processing pipeline. Note that, it is not clear how non-linear scanner effects affect the downstream processing and model fitting of dMRI data. Consequently, we recommend that dMRI data be 425 harmonized at the earliest possible processing stage.
Using several experiments, in this paper, we evaluated our method's performance on two independent sites: PNC with 800 healthy controls and BWH with 70 healthy controls. Our results lead us to conclude the following: (i) At-least 16 to 18 well matched healthy controls from each site were required to learn a 430 robust mapping that can capture only site-related differences. (ii) Irrespective of the effect size (small, medium or large), the proposed harmonization procedure preserved the effect sizes after harmonization. (iii) The harmonization procedure also ensured that the fiber orientation directions were left unchanged.
In this paper, we investigated a method to harmonize dMRI data retrospec-435 tively when traveling subjects are not available. Scanner-specific effects from multiple sites can be best captured by acquiring data in quick succession from a set of traveling human subjects. In this case, the scanner specific differences can be obtained from these traveling subjects and subsequently used for data harmonization, and the learned difference mapping could be applied to the un-440 seen subjects in multi-site studies. Evaluating our algorithm on multi-site data from traveling human subjects will form part of our future study.
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