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Abstract. In this paper we study the minimality of input-state-output
(ISO) representations of basic two-dimensional (2D) convolutional codes.
For that we consider the Fornasini-Marchesini ISO representations of
such codes. We define the novel property of strongly modally reachable
representations and we show that such representations are minimal rep-
resentations of a basic 2D convolutional code. Moreover, we prove that
the dimension of such minimal representations equals the complexity of
the code.
1 Introduction
Two-dimensional (2D) convolutional codes are a natural generalization of one-
dimensional (1D) convolutional codes. These codes are naturally suitable to deal
with data recorded in two dimensions, like pictures, video, data storage, etc. [9,
16, 19]. 2D/nD convolutional codes were introduced in [7, 8, 17, 18]. In [1, 3] the
authors introduce the “locally invertible encoders” and the “Two-Dimensional
Tail-Biting Convolutional Codes” with the objective of obtaining constructions
of 2D convolutional codes with particular decoding properties. Decoding of 2D
convolutional codes over the erasure channel was investigated in [4]. In [12]
the authors define input-state-output (ISO) representations of 2D convolutional
codes, in which the codewords of a code are generated by a 2D linear system.
One of the most important problems studied in the theory of convolutional
codes is the minimality of representations of these codes, i.e., the determination
of ISO representations with minimal dimension among all ISO representations
of the code. Minimality of an ISO representation leads to more eﬃcient practical
implementations in terms of the memory space required. This problem is com-
pletely solved when we consider 1D convolutional codes [14, 15]. However, this
seems to be very hard in the 2D case. We address this problem by considering the
Fornasini-Marchesini state-space model, originally studied in the theory of 2D
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linear systems [6]. Unlike the 1D case, it does not exist necessary and suﬃcient
conditions for the minimality of a realization of a 2D polynomial matrix (i.e., a
polynomial matrix in two indeterminates), which makes very hard to solve the
general problem of minimality of ISO representations of 2D convolutional codes.
In this paper we consider basic 2D convolutional codes, i.e., 2D convolutional
codes which are image of a zero left prime 2D polynomial matrix. We introduce
the concept of strongly modally 2D linear system and we show that if a 2D basic
convolutional code admits a strongly modally reachable ISO representation then
this representation is minimal. Moreover, we prove that the dimension of this
minimal ISO representation is equal to the complexity of the code.
2 Convolutional Codes
In this section we will introduce 1D and 2D convolutional codes and a repre-
sentation of these codes by means of a linear system. We start by giving some
preliminaries on polynomial matrices in one indeterminate and in two indeter-
minates that will be important for the definition of these codes.
2.1 Polynomial matrices
Let F be a field and let F denote the algebraic closure of F. Denote by F[z]
the ring of polynomials in one indeterminate with coeﬃcients in F, by F(z) the
field of fractions of F[z] and by F[[z]] the ring of formal powers series in one
indeterminate with coeﬃcients in F.
Definition 1 (chapter 6, [10]). A matrix U(z) 2 F[z]nk, with n  k is,
(a) unimodular (i.e., it admits a polynomial inverse) if n = k and det(U(z)) 2
Fnf0g;
(b) right prime (rP ) if for every factorization
U(z) = U(z)T (z);
with U(z) 2 F[z]nk and T (z) 2 F[z]nn, T (z) is unimodular.
A matrix is left prime (`P ) if its transpose is rP .
The following lemma gives characterizations of right primeness that will be
needed later.
Lemma 1 (chapter 6, [10]). Let U(z) 2 F[z]nk, with n  k. Then the fol-
lowing are equivalent:
(a) U(z) is rP ;
(b) there exists P (z) 2 F[z]n(n k) such that U(z) P (z) is unimodular;
(c) U(z) admits a polynomial left inverse;
(d) the k  k minors of U(z) have no common factor;
(e) for all v^(z) 2 F(z)n, v^(z)TU(z) 2 F[z]n implies that v^(z) 2 F[z]n;
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(f) U() is full column rank, for all  2 F.
Let us consider now polynomial matrices in two indeterminates. Denote by
F[z1; z2] the ring of polynomials in two indeterminates with coeﬃcients in F, by
F(z1; z2) the field of fractions of F[z1; z2] and by F[[z1; z2]] the ring of formal
powers series in two indeterminates with coeﬃcients in F.
Definition 2 ([7]). A matrix G(z1; z2) 2 F[z1; z2]nk, with n  k is,
(a) unimodular (i.e., it admits a polynomial inverse) if n = k and det(G(z1; z2)) 2
Fnf0g;
(b) right factor prime (rFP ) if for every factorization
G(z1; z2) = G(z1; z2)T (z1; z2);
with G(z1; z2) 2 F[z1; z2]nk and T (z1; z2) 2 F[z1; z2]kk, T (z1; z2) is uni-
modular;
(c) right zero prime (rZP ) if the ideal generated by the kk minors of G(z1; z2)
is F[z1; z2].
A matrix is left factor prime (`FP ) / left zero prime (`ZP ) if its trans-
pose is rFP / rZP , respectively. When we consider polynomial matrices in one
indeterminate, the notions (b) and (c) of the above definition are equivalent.
However this is not the case for polynomial matrices in two indeterminates. In
fact, zero primeness implies factor primeness, but the contrary does not happen.
The following lemmas give characterizations of right factor primeness and right
zero primeness that will be needed later (see [11, 13]).
Lemma 2. Let G(z1; z2) 2 F[z1; z2]nk, with n  k. Then the following are
equivalent:
(a) G(z1; z2) is right factor prime;
(b) for all u^(z1; z2) 2 F(z1; z2)k, G(z1; z2)u^(z1; z2) 2 F[z1; z2]n implies that
u^(z1; z2) 2 F[z1; z2]k;
(c) the k  k minors of G(z1; z2) have no common factor.
Lemma 3. Let G(z1; z2) 2 F[z1; z2]nk, with n  k. Then the following are
equivalent:
(a) G(z1; z2) is right zero prime;
(b) G(z1; z2) admits a polynomial left inverse;
(c) G(1; 2) is full column rank, for all 1; 2 2 F.
It is well known (see [7]) that given a full column rank polynomial matrix
G(z1; z2) 2 F[z1; z2]nk, there exists a square polynomial matrix V (z1; z2) 2
F[z1; z2]kk and a rFP matrix G(z1; z2) 2 F[z1; z2]nk such that
G(z1; z2) = G(z1; z2)V (z1; z2):
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The following lemma will be needed in the sequel. LetH(z1; z2) 2 F[z1; z2](n k)n,
G(z1; z2) 2 F[z1; z2]nk, n > k, ci the ith column of H(z1; z2) and rj the jth
row of G(z1; z2). We say that the full size minor of H(z1; z2) constituted by the
columns ci1 ; : : : ; cin k and the full size minor of G(z1; z2) constituted by the rows
rj1 ; : : : ; rjk are corresponding maximal order minors of H(z1; z2) and G(z1; z2), if
fi1; :::; in kg [ fj1; :::; jkg = f1; : : : ; ng
and fi1; :::; in kg \ fj1; :::; jkg = ;.
Lemma 4 (Proposition A.4., [7]). Let H(z1; z2) 2 F[z1; z2](n k)n and G(z1; z2) 2
F[z1; z2]nk be a `FP and a rFP matrices, respectively, such that H(z1; z2)G(z1; z2) =
0. Then the corresponding maximal order minors of H(z1; z2) and G(z1; z2) are
equal, modulo a unit of the ring F[z1; z2].
2.2 1D convolutional codes
A 1D (finite support) convolutional code C of rate k=n is a (free) F[z]-submodule
of F[z]n, where k is the rank of C. A full column rank matrix G(z) 2 F[z]nk
such that
C = ImF[z]G(z)
=

v^(z) 2 F[z]n j v^(z) = G(z)u^(z); with u^(z) 2 F[z]k	 ;
is called an encoder of C. The elements of C are called codewords. Two full
column rank matrices G(z); G(z) 2 F[z]nk are equivalent encoders, i.e. they
generate the same 1D convolutional code, if and only if G(z)U(z) = G(z) for
some unimodular matrix U(z) 2 F[z]kk. We denote the complexity (or degree)
 of a 1D convolutional code C as the maximum of the degree of the kk minors
of any encoder of C and we say that C is an (n; k; ) 1D convolutional code.
Note that the fact that two equivalent encoders diﬀer by unimodular matrices
also implies that the primeness properties of the encoders of a code are preserved,
i.e., if C admits a rP encoder then all its encoders are rP . A 1D convolutional
code C that admits a rP encoder is called basic (or noncatastrophic) [14, 15].
Another way of obtaining the codewords of a 1D convolutional code is by
means of a 1D linear system. A 1D linear system, denoted by =(A;B;C;D),
is given by the updating equations
x(t+ 1) = Ax(t) +Bu(t)
y(t) = Cx(t) +Du(t);
(1)
where A 2 Fss, B 2 Fsk, C 2 F(n k)s, D 2 F(n k)k, s; n; k 2 N, n > k and
with x(0) = 0. We say that  has dimension s. The vectors x(t), u(t) and y(t)
represent the local state, input and output at instant t, respectively.
The input, state and output 1D sequences (trajectories), fu(t)gt2N, fx(t)gt2N,
fy(t)gt2N, respectively, can be represented as formal power series:
u^(z) =
X
t2N
u(t)zt 2 F[[z]]k;
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x^(z) =
X
t2N
x(t)zt 2 F[[z]];
y^(z) =
X
t2N
y(t)zt 2 F[[z]]n k:
In the sequel we shall use the sequence and the corresponding series interchange-
ably.
Since the codewords of a 1D convolutional code have finite support, we will
only consider the finite support input-output trajectories (u^(z); y^(z)) of (1).
Moreover, we will restrict to the finite support input-output trajectories with
corresponding state trajectory x^(z) also with finite support, otherwise the system
would remain indefinitely excited. The finite support input-output trajectories
(u^(z); y^(z)) with corresponding state x^(z) also having finite support are called
finite-weight input-output trajectories. The set of all these trajectories form a 1D
convolutional code, as it is stated in the following theorem (see [15]).
Theorem 1. The set of finite-weight input-output trajectories of (1) is a 1D
convolutional code of rate k=n.
We denote by C(A;B;C;D) the 1D convolutional code whose codewords
are the finite-weight input-output trajectories of the 1D linear system  =
(A;B;C;D). Moreover,  is called an input-state-output (ISO) representation
of C(A;B;C;D). All the 1D convolutional codes admit (many) ISO representa-
tions. Next we will consider some properties of an ISO representation of a 1D
convolutional code C and see how these properties are reflected on C.
Definition 3 (chapter 6, [10]). Let  = (A;B;C;D) be a 1D linear system
with dimension s.
(a)  is reachable if the reachability matrix
R = B AB A2B    An 1B
is full row rank, or equivalently, if the matrix

Is  Az Bz

is `P .
(b)  is observable if the observability matrix
O =
26664
C
CA
...
CAn 1
37775
is full column rank, or equivalently, if the matrix
"
Is  Az
C
#
is rP .
Theorem 2 (Lemma 2.1.1., [14]). Let  be a reachable ISO representation
of a 1D convolutional code C. Then C is basic (or noncatastrophic) if and only
if  is observable.
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An ISO representation of a 1D convolutional code is said to be minimal if it
has minimal dimension among all the ISO representations of the code. Minimal-
ity is an important property in the sense that minimal ISO representations are
more eﬃcient because they require less memory space in their implementation.
Moreover, such representations have also strong structural properties which can
be useful in the construction of good codes or in the implementation of decoding
algorithms.
Next theorem gives a characterization of the minimal ISO representations of
a 1D convolutional code and shows how these minimal ISO representations are
related.
Lemma 5 (Theorem 3.4., [14]). Let  be an ISO representation of an (n; k; )
1D convolutional code C. Then  is an minimal ISO representation of C if and
only if  is reachable.
Moreover, a minimal ISO representation  = (A;B;C;D) of C has dimen-
sion  and any other minimal ISO representation of C is of the form ~ = 
SAS 1; SB;CS 1; D

, where S is a    invertible constant matrix.
Note that if  is a minimal ISO representation of C then the complexity of
C is equal to the dimension of .
We can obtain a minimal ISO representation of an (n; k; ) 1D convolutional
code C from any ISO representation  = (A;B;C;D) of C, with dimension s  .
For that we consider a s s invertible constant matrix S such that
SAS 1 =

A11 A12
0 A22

; SB =

B1
0

; CS 1 =

C1 C2

where A11 2 F, B1 2 Fk and C1 2 F(n k) and

I  A11z B1

is `P .
Such representation is in the Kalman reachability canonical form (see [10]). Then
1 = (A11; B1; C1; D) is a minimal ISO representation of C (see [15]).
2.3 2D Convolutional Codes
A 2D (finite support) convolutional code C of rate k=n is a free F[z1; z2]-submodule
of F[z1; z2]n, where k is the rank of C. A full column rank matrix G(z1; z2) 2
F[z1; z2]nk whose columns constitute a basis for C, i.e., such that
C = ImF[z1;z2]G(z1; z2)
=

v^(z1; z2) 2 F[z1; z2]n j v^(z1; z2) = G(z1; z2)u^(z1; z2); with u^(z1; z2) 2 F[z1; z2]k
	
;
is called an encoder of C. The elements of C are called codewords. Two full column
rank matrices G(z1; z2); G(z1; z2) 2 F[z1; z2]nk are equivalent encoders if they
generate the same 2D convolutional code, i.e., if
ImF[z1;z2]G(z1; z2) = ImF[z1;z2]
G(z1; z2);
which happens if and only if there exists a unimodular matrix U(z1; z2) 2
F[z1; z2]kk such that G(z1; z2)U(z1; z2) = G(z1; z2) (see [17]).
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Note that the fact that two equivalent encoders diﬀer by unimodular matrices
also implies that the primeness properties of the encoders of a code are preserved,
i.e., if C admits a rFP (rZP ) encoder then all its encoders are rFP (rZP ). A
2D convolutional code C that admits rFP encoders is called noncatastrophic and
it is named basic if all its encoders are rZP . Finally, we denote the complexity 
of a 2D convolutional code C as the maximum of the degree of the k k minors
of any encoder of C
2D convolutional codes can also be represented by a linear system. Unlike the
1D case, there are several state space models of a 2D linear system. In this paper
we consider the Fornasini-Marchesini state-space models (see [6]). In this model
a first quarter plane 2D linear system, denoted by =(A1; A2; B1; B2; C;D), is
given by the updating equations
x(i+1; j+ 1) = A1x(i; j+1) +A2x(i+1; j) +B1u(i; j+1) +B2u(i+1; j)
y(i; j) = Cx(i; j) +Du(i; j);
(2)
where A1; A2 2 Fss, B1; B2 2 Fsk, C 2 F(n k)s, D 2 F(n k)k, s; n; k 2 N,
n > k and with past finite support of the input and of the state (i.e., u(i; j) = 0
and x(i; j) = 0, where 0 denotes the zero vector of appropriate lenght,t for
i < 0 or j < 0) and zero initial conditions (i.e., x(0; 0) = 0). We say that 
has dimension s. The vectors x(i; j), u(i; j) and y(i; j) represent the local state,
input and output at (i; j), respectively.
We will also represent the input, state and output 2D trajectories, fu(i; j)g(i;j)2N2 ,
fx(i; j)g(i;j)2N2 , fy(i; j)g(i;j)2N2 as formal power series,
u^(z1; z2)=
X
(i;j)2N2
u(i; j)zi1z
j
2 2 F[[z1; z2]]k;
x^(z1; z2)=
X
(i;j)2N2
x(i; j)zi1z
j
2 2 F[[z1; z2]];
y^(z1; z2)=
X
(i;j)2N2
y(i; j)zi1z
j
2 2 F[[z1; z2]]n k:
For the same reasons stated for 1D convolutional codes we will restrict our-
selves to finite support input-output trajectories (u^(z1; z2); y^(z1; z2)) with cor-
responding state x^(z1; z2) also having finite support, i.e., to the finite-weight
input-output trajectories. Next theorem states that the set of these trajectories
also constitute a 2D convolutional code.
Theorem 3 (Theorem 1, [12]). The set of finite-weight input-output trajec-
tories of (2) is a 2D convolutional code of rate k=n.
Proof. Let us denote by S and Sio the set of finite-weight trajectories and the
set of finite-weight input-output trajectories of (2), respectively. Then
S = kerF[[z1;z2]]X(z1; z2) \ F[z1; z2]n+ = kerF(z1;z2)X(z1; z2) \ F[z1; z2]n+;
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where
X(z1; z2) =
"
Is  A1z1  A2z2  B1z1  B2z2 0
 C  D In k
#
:
Since kerF(z1;z2)X(z1; z2) has dimension k, there exists an rFP matrix such that
kerF(z1;z2)X(z1; z2) = ImF(z1;z2)
~L(z1; z2);
and as ~L(z1; z2) is rFP , we use Lemma 2 to conclude that S = ImF[z1;z2] ~L(z1; z2).
Representing
~L(z1; z2) =

~L1(z1; z2)
~L2(z1; z2)

;
with ~L1(z1; z2) 2 F[z1; z2]k and ~L2(z1; z2) 2 F[z1; z2]nk, it follows that Sio =
ImF[z1;z2]
~L2(z1; z2). Let F (z1; z2) 2 F[z1; z2](+n k)(+n k) be a nonsingular
square matrix such that
X(z1; z2) = F (z1; z2)

M1(z1; z2) M2(z1; z2) M3(z1; z2)

;
whereM1(z1; z2) 2 F[z1; z2](+n k),M2(z1; z2) 2 F[z1; z2](+n k)k,M3(z1; z2) 2
F[z1; z2](+n k)(n k) are such that

M1(z1; z2) M2(z1; z2) M3(z1; z2)

is `FP .
Then 
M1(z1; z2) M2(z1; z2) M3(z1; z2)
 ~L1(z1; z2)
~L2(z1; z2)

= 0:
Since det

I  A1z1  A2z2 0
 C In k

is nonzero, it immediately follow that the we
have that det

M1(z1; z2) M3(z1; z2)
 6= 0 and, by Lemma 4, the corresponding
maximal order minor of ~L2(z1; z2) is also nonzero, which implies that ~L2(z1; z2)
is full column rank, and therefore Sio is a 2D finite support convolutional code
with rate k=n.
We denote by C(A1; A2; B1; B2; C;D) the 2D convolutional code whose code-
words are the finite-weight input-output trajectories of the 2D linear system
 = (A1; A2; B1; B2; C;D). Moreover,  is called an input-state-output (ISO)
representation of C(A1; A2; B1; B2; C;D) (see [12]).
A 2D convolutional code admits many ISO representations and as happens
in the 1D case, properties of the ISO representations reflect on the properties
of the code. 2D linear systems as in (2) admit two types of reachability and
observability notions stated in the following definition (see [6]).
Definition 4. Let  = (A1; A2; B1; B2; C;D) be a 2D linear system with di-
mension s.
(a)  is locally reachable if the reachability matrix
R = [R1 R2 R3    ] is full row rank;
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where Rk represents the block matrix including all columns defined by 
A1
i 1

j A2

B1 +
 
A1
i

j 1 A2

B2
with i+ j = k, for i; j  0 and
A1
r

t A2 = 0; when either r or t is negative;
A1
r

0 A2 = A
r
1; A1
0

t A2 = A
t
2; for r; t  0;
A1
r

t A2 = A1
 
A1
r 1

t A2

+A2
 
A1
r

t 1 A2

; for r; t  1:
(b)  is modally reachable if the matrix
Is  A1z1  A2z2 B1z1 +B2z2

is `FP .
(c)  is modally observable if the matrix"
Is  A1z1  A2z2
C
#
is rFP .
We will not consider the notion of local observability in this paper. For 1D
linear systems, the notions (a) and (b) (and the corresponding observability
notions) presented in the above definitions are equivalent. Such equivalence is
stated in the Definition 3 (see [10]). However, this does not happen in the 2D
case. There are systems which are locally reachable (observable) but not modally
reachable (observable) and vice-versa (see [6]).
Given an input trajectory u^(z1; z2) with corresponding state x^(z1; z2) and
output y^(z1; z2) trajectories obtained from (2), the matrix
r^(z1; z2) =
2664
x^(z1; z2)
u^(z1; z2)
y^(z1; z2)
3775
is called an input-state-output trajectory of  = (A1; A2; B1; B2; C;D). The set
of input-state-output trajectories of  is given by
kerF[[z1;z2]]X(z1; z2) =

r^(z1; z2) 2 F[[z1; z2]]s+n j X(z1; z2)r^(z1; z2) = 0
	
(3)
where
X(z1; z2) =
"
Is  A1z1  A2z2  B1z1  B2z2 0
 C  D In k
#
2 F(s+n k)(s+n): (4)
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Moreover, there exist polynomial matrices L(z1; z2) 2 F[z1; z2]sk andG(z1; z2) 2
F[z1; z2]nk such that
X(z1; z2)

L(z1; z2)
G(z1; z2)

= 0
where

L(z1; z2)
G(z1; z2)

is rFP and G(z1; z2) is an encoder of C(A1; A2; B1; B2; C;D)
(see [12]).
The next result gives us a necessary and suﬃcient condition for modal reach-
ability in terms of the matrix X(z1; z2).
Lemma 6 ( Lemma III.4, [5]). Let  = (A1; A2; B1; B2; C;D) be a 2D linear
system and X(z1; z2) the corresponding matrix defined in (4). Then  is modally
reachable if and only if the matrix X(z1; z2) is `FP .
If S is an invertible constant matrix, it is said that the 2D linear systems
 = (A1; A2; B1; B2; C;D)
and
~ =
 
SA1S
 1; SA2S 1; SB1; SB2; CS 1; D

are algebraically equivalent (see [6]). Such systems represent the same code, as
stated in the following lemma.
Lemma 7 (Proposition 4, [12]). Let  = (A1; A2; B1; B2; C;D) be a 2D
linear system with dimension s and S a s s invertible constant matrix. Then
C(A1; A2; B1; B2; C;D) =
= C  SA1S 1; SA2S 1; SB1; SB2; CS 1; D :
An ISO representation of a 2D convolutional code is said to be minimal if
it has minimal dimension among all the ISO representations of the code. Also
in [6], Fornasini and Marchesini generalized the Kalman reachability canonical
form for 2D linear systems, considered in the next definition, and showed that
every 2D linear system is algebraically equivalent to a system in the Kalman
reachability form.
Definition 5 ([6]). A 2D linear system  = (A1; A2; B1; B2; C;D), with di-
mension s, k inputs and n   k outputs is in the Kalman reachability canonical
form if
A1 =

A
(1)
11 A
(1)
12
0 A
(1)
22

; A2 =

A
(2)
11 A
(2)
12
0 A
(2)
22

; B1 =

B
(1)
1
0

; B2 =

B
(2)
1
0

; C = [C1 C2]
where A(1)11 ; A
(2)
11 2 F, B(1)1 ; B(2)1 2 Fk, C1 2 F(n k), with s   and the
remaining matrices of suitable dimensions, and 1 =

A
(1)
11 ; A
(2)
11 ; B
(1)
1 ; B
(2)
1 ; C1; D

is a locally reachable system, which is the largest locally reachable subsystem of
.
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Proposition 1 (Proposition 4, [12]). Let  = (A1; A2; B1; B2; C;D) be a
ISO representation of a 2D convolutional code C. Let S be an invertible constant
matrix such that
~ =
 
SA1S
 1; SA2S 1; SB1; SB2; CS 1; D

is in the Kalman reachability canonical form and let
~1 =

~A
(1)
11 ;
~A
(2)
11 ;
~B
(1)
1 ;
~B
(2)
1 ;
~C1; D

be the largest locally reachable subsystem of ~. Then C = C

~A
(1)
11 ;
~A
(2)
11 ;
~B
(1)
1 ;
~B
(2)
1 ;
~C1; D

.
The next result follows immediately.
Corollary 1. Minimal ISO representations of a 2D convolutional code must be
locally reachable.
However, it does not exist a suﬃcient condition for minimality of ISO rep-
resentations of a 2D convolutional code. In fact, minimality of these ISO rep-
resentations is a hard problem investigated by many authors which has been
open for many decades. In the next section we will investigate minimality of ISO
representations of basic 2D convolutional codes and we will obtain a suﬃcient
condition for an ISO representation to be minimal.
3 On Minimality of ISO Representations of Basic 2D
Convolutional Codes
In this section we only consider basic 2D convolutional codes.
Let  = (A1; A2; B1; B2; C;D) be a modally reachable ISO representation of
a basic 2D convolutional code C and let G(z1; z2) be an encoder of C. Then
X(z1; z2)

L(z1; z2)
G(z1; z2)

= 0
where X(z1; z2) is defined in (4) and L(z1; z2) is a suitable polynomial matrix.
Since G(z1; z2) is rZP , so it is

L(z1; z2)
G(z1; z2)

and, by Definition 2 and Lemma 4,
X(z1; z2) must be `ZP .
Next lemma relates the property of left zero primeness of the matrixX(z1; z2)
of a 2D linear system  with a special type of modal reachability of .
Lemma 8. Let A1; A2 2 Fss, B1; B2 2 Fsk, C 2 F(n k)s, D 2 F(n k)k,
s; n; k 2 N, n > k. Then
Is  A1z1  A2z2 B1z1 +B2z2

is `ZP if and only if the corresponding matrix X(z1; z2) defined in (4) is `ZP .
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Proof. Suppose that the matrix

Is  A1z1  A2z2 B1z1 +B2z2

is `ZP ; then
there exist U1(z1; z2) 2 F[z1; z2]ss and U2(z1; z2) 2 F[z1; z2]ks such that
Is  A1z1  A2z2 B1z1 +B2z2
 U1(z1; z2)
U2(z1; z2)

= Is
So
"
Is  A1z1  A2z2  B1z1  B2z2 0
 C  D In k
#2664
U1(z1; z2) 0
 U2(z1; z2) 0
CU1(z1; z2) DU2(z1; z2) In k
3775 = Is+n k
and therefore X(z1; z2) is `ZP . The other implication follows trivially.
This means that ISO representations  = (A1; A2; B1; B2; C;D) with di-
mension s of 2D basic convolutional codes which are modally reachable are such
that

Is  A1z1  A2z2 B1z1 +B2z2

is `ZP . This property will very important
throughout the paper. So we propose the next definition.
Definition 6. Let  = (A1; A2; B1; B2; C;D) be a 2D linear system with dimen-
sion s.  is said to be strongly modally reachable if

Is  A1z1  A2z2 B1z1 +B2z2

is `ZP .
It is obvious that strongly modally reachable systems are also modally reachable,
but the converse is not true.
Next we will consider the projections of a 2D convolutional code C onto
the two semi-axis f`eij ` 2 Ng, for i = 1; 2, with e1 = (1; 0) and e2 = (0; 1),
respectively:
C1 = projz1 C = fv^(z1; 0) : v^(z1; z2) 2 Cg
and
C2 = projz2 C = fv^(0; z2) : v^(z1; z2) 2 Cg :
C1 and C2 are 1D convolutional codes (see [15]). Moreover, ifG(z1; z2) 2 F[z1; z2]nk
is an encoder of C then
C1 = ImF[z1]G(z1; 0) and C2 = ImF[z2]G(0; z2)
Note that G(z1; 0) or G(0; z2) may not have full column rank and therefore
they may not be encoders of C1 and C2, respectively. Furthermore, the noncatas-
trophicity of C does not imply the noncatastrophicity of C1 and C2 (see [12]).
However, if C is basic then C1 and C2 are basic. In fact, if G(z1; z2) is rZP then
there exists Y (z1; z2) 2 F[z1; z2]kn such that
Y (z1; z2)G(z1; z2) = Ik ) Y (z1; 0)G(z1; 0) = Ik
i.e., G(z1; 0) is rP and then C1 is basic and G(z1; 0) is its encoder. Analogously,
we prove that C2 is basic and G(0; z2) is its encoder. Moreover, if C has rate k=n,
C1 and C2 also have rate k=n.
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Furthermore, let  = (A1; A2; B1; B2; C;D) be an ISO representation of a 2D
convolutional code C and consider the restriction of a trajectory of fx(i; j); u(i; j); y(i; j)g(i;j)2N2
of  to the semi-axis f`e1j ` 2 Ng, i.e., fx(i; 0); u(i; 0); y(i; 0)gi2N. By the zero
initial condition and the past finite support property of the input and state, we
have that
x(i+ 1; 0) = A1x(i; 0) +B1u(i; 0)
y(i; 0) = Cx(i; 0) +Du(i; 0)
with x(0; 0) = 0. This means that the 1D linear system 1 = (A1; B1; C;D)
generates the restrictions to the semi-axes f`e1j ` 2 Ng, of all trajectories of ,
i.e., 1 is an ISO representation of C1, and analogously, 2 = (A2; B2; C;D) is
an ISO representation of C2.
Theorem 4. Let  = (A1; A2; B1; B2; C;D) be a strongly modally reachable
ISO representation of a 2D convolutional code with dimension s. Then  is a
minimal ISO representation.
Proof. By the previous lemma, X(z1; z2) is `ZP and therefore X(z1; 0) and
X(0; z2) are `P . In fact, if X(z1; z2) is `ZP then there exists eX(z1; z2) 2
F[z1; z2](s+n)(s+n k) such that X(z1; z2) eX(z1; z2) = Is+n k which implies that
X(z1; 0) eX(z1; 0) = Is+n k and X(0; z2) eX(0; z2) = Is+n k
which means that
X(z1; 0) =
"
Is  A1z1  B1z1 0
 C  D In k
#
and X(0; z2) =
"
Is  A2z2  B2z2 0
 C  D In k
#
are `P .
Then

Is  A1z B1z

and

Is  A2z B2z

are `P and therefore, by Defi-
nition 3, 1 = (A1; B1; C;D) and 2 = (A2; B2; C;D) are reachable. Thus, by
Lemma 5, i is a minimal ISO representation of Ci = C(Ai; Bi; C;D), for i = 1; 2.
Now suppose that  is not a minimal ISO representation of C. Then there
exists e =  eA1; eA2; eB1; eB2; eC; eD a minimal ISO representation of C with di-
mension es < s. Then, for i = 1; 2, ei =  eAi; eBi; eC; eD is an ISO representation
of Ci with smaller dimension than i, which contradicts the fact that i is a
minimal ISO representation of Ci. Then  is a minimal ISO representation of C.
The next results follow immediately. It shows that if C is a basic 2D con-
volutional code with a strongly modally reachable ISO representation  =
(A1; A2; B1; B2; C;D), then the complexity of C is equal to the dimension of
a minimal ISO representation of C.
Corollary 2. Let C be a basic 2D convolutional code of rate k=n with a strongly
modally reachable ISO representation  of dimension s. Then C has complexity s.
Moreover, the projections of C onto the semi-axes f`e1j ` 2 Ng and f`e2j ` 2 Ng,
respectively have rate k=n and complexity s.
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Proof. Let us assume that  = (A1; A2; B1; B2; C;D) is a strongly modally
reachable ISO representation of C with dimension s. By the above theorem
 is a minimal ISO representation of C and 1 = (A1; B1; C;D) and 2 =
(A2; B2; C;D) are also minimal ISO representations of C1 and C2, respectively,
with dimension . Then, by Lemma 5, C1 and C2 have complexity s.
Let G(z1; z2) be an encoder of C and L(z1; z2) a suitable polynomial matrix
such that
X(z1; z2)

L(z1; z2)
G(z1; z2)

= 0;
where X(z1; z2) is defined in (4). Since the full size minors of X(z1; z2) have
degree smaller or equal than s, it follows from Lemma 4 that also the full size
minors of G(z1; z2) have degree less or equal than s. On the other hand, as C1 has
complexity s, G(z1; 0) is an encoder of C1 that has one full size minor of degree
s and therefore G(z1; z2) has one full size minor of degree greater or equal than
s. Conseguently, the greatest degree of the full size minors of G(z1; z2) is s and
therefore C has complexity s.
Corollary 3. Let  be a strongly modally reachable 2D linear system. Then 
is locally reachable.
Proof. It follows from Corollary 1.
4 Conclusion
In this paper we have investigated the minimality of ISO representations of basic
2D convolutional codes. We have showed that if a basic 2D convolutional code
admits a strongly modally reachable ISO representation then this ISO repre-
sentation is minimal with dimension equal to the complexity of the code. This
result is a natural generalization of the characterization of minimal ISO repre-
sentations of basic (or noncatastrophic) 1D convolutional codes. We believe that
all basic 2D convolutional codes admit a strongly modally reachable ISO repre-
sentation and that, as happens in the 1D case, all minimal ISO representations
of a basic 2D convolutional code are algebraically equivalent. We will investigate
this problem in the future. For that we will make use of the so-called first order
representations of a code.
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