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Les systemes de capture d'images tels que les scanners, les cameras et les appa-
reils photos numeriques, n'ont pas l'habilite a s'adapter dynamiquement au changement 
d'illumination comme le systeme visuel humains. Ainsi, pour reproduire fidelement l'ap-
parence d'une image couleur, les systemes de formation et de traitement d'images ont 
besoin d'appliquer une transformation qui convertit les couleurs capturees sous un illu-
minant d'entree, vers des couleurs correspondantes sous un illuminant de sortie. Cette 
transformation est appelee, transformation pour l'adaptation chromatique, connue dans 
les etapes de formation physique d'image par la balance du blanc. 
L'adaptation chromatique est une transformation lineaire simple a implementer. C'est 
un avantage qui la rend adaptee aux dispositifs a faible energie, tel que les PDAs et les 
appareils photos numeriques integres dans les telephones portables. 
Dans ce memoire, nous abordons l'adaptation chromatique d'un point de vue incluant 
le contenu visuel de la scene. Dans cette perspective, nous commencons par examiner 
l'influence de l'adaptation chromatique sur le contenu de l'image. Par la suite, nous 
proposons une reformulation mathematique de la transformation Sharp en se basant sur 
le contenu de l'image, et en incluant des contraintes liees a la structure du capteur, tel 
que le chevauchement entre reponses spectrales des differentes bandes, et la preservation 
du gamut du capteur. 
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Introduction 
L'adaptation chromatique est la capacite du systeme visuel humain a s'ajuster a une 
large variation d'illumination afln de preserver la perception des couleur des objets. Dans 
le modele colorimetrique classique, ce phenomene est absurde, parce que si le spectre de 
lumiere est different, on devrait s'attendre a avoir une impression visuelle differente. Or, 
en realite, la perception de la couleur des objets par l'oeil humain est constante sous 
differentes sources de lumieres. Le systeme visuel humain s'adapte dynamiquement aux 
conditions d'eclairage. II possede la capacite d'effectuer une adaptation chromatique afln 
de preserver la Constance des couleurs. Cette adaptation correspond approximativement 
a un recalibrage des sensibilites visuelles aux changements d'illuminations. Elle semble 
avoir pour effet de deplacer la couleur du blanc de reference, ce dernier representant la 
couleur de 1'illuminant. 
Dans le cas de la vision artificielle, la determination du triplet rouge, vert et bleu (R, V, B) 
representant une couleur s'effectue en general en supposant que les conditions d'eclairage 
sont constantes. Cette simplification du modele ne permet pas Pinvariance de la couleur 
a 1'illumination. 
A ce jour, il n'cxiste pas de transformation universelle pour l'adaptation chromatique 
et ce malgre plus de 50 an de recherche. On peut recenser deux classes principales de 
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transformations. La premiere comporte les transformations se basant sur la theorie Reti-
nex et la deuxieme regroupe les transformations basees sur le modele de Von Kries [30]. 
Dans ce memoire, nous abordons l'adaptation chromatique d'un point de vue qui in-
clu le contenu visuel de la scene. Dans cette perspective, nous commengons tout d'abord 
par examiner Pinfluence de l'adaptation chromatique sur le contenu de l'image. Par la 
suite, nous proposons une reformulation mathematique de la transformation Sharp, en 
se basant sur le contenu de l'image et en incluant des contraintes liees a la structure du 




Introduction a la science de la couleur 
1.1 L'oeil humain 
L'oeil est la plus importante structure impliquee dans la vision humaine. C'est un 
organe optique tres perfectionne, capable de s'adapter a plusieurs niveaux de luminosite, 
a une grande gamme de focalisation. C'est egalement un organe optique mobile, capable 
de suivre un objet en mouvement et de fixer plusieurs objets en quelques centaines de 
millisecondes [2]. 
1.1.1 Description generale de l'oeil humain 
L'oeil est constitue de plusieurs parties controlant , d'une part la quantite de lumiere 
absorbee par la retine, par l'intermediaire de la pupille et d'autre part, la focalisation 
des objets grace au cristallin ( voir figure 1). La pupille fonctionne tel un diaphragme 
qui s'ouvre ou se ferme en fonction des conditions de luminosite. Pour que la quantite 
de lumiere projetee sur la retine soit presque constante, la pupille se ferme lors d'un fort 
eclairement et s'ouvre lorsque la lumiere est faible. 
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FIG. 1 - Section de l'oeil humain. 
de l'axe optique, l'acuite est maximale. C'est a cette position que les signaux subissent 
le moins de deformations optiques. Toutefois, plus on s'eloigne de l'axe optique, moins 
l'acuite est bonne. Le nombre de recepteurs diminue et l'espacement entre les recepteurs, 
ainsi que leur taille, augmentent. Cette caracteristique nous est invisible, nous n'avons 
pas conscience qu'autour de notre point de fixation (correspondant a l'axe optique), les 
objets apparaissent flous [2] [13]. 
1.1.2 Les photorecepteurs 
Les photorecepteurs se decomposent en deux classes, les cones et les batonnets. La 
distinction porte sur la fonction et la structure de ces deux types de photorecepteurs [41]. 
Etant tres sensibles a de faibles quantites de lumiere, les batonnets sont responsables de 
la vision nocturne, aussi appelee vision scotopique. A l'oppose, les cones etant moins 
sensibles que les batonnets, ils sont responsables de la vision diurne. Les cdnes sont 
responsables de la vision des couleurs, appelee vision photopique. Les cones sont parfois 
appeles L, M ou S respectivement (pour Low, Medium et Supra frequency), ou encore R, 
G ou B, en raison de leur sensibilite au rouge, verts ou bleu. Cette difference de sensibilite 




FIG. 2 - Batonnets et cones 
1.2 Colorimetrie 
La colorimetrie fait reference a la mesure de la couleur. Elle est basee sur la theorie 
trichromatique, qui stipule que trois primaires sont necessaires et suffisantes pour repro-
duce toute couleur. Elle permet de dire si deux couleurs sont visuellement equivalentes, 
ou differentes par un certain nombre de caracteristiques. Elle permet aussi la mise au 
point de sources de lumieres. 
La colorimetrie aborde la couleur du point de vue physique. Les aspects physiologiques, 
psychologiques et cognitifs sont en partie ou completement ignores. Ainsi, legalisation 
trichromatiques, fondement de la colorimetrie, s'effectue dans des conditions de vision 
extremement simplifiees (une surface uniforme entouree d'un fond achromatique). La 
couleur n'est alors fonction que de la repartition spectrale de la lumiere, analysee par 
trois types de cellules receptrices. Les autres traitements de l'information effectues par 




FIG. 3 - L'Experience de legalisation visuelle de Maxwell. 
1.2.1 Legal i sat ion trichromatique 
Maxwell prouva l'equivalence visuelle d'une lumiere quelconque avec des combinaisons 
de trois lumieres particulieres, appelees primaires. L'experience, schematisee a la figure 
3, consiste a rendre visuellement equivalent la couleur C d'un stimulus test et la compo-
sition de trois primaires R, G et B d'un tristimulus reference dont on controle l'intensite 
a l'aide de trois potentiometres r, g et b. Les primaires doivent etre choisies suffisamment 
independantes pour garantir la trivalence, c'est-a-dire qu'avec deux des primaires, il se-
rait impossible de reproduire la troisieme. En general, les primaires sont reparties sur le 
spectre, et on les denomme rouge, vert et bleu selon leur couleur preferentielle. On peut 
definir chaque couleur par la quantite de primaires ayant servi a reproduire cette couleur. 
Par exemple, dans le cas de la figure 3, on peut ecrire : 
C = r[R] + g[G] + b[B] (1.1) 
Ainsi, toute couleur a un point representatif dans un espace a 3 dimensions appele espace 
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FIG. 4 - Les courbes de correspondence de couleur R(X), G(\) et 5(A) correspondantes 
aux experiences d'egalisation avec un angle de 2° standardises par la CIE en 1931. 
Troland en 1920 et finalement par Wright, afin de definir une fonction d'appariement des 
couleurs [21] [50]. C'est les travaux de Wright que nous connaissons en tant que standard 
de la CIE de 1931 (figure 4). 
1.2.2 E s p a c e s c o u l e u r s 
Grassmann [18] [44], a formalise les lois suivantes permettant de caracteriser l'espace 
des couleurs comme un espace vectoriel : 
1. symetrie : si une couleur A est equivalente a une couleur B, alors B est equivalente 
a A; 
2. transitivite : si A est equivalente a B, B a C alors A est equivalente a C; 
3. proportionnalite : si A est equivalente a B, alors kA est equivalente a kB avec k, 
facteur de proportionnalite globale du spectre; 
4. additivite : si A est equivalente a B et C equivalente a D, alors (A + C) est 
equivalente a (B +D) ou (A+C) represente un melange additif des couleurs A et 
C; 
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Grace aux lois de Grassman, les composantes trichromatiques d'une couleur correspon-
dante a une surface avec une fonction de reflectance S(X), apergue sous un illuminant 
/(A), sont representees avec les fonctions de corespondance de couleurs R(\), G(X) et 
B(X) suivant les formules suivantes : 
f R = lI(X)S(X)R(X)dX 
< G = JwI(X)S(X)G(X)dX (1.2) 
k B = fuI(X)S(X)B(X)dX; 
ou A est la longueur d'onde et to est l'intervalle du spectre du visible pris generalement 
entre 400 et 800 nm. 
Les lois de Grassman stipulent que : 
1. toute couleur peut etre reproduite a partir d'une combinaison lineaire des trois 
couleurs primaires; 
2. le melange de deux couleurs (Cl et C2) peut etre obtenu en additionnant les com-
binaisons lineaires correspondant aux deux couleurs sources; 
3. une couleur correspond toujours a une combinaison ou a un melange quelle que soit 
la luminance. 
L'espace RGB 
L'espace RGB est le plus utilise et le plus simple a manipuler. De plus, dans les 
champs d'applications de l'imagerie, il est devenu normal, du moins par habitude, de 
manipuler la couleur en tant que trois composantes (avec des valeurs entieres) codees sur 
8 bits. 
Parmi les systemes RGB dermis, nous pouvons distinguer celui dedie a la television ame-
ricaine repondant a la norme NTSC (National Television Standards Committee) et uti-
lisant les primaires fixees par la FCC (Federal Communications Commission) et ceux de 
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la television europeenne utilisant soit la norme PAL(Phase Alternation by Line) adop-
tee par l'UER (Union Europeenne de Radio-television) soit la norme francaise SECAM 
(SEquentiel Couleur A Memoire) [20]. 
Finalement, il est a noter que l'espace RGB defini par la CIE presente quelques incon-
venients, comme l'existence d'une partie negative dans les spectres (voir figure 4). Ceci 
rend impossible la reproduction de certain nombre de couleurs par superposition des trois 
spectres. 
L'espace CIE XYZ 
L'espace couleur CIE XYZ a ete defini afin de corriger certains defauts de l'espace 
RGB. Cet espace resulte des travaux de Judd [27] et est constitue de trois primaires : X, 
Y et Z, dites virtuelles. Ainsi, cet espace presente les proprietes suivantes : 
- les triplets decrivant chaque couleur en fonction de ses primaires ont tous des valeurs 
positives pour les spectres visibles (figure 5); 
- la fonction Y(X) represente approximativement la sensibilite de l'oeil humain a la 
luminosite. Par consequent, la composante Y est usuellement consideree comme la 
composante luminance du spectre incident; 
- tout spectre d'egale energie est associe a un triplet dont toutes les composantes 
sont egales. 
Pour des fins de visualisation et de calcul, on a projete l'espace XYZ dans un plan unitaire 
dont la somme des composantes est egale a 1. Ainsi, nous obtenons un diagramme de 
chromaticite ou les projections sont appelees coordonnees chromatiques. Les valeurs de 
ce diagramme de chromaticite sont obtenues a partir des primaires X, Y et Z grace a 
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FlG. 6 - Diagramme de chromaticite xy. 
Ainsi, Pensemble des couleurs peuvent etre representees en n'utilisant que deux coordon-
nees tel qu'illustre par le diagramme de chromaticite xy de la figure 6. Dans ce diagramme 
appele « spectrum locus », toutes les couleurs sont contenues dans l'aire delimitee par le 
lieu du spectre et la droite des pourpres. Ainsi, il est possible de rcpresenter un stimu-
lus de couleur par sa chrominance et par sa luminance. Pour cela, il suffit d'utiliser les 
composantes x et y pour la chrominance et Y pour la luminance, ce qui forme l'espace 
xyY. 
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1.2.3 La theorie de l'opposition de couleur 
A la fin du 19eme siecle, Hering, un physiologiste Allemand s'interessa a l'apparence 
de la couleur. On lui doit la theorie des oppositions de couleur, mise de l'avant pour 
expliquer un certain nombre de phenomenes inexpliques par la theorie trichromatique 
[7] [8]. Un exemple de ces phenomene est l'effet de l'image d'apres, en d'autre termes, si 
l'oeil regarde une certain temps une surface jaune, puis ensuite une surface blanche, ceci 
laisse a l'oeil une sensation au bleu. Le rouge et le vert seraient codes ensemble de ma-
niere opposee, le bleu et le jaune egalement, empechant toutes les couleurs d'apparaitre 
rouge-vert ou bleu-jaune. Ainsi, une couleur rouge melangee avec une couleur verte donne 
une couleur jaune, et non une couleur rougeatre ou verdatre. 
Done, la couleur prend forme au sein des recepteurs qui mesurent trois composantes 
chromatiques, mais ces composantes sont codees dans la retine dans une forme qui est 
coherente avec la theorie des oppositions de couleurs. La plupart des modeles actuels sont 
bases sur le concept suivant : la couleur est codee par les recepteurs en trois composantes 
appelees L, M et S. Ensuite, ces composantes sont additionnees ou soustraites de ma-
niere a composer un signal achromatique qui est l'axe de la luminance et deux signaux 
chromatiques qui sont l'axe rouge-vert et l'axe bleu-jaune (voir figure 7). 
1.2.4 Les espaces perceptuellement uniformes 
L'espace couleur XYZ n'est pas un espace metrique, on ne peut pas mesurer facilement 
la difference perceptuelle entre deux couleurs par la distance entre deux points dans cet 
espace. Mac Adam a montre la non-uniformite de l'espace XYZ. Ses travaux ont porte 
sur la mesure de l'adequation entre les espaces de couleur et la notion de distance [1]. 
Les experiences ont consiste a mesurer experimentalement Pensemble des couleurs justes 
discernables ou ayant un ecart juste perceptible d'un ensemble de couleurs donnees. 
Ces travaux ont permis de definir l'aspect elliptique des ensembles des couleurs justes 
11 
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FlG. 7 - Un des modeles representant les couleurs opposees. 
discernables d'une couleur donnee. Ces ellipses sont de tallies et d'orientations variables 
comme le montre la figure 8. 
L'espace CIELUV 
L'espace CIELUV a ete propose par le CIE en 1964. II reprend le meme principe 
de normalisation que l'espace xyY (voir section 1.2.2), a la difference pres qu'il possede 
des ponderations sur les coefficients X, Y et Z. L'espace CIELUV est alors appele un 
espace uniforme, par le fait qu'une meme difference de perception entre deux couleurs 
represente toujours la meme distance geometrique au sein de cet espace. La construction 
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FlG. 8 - Les ellipses de Mac Adam representees dans le diagramme chromatique xy. 
Les trois composantes de cet espace sont ensuite determinees de la maniere suivante, a 
l'aide de la couleur de l'illuminant : 
L* = 1 1 6 T ^ 3 - 16 
u* = 13L*(u - u. ill) (1.5) 
v* = l3L*(v -vt ill)-
Notons que la luminance, dans les termes de la CIE, represente la clarte et les composantes 
u* et v* representent respectivement l'opposition de couleurs vert-rouge et l'opposition 
de couleurs bleu-jaune. 
L'espace CIELAB L*a*b* 
L'espace CIELAB, appele aussi CIE L*a*b*, est un derive de l'espace XYZ et a ete 
propose par le CIE en 1976. L'amelioration apportee est l'uniformisation de la perception 
des differences de couleurs ainsi que la non-linearitc de la reponse de l'oeil. Comme tous 
les espaces de couleurs reprenant les bases de l'espace XYX, l'espace CIELUV possede 
trois axes, un representant la luminance L* et deux representant la chromaticite a* et b*. 
13 
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FlG. 9 - Representation de l'espace CIELAB. 
La composante L* est calculee de la meme fagon que dans l'espace L*u*v*. Les compo 
santes chromatiques de cet espace sont donnees par les equations suivantes : 
a* = 500 
b* = 300 
;i.6) 
avec : 
/ ( * ) = 
x
3
 si x > 0.008856 
7.787a; + ^ si x < 0.008856 
La figure 9 represente la morphologie de l'espace L*a*b*, dont le chroma C ct la teinte h 
peuvent etre determines comme suit : 
C = Va*2b*2 
h = arctan(fr*/a*) 
14 




FIG. 10 - Flux radiant d'une surface vue par un angle solide. 
1.3 La Radiometrie 
La radiometrie est le domaine qui etudie la physique de la lumiere. Cette etude peut se 
faire selon deux approches differentes : ondulatoire et corpusculaire. Dans le premier cas, 
la lumiere est une onde electromagnetique se propageant dans l'espace avec une vitesse 
constante c ~ 3 x 106 km/s. Dans le deuxieme cas, la lumiere est un flux de particules 
(photons), de masse nulle, se propageant a une vitesse c et possedant une energie E — hv 
(ou h est la constante de Planck et v est la frequence de la fonction d'onde associee au 
photon). En fait les deux modeles sont aussi valable l'un que l'autre et se completent 
[40]. 
En radiometrie on met l'accent sur la repartition spatiale de la puissance lumineuse. 
Ainsi, 
- la radiance $ est la quantite de lumiere generee par une unite de surface dS dans une 
direction vue en perspective par un angle solide du, tel qu'illustre a la figure 10. 
- L'irradiance est la quantite de lumiere regue par une unite de surface a travers un angle 
solide. 
Un angle solide est un angle vu dans l'espace tridimensionnel permettant de definir un 
rapport constant entre une surface et la distance qui la separe d'un point de vue. 
La spectro radiometrie consiste en l'etude de ces grandeurs en precisant leurs reparti-
tions spatiales. Ainsi la description de chaque type de lumiere est notee par sa distribution 
spectrale de puissance (DSP). 
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F I G . 11 - Spectre des ondes electromagnetiques. 
Dans ce qui suit, nous considerons que la lumiere est une onde d'energie electromagne-
tique, repartie sur l'ensemble du spectre compris entre 400nm et 700nm correspondant 
au domaine du visible de l'oeil humain (voir la figure 11). 
1.3.1 Source de lumiere 
II existe plusieurs technologies pour produire de la lumiere. On peut les classer comme 
suit [25] [40] : 
- decharge dans un gaz : il s'agit de faire traverser un courant electrique dans un gaz ; 
- thermoluminescence : chauffer un solide ou un liquide, a une temperature superieure 
a 1000 Kelvin; 
- photoluminescence : comprend deux categories, la fluorescence et la phosphores-
cence. Elle provient de certains mineraux qui, quand ils sont touches par une source 
ultraviolette, emettent une fluorescence sous la forme d'une lumiere visible. Seule-
ment, quand la source de lumiere ultraviolette est coupee, et que le mineral reste 
encore lumineux, alors ce mineral a la propriete de phosphorescence. 
- electroluminescence : certains solides comme les semi-conducteurs emettent de la 
lumiere lorsqu'ils sont traverses par un courant electrique; 
Nous donnerons un apercu des deux groupes les plus utilises. 
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Les sources a decharge dans un gaz 
Leur principe consiste a mettre un gaz dans un tube en verre, aux extremites duquel 
se trouve deux electrodes. Afin de permettre le passage du courant electrique, on chauffe 
la cathode a l'aide d'une haute tension pour ioniser localement le gaz. Ceci provoque 
l'excitation des electrons du gaz et done remission de photons. 
On trouve dans ce type de source les tubes fluorescents, qui sont des lampes contenant des 
vapeurs de mercures auxquelles on a rajoute du phosphore qui, par photoluminescence, 
produit une lumiere. II y a plusieurs types de sources fluorescentes qui varient selon 
le phosphore utilise. La CIE (Commission Internationale de l'Eclairage) propose douze 
types de spectres fluorescents notes de Fl a F12. 
Les sources thermiques 
Le radiateur de Planck : Le physicien Max Planck etudia au debut du siecle le 
rayonnement electromagnetique emis par des corps chauftes. II a demontre que le spectre 
lumineux emis par un corps noir parfait, totalement absorbant, depend uniquement de sa 
temperature. Et par ce fait, ce corps noir possede une emission maximale. La luminance 
energetique spectrale est donnee par la loi de Planck qui s'exprime sous la forme suivante 
[1]: 
L(X,T) = ^ [ e ^ - l ] - 1 (1.7) 
ou : 
L est la luminance energetique spectrale, exprimee en W /m_ 3sr_ 1; 
A est la longueur d'onde en metres; 
T est la temperature absolue en kelvin; 
Cy est la premiere cons tan te rad ia t ive avec P? = 1.1910410~1 6VFm2sr~ l ; 
c2 est la premiere constante radiative avec c^ = \AZ%l§S>)\Qr^mK. 
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FlG. 12 - Courbe de quelques radiateurs plankiens. 
Cette equation depend des variables A et T. II a ete demontre que la luminance L aug-
mente toujours avec T et passe par un maximum pour une valeur particuliere de A, voir 
figure 12 [1]. Aussi, une caracteristique d'un illuminant ou d'une source lumineuse est 
sa temperature de couleur (temperature de couleur proximale). Cela permet de quali-
fier une source de lumiere par la temperature du corps noir produisant un rayonnement 
equivalent. 
1.3.2 Les illuminants s tandards de la CIE 
Devant le nombre important de sources lumineuses, la CIE a normalise quelques 
echantillons representatifs. On parle de sources standards quand la realisation de la source 
est possible ; sinon, quand seule la distribution spectrale de puissance est connue, on parle 
d'illuminants [40]. 
Les principaux illuminants normalises de la CIE sont (voir figure 13) : 
L'illuminant A : il represente les sources de lumiere a incandescence. C'est la lumiere 
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FlG. 13 - La distribution spectrale de puissance de quelques illuminants de la CIE. 
emise par un corps noir porte a la temperature de 2856K. 
L'illuminant B : lumiere directe du soleil a midi a 4870K environ. Cet illuminant n'est 
plus en usage depuis 1986. 
L'illuminant C : lumiere moyenne du jour avec une temperature de couleur proximale 
d'environ 6770K. 
Les illuminants D : representent la lumieres du jour. Le plus utilise est le D65 qui 
represente la lumiere du jour a une temperature de couleur proximale d'environ 6500K. 
1.4 Phenomenes de l'apparence de couleur 
Deux couleurs identiques peuvent etre pergues differentes si on les met dans des 
conditions de visionnements differentes. Ann de percevoir identiquement deux regions 
d'une meme couleur, les conditions de visionnements, telle que le niveau de luminance, 
la lumiere ambiante, Tangle de vision, l'arriere plan et la caracteristique de la surface 
doivent etre les m£mes [13]. 
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FIG. 14 - Un exemple de l'effet du contraste. Les imagettes grises sur l'arriere plan gris 
(a) sont identiques a celles sur les arrieres plans blanc et noir. 
1.4.1 Effet du contraste 
Le contraste est la difference d'impression lumineuse produite par l'oeil de deux zones 
ayant des luminances differentes. Le contraste entre un objet et son arriere plan est l'un 
des plus importants parametres de lisibilite. Rappelons que ce systeme visuel humain 
fonctionne en appliquant une comparaison plutot qu'une mesure absolue de la lumiere. 
L'effet du contraste est defini par l'equation suivante : 
0 = j —j . (1.8) 
-'max ' -^min 
Notre vision a tendance a rehausser le contraste. En effet, une region apparaitra plus 
sombre si elle est entouree d'une luminosite plus claire et reciproquement. Ainsi, une 
meme region aura une apparence differente si elle se trouve sur deux arrieres plans diffe-
rents. C'est l'effet de « contraste simultane ». Cet effet est illustre a la figure 14. 
1.4.2 L'effet de Stevens 
Nous porccvons un contraste de luminosite entre deux surfaces lorsque celles-ci pos-
sedent des intensites de teinte differentes. Toutefois, ce contraste est pergu de facon plus 
importante quand la lumiere incidente sur ces surfaces est plus intense. Sous un fort 
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FIG. 15 - Simulation des effets de Hunt et Stevens dans la perception des couleurs et des 
contrastes. 
eclairage, une surface claire apparaitra encore plus claire tandis qu'une surface sombre 
apparaitra encore plus sombre. C'est l'effet de Stevens. 
1.4,3 L'effet de Hunt 
L'effet de Stevens precise que la perception du contraste augmente lorsque la lumi-
nance augmente. A cela s'ajoute un autre effet, celui de Hunt. Ce dernier nous dit que 
la vivacite des couleurs augmente avec l'intensite de l'illuminant. Un des exemples est 
qu'une image exposee au soleil a des couleurs plus vives que si elle etait placee a l'ombre. 
La figure 15 montre une simulation des effets de Hunt et Stevens dans la perception des 
contrastes et des couleurs sous differentes intensites d'illuminants. 
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1.5 Adaptation du systeme visuel 
1.5.1 Adaptat ion du systeme visuel aux changements des condi-
tions d'eclairage 
L'adaptation est l'habilite de l'oeil de changer sa sensibilite au stimulus couleur en 
reponse au changement des conditions de vision. On peut recenser trois importants types 
d'adaptation : l'adaptation a la lumiere, a l'obscurite et l'adaptation chromatique [13]. 
Adaptation a la lumiere 
L'adaptation a la lumiere c'est la diminution de la sensibilite visuelle face a l'aug-
mentation des niveaux d'illuminations. Par exemple, lors d'un clair de lune, il nous est 
possible de distinguer des milliers d'etoiles. Cependant lors de journees ensoleillees, on est 
incapable de voir ces memes etoiles. Ceci est du au fait, que ce changement de luminance 
a provoque durant la journee une reduction dans la sensibilite visuelle comparativement 
a celle de la nuit. Ainsi, la luminance ayant servi a produire la perception des milliers 
d'etoiles la nuit est inadequate pour permettre leur perception durant le jour. 
Adaptation a l'obscurite 
L'adaptation a l'obscurite est un phenomene oppose a l'adaptation a la lumiere. Ainsi, 
l'adaptation a l'obscurite est l'augmentation dans la sensibilite visuelle face a la diminu-
tion du niveau de luminance. 
Bien que le phenomene lie aux deux adaptations est similaire, il est a noter qu'ils sont 
attenues par differents mecanismes et exhibent des performances visuelles differentes. Par 
exemple, l'adaptation a la lumiere se fait plus rapidement que l'adaptation a l'obscurite. 
Tout le monde a deja experimente l'adaptation a l'obscurite, en entrant dans une salle 
de cinema obscure apres avoir ete au soleil, Au debut, la salle nous par ait completement 
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obscure. Puis, apres un certain temps, on commence a distinguer certaines choses. Apres 
quelques minutes, les objets deviennent plus visibles, et on a de moins en moins de diffi-
cultes a identifier les gens et meme a trouver de meilleures places pour voir le film. Ceci 
est du au fait que le mecanisme de l'adaptation a l'obscurite augmente graduellement la 
sensibilite globale du systeme visuel. 
Adaptat ion chromatique 
L'adaptation chromatique est un phenomene important de systeme visuel humain. 
C'est un element incontournable dans tout processus de reproduction de couleur. 
A l'instar de l'adaptation a la lumiere et a l'obscurite qui sont inherentes au changement 
de la reponse globale de tous les recepteurs de la retine, l'adaptation chromatique ne 
concerne que le changement de la reponse des trois types de cones. 
L'exemple le plus cite pour parler de l'adaptation chromatique, est la feuille blanche qu'on 
percoit sous la lumiere du jour, et une fois qu'on la ramene dans une piece illuminee avec 
une lumiere incandescente, elle nous parait toujours blanche, malgre le fait que l'energie 
renechie de notre feuille ait changee du bleuatre (lumiere du jour) au jaunatre (lumiere 
de la lampe). 
1.5.2 Adaptation chromatique (Etat de L'art) 
Dans cette section, nous introduisons quelques modeles d'adaptation chromatique. 
Nous avons groupe les modeles en deux ensembles, le premier concerne la theorie de 
Retinex et le deuxieme concerne le modele de Von Kries. Notons qu'il existe des etudes 
detainees sur l'adaptation chromatique [6] [36] [51]. 
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La theorie Retinex 
La theorie Retinex a ete developpee par Edwin Land et McCain [33] [34]. Elle aborde 
le mecanisme de l'adaptation chromatique sous la rubrique de la Constance des couleurs. 
La theorie Retinex peut etre consideree comme une amelioration du modele de Von kries 
que nous verrons plus tard. Son objectif est de resoudre le probleme de la Constance de 
couleur en fournissant des descripteurs de couleurs invariants au changement de lumiere. 
Cette theorie a ete formulee pour expliquer l'independance de l'apparence des couleurs 
par rapport a la distribution spectrale de la lumiere reflechie. Land a suggere que l'ap-
parence des couleurs est controlee par la reflectance de la surface, plutot que par la 
distribution de la lumiere reflechie. II existe selon lui une zone de traitement de l'infor-
mation dans le systeme visuel humain qui compare la couleur pergue d'un point d'interet 
avec son voisinage. Ne sachant pas reellement oii se situe cette fonction d'interpretation 
des couleurs, il decide de nommer son modele Retinex. 
La formulation mathematique de la theorie se resume ainsi : soient / une image et F un 
filtre passe bas, l'image Retinex R s'ecrit [38] : 
R = log(I) - log{I * F) (1.9) 
oii « * » represente l'operation de convolution. 
La Constance des couleurs s'explique par l'operation 1.9 qui extrait la difference entre 
un pixel et ses voisins et rehausse ainsi les details provenant de la reflection. 
La methode Retinex est utilisee dans la compression de la gamme dynamique et la cor-
rection de couleur [26] [45]. Toutefois, sa mise en oeuvre est complexe, notamment la 
determination du masque F et surtout le choix de la dimension du voisinage du pixel [9]. 
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Le modele de Von Kries 
La premiere formalisation du phenomene de l'adaptation chromatique a ete donnee 
en 1902 par Johannes Von Kries [30]. Elle repose sur l'hypothese suivante : le mecanisme 
de la vision humaine comporte trois sensibilites fondamentales inherentes aux trois types 
de cones notes L, M et S pour les longues (rouge), moyennes (vert) et courtes (bleu) 
longueurs d'ondes. La sensibilite des cones est invariable au changement d'illumination. 
Cette invariance est formulee en terme de fonctions de gain liees au changement d'illu-
mination. 
Mathematiquement, le modele de Von Kries est represente par l'equation 2.1, ou a, /? 
et 7 sont les parametres d'adaptation (gains) qui permettront aux cones L', M' et S' 





a 0 0 
0 / 3 0 




En supposant que L'b, Mb, S'b et Lb, Mb, Sb sont les reponses des cones au blanc de 
reference de chaque illuminant, on peut calculer a , /? et 7 comme suit : 
»-(£)• "-&} - ( I ) c») 
Le modele de Von Kries est realise au niveau de l'espace des cones. Cependant, en pra-
tique, les systemes de production de couleur tel que les cameras photos numeriques pro-
duisent la couleur dans leur propre espace. On a done besoin de les transformer vers 
l'espace des cones. Ceci est realise par une transformation lineaire, sous forme d'une 
matrice 3 x 3 , appelee transformation pour l'adaptation chromatique (TAC). Plus for-
mellement, soit (X, Y, Z), la valcur du triplet d'une couleur donnee pour un observateur 
adapte a un illuminant donne. Soit (X',Y',Z') celle d'une couleur qui parait identique 
a la premiere pour le meme observateur adapte a un deuxieme illuminant. On obtient 
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a 0 0 
0 / 3 0 





Plusieurs matrices TAC sont disponibles dans la litterature. Telles que XYZScaling, 
Bradford, Helson et al. (Von Kries) [13] , Sharp, Wassef, Sobagaki et al. [36], Bartelson 
et CMCCAT 2000 [11]. 
1.5.3 Discussion 
La methode Retinex est basee sur la contribution spatiale entre pixels de l'image, 
seulement son efficacite est liee a la taille du voisinage et a la ponderation donnee a 
chaque pixel voisin. D'un autre cote les transformations basees sur le modele de Von 
Kries ignore si un triplet de couleurs appartient a une region de contours ou a une region 
de texture, ils ne s'interessent qu'a la valeur intrinseque du pixel. Ainsi les donnees cou-
leurs utilisees sont separees du contexte de l'image. De plus, la difference entre plusieurs 
de ces transformations reside surtout dans le choix des donnees tests utilisees [12]. 
Notre intuition de depart est d'examiner 1'influence de la transformation d'adaptation 
chromatique sur le contenu spatial et frequentiel de l'image, a savoir la couleur, les 
contours, la texture et les regions homogenes. Par la suite tirer profit des conclusions, 
pour proposer de nouveaux algorithmes tenant compte du contenu visuel de l'image, dans 
le calcul de nouvelles transformations d'adaptation chromatique. 
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Chapitre 2 
Apport du contenu visuel a 
l 'adaptation chromatique 
Pour examiner comment est modifie le contenu d'une image par la transformation 
d'adaptation chromatique, nous procedons a une serie de tests. Dans notre experimen-
tation, nous nous interessons a la couleur, aux contours et a la texture, qui sont trois 
caracteristiques liees directement a la perception de l'oeil humain. Plusieurs travaux de 
recherches en psychophysique [23] [42] ont montre l'impact de la variation des couleurs sur 
l'habilite du mecanisme visuel humain a reperer les regions texturees. La texture repre-
sente les regions homogenes et les contours sont les limites entres ses differentes regions. 
La texture se caracterise par sa forme, sa granularite, son contraste et sa complexite. Les 
contours se caracterisent par leurs orientations et leurs contrastes. Notons qu'il n'existe 
pas a notre connaissance de travaux portant sur l'influence de l'adaptation chromatique 
sur le contenu de l'image. 
Dans ce memoire, nous presentons une nouvelle approche qui introduit le contenu 
visuel de l'image a l'adaptation chromatique. 
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Nous abordons l'adaptation chromatique en commencant tout d'abord par une serie 
de tests qui consistent a examiner l'infmence de l'adaptation chromatique sur le contenu 
de l'image, a savoir la couleur, les contours, la texture et les regions homogenes. Par 
la suite nous proposons une nouvelle approche basee sur le contenu visuel de l'image 
et tenant compte des conclusions de ces experimentations. Nous proposons aussi une 
approche basee sur la transformation Sharp. Cette derniere se base sur l'amincissement 
des reponses spectrales du capteur, que nous avons reformule en inserant des contraintes 
liees a la structure du capteur, tel que le chevauchement entre reponses spectrales des 
differentes bandes et le gamut. Notre travail est valide par une comparaison de nos re-
sultats avec les transformations existantes en utilisant deux criteres devaluations. Le 
premier, base sur la perception, est defini par la metrique de difference de couleur AE94, 
Le deuxieme a pour objet de mesurer l'effet des transformations sur le contenu de l'image, 
ce dernier est defini par les contours, la texture et les regions homogenes. 
Ce travail est realise sous la direction du Professeur Djemel Ziou. II entre dans le 
cadre du projet intitule Gestion de la couleur, qui est un des projets de la Chaire Bell 
Canada CRSNG, dirige par le professeur Djemel Ziou. Ma contribution dans ce travail 
reside dans la verification du modele, sa mise en oeuvre et sa validation experimentale. 
Les details de de notre approche sont presentes dans la suite du memoire sous forme 
d'un article qui sera soumis dans un journal sous le titre « Visual contents contribution 
to chromatic adaptation ». 
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Abstract 
Imaging systems such as scanners, cameras and digital cameras do not have the ability to 
adapt to illumination changes the humain visual system. Thus, to accurately reproduce 
the color appearance of an image, imaging and image processing systems need to apply a 
transform which converts a color captured under an input illuminant to a corresponding 
color under another output illuminant. This is called chromatic adaptation, known at the 
physical image formation stage as white balance. 
Chromatic adaptation is a linear transform which is easy to implement. This advantage 
makes it particularly suitable for devices with limited calculation capacity, such as PDAs 
and digital cameras integrated into cellular phones. 
Chromatic adaptation has been studied only from the color standpoint. Our new approach 
studies it with consideration for image content; in other words, it examines the effects of 
the adaptation on the edges, color histogram and texture of the image. 




Chromatic adaptation is the capacity of the human visual system to adjust to wide 
variations in illumination in order to preserve the color appearance of objects. In the tra-
ditional colorimetric model this phenomenon is counterintuitive, because if the spectrum 
of light is different, we should expect to have a different visual impression, but in reality 
the perception of color objects by the human eye is constant under various light sources. 
The human visual system dynamically adapts to the lighting conditions; it has the ca-
pacity to carry out a chromatic adaptation in order to preserve color constancy. This 
adaptation corresponds roughly to a recalibration of the visual sensitivities to changes in 
illumination; and its effect seems to be to move the color of the reference white which 
represents the illuminant color. 
In the case of artificial vision, the determination of the red, green and blue (R, G, B) 
triplet representing a color is generally carried out with the assumption that the lighting 
conditions are constant. This simplification of the model does not allow for color inva-
riance to illumination. This becomes more apparent when we consider a system which 
has no capacity to adapt automatically to changes in lighting conditions, like a digital 
camera [24], Thus, if we take two pictures of the same scene, one at noon time and the 
other at sunset, the colors of the second picture will reflect a predominance of red-yellow. 
This is due to the fact that a digital still camera has no capacity to adjust the relative 
response of its sensors to red, green and blue the way the human eye does. 
Considered as a basic operation in the color appearance model [13], chromatic adap-
tation must provide complete and faithful color information to the applications that use 
it. These applications include the white balance in the imaging systems in digital ca-
meras [31] [35] [48], applications related to color constancy [4] [5] [49] and visual image 
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communication. To date, there is no universal transformation for chromatic adaptation, 
although the problem has been studied for more than 50 years and several transforma-
tions have been developed. The existing transformations fall into two main classes : the 
first comprises those based on the Retinex theory and the second, those based on the 
Von Kries model [30]. 
In this report, we begin by advancing the study of chromatic adaptation by a series 
of tests which examine the influence of chromatic adaptation on image content, such as 
color, edges, texture and homogeneous areas. We then propose a method which takes the 
results of these experiments into account in calculating a new transformation adapted 
to each type of content. This is achieved by building a color database collected starting 
from pixels belonging to edges and texture areas. We also propose an approach derived 
from the Sharp transformation, based on sharpening the sensor spectral responses, which 
we have reformulated to include new constraints related to the sensor structure, such as 
the overlap between spectral responses of various sensitivities, and the sensor gamut. 
Our report is organized as follows : In Section 2.3, we discuss related work on various 
chromatic adaptations. The influence of image content on chromatic adaptation is pre-
sented in Section 2.4. In Section 2.5 we present our two new approaches for chromatic 
adaptation, the first of which is based on the Sharp transformation and the second, on 
image content. In Section 2.6, we give a new comparative evaluation of our content-based 
approach. We conclude the paper with some suggestions to improve our work. 
2.3 Chromatic Adaptation (Review) 
In this section, we introduce some models of chromatic adaptation. We have grouped 
the models in two sets, the first related to the Retinex theory and the second, to the Von 
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Kries model. Note that detailed studies on chromatic adaptation are to be found in [6] 
[36] [51]. 
2.3.1 The Von Kries Model 
The first development of the chromatic adaptation concept was in 1902 by Johannes 
Von Kries [30]. It is based on the following hypothesis : the mechanism of human vision 
comprises three fundamental sensitivities, inherent in the three types of cones L, M and 
S, for the long (red), middle (green) and short (blue) wavelengths. These sensitivities 
are invariable under illumination change. This invariance is formulated in terms of gain 
functions related to the illumination change. 
Mathematically, the Von Kries model is represented by equation 2.1, where a, (3 and 7 
are the adaptation coefficients (gains) which will allow the cones L', M' and S to adapt 





a 0 0 
0 / 3 0 




Supposing that L'b, M'b, S'b and Lb, Mb, Sb are the cone responses to the test and refe-
rence illuminants respectively, a, (3 and 7 are the the Von Kries coefficients corresponding 
to the change in sensitivity of the three cone mechanisms due to chromatic adaptation. 
These are calculated as follows : 
«-(£)• >-(£)• H|) M 
The Von Kries model is applied within the cone spaces. In practice, however, color 
production systems such as digital still cameras produce color in their own spaces. To 
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apply The model, these must therefore be transformed to the cone spaces. This is carried 
out by a linear transformation, which is a 3 x 3 matrix called the chromatic adaptation 
transform (CAT). More formally, let (X, Y, Z) be the values of a given triplet of colors for 
an observer adapted to a given illuminant. Let ( X , Y', Z') be the triplet of colors which 
appears identical to the first for the same observer adapted to a second illuminant. We 





a 0 0 
0 /? 0 





Several studies have shown that a 3 x 3 diagonal matrix is sufficient to express color 
constancy, as far as the sensor space is transformed towards a new basis [19] [37] [49]. 
Several CAT matrices are available in the literature, such as the XYZScaling, Brad-
ford, Helson et al. (Von Kries), Sharp, Wassef, Sobagaki et al., Bartelson and CMCCAT 
2000 [11] [13] [36]. 
The Helson et al. Transformation 
The Helson et al. transformation [52] was adopted in 1974 by the Commission Inter-
nationale de l'Eclairage (CIE). It is usually used to study color appearance properties as 
a function of changes in illumination. 
In developing their transformation, Helson et al. relied primarily on the Von Kries hypo-
thesis to predict the color appearance of a triplet (X, Y, Z) for an observer adapted to a 
given illuminant, using equation 2.3. For the transformation to the cone space, they used 
Judd's fundamental primaries [28]. We will use the notation CATVk since their matrix is 
referred to as the Von Kries transformation [11] : 
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0,000 1,000 0,000 
CATVk = -0,0460 1,360 0,100 (2.4) 
0,000 0,000 1,000 
Thus, if we take two given illuminants such as A and C, with the respective va-
lues of their reference whites (LA,MA,SA) = (100.00,90.00,35.50) and ( I C ,M C ,S C ) = 
(100.00,103.60,118.10), we can compute the values of a, (5 and 7 by equation 2.2. We 





1,000 0,000 0,000 
0,000 1,1511 0,000 










The Bradford Transformation 
1,154 -0,458 0,473 
0,000 1,000 0,000 





The Bradford transformation, denoted by CATsfd, was developed by Lam at Bradford 
University [32]. He used two sets of 58 samples of colors, the first under illuminant D65 
and the second under illuminant A. The haploscopic matching technique was used to 
establish pairs of corresponding colors. He empirically calculated the CATsfd matrix by 
a least square fit of the two data sets. The matrix obtained is as follows : 
CATBfd = 
0,8951 0,2664 -0,1614 
-0,7592 1,7135 0,0367 
0,0389 -0,0685 1,0296 
(2.7) 
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This transformation is used in the standard color appearance CIECAM97s [10]. 
The Sharp Transformation 
The development of this transformation is justified by the fact that the spectral 
sensitivity of each of the three types of cones L, M and S is narrow. From the spectral 
formation model, a color c corresponds to : 
E(X)S(X)R(X)dX (2.8) 
where E(X), S(X) and R(X) indicate, respectively, the illumination, reflectance and sen-
sitivity of the sensor. The integral is calculated on all visible intervals w. 
Finlayson et al. [17] posed the color constancy problem as follows : The ratio of the 
spectral responses of two different areas is invariant to the illuminant. More formally, let 
Sr and S be the reflectances of two different areas, and Ex and E* two illuminants. For 
the same sensor R(X) we obtain the following equality : 
lEi(X)S(X)R(X)dX
 = l&(X)S(X)R(X)dX 
l&(X)Sr(X)R(X)dX lEi(X)Sr(X)R(X)dX- K ' ] 
Equation 2.9 is true if the sensor spectral response is very narrow. In other words, it 
would be necessary to have a response for a single wavelength. This means that ideally 
each spectral sensitivity is a Dirac function centered over a wavelength. This definition of 
color constancy allowed the authors to conclude that the sensor spectral response R(X) 
must be narrow for each band. 
Thus, given a base of sensors R(X) with s dimensions (s is generally 3), where [Ai,A2] 
is a wavelength interval called the sharpening interval, the sensor R'(X)c (where c is a 
coefficient vector independent of A) has a maximum sensitivity in [Ai,A2] if its norm 
in this interval is maximum relative to all the other sensors. Finlayson formulated his 
J u: 
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hypothesis as follows : 
1 = f[R'(X)c}2d\ + fi{ f[R'(\)c]2d\-l} (2.10) 
where u> is the wavelength interval of the visible spectrum, <f) indicates the wavelengths 
outside the sharpening interval and \JL is the Lagrange multiplier. 
The aim is to find the vector c for each of the three sharpening intervals [400,480], 
[510,550], [580,650]. For more details on the choice of sharpening intervals and the solu-
tion of the variational problem in 2.10, see [17]. The result is a matrix which depends on 
no illuminant and which indicates a transformation based on a narrow sensor : 
CAT. Sharp 
2.455 -0.799 0.096 
-1.968 1.697 -0.139 
0.076 -0.124 1.008 
(2.11) 
It should be noted that the sharp transform was formulated in [3] [14] [15] with positive 
constraint to avoid negative spectral sensitivity function. 
2.3.2 The Retinex Theory 
The Retinex theory was developed by Edwin Land and Mc Cain [33] [34]. It approaches 
the mechanism of chromatic adaptation from the standpoint of color constancy. The Re-
tinex theory can be considered as an improvement of the Von Kries model. Its objective is 
to solve the color constancy problem by providing color descriptors invariant to changes 
in illumination. 
This theory was formulated to explain the independence of color appearance relative 
to the spectral distribution of the reflected light. Land and Mc Cain suggest that color 
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appearance is controlled by the reflectance surface, rather than by the distribution of the 
reflected light. According to them, there is a data processing zone in the human visual 
system that compares the perceived color of a point of interest with its neighborhood. 
Not knowing precisely where between the retina and the cortex this color interpretation 
function is situated, they decided to name their model Retinex. 
The mathematical formulation of the theory can be summarized as follows : for an image 
/ and a low filter F, the Retinex image R is written [38] : 
R = l0g(I) - log(I * F) (2.12) 
where « * » is the convolution operation. 
Color constancy is explained by equation 2.12, which extracts the difference between 
a pixel and its neighborhood, and then enhances the details coming from reflection. The 
Retinex method is used in dynamic range compression and color correction [26] [45]. Ho-
wever, its implementation is complex, particularly the determination of the mask F and 
the choice of the dimension of the pixel's neighborhood [9]. 
2.3.3 Discussion 
The Retinex method is based on the spatial contribution between image pixels, and 
its effectiveness is related to the neighborhood size and the weighting given to each 
neighboring pixel. On the other hand, transformations based on the Von Kries model 
do not take into account whether a color triplet belongs to an edge area or a texture 
area; they are interested only in the pixel's intrinsic value. Thus, the data colors used are 
separated from their context in the image. In addition, the difference between several of 
these transformations lies primarily in the great differences between the test data used 
[12]. 
Our initial intuition is to check the influence of the chromatic adaptation transform on 
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spatial and frequential image content, such as color, edges, texture and homogeneous 
areas, and then to try to utilize these results to propose new algorithms, taking image 
content into account. We will start by carrying out a series of tests to examine the 
influence of chromatic adaptation on image content. 
2.4 The Effect of Chromatic Adaptation on Image Content 
In this section we will conduct a series of tests to examine how image content is mo-
dified by the chromatic adaptation transform. In our experimentation, we pay particular 
attention to edges and texture, two characteristics directly related to human perception. 
Several studies in the psychophysical field [23] [42] have shown the impact of color va-
riation on the ability of the human visual mechanism to locate texture areas. Texture 
corresponds to homogeneous areas and edges are the limits between these areas. Texture 
is characterized by its form, coarseness, contrast and complexity. Edges are characterized 
by their orientations and contrasts. 
It should be noted that, to our knowledge, no previous work has studied the influence of 
chromatic adaptation on image content. 
2.4.1 Test Da ta 
The reliability of experiments on chromatic adaptation depends on the accuracy of 
the test data. In other words, we must know the light used for each color tristimulus. 
Thus, to study the effect of chromatic adaptation on image content, the scene illumina-
tion of each image must be known. 
The test images used are taken from a collection of multispectral images presented by 
G. Finlayson et al. [16]. This collection consists of a set of reflectance images of eve-
ryday objects with high spatial and spectral resolutions. They were acquired with a 
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camera spectracube, which is a device based on interferometry that is able to capture a 
two-dimensional array of spectra (i.e., a spectral image) at a single exposure. For more 
details on the accuracy of the spectral representation and the utility of this image da-
tabase in the research field related to image color rendering under illumination changes, 
see the work of G. Finlayson et al. [16]. 
The advantage of having such a multispectral image database is to be able to change 
the image light and apply the sensor we want. For this purpose, we used the Lambertian 
image formation model. In this model, the three-sensor device responses with a spectral 
sensitivity function 5*(A) (k = 1,2,3) of a surface with a reflectance function -R(A) under 
an illuminant E(\) is given by : 
Ck= I E(\)R{\)Sk{\)d\ fc = 1,2,3, (2.13) 
where A is the wavelength and u> is the visible spectrum interval. For the sensor sensitivity 
'S'fe(A), we used the Vos and Wallraven sensor V W [46]. Finally, we used the illuminants 
A and D65, which are experimental illuminants approved by the CIE [29]. Thus, for a 
single reflectance image, we obtain two images, one under each illuminant. 
Spectral distributions are sampled at increments of 10 nm in the interval [400,700] nm. 
The discrete form of the image formation model is as follows : 
700 
X = C
 12 E{\)R{\)VWX{\) (2.14) 
A=400 
700 
Y = C Y^ E{\)R{\)VWY(\) (2.15) 
A=400 
700 
Z = C J^ E{X)R(X)VWZ(X) (2.16) 
A=400 
where VWX, VWY and VWZ are the sensitivities of the VW sensor to the short, middle 
and long wavelengths. C is a constant related to the luminance Y. It yields a value of 
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Y = 100 for a perfect diffuser, which means that the reflectance is equal to 1 for all 
wavelengths [15] : 
700 
C == 100 / Y^ B(X)VWY(X). (2.17) 
A=400 
Finally, for the image display we have used the sRGB space, which is an industrial color 
space proposed by Hewlett-Packard and Microsoft via the International Color Consortium 
ICC. It uses the illuminant D65 reference white and a gamma correction equal to 2.2 
[43]. 
2.4.2 Methodology 
In what follows, we measure the influence of chromatic adaptation on the image 
content. 
Let us consider two images of the same scene, obtained with the standard illuminants 
D65 and A. The objective is to convert the illuminant of the image referred to as the 
test image to the illuminant of the second image, the reference image, by applying the 
chromatic adaptation transform described in Section 2.3.1. The image obtained is called 
the result image. 
To evaluate the degree of matching between the two images, reference and result, we use 
the color difference formula Ai?94 which compares the overall colors of two images from 
the perceptual standpoint (see Appendix B for the formula). In other words, it checks 
the intrinsic nature of the color; however, it does not tell us how the content of the image 
is affected. 
Table 1 shows the mean of the color metric AE94 according to the content of the image. 
Note that the metric value AE94 changes according to the image content : it is not the 
same for edge pixels and pixels in homogeneous areas, and the overall value for all the 
pixels in the image is also different. Thus, we can say that the influence of the chromatic 
adaptation varies depending on the image content. However, we don't know which of the 
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TAB. 1 - Mean of A£?94 metric for CATsfd as a function of image content 
All pixels of image 
Edge pixels 





texture characteristics are most affected. Also, if an image edge is modified, does this 
modification affect the orientation or the strength of the edge or both ? This led us to 
define separate deformation measurements for edges and for homogeneous areas and tex-
ture, in order to better detect the difference between the two images using their content. 
Thus, the edges in the result image are compared with the edges in the reference image 
in terms of strength and orientation; i.e, the magnitude of the two gradients and the 
angle formed by the two corresponding gradient vectors. 
Let Gr and Gref be the gradiant vectors for the result and the reference images, res-
pectively. We compute the mean and variance of the absolute difference between the 
two magnitudes according to equations 2.18 and 2.19. The mean gives a measure of the 
contrast between the two images (change of light) while the variance quantifies the devia-
tion around the mean value. We compute the angle 8 between the two magnitude vectors 
according to equation 2.20, in order to verify the orientation change, which gives us an 
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where x is the cross-product. N and M are the numbers of rows and columns in the 
image and 6 6 [0,7r]. 
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To compare the texture of the two images, we use the descriptors introduced by Ha-
ralick [22], calculated from the co-occurence matrix for each image. Several co-occurence 
matrices are calculated, each of them considering a distance d in a particular neighbo-
rhood direction. In our case, four co-occurence matrices were calculated, corresponding 
to a displacement d equal to 1 in the directions 0, 7r/4, TT/2, 37r/2. Formulas for calcu-
lating the Haralick texture characteristics are given in Appendix A. The two images are 
compared by calculating the Euclidean distance between the texture descriptors. 
2.4.3 Experimental Results 
To test the influence of chromatic adaptation on image content, we used the Bradford 
transform Bfd. The choice of this transformation is based on the fact that it is much 
mentioned in the literature and it was chosen by the CIE for the color appearance model 
CIECAM97. 
We started by producing our test images, using 23 reflectance images of everyday ob-
jects and two standard illuminants (illuminant D65 and illuminant A). Altogether, we 
produced 46 test images categorized in groups of 23 according to illuminant, which we 
will call groupA and groupD65. We then changed the light of the images in groupD65 to 
the light of groupA, using the transformation Bfd, according to the procedure detailed 
in Appendix C. This yielded a third group, called groupD65A. Finally, we applied the 
edge and texture deformation measurements, as described in Section 2.4.2. 
Table 2 presents the absolute difference in gradient magnitude of the two groups of 
images, groupA and groupD65A, according to the threshold, which is a percentage of the 
maximum value of the gradient magnitude. Thus, a threshold of 5 corresponds to 5% 
of the maximum value of the gradient magnitude in the difference image. It represents 
the magnitude of the difference between the edge pixels of the two images. We remark 
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TAB. 2 - Mean and variance of absolute difference in gradient magnitude of the two 




















































TAB. 3 - Mean and variance of angle between gradient vectors of the two image groups, 


































































that for a threshold of 5, 27.473% of all the edge pixels give a mean value of 1.183 and 
the associated variance value is 0.788; this is not negligible relatively to the min and 
max values of the gradient magnitude, which are 0.454 and 9.078. For a threshold of 
10, the percentage of eligible edge pixels is 14.084%, with a mean value of 1.687 and a 
variance value of 1.000, which is also significant. Note that the mean and the variance 
increase with the threshold, while the percentage of eligible edge pixels decreases. Thus, 
the chromatic adaptation transformation produced a result image with less contrast than 
the reference image, since the difference in image edges is not negligible. We conclude 
that the edge strength was modified. 
Table 3 shows the mean and variance of the angle between the gradient vectors of the 
two groups of images, according to the threshold. We note a considerable deviation in the 
gradient. In fact, for thresholds from 5 to 25, the mean of the deviation varies from 9.90 
to 6.13 degrees. This is significant, considering that the percentages of eligible gradient 
vectors are between 36.85% and 6.85%. 
Table 4 shows the texture characteristics obtained with the two groups of images, groupA 
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and groupD65A. The Euclidean distance was used to perform a one-to-one comparison 
of these characteristics. The formulas used to compute the texture characteristics are 
detailed in Appendix A. We notice that the two characteristics which undergo a signi-
ficant change are the cluster shade and the cluster prominence. The variation in cluster 
shade implies that the image loses its symmetry; change in cluster prominence means 
that there is a variation in the gray levels. In fact, the variation in the gray levels can 
be read directly from the value of the contrast, which is rather significant. This confirms 
the observations which were made during the experiments on edges. 
2.4.4 Conclusion 
We defined two test measurements to check the effect of chromatic adaptation on 
image content. Our focus was on edges and texture, two characteristics directly related 
to object perception by the human visual system. We noted that the edge contrast and 
orientation were not reproduced accurately. Concerning texture, we noted that the form, 
granularity, complexity and homogeneity did not undergo deformation. On the other 
hand, cluster shade and cluster prominence, the two characteristics of texture which give 
an assessment of the change in gray level, were considerably affected. 
Therefore, we conclude that chromatic adaptation has an effect on the content of the 
image. We take this fact into account in our second approach in Section 2.5.2 below. We 
build a color database collected starting from pixels belonging to edge areas and texture 
areas. These pixels are selected starting from the test images reproduced in Section 2.4.1 
We propose a new transformation which minimizes the kind of degradation observed 
above. 
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2.5 New Approaches for Chromatic Adaptation 
In Section 2.4 we noted the effect of chromatic adaptation on image content. In 
this Section we will provide two new approaches for chromatic adaptation. The first 
approach is based on the Sharp transformation, which we reformulate by inserting other 
considerations and constraints. The second approach is based on the image content. We 
propose to utilize the conclusions that we reached regarding the influence of chromatic 
adaptation on image content. This influence, as we noted, is especially apparent in the 
contrast and texture of the image. 
2.5.1 Approach Based on the Sharp Transformation 
The Sharp transformation, as mentioned in Section 2.3.1, is a method which calcu-
lates, from the spectral responses of a camera or any other color device, new narrower 
spectral responses. This method is motivated by the definition of color constancy descri-
bed by equation 2.9. 
Figure 16 illustrates the objective of the Sharp transformation. The solid lines are the 
sensitivities of V W sensor [47] which represent the human eye's sensitivity. Dotted lines 
represent a sensor with narrow spectral responses. With this kind of sensor, perfect color 
constancy would be possible. Indeed, it samples the luminous spectrum in three wave-
lengths, for the red, the green and the blue. Therefore, the application of the Von Kries 
theorem would be fully sufficient. 
Finlayson et al. [17] formulated their method to yield maximum sensitivity of the sensor 
in a given interval. To do so, they minimized the sensor response outside the interval. 
Their solution has two limitations. First, they did not take into account the inter-band 
contribution generated by overlapping between the sensor spectral responses [52]. This 
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FlG. 16 - Solid lines : VW sensor. Dotted lines : Sensor with narrow spectral response. 
can cause metamerism, which is the tendency of color to modify its visual appearance 
according to the nature of the illumination. Secondly, the sharpening of the sensor spec-
tral response generates a modification of the sensor gamut, which corresponds to all the 
colors that a given device can produce. To yield a successful chromatic adaptation, we 
therefore propose to reformulate the problem by taking into account the following two 
aims : 
1. achieve the narrowest spectral responses, while preserving the sensor gamut; 
2. achieve spectral sensitivities which do not overlap. 
In the objective function of equation 2.10, we therefore add a constraint which ensures 
that the gamut is preserved. On the other hand, in order to get the narrowest spectral 
response, it is necessary to minimize the contribution between bands. In other words, 
for each sensor band, we will minimize the contribution of both other bands for a given 
interval, thereby minimizing the overlap between bands. 
In short, we introduce two new constraints. The first minimizes the inter-band contri-
bution in each sharpening interval and the second preserves the sensor gamut. More 
formally, let us consider : 
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- c(A), the spectral sensitivity of our sensor, which can be written c(A) = B{X)ia; 
- B{X)t(3, the new spectral sensitivity we are seeking; 
- 13, a coefficient vector ; 
- Bj = B(l,.., k — 1,0, k + 1, ..,£>), the sensor without the k band. Usually p=3 for 
color sensors. 
The objective function of the problem is the weighted sum of three minimization factors 
upon j3, as follows : 
- min^ JQ (B{X)t(3 — c(X))2d\ : ensures preservation of the sensor gamut by mini-
mizing the difference between the old and new sensors ; 
- min^ J $ J2jjLK{Bj(X)tf3j)2d\ : minimizes the contribution of the other spectral 
sensitivities in the interval % which is the characteristic of k sensitivities; 
- mliip fn {B{X)if3)2dX : Finlayson's Sharp formulation, which minimizes the spec-
tral response outside the sharpening interval $\ . 
Note that the gamut preservation factor and the one that sharpens the sensor spectral 
responses are antagonists. The first minimizes the norm difference between the new sensor 
and the old sensor inside the sharpening interval. The second minimizes the norm of the 
new sensor outside the sharpening interval. 
We therefore minimize for (3 the following variational problem : 
min oi / (5(A)'/3 - c{X))2dX + a2 f Y/{Bj(X)t(3j)2dX +aa f (B(A)'/?)2dA 
subject to : A(B(A)'/?)2dA - 1 = 0 (2.21) 
where ai,a2,a3 are the weighting parameters, <!>& is the sharpening interval associated 
with the k band, f\ is the entire visible interval except for the sharpening interval and 
T represents the entire visible interval. Thus, r = $& + fV 
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Solution of equation 2.21 
This is a nonlinear, non-convex optimization problem with a constraint equality. To 
solve it, we use the primal dual method in non-convex nonlinear programming [39]. Its 
Lagrangian is written as follows : 
tt(/3,/i) =
 0 l / {B{X)tf5-c{X)fd\ + a2 [ ^ ( ^ ( A ^ f d A 
i& 
+a3 / (B{\ypyd\ + M / (B(xypydx -1) 
Jak Jr 
(2.22) 
The first-order optimality conditions are : 
Vp9(0,ii) = oi /" [£(A)'5(A)/3 - 5(A)'c(A)l d\ + a2 f A(\YA{\)0d\ J$k J ./*fc 
+a3 [ 5(A)'B(A)/?dA + fi [ 5(A)'B(A)/?dA = 0 (2.23) 
Juh Jr 
V^(P,tx) = / 5(A)'/? dA - 1 = 0 (2.24) 
where the vector A(X) = 5(1 , . . , fc — 1,0, k + 1, ,.,p) such that p is the number of sensors. 
Let us define the matrices M l t M2, Ms, M4 and the vector V as follows : 
- M 1 = 4 5 ( A ) t 5 ( A ) 
-y = Lk B^MX) 
- M 2 = /4fcA(A)«A(A) 
~M3 = JQk B(XYB(X) 
- M4 = / r5(A)*5(A) 
Equation 2.23 can be written in matrix form as follows : 
01 [Mi/3 -V} + a2M2(3 + a3M'il3 + fiM4p = 0 (2.25) 
The solution of equation 2.25 is given by the following algorithm : 
49 
FIG. 17 - Vos k Wallraven (VW) sensors 
IF ai = = 0 
- M^x(a2M2 + a?,Mz)f3 = —/J/3. This amounts to finding the eigenvectors and the 
eigenvalues of the matrix M = M^1(a2M2 + (13M3). 
- Choose the eigenvector /3 that : 
1. minimizes the Lagrangian defined by equation (2.25) 
2. verifies the constraint defined by the equation 
[[B(\yp}2d\-1 = 0 
- ELSE j3 = (aiMi + a2M2 + a3M3 + nMA)~lV 
- END 
We solve equation 2.25 for (3, for each sharpening interval. We use V W sensors [47] [52], 
as illustrated in Figure 17. The sharpening intervals are those selected by Finlayson et al. 
[17], namely [400,480], [510,550] and [580,650]. The wavelengths are between 400 and 
700nm with an increment of lOnm. 
Table 5 shows the four matrices for the CAT transforms, which we obtain according 
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2.447 -0.794 0.096 
-1.958 1.691 -0.140 
0.0751 -0.121 1.008 
1.899 -0.1518 0.093 
-1.079 1.145 -0.136 
0.009 -0.095 1.008 
0.794 -0.193 0.038 
-0.532 0.801 -0.058 
0.013 -0.064 0.536 
0.997 -0.476 0.039 
-0.753 1.063 -0.059 





to the four combinations of the coefficient values a\ and a^- Recall that the combination 
a\ = 0 and a2 = 0 corresponds to the Sharp transformation. 
Figure 18 shows the spectral responses of the old V W sensor, compared to each of 
the four new sensors obtained from the new CAT. We distinguish two essential cases, 
depending on whether the coefficient a,\ is 0 or 1. In the first case, the obtained sensors 
have the same amplitude as the V W sensor, but are sharper. In the second case, in 
contrast, the obtained sensors have an amplitude smaller than that of the V W sensor, 
but the sharpening is more significant than in the first case. This difference is due to the 
fact that the a\ coefficient activates or deactivates the gamut preservation factor, which 
is antagonistic to the sensor-sharpening factor, as mentioned at the beginning of this 
section. 
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FlG. 18 - The new sensors in dotted lines are compared individually with the VW sensor 




FIG. 19 - The camera sensor collects the color reflected by the object 
2.5.2 Image content-based approach 
Our first approach is based on the characteristics of the sensor, without taking either 
the light source or the reflectance of the objects into account in the computation of the 
chromatic adaptation transform. 
In order to take the image content into account, we propose to extend the problem 
of the first approach in Section 2.5.1 by including the data images in the constraints of 
the objective function 2.21. In other words, we propose to sharpen the sensor sensitivity 
(narrow the band), by formulating the problem in terms of the sensor response to a color 
d(A), as illustrated in Figure 19. 
More formally, if c(A) = B(Xfa is the sensor sensitivity, then for a single wavelength, 
the response to a color d(X), which is the reflectance multiplied by the illumination, is 
given by : 
d(A)c(A) = d(X)B(XYa = • d(A)c(A) = D{Xfa. 
Thus, the sharpened sensor response is : 
d(X)B(X) = D(Xyp 
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The variational problem in 2.21 is reformulated as follows : 
- Closer gamut : min^ / (D(A)*/3 - d(X)c(X))2d\. 
- Close sensitivity to the Dirac function : min,3 J$ ^ ^ ( ^ M ^ ) ' / ^ ' ) 2 ^ 
andmin^ JUk(D(Xy/3)2dX. 
- Normalization : Jr(B(Xyp)2dX - 1 = 0. 
To estimate the sensor, we suppose that we have N images taken under different illumi-
nants. The variational problem is as follows : 
N
 r r 
min ] £ [ a i / (Dn(X)1 (3 - dn(X)c(X))2dX + a2 / ^ (Z^(A)%) 2 dA + 
&
 n=l ^** ''** ilk 
a3 / {Dn{Xff3)2dX 
subject to : / (B(Xyp)2dX - 1 - 0 
where the notation Dn means the pixel color in image n. 
(2.26) 
The Lagrangian of the problem is written as follows : 
TV 
*(/M = £ k f (Dn(XYp-dn(X)c(X))2dX + a2 [ Y,W(\m)2d\ 
-a3 / (Dn(Xyp)2dX\ + M / (B(Xyp)2dX- 1) (2.27) 
The first-order optimality conditions are : 
TV 




0 2 / ^A"(A)tA"(A)/3cU + a3 / ^P"(A)'Dn(A)/3dA 
fc
 n = l Qfc n = l 
/i f B(XyB(X)pdX = Q 




where the vector A(X) = D(l,.., k — 1, 0, k + 1, ..,p) such that p is the number of sensors. 
Let us define the matrices F\, F2, F3, F4 and the vector V as follows : 
- *i = Uk E£Li D"(\yD"(\) 
- V = /. tEti£>"(A)*d"(A)C(A) 
- F 4 = / rS(A)'5(A) 
Equation 2.28 can be written in matrix form as follows : 
ai[Ftf -V]+ a2F2{3 + a3F3f3 + fiF4(3 = 0 (2.30) 
Equation 2.30 is the same as equation 2.25, and its solution uses the algorithm in equa-
tion 2.21. We obtain four transformation matrices, for the four combinations of the values 
of coefficients a\ and a2, which may be 0 or 1 (Table 6). 
To produce our test data, we used the V W sensor and the 23 reflectance images 
mentioned in Section 2.4.3, with six different illuminants (Figure 20) : illuminants D55, 
D65, D75, A, C and a standard fluorescent illuminant. Thus there were 23 color images 
for each illuminant. Then we manually chose patches related to the content of each image, 
namely edges and homogeneous areas, as illustrated in Figure 21. 
A comparison of the spectral response of the V W sensor with that of each of the four 
sensors obtained by the four new transformation matrices is shown in Figure 22. We note 
that the sensors are narrower than the original V W sensor; however, the amplitude of 
some sensors is less significant, for example for a\ — 0 and a2 = 1. Another significant 
remark relates to the negative values of the spectral distributions of the sharpened sensors, 
which are due to negative values of the calculated transfer matrices. This can cause color 
saturation problems during the imaging process. 
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FIG. 20 - Spectral power distribution of the illuminants used. 












1.116 -0.045 -0 .071 
-0 .568 1.397 0.171 
0.029 0.080 0.891 
1.126 -0.060 -0.066 
-1.074 1.847 0.227 
0.018 0.082 0.900 
2.025 -1.092 0.067 
-1.716 2.845 -0.128 
0.044 -0.189 1.145 
2.159 -1.206 0.047 
-1.094 2.161 -0.067 





Images under D65 illuminant Images under A illuminant 
FIG. 21 - Selected patches related to edges and homogeneous areas 
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FIG. 22 - The new sensors in dotted lines are compared individually with the VW sensor 
in solid lines, for each transfer matrices obtained by Image content-based approach. 
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2.6 Experimental Results 
In this section, we compare the transformations obtained via the first and second 
approaches and the CATsharp, CATBf& and CATVk transforms. We start by producing 
the test images, by changing the illuminant of the images under D65 towards illuminant 
A using the various transformations, according to the chromatic adaptation algorithm 
detailed in Appendix C. Then, the comparison of the images obtained by these transfor-
mations with the ground truth is done using two evaluation criteria. The first, based on 
perception, is defined by the metric of the color difference A-E94. The second is intended to 
measure the effect of the transformations on the image content, defined by edges, texture 
and homogeneous areas. Figure 23 shows corresponding images obtained by the various 
transformations. In what follows, we give the results for the transformations which yield 
satisfactory performance. 
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FlG. 23 - «Freeform» images obtained with the different CAT transforms used, under 
illuminant A 
(a) Reference image 
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FIG. 24 - Mean AEg^ for each transform. 
2.6.1 Colorimetric Evaluation 
We used the CIEAE94 method, which is a perception-based error metric for eva-
luating the difference of two colors in the Lab space. It calculates an ellipsoid tolerance 
around the target color, such that the colors which belong in this ellipsoid will be consi-
dered identical. The computation formula is detailed in the Appendix B. This metric is 
recommended by CIE [13] for the calculation of color difference. 
Table of the figure 24 gives the mean error metric AE94 obtained for each transformation. 
We note that the transformations CATBfd, CATcn, CATVu and CATcw, in that order 
give the best results in terms of perception. However, the results values for CATn and 
CATio are very acceptable from the standpoint of the metric AE94, its stipulates that a 
AE94 value equal to or less than 4 can be considered to be satisfactory [11]. 
Thus, we can say that our image content based transform CATcw gives more accurate 
results than CATyk and CATsharp- Moreover, it improves on the performance of our first 
approach based on the Sharp transform {CATn and CATIQ). 
2.6.2 Content-based Evaluation 
This evaluation involves calculating the characteristics related to the image content, as 
explained in Section 2.4 for each CAT transform obtained in Sections 2.5.1 and 2.5.2 and 
the Sharp, Von Kries and Bradford transforms. We then compare the results obtained. 
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Edges Evaluation 
We calculate the edge in the result and reference images. The comparison concerns 
the strength of the edge and its orientation, as explained in Section 2.4.2. 
Tables 7, 8 and 9 present the mean and variance of the absolute difference between the 
gradient magnitudes of the reference and result images, for each transformation. Each 
table is related to a given threshold, which represents the percentage of the maximum va-
lue of the difference in gradient magnitudes. The threshold is especially used to assess the 
significance of the gradient magnitude difference, which can be manifested as a difference 
in contrast between the two image groups. Table 7 presents the results for a threshold of 
5% of the maximum value of the gradient magnitude difference in the image. It can be 
seen that the CATsjd transform performs better than the other transformations in terms 
of mean value. We note that the CATcu transform obtains very close results in terms of 
mean value and performs the best in terms of variance value and maximum magnitude 
value. Concerning tables 8 and 9 which list the results for larger thresholds, namely 15% 
and 25%, the CATcu transform obtains the best results in term of mean, variance and 
maximum value. All in all, our content-based transform performs slightly better than the 
others in preserving image edges. 
Table 10 shows the mean and variance values of the angle between the gradient vectors 
of the two image groups for each transformation. The deviations of the gradient vector 
for the CATcu a n d CAT\Q transforms are about 3.66 and 4.70 degrees, compared with 
7.54 and 5.61 degrees for CATsfd and CATsharp- The result of these comparisons shows 
that CATcu has the best performance in terms of preservation of edge pixel orientation. 
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TAB. 7 - Mean and variance of absolute difference in gradient magnitude between the 




















































TAB. 8 - Mean and variance of absolute difference in gradient magnitude between the 





















































TAB. 9 - Mean and variance of absolute difference in gradient magnitude between the 




















































TAB. 10 - Mean and variance of the angle between the gradient vectors of the two image 


















































































































We compare the texture descriptors for the reference and the result images, as explai-
ned in Section 2.4.2. 
Table 11 shows the Euclidean distances of the texture features, for each transformation 
matrix. A ranking of the transformations according to the number of texture features for 
which they perform, gives (in descending order) : CATW, CATcn, CATsfd and CATn-
We can note a variability in the performance of these four transformations in terms of tex-
ture features. Thus, CATsfd and CATcn are more accurate in terms of correlation and 
energy, two features which are inherent to the complexity and homogeneity.of the image, 
which means that the homogeneity of images is better preserved by these transforms. 
On the other hand, CATW and CATcn perform better in terms of mean value, cluster 
shade and cluster prominence, which means that the variation of gray level between the 
two images is better preserved. 
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2.7 Conclusion 
Our study has focused on the effect of chromatic adaptation on image content, parti-
cularly edge and texture, which are two essential elements in the human visual system. 
We began by proposing an improvement to the Sharp transformation, which is based on 
the sensor spectral responses, by including new factors in the problem formulation. We 
then included the image content, by categorizing the pixels according to their member-
ship in various types of image content. This enabled us to generate two collections of 
color images, which we used to calculate new transformations. 
The principal hypothesis of our work is that the best transformation for chromatic adap-
tation can be developed by taking image content into account. This could be used for 
the local correction of digital images. Another significant aspect of our work is that we 
implemented our two approaches using the spectral distribution of illuminants, sensor 
sensitivities and reflectances, instead of relaying solely on the color tristimulus values, 
as in the majority of the existing transformations, such as the Bradford and Von Kries 
transforms. 
The experimental results obtained are very promising. This is reflected by the per-
formances obtained in terms of perception and especially in terms of the preservation of 
image content, where our approaches gives good results. Thus, taking image content into 
account in the Sharp formulation improves the performance of the chromatic adaptation 
transform. However, there are several ways to improve our work, such as adding a new 
constraint in the mathematical formulation to avoid the negative values that appeared 
in the spectral distribution of the new sharpened sensor. Also, the psycho-visual aspects 
of colorimetry can be included to a much greater extent, in an effort to achieve a human 
perception of the scene. 
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2.8 Appendix 
A. Texture characteristics : The following characteristics are calculated starting 
from the cooccurrence matrix C(i,j), which expresses the spatial dependence of the gray 
levels. 
Mean = J ] J ] i . C ( i , j ) 
i 3 
Variance = YJ VJ(i —/i)2.C(i, j ) 
* 3 
Energy = ^2^2C(i,j)2 
i 3 
Correlation = 2_. ^_J(* — M)0' ~~ AO-C(^ j ) 
* j 
Entropy = ^2^2-C(i,j).log(C(i,j)) 
i 3 
Contrast = ] £ ] £ ( » - j ) 2 . C 7 ( i , j ) 
* i 
Homogeneity = ^ ] T 1 + (i - -vr^ ' -? ' ) 
ClusterShade = J ^ J ^ i + j - 2/i)3.C(i, j) 
i 3 
Cluster Prominence = / , / fa + j — ^U)4-C(i,j) 
« 3 
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B. Colorimetric evaluation AE9i : AE94 is a metric of color difference which utilizes 
perceptuals attributes, specifically luminosity (lightness), colouring degree (chroma) and 
hue of CieLAB color space. It calculates the ellipsoid of tolerance around the target 
point, where the ellipsoid dimensions are a function of the position of the target point 
in the color space. The color difference, or AE94, between two colors (Li,a\,bi) and 







- AL = L\ — L2 luminosity. 
- AC = C\ - C2 chroma. 
- Aff = {(Aaf + (A6)2 - (AC)2}1 
~c1 = ^ tTbJ 
- C2 = ^a\ + b\ 
- Aa = ax — a2. 
- Ab = &! - b2. 
- kL = 1, kc = 1 
- kL = 2, kc = 1 
-kH = l. 
- SL = 1. 
- 5 C = 1 + 0.045C. 









C. The chromatic adaptation implementation The following algorithm carries 
out the chromatic adaptation. It calculates the new value of a tristimulus color following 
the illumination change. [11]. 
- Step 1 : Using the image reflectance data bases and the VW sensor, produce the 
test images under illuminant D65 and the reference images under illuminant A. 




= T yt (2.32) 
Step 3 : Apply the rule of the Von Kries coefficients, in order to change the 
illuminant of the test image to the illuminant of the reference image. For example, 
taking illuminants D65 and A, the application is done as follows : 
/ L'\ ( ^ 0 O \ / L * \ 
Ms 
\s° ) 
0 ^ - 0 
XD65 




( XA \ 
YA 






Y ZD65 J 
are the reference whites of illuminants A and D65 
Step 4 : Transform the color triplets of the cone space to those of the XYZ space 
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by using the inverse transform, as follows : 
/ xs \ ( LS ^ 
= T - l Ys 
\ZS ) y 






Dans ce memoire nous avons presente l'apport du contenu visuel a l'adaptation chro-
matique. Nous avons tout d'abord demontre l'influence de l'adaptation chromatique sur 
le contenu de l'image, a savoir les contours et la texture. Nous avons ensuite propose, 
une amelioration de la transformation Sharp (qui est basee sur les reponses spectrales 
du capteur) en incluant d'autres facteurs dans la formulation du probleme. Par la suite 
nous avons propose une deuxieme amelioration, en incluant le contenu de l'image dans 
la formulation du probleme. 
La principale hypothese de notre travail est qu'une meilleure transformation pour l'adap-
tation chromatique peut etre developpee en tenant compte du contenu de l'image. Ceci 
pourrait entre autre reduire les distorsions locales dans l'image suite a une transforma-
tion. Un autre element important est que nous avons mis en oeuvre nos deux approches 
en utilisant la distribution spectrale des illuminants, de la reflectance et de la sensibilite 
du capteur au lieu de la valeur du tristimulus couleur, comme le fait les transformations 
de Bradford et de Von Kries. 
Les resultats que nous avons obtenu, sont tres prometteurs. Ceci est traduit par les 
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performances obtenues en terme de perception et surtout en terme de preservation du 
contenu de l'image ou notre approche donne dans l'ensemble les meilleurs resultats. Ainsi, 
la prise en charge du contenu de l'image a permis d'ameliorer les performances de la trans-
formation pour l'adaptation chromatique Sharp. 
Malgre ces performances, plusieurs aspects de notre approche peuvent etre ameliores. 
Par exemple : contraindre la formulation mathematique pour eviter les valeurs negatives 
dans la distribution spectrale du nouveau capteur aminci. Aussi, integrer les aspects 
psycho-visuels de la colorimetrie, afin d'arriver a une perception humaine de la scene. 
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