Abstract-This paper shows how to compute the nonholonomic distance between a point-wise car-like robot and polygonal obstacles. Geometric constructions to compute the shortest paths from a configuration (given orientation and position in the plane of the robot) to a position (i.e., a configuration with unspecified final orientation) are first presented. The geometric structure of the reachable set (set of points in the plane reachable by paths of given length ℓ) is then used to compute the shortest paths to straight-line segments. Obstacle distance is defined as the length of such shortest paths. The algorithms are developed for robots that can move both forward and backward (Reeds&Shepp's car) or only forward (Dubins' car). They are based on the convexity analysis of the reachable set.
I. Introduction
Distance computation plays a crucial role in robot motion planning. Numerous motion planning algorithms rely on obstacle distance computation, e.g., skeletonization and potential fields methods [1] . The distance from a robot configuration to an obstacle is the length of the shortest feasible path bringing the robot in contact with the obstacle. Car-like robots are nonholonomic systems. This means that any path in the configuration space is not necessarily feasible. As a consequence, the length of the shortest feasible paths induces a special distance, the so-called nonholonomic distance, that is not an Euclidean distance. This paper presents geometric algorithms to compute obstacle distance for a point-wise car-like robot moving both forward and backward or only forward among polygonal obstacles.
A. History and related work
In the framework of the researches in nonholonomic motion planning, the case of the car-like robot has been the most investigated one. Numerous results are based on the knowledge of the shortest paths.
A.1 The model
With reference to Fig. 1 , the coordinates x and y determine the position in the plane of the rear wheel axle midpoint of the car, while θ is the angle that the unit direction vector v forms with the positive x axis. A configuration of the car is given by a triple (x, y, θ) ∈ R 2 × S 1 , where S 1 M. Vendittelli is with the Dipartimento di Informatica e Sistemistica, Università degli Studi di Roma "La Sapienza" (e-mail: venditt@labrob.ing.uniroma1.it). This work has been done during the stay of the author at LAAS-CNRS in the context of the project ES-PRIT 3 Basic Research #6546 (PROMotion).
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is the unit circle in the plane. The point (x, y) ∈ R 2 will be referred to as the position of the car in the plane. The model of the car to which we will refer along the paper is described by the following control system:   ẋ (t) = cos θ(t) · u 1 (t) y(t) = sin θ(t) · u 1 (t) θ(t) = u 2 (t) (1) with |u 1 (t)| = 1 and |u 2 (t)| ≤ 1 for any t. u 1 and u 2 are, respectively, the linear and angular velocity of the car. When u 2 ≡ 0 over a time interval, the robot moves along a line. When u 2 ≡ α, α ∈ R and u 1 ≡ 1 over a time interval, the robot moves forward along an arc of a circle with radius 1 α . Any trajectory solution of the system (1) is said to be admissible. The curvature (when defined) of any admissible trajectory at some time t is | u2(t) u1(t) |. It is then upper bounded by 1. Therefore, the proposed model corresponds to the motion in the plane of a particle subject to curvature constraints.
A.2 Shortest paths without obstacle
The study of the shortest paths for a car-like robot has already an history. It has first been addressed without considering the presence of any obstacle. The pioneering result has been achieved by Dubins who characterized the shape of the shortest paths when u 1 ≡ 1 (the robot moves always forward) [2] . Shortest paths are a finite sequence of at most 3 pieces consisting of straight line segments or arcs of a circle with radius 1. Starting from this result, Cockayne and Hall have computed the accessibility set for this model of particle [3] (i.e., the domain of the plane reachable by paths with bounded length).
More recently, Reeds and Shepp have provided a sufficient family of 48 shortest paths for the car-like robot moving both forward and backward [4] : optimal paths are constituted by a finite sequence of at most five elementary pieces which are either straight line segments or arcs of a circle of radius 1.
According to these results, we will call Dubins' car the car-like robot moving only forward (u 1 ≡ 1) and Reeds&Shepp's car the car-like robot moving both forward and backward (|u 1 | ≡ 1).
Then the problem has been revisited from a control theory point of view: Sussmann and Tang [5] and Boissonnat, Cerezo and Leblond [6] independently provided a new proof of Dubins' and Reeds and Shepp's results. In addition, Sussmann and Tang reduced the sufficient family to 46 canonical paths for the Reeds&Shepp's car case.
Souères and Laumond, using these results, computed a synthesis of the shortest paths, i.e., a partition of the manifold R 2 ×S 1 into cells reachable by only one type of shortest path (among the 46 ones) [7] . They also computed the exact shape of the shortest path metric, i.e., the shape of the domain in R 2 × S 1 reachable, from a given configuration, by paths with bounded length [8] . The projection of that domain on R 2 corresponds to the accessibility domain in the plane; it has been computed by Souères, Fourquet and Laumond [9] who then extended the result of Cockayne and Hall to the car moving also backward; the authors provided also a synthesis of the shortest path from an initial configuration to a point in the plane. On the other hand, Bui et al. used a similar approach to compute a synthesis in R 2 × S 1 for the Dubins' car [10] . Boissonnat and Bui then derived a synthesis of the shortest path from a fixed configuration to a point in R 2 for this case [11] 1 . Moutarlier, Mirtich and Canny explored general analytic tools to compute shortest paths to some sub-manifolds of R 2 × S 1 [12] . With the proposed approach, the problem of finding the shortest feasible path for "crashing" a car-like robot against a wall is solved as a minimization problem of a function of three variables (the Reeds and Shepp path parameters) with equality constraints.
A comprehensive overview on optimal trajectories for mobile robots is presented in [13] .
A.3 Shortest paths in the presence of obstacles
The problem of computing the shortest path for a carlike robot in the presence of obstacles is a very difficult one. The existence of a shortest collision-free path for Reeds&Shepp's car is no more guaranteed. A shortest path may not exist [14] . The problem for Dubins' car has been recently proved to be NP-hard [15] . In [16] , Fortune and Wilfong propose an algorithm running in exponential time and space to decide if a path exists; the algorithm does not generate the solution. Jacobs and Canny propose an approximation algorithm that generates a sequence of elementary feasible paths linking configurations in contact with the obstacles [17] . More recent results solve the problem of computing a shortest path when the obstacles are pairwise disjoint and when they are bounded by curves whose curvature is greater than 1 (i.e., the so-called moderate obstacles) [18] , [19] .
Relaxing the constraint of finding a shortest path, nu-merous works have addressed the simpler problem of finding collision-free admissible paths for either Dubins' car or Reeds&Shepp's car (e.g., [20] , [21] , [22] , [23] , [24] , [25] , [26] , [27] , [28] , [29] , [30] ).
B. Contribution
In this paper we consider a point-wise car-like robot moving amidst polygonal obstacles.
For both Reeds&Shepp's car and Dubins' car we propose geometric algorithms to compute the shortest path from a configuration to polygonal obstacles.
A shortest path to an obstacle is a shortest path among all the shortest paths leading to a position on the boundary of the obstacle. Obstacle distance computation should then be based on a function computing the shortest path from a configuration to a position.
The shape of the shortest paths from a configuration to a position have been characterized in [9] and [11] for Reeds&Shepp's car and Dubins' car respectively. Geometric algorithms may be deduced from these results in a straightforward way (Section II).
The results presented in [12] allow to devise a procedure to compute the shortest path to a straight-line segment for Reeds&Shepp's car. We propose a geometric and more efficient algorithm to solve this problem. With respect to [12] , the geometric approach presented in this paper leads to an efficient algorithm that does not require to compare several paths. Moreover, we extend the results to Dubins' car (Section III-B).
The proposed algorithms are simple to implement. They are derived from the analysis of the wavefronts (i.e., the set of positions reachable from a configuration with fixed length shortest paths). The wavefronts are not convex in the entire plane as they are when associated to Euclidean distances 2 . The key point of our contribution is to exploit the convexity of the wavefronts in some regions of the plane. The wavefronts are convex in the first quadrant for Reeds&Shepp's car (Section III-A). The wavefronts are concave within two circles (Proposition 2 in Section III-B) and convex everywhere else within each of the two half planes bounded by the abscissa axis for Dubins' car.
C. Notation and remarks

C.1 Notation
A shortest path from a given configuration (x, y, θ) to an obstacle can be obviously computed from a shortest path from the origin (0, 0, 0) to the obstacle transformed by a translation of vector (−x, −y) and a rotation of angle −θ. Then we assume that the starting configuration is always the origin.
The paths are described using Sussmann and Tang notation [5] : for path families, capital letters denote either a straight line segment (S) or an arc of a circle of radius 1 (C). The symbol | between two letters indicates the presence of a cusp. In denoting a path family, neither the direction of motion (forward/backward) nor the direction of rotation (left/right) of the velocity vector are specified. To specify the direction of rotation, the letter C will be replaced by l for left turn and by r for right turn (respectively corresponding to positive and negative rotation angle of the velocity vector). The superscript + (−) will denote forward (backward) motion 3 . Subscripts are positive real numbers giving the length of each elementary path in an optimal path. They will be referred to as path parameters. Figure 2 shows the six basic paths composing an optimal path. The direction of motion (forward/backward) is indicated by the arrow on the path.
The six basic path types.
We will denote with C 1 and C 2 the circles with radius 1 and centre respectively in (0, −1) and (0, 1).
C.2 Remark
The unicity of the shortest paths is a critical issue which has not been clearly stated while the result is implicitly contained in the synthesis constructions appearing in [7] , [9] , [10] , [11] .
For the shortest paths from a configuration to a configuration, the application of the maximum principle of Pontryagin to Reeds&Shepp's car and Dubins' car shows that the only path type spanning an open domain of R 2 × S 1 without being unique is the family C|C|C [13] . Indeed, any path C|C|C is equivalent to a path C|C| . . . |C|C with the same length and with an arbitrary number of pieces [5] . All the other paths spanning an open domain of R 2 × S 1 are unique. This is a corollary of the synthesis construction proposed in [7] for Reeds&Shepp's car and in [10] for Dubins: indeed such a construction is based on the study of the intersection of the various domains reachable by some given shortest path type. Therefore the only way for a path to be not unique is either to belong to the family C|C|C, or to belong to some sub-families spanning 2-dimensional surfaces which are the boundary of two domains
3 In Dubins' car case the superscript is always + and it will be omitted. 4 For instance, for Reeds&Shepp's car, the geometric construction of the synthesis in [7] shows that the later case appears for:
has the same length and reaches the same configuration.
• the paths reaching the common boundary of C|CuCu|C and CCu|CuC domains. In that case there is exactly two equivalent shortest paths.
The characterization of the shortest paths from a configuration to a position has been addressed again by applying the maximum principle of Pontriagyn (with transversality condition). The synthesis is provided by the geometric construction of the reachable domains [9] , [11] . Since the family C|C|C is shown to be never optimal in this case, the sufficient family proposed in [9] and [11] is also necessary. Then the analysis of the unicity of the shortest paths can be derived from the geometric constructions of the synthesis. Such constructions show that the only (1-dimensional) domains where there are exactly two shortest paths are:
• the y-axis for Reeds&Shepp's car, and • the half negative x-axis for Dubins' car.
Finally, notice that any sub-path of a shortest path to a configuration is a shortest path to its end-configuration. This property does not hold for the shortest paths to positions: any sub-path of a shortest path to a position is not necessarily a shortest path to its end-position.
II. Shortest paths to positions
This section recalls the results in [9] and [11] : they provide a synthesis of the shortest path to a position for Reeds&Shepp's car and Dubins' car respectively. We deduce from these results a geometric construction of the shortest paths which will be used in the next sections.
A. Reeds&Shepp's car
In [9] Souères, Fourquet and Laumond proved that only three families of Reeds and Shepp paths may be optimal to reach a position P (x, y) from the origin of the configuration space (0, 0, 0). These families induce a partition of the set of positions R 2 in domains reachable by a given family of paths as shown in Fig. 3 , where the dashed curves indicate the boundaries between the domains and the "words" C|C π 2 S, C|C and CS the given path family. These domains will be referred to as Region C|C π 2 S, Region C|C and Region CS, according to the path family by which they are reachable. The symmetry of the domains is due to the following property: from an optimal path P of length ℓ, it is possible to build three other optimal paths of same length (paths isometric to P) and leading to points symmetric to the point reached by P with respect to the x-axis, the yaxis and the origin of the coordinate axes [9] . This allows to restrict the description of the geometric construction of the shortest paths to positions to the first quadrant of the cartesian plane.
For any point not belonging to the y-axis, the Reeds&Shepp shortest path reaching it is unique and can be constructed as follows:
Paths reaching points in this region are constituted by two arcs of a circle of minimum radius connected by a cusp and followed by a straight line segment. The second arc (C π 2 ) in this family has fixed length π 2 . A point P in the first quadrant, belonging to this region, is reached by a path of the type l able by a given family of paths. 5 ) by finding the centre of the unit circle C tangent to the circle C 1 in the third quadrant and passing through the point P . As in the previous case, the value of the
The shortest path to a point in Region C|C. • Region CS Points in this region are reached by paths made of an arc of circle of minimum radius followed by a straight line segment. A point P in the first quadrant is reached by a path l d ≥ 0 characterize paths reaching points on the boundary with Region C|C π 2 S (they can be considered as paths of the type reaching points in that region corresponding to the path parameter value u = 0).
Due to the symmetry properties, there exist exactly two shortest paths, belonging to the same family, reaching a given position on the y-axis.
Note that, the values of the parameters vary continuously from one domain to another, that is the points on the boundaries between two (or three) domains are always reached by a unique path that can be considered as belonging simultaneously to the two (three) neighbouring domains for appropriate values of the parameters.
B. Dubins' car
Adopting the same approach as Souères, Fourquet and Laumond, Boissonnat and Bui [11] provided a synthesis for Dubins' car. In this case only two families of Dubins paths can be optimal and they induce the partition of the plane reported in Fig. 7 , where the boundaries between the two domains are given by the unit circles C 1 and C 2 . As in the Reeds and Shepp case, the word (CC or CS) inside each domain denotes the family of optimal paths reaching it. The two domains will be referred to as Region CS and Region CC. The axis of symmetry for the Dubins paths to position is the x-axis. Therefore, the description of the shortest paths construction will be limited to the upper half-plane.
For any point not belonging to the negative half-axis Ox, there is a unique Dubins shortest path that can be obtained as:
• Region CS Points in this region are reached by paths made of an arc of a circle of minimum radius followed by a straight line segment. A point belonging to the upper half-plane is attained by a path l v s d , with 0 ≤ v < 2π and d ≥ 0. The construction is the same as for points belonging to Region CS of Reeds&Shepp's car case.
• Region CC Paths leading to points in Region CC include two arcs of circle of minimum radius. A point belonging to the upper half-plane is reached by a path of the type r u l v , with 0 ≤ u < v and π < v < 2π. This path type can be computed by finding the centre of the unit circle C tangent to the circle C 1 in the fourth quadrant and passing through the point P (see Figure 8) .
For points with coordinates x < 0 and y = 0 there are two equivalent (and symmetric) shortest paths in the family CS.
III. Shortest paths to straight line segments
In this section we propose a geometric algorithm to compute the obstacle distance in both the case of Reeds&Shepp's car and of Dubins' car. Figures 9-10 show the sets of positions reachable by paths of length ℓ, for different values of ℓ [9] , [11] . The geometric properties of the corresponding curves (also called "wavefronts" or "isodistance curves") will be exploited to devise the algorithms computing the shortest paths starting from the origin of the configuration space to a given straight line segment. Indeed, the length of the shortest path to a segment is determined by the wavefront with smallest "radius" ℓ touching the segment.
The wavefronts are obtained by expressing the length ℓ of the path, in each region, as a function of the two path parameters and operating an appropriate change of variables in the equations giving the coordinates of the points, inside each region, as functions of the path parameters. In particular, CS and C|C π 2 S paths generate arcs of an involute of a circle (see Appendix for definition and properties of an involute of a circle); C|C paths generate arcs of a circle of radius 2; CC paths generate arcs of cardioids (see Appendix for definition and properties of a cardioid). The wavefronts then appear as a sequence of such arcs. The geometric construction of shortest paths to a segment requires to compute the endpoints of the various wavefront arcs and the critical values changing their geometric structure. Note that, the wavefronts for Reeds&Shepp's car are always closed curves (Fig. 9 ) while they may be simple open and not necessarily connected arcs for Dubins' car (Fig. 10) .
A. Reeds&Shepp's car
Due to the symmetry properties, the problem can be first attacked by assuming that the segment lies in the first quadrant. This is particularly convenient from a computational point of view: the reachable set is represented by convex curves in the first quadrant and the tangent to the wavefront is monotonic (Sec. III-A.1), this allows to decide the region in which the tangency will occur from the slope of the line supporting the segment. The general case will be solved by considering symmetry properties (Section III-A.3).
A.1 Shape of the wavefronts in the first quadrant
The set of positions reachable by a path of length ℓ is described by three different curves in the three regions of the first quadrant.
• Region C|C π 2 S Points in this region, reachable by a path of length ℓ, satisfy the system:
with 0 ≤ u ≤ arctan • Region C|C In this region, the reachable set is constituted by points verifying:
with 0 ≤ u ≤ π 6 and ℓ = u + v, 0 ≤ ℓ < arctan(
. Assuming ℓ constant, the parametric equation of a circle of radius 2 and centre (sin(ℓ), − cos(ℓ) − 1) is obtained.
• Region CS The parametric equation of the wavefront in Region CS is given by:
with 0 ≤ v ≤ π 2 and ℓ = v + d, ℓ ≥ 0. System (4) leads, for ℓ constant, to the equation of the involute of circle C 2 in Fig. 5 . Therefore, the equation of the wavefront in the first quadrant can be easily computed from the systems above. Its shape is shown in Fig. 11 . According to the value of ℓ, the following description of the wavefront structure can be given [9] : Moreover, the line tangent to the wavefront has the property stated by the following Proposition 1: The slope of the tangent line to any wavefront in the first quadrant is a decreasing function of x ≥ 0 and its value varies within the interval [−∞,
]. Proof: To prove the proposition, we first give the expression of the slope m of the line tangent to the curves describing the wavefronts in each region. Then, we show that m is a continuously decreasing function of x inside these regions and decreasing at junction points.
From equations (2-3), the slope of the tangent line to the wavefronts in Regions C|C π 2 S and C|C is m = tan(u) . This implies that m is a decreasing function of x in Region CS. Its minimum value m = −∞ is attained on points on the x-axis, for any value of ℓ.
Being the slope of the tangent line a decreasing function of x, inside each region and for any admissible value of ℓ relative to each region, we then prove that it is continuous on the boundary between Regions C|C π 2 S and CS (points B 2 and B 3 in Fig. 11 ), as well as on the boundary between Regions C|C π 2 S and C|C (point D in Fig. 11) , and decreasing on the boundary between Regions C|C and CS (point B 1 in Fig. 11) .
The continuity at points on the boundary between Regions C|C π 2 S and CS can be proved noting that a point on this boundary is reached by a path of length ℓ ≥ and decreases continuously to −∞, as x increases.
At points on the boundary between Regions C|C and CS (point B 1 in Fig. 11 ) the slope of the tangent line is not continuous, but it decreases for increasing values of x (that is, passing from Region C|C to Region CS). This can be directly verified from the expression of m in each region and considering that, for a given 0 ≤ ℓ < 
where the parameter α corresponds to the ordinate of the intersection point between the y-axis and the tangent to the wavefronts at points on the boundary between Regions C|C π 
A.2 Geometric construction
We have seen in the previous section that given the equation y = mx+n of the tangent line supporting a segment in the first quadrant it is possible to know the region in which the tangency will occur. Once the region of tangency is found, the shortest path to a segment with supporting line of equation y = mx+n can be found with simple geometric arguments exploiting the properties of the wavefront:
• Regions C|C π 2 S and CS The isodistance curves in these regions are, respectively, the involutes of the circles C 1 and C 2 (see Figures 12 and 13 ) and have the property that the line T tangent to the circles and passing through the point T is perpendicular to the line tangent to the involute at the same point (see Appendix). The segments of length d constituting the last part of the paths leading to Regions C|C π 2 S and C|C belongs to the line T , as shown in the geometric construction of the shortest paths to points in these regions. The algorithm to find the shortest paths to the tangency points becomes then very easy: in Region C|C π 2 S we have u = arctan(m), while parameter d is equal to the length of the segment T ′ T (Fig. 12) . In Region CS, parameter v is determined by tan(v) = − 1 m . Looking at Fig. 13 it is easy to conclude that the length of the segment V T determines the value of the parameter d. In both cases the robot final orientation is perpendicular to the segment.
• Region C|C We know, from the proof of Proposition 1, that for a line of equation y = mx + n, tangent to a wavefront in this region, there exists the relation m = tan(u) between its slope m and the path parameter u. Being m given, this determines the value of u and allows the computation of the centre of circle C in Fig. 14 , tangent to C 1 at U . The computation of the tangency point and, hence, of parameter v is then trivial.
In each region, the distance to the segment is given by the length of the found path. 
A.3 Symmetry property
We have solved the problem of finding the shortest path to a segment lying in the first quadrant.
The problem of finding the shortest path to a segment in the plane is solved by computing the symmetric image in the first quadrant of the segment. Then the shortest path to this polygonal image is computed. This path is then transformed by the appropriate symmetry. Figure 15 shows the case of a segment traversing the second, third and fourth quadrant. The dashed polygonal line denotes its image in the first quadrant and the path P is the shortest path reaching the line. Since the path P reaches the line at a point belonging to the image of that part of the segment lying in the third quadrant, the shortest path to the segment is the image of P obtained by symmetry with respect to the origin.
The general rule can be informally summarized: the shortest path to an object (point, segment) in the plane, the image of which in the first quadrant has been computed by a symmetry, is obtained by applying the same symmetry to the shortest path to its image in the first quadrant.
A.4 The algorithm
From the results of the previous section we can derive the following algorithm to compute the shortest path to a segment in the plane with supporting line of equation y = mx + n and end-points A and B: 1. Compute the image I of the segment in the first quadrant as described in Section III-A.3; 2. Determine, if exists, the region of tangency, using the table given in III-A.1, for each line supporting the segments composing I; 3. If a line intersects the arc ⌢ OF 1 , determine the shortest path to it as described in Section III-A.1; 4. Compute the shortest paths to each tangency point according to the procedure in Section III-A.2; 5. Choose, between the points found at the preceding step, the one reachable by the path of smallest length and call it tangency point; 6. Check if the tangency point does belong to the segment, if so, the distance to the segment is the length of its associated shortest path; if not, go to the next step; 7. Compute the shortest paths to the segment end-points using the procedure in Section II and choose the shortest one; the distance to the segment is the length of the determined path. Note that, Step 7 of the given algorithm is valid due to the continuity of the shortest paths in the first quadrant. Figure 16 shows two examples of shortest paths to segments in the plane. In particular, in the case of the figure on the left, the distance to the segment is the length of the shortest path to the tangency point, while the figure on the right shows the case in which the distance to the segment is determined by the length of the shortest path to one of its end-points.
B. Dubins' car
The geometric construction of the shortest path to a segment is simpler than it is for Reeds&Shepp's car. By virtue of the symmetry property, we can first assume that the segment lies in the upper half-plane. Indeed, the case of Region CS for Dubins' car is exactly the same as the case of Region CS for Reeds&Shepp's car; the only difference is that the former covers the latter. As we will show, the remaining case gives rise to an easy construction.
B.1 Shape of the wave fronts in the upper-half plane
The following computations are straightforward consequences of the results appearing in [3] , [11] . Again, we consider the various regions of accessibility.
• Region CS: The corresponding type of path has been already considered for Reeds&Shepp's car. The wave fronts consists of arcs of involute of a circle. For ℓ ≤ 3π 2 + 1, the wave front is an arc of involute of the circle C 2 starting on the point (ℓ, 0) on the x-axis and ending on C 2 ; at ℓ = 3π 2 +1 the involute is tangent to the x-axis. For 3π 2 + 1 < ℓ < 2π, the wave front consists of the two arcs of the involute lying in the upper half-plane. For ℓ > 2π it remains just a piece of the involute (see Fig. 17 ).
• Region CC: The paths reaching points in Region CC belong to the family r u l v . Their length ℓ is u + v with 0 ≤ u < v and π < v < 2π. The reachable set is constituted by points whose coordinates x and y verify the following equations:
These are the equations of a cardioid (see Appendix). Since v > π, a wavefront containing such an arc should have its radius ℓ strictly greater than π. The maximum value ℓ c is computed in Proposition 2.
The following table summarizes the critical values of ℓ that change the geometric structure of the wave fronts (Figure 17) in the upper half-plane:
The geometric construction of the shortest path to a segment lying in the upper half-plane is much easier than in the case previously addressed. Nevertheless, its proof requires a technical proposition.
B.2 Geometric construction
The geometric construction of the shortest path to a segment in Region CS (Fig. 18) follows the same principle described for Region CS of Reeds&Shepp's car.
The case of segments lying in Region CC is addressed in the following Proposition 2: The shortest path to a segment S lying in Region CC for Dubins' car is one of the two shortest paths reaching its endpoints.
Proof: Let us consider the upper half-plane. Region CC for Dubins' car in this domain is the disk of radius 1 centred at (0, 1). C 2 is the associated circle. A point of coordinates (x, y) of the disk is reached from the origin (0, 0, 0) by Dubins' car along the shortest path r u l v such that u and v verify the system: 
with 0 ≤ u < v and π < v < 2π. Moreover u should be less than 4 . Then Region CC is covered by the wave fronts whose radii range from π to ℓ c .
From now, the principle of the proof is to show that the cardioid arcs span Region CC along a "concave" foliation 5 (see Figure 19 ).
Let ℓ = u + v be the length of the path; ℓ varies from (6) we obtain the system (5) describing a cardioid. The endpoints of the arc of cardioid on the circle C 2 are given for u = 0 and some critical value 6 u c (ℓ). Let us denote the arc of cardioid by L ℓ . According to the uniqueness of the shortest 5 A foliation of a n-dimensional manifold M is a family Lα, α ∈ I of arc-wise connected q-dimensional sub-manifolds (q < n), called leaves, of M such that:
• every point in M has a local coordinate system such that n − q coordinates are constant along Lα. 6 For takers, the value of uc(ℓ) is
183 − 192 cos( ℓ ) ( 2 + cos( ℓ ) ) 2 Thank you Maple. . .
As noticed by a reviewer, we may deduce that Dubins path r u l v in Region CC, there is only one L ℓ passing through a given point in Region CC. All the L ℓ clearly span Region CC. Therefore each point in Region CC can be located by ℓ ∈]π, ℓ c [ and a real number u ∈]0, u c (ℓ)[. In this coordinate system all the points in L ℓ have an invariant coordinate. The set of all the L ℓ constitutes a foliation of Region CC. For a given ℓ, each arc of cardioid L ℓ splits Region CC into two sub-domains: the sub-domain R − ℓ of points reachable by shortest paths of length strictly less than ℓ and the sub-domain R + ℓ of points reachable by shortest paths of length strictly greater than ℓ.
Let us consider a (closed) straight line segment lying in Region CC and L ℓ a leaf containing a point of the interior of the segment (i.e. the segment without its two endpoints). We should prove that ℓ cannot be the shortest distance to the segment.
Two cases arise: either L ℓ is tangent to the segment or it is not.
We first address the second case. Since L ℓ intersects the segment properly (i.e. not at a segment endpoint), R − ℓ necessarily contains a non empty piece of the segment. Then ℓ cannot be the shortest distance to the segment.
It remains to consider the tangency case. Let P be the tangency point and let r u l v be the shortest path to P (Figure 20) . Consider a small disk around P . The segment and the wave front L ℓ intersect the boundary of the disk at points P ǫ and P α respectively. Let Ω be the centre of curvature of L ℓ at P (see Appendix). We get dist(Ω, P α ) < dist(Ω, P ǫ ) (this is a consequence of the curvature centre definition). Now let us consider P 1 and P 2 the two intersection points between the boundary of the disk and the circle supporting l v and such that d(Ω, P 2 ) < d(Ω, P ) < d(Ω, P 1 ). Because dist(Ω, P ) ≃ dist(Ω, P α ) (up to a second order approximation), P ǫ and P 1 lie in the same domain bounded by L ℓ and P 2 lies in the other domain. Let r u l v1 and r u l v2 be the paths reaching P 1 and P 2 respectively. We get v 1 < v < v 2 . Then P 1 ∈ R − ℓ and P 2 ∈ R + ℓ . As a consequence, P ǫ lies in R − ℓ . P ǫ belongs to the segment and it is reachable by a shortest path of length strictly less than ℓ: ℓ is not the shortest distance to the segment.
Then the endpoint of the shortest path to a segment lying in Region CC cannot belong to the interior of the segment. The shortest path is necessarily one of the two shortest paths reaching its endpoints.
B.3 The algorithm
This proposition gives an easy way to compute the shortest path to a segment lying in Region CC: it suffices to compute the shortest paths to its endpoints and to choose the shortest one. Figure 21 shows two examples of shortest paths to a segment in the upper half-plane lying inside Region CC (left) or in Region CS (right).
To extend this result to the computation of the distance to a straight line segment lying in the upper half-plane and intersecting Region CC (see Fig. 22 ), we should first split the segment into pieces (with respect to its intersection points with circle C 2 ), then we compute the lengths of the shortest paths to each piece and we choose the smallest one 7 . Finally, to compute the shortest path to a segment in the plane for Dubins' car, it suffices to compute its symmetric image in the upper half-plane; each segment of the image (at most two pieces) is split into sub-segments lying either 7 Notice that the distance to a line segment can be realized at a point of the relative interior of the segment, even though the point realizing the distance to the line supporting the line segment is not on the line segment.
in Region CS or in Region CC. The shortest paths is then computed for each of these sub-segments. It remains to choose the shortest one among them.
IV. Conclusion
Obstacle distance computation is a critical issue in motion planning. Nonholonomic motion planning requires to re-visit it in the framework of configuration spaces equipped with the nonholonomic metric (pseudo-metric in the case of Dubins' car). This paper has proposed geometric constructions leading to algorithms for the computation of the distance from a configuration to a straight line segment for Reeds&Shepp's car and Dubins' car. This computation is done in constant time, hence, it is easy to derive an O(n) algorithm that gives the shortest distance from a given configuration to the obstacles in a polygonal environment constituted by n vertices. Any path of length smaller than such a minimal distance is guaranteed to be collision-free. The algorithm for Reeds&Shepp's car has been integrated into a reactive motion procedure presented in [32] . The procedure allows real-time updating of a planned trajectory. The planned path is covered by a sequence of nonholonomic (3-dimensional) balls. The radius of a ball is the distance between its centre and the closest obstacle. Any path starting from the centre with length lesser than the radius is guaranteed to be collision-free. Figure 23 shows an example of on-line updating of a path when an unexpected obstacle (the black box) occurs during the execution of the motion. Moreover, the same obstacle distance computation algorithm has been used to smooth nonholonomic paths [33] .
Notice that the computation of the nonholonomic skele- ton introduced by Mirtich and Canny in [22] can be done in a more efficient way than the numerical original one by using our distance computation. Our algorithms are valid for a robot reduced to a point. The problem of computing the shortest path for a polygonal car-like robot to a straight line segment is under study [34] .
In this appendix we recall the definition and main properties of an involute of a circle and a cardioid [35] .
Involute of circle
Consider the unit circle C in Fig. 24 , an involute of C is the locus of points described by the extremity of a perfectly flexible inextensible thread that is kept taut as it is unwound from C, starting from the point A. The involute of C shown in Fig. 24 has equation x(ϕ) = cos(ϕ) + ϕ sin(ϕ) y(ϕ) = sin(ϕ) − ϕ cos(ϕ)
A circle (a curve) has infinitely many involutes corresponding to different choices of the initial point. An involute can be also thought of as a curve orthogonal to all the tangents to a given curve. In the considered case of a circle, this means that the tangent T i to the involute at any point P is perpendicular to the tangent T to the circle passing trough P (see Fig. 24 ). 
Cardioid
A cardioid is the curve described by a point of a circle rolling on a fixed circle of same radius. Let us consider circles with radius 1, the fixed circle being centred at the origin. Assume that the rolling circle starts at a position centred at (2, 0) and that the initial position of the reference point of the rolling circle is (1, 0) (Figure 25, top) . The coordinates of the reference point after rolling with an angle ϕ are:
x(ϕ) = 2 cos(ϕ) − cos(2ϕ) y(ϕ) = 2 sin(ϕ) − sin(2ϕ) Figure 25 (bottom) shows how to compute the centre of curvature of the cardioid. The point C is the center of the rolling circle.
