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1. INTRODUCTION 
In a previous paper [Z], the following system of equations was treated as a 
model of the Boltzmann equation 
g+vz ’ = 1 Qp (t > 0, E > 0, x real, et E (vX ,..., By)), 
I$ p(t, x, w) = f@, w). 
U.1) 
In Eq. (l.l), p = p,(l, X, V) and 
Q = (& is a symmetric negative semidefinite N x N matrix which has a 
$-dimensional nullspace X( 1 4 d < N) and Q%~ f 0; er = diag(v,), where 
the numbers (vJ are real and distinct; f is an N-tupIe of nice functions of x. 
The Navier-Stokes equations are the second in a hierarchy of approximate 
equations (the first being Euler) for the hydrodynamical moments of solutions 
of Eq. (1.1) with E = 1. For the special orthonormal basis (e&‘); 1 < k < dl 
of Jy” introduced in [Z], it was shown that the Navier-Stokes equations for 
the moments 
n&, x) = (p, et’) f C p(t, x, q) et’(q) 
l<j<N 
are 
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In the previous equation {a\“)} and (@lf) are constants of the problem 
(defined in Subsection 2A) and 01’s” f 01:“~) > 0 (proved in Lemma 2.1 
below). Also, . denotes a/at, and ’ a/ax. 
We define functions m,(t, X) which are solutions of the uncoupled heat 
equations 
The purpose of this paper is to investigate the asymptotic behavior as t + CO 
of the functions n,(t, N - at), 1 < K .< d, for different choices of the constant 
01. The first part of Theorem 1 states that if CL = ab’, then the difference 
between the translated zlc and the corresponding solution nzp of Eq. (1.3) 
tends to zero like l/t as t -+ co. Since nzk tends to zero as t---f gr, at the exact 
rate t-liz, uniformly for x in compacta (see Proposition 2.4), the first part of 
Theorem 1 gives the asymptotic form of ~z~(t, h: - @t) as t + NJ. 
We first prove the theorem under the following assumption. 
(C) The numbers {$“} are distinct. 
In [l ; Section 61 it was shown that (C) holds in cases of physical interest; 
e.g., if& = span{a”; 0 <.j < d - 1). 
THEOREM 1. Let (C) hold and assume that for each 1 < k < d, fp is a 
nonnegative function., rapid13 decreasing at inJTnity with summable Fourier 
transform. Then for each k we have the following statemewts: 
-;y;<m I %a x - apt) - m,(t, x)1 = 0(1/f), as t -+ 03; (1.4) 
sup ] n,(t, X - CPt)] 1 = w/t>, as t4 a, (1.5) 
-m<z<m 
sup I n,(t, x - at)1 = 0(1/P), as t--two, (1.6) 
--m<m<a, 
for n! $ (a\l),..., p } and any positive integer n. 
The theorem is proved in Section 2. In Section 3, we show how to extend 
the method in the case when (C) fails. 
Our method of proof has close connections with the general method of 
Sirovich [S] for the asymptotic evaluation of a class of multidimensional 
integrals. He obtained estimates of the type (1.4)-(1.5), but with a slightly 
larger remainder term. Estimates of the type (1.6) take advantage of the 
oscillatory character of the integrand and do not appear to have been con- 
sidered in Ref. [8]. 
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The significance of Theorem 1 is best grasped in the context of the limit 
theorems proved in [2]. These results imply that 
$7 (P,(4 x, *), et’(*)> =fk(x + $‘t>, (1.7) 
h-l (ps((tje), x - aI”’ (t/e), -), et’(-)) = m,(t, 3). (14 
A problem posed in [2, Section 51 was to discover the relationship between 
these limit results and the equations of hydrodynamics associated with 
Eq. (1.1). As we showed in Ref. [2], the aggregate of functions (fic(x + &%)) 
solves the Euler equations associated with Eq. (1.1). Therefore, one of the 
points of the present research is to connect the Navier-Stokes equations 
for Eq. (1.1) with the second limit theorem (1.8) for pE . Also, comparing 
Eqs. (1.4) and (1.8) h s ows that in a certain sense the Boltzmann equation and 
the Navier-Stokes equations are asymptotic as t +- co. All these remarks 
should be compared to those of Grad [S, pp. 175-180; and 31. 
Finally, we point out that the statement and proof of Theorem 1 apply 
equally well to the so-called “one dimensional linearized Navier-Stokes 
equations” [7, 91 
pt + %z = 0 (7, h > 0, P = G)9, 
~t+~o+PTz=sm, 
Tt + Pus = XT,, . 
(1.2)’ 
This case was already treated by Sirovich [9, Eqs. (3.13) and (3.15)]. By 
diagonalization (1.2)’ is of the form (1.2) f or some choice of the symmetric 
nonnegative matrix ,!j’). But these @cJ cannot be computed from a nzodel 
Boltxmarzn equation vi: theformula (2.5). Indeed, (1.2)’ is usually derived from 
the three dimensional Navier-Stokes equations by specializing to solutions 
independent of (y, z). 
We end this Introduction by stating several extra results for p, which 
emphasize even more the deep duality between the problems (1.1) and (1.2). 
The three statements in the next theorem correspond respectively to Eqs. 
(1.4)-(1.6) in Theorem 1. 
THEOREM 2. Let f in Eq. (1.1) be an N-tuple of functions fk , where each 
fk is as in the previous theorem. Assume Condition C. Then for each 1 < k < d 
andjixed t > 0, we have the following facts: 
sup I <P.((W * - CC’ (tie), a>, eF’(*)> - mk(t, 41 = O(E), 
--m<x<m 
as e-+0; (1.9) 
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for 01 6&xp2..., a~“‘) and any positive integer n. 
The first statement (1.9) was noted in Ref. [Z], but the other two are new. 
The proof of Theorem 2 is entirely analogous to that of Theorem 1, as we 
shall point out at the end of the next section. 
2. PROOF OF THEOREM 1 
This section is divided into four subsections. In Subsection 2A we state 
some facts from linear algebra which are needed in the proof. In 2B, we 
prove Eq. (1.4) in Theorem 1 as well as the statement on the decay of 1n8 
as t -+ co. In 2C, we give the proofs of three key lemmas stated in 2A. In 
2D, we prove Eqs. (1.5) and (1.6) in Th eorem 1 and remark onthe proof of 
Theorem 2. 
2A. Preliminaries on Linear Algebraa 
We first define the constants appearing in Eqs. (1.2) and (1.3). For h 
complex, let (LX@); 1 <j < d) be the eigenvalues of Q - &J defined by the 
problem 
(Q - Xv) ej(A) = ai(A) e&i), aj(Oj = 0. (2-l) 
One shows [2, Corollary 2A.31 that CQ(X) and the corresponding eigenvector 
ei(,i) are analytic functions of X for j X 1 < h, , some X, > 0. Thus, we may 
write 
,$(A) = c OIk x ) (33 k: (2.2) 
k<l 
e&i) = c et)X”, 1 < j < d, for j X j < ha. (2.3) 
k>O 
The coefficients of h and Xs in (2.2) g’ rve respectively the constants {LX:‘>, 
(@> which appear in Eqs. (1.2) and (1.3). The special orthonormal basis 
{ebj’> of JV is given by the coefficients of ho in (2.3). One may show that 
~$8~~ = -(et), sef)). 
We define the constants LX:“) in Eq. (1.2) by 
(2.4) 
(k.1) 
% = -((v + ajj’)ef), Q-l(v + cd,‘“‘)e~‘), (2.5) 
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where Q-l denotes the inverse of Q as a symmetric negative definite operator 
from ML to .,Ni. The @‘) are well-defined since by Eq. (2.4) 
(v + fxjZ’) e(I) () E&vi. 
One can show that @’ = .kkk’. The fact that c@’ > 0 is stated in the 
following lemma, the proof of which we save for Subsection 2C. 
LEMMA 2.1. The numbers 
(a) a+ = -(y, Q-ly), y = (v + c$))ep), 1 < k ,< d, 
are all positive. 
In order to prove Theorem 1, we consider the eigenvalue problem for the 
matrix AA + PB, h complex, where A and B are the d x d matrices defined 
bY 
A = diag($‘), B = (cxp’)). 
We define ,$(A) and gi(X), 1 < j < d, to be the eigenvalues and corresponding 
eigenfunctions of AA + PB: 
(AA + X28 gj(4 = A(4 gjO>, (2.6) 
where the g,(h) are normalized so that (g?(A), gj(X)> = 1. In general, (-, *) 
denotes the complex inner product on VP. We also define Yi,#), 1 < j < d, 
1 ,< K < d - 1, to be the component matrices of AA + PB[6, pp. 173-1741. 
These are the matrices which appear in the decomposition of the matrix 
exponential 
exp[t(M + PB)] 
= ,Z<, W,.lP) 4 tydv + -a- + td-lYj,d-l} exp(&(h)). (2.7) 
\. 
Later on we shall need the facts stated in the next two lemmas concerning 
the behavior of Pi(h) and Yj,JA) for h -P 0 and for h - 03. The proofs are 
given in Subsection 2C. We point out that (2.10) and Lemma 2.3 will be 
proven without the use of condition (C). 
LEMMA 2.2. Assume (C) holds. Then. for each 1 < j < d, we can j%zd a 
h = h(j) such that 
&(A) = Aal”) + A%$) + O(P), as IX/-+-O, (2.8) 
(~7dan = &kz La + ON, as I x I + 0, (2.9) 
Yj,z(A) = 0,2 < I < d - 1, [ h [ < A,, , some A,, > 0. (2.10) 
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LEMMA 2.3. For any 6 > 0 and each 1 < j < d, we can Jind a constant 
M > 0 such that 
(i = (-l)&). (2.1 I) 
We also have Eq. (2.10) for j h 1 ---)L CO and 
Yj,l(A) = O(l), as j h 1 3 Co. (2.12) 
Remark. We rename the &(A) and Yj,l(A), if necessary, so that in Lemma 
2.2 k(j) = j for each 1 < j < d. 
2E. Proof of Eq. (1.4) in Theorem 1 
We use Fourier transforms. Let 
Then 
where l^(t, y) 
Thus 
n(t, x) = J e”‘A(t, y) d-y, 
(2~r)-l j e+‘%(t, x) dx satisfies 
a6 
31 = 
I’ 
ei”% exp[t(iyA - $I3)] f dy. (2.13) 
Here and in the sequel, integration extends over the whole real line when no 
limits are indicated. 
By Eq. (2.10), the higher component matrices YjSk, 1 < j < d, 2 Q k < 
d - 1, are zero for \ y \ < 0, some 6 > 0. By Lemma 2.3, (2.7), and the 
summability of J’ the contribution to the integral in (2.13) for ( y 1 > 0 can 
be bounded by iIfe-Mt (here and below M denotes a generic positive constant). 
Thus by Eq. (2.7) we may write 
+ O(e-Mt). 
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On the other hand, 
m,(t, x) = I’ eirze-tn$%2fk(y) dy 
s (2.15) = IYISS ei~xe-tm?)y2fk(y) dy + O(e-Mt). 
From Lemma 2.2 we have the following estimates 
I(~:.,l(~Yhl - && I ,< M I Y I, for I Y 1 < 4 (2.16) 
1 exp[t(P,(iy) - i$‘y)] - eta%‘2 1 < Mt 1 y I3 e+@ for I y 1 < 0. (2.17) 
Hence from Eqs. (2.14) and (2.15) 
n,(t, x - $5) - m,(t, ix) 
eiY”(exp[t@,(iy) - @‘y)] - e-t@‘YL)$(y) dy 
+ O(emMt). - (2.18) 
For the first term on the right-hand side of Eq. (2.18) we use Eq. (2.16); 
on the second term we use Eq. (2.17). Thus 
1 n,(t, Ix’ - cpt) - @, $1 < M A,,,, I Y I eeMtr2 dy 
+ MJ,r,so t j y I3 eAMty2 + O(e-Mt) < 7. 
This completes the proof of Eq. (1.4). v 
We now prove the fact stated in the Introduction concerning the decay 
ofmk(t,3)ast+ a. 
PROPOSITION 2.4. Take fk as in Theorem 1 not identically zero. Then for 
any compact set K there are constants A!& such that 
Proof. This is a consequence of Eq. (2.15) and the fact that 
far> =&o> + O(Y), for I Y I d 0, 
&O) = (27r)-l 1 ftidx > 0. V 
LINEAR NAVIER-STOKES AXD HEAT EQUATIONS 413 
2C. Proofs of Lemmas 2.1-2.3 
Proof oflemma 2.1. The formula for a2 (“) = aLkk) follows from Eq. (2.5). 
Since Q is negative semidefinite, the lemma will be shown once we prove 
y + 0. But if y = 0, then ZJ~ = -ol:‘) whenever ep’(ui) f 0. Let 2 = 
{i : er)(q) = 0). Since e0 (‘) f 0, we know that j 2 j < 1V - l(l Z 1 denotes 
the number of elements of Z). If 1 2 1 < N - 2, then zji = -cik’ for at least 
two different values of i, which contradicts the fact that the {vi> are distinct. 
IfjZI ==N-1,thenforsomel <i,<NeF’ (vi,) f 0 while ehk)(aJ = 0 
for i f i, . This implies that for each 1 < i < N 
But as qiOi, f 0 by assumption, we have a contradiction. v 
Proqf ofLemma 2.2. We first prove Eq. (2.8). Since A and B are symmetric 
matrices, p,(A) is analytic in X for / A / sufficiently smali [6, pi 2521. Take 
j = 1 and write 
Then 
&(A) = cJ + c2x” + O(h3), j h / small. (2.19) 
det(M + haB - /3,(h)lj = 0. (2.20) 
But the lowest order term in h in the expansion of this determinant is 
A” ,<V<, @1(R) - Cl>- 
. . 
Since this equals zero and (C) holds, there is exactly one k such that cI = @). 
Setting c1 = 01:~’ in Eq. (2.19), one.finds that now the lowest order term in 
X in the expansion of the determinant in Eq. (2.20) is 
Since this equals 0, we conclude that c2 = alp, which gives Eq. (2.8). 
Statement (2.10) is a consequence of the fact that the matrix AA + PB is 
diagonable for j h / sufficiently small. For such A, Yjsl is the projection onto the 
eigenspace of &(A). Since gj(.‘l)T is a left eigenvector of AA + h2B with eigen- 
value ,&(A), we see that for ! X j suitably small 
yj,l(h) = gdAj 0 PjCxj’- (2.21 j 
As an eigenfunction of the matrix AA + X2B, which is symmetric for X real, 
g&i) is analytic for ( h 1 small. Hence Eq. (2.9) is shown once we have proven 
that 
mm = ok,, ’ (2.22) 
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Since gj(0) is an eigenfunction of the diagonal matrix zjz with eigenv&e a;(j), 
this is a consequence of(C) and the fact that the ~g~~0)~ form an orthonorm~ 
basis of Ed. y 
Proof of Lenlnza 2.3. Fix 1 < j < d. We prove Eq. (2.11) by showing 
for y + 0 and real that 
ReMzj) < 0, (2.23) 
and that the following development holds 
Mb4 = -vz + 4~ + 6 -I- WY), as I Y I -+ a, (2.24) 
where K > 0, p real, and 6 < 0 if K = 0. 
To show Eq. (2.23), we claim Srst that B is pasitive semidefinite. Indeed, 
let {xk ; 1 < k < d) be complex numbers. Then 
where y = Crz +(v +- @) e$‘). Since y E Jfr -‘-, this yields the churn. Notice 
that in general B is not positive definite since y may equal 0. Since (B)aa # 0, 
inequality (2.23) now follows from Lemma 2B.1 in [2, p. 931. 
To show Eq. (2.24), we have for h + 0 that 
det 
f 
or setting X = v-l, aj = &+12, that 
det(vz1 + B - c+) = 0. 
Since A and B are symmetric, we conclude that 043 is an analytic function of 
u for 1 v 1 suitably small. In this eigenvalue problem, we are perturbing a semi- 
definite matrix B by a diagonal matrix -4, so that we are in the situation of 
[2, Section ZAJ. Hence, using the formulae developed there, we see that if 
ai = K + pu + 69 + O(G), 1 u 1 small, 
then K > 0 since tc is an eigenvafue of B; p is reaf as 
and since 
P = <e, A+, where Be = Ke; 
6 = -((p - A)e, (B - K)-l(p - A)e>, 
S < 0 whenever K = 0 by exactly the same proof used in Lemma 2.1 to show 
d7’) > 0. Since /3&I) = ~z~j(~-l), Eq. (2.24) is proved. 
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The fact that Eq. (2.10) holds for I X j --f cc follows from the observation 
that the component matrices Y?j,z(~) of B + VA (which is diagonable for / v I 
sufficiently small) are 
Fj z(v) = v2(Z-1) Yjvz(v-‘). 
Concerning Eq. (2.12), we note that g$(v-l) is an eigenfunction of B + VA 
with eigenvalue ai and so is bounded as v -+ 0. Since for such I, 
J-5,1(“) = gh) 0 &(T, 
Eq. (2.12) follows. This concludes the proof of Lemma 2.3. v 
2D. Proof of Eqs. (1.5) and (1.6) in TI zeorem 1; Remarks on Theorem 2. 
By the same reasoning which led to Eq. (2.14), we have 
+ O(e-Mt), some 0 > 0. (2.25) 
Let us first assume that OL = aim’, where aim) f- 01:~). Then the term on the 
right-hand side of Eq. (2.25) corresponding toj = m is 
By Eq. (2.16), this can be bounded by 
The other terms in the summation in Eq. (2.25) corresponding to j # 1~ 
all have the same form as 
r(t, x) = 1 
Ivl<e 
efyz expi?(+, - r”41 exp(@(y)) h(y) dy, (2.26) 
where 
al + Cl, 01~ -=c 0, g and h E Cm, g(Y) = owl g’(Y) = ov). (2.27) 
The fact that h E P follows from the hypothesis that each fz is rapidly 
decreasing at infinity. On the other hand, if in Eq. (2.25) 016 ($r,..=, $‘t, 
then all the terms in the summation in Eq. (2.25) have the same form as r. 
Thus, Eqs. (1.5) and (1.6) will b e p roved once we have shown the following 
result. 
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PROPOSITION 2.4. Let r(t, x) be defined by Eq. (2.26), where oil, 01~) g(y), 
and k(y) satisfy Eq. (2.27). Then fog a?ty integer n 3 0 
sup I r(t, x)1 = 0(1/P), as i?+co. 
--oo<z<m 
(2.28) 
Proof. For ease of notation, we set a1 = 01~ = 1 in Eq. (2.26). We first 
modify g and Iz outside (1 y j < 8/2} by introducing a Ca, function v(y) such 
that [4, p. 91 
for c$YJG 
I 
1, I Y I < W& 
0, for 1 y 1 > 8. 
Now define 
and let 
g”(Y) = 9Jo(Y)k3Y)P 4Yl = P(Y) h(Y), 
F(t, 2) = j eiYx exp[t(iy - y2 + g”(y))] h(y) dy. 
Noting that 0 = j’(0) # -i, we choose ~9 so small that g”’ # 2y - i for 
1 y / < 0. Since 
sup ] r(t, x) - ?(t, x)1 < Age--Mt, as t--too, 
--m<z<m 
it suffices to prove that for each n > 0 
SUD tn 1 qt, x)[ < iI& < co. (2.31) 
-D=3<CO 
First of all, it is clear that T(t, x) is bounded uniformly in x and t. For n = 1, 
we have, after integrating by parts, that 
tT(t, x) = f eiyz (-$ exp[t(iy - y2 + f(y))]) i _ 2t(: g”t(yj dy * 
zzz- j f+ exp[t(iy - Y2 + .i?(YJ)l f (i _ 27: g,(y)) dY (2.32) 
= s eirz expP(iy - Y’ + iXrN1 ii(y) dy, 
where we have set g = (-@(i - 2y + g”‘(y)))‘. As d is a C” function with 
support in {I y [ < S>, the last line in Eq. (2.32) is of the same form as F(t, x) 
and so is bounded uniformly in x and t. As Eq. (2.31) for n 3 2 now follows 
by induction, we are finished. v 
We end Section 2 with remarks on the proof of Theorem 2. Statement (1.9) 
was pointed out at the end of Section 3 in Ref. [2]. Its proof is entirely ana- 
logous to that of its counterpart Eq. (1.4). Statements (1.10) and (1 .l 1) can be 
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shown starting from the representation of (p,(t,& x - CXQ’E, a), eLfi’( as z 
Fourier integral (see Ref. [2, Eq. (3.711). Th is representation has exactly the 
same form as Eq. (2.14) b a ove after writing t/G for t and ey for y in the argu- 
ment of Yj,L and of the exponential in the latter. Wence letting E -+ 0 for p, 
is the same as letting t -+ 00 for rzk:, and the proofs of Eqs. (1.10) and (1.1 I) 
follow from the work of this subsection. 
3. REFORMULATION OF THEOREM I WHEN CONDITION (C) FAILS 
We first recall a result which is needed later (this was Proposition 2A.2 
in Ref. [2, p. 2911). 
b?MlbIA 3.1. If a;” == a:“’ for k f E, therz olrz) = 0. 
Before we reformulate the general result, we note a degenerate case for 
‘which we have exponential decay on compacta as t + co. Say all the a\“’ are 
equal. Then by Lemma (3.1), all the c$‘) = 0, and it follows from Eq. (1.2) 
that 
n,(t, x - LY1’” t) = nz,(t, x). 
In this case, Eq. (1.4) is an equality; the hypothesis of Eq. (1.5) is never 
satisfied; and provided the initial data fit have compact support, then for any 
compact set K, any 6 > 0, and 01 # 01:‘“)~ 
;;; J 7zk(t, x - at)] = O(e-+‘). 
This last statement follows from writing T+(t, X) as a convolution in x-space 
and estimating this integral We omit the details. 
We now turn to the general case. Relabel the distinct eigenvalues of A: 
al -c ... < ak, where 1 < k < d. Let (Pj)rsjjgr; be the orthogonal projections 
onto the eigenspaces of A: P,P$a = 0 for j +f, 
t Pj = I, AP, = P,A = aiPj . 
1 
In the subspace Mj = Pj(%?) we consider the matrix Bj = PjBPj . 
By Lemma (3.1) Rj is a diagonal matrix. Relabel the distinct diagonal terms 
@~%c~sk,1s1sL~ - Let (Pjz)l~a~rc be the orthogonal projections onto the eigen- 
spaces of Bj : P,zP:: = 0 for j + j’ or 1 $; I’, 
z Pj’ = I, BiPjl = P,lBj = b;P;. 
Finally let Mjz = Pjz(@). 
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NOW consider the eigenvalue Problem 
(AA $ ,FB)r = f.h”. (3.3) 
By the theorem of Kato [6, p. 2521, we can find d solutions of Eq. (3.3) in 
the form 
I+) = c Bn~Tz+1, (3.4) 
7220 
x(h) z== c XnP, (3.4) 
n>0 
convergent in an interval 1 h 1 < A0 . We wish to prove for each /3 and x that 
P(A) = UJ + bjZP + O(P), h ---f 0, (3.6) 
for some j and Z, and that x,, E Mjz. Expansion (3.6) is the analogue of Eq. 
(2.8). To do this, substitute Eqs. (3.4) and (3.5) into Eq. (3.3) and identify 
coefficients: 
,4x0 = pox0 ) (3.7) 
Ax1 = 04 - 9 50 + PO% * (3.8) 
Let W, B(4) b e a solution with /3(O) = aj . From Eq. (3.7) it follows that 
x0 E Mj . Now Eq. (3.8) . pl rm ies that PI is an eigenvector of Bi = PjBPj . 
But by Lemma (3.1), Bi is a diagonal matrix with elements diag (bl). There- 
fore /3, = bjZ for some Z < I ,<L$. Now a second application of Eq. (3.8) 
shows that x0 E AIjz. The set of all such x0 can be specified by ((x~)~,~,~}, where 
j and 1 indicate that (~a)~,~,.~ E Mjz and 1 < sz < dim ilIjz. Thus 
pi” = c <*, (X0)j.Z.m) (Xo)j,z,m . 
m 
Consider the vector solution n(t, x) of Eq. (1.2). For 0 > 0 sufficiently 
small, this has the form (by Eq. (2.10) and Lemma 2.3) 
n(t, x) = 5 J” c’iyz esp(@,(ir)) (f(y), x”(r)) S’(r) dy + O(e-Mt), M > 0. 
p4 4 
Hence 
et(iaP’--bjz~s+o(v3)) <j(y), (x~)~,~,~> (x~)~,Z,~,~ dy + 0(1/t) 
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Therefore for any aj E {LX?‘,..., @‘}, 
n(t, x - ait) = $Jm exp(iyx - r%,“r’)(P$~)(~) C$J + 0(1/t). (3.9) 
The first member on the right-hand side of Eq, (3.9) is a sum 
where 77zjE is the vector solution of the heat equation 
(77Zj’)’ = bjz(77Zj)*y mj7(Of, x) = Pj”f(.x). 
We now state the analogue of Eqs. (1.4) and (1.5). 
THEOREM 3. For each di.&ct e&endue aj qf A, 
sup 1 PjZ@, x -- a$) - Il&, x)1 = 0(1/t), as t+cKl; 
--ac<Z<CO (3.10) 
sup I P$n(t, x - u$)l = 0(1/t), as t-+03, if j’+j. 
-orJ<Z<CO 
In the special case that each subspace il/fi” has dimension 1, the result (3.10) 
has exactly the same form as our main result (1.4)-(1.5) (when condition (C) 
holds). In the case of Eq. (1.61, the methods of the previous section yield the 
identical conclusion: for any ra = I, 2,..., n(t, N - at) = O(l/ta>, as t -+ co, 
ifcx $ {a, ,..~, ah,>. 
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