Automated data-driven decision systems are ubiquitous across a wide variety of online services, from online social networking and ecommerce to e-government. These systems rely on complex learning methods and vast amounts of data to optimize the service functionality, satisfaction of the end user and profitability. However, there is a growing concern that these automated decisions can lead to user discrimination, even in the absence of intent.
Introduction
Decision making processes in online services have become increasingly automated and data-driven. By automatically analyzing a vast amount of the users' historical and current online interactions, online services are able to improve their functionality, increase their users' satisfaction, and ultimately be more profitable. For example, social networking sites rely on large-scale classifiers to detect spammers (e.g. bots) and e-commerce sites leverage recommender systems to personalize products, services, information and advertisements to match their users' interests and tastes. Remarkably, automated and data-driven decision making is also increasingly used by organizations and governments to detect and eliminate systemic biases and inefficiencies in past human-driven decision making, be it when setting goals, recruiting people or selecting strategies.
However, as automated data analysis replaces human supervision and intuition in decision making and the scale of the data analyzed becomes "big", there is a growing concern from civil organizations (EFF, 2005) , governments (Podesta et al., 2014) , and researchers (Hardt, 2014) about a potential loss of transparency, accountability, and fairness. For example, classifiers used in online services have become large black boxes that leverage hundreds or thousands of features to achieve high accuracy in classifying users. As a consequence, it is difficult, if not impossible, to understand which features the classifiers use, to quantify the weight of individual features on the classifiers decisions, and to ensure that the classifiers do not discriminate particular groups of people. Moreover, since classification algorithms are trained on the historical data, if the historical data shows correlation with sensitive attributes (e.g. certain ethnic groups are favored over the others), this bias (or discrimination) will persist in future label predictions.
In this work, we focus on the design of classifiers with fairness guarantees. To this end, we introduce the idea of fairness constraints, which prevent a classifier from making predictions that are correlated with certain sensitive attributes in the data (e.g., gender or race). This framework i) is readily generalizable to a variety of classifiers; ii) does not utilize sensitive attributes during test -only during training; iii) supports sensitive attributes of any nature; and iv) provides clear mechanisms to trade-off fairness and accuracy. Finally, our proposed approach achieves optimal classification accuracy for a variety of classifiers under fairness constraints.
Related Work. Pedreschi et al. (Pedreschi et al., 2008) were the first to consider discrimination (or lack of fairness) in data-driven decision making. In their work, they introduced a measure of discrimination for rule-based classifiers and demonstrated its effectiveness in a credit dataset, consisting of 1000 transactions representing the good/bad credit class of bank holders. Since then there have been a few pieces of work on limiting or controlling discrimination in data-driven decision making in the context of supervised learning. These studies have typically adopted one of arXiv:1507.05259v1 [stat.ML] 19 Jul 2015 the two following strategies.
The first strategy consists of pre-processing (or massaging) the training data to limit discrimination (Hajian & Domingo-Ferrer, 2012; Hajian et al., 2011; Kamiran & Calders, 2009; . In a classification task, this means either i) changing the value of the sensitive attributes, or, ii) switching the class labels of individual items in the data. However, this strategy has two main drawbacks. First, the learning algorithm is typically considered a black box. As a consequence, the pre-processing can lead to unexpected, unpredictable losses in accuracy. Second, preprocessing the data is an intrusive procedure, hard to justify semantically. Moreover, previous works implementing this strategy have been often restricted to categorical sensitive attributes (Kamiran & Calders, 2010; or rule-based classifiers (Hajian & Domingo-Ferrer, 2012; Hajian et al., 2011) , not easily generalizable to a wider set of learning tasks.
The second strategy consists of modifying existing learning algorithms to limit discrimination (Kamiran et al., 2012; Calders et al., 2013; Cadlers & Verwer, 2010; Kamishima et al., 2011; Pedreschi et al., 2009 ). However, all previous work implementing this strategy share two important limitations: (i) they need the values of the sensitive attributes during training and testing, which might not be readily available; and, (ii) they consider only categorical sensitive attributes.
In this work, we adopt the second strategy and overcome the limitations described above. In particular, we will develop a framework to incorporate fairness constraints in a principled manner in a variety of classifiers through fairness constraints. This framework (i) does not utilize sensitive attributes during testing, only during training; (ii) supports both categorical and continuous sensitive attributes; and, (iii) provides clear mechanisms to trade-off fairness and accuracy.
Our approach
In this work, we assume that in a fair decision making system, the outcomes of the decision making process should not have a disproportionately large adverse impact on a protected class of people. We translate this idea to 'fairness constraints' in our learning algorithms. Our notion of fairness stems from the Doctrine of Disparate Impact (Disparate-Impact) -a U.S. law concerning discrimination in the areas of employment, housing, etc. We are specifically inspired by an application of this law -the "80% rule" (Biddle, 2005) , which directly relates fairness with the ratio between the subjects in both the protected and non-protected groups that have been selected as positive during decision making. For example, in a decision making process involving females and males (with females being the protected group), the ratio between percentage of all females selected in positive class (x%) and percentage of all males selected in the positive class (y%) should be close to 1:1. Specifically, according to the 80% rule, the ratio x:y should be no less than 80:100.
1 Finally, we note that the protected, or sensitive, attribute is not always categorical (like gender), but can also have continuous values (e.g: salary, body mass index). In these cases, a fair classification outcome would be the one where the output class labels do not correlate with the value of sensitive attribute. Next, we will investigate how to incorporate fairness (or non-discrimination) constraints in a variety of classifiers.
In a (binary) classification task, one needs to find a mapping function f (x i ) between user feature vectors x i ∈ R d and labels y i ∈ {0, 1}. To this end, one is given a training set, {(
, and needs to utilize it to construct a mapping that works well on unseen data. There are many methods to construct such a mapping, so called classifier, e.g., logistic regression, support vector machines. In our work, we will enforce these mappings to be fair (or non-discriminative) with respect to a collection of sensitive attributes or variables z i , such as gender or race, by incorporating fairness constraints. A fair mapping is such that f (x i ) is not correlated with the sensitive variables z i .
Finding this mapping often reduces to finding a hyperplane in the user feature space that separates users according to their class during training. In such scenario, one typically aims to select the hyperplane that leads to the greatest classification accuracy. However, this hyperplane may result in predicted labels that are correlated with the sensitive attributes, leading to a lack of fairness. Here, we propose to include fairness constraints during training and, as a consequence, find a hyperplane that provide an optimal tradeoff between fairness for accuracy, as illustrated in Figure 1 . Next, we particularize our approach for three well-known classifiers: the logistic regression, the Hinge loss classifier and the SVM.
Logistic Regression. In logistic regression, one maps the feature vectors x i to the labels y i by means of a probability distribution
where the weights b = (b 0 , . . . , b d ) are obtained by applying maximum likelihood over the training set, i.e., otherwise. Here, we ensure fairness by solving the following constrained maximum likelihood problem:
where the fairness constraints limit the cross-covariance between the sensitive variables z i and the distance to the decision boundary, b T [−1 x i ] = 0, which the mapping f (x i ) explicitly depends on. In this formulation, the constant c trade-offs fairness and accuracy. 
. In this case, we ensure fairness by solving the following constrained optimization problem:
where, similarly as in logistic regression, the fairness constraints limit the cross-covariance between the sensitive variables z i and the distance to the hyperplane, and c tradeoffs fairness and accuracy.
SVM.
A linear SVM classifier distinguishes among classes using also a linear hyperplane b T [−1 x] = 0. However, in this case, it finds the weights b by solving the following optimization problem: we ensure fairness by solving including the fairness constraints as follows:
(5) where, similarly as in logistic regression and the hinge loss, the fairness constraints limit the cross-covariance between the sensitive variables z i and the distance to the hyperplane, and c trade-offs fairness and accuracy. Note that, although for clarity we focus here on the primal form of a linear SVM, the fairness constraints can be readily added in the dual of a linear (or non-linear) SVM.
Evaluation
In this section, we validate the proposed classifiers in a real dataset 2 , which contains a total of 45,222 subjects, each with 14 features (e.g., gender, race, age and educational level) and a binary label, which indicates whether their incomes are above (positive class) or below (negative class) 50K USD. There are 24.78% subjects in the positive class.
In our experiments, we assume the gender and race are the sensitive variables and investigate to which extent fairness constraints can tradeoff between accuracy and fairness. Tables 1 and 2 show the percentage of people of each gender and race belonging to each class in the original data. Here, we observe that the percentage of women in the positive class (earning more than 50K USD) is much lower than the percentage of males and the percentage of Asian and Pacific islander and white people in the positive class is much higher than others.
Experimental Setup. We start by training the three classifiers described in Section 2 without fairness constraints and computing the cross-covariance between the predicted labels and the sensitive variables, c
, in the training set. Then, we train the three classifiers with fairness constraints for decreasing values of c, starting from the value of the cross-covariance computed on the classifiers without fairness constraints (c * ). Specifically, we multiply c * with a range of numbers from 1.0 to 0.0 to get a decreasing value of c. We performed experiments considering the gender, the race, and both gender and race as sensitive variables.
3
Since our dataset is imbalanced, the fairness constraints always resulted in an increase in the number of subjects assigned to the negative class, because this was the optimal solution in terms of accuracy. However, in practice, this may be undesirable and we avoided this by penalizing mis-classifications in the positive class 2x more than misclassifications in the negative class.
We compare our approach with two baselines: i) a 'random' classifier, which takes the predicted labels given by the corresponding classifier, without any fairness constraints, and shuffles them randomly until the crosscovariance is zero; and ii) a 'ad-hoc' classifier, which takes the predicted labels given by the original classifier, without fairness constraints, and change the value of the predicted labels of the subjects in the discriminated group (i.e., female) to satisfy the given fairness threshold c. We compared to the 'ad-hoc' classifier only for gender, since it was not clear how to easily implement such baseline for sensi-3 For race, we introduced five different fairness constraints, one per race group, where z is a binary variable that indicates whether a subject belongs to a race group. tive variables with more than two categories.
Results.
Figures 2, 3 and 4 summarize the results for the three considered classifiers, where we compare our approach with the random and ad-hoc classifiers describe above. In the figures, we show both accuracy (right) and the percentage of subjects with each sensitive variable value in the positive class (left) for different fairness constraints constants values, c. As one may expect, as we increase fairness (i.e., decrease c), the percentage of people in the positive class under each sensitive attribute value becomes similar and the accuracy decreases. However, for any given level of fairness, our approach always beats the baselines, achieving the highest accuracy.
Conclusions
In this paper, we introduced fairness constraints, a mechanism to ensure fairness in a wide variety of classifiers in a principled way, achieving an optimal trade-off between accuracy and fairness. The proposed approach can be readily applied to a wide variety of classifiers, supports binary, categorical and continuous sensitive attributes and does not require the value of the sensitive attributes in the decision making.
There are many interesting venues for future work. For example, it would be interesting to include fairness constraints in other supervised learning problems, such as regression or recommendation, and unsupervised learning problems, such as set selection or ranking problems, as well as validating our framework in other datasets. 
