The paper describes a method for extracting human action semantics in video's using queries-by-example.
INTRODUCTION
In the literature several Content-Based Video Retrieval (CBVR) papers have been published. CVBR appears like a natural extension of ContentBased Image Retrieval (CBIR) and Content-Based Audio Retrieval systems [S. Marchand-Maillet, 2000] . However there are a number of factors which should be dealt with when using video that are ignored when dealing with images. These factors are related to the temporal information available from a video document. The temporal information induces the concept of motion for the objects that are in the video. This information allows us to encode within the indexing of a video the behaviour of all objects throughout the document. An important aspect to evaluate is the complexity of the query system because a video contains a greater amount of information than a textual description. In this study, we intend to supply a method of query where a user can specify the features of interest using a sketch pad or the whole video like example. A partial solution could be represented by a queryby-example: through the query a user can specify the characteristic of the video that he searches. There Behaviour understanding involves the analysis and recognition of motion patterns, and the production of high level description of actions and interactions [Hu et al., 2004] . We can suppose that the understanding of the actions is related to the temporal classification of particular features and to the matching with an unknown sequence with previously learned sequences representatives of typical behaviours. Then a fundamental problem of behaviour understanding is to learn the reference behaviour sequences from training samples and to devise both training and matching problems. Some efforts have been made in this direction [Bobick & Davis, 2001; Venkatesh Babu & Ramakrishnan, 2004; Kang et al., 2004] and some methods of behaviour understanding are outlined in the following. Bobick et al. (1997) used Dynamic Time Warping (DTW) to match a test sequence to a deterministic sequence to recognize human gestures. Hidden Markow Models (HMM) consisted of training and classifications outperform DTW for undivided time series data and so are used to behaviour understanding [Brand & Kettnaker, 2000; Oliver et al., 2000] . Time Delay Neural Networks (TDNN) has been used to hand gesture recognition and lip reading [Meier et al, 2000] . The self-organising neural network can be applied for scenes where the type of object in motion is not known [Owens & Hunter, 2000; Sumpter & Bulpitt, 2000] . In this paper we focus the attention on the movement of a single object. In particular we intend to realize a system that is able to recognize a human movement. The process of human movement recognition is based on a schema in which the whole action is organized in a kind of macrostructure. According to the definition of a schema is a cognitive structure characterized by cases that are arranged in a hierarchical way, but they are also restructured on the base of the context. Moreover the schema also organizes the information that can be extracted in different levels. Our schema consisted of a temporal sequence subdivided in 10 steps. Three are the parameters characterizing the trajectory of the action: the (x,y) coordinates and the (v) instantaneous velocity. We suppose that these three spatio-temporal parameters constitute the minimal information representative of the action semantics. The choice of these variables reduces the dimensionality of the space of searching and then respects a user-oriented representation. Each schema of movement used to recognize an action can represent a class of movement and different movements can belong to the same class. In order to recognize a human movement a visual system has not to passively record local motion since they are ambiguous (kinematics indetermination), but the local signals have to be integrated in a coherent local motion. In a classic demonstration Johansson (1973) created displays of human movement by attaching lights to the major joint of human models. The models were recorded so that only the point lights were visible to the observers. So the observers had vivid impressions of the human figures, although the images contained only few bright points. So, the movement is enough to extract meaningful information of 3D shapes. suggests that an accurate appraisal of kinematics aspects of the movement allows us understanding its dynamic aspects. It is important to estimate the active forces that cause the movement. A very important aspect is the covariation of kinematics and geometry that is well exemplified from a lot of study about the hand gestures. They satisfy some principles of invariance that characterize and distinguish them from the movements of mechanical type [Viviani & Schneider, 1991] .
So we can affirm that the semantics of the action corresponds to the human perception of the covariation of kinematics and geometry. By departing from this point of view, we have built a system that concurs with the user to formulate its query using a representation that implicitly corresponds to the semantic-cognitive schema of the humans. Such modality of query formulation goes behind the problem of the query by example in the video, since it is not necessary a particular training to use this system. Moreover the same system can easily succeed to extract the semantic aspects of the action.
Our recognition system has also to form a base of knowledge for correctly classify, but above all it must be sufficiently resistant to the noise. This last could be the variation of the point of view from which the action has been recorded. A particularly suitable methodology uses the artificial neural nets which are trained through a learning process on known scenes.
SYSTEM OF QUERY-BY-EXAMPLE IN VIDEO
We realised 4 sub-systems, communicating between them through an exchange of information (memorisation and recovery) carried out using a database.
Learning phase
The proposed system has to recognize and to codify the actions of the query. Therefore, in a preliminary phase the videos are inserted in a database, and so they represent the pattern of training. For that, the manager of the system (an expert user) determines the number n of videos for the training of the system for the recognition of the actions and the number τ of typologies of actions. From that it is created a table in which the list of the actions encoded through a binary code is represented. So, this table contains the list of actions used for the learning. After carried out the tracking of the point, its trajectory is inserted in the database pointing to the video from which come from. The video is identified by a series of features: the code of the typology of the action and the coordinates (x,y) of the points. At this point, it is possible to supply a feedback for the user designing the video trajectory superimposes to the first frame. The coordinates of the point are sent to the "analysis module" which it calculates the third feature characterizing the trajectory is the instantaneous velocity (v). All the information concerning the video (the binary code of the action, the x,y coordinates and the velocity v) are stored in a file.
The data of the file are the inputs of the "recognition module". In this module start the phase of training of the neural architecture. At the end of the learning the weights vectors of the neural networks architecture are trained in order to allow the system to recognize and to classify a particular action during the testing or the generalization phase. These vectors are added to the characteristics of the trajectory of the action in the database.
Generalization phase
After the training of the system we can use as query a video that the system has never seen before. Such video is recalled from the system of tracking. The novice user clicks on the frame evidencing the interest point of which made the tracking and the trajectory is inserted in the database with the pointer to the file of the video. Specific features characterize the trajectory of the action: the coordinates of the points belonging (but it has not the typology of action because the novice user has not to necessarily express it inside the query). Now is supplied a feedback for the user: it is draw the video trajectory superimposes to the first frame.
The coordinates of the points of the trajectory are sent to the analysis system which it calculates the instantaneous velocity v. The parameters are the inputs to the "recognition module" that classifies the trajectory indicating the class of belonging of the analysed action.
Moreover this information is sent to the system of matching that collects all the trajectories that have the same class vector of belonging to the database.
The results are shown to the user as the first frame with over drawn the trajectory of the action; such frame is clickable and let's starts the video.
THE TRACKING ALGORITHM
Starting from a video, this algorithm made the tracking of the points chosen by the user or of the point that it retains optimal to be tracked. Then it extract the coordinates x and y of such points.
The algorithm used to realize the tracking is based on the pyramidal Lucas-Kanade technique [Bouget, 1999] for its performances of robustness and accuracy. Concerning the accuracy we need small integration window for not smoothing the details of the image. While the robustness concerns the power of the algorithm related to the light variations, the image dimensions and the motion. So the robustness need large image.
In this method the pyramidal representation is used because it is simpler to follow wide movements of pixel, that they are wider than the window of integration at the main image level, while they are confined in the same window at the lower level.
Resuming it is important a pyramidal representation of the image, in which in the high level we obtain a small image that, allows precise comparison among the pixels of two consecutive frames. While in the lower level we obtain a large image that allows maintaining the macroscopic differences of the movements.
For each analysis level the Lucas-Kanade algorithm halves the image resolution. The LucasKanade algorithm considers two frames at a time and for each pixel of the first image it finds the corresponding in the successive image. So, considering different image resolution we intend to minimize the "Residual Error" function є(·), that derives from the summation of all the motion vectors related to the iteration level:
(1) where I and J represent two frames, while ω x e ω y indicates the dimensions of the window of integration. These parameters have to be appropriately chosen in order to guarantee the performances of robustness and accuracy typical of the algorithm.
Having the (x,y) point in a particular frame, we can determine the corresponding point in the successive frame. The (x,y,v) tern is stored in a database [Yoon et al., 2001] , where v is the instantaneous velocity. The matrix contains the spatio-temporal minimal information representing the semantic of the action. The semantic is defined by the way in which the motion in time develops.
In particular we can affirm that the dynamical constraints render perceptively unique the action, even if the geometry of its trajectory is very similar among different actions. The (x,y,v) tern allows us studying the motion considering the implicated forces, but only if we extend the information on the complete temporal sequence.
Such algorithm, moreover, has been optimised through a procedure that allows the user choosing the optimal points. They are those points that carry with greater probability to good results. The computation of the gradient of the brightness function has been implemented in such way that the user can choose between the best points that have a gradient value upper to a fixed threshold. To such purpose, during the recording of the movies the subject wore a bracelet with a white marker. So in correspondence of the wrist we have a strong gradient of brightness and therefore a greater precision in phase of tracking.
ALGORITHM OF ANALYSIS AND INDEXING
This algorithm read the trajectory coordinates and draws the shape of it. Also using those coordinates it computes all the necessary features. In particular it extracts the instantaneous velocity of every point of the trajectory. It uses the data store in the DB in order to process them or to visualise them. The first phase of the algorithm assigns to a vector the coordinates of the points individualised from tracking (abscissa and ordinate); while in the successive phase the trajectory is represented. It is applied, therefore the algorithm of chain-coding, that it chases the points finds realising one chain codified. In such phase we start from the first stored point, centred in a matrix 3x3, and we look for around to it, the successive point pertaining to the trajectory. Once characterised the successive point, moves the matrix and restart the search. In this way, starting from the first point, the chain is automatically generated and characterises the dynamic of the movie. Once stored the trajectory, is carried out the analysis and therefore the extraction of its characteristic parameters.
The interface visualise an image that represents the mosaic of the considered movie, used like background and visual reference. On such image the program draws the codified trajectory and on the same window the extracted parameters are described.
ARCHITECTURE OF PATTERN RECOGNITION SYSTEM
We realized a system consisted of two layers architecture. The first layer consists of 10 perceptrons, while the second layer consists of only one perceptron. The system receives in input the features extracted from the video sequences and gives in output which is the kind of action that a subject performed. The three actions (eating, drinking and smoking) are codified as subsequently explained.
We subdivided the trajectory of each action in 10 steps each consisted of 8 frames. This subdivision is based on the hypothesis that an action is recognized through an initially general scheme. The scheme is defined during the development of the action itself. The figure 1 shows architecture consisted of two neural networks levels. In the first level we have 10 Multilayer Perceptrons (MLP) each of them has 24 nodes in the input layer. Each node of the input layer receives the values xyv for all the subjects and for each action. The vector xyv iAS identifies the elements of the trajectory, where the index i (that goes from 1 to 10) indicates the number of steps in which the trajectory is subdivided. The index A = E,D,S identifies the three action, and the index S (that goes from 1 to N) identifies a particular subject (N is the number of the subjects). So the dimension of the input for each network of the first layer is equals to 8×3×N.
The hidden layer consists of 12 nodes, while the output layer consists of only 2 nodes. The vector o k [2] identifies the output of this last layer, where k goes from 1 to 10 (number of steps in which the sequence is divided). The vector o k consists of two elements, these identify a specific action according to the following code: [0,1] for the eating action, [1, 0] for the drinking action and [1,1] for the smoking action.
The second level consists of only one MLP which receives as input the outputs of the previous 10 neural networks. So in the input layer it has 20 nodes, in the hidden layer it has 5 nodes and finally in the output layer it has 2 nodes, which encode the kind of action.
TEST ON HUMAN ACTION RECOGNITION.
We want to see how sensitive was the neural system to recognize sequences of action very similar one another, in particular from the geometrical point of view. The experiment is made so to study the answers invariance changing the point of record of the camera. We can observe events that are equal as regard the trajectory and are different as regard the semantics: these can hide in practice their actual meaning in small differences.
Methodology.
In order to try the effectiveness of the parameters in an unambiguous recognition of the action, the motion of the wrist of subjects while they are eating, drinking and smoking was recorded. The movies have been recorded always to the same distance, using a fixed experimental setting. This has made so that the trajectories were much similar between them. The recorded sample consists of 25 subjects.
We have chosen simple actions to carry out and to study: Eat, Drink and Smoke.
In each action, the movement is always of the arm, always to leave from the bottom to the up, until arriving and stopping themselves on the mouth, and then from here, to return behind until stopping itself, caught up the desk newly.
The technical apparatus consists of two analogical television cameras: one of these was in a frontal position, whilst the other was in a lateral position respect to the subject. There are also one desk, one chair, and finally cracker, water and cigarettes. Above all were fixed the relevant positions, so that the features unchanged. We arranged the desk and the position of the chair relatively to it.
Then it has been taken the centre of the desk and in connection to this, one camera is blocked to 5 meters of distance and 53° approximately of angleshot as regards the lateral position, whilst the second is blocked to 5 meters and concerns the frontal position. It is moreover fixed on the table the startposition of the objects (cracker, water, and cigarettes), so the gesture had a precise fixed point of reference.
Finally, in order to obtain a metric calibration of the digital images, in order to have a correlation between the real distances and the resolution in pixel after the digitalisation, a graded bar has been placed (it was 30 centimetres long).
During the recording, each subject wore a bracelet with two white markers, obtaining a high gradient of brightness in the point of the body that mainly characterises the movement.
To extract the interesting data from the movies we digitised them (card of acquisition ATI All in Wonder 128), to 20 frame for second with a resolution of 320x240 pixels and with a colour depth of 24 bits. Then we transform them in grey-scale levels. We compressed the video sequences through the algorithm of Run Length Encoding: that replaces the sequences of identical pixel with the indication of the number of epochs in which the pixel is repeated, followed from the value of the pixel itself.
Each of the 50 movies (25 for each camera) has been decomposed in 3 shorter movies (correspondent to a particular action), every one of which has been then analysed singularly.
EXPERIMENTAL RESULTS
During the learning, in all the experiments in order to achieve comparable results we fixed the same number of iteration epochs and the same learning rate. In particular the number of iterations was fixed to 15000 epochs and the learning rate was η = 0.1.
Remembering that each of the three actions was subdivided in a sequence of ten steps, we determined the mean square error for each step after 15000 iterations, or rather in the end of the learning. The figure 5 shows the trend of the mean square error after 15000 iterations: the black line refers to the learning by the three actions of 25 subjects of lateral view, whilst the grey line refers to the learning by the three actions of 25 subjects of frontal view. Considering the training with the 25 subjects of the lateral view, the average error calculates on all the sequence is 0.04. If we divide the sequence in two phases (going and return): the average error of going is 0.006, whist the average error of the return is 0.08.
Moreover training the networks with the 25 subjects of the frontal view the average error is 0.03. Dividing the sequence in two phases the average error for the going is 0.01, whilst the error is 0.05 for the return phase. These values are understandable if we consider the "kind" of action. In order to have more possible similar actions, all the subjects started the movement from a fixed point, caught up the mouth and then returned in the fixed starting point. Initially the action is loaded of meaning both for the aim linked to the action and for the object grasped by the end. The heaviness of a water glass is certainly different from a cigarette. So, in the going the actions are quite different, instead in the return they show a conjunction of meaning: all the movement have only to reach a fixed point. The consequence is the increase of the average error, so the not ambiguous recognition of a particular action is closely related to the development of the sequence.
Experiment 1: View Point Invariance
In the first experiment we want to demonstrate the invariance from the point of view. The aim is to verify that a particular action (that is eating, drinking and smoking) of a subject is recognizable apart from the point of view. In fact, in this example we considered both the frontal view and the lateral view of the same subject in the act of doing one of three actions previously described.
The system was trained using the lateral shots of 25 subjects during the development of the three actions. During the testing we used only the frontal shots of the same 25 subjects in the act of doing the same three actions. We have to remember that the two shots took place contemporaneously from two cameras one in a lateral positions and the other in a frontal position as regards the subjects.
The training using the parameters (x,y and v) extracted by the lateral view and the successive testing using the same parameters extracted by the frontal view allows evaluating the independence from the point of view.
This implies that the system is able to recognize an action done by a subject independently from the observation position. The table 1 shows the confusion matrix of the test results. The first rows and the first column indicate the three different actions done by the 25 subjects. The last column indicates the total number of the subjects that they do a specific action. The main diagonal shows the total number of actions correctly recognized. For example as regards the eating action (EAT), the system correctly recognizes 19 subjects out of 25 subjects during the execution of the eating action. As we can see in confusion matrix, both the eating action and the drinking action are mistaken with the smoking action. In other words, the system misses to recognize both some eating actions and some drinking actions identifying them with smoking. Finally, the last row of the table 1 shows that the smoking action was identified 3 times (12%) with the eating action and 4 times (16%) with the drinking one.
The rates of recognition are comparable between them. The rate of recognition is 76% for the eating action, 72% for the drinking action and finally 72% for the smoking action. For the first experiment we obtained an average rate of recognition equals to 73.3%. The experimental results show that the invariance from the point of view is rather well respected.
Experiment 2: Subject Invariance
The second experiment intends to demonstrate the performances of the system concerning the invariance from the subject. In other words, we want to demonstrate that the system is able to correctly recognize an action independently from the subject, who makes this. For this purpose, the system was trained with 15 subject of the frontal view in act of doing the three actions, while for the test we considered the others 10 subjects of the same frontal view. The correct recognition of a particular action implies that the development of an action is not determined by the particular subject involved, but from the characteristics implied in the action itself. As for the first experiment, we introduced the confusion matrix of the actions the system correctly recognizes (table 2) . Each of the 10 subjects carries out the three actions (eating, drinking and smoking), in total 30 actions.
The results in the table 2 put in evidence that the system correctly recognizes the eating action carried out by the 10 subjects of the testing phase: so the eating action is recognized with a rate of 100% (corresponding to 10 out of 10). The drinking and the smoking actions are also recognized with a rather high rate: the system correctly recognizes both the drinking action and the smoking 9 out of 10 times.
We obtained an average rate of recognition equals to 93.3%. The three actions are correctly recognized independently by the subject who makes the action.
Experiment 3: View Point and Subject Invariance
The last experiment intends to combine the two previous experiments. In fact, in this part we want to demonstrate that the system is able to recognize the three actions (eating, drinking and smoking) changing both the point of view and the subject who makes the action. For this purpose, the system is trained using the lateral view of the 15 subjects during their movement. While the testing procedure is executed using the frontal view of the other 10 subjects in act of doing the same actions. The training using the parameters (x,y, and v) extracted by the lateral view of 15 subjects and the successive test using the same parameters extracted by the frontal view of the other 10 subjects intend to evaluate the independence of the system both from the point of view and from the subject. This implies the ability of the system to recognize an action independently from the position of observation of the subject and independently from the subject himself.
Referring to the usual representation of the results, we analyze the confusion matrix in the table 3.
The confusion matrix put in evidence that the three actions are rather well recognized. Observing the main diagonal we can see that the eating action is recognized 8 out of 10 times, the drinking action 9 out of 10 times and the smoking action 7 out of 10 times. As for the first experiment both the eating action and the drinking action are confused with the smoking action. The smoking action was identified for a 10% with the eating action and for a 20% with the drinking.
We can determine an average rate of recognition equals to 80%. In the last experiment we also obtained rather encouraging results, having a high rate of recognition for all the three actions.
CONCLUSIONS
The implemented neural architecture learns to recognise the kinematics and the dynamic aspects of actions concerning the trajectories but also the velocity variations. The experimental results showed the real possibility of building a system that allows a semantic recognition of an action, taking advantage from the action recognition modalities of the human. The lightness of information joined to the generalisation abilities of the neural networks, make the system extremely effective. The typology of action is recognized also if we observe a subject from two different points of view (lateral and frontal view), and so the invariance of the system as regard the point of view is rather well respected. Moreover the results demonstrated that the system recognized a specific movement performed by a different subject from those one learning during the training and observed from the same point of view (lateral view). So we can conclude that our system catch also the subject invariance. Finally we test the system invariance changing both the point of view and the subject who makes the action, obtaining high value of recognition rate.
In all the experiments the recognition of each action has enough high values, but they could be better in the case in which every networks of the first layer will be trained with a number of iterations that fit with the minimum square error. In fact, in this work we stopped the simulation after 15000 steps to achieve comparable results evaluating the suitability of particular chosen knowledge representation. The experimental evidences show that the three spatio-temporal parameters (x, y, v) constitute the minimal information representative of the action semantics. The neural networks architecture allows us to have a smart classification of the part of sequence in which there is a great amount of different semantics.
One of the possible future developments of the work can be using the system as recogniser of the behaviour of a given subject that may be used in surveillance applications. The study realized in this work could be applied in numerous and different environments but with an only common feature: the necessity of understanding not "what there is in a scene?", but "what is happening?". For instance we could develop safety systems able to recognise anomalous and dangerous situations by automatic extraction of scene semantics. This represents an evident advantage of efficiency.
INTRODUCTION
The event detection and, in particular, the human action recognition gained in last years a great interest in the computer vision e video processing research.
Gesture recognition aims to understand human gestures using mathematical algorithms; normally is focused on hands and head gesture. This subject will allow computers to understand human body language filling the existent gap between humans and machines. The uses move from virtual reality to robot guide until sign language recognizers. The purpose of the developed system is the realization of a gesture recognizer, applied in the specific case to a user interface. We tried to get fast and easy software for user, without leaving out reliability and using instruments available to common user: a PC and a webcam. We can have different uses of this technology; it can be helpful wherever there is need of a richer and more expressive interface than the existent one (textual or GUI). In this paper we aim for the realization to a symbolic gesture interface that uses a vocabulary of codified commands and known by both the user and the system. We try to make the learning and the use as simple as possible like systems based on natural gestures. The assessment of the noticed gesture at final is based exclusively on the hand actions; the biological organisms give meaning to space-time configurations and recognize the scene thank to the way the temporal movement is made.
The gesture detection is based on well-known artificial vision techniques. We use a filter to segment the regions with skin chromaticity. This help to focus the next tracking phase and to reduce the computational load. The algorithm used for the tracking is based on the feature tracking method proposed by Lucas and Kanade in 1981 (Lucas and Kanade, 1981) . We follow the approach of Tomasi and Kanade (Tomasi and Kanade, 1991) that derived the criterion of features selection from a tracking performance optimization. The paths, opportunely selected, are recognized by a double layered architecture of multilayer perceptrons, a quick and robust system, able to understand the cinematic characteristics of these paths. This paper is divided in two main parts: in the first we give a clear description of the realized system, telling about the three main components: the vision system, the recognition system and the user interface.
In the second part there is the description of real working and of system using. We tell about the codified gestures, the learning net procedure and at last the testing phase with results and problems.
SYSTEM REALIZED
The built system is essentially a symbolic gesture recognizer used for a user interface. It has to be underlined that the main aim was the creation of the recognizer; the interface is just a natural application of this technology.
The development process can be divided in three main elements:
vision system artificial neural net architecture user interface
Vision system
The vision subsystem has to capture the frames and to process them until obtaining a pattern: a set of values understandable by the neural net. The whole process starts with the capture.
We decided to separate by time the saving phase of frames from the elaboration phase realized in the following tasks. We acted in this way to guarantee a constant and quick frame's sample, considering that the tracking process requires a changeable execution time. Once the frames are saved, the webcam turns into stand-by and the process moves to the skin color filtering.
Skin Filter
The use of color information was introduced in these last year to solve problems concerning the localization of hands and face with great results. It was shown the color represents very good information to extract some parts: in particular, the skin color can be used to find the hands and the face of a person. The human skin has, indeed, a peculiar distribution that significantly differs from the background. This is extremely important because it allows you to focus the object to track in the following tracking phase. Tracking is made with no marker or referring point, so skin filter became the first way to shrink the area that has to be analyzed. This allows reducing the computational load to which the system is submitted, considering that tracking procedure is the most grave.
To realize a skin filter we decided to isolate in some way the skin tone in the color range YCbCr, this allows considering just the chroma component. The most important problem is that light condition has effect on how the color appears: let's think, for instance, to a warm color artificial lighting.
The approach we used in this paper uses a rectangular mask on the bi-dimensional chromatic level. This keeps the computational load low. About the value of the thresholds we relied on results of Chai (Chai, 1999) , who took an experiment on a various cluster finding a precise concentration range Cr= [133, 173] e Cb= [77, 127] , as you can see in the following graph: To fix the illumination problem we choose to give entirely to the user the possibility to correct the chromatic correction that has to be applied, using a very easy and intuitive set up phase. At the end the so obtained mask is submitted to another filtering process deleting the isolate pixels. This operation is necessary to make the regions more continuous.
To increase the tracking efficiency we preferred to filter all the frames, giving a constant reference to the tracking process. The result of the elaboration is shown by the following image. 
Tracking
Because of the noise it is not possible to determine the correct position of a single pixel that can be confused with adjacent points. Due to this problem we do not track single pixel but pixel window, feature. We based our work on a feature tracking method. The entire phase can be divided in three main moments.
feature selection tracking feature recovery
The core of the algorithm is given by the tracking method thought by Lucas and Kanade. The main element of this technique is the definition of the comparison measure between characteristic, fixed dimension windows, in the two frames that have to be compared, like the square of the difference of the window intensity. Different points in a window can have different behaviours. They can have different intensity variation or, when the window is on an edge, different speed or appear and disappear. So, in the window, transformations from an image to another happen very often. We have to represent the situation using the affine motion field:
(1) where δ is in general the displacement, A is the deformation matrix and D is the translation vector (Shi and Tomasi, 1994) .
To verify we are tracking always the same window, we check the dissimilarity every steps; it is defined in the following way:
( 2) where I(X) e J(X) are image functions of the two frames in exam. If dissimilarity is too high the window is discarded. We obtain as result the displacement that optimizes this sum.
If we consider frames so temporally close to make the shift very short, we will have a deformation matrix very small. In this case, it can be considered null. Mistakes on the displacement can be due to the determination of these parameters in these conditions. If the aim is the shift determining, it is better to determine just the spatial components of the movement. The result is even more simple and fast to calculate.
The affine model is useful in features monitoring. In the features selection mistakes can be made; so monitoring is important to do not obtain contradictory results.
In small shifts we consider a linearization according to Taylor series of the image intensity; it allows using Newton-Raphson method for minimization.
The window feature can be rounded to the simple translation of the same in the previous frame. Besides, for the same reason, the intensity of the translated window can be written as the original one adding a dissimilarity term depending almost linearly from the displacement vector. Starting from the based solution, a few iterations are enough to make the system converge.
The Lucas-Kanade's algorithm is well known to be very accurate and robust. These two characteristics are in contradiction: considering the tracked window size we can assume that, to increase accuracy, we should use a smaller as possible window so that we do not loose too many details. On the other hand if we want to maintain a particular robustness during alterations of light and of the size of displacement, in particular for wide movements we have to use a bigger window.
In this paper, we use the pyramidal representation (Bouguet, 2000) . In this way it is easier follow wide pixel movements that, at the level of the main image, are larger than the integration window while, in a lower level, can be confined in it. The pyramidal representation halves image resolution in each level. The algorithm starts the analysis from higher level, small images and with few details, to go down to the next level so that the accuracy will increase. This technique gives the advantage to follow wide movements; dissimilarity of displacement vector remains very small not breaking the hypothesis of Taylor series.
It is possible improve the convergence range, doing a suppression of the high spatial frequency, doing then the smoothing of the image. In this way the details will be reduced and then the accuracy: if the smoothing window is bigger than the size of the subject that you want to track, this will be totally erased. Smoothing will be applied to higher level image, the one with low resolution, so that the information will not be lost.
For feature selection, we noted not all parts of image contain complete information about movement. This is the aperture problem: along a straight border, we can determinate only the border orthogonal component. This is typical problem of Lucas-Kanade algorithm; it derives from lack of constraints for the main equation of optical flow. Generally strategy to overcome these problems is to use only regions with enough rich texture. In this paper we follow Tomasi and Kanade approach (Tomasi and Kanade, 1991) . They use a choice criterion to optimized tracking performance. In other words, a feature is defined "good" if it can track "well". So we considered only features with gradient of eigenvalues enough big.
Tracking algorithm presented stop when a feature is declared "lost". This can happen because the system can't recognized it enough well. It is necessary recovery of that feature. The idea is to forecast where should be basing on shifts of nears features. This forecasting must satisfied particular conditions: minimum distance from other features, value of gradient of eigenvalues and matching skin filter mask.
Pre-Processing
To use a neural net for recognition is necessary to manipulate the results of tracking phase to provide a constant size input. We chose to extract exactly 5 features. We think this number is the minimum necessary to feel same tinges between different gestures. It is necessary to choose the 5 paths that describe better the gesture.
Because typology of gestures used in this paper, and because it is important only the hand movement, we considered only the movement size to eliminate external features from hand, for example face.
We also considered, as parameter of "goodness", the eigenvalue associated to feature. The following image shows the result of this process. 
Artificial neural net architecture
During the building of recognition system, the attention is focused on a single object movement. In particular the intention is to detect the hand movement.
The identification process is based on the "schema" concept, a macrostructure in which the whole action is organized .
The schema, used in this paper, is a temporal sequent, divided into 10 steps. The parameters that characterized the path of movement are spatial coordinates x and y, derived form pre projection on a bi-dimensional plane (unique point-of-view), and the instant speed (average speed in a sample interval). We suppose that these tree parameters correspond to the minimum information of the semantic of action. This choice reduces the dimensionality of research space and reflects the user oriented representation.
Action semantic correspond to the human perception of covariance from cinematic and geometry .
The Architecture
Recognition system consists of a double layered neural architecture. As you can see from figure 5, the first layer receives inputs of extracted feature from video sequence. Second layer provides, in output, the gesture type.
The system is formed by multilayer perceptrons: the first layer consist of 10 nets, one for each step of sequence, the second layer is formed by a unique perceptron, sufficient to synthesize all the outputs of the first layer. Perceptron is a well-known feedforward net, used in classification problems (Rosenblatt, 1962; .
Input pattern consist of 5 paths, each one of them 30 frame long and described by 3 parameters for each frame. In total we have 450 variables for 10 perceptrons; nets formed by 45 units of input. The following image shows the typical structure of multilayer perceptron. It has to be underlined there is a unique hidden layer formed by about half of input units, 25. Output is codified by 4 neurons; so we have the possibility to learn 16 gestures.
Each first layer perceptron recognize 3 frame of sequence. The second layer perceptron helps to merge the information of all the sequence, providing an output based on the global behaviour. Two different movements could have very similar local behaviours.
The dimensions of the second layer perceptron are slightly different: input layer is of 40 units, 4 for each first layer net, while hidden layer has 20 units.
Learning of all nets is supervised and is based on the error-backpropagation algorithm. The pattern that has to be learnt, is presented to net and is calculated the global square error, feedforward phase. After this, error signal is used to modify values of connection coefficients between output units and hidden units, then between hidden units and input units, backpropagation phase.
User Interface
The term "user interface" refers to what there is between user and machine, what permit to a user to manage system functionalities.
The system communicates only to an external entity, the typical user. The developed interface implements only minimal functionalities required to maintain maximum simplicity: set up, procedure to adjust skin filter parameter, and the recognition, process to recognize gestures.
It is clear how is necessary to associate, to the tactile interface (gesture recognizer), a graphic interface for the functionalities.
It is necessary a common channel, as a GUI, to start these operations and to obtain feedbacks. This assists to control the system but maintain a minimal help from user.
TESTING
Testing process consists with a phase for gesture codification, nets learning and at last a testing phase to verify system accuracy and robustness.
Gesture definition is fundamental to finish parameters set up of vision system. We decided to use symbolic gestures because instrument property of gesture recognizer (neural architecture). This choice leads to the typical problems of these systems: segmentation and learning. For the first, a partial solution is the graphic interface. To reduce problems derived from usability and from learning, we kept gestures number to minimum hitting the attention on recognition system efficiency. We gave importance to cinematic nature of gesture e not to static configuration; so we hit on globally hand paths. We use sequence of about 1 minute long to realize a system quite quick in output. These elements surely reduce problems derived from learning and usability; we chose 4 gestures, very easy and not too similar, shown in the following image. To realize the nets learning, it is necessary to build a training set, a pattern set that mean codified gestures.
For each of them we use 10 different samples done by 5 different people to have a semantic richer set. We noted how each person does each gesture in a different way.
We used learning algorithm in the iterative modality: for each period, connections weights are modified, MSE is calculated and then process restart. We used a learning rate of 0.1 e 10000 periods.
We noted a really speed of convergence; after only 20000 period we reached a global error about the decimal fifth-figure (~10 -5 ).
Results
System testing in particular is based on robustness test of recognition system, neural architecture. We can do a specific test: generalization phase.
In this phase we produced a pattern set formed by 80 elements, 20 sample for each gesture done by 5 people. We used people different from learning ones. The following table is known as confusion matrix and shows testing results. It has to be underlined best result is for gesture B that has the most different cinematic properties, while movement C is most complex, so it is mistaken easily.
CONCLUSIONS
System developed shows a quite low computational time although this time is not unimportant; user interface is straightforward and easy to use; finally experiments completed verified about 85 % reliability. In reality we noted the most factor is not only system learning, training set, but it is client learning. Common user needs a time amount to do specific gestures with naturalness even if they are very easy. For a user able to do codified gesture with precision and naturalness, the system has an over 95% of reliability for all the movement typologies. These results agree with conclusions of the others works about symbolic gesture recognition. The main detected problem from these researches is the user learning time. Work in this direction surely is not finished; there are a lot of improvements that can be made to this system. We could try to speed up the process to create really real-time software; time of response is reflected on user usability. We could increase gestures vocabulary and verify learning capacities limits. We could improve set up procedure of skin filter to have a completely automatic process and finally we could obtain a GUI-independent system resolving problem derived from movement segmentation. This is the way to have an autonomous gesture interface.
