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Abstrakt
Hlavnı´m cı´lem te´to pra´ce je navrhnout a implementovat algoritmus pro hleda´nı´
optima´lnı´ abecedy pro kompresi dat v textove´ podobeˇ. Je zˇa´doucı´ nale´zt tako-
vou abecedu, ktera´ obsahuje jen nezbytneˇ nutne´ symboly efektivneˇ zveˇtsˇujı´cı´
kompresnı´ pomeˇr. Autor se zaby´va´ spojenı´m trˇı´ ru˚zny´ch prˇı´stupu˚ k textovy´m
souboru˚m. Pro tento optimalizacˇnı´ proble´m je vybra´n samoorganizujı´cı´ se mi-
gracˇnı´ algoritmus z trˇı´dy evolucˇnı´ch. Komprese je realizova´na metodou LZW se
slovnı´kem reprezentovany´m stromovou strukturou. Zhodnocenı´ dosazˇeny´ch vy´-
sledku˚ je provedeno na za´kladeˇ testu˚ nad ru˚zny´mi typy textovy´ch souboru˚. Cela´
pra´ce je vytva´rˇena v programovacı´m jazyce C#.
Klı´cˇova´ slova: optimalizace, SOMA, evolucˇnı´ algoritmy, komprese, abeceda
Abstract
Main goal of this work is to design and to implement optimal alphabet searching
algorithm for text data compression. Is desirable to find alphabet contains only
necessary symbols effectively increasing compression ratio. Author deals with
the combination of three different approaches to text files. For this optimization
problem is choosen selforganizing migration algorithm from evolutionary group.
Compression is implement by LZW method, version with tree structured dictio-
nary representation. Results evaluation is based on different types of text files
testing. Whole work is created in programming language C#.
Keywords: optimization, SOMA, evolutionary algorithms, compression, alpha-
bet
Seznam pouzˇity´ch zkratek a symbolu˚
SOMA – Samo-Organizujı´cı´ se Migracˇnı´ Algoritmus
LZW – Lempel-Ziv-Welch
LZ77 – Lempel-Ziv 77
LZ78 – Lempel-Ziv 78
LZMA – Lempel-Ziv-Markov-Chain
PRT – Pertrubace
D – Dimenze
MP3 – MPEG Audio Layer 3
RAR – Roshal ARchive
KP – Kompresnı´ pomeˇr
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61 U´vod
Kazˇdy´ z na´s se uzˇ jisteˇ v zˇivoteˇ setkal se situacı´, kdy musel vybı´rat prˇi rˇesˇenı´
urcˇite´ho proble´mu jednu z mnoha mozˇny´ch variant, o ktere´ si myslel, zˇe je ta
nejvy´hodneˇjsˇı´. Cˇili kazˇdy´ z na´s se uzˇ jisteˇ v zˇivoteˇ setkal s optimalizacı´, i kdyzˇ ve
velmi zjednodusˇene´ formeˇ. Optimalizace je du˚lezˇitou soucˇa´stı´ zˇivota beˇzˇne´ho cˇlo-
veˇka a v dnesˇnı´m sveˇteˇ uzˇ take´ neodmyslitelnou soucˇa´stı´ mnoha oblastı´ lidske´ho
vy´zkumu, jako naprˇ. v chemii, ekonomii, technice.
V te´to pra´ci se autor zaby´va´ optimalizacı´ v oblasti informacˇnı´ch technologiı´.
Optimalizace je zde implementova´na a vyuzˇı´va´na pro nalezenı´ idea´lnı´ mnozˇiny
symbolu˚ (znaku˚, slabik, slov), jenzˇ se nazy´va´ abeceda, pro kompresi dat v textove´
formeˇ. Ona komprimace je dalsˇı´ soucˇa´stı´ te´to pra´ce. Pro zhodnocenı´ dosazˇeny´ch
vy´sledku˚ jsou provedeny testy nad mnozˇinou dat.
Druha´ kapitola seznamuje s optimalizacı´, jejı´ historiı´ a soucˇasny´m stavem.
Jsou v nı´ popsa´ny optimalizacˇnı´ algoritmy, princip funkce, vyuzˇitı´. Dalsˇı´ cˇa´st je
veˇnova´na algoritmu˚m evolucˇnı´m, jejich pu˚vodu, vy´znamu a vyuzˇitı´ v ru˚zny´ch
odveˇtvı´ch.
Ve trˇetı´ kapitole je rozebra´n algoritmus, ktery´ byl vybra´n pro optimalizaci
proble´mu obsazˇene´ho v te´to pra´ci. A to algoritmus zvany´ SOMA. Jeho pu˚vod,
princip a chova´nı´, to vsˇe obsahuje tato sekce.
V dalsˇı´ kapitole autor popisuje prakticky´ proces implementace optimalizacˇnı´
metody.
Pa´ta´ kapitola nabı´zı´ pohled na testovacı´ funkce, nad ktery´mi je proveˇrˇena
funkcˇnost a prˇesnost implementovane´ho algoritmu SOMA.
Vy´sledky testova´nı´ nad ru˚znorody´mi funkcemi popsany´mi v pa´te´ kapitole
tvorˇı´ dalsˇı´ cˇa´st pra´ce.
Prˇeformulova´nı´ algoritmu SOMA z rea´lne´ho do bina´rnı´ho prostoru uva´dı´
sedma´ kapitola.
V osme´ cˇa´sti se cˇtena´rˇ sezna´mı´ s principem komprese dat. Budou nastı´neˇny
pouzˇı´vane´ metody a pojmy z te´to oblasti.
Deva´ta´ cˇa´st poukazuje na autorovu praktickou realizaci procesu hleda´nı´ opti-
ma´lnı´ abecedy. Jsou zde popsa´ny vsˇechny du˚lezˇite´ kroky postupu.
7Desa´ta´ kapitola obsahuje souhrn vy´sledku z testova´nı´ nad ru˚zny´m typem
textovy´ch dat.
V za´veˇrecˇne´ kapitole jsou autorem zhodnoceny dosazˇene´ vy´sledky a zamy´sˇlı´
se nad prˇı´nosem tvorby te´to pra´ce.
82 Optimalizace
Uzˇ v anticky´ch doba´ch rˇesˇili lide´ u´lohy, u ktery´ch se pokousˇeli nale´zt nejmensˇı´ cˇi
nejveˇtsˇı´ hodnotu pro dany´ proble´m. Byly to vesmeˇs u´lohy vznikajı´cı´ prˇi prakticke´
cˇinnosti cˇloveˇka. Velice zna´my´ je prˇı´beˇh, ktery´ pocha´zı´ z deva´te´ho stoletı´ prˇ.n.l.
Dcera tyrske´ho kra´le Dido utekla od sve´ho otce a chteˇla vykoupit u´zemı´ v oblasti
dnesˇnı´ho severu Afriky. Numidsky´ kra´l souhlasil s prodejem pozemku, avsˇak
s podmı´nkou, zˇe u´zemı´ nebude veˇtsˇı´, nezˇ to ktere´ lze ohranicˇit ku˚zˇı´ z dobytka.
Didodala volskouku˚zˇi rozrˇezat na velmi tenke´ prouzˇky apo jejich sva´za´nı´ dostala
provaz s urcˇitou de´lkou, ktery´m maximalizovala rozsah sve´ pu˚dy. Tento prˇı´beˇh
je peˇkny´m prˇı´kladem optimalizacˇnı´ u´lohy, acˇkoliv pocha´zı´ z let da´vno minuly´ch.
V dnesˇnı´ dobeˇ se setka´va´me s rˇesˇenı´m optimalizacˇnı´ch u´loh v beˇzˇne´m zˇi-
voteˇ, prˇi rˇesˇenı´ prakticky´ch za´lezˇitostı´. Tyto u´lohy majı´ naprˇı´klad slovnı´ zada´nı´
a rˇesˇı´me je na za´kladeˇ nasˇich znalostı´, zkusˇenostı´ a intuice. Tı´mto analyticky´m
zpu˚sobem by vsˇak jisteˇ nesˇly rˇesˇit u´lohy slozˇiteˇjsˇı´ho charakteru, jelikozˇ by rˇesˇenı´
bylo komplikovane´ a velmi cˇasoveˇ na´rocˇne´. V takove´m prˇı´padeˇ se k nalezenı´
rˇesˇenı´ vyuzˇı´va´ numericky´ch postupu˚.
Optimalizaci mu˚zˇeme popsat jako proces, u neˇjzˇ se snazˇı´me nale´zt rˇesˇenı´,
ktera´ jsou optima´lnı´, nebo se optima´lnı´mu blı´zˇı´. Obvykle nejsme schopni nale´zt
takove´ rˇesˇenı´ v jednom kroku, ale je uskutecˇnˇova´n urcˇity´ algoritmus, beˇhem
neˇhozˇ dojdeme k rˇesˇenı´ proble´mu.
V prvnı´ rˇadeˇ by bylo dobre´ se zmı´nit o tom, co zmı´neˇne´ optima´lnı´ rˇesˇenı´ prˇed-
stavuje. Kdyzˇ budeme chtı´t optimalizovat jedno krite´rium, tak optimum bude
bud’ jeho minimum, nebo jeho maximum, v za´vislosti na tom, co v dane´ u´loze
hleda´me. Jestlizˇe vlastnı´me tova´rnu na vy´robu chytry´ch telefonu˚, tak prˇi dnesˇnı´
popta´vce se budeme zaby´vat prˇedevsˇı´m ota´zkou, jaky´m zpu˚sobem minimalizo-
vat dobu potrˇebnou k jejich vy´robeˇ. Na druhe´ straneˇ se urcˇiteˇ budeme snazˇit
nakoupit materia´l pro vy´robu, platit zameˇstnance a deˇlat reklamnı´ kampaneˇ tak,
abychom maximalizovali na´sˇ zisk.
92.1 Optimalizacˇnı´ algoritmy
Optimalizacˇnı´ algoritmy jsou mocny´m na´strojem pro rˇesˇenı´ mnoha proble´mu˚
inzˇeny´rske´ praxe a jejich vyuzˇitı´ se uvazˇuje v situacı´ch, kde je rˇesˇenı´ analyticky´m
zpu˚sobem nerea´lne´. Je tedy potrˇeba dany´ proble´m prˇeve´st na proble´m, kde bude
vyuzˇito matematicky´ch za´konitostı´ a vztahu˚. Jinak rˇecˇeno je potrˇeba definovat
proble´mmatematickou funkcı´. Takova´matematicka´ funkce se skla´da´ z argumentu˚
(nezna´my´ch), podle jejichzˇ hodnot dostaneme vy´slednou hodnotu funkce, kterou
optimalizujeme. Pocˇet argumentu˚ funkce je odvisly´ od dane´ho proble´mu a jeho
slozˇitosti.
V te´to kapitole je rozebra´n proble´m globa´lnı´ch optimalizacˇnı´ch algoritmu˚,
ktere´ se za´sadneˇ lisˇı´ od klasicky´ch optimalizacˇnı´ch algoritmu˚, ktere´ se snazˇı´ na-
le´zt alesponˇ jeden loka´lnı´ extre´m.
Definice 2.1 Globa´lnı´ optimalizacˇnı´ algoritmy jsou optimalizacˇnı´ algoritmy, ktere´ za-
jisˇt’ujı´ opatrˇenı´, u ktere´ho se prˇedcha´zı´ konvergenci k loka´lnı´m extre´mu˚m a zvysˇuje prav-
deˇpodobnost nalezenı´ globa´lnı´ch extre´mu˚.
2.1.1 U´cˇelova´ funkce
Jak jizˇ bylo drˇı´ve zmı´neˇno pro rˇesˇenı´ urcˇite´ho proble´mu optimalizacˇnı´mi algo-
ritmy je potrˇeba jej prˇedefinovat tak, aby sˇel vyrˇesˇit numericky´m vy´pocˇtem.
Musı´me tak nadefinovat funkci, ktera´ matematicky proble´m popı´sˇe. A pra´veˇ
optimalizace (nalezenı´ minima nebo maxima) te´to funkce povede k hledany´m
optima´lnı´m hodnota´m jejich argumentu˚. Pro takovou funkci se pouzˇı´va´ na´zev
u´cˇelova´ funkce, ale v mnoha literatura´ch se take´ mu˚zˇeme setkat s vy´razem fitness
funkce, nebo cenova´ funkce.
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2.1.2 Geometricka´ interpretace
U jake´koliv u´cˇelove´ funkce dane´ho proble´mu lze namodelovat jejı´ geometrickou
interpretaci. Na rˇesˇenı´ pote´ nahlı´zˇı´me jako na hleda´nı´ nejnizˇsˇı´ho, cˇi nejvysˇsˇı´ho
bodu vN-dimenziona´lnı´m prostoru, kde N je pocˇet optimalizovany´ch parametru˚
fitness funkce. Snazˇı´me se tedy najı´t globa´lnı´ extre´my funkce na dane´ hyperplosˇe.
Tı´m rozumeˇjte, zˇe ma´me najı´t vsˇechny body, v nichzˇ fitness funkce naby´va´ v
prostoru sve´ho maxima, a vsˇechny body, v nichzˇ funkce naby´va´ sve´ho minima
(samozrˇejmeˇ, pokud tyto existujı´). Hleda´nı´ (globa´lnı´ho) minima resp. maxima
funkce je za´kladnı´ u´lohou optimalizace v matematice. Nicme´neˇ je potrˇeba zmı´nit
take´ pojem loka´lnı´ extre´m, neboli loka´lnı´ minimum cˇi maximum funkce. Neˇk-
tere´ algoritmy majı´ totizˇ tendenci konvergovat k neˇjake´mu takove´mu loka´lnı´mu
extre´mu a nakonec v neˇm uvı´znout. Vy´sledne´ rˇesˇenı´ pak nenı´ to nejvhodneˇjsˇı´ v
dane´m prostoru mozˇny´ch.
Na´sledujı´cı´ definice poukazujı´ na matematickou interpretaci teˇchto pojmu˚.
Definice 2.2 Rˇekneme, zˇe funkce f : X → Rma´ v bodeˇ x0 ∈ X loka´lnı´ minimum, jestlizˇe
existuje ryzı´ okolı´ O(x0) takove´, zˇe platı´ f(x0) ≤ f(x) pro vsˇechna x ∈ O(x0).
Definice 2.3 Rˇekneme, zˇe funkce f : X → R ma´ v bodeˇ x0 ∈ X loka´lnı´ maximum,
jestlizˇe existuje ryzı´ okolı´ O(x0) takove´, zˇe platı´ f(x0) ≥ f(x) pro vsˇechna x ∈ O(x0).
Definice 2.4 Rˇekneme, zˇe funkce f : X → R ma´ v bodeˇ x0 ∈ X globa´lnı´ minimum,
jestlizˇe platı´ f(x0) ≤ f(x) pro vsˇechna x ∈ X.
Definice 2.5 Rˇekneme, zˇe funkce f : X → R ma´ v bodeˇ x0 ∈ X globa´lnı´ maximum,
jestlizˇe platı´ f(x0) ≥ f(x) pro vsˇechna x ∈ X.
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Obra´zek 1 ilustruje na´hodneˇ vybranou funkci f definovanou ve dvoudimen-
ziona´lnı´m prostoru X = (X1, X2). Je v neˇm nastı´neˇn rozdı´l mezi loka´lnı´m a glo-
ba´lnı´m extre´mem.
Obra´zek 1: Globa´lnı´ a loka´lnı´ optima dvou-dimenziona´lnı´ funkce
[zdroj: http://it-weise.de]
Globa´lnı´ optimum je optimum cele´ho prostoru mozˇny´ch rˇesˇenı´, zatı´mco opti-
mum loka´lnı´ ukazuje pouze na minimum cˇi maximum dane´ho subprostoru. Jak
jizˇ bylo zmı´neˇno, globa´lnı´ optimalizacˇnı´ algoritmy se snazˇı´ v prohleda´vane´m pro-
storu najı´t extre´my globa´lnı´. Proto se take´ pouzˇı´va´ vy´raz globa´lnı´ optimalizace
proble´mu.
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Optimalizacˇnı´ algoritmy lze rozdeˇlit podle ru˚zny´ch faktoru˚ - principu cˇin-
nosti, slozˇitosti atp. Jedno takove´ mozˇne´ rozdeˇlenı´, vyjadrˇujı´cı´ soucˇasny´ stav je
zobrazeno nı´zˇe.[7]
Obra´zek 2: Rozdeˇlenı´ optimalizacˇnı´ch metod
2.2 Evolucˇnı´ algoritmy
Slovo evoluce si jisteˇ kazˇdy´ spojı´ s evolucı´ biologickou. Tu lze popsat, jako dlou-
hodoby´ a samovolny´ proces, beˇhem jehozˇ pru˚beˇhu se rozvı´jı´ a rozcˇlenˇuje zˇivot
na Zemi. Prakticky vsˇichni veˇdci dnes vycha´zejı´ z Darwinovy evolucˇnı´ teorie o
postupne´m vy´voji s prˇirozeny´m vy´beˇrem, tak jak ji Charles Darwin popsal v roce
1859 v jeho knize On the Origin of Species.
Evolucˇnı´ algoritmy jsou metaheuristiky1, ktere´ svy´m principem funkce napo-
dobujı´ biologicky´ vy´voj z prˇı´rody. Zacˇaly se rozvı´jet v polovineˇ osmdesa´ty´ch let a
v dnesˇnı´ dobeˇ jsou uzˇ velmi sofistikovane´ a zacˇleneˇne´ do rˇesˇenı´ veˇdecky´ch u´loh.
1Stochasticke´ vyhleda´vacı´ metody
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Jejich vy´hoda, v porovna´nı´ s ostatnı´mi optimalizacˇnı´mi metodami, tkvı´ v je-
jich „black-box“ charakteru. Nenı´ totizˇ potrˇeba dokonale zna´t optimalizacˇnı´ al-
goritmy, stacˇı´ pouze spra´vneˇ formulovat u´cˇelovou funkci, ktera´ popı´sˇe rˇesˇenou
problematiku. Tato trˇı´da algoritmu˚ svy´m principem spada´ do globa´lnı´ optimali-
zace a soustrˇedı´ se tedy na nalezenı´ extre´mu˚ globa´lnı´ch.
Cı´lem procesu evoluce je najı´t jedno nejlepsˇı´ rˇesˇenı´ z mnoha se nabı´zejı´cı´ch
na za´kladeˇ pra´ce s populacemi mozˇny´ch rˇesˇenı´, ktere´ aplikujı´ princip prˇezˇitı´
nejvhodneˇjsˇı´ho.
Obra´zek 3: Zˇivotnı´ cyklus evolucˇnı´ch algoritmu˚
Na obra´zku 3 je zna´zorneˇn za´kladnı´ princip beˇhu algoritmu˚ zalozˇeny´ch na
evoluci. Jejich u´cˇelem je cyklicke´ vytva´rˇenı´ novy´ch populacı´ a na´hrada populacı´
stary´ch. To, jak budou jedinci v populaci reprezentova´ni a jaka´ pravidla budou
plnit pak definuje typ evolucˇnı´ho algoritmu (geneticke´ algoritmy, simulovane´
zˇı´ha´nı´, ...). Tı´m, zˇe je neusta´le populace nahrazova´na jinou, tak se neusta´le v cˇase
vyvı´jı´, a proto se pouzˇı´va´ oznacˇenı´ „evolucˇnı´“.
Tato trˇı´da algoritmu˚ na´m poma´ha´ rˇesˇit velmi slozˇite´ proble´my efektivnı´m
zpu˚sobem a pro svou jednoduchost realizace zı´skala oblibu v mnoha ru˚zny´ch
oborech. Naprˇı´klad ve vy´zkumu umeˇle´ inteligence a teorie ucˇenı´.
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3 Samo-Organizujı´cı´ se Migracˇnı´ Algoritmus
Samo-Organizujı´cı´ se Migracˇnı´ Algoritmus, zkra´ceneˇ SOMA, je algoritmus, ktery´
byl vyvinut v roce 1999. Za´kladnı´ mysˇlenka vedoucı´ k jeho vytvorˇenı´, spocˇı´vala v
napodobenı´ chova´nı´ inteligentnı´ skupiny jedincu˚, kterˇı´ spolupracujı´ prˇi hleda´nı´
rˇesˇenı´ spolecˇne´ho proble´mu. Tyto principy lze vypozorovat v prˇı´rodeˇ jako naprˇ.
hleda´nı´ zdroje potravy. Jeho cˇinnost je zalozˇena na geometricky´ch principech a
pracı´ s populacemi, avsˇak na rozdı´l od jiny´ch evolucˇnı´ch algoritmu˚ se v neˇm
netvorˇı´ novı´ jedinci (potomci). Na za´kladeˇ spolupra´ce je zde prohleda´va´n prostor
mozˇny´ch rˇesˇenı´migracı´ oneˇch jedincu˚.Navzdory tomuto faktu je na neˇj nahlı´zˇeno
jako na algoritmus spadajı´cı´ do trˇı´dy evolucˇnı´ch.
3.1 Princip
Princip souteˇzˇiveˇ-kooperativnı´mu˚zˇemevypozorovat vprˇı´rodeˇ, naprˇı´kladu smecˇky
vlku˚ hledajı´cı´ch potravu. U takove´ho hleda´nı´ potravy jednotlivı´ vlci spolu ve
smecˇce spolupracujı´, ale v urcˇity´ch chvı´lı´ch docha´zı´ k rivaliteˇ mezi nimi.
Kdyzˇ nastane fa´ze hleda´nı´, smecˇka se rozdeˇlı´ a vlci mezi sebou souteˇzˇı´ v tom,
ktery´ z nich se dostane k lepsˇı´mu zdroji obzˇivy. Kdyzˇ jaky´koliv z nich neˇco objevı´,
spolupracuje a da´ o tom veˇdeˇt ostatnı´m cˇlenu˚m smecˇky. Kazˇdy´ z vlku˚ se pak z
ru˚zny´ch mı´st zacˇne prˇemist’ovat k cı´love´mu bodu a v prˇı´padeˇ, zˇe cestou narazı´
na lepsˇı´ zdroj potravy, opeˇt to zahla´sı´ cele´ smecˇce. Tyto fa´ze se neusta´le opakujı´,
dokud nenı´ nalezena ta nejvy´hodneˇjsˇı´ (nejkvalitneˇjsˇı´) varianta. Princip je nastı´neˇn
na obra´zku 4. Pı´smenem L je oznacˇen aktua´lnı´ Leader a cˇı´sly 1 azˇ 4 zbylı´ jedinci
populace. Sˇipkami je zna´zorneˇn smeˇr jejich migrace.
3.2 Populace
Populace, jak bylo zmı´neˇno v sekci 2.2, a pra´ce s nı´ je za´kladnı´m stavebnı´m ka-
menem evolucˇnı´ch algoritmu˚. U SOMA jsou jedinci tvorˇeni na za´kladeˇ vzoru
zvane´ho Specimen, jehozˇ hodnoty urcˇujı´ hodnoty vsˇech ostatnı´ch v populaci. Veli-
kost populace, mysˇleno pocˇet jejich cˇlenu˚, je uda´na jednı´m ze vstupnı´ch parame-
tru˚ zvoleny´ch uzˇivatelem viz 3.4. V principu evolucˇnı´ch algoritmu˚ se populace
beˇhem vy´voje meˇnı´ (stara´ je nahrazova´na novou). Tento deˇj vsˇak u SOMA ne-
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Obra´zek 4: Princip SOMA - verze All To One
[zdroj: www.sciencedirect.com/science/article/pii/S0895717711002998]
nasta´va´. Prvopocˇa´tecˇnı´ populace zu˚sta´va´ po celou dobu beˇhu optimalizace a u
jedincu˚ se meˇnı´ jejich pozice v prostoru. Tı´mto faktem se SOMA u´plneˇ nerˇadı´ do
evolucˇnı´ch metod2.
3.3 Nalezenı´ optima
Nalezenı´ optima´lnı´ho rˇesˇenı´ proble´mu je take´ zde zprostrˇedkova´no pomocı´ u´cˇe-
love´ funkce. Kazˇde´mu jedinci z populace je v beˇhu algoritmu spocˇı´ta´na a prˇirˇa-
zena jeho funkcˇnı´ hodnota, ktera´ se v cˇase meˇnı´. Je to ona vypovı´dajı´cı´ hodnota,
jak kvalitnı´ zdroj potravy je nalezen, pokud pouzˇijeme metaforu s vlky z u´vodu
te´to kapitoly. Jedinec majı´cı´ nejvy´hodneˇjsˇı´ funkcˇnı´ hodnotu, je ve verzi vsˇichni k
jednomu oznacˇen za vu˚dce.
2Spı´sˇe je na SOMA nahlı´zˇeno jako na algoritmus spadajı´cı´ do trˇı´dy memeticky´ch.
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3.4 Parametry
Nadefinova´nı´ hodnot parametru˚ je u vsˇech optimalizacˇnı´ch algoritmu˚ velmi
du˚lezˇity´m aspektem.Nevhodneˇ zvolene´ velikosti parametru˚ mohoumı´t za na´sle-
dek prˇı´lisˇ dlouhou dobu beˇhu, nebo naopak bude algoritmus velmi svizˇny´, avsˇak
na u´kor nalezenı´ kvalitnı´ho rˇesˇenı´. Je tak nutne´ nale´zt vyva´zˇenou kombinaci
parametru˚ z hlediska cˇasu a kvality.
Parametry obvykle´ u vsˇech evolucˇnı´ch algoritmu˚(D, NP, Migrace, Accepte-
dError) jsou doplneˇny o dalsˇı´ (Mass, Step, PRT), ktere´ specifikujı´ pohyb jedince
k jine´mu po prostoru mozˇny´ch rˇesˇenı´. Jejich na´zev je ponecha´n, jak je definoval
autor algoritmu Ivan Zelinka ve sve´ knize [1].
• Mass - relativnı´ velikost prˇeskocˇenı´ jedince, k neˇmuzˇ jiny´ jedinec migruje.
Rˇı´ka´me tı´m, v jake´ vzda´lenosti se ma´ aktua´lneˇ migrujı´cı´ jedinec zastavit od
vu˚dce.
• Step - v cˇesˇtineˇ „krok“, uda´va´ jak velke´ho prˇı´ru˚stku bude naby´vat pozice
migrujı´cı´ho jedince, jinak rˇecˇeno jak velky´ krok v prostoru udeˇla´ aktua´lneˇ
pohybujı´cı´ se jedinec smeˇrˇujı´cı´ k Leaderovi.
• PRT - na za´kladeˇ tohoto parametru se generuje vektor hodnot zvany´ per-
trubacˇnı´, ktery´ bude ovlivnˇovat, zda se dany´ jedinec bude pohybovat k
Leaderovi prˇı´mo, cˇi budou jeho kroky vychylova´ny. Tento parametr je, da´ se
rˇı´ci, nejdu˚lezˇiteˇjsˇı´, jelikozˇ zava´dı´ do algoritmu na´hodnost. Dı´ky tomu jsou
prohleda´ny ty cˇa´sti prostoru, kam by se urcˇity´ jedinec nikdy nemusel dostat.
• D - jednopı´smenne´ oznacˇenı´ tohoto parametru pocha´zı´ od slova „Dimenze“.
Jinak rˇecˇeno tı´mto parametrem definujeme pocˇet optimalizovany´ch argu-
mentu˚ (parametru˚) u´cˇelove´ funkce.
• NP - hodnotou tohoto parametru urcˇujeme velikost pocˇa´tecˇnı´ populace.
Kolik jedincu˚ bude umı´steˇno do prostoru hledany´ch rˇesˇenı´.
• Migrace - uda´va´ na´m, kolikra´t se populace prˇemı´stı´ do novy´ch pozic, nezˇ
bude beˇh algoritmu ukoncˇen. Jiny´m na´zvem migracˇnı´ kolo je ekvivalentem
Generace z ostatnı´ch evolucˇnı´ch algoritmu˚.
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• AccpetedError - jaky´ nejveˇtsˇı´ rozdı´l mu˚zˇe by´t mezi nejhorsˇı´m a nejlepsˇı´m
jedincem v aktua´lnı´ populaci je nastaveno tı´mto poslednı´m parametrem.
Hodnota rozdı´lu mensˇı´ nezˇ hodnota tohoto parametru ukoncˇuje beˇh algo-
ritmu. Nastavenı´ nulove´, nebo za´porne´ velikosti tento parametr eliminuje a
proces optimalizace se zastavı´ azˇ po dokoncˇenı´ vsˇech migracˇnı´ch kol.
Obra´zek 5: Graficke´ zobrazenı´ parametru˚ Mass, Step a PRTVector
[zdroj: www.sciencedirect.com/science/article/pii/S0895717711002998]
3.5 Strategie
Jak jizˇ bylo rˇecˇeno, SOMAje algoritmuszalozˇennaprincipu souteˇzˇiveˇ-kooperativnı´m,
kdy spolu jedinci v urcˇity´ cˇas souteˇzˇı´ a po jinou dobu nasta´va´ fa´ze spolupra´ce. Z
tohoto du˚vodu jsou jednotlive´ varianty SOMA nazy´va´ny strategiemi.
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3.5.1 All To One
Strategie anglicky pojemovana´ All To One lze prˇelozˇit jako Vsˇichni k jednomu. Jak
uzˇ na´zev napovı´da´, tak zde kazˇdy´ jedinec z populace migruje k jedine´mu vu˚dci
(Leadrovi). Tento postup je opakova´n v kazˇde´m migracˇnı´m kole a Leaderova
pozice je v jeho ra´mci nemeˇnna´.
3.5.2 All To All
All To All, v prˇekladu strategie vsˇichni ke vsˇem nema´ dane´ho Leadera. Kazˇdy´
jedinec migruje k jine´mu jedinci. Cela´ populace se prˇemı´stı´ do novy´ch pozic po
skoncˇenı´ jednoho migracˇnı´ho kola, tzn. po ukoncˇenı´ putova´nı´ vsˇech jedincu˚ ke
vsˇem zby´vajı´cı´m.
3.5.3 All To All Adaptive
Adaptivneˇ vsˇichni ke vsˇem je trˇetı´ strategie SOMA. Princip je obdobny´ jako u stra-
tegie All To All, tedy vu˚dcem se sta´va´ postupneˇ kazˇdy´ z jedincu˚. Rozdı´l je zde
na´sledujı´cı´: aktua´lneˇ migrujı´cı´ jedinec se prˇesouva´ do nove´ pozice bezprostrˇedneˇ
po kazˇde´ zrovna dokoncˇene´ migraci ke kazˇde´mu jedinci z populace. Z te´to nove´
pozice pote´ migruje ke vsˇem zby´vajı´cı´m jedincu˚m.
3.5.4 All To All Rand
Tato strategie opeˇt vyuzˇı´va´ funkce vu˚dce. Ten ale nenı´ urcˇen nejlepsˇı´ pozicı´ na
hyperplosˇe, tak jak tomu bylo u prvnı´ z variant algoritmu, ale je da´n na´hodny´m
vy´beˇrem z populace.
3.5.5 Clusters
Jedinci jsou zde rozdeˇleni do tzv. svazku˚ (Clusters). V kazˇde´m takove´m svazku
probı´ha´ SOMAalgoritmus. Je takmozˇnopouzˇı´t jakoukoliv z prˇedchozı´ch strategiı´
pro jednotlive´ Clustery.
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4 Implementace SOMA
Cely´ princip a vlastnosti SOMA v kapitole 3 autor realizuje jako softwarovou
aplikaci, jenzˇ bude posle´ze vyuzˇı´va´na pro rˇesˇenı´ dalsˇı´, prakticke´ cˇa´sti diplomove´
pra´ce. Zdrojovy´ ko´d byl tvorˇen ve vysokou´rovnˇove´m programovacı´m jazyce C#3
za pouzˇitı´ vy´vojove´ho prostrˇedı´ Visual Studio 2012.
Pro implementaci byla vybra´na strategie SOMA algoritmu ALL TO ONE
popsana´ v kapitole 3.5. Byla otestova´na take´ varianta ALL TO ALL, jejı´zˇ princip
umozˇnˇuje nalezenı´ rˇesˇenı´, velmi se blı´zˇı´cı´ optima´lnı´mu. Vy´pocˇetnı´ na´rocˇnost
se vsˇak uka´zala by´t mnohona´sobneˇ vysˇsˇı´, cozˇ se samozrˇejmeˇ projevı´ v celkove´m
cˇase, potrˇebne´mk rˇesˇenı´. Jelikozˇ je proces hleda´nı´ optima´lnı´ abecedy velmi slozˇity´
(pohyb ve vı´ce nezˇ 500 dimenzı´ch), nebyla tato varianta z cˇasove´ na´rocˇnosti
vybra´na.
Naimplementovany´ SOMA bude v dalsˇı´ cˇa´sti pra´ce otestova´n vybrany´mi
funkcemi, na ktery´ch se zjistı´, zda pracuje spra´vneˇ a jak prˇesny´, z hlediska hodnoty
globa´lnı´ho extre´mu, doka´zˇe by´t.
3v ra´mci .NET Framework 4.5
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Cely´ proces samoorganizujı´cı´ho se migracˇnı´ho algoritmu ve vybrane´ strategii
lze ve velmi zjednodusˇene´ podobeˇ popsat na´sledujı´cı´m pseudoko´dem.
procedure SOMA AllToOne()
begin
nacti ridici a ukoncovaci parametry
vytvor Specimen
vytvor populaci
ohodnot populaci
for i := 1 to pocet migracnich kol do
vyber z populace Ledera
generuj PRT Vektor
for each jedinec j in populace do
for s := 1 to pocet kroku do
jedinec j migruj k Leaderovi
spocti hodnotu ucelove funkce
if nova ucelova hodnota jedince j > ucelova hodnota jedince j then
ucelova hodnota jedince j := nova ucelova hodnota jedince j
end
end
presun jedince j na nejlepsi pozici
end
end
Vy´pis 1: Pseudoko´d beˇhu SOMA All To One
Implementace algoritmu byla vytvorˇena v trˇı´deˇ s na´zvem Soma AllToOne. Zde
se nacha´zejı´ vsˇechny du˚lezˇite´ funkce zajisˇt’ujı´cı´ beˇh te´to optimalizacˇnı´ metody.
Dalsˇı´ trˇı´dy byly vytvorˇeny pro prˇehledneˇjsˇı´ pra´ci s algoritmem.
• Parameters - trˇı´da, v nı´zˇ se nacha´zejı´ vsˇechny vstupnı´ parametry algoritmu.
• Specimen - reprezentuje vzor pro tvorbu jedincu˚. Nastavenı´ hranic dimenzı´
se deˇje pra´veˇ zde.
• Individual - trˇı´da popisujı´cı´ vlastnosti jedince. Obsahuje jeho sourˇadnice v
prostoru a aktua´lnı´ fitness hodnotu.
• Population - zastrˇesˇuje mnozˇinu jedincu˚ tvorˇı´cı´ populaci.
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4.1 Definice parametru˚
Vsˇechny parametry popsane´ v kapitole 3.4 jsou uzˇivatelem definovane´ a musı´
by´t zvoleny prˇed zapocˇetı´m samotne´ho beˇhu algoritmu. Pro jednoduchost je
mnozˇina parametru˚ ulozˇena v textove´m souboru spolu s dalsˇı´mi konfiguracˇnı´mi
hodnotami, ktere´ budou popsa´ny da´le. Kazˇdy´ parametrmusı´ by´t vepsa´n na rˇa´dek
v urcˇene´mporˇadı´ a na tomto rˇa´dku se nesmı´ nacha´zet zˇa´dne´ dalsˇı´ znaky (rˇeteˇzce).
Definovane´ parametry jsou bud’celocˇı´selne´ (NP, D, Migrations), nebo pocha´zı´
z mnozˇiny rea´lny´ch hodnot (Mass, Step, PRT, AcceptedError).
Na vy´pisu ko´du 2 je uka´za´no nacˇtenı´ v jazyce C#. Po krocı´ch se postupneˇ cˇtou
rˇa´dkyvstupnı´ho souboru sparametry, ktere´ se ukla´dajı´ do vnitrˇnı´chpromeˇnny´ch.
private void LoadParameters(StreamReader parametersFile)
{
parameters = new Parameters();
try
{
double.TryParse(parametersFile.ReadLine(), System.Globalization.NumberStyles.Any,
CultureInfo.InvariantCulture, out parameters.Mass);
double.TryParse(parametersFile.ReadLine(), System.Globalization.NumberStyles.Any,
CultureInfo.InvariantCulture, out parameters.Step);
double.TryParse(parametersFile.ReadLine(), System.Globalization.NumberStyles.Any,
CultureInfo.InvariantCulture, out parameters.PRT);
int .TryParse(parametersFile.ReadLine(), out parameters.NP);
int .TryParse(parametersFile.ReadLine(), out parameters.D);
int .TryParse(parametersFile.ReadLine(), out parameters.Migrations);
double.TryParse(parametersFile.ReadLine(), System.Globalization.NumberStyles.Any,
CultureInfo.InvariantCulture, out parameters.AcceptedError);
}
catch (Exception)
{
Console.WriteLine(”Parameters loading failed!”);
}
}
Vy´pis 2: Nacˇtenı´ rˇı´dı´cı´ch a ukoncˇovacı´ch parametru˚
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Tabulka nı´zˇe poukazuje na povolene´ rozsahy hodnot pro parametry.
Parametr Rozsah hodnot
Mass ⟨1.1, 5⟩
Step ⟨0.11,Mass⟩
PRT ⟨0, 1⟩
D da´no proble´mem
NP ⟨2,da´no uzˇivatelem⟩
Migrace ⟨10,da´no uzˇivatelem⟩
AcceptedError libovolneˇ definuje uzˇivatel
Tabulka 1: Rozsah hodnot parametru˚ SOMA
4.2 Tvorba populace
Po nacˇtenı´ parametru˚ na´sleduje vytvorˇenı´ jedincu˚ reprezentujı´cı´ch populaci pro-
strˇedı´ mozˇny´ch rˇesˇenı´. Programoveˇ se tak deˇje pomocı´ definovane´ho vzoru Speci-
men, ktery´ je vytvorˇenprˇed samotnou inicializacı´ pocˇa´tecˇnı´ populace z parametru˚,
jezˇ definuje uzˇivatel. Do souboru zada´va´ pro kazˇdy´ parametr Specimenu trojici.
Prvnı´ dva u´daje vymezujı´ interval, ve ktere´m se mu˚zˇe jedinec pohybovat. Trˇetı´
urcˇuje zda jsou hodnoty celocˇı´selne´ho, nebo rea´lne´ho typu. Pocˇa´tecˇnı´ populace je
vytvorˇena na´hodneˇ. Jiny´mi slovy rˇecˇeno je novy´ jedinec umı´steˇn do prostoru na
za´kladeˇ na´hodne´ hodnoty, ktera´ se vsˇak musı´ pohybovat v rozmezı´ zmı´neˇne´ho
Specimenu.
Kazˇdy´ jedinec je tvorˇen mnozˇinou hodnot, uda´vajı´cı´ jeho pozici v prostoru.
Pokud tedy budeme rˇesˇit proble´m, u neˇhozˇ je potrˇeba optimalizovat hodnoty
osmi parametru˚, cˇili budeme se pohybovat v 8D prostoru, bude kardinalita te´to
mnozˇiny pra´veˇ 8. Za´rovenˇ je kazˇde´mu individuu jesˇteˇ vypocˇı´ta´na jeho Fitness
hodnota, ktera´ se v kazˇde´m migracˇnı´m kole mu˚zˇe zmeˇnit.
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V tabulce 2 je demonstrova´no, jak jsou reprezentova´ni jedinci. Kazˇdy´ rˇa´dek
obsahuje hodnoty jedince oznacˇene´ P1-P8, cˇteˇte parametr1-parametr8, ktere´ re-
prezentujı´ jeho pozici na hyperplosˇe. V poslednı´m sloupci jsou uva´deˇny jejich
u´cˇelove´ hodnoty, ktere´ urcˇujı´ smeˇr evoluce.
P1 P2 P3 P4 P5 P6 P7 P8 Fitness hodnota
Jedinec1 0.18 98.00 76.31 4,56 19.09 73.11 14,40 16,60 50.13
Jedinec2 1.90 87.89 77.80 7.43 30.90 101.78 34.21 16.19 90.23
Jedinec3 2.01 89.12 49.09 1.67 29.56 98.01 33.45 16.99 91.91
Jedinec4 0.45 103.74 80.39 1.13 30.18 88.91 19.56 12.34 32.11
...
JedinecNP 0.99 56.56 70.01 5.67 41.34 95.55 20.02 15.98 22.22
Tabulka 2: Reprezentace populace
Metoda inicializace populace, neboli jejı´ prvotnı´ vytvorˇenı´ z na´hodny´ch hod-
not vC#.V cyklu je procha´zena cela´ populace, jedincu˚m jsouprˇirˇazova´nyhodnoty
a na´sledneˇ je spocˇı´ta´na hodnota u´cˇelove´ funkce.
private void InitializePopulation ()
{
population = new Population(parameters.NP);
Random random = new Random();
for ( int i = 0; i < parameters.NP; i++)
{
population[ i ] = new Individual(parameters.D);
for ( int j = 0; j < parameters.D; j++)
{
population[ i ][ j ] = random.NextDouble() ∗ (specimen[j].max − specimen[j].min) +
specimen[j].min;
}
getFitnessValue(population[i ]) ;
}
}
Vy´pis 3: Inicializace populace
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4.3 Pertrubacˇnı´ vektor
Zkra´ceneˇ PRTVektor ovlivnˇuje pohyb jedince na za´kladeˇ uzˇivatelem zvolene´ho
PRT parametru. Pro kazˇdy´ parametr z D je dı´lem na´hody vektor plneˇn hodnotami
1 nebo 0 podle toho, zda vygenerovane´ rea´lne´ cˇı´slo je veˇtsˇı´ nebo mensˇı´ nezˇ PRT
parametr.
for ( int i = 0; i < parameters.D; i++)
{
if (random.NextDouble() > parameters.PRT)
PRTVector[i] = 0;
else PRTVector[i] = 1;
}
Vy´pis 4: Generace pertrubacˇnı´ho vektoru
Kdyzˇ bude hodnota pro urcˇity´ parametr rovna´ 0, tak se jedinec nebude v dane´
dimenzi pohybovat, jelikozˇ se nulou vyna´sobı´ jeho pla´novana´ de´lka skoku.
4.4 U´cˇelova´ funkce
Fitness funkce popisujı´cı´ rˇesˇenou problematiku je ve zdrojove´m ko´du definova´na
matematicky´m vztahem. Pro vy´pocˇet je jako parametr metody prˇeda´n jedinec,
jehozˇ sourˇadnice v prostoru prˇedstavujı´ hodnoty jednotlivy´ch argumentu˚. Po
dosazenı´ do rovnice dostaneme skala´r, jenzˇ na´m rˇı´ka´, jak vhodny´ je dany´ jedinec
pro dalsˇı´ vy´voj populace.
4.5 Migracˇnı´ kola
Algoritmus SOMA pracuje v cyklech zvany´ch Migracˇnı´ kola. Jedno takove´ mi-
gracˇnı´ kolo plnı´ stejny´ vy´znam jako Generace u geneticky´ch algoritmu˚. Beˇhem
migracˇnı´ho kola vsˇak nejsou vytva´rˇeni novı´ jedinci. Pocˇa´tecˇnı´ populace pouze
migruje skrz prostor mozˇny´ch rˇesˇenı´. Da´ se rˇı´ci, zˇe jedinci jsou prˇesouva´ni do
urcˇite´ pozice pomocı´ skoku˚ smeˇrem k jine´mu jedinci.
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4.6 Zpra´va o vy´sledcı´ch
Jakmile je proces optimalizace dokoncˇen, tak je uzˇivateli do konzole zobrazen
vy´stup. Ten obsahuje informace o dosazˇeny´ch vy´sledcı´ch.
Uzˇivateli budou zobrazeny na´sledujı´cı´ u´daje:
• Fitness hodnota nejlepsˇı´ho z populace, to znamena´ hodnotu u´cˇelove´ funkce
od jedince, jehozˇ kombinace parametru˚ je pro hledany´ proble´m optima´lnı´.
• Fitnesshodnotanejhorsˇı´ho zpopulace, to znamena´ hodnotu u´cˇelove´ funkce
od jedince, jehozˇ kombinace parametru˚ je pro hledany´ proble´m nejme´neˇ
vhodna´.
• Pocˇet migracˇnı´ch kol, ktere´ bylo trˇeba v ra´mci algoritmu vykonat pro nale-
zenı´ optima´lnı´ho rˇesˇenı´ viz 4.5.
• Pocˇet ohodnocenı´ u´cˇelove´ funkce. Pro prˇedstavu kolikra´t byla pocˇı´ta´na
u´cˇelova´ funkce pro jedince v populaci slouzˇı´ tento u´daj.
• Nalezena´ optima´lnı´ sestava vsˇech parametru˚. Nejdu˚lezˇiteˇjsˇı´ vy´stup pro
uzˇivatele. Jsou vypsa´ny vsˇechny parametry a k nim je prˇirˇazena hodnota
kazˇde´ho z nich. Vsˇechny tyto hodnoty zajistily optima´lnı´ kombinaci pro
rˇesˇenı´ proble´mu.
• Celkovy´ cˇas potrˇebny´ k nalezenı´ globa´lnı´ho extre´mu.
• Nastavene´ vstupnı´ parametry. Hodnoty uzˇivatelem zvoleny´ch parametru˚.
Cely´ tento vy´pis je take´ ulozˇen do souboru. Do souboru se take´ ukla´da´, jak se
vyvı´jelo ohodnocenı´ u´cˇelove´ funkce v cˇase. Jiny´mi slovy tato historie zobrazuje,
jake´ nejlepsˇı´ rˇesˇenı´ bylo v jednotlivy´ch migracˇnı´ch kolech nalezeno.
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5 Testovacı´ funkce
V te´to kapitole je mozˇne´ nahle´dnout na testovacı´ funkce, nad ktery´mi jsou pro-
va´deˇne´ testy SOMA algoritmem. Na za´kladeˇ teˇchto funkcı´ lze porovna´vat opti-
malizacˇnı´ algoritmy. Pojem testovacı´ funkce oznacˇuje sadu specia´lnı´ch u´cˇelovy´ch
funkcı´, u ktery´ch jsou hleda´ny jejich globa´lnı´ extre´my. Tedy globa´lnı´ minimum,
cˇi globa´lnı´ maximum. Jelikozˇ majı´ tyto funkce velmi specificky´ pru˚beˇh (jsou ne-
linea´rnı´, multimoda´lnı´ atd.), doka´zˇeme tı´mto zpu˚sobem oveˇrˇit chova´nı´ optimali-
zacˇnı´ch algoritmu˚. Nejdu˚lezˇiteˇjsˇı´m faktem je to, zˇe u veˇtsˇiny z teˇchto testovacı´ch
funkcı´ doprˇedu zna´me hodnoty jejich extre´mu˚ (zpravidla globa´lnı´ minimum) pro
libovolny´ pocˇet parametru˚. Tı´m je na´m umozˇneˇno exaktneˇ porovnat, zda funkcˇnı´
hodnota globa´lnı´ho extre´mu nalezene´ho testovany´m optimalizacˇnı´m algoritmem
se blı´zˇı´ k hodnoteˇ definovane´.
Funkcı´ pro testova´nı´ je neprˇeberne´ mnozˇstvı´. V tomto prˇı´padeˇ jich bylo vy-
bra´no 13, od teˇch jednodusˇsˇı´ch, azˇ po ty velmi slozˇite´. Komplikovanost jednotlive´
funkce je mozˇno posoudit podle jejı´ho pru˚beˇhu v trojrozmeˇrne´m grafu, poprˇı´-
padeˇ podle prˇilozˇeny´ch prˇedpisu˚ jejich funkcı´. Tyto prˇedpisy slouzˇı´ jako fitness
funkce a na za´kladeˇ jejı´ hodnoty se hleda´ globa´lnı´ extre´m.
Grafy funkcı´ jsouvyexportova´nyzprogramuMathematica, kdebylynamodelova´ny[10].
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5.1 Ackleyho funkce
Prˇedpis funkce:
f(x) =
D−1
i=1

1
e5

x2i + x
2
i+1

+ 3 (cos (2xi) + sin (2xi+1))

Pru˚beˇh funkce:
Obra´zek 6: Grafy Ackleyho funkce
[cˇervene´ body vpravo oznacˇujı´ pozici globa´lnı´ho minima, zdroj:
http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
f(x) = −7, 54276− 2, 91867 ∗ (n− 3)
kde n je pocˇet dimenzı´ prostoru.
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5.2 Plato vajec
Prˇedpis funkce:
f(x) =
D−1
i=1

−xi sin(

|xi − xi+1 − 47|)− (xi+1 + 47) sin(
xi+1 + 47 + xi
2
)
Pru˚beˇh funkce:
Obra´zek 7: Grafy funkce Plato vajec
[zdroj: http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
Prˇesna´ hodnota globa´lnı´ho minima nebyla v zˇa´dne´ literaturˇe zjisˇteˇna.
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5.3 Prvnı´ de Jongova funkce
Prˇedpis funkce:
f(x) =
D
i=1
x2i
Pru˚beˇh funkce:
Obra´zek 8: Grafy Prvnı´ de Jongovy funkce
[cˇerveny´ bod vpravo oznacˇuje pozici globa´lnı´ho minima, zdroj:
http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
f(x) = 0
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5.4 Trˇetı´ de Jongova funkce
Prˇedpis funkce:
f(x) =
D
i=1
|xi|
Pru˚beˇh funkce:
Obra´zek 9: Grafy Trˇetı´ de Jongovy funkce
[cˇerveny´ bod vpravo oznacˇuje pozici globa´lnı´ho minima, zdroj:
http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
f(x) = 0
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5.5 Cˇtvrta´ de Jongova funkce
Prˇedpis funkce:
f(x) =
D
i=1
ix4i
Pru˚beˇh funkce:
Obra´zek 10: Grafy Cˇtvrte´ de Jongovy funkce
[cˇerveny´ bod vpravo oznacˇuje pozici globa´lnı´ho minima, zdroj:
http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
f(x) = 0
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5.6 Rosenbrockovo sedlo
Prˇedpis funkce:
f(x) =
D−1
i=1
100

x4i − x4i+1
2
+ (1− xi)2
Pru˚beˇh funkce:
Obra´zek 11: Grafy funkce Rosenbrockovo sedlo
[cˇerveny´ bod vpravo oznacˇuje pozici globa´lnı´ho minima, zdroj:
http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
f(x) = 0
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5.7 Rastriginova funkce
Prˇedpis funkce:
f(x) = 2D
D
i=1
x2i − 10 cos(2πxi)
Pru˚beˇh funkce:
Obra´zek 12: Grafy Rastriginovy funkce
[cˇerveny´ bod vpravo oznacˇuje pozici globa´lnı´ho minima, zdroj:
http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
f(x) = −200 ∗ n
kde n je pocˇet dimenzı´ prostoru.
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5.8 Schwefelova funknce
Prˇedpis funkce:
f(x) =
D
i=1
−xi sin(

|xi|)
Pru˚beˇh funkce:
Obra´zek 13: Grafy Schwefelovy funkce
[zdroj: http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
f(x) = −418, 983 ∗ n
kde n je pocˇet dimenzı´ prostoru.
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5.9 Griewangkova funkce
Prˇedpis funkce:
f(x) = 1 +
D
i=1
x2i
4000
−
D
i=1
cos(
xi√
i
)
Pru˚beˇh funkce:
Obra´zek 14: Grafy Griewangovy funkce
[zdroj: http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
f(x) = 0
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5.10 Sinova´ oba´lkova´ sinusoida´lnı´ funkce
Prˇedpis funkce:
f(x) = −
D−1
i=1

0.5 +
sin(x2i + x
2
i+1 − 0.5)2
1 + 0.001

x2i + x
2
i+1
2

Pru˚beˇh funkce:
Obra´zek 15: Grafy funkce Sinova´ oba´lka sinusoida´lnı´
[cˇervena´ kruzˇnice vpravo oznacˇuje pozici globa´lnı´ho minima, zdroj:
http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
f(x) = −1, 4915 ∗ (n− 1)
kde n je pocˇet dimenzı´ prostoru.
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5.11 Roztazˇena´ sinusoida´lnı´ V funkce
Prˇedpis funkce:
f(x) =
D−1
i=1

4

x2i + x
2
i+1

sin(50 10

x2i + x
2
i+1)
2 + 1

Pru˚beˇh funkce:
Obra´zek 16: Grafy Roztazˇene´ sinusoida´lnı´ V funkce
[cˇerveny´ bod vpravo oznacˇuje pozici globa´lnı´ho minima, zdroj:
http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
f(x) = 0
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5.12 Ranova funkce
Prˇedpis funkce:
f(x) =
D−1
i=1 (xi sin(
|xi+1 + 1− xi|) cos(|xi+1 + 1 + xi|)+
(xi+1 + 1) cos(
|xi+1 + 1− xi|) sin(|xi+1 + 1 + xi|))
Pru˚beˇh funkce:
Obra´zek 17: Grafy Ranovy funkce
[zdroj: http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
Prˇesna´ hodnota globa´lnı´ho minima nebyla v zˇa´dne´ literaturˇe zjisˇteˇna.
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5.13 Mastersova funkce
Prˇedpis funkce:
f(x) =
D−1
i=1

e
(x2i+x2i+1+0.5xixi+1)
8 cos(4

x2i + x
2
i+1 + 0.5xixi+1)

Pru˚beˇh funkce:
Obra´zek 18: Grafy Mastersovy funkce
[cˇerveny´ bod vpravo oznacˇuje pozici globa´lnı´ho minima, zdroj:
http://www.ivanzelinka.eu/hp/BIV.html]
Globa´lnı´ minimum:
f(x) = −1 ∗ n
kde n je pocˇet dimenzı´ prostoru.
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6 Vy´sledky testovany´ch funkcı´
Vsˇechny funkce, popsane´ v prˇedchozı´ kapitole, byly prˇedmeˇtem testu˚ SOMA
algoritmu. Jejich funkcˇnı´ prˇedpis byl prˇetransformova´n do programove´ho ko´du,
jenzˇ byl umı´steˇn do metody getFitnessFunction().
Pro vsˇechny testy byly nastaveny stejne´ podmı´nky, rozumeˇjte parametry algo-
ritmu. Populace byla umı´steˇna do 100D prostoru. Hledany´ pocˇet parametru˚ byl
tedy roven 100.
Nalezeny´ globa´lnı´ extre´m z jednou probeˇhnute´ optimalizace nebude mı´t u´pl-
nou vypovı´dajı´cı´ hodnotu. Z toho du˚vodu bude cely´ proces spusˇteˇn 10x a vy´-
sledne´ hodnoty nalezeny´ch globa´lnı´ch extre´mu˚ zpru˚meˇrova´ny.
Ve vsˇech literatura´ch jsou zpravidla uva´deˇny extre´my typugloba´lnı´minimum,
a tak se zde autor nezaby´va´ nalezenı´m globa´lnı´ho maxima. Ono hleda´nı´ tohoto
opacˇne´ho extre´mu spocˇı´va´ pouze v prˇida´nı´ za´porne´ho zname´nka prˇed u´cˇelovou
funkci, respektive jejı´m vyna´sobenı´m hodnotou -1.
Prvnı´ sloupec tabulky zminˇuje cˇesky´ na´zev testovacı´ funkce. Druhy´ pouka-
zuje na procentua´lnı´ odchylku nalezene´ho extre´mu od hodnoty v literatura´ch.
Jsou uva´deˇny jak nejlepsˇı´ dosazˇene´ vy´sledky, tak i ty nejhorsˇı´.
Nastavene´ hodnoty parametru˚ pro vsˇechny testovacı´ funkce:
Parametr Hodnota
Mass 3.0
Step 0.11
PRT 0.1
NP 50
D 100
Migrace 200
AcceptedError 0.1
Tabulka 3: Hodnoty parametru˚ SOMA pro testovacı´ funkce
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Testovacı´ funkce Odchylka od extre´mu[%]
Nejlepsˇı´ Nejhorsˇı´
Ackleyho funkce 0.0 0.5
Plato vajec -39 502 -34 059
Prvnı´ de Jongova funkce 0.0 0.0001
Trˇetı´ de Jongova funkce 0.0 0.0001
Cˇtvrta´ de Jongova funkce 0.0 0.0004
Rosenbrockovo sedlo 0.017 0.031
Rastriginova funkce 0.19 0.55
Schwefelova funkce 0.0 0.23
Griewangkova funkce 0.0001 0.003
Sinova oba´lkova´ sinusoida´lnı´ funkce 0 0
Roztazˇena´ sinusoida´lnı´ V funkce 0.34 0.72
Ranova funkce -23 578 -20 192
Mastersova funkce 1.3 5.8
Tabulka 4: Vy´sledky testovacı´ch funkcı´
Procentua´lnı´ vzda´lenost nalezene´ho globa´lnı´ho extre´mu od hodnoty v litera-
tura´ch se spocˇte na´sledujı´cı´m vztahem:
Dist = 100
|Minglobal −Minnalezene|
|Maxglobal −Minglobal| [%]
Ve druhe´m a prˇedposlednı´m rˇa´dku jsou uvedeny prˇı´mo nalezene´ hodnoty ex-
tre´mu. Jelikozˇ nenı´ v literatura´ch uvedena´ nameˇrˇena´ hodnota pro tyto funkce,
nenı´ s cˇı´m porovna´vat.
Vy´sledne´ hodnoty poukazujı´ na velmi vysokou u´speˇsˇnost v prˇesnosti nale-
zenı´ globa´lnı´ho minima. I nejhorsˇı´ vy´sledek nalezene´ hodnoty u´cˇelove´ funkce
neprˇekrocˇil azˇ na jednu vy´jimku 1 %.
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7 SOMA v bina´rnı´m prostoru
Na rozdı´l od naprˇ. geneticky´ch algoritmu˚, ktere´ pracujı´ s jedinci, jenzˇ jsou repre-
zentova´ni bina´rnı´mi hodnotami, byl SOMA navrzˇen tak, aby pracoval v prostoru
rea´lne´m nebo celocˇı´selne´m. Tedy pohyb populace se deˇje v Euklidovske´m prostoru.
Pro potrˇeby komprese, respektive hleda´nı´ optima´lnı´ abecedy pro kompresi tex-
tovy´ch dat, je vsˇak potrˇeba upravit samoorganizujı´cı´ se migracˇnı´ algoritmus tak,
aby byli jedinci reprezentova´ni bina´rnı´m vektorem (rˇeteˇzcem).
Jednou z mozˇnostı´ jak tento proble´m vyrˇesˇit, bylo umı´stit populaci prˇı´mo
do Hammingova prostoru (bina´rnı´ho prostoru). Tedy prostrˇedı´, jezˇ prˇedstavuje
hyperkrychle a vrcholy reprezentujı´ kazˇdy´ z 2n bina´rnı´ch rˇeteˇzcu˚ de´lky n. Jedinci
by se tak v geometricke´ interpretaci pohybovali pouze po teˇchto vrcholech. Bylo
vsˇak nutne´ prˇedefinovat vy´znam neˇkolika parametru˚. Step, neboli krok jedince k
vu˚dci uzˇ tak nemohl by´t realizova´n prˇicˇtenı´m jejich relativnı´ vzda´lenosti, jelikozˇ
v bina´rnı´m prostoru nelze dane´ kauzality vyuzˇı´t.
V tabulce 6 a na obra´zku 19 je nastı´neˇna zmı´neˇna´ situace. Jedinec 1 s parametry
P1=0, P2=0, P3=0, P4=1 ma´ mozˇnost k Leaderovi (0111) migrovat prˇes mnozˇinu
zbyly´ch vrcholu˚:
{0000, 0010, 0011, 0100, 0110, 0101, 1000, 1001, 1010, 1011, 1101, 1110, 1111}.
Ota´zkou vsˇak je, kterou cestou ma´ jedinec jı´t tak, aby vyhovovala geometricky´m
za´konitostem. Jedinec 1 je od vu˚dce vzda´len 2 vrcholy, rozumeˇjte, musel by udeˇlat
2 skoky, aby se dostal na jehopozici. Prˇi obrovske´ de´lce bina´rnı´ho rˇeteˇzcenbyvsˇak
nebylo mozˇne´ projı´t kazˇdy´m vrcholem prˇi cesteˇ k vu˚dci. Situace by ale mohla by´t
zmeˇneˇna tı´m zpu˚sobem, zˇe by uzˇivatel definoval parametr Step tak, aby jedinec
deˇlal skok ob 2, 3, 4,...Xn vrcholu˚. Obdobneˇ se ma´ situace s parametrem Mass.
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Bina´rnı´ rˇeteˇzec n=4
0000
0001 Jedinec 1
0010
0011
0100
0101
0110
0111 Leader
1000
1001
1010
1011
1100
1101 Jedinec 2
1110
1111
Tabulka 5: Reprezentace populace v bina´rnı´m prostoru 1
Pro tento proble´m bylo vyuzˇito tzv. Manhattan distance (Taxicab geometry),
ktery´ rˇı´ka´, zˇe vzda´lenost mezi dveˇma body je suma absolutnı´ch vzda´lenostı´ jejich
sourˇadnic[13], na cozˇ lze v bina´rnı´m prostoru nahlı´zˇet jako naHamming distance,
neboli Hammingovu vzda´lenost. Hammingovu vzda´lenost lze definovat jako
pocˇet bitu˚, ve ktery´ch se lisˇı´ dva bina´rnı´ rˇeteˇzce stejne´ de´lky[14]. Jinak rˇecˇeno v
geometricke´ interpretaci, kolik hran je vzda´len jeden vrchol od druhe´ho.
Definice 7.1 Rˇekneme, zˇe Hammingova vzda´lenost je vzda´lenost mezi bina´rnı´mi rˇeteˇzci
A a B, ktera´ se spocˇte
n
i=1 |Ai −Bi|
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Obra´zek 19: Mozˇna´ geometricka´ interpretace 4D bina´rnı´ho prostoru
[Cˇervenou barvou oznacˇen Leader. Cˇı´sly 1 a 2 zbylı´ jedinci, zdroj:
http://http://en.wikipedia.org/wiki/Hamming_distance]
Prˇı´klad 7.1
Meˇjme bina´rnı´ rˇeteˇzce A = 0100100 a B = 1101101. Hammingova vzda´lenost mezi
nimi je: HD = |0− 1|+ |1− 1|+ |0− 0|+ |0− 1|+ |1− 1|+ |0− 0|+ |0− 1|
HD = 3
A = 0100100
B = 1101101
Rˇeteˇzec A se od rˇeteˇzce B lisˇı´ ve 3 bitech.
Jestlizˇe budou bity, v nichzˇ se rˇeteˇzce lisˇı´ podle urcˇity´ch pravidel, meˇneˇny,
dostaneme se v pa´r krocı´ch z jedne´ pozice do druhe´. Parametr Step pak bude
vyjadrˇovat procento zmeˇny bitu˚ a bude tak prˇedefinova´n jeho rozsah na ⟨0.0, 1.0⟩.
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Parametr Mass zde potom vyjadrˇuje, v jake´ vzda´lenosti se zastavı´ jedinec od
vu˚dce ve smyslu pocˇtu hran.
Takto naimplementovany´ algoritmus vsˇak nevykazoval prˇı´lisˇ dobre´ vy´ko-
nostnı´ vlastnosti, co se nalezenı´ globa´lnı´ho extre´mu ty´cˇe. Byla provedena rˇada
testu˚ na nichzˇ se uka´zalo, zˇe tı´mto zpu˚sobem nenı´ ve veˇtsˇineˇ prˇı´padu˚ globa´lnı´
extre´m nalezen prˇı´lisˇ prˇesneˇ. Bylo tak potrˇeba nale´zt jinou variantu, ktera´ by
zajistila kvalitneˇjsˇı´ rˇesˇenı´.
Algoritmus SOMA ma´ nejlepsˇı´ vy´sledky, kdyzˇ pracuje v prostoru rea´lny´ch
cˇı´sel. Pokud je potrˇeba jine´ cˇı´selne´ soustavy, je nejlepsˇı´ dostat se k takovy´m hod-
nota´m prˇevodem nebo jinou funkcı´. V tomto prˇı´padeˇ je vyuzˇito zaokrouhlenı´ na
cela´ cˇı´sla.
Algoritmus je ponecha´n v beˇhu rea´lny´ch hodnot s tı´m, zˇe hranice specimenu
jsou nastaveny od 0 po 1 pro vsˇechny pouzˇite´ parametry. Cely´ proces funguje
obdobneˇ, jak bylo popsa´no v kapitole 3. Prˇi vy´pocˇtu hodnoty u´cˇelove´ funkce
je vsˇak zavola´na matematicka´ funkce Math.Round(rea´lna´ hodnota) v C#, jezˇ na´m
vra´tı´ zaokrouhlenou hodnotu jednoho parametru. Tento postup je opakova´n na
vsˇechny zby´vajı´cı´ parametry a hodnoty jsou pote´ poskla´da´ny do bina´rnı´ho rˇe-
teˇzce, respektive vektoru bina´rnı´ch hodnot. Takto zpracovany´ se da´le vyuzˇije pro
hleda´nı´ abecedy pro kompresi textu.
P1 P2 P3 P4 P5 P6
Jedinec 1 0.111 0.454 0.891 0.322 0.650 0.999
Zaokrouhlenı´ 0.0 0.0 1.0 0.0 1.0 1.0
Vy´sledny´ bina´rnı´ vektor (n = 6) 0 0 1 0 1 1
Tabulka 6: Reprezentace populace v bina´rnı´m prostoru 2
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Testova´nı´ probeˇhlo take´ v prˇı´padeˇ te´to varianty a vy´sledky jasneˇ poukazujı´
na velkou u´speˇsˇnost v prˇesne´m nalezenı´ globa´lnı´ho extre´mu. Take´ z cˇasove´ho
hlediska v porovna´nı´ s prvnı´m prˇı´padem vycha´zı´ le´pe tato realizace. Prˇi maly´ch
de´lka´ch bina´rnı´ch rˇeteˇzcu˚ jsou cˇasy srovnatelne´, avsˇak pro n > 400 jsou hodnoty
meˇrˇenı´ rˇa´doveˇ horsˇı´.
Pozna´mka 7.1 Vy´sledky testu˚ obou verzı´ implementace nejsou uva´deˇny z du˚-
vodu irelevance pro tuto pra´ci.
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8 Komprese dat
I v dnesˇnı´ dobeˇ pevny´ch velkokapacitnı´ch, prˇenosny´ch flash, nebo jizˇ upadajı´cı´ch
opticky´ch me´diı´ je ota´zka stlacˇenı´ dat na mensˇı´ velikost velmi aktua´lnı´, acˇkoliv
zarˇı´zenı´ pro ukla´da´nı´ dat doznaly za poslednı´ch 10 let obrovske´ho na´ru˚stu ka-
pacity. Lide´ nesna´sˇı´ cˇeka´nı´ na to, nezˇ se jim nacˇte webova´ stra´nka, nebo nezˇ se
sta´hne soubor ze serveru. Kazˇda´ takova´ sekunda cˇeka´nı´ navı´c prˇipadne jako cele´
stoletı´.
Proces transformace zdroje dat domensˇı´ velikosti se nazy´va´ komprese. Hlavnı´
motivacı´ pro tento obor je ukla´da´nı´ dat na me´dia s omezenou kapacitou, snı´zˇenı´
na´roku˚ na objem prˇeneseny´ch dat a take´ omezenı´ prostoru v archivu, ktery´
zabı´rajı´ ma´lo pouzˇı´vana´ data.
Zpeˇtna´ obnova pu˚vodnı´ podoby je dekomprese. Typicky´m zdrojem dat je
rˇeteˇzec nebo posloupnost bajtu˚. Teorie komprese dat je starsˇı´ nezˇ e´ra pocˇı´tacˇu˚.
8.1 Princip
Komprese je zalozˇena na odstranˇova´nı´ redundance. Jinak rˇecˇeno zdrojova´ data
obsahujı´ nadbytecˇne´ informace, ktere´ lze vyja´drˇit v jine´m (u´sporneˇjsˇı´m) forma´tu.
Nadbytecˇne´ informace spocˇı´vajı´ prˇedevsˇı´m v :
• opakova´nı´ symbolu˚
• opakova´nı´ slov cˇi fra´zı´ z teˇchto symbolu˚ slozˇeny´ch
• kontextovou za´vislostı´ (naprˇ. v anglicky´ch slovech se za pı´smenem Q veˇtsˇi-
nou objevuje U)
• neefektivnı´ prˇı´mou reprezentacı´
• nejednotny´m rozlozˇenı´m symbolu˚ v textu
Prˇi komprimaci se snazˇı´me dosa´hnout co nejlepsˇı´ho pomeˇru mezi de´lkou
zpra´vy a jejı´ informacˇnı´ hodnotou
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8.2 Druhy komprese
• Ztra´tova´ - vyuzˇı´va´ nedokonalosti lidsky´ch smyslu˚. Je pouhou aproximacı´
origina´lu - z informace odstranˇuje detaily do takove´ mı´ry, dokud ji lze uspo-
kojiveˇ rekonstruovat. Tento zpu˚sob komprese se nejcˇasteˇji pouzˇı´va´ pro mul-
timedia´lnı´ forma´ty dat. To znamena´ pro hudebnı´ skladby, video a obra´zky.
Prˇı´kladem zna´my´ch forma´tu˚ vyuzˇı´vajı´cı´ch lidsky´ch nedokonalostı´ je naprˇ.
JPEG, H.264, MPEG, MP3.
• Bezeztra´tova´ - zachova´va´ vzˇdy kompletnı´ informaci. Jiny´mi slovy dekom-
primovana´ data jsou vzˇdy shodna´ s origina´lem. Nejcˇasteˇjsˇı´ pouzˇitı´ je pro
soubory nesoucı´ neˇjaky´ typ psane´ informace, jako textove´ dokumenty, zdro-
jove´ ko´dy apod. Jen teˇzˇko by bylo mozˇne´ odstranit naprˇı´klad z textove´
zpra´vy neˇktera´ slova. Je totizˇ nemozˇne´ vybrat slova, ktera´ nejsou pro vy´-
znam informace du˚lezˇita´. Typicky´mi za´stupci te´to kategorie jsou algoritmy
LZ77, LZ78, LZW, Huffmanovo ko´dova´nı´. Mezi forma´ty patrˇı´ ZIP, RAR,
gzip.
8.3 Za´kladnı´ metody bezeztra´tove´ komprese
Rozdeˇlenı´ metod pro bezeztra´tovou kompresi mu˚zˇe by´t na´sledujı´cı´:
• Statisticke´ metody - jsou zalozˇene´ na pravdeˇpodobnosti vy´skytu jednotli-
vy´ch symbolu˚. (Huffmanovo Ko´dova´nı´, Shannon-Fanovo ko´dova´nı´)
• Slovnı´kove´ metody - pouzˇı´vajı´ slovnı´k jako dynamickou strukturu, ktera´ se
postupneˇ tvorˇı´ beˇhem cˇtenı´ vstupu. (LZ77, LZ78, LZW, LZMA)
• Transformace - algoritmy spadajı´cı´ do te´to kategorie neprova´deˇjı´ kom-
presi, avsˇak modifikujı´ data tak, aby se dala le´pe zkomprimovat. (Burrows-
Wheelerova transformace, Move-to-front transformace)
8.4 Kompresnı´ pomeˇr
Efektivita komprese je ru˚zna´ a za´lezˇı´ na typu dat. Text a grafika mohou by´t
obvykle zkomprimova´ny velkou meˇrou.
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Beˇzˇny´ zpu˚sob meˇrˇenı´ u´cˇinnosti komprese je oznacˇova´n jako kompresnı´ po-
meˇr. Je to pomeˇr velikostı´ origina´lnı´ho souboru se souborem po komprimaci a je
uda´va´n v procentech.
KP =
velikost komprimovane´ho souboru
velikost origina´lnı´ho souboru
∗ 100[%]
Takto definovany´ vztah popisuje, kolik procent z pu˚vodnı´ velikosti zabı´ra´
soubor po kompresi.
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9 Realizace hleda´nı´ optima´lnı´ abecedy
V te´to cˇa´sti je popsa´n prakticky´ prˇı´stup autora k nalezenı´ optima´lnı´ abecedy.
9.1 Typy prˇı´stupu˚ k textovy´m datu˚m
Uveˇtsˇiny beˇzˇny´ch komprimacˇnı´ch algoritmu˚ docha´zı´ ke cˇtenı´ vstupnı´ho souboru
bajt po bajtu, jinak rˇecˇeno znak po znaku a pote´ se zpracova´va´ urcˇitou metodou.
U souboru˚ s velky´m objemem cˇiste´ho textu (cca 1 000 - 100 000 slov) uzˇ vsˇak nenı´
tento prˇı´stup docela vy´hodny´. V takovy´chto prˇı´padech je efektivneˇjsˇı´ k souboru˚m
prˇistupovat po slabika´ch, nebo take´ po cely´ch slovech. Tyto 3 ru˚zne´ techniky
jsou vsˇak vzˇdy pouzˇity oddeˇleneˇ. Jiny´mi slovy nikdy se jeden prˇı´stup neprolı´na´ s
druhy´m. Mohlo by by´t vsˇak velice efektivnı´ vyuzˇı´t naprˇı´klad prˇı´stup po znacı´ch
a za´rovenˇ mı´t take´ mozˇnost vyuzˇı´t pa´r slov, ktere´ se v textu cˇasto opakujı´.
9.1.1 Prˇı´stup po znacı´ch
Soubor je „rozparsova´n“ na jednotlive´ znaky, ktere´ se vkla´dajı´ do slovnı´ku za
podmı´nky, zˇe uzˇ v neˇm nenı´ obsazˇen. Implementace algoritmu spocˇı´va´ v procha´-
zenı´ cele´ho souboru znak po znaku a deˇla´nı´ si za´znamu˚ o existujı´cı´ch znacı´ch v
datove´ strukturˇe prˇedstavujı´cı´ slovnı´k.
9.1.2 Prˇı´stup po slabika´ch
Na sveˇteˇ se hovorˇı´ prˇeva´zˇneˇ 11 jazyky. Kazˇdy´ z teˇchto jazyku˚ ma´ svoje ru˚zna´
specifika. Morfologie slov je naprosto odlisˇna´. V cˇeske´m jazyce mu˚zˇe mı´t jedno
slovo azˇ 20 ru˚zny´ch tvaru˚, a slabikove´ rozlozˇenı´ bude pro kazˇdy´ takovy´ tvar jine´.
Je tedy nemozˇne´ zobecnit metody pro rozdeˇlenı´ na slabiky. Hlavnı´m du˚vodem
je vsˇak prˇedevsˇı´m nejednoznacˇnost rozdeˇlenı´ jednotlivy´ch slov na slabiky. Kdy-
bychom si vzali naprˇı´klad slovo Ostrava. Z pohledu cˇeske´ho jazyka jsou mozˇna´
dveˇ rozdeˇlenı´, a to:Ost-ra-va neboOs-tra-va. Dalsˇı´m aspektem je se´mantika slov.
Mohou existovat slova zacˇı´najı´cı´ stejny´m sledem pı´smen, avsˇak ve vy´znamu se
lisˇı´cı´. Slova neu-ron a ne-u-ro-nit jsou du˚kazem jine´ho rozdeˇlenı´ slabik pro ru˚zne´
vy´znamy. Tento prˇı´stup tedy nenı´ v praxi hojneˇ pouzˇı´vany´, a ani v te´to pra´ci se
autor implementacı´ algoritmu rˇesˇı´cı´ tuto problematiku nezaby´va´.
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9.1.3 Prˇı´stup po slovech
U tohoto prˇı´stupu je potrˇeba vybrat slova bez duplika´tu˚. Slovnı´k pote´ obsahuje
pouze tvary bez redundancı´. Prˇi implementaci v programovacı´m jazyce je trˇeba
si definovat znaky, jenzˇ budou povazˇova´ny za slovnı´ oddeˇlovacˇe. Pote´ je soubor
opeˇt sekvencˇneˇ procha´zen a do datove´ struktury slovnı´ku jsou vkla´da´na noveˇ
nalezena´ slova. V jazyce C# existuje varianta s funkcı´ Split. Na uka´zce zdrojove´ho
ko´du jsou jakopole znaku˚ definovane´ oddeˇlovacˇe a pote´ je na text zavola´na funkce
Split, ktera´ naplnı´ pole rˇeteˇzcu˚ nalezeny´mi slovy.
char[] delimiterChars = { ’ ’, ’,’, ’.’, ’:’, ’\ t ’, ’\ r ’, ’\n’ };
string [] words = text. Split (delimiterChars);
Vy´pis 5: Dekompozice textu na slova
9.1.4 Prˇı´stup po x-gramech
Vy´razemx-gram semyslı´ sekvence znaku˚ de´lky x. Tı´mto zpu˚sobem se tak v jiste´m
smyslu nahrazuje vy´sˇe popsany´ prˇı´stup po slabika´ch a teoreticky by se tı´mto dala
nahradit take´ slova. Pro prˇı´klad, kdybychom chteˇli vypsat vsˇechny 2-gramy ze
vstupnı´ho textu „ahoj“ vypadala by mnozˇina na´sledovneˇ:
{ah, ho, oj} s prˇekryvem pı´smen.
{ah, oj} bez prˇekryvu.
9.2 Proces hleda´nı´ optima´lnı´ abecedy
V te´to pra´ci se autor zaby´va´ proble´mem skloubenı´ vy´sˇe zmı´neˇny´ch variant
prˇı´stupu tak, aby meˇly pozitivnı´ dopad na kompresnı´ pomeˇr. Jelikozˇ se jedna´
o velmi komplikovany´ proble´m, nenı´ mozˇnost vsˇechny varianty vyzkousˇet sek-
vencˇneˇ. Pokud bychom totizˇ meˇli ve slovnı´ku vsˇechna pı´smena, slabiky (poprˇ.
x-gramy) a slova, dostali bychom se na 2n mozˇnostı´, kde n je pocˇet symbolu˚ ve
slovnı´ku, cozˇ by bylo obrovsky cˇasoveˇ na´rocˇne´.
Matematicka´ optimalizace v tomto prˇı´padeˇ take´ neprˇicha´zı´ v u´vahu, jelikozˇ
namodelova´nı´ rovnice, rˇesˇı´cı´ tuto problematiku je takrˇka nemozˇne´. Na rˇadu tedy
52
prˇicha´zı´ bio-optimalizace, konkre´tneˇ bude tedy pouzˇit vy´sˇe popsany´ a otestovany´
SOMA algoritmus.
Po u´praveˇ do bina´rnı´ho rˇesˇenı´, respektive takove´ u´praveˇ, aby byl jedinec
reprezentova´n bina´rnı´m rˇeteˇzcem, viz kapitola 7, je algoritmus prˇipraven pro
potrˇeby proble´mu hleda´nı´ optima´lnı´ abecedy.
Jedinec bude stejne´ de´lky jako pocˇet polozˇek ve slovnı´ku. Tı´m se namapuje
kazˇdy´ bit bina´rnı´ho rˇeteˇzce na urcˇity´ symbol. Kdyzˇ se pote´ na i-te´ pozici v bina´r-
nı´m rˇeteˇzci objevı´ 1 (true), znamena´ to, zˇe se i-ty´ symbol ve slovnı´ku pouzˇije. V
prˇı´padeˇ hodnoty 0 (false) se provede opak.
Slovnı´k ab cf poe r er bvm a e
Jedinec 0 1 0 1 1 0 1 0
Tabulka 7: Selekce symbolu˚
Pro aktua´lnı´ iteraci by byly dostupne´ symboly {cf, r, er, a}
9.3 Realizace slovnı´ku
Slovnı´k je realizova´n genericky´m datovy´m typem List⟨T ⟩, ktery´ je plneˇn objekty,
jenzˇ obsahujı´ informace o symbolu a jeho de´lce.
53
9.4 Transformace vstupnı´ho textu
Kdyzˇ je inicializova´n slovnı´k s povoleny´mi symboly, prˇicha´zı´ na rˇadu prˇevypra´-
veˇnı´ souboru pomocı´ celocˇı´selny´ch hodnot. Postupneˇ se procha´zı´ vstupnı´ text a
pokud je nacˇtena´ sekvence znaku˚ nalezena ve slovnı´ku, tak je nahrazena cely´m
cˇı´slem, znacˇı´cı´m jeho pozici. Po ukoncˇenı´ cele´ho procesu dostaneme vy´stup ve
formeˇ sekvence cely´ch cˇı´sel.
Prˇı´klad 9.1
Slovnı´k :
Slovnı´k t ,cˇi ⊔ne r by´ bvm a e
Pozice 0 1 2 3 4 5 6 7
Tabulka 8: Prˇı´klad slovnı´ku
Vstup: by´t,cˇi neby´t
Vy´stup: 4 0 1 2 4 0
9.5 Definice u´cˇelove´ funkce
Jelikozˇ je komprese provedena na optima´lnı´ abecedou transformovane´m textu,
je potrˇeba k velikosti komprimovane´ho souboru prˇipocˇı´st take´ velikost nalezene´
abecedy. Tato abeceda bude totizˇ muset by´t vzˇdy ulozˇena spolu s komprimo-
vany´m rˇeteˇzcem pro zpeˇtnou transformaci do origina´lnı´ podoby textu. Fitness
funkce je proto definova´na jako velikost komprimovane´ho souboru + velikost
optimalizovane´ abecedy. U´kolem vybrane´ho optimalizacˇnı´ho algoritmu je nale-
zenı´ nejmensˇı´ takove´ hodnoty.
9.6 Kompresnı´ algoritmus
Jako algoritmus obstara´vajı´cı´ kompresi byl vybra´n LZW. Hlavnı´m du˚vodem te´to
volby je rychlost procesu komprimace a take´ jednoduchost implementace. Algo-
ritmu jsou prˇeda´va´ny urcˇite´ informace ohledneˇ pouzˇite´ abecedy.
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10 Experimenty
V te´to prˇedposlednı´ kapitole se autor zaby´va´ testova´nı´m vytvorˇene´ho algoritmu
nad ru˚zny´m typem textovy´ch souboru˚.
10.1 Testovacı´ data
Testovacı´ data jsou pouze textove´ho typu. Jsou vybra´ny soubory z mnozˇiny prˇi-
praveny´ch pro potrˇeby komprese a jejich globa´lnı´ porovna´va´nı´. Prvnı´ sekce se
nazy´va´ Artificial corpus. Jsou to soubory, ktere´ nemajı´ prˇı´lisˇ velkou informacˇnı´
hodnotu. Druha´ sekce, obsahujı´cı´ soubory ru˚zne´ho typu, ma´ na´zev Canterbury
corpus. Poslednı´ Large corpus, poskytuje soubory velke´ho objemu dat.
Artificial corpus
• aaa.txt - pı´smeno „a“ opakovane´ 100 000 kra´t.
• alphabet.txt - vsˇechnapı´smenaanglicke´ abecedyopakovana´dode´lky100000.
Canterbury corpus
• grammar.lsp - zdrojovy´ ko´d napsany´ v programovacı´m jazyce LISP.
• xargs.1 - manua´l k operacˇnı´mu syste´mu GNU.
• fields.c - zdrojovy´ ko´d programu v jazyce C.
• cp.html - HTML zdrojovy´ ko´d.
• asyoulik.txt - komedia´lnı´ dı´lo Williama Shakespeara „As You Like It“.
• alice29.txt - novela Ch.L. Dodgsona o Alence, ktera´ padala kra´licˇı´ norou.
• Icet10.txt - technicky´ dokument.
• plrabn12.txt - ba´snicke´ dı´lo Johna Miltona.
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Large corpus
• world192.txt - souhrn statisticky´ch geograficky´ch, demograficky´ch a jiny´ch
dat, spravovany´ americkou agenturou CIA.
• bible.txt - Bible, verze Kinga Jamese.
10.2 Analy´za dat
U vsˇech vybrany´ch souboru˚ ze zmı´neˇny´ch trˇı´ sekcı´ je provedena analy´za, pro
zjisˇteˇnı´ pocˇtu symbolu˚ v nich. Pro testova´nı´ byly vybra´ny znaky(1-gramy), 2-
gramy, 3-gramy, 4- gramy, 5-gramy a slova. Na´sledujı´cı´ tabulka obsahuje hojnost
vy´skytu ve vsˇech kategoriı´ch bez opakova´nı´. U vsˇech jsou vybı´ra´ny pouze sym-
boly bez prˇekryvu.
V prvnı´m sloupci tabulky se nacha´zı´ velikost origina´lnı´ch dat. V na´sledujı´cı´ch
sˇesti sloupcı´ch je zmı´neˇna cˇetnost symbolu˚ pro dane´ soubory a poslednı´ obsahuje
jejich celkovy´ soucˇet.
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10.3 Vy´sledky testu˚
Pro testova´nı´ je vybra´no 8 ru˚zny´ch kombinacı´ symbolu˚ ze zmı´neˇny´ch sˇesti kate-
goriı´ pro zlepsˇenı´ komprese. Jsou to spojenı´: 1-gramy a 2-gramy, 1-gramy a 3-gramy,
1-gramy a 4-gramy, 1-gramy a 5-gramy, 1-gramy a slova, 1-gramy, 2-gramy a 3-gramy,
1-gramy, 2-gramy a 5-gramy, 1-gramy, 2-gramy a slova a samostatneˇ je jesˇteˇ pro po-
rovna´nı´ otestova´na 1-gramova´ komprese. U jednotlivy´ch testu˚ nenı´ pocˇı´ta´no se
vsˇemi existujı´cı´mi symboly, ale je vybra´na pouze jejich cˇa´st. U mensˇı´ch souboru˚
se jedna´ o jednu trˇetinu nejcˇetneˇjsˇı´ch z dane´ kategorie a u veˇtsˇı´ch se vybere prˇesne´
mnozˇstvı´ 250-500 nejfrekventovaneˇjsˇı´ch.
U souboru˚ do velikosti 100 KB byly provedeny vsˇechny testy 5x, u souboru˚ do
1MB 2x a vy´sledne´ hodnoty jsou zpru˚meˇrova´ny. Soubory bible.txt a world192.txt
pouze jednou z du˚vodu vy´pocˇetnı´ na´rocˇnosti.
V tabulka´ch pro jednotlive´ soubory jsou zaznacˇeny vy´sledky testova´nı´. Prvnı´
sloupec je vyhrazenpro typkombinace symbolu˚.Druhy´ sloupecobsahujepru˚meˇr-
nou hodnotu nejmensˇı´ nalezene´ velikosti souboru˚ po kompresi. Ve trˇetı´m sloupci
se nacha´zı´ kompresnı´ pomeˇr a ve cˇtvrte´m pru˚meˇrny´ pocˇet symbolu˚ potrˇebny´ pro
transformaci dat. Poslednı´ sloupec poukazuje na rozdı´l mezi beˇzˇnou, 1-gramovou
kompresı´ a kompresı´ pomocı´ abecedy nalezene´ evolucˇnı´m algoritmem.
V grafech jsou namodelova´ny jednotlive´ kompresnı´ pomeˇry v za´vislosti na
druhu kombinace symbolu˚.
V poslednı´ cˇa´sti jsou zmı´neˇny konfigurace samoseorganizujı´cı´ho migracˇnı´ho
algoritmu pouzˇite´ pro testovacı´ prˇı´pady.
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10.3.1 aaa.txt
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 100 000 x x x
1-gramy 451 0.45 1 x
1 a 2-gramy 304 0.30 1 0.15
1 a 3-gramy 244 0.24 2 0.21
1 a 4-gramy 206 0.20 1 0.25
1 a 5-gramy 183 0.18 1 0.27
1-gramy a slova x x x x
1,2 a 3-gramy 244 0.24 2 0.21
1,2 a 5-gramy 183 0.18 1 27
1,2-gramy a slova x x x x
Tabulka 10: Vy´sledky testova´nı´ - aaa.txt
Obra´zek 20: Dosazˇene´ kompresnı´ pomeˇry - aaa.txt
Vsˇechny testy byly provedeny s konfiguracı´ SOMA parametru˚:
Mass: 3.0, Step: 0.33, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
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10.3.2 alphabet.txt
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 100 000 x x x
1-gramy 2 980 2.98 26 x
1 a 2-gramy 1 366 1.37 13 1.61
1 a 3-gramy 1017 1.02 10 1.96
1 a 4-gramy 795 0.80 8 2.18
1 a 5-gramy 586 0.59 9 2.39
1-gramy a slova x x x x
1,2 a 3-gramy 910 0.91 10 2.07
1,2 a 5-gramy 582 0.58 7 2.4
1,2-gramy a slova x x x x
Tabulka 11: Vy´sledky testova´nı´ - alphabet.txt
Obra´zek 21: Dosazˇene´ kompresnı´ pomeˇry - alphabet.txt
Vsˇechny testy byly provedeny s konfiguracı´ SOMA parametru˚:
Mass: 3.0, Step: 0.33, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
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10.3.3 grammar.lsp
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 3 721 x x x
1-gramy 1895 50.93 76 x
1 a 2-gramy 1786.8 48.02 102.6 2.91
1 a 3-gramy 1817 48.83 112 2.1
1 a 4-gramy 1805.2 48.51 100.4 2.42
1 a 5-gramy 1783 47.92 97 3.01
1-gramy a slova 1741.4 46.80 102.6 4.13
1,2 a 3-gramy 1797.6 48.31 123.8 2.62
1,2 a 5-gramy 1791.6 48.15 111.4 2.78
1,2-gramy a slova 1807 48.56 127.4 2.37
Tabulka 12: Vy´sledky testova´nı´ - grammar.lsp
Obra´zek 22: Dosazˇene´ kompresnı´ pomeˇry - grammar.lsp
Vsˇechny testy byly provedeny s konfiguracı´ SOMA parametru˚ :
Mass: 3.0, Step: 0.22, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
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10.3.4 xargs.1
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 4 227 x x x
1-gramy 2416 57.16 74 x
1 a 2-gramy 2341 55.38 122.6 1.78
1 a 3-gramy 2326.8 55.05 111.2 2.11
1 a 4-gramy 2286 54.08 104 3.08
1 a 5-gramy 2327.8 55.07 105.6 2.09
1-gramy a slova 2289.2 54.16 104 3.0
1,2 a 3-gramy 2412 57.06 167 0.10
1,2 a 5-gramy 2379 56.28 144.2 0.88
1,2-gramy a slova 2331.2 55.15 134.8 2.01
Tabulka 13: Vy´sledky testova´nı´ - xargs.1
Obra´zek 23: Dosazˇene´ kompresnı´ pomeˇry - xargs.1
Vsˇechny testy byly provedeny s konfiguracı´ SOMA parametru˚:
Mass: 3.0, Step: 0.11, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
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10.3.5 fields.c
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 11 150 x x x
1-gramy 5 062 45.40 90 x
1 a 2-gramy 4693.8 42.10 165.2 3.3
1 a 3-gramy 4665.2 41.84 132 3.56
1 a 4-gramy 4587 41.14 122.4 4.26
1 a 5-gramy 4628.2 41.51 117 3.89
1-gramy a slova 4585 41.12 139.4 4.28
1,2 a 3-gramy 4630 41.52 159 3.88
1,2 a 5-gramy 4544.8 40.80 150 4.6
1,2-gramy a slova 4463 40.03 170 5.37
Tabulka 14: Vy´sledky testova´nı´ - fields.c
Obra´zek 24: Dosazˇene´ kompresnı´ pomeˇry - fields.c
Vsˇechny testy byly provedeny s konfiguracı´ SOMA parametru˚:
Mass: 3.0, Step: 0.11, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
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10.3.6 cp.html
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 24 603 x x x
1-gramy 11 384 46.27 86 x
1 a 2-gramy 11 072 45.00 238 1.27
1 a 3-gramy 10 578.2 43.00 134.6 3.27
1 a 4-gramy 10 408 42.30 131 3.97
1 a 5-gramy 10 456.4 42.50 126 3.77
1-gramy a slova 10 410 42.31 177.2 3.96
1,2 a 3-gramy 10 663 43.34 191.2 2.93
1,2 a 5-gramy 10 484.8 42.62 166.2 3.65
1,2-gramy a slova 10 410 42.31 138.2 3.96
Tabulka 15: Vy´sledky testova´nı´ - cp.html
Obra´zek 25: Dosazˇene´ kompresnı´ pomeˇry - cp.html
Vsˇechny testy byly provedeny s konfiguracı´ SOMA parametru˚:
Mass: 3.0, Step: 0.11, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
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10.3.7 asyoulik.txt
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 125 179 x x x
1-gramy 54 964 43.91 68 x
1 a 2-gramy 53 531 42.76 202 1.15
1 a 3-gramy 54 466.5 43.51 207.5 0.4
1 a 4-gramy 54 487.5 43.53 273 0.38
1 a 5-gramy 54 262.5 43.35 279.5 0.56
1-gramy a slova 52 524 41.96 213 1.95
1,2 a 3-gramy 54 234.5 43.33 280 0.58
1,2 a 5-gramy 54 022 43.16 268.5 0.75
1,2-gramy a slova 52 683.5 42.09 277.5 1.82
Tabulka 16: Vy´sledky testova´nı´ - asyoulik.txt
Obra´zek 26: Dosazˇene´ kompresnı´ pomeˇry - asyoulik.txt
Testy byly provedeny s dveˇma konfiguracemi SOMA parametru˚:
Mass: 3.0, Step: 0.33, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
Mass: 3.0, Step: 0.66, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
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10.3.8 alice29.txt
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 152 089 x x x
1-gramy 62 219 40.91 74 x
1 a 2-gramy 59 003.5 38.80 246 2.11
1 a 3-gramy 60 216.5 39.59 189.5 1.32
1 a 4-gramy 60 955.5 40.08 309 0.83
1 a 5-gramy 61 276 40.29 300.5 0.62
1-gramy a slova 58 197 38.27 230.5 2.64
1,2 a 3-gramy 59 832.5 39.34 294.5 1.57
1,2 a 5-gramy 59 164 38.90 301.5 2.01
1,2-gramy a slova 57 494 37.80 313 3.11
Tabulka 17: Vy´sledky testova´nı´ - alice29.txt
Obra´zek 27: Dosazˇene´ kompresnı´ pomeˇry - alice29.txt
Testy byly provedeny s dveˇma konfiguracemi SOMA parametru˚:
Mass: 3.0, Step: 0.33, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
Mass: 3.0, Step: 0.66, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
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10.3.9 Icet10.txt
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 426 754 x x x
1-gramy 163 156 38.23 84 x
1 a 2-gramy 154 576 36.22 245.5 2.01
1 a 3-gramy 156 366 36.64 195 1.59
1 a 4-gramy 157 289 36.86 333 1.37
1 a 5-gramy 158 202 37.07 311.5 1.16
1-gramy a slova 151 995 35.62 222.5 2.61
1,2 a 3-gramy 154 555 36.22 318.5 2.01
1,2 a 5-gramy 153 798 36.04 297.5 2.19
1,2-gramy a slova 152 333.5 35.70 266 2.53
Tabulka 18: Vy´sledky testova´nı´ - Icet10.txt
Obra´zek 28: Dosazˇene´ kompresnı´ pomeˇry - Icet10.txt
Vsˇechny testy byly provedeny s konfiguracı´ SOMA parametru˚:
Mass: 3.0, Step: 0.66, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
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10.3.10 plrabn12.txt
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 481 861 x x x
1-gramy 198 441 41.18 81 x
1 a 2-gramy 193 590 40.18 188.5 1.0
1 a 3-gramy 194 064 40.27 177.5 0.91
1 a 4-gramy 197 148 40.91 294 0.27
1 a 5-gramy 197 177 40.92 303 0.26
1-gramy a slova 192 538 39.96 349 1.22
1,2 a 3-gramy 197 197 40.92 314.5 0.26
1,2 a 5-gramy 193 956 40.25 303 0.93
1,2-gramy a slova 190 808 39.60 329.5 1.58
Tabulka 19: Vy´sledky testova´nı´ - plrabn12.txt
Obra´zek 29: Dosazˇene´ kompresnı´ pomeˇry - plrabn12.txt
Vsˇechny testy byly provedeny s konfiguracı´ SOMA parametru˚:
Mass: 3.0, Step: 0.66, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
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10.3.11 world192.txt
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 2 473 400 x x x
1-gramy 795 192 32.15 94 x
1 a 2-gramy 732 073 29.60 354 2.55
1-gramy a slova 733 009 29.64 255 2.51
1 a 5-gramy 742 093 30.00 333 2.15
Tabulka 20: Vy´sledky testova´nı´ - world192.txt
Obra´zek 30: Dosazˇene´ kompresnı´ pomeˇry - world192.txt
Vsˇechny testy byly provedeny s konfiguracı´ SOMA parametru˚:
Mass: 1.5, Step: 0.74, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
69
10.3.12 bible.txt
Velikost [B] Kompresnı´ pomeˇr [%] Pouzˇite´ symboly Rozdı´l 1-g a ev.abeceda
Origina´l 4 047 392 x x x
1-gramy 1 386 479 34.26 82 x
1 a 2-gramy 1 270 345 31.39 328 2.87
1-gramy a slova 1 231 809 30.43 241 3.83
1 a 5-gramy 1 330 570 32.87 342 1.39
Tabulka 21: Vy´sledky testova´nı´ - bible.txt
Obra´zek 31: Dosazˇene´ kompresnı´ pomeˇry - bible.txt
Testy byly provedeny s dveˇma konfiguracemi SOMA parametru˚:
Mass: 1.5, Step: 0.74, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
Mass: 3.0, Step: 0.99, PRT: 0.1, NP: 15, Migrations: 25, AcceptedError: -0.1
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11 Za´veˇr
Hlavnı´m cı´lem te´to pra´ce bylo vytvorˇit algoritmus, pro hleda´nı´ optima´lnı´ abecedy
pro na´slednou kompresi cˇiste´ho textu. Pro potrˇeby hleda´nı´ bylo vyuzˇito optima-
lizacˇnı´ho algoritmu SOMA. Kompresi dat obstara´va´ existujı´cı´ metoda LZW.
Na za´kladeˇ vy´sledku˚ za´veˇrecˇne´ho testova´nı´ soudı´m, zˇe se mi danou proble-
matiku podarˇilo vyrˇesˇit a realizovat tak algoritmus, poskytujı´cı´ kvalitnı´ rˇesˇenı´.
Vy´sledky testu˚ ukazujı´, zˇe u veˇtsˇiny testovany´ch souboru˚ je uzˇitecˇne´ prˇi-
dat k 1-gramoveˇ zalozˇene´ abecedeˇ prˇedevsˇı´m slova. Jejich prˇı´tomnost efektivneˇ
zveˇtsˇovala kompresnı´ pomeˇr u mensˇı´ch i u veˇtsˇı´ch souboru˚. Nejveˇtsˇı´ rozdı´l u
te´to abecedy oproti znakove´ byl 5.37 % u souboru se zdrojovy´m ko´dem jazyka
C. U souboru˚ z Artificial corpus sekce je u´rovenˇ stlacˇenı´ dat velka´, jelikozˇ se zde
cˇasto opakujı´ male´ pocˇty symbolu˚. U Canterbury corpus sekce se rozdı´l hodnot
evolucˇnı´ abecedy a znakove´ pohybuje ve veˇtsˇineˇ prˇı´padu˚ do 3 %. U souboru˚
zdrojovy´ch ko´du˚ ru˚zny´ch programovacı´ch jazyku˚ vsˇak hodnoty dosahujı´ k 4
procentu˚m. Large corpus testova´nı´ neprobeˇhlo v cele´m rozsahu. Du˚vodem je ob-
rovska´ vy´pocˇetnı´, a tı´m i cˇasova´ na´rocˇnost beˇhu algoritmu. Vy´sledne´ rozdı´ly se
tady pohybujı´ v pru˚meˇru okolo 2,5 %.
Osobnı´ prˇı´nos z tvorby te´to pra´ce je nesporneˇ v pozna´nı´ principu˚ optimalizacˇ-
nı´ch algoritmu˚. Zvla´sˇteˇ pak algoritmu˚ z trˇı´dy evolucˇnı´ch, ktere´ se v poslednı´ dobeˇ
hojneˇ pouzˇı´vajı´. Autor ma´ nynı´ mozˇnost prˇi setka´nı´ se s optimalizacˇnı´m proble´-
mem podat na´vrhy ru˚zny´ch metod pro jeho rˇesˇenı´. Z toho take´ plyne schopnost
programove´ implementace.
Prˇı´nos te´to pra´ce obecneˇ je v dalsˇı´m rozvoji zkouma´nı´ komprese dat textove´ho,
i jine´ho charakteru, cozˇ je v soucˇasne´ dobeˇ velmi aktua´lnı´ te´ma.
Jako dalsˇı´ mozˇne´ vylepsˇenı´ sta´vajı´cı´ho prˇı´padu vidı´m vpouzˇitı´ vı´ce kombinacı´
druhu˚ symbolu˚ a naprˇı´klad jejich konkretizace pro urcˇity´ typ dat(odborne´ texty,
zdrojove´ ko´dy, poezie).
Petr Neˇmec
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