Logistic Regression for Massive Data with Rare Events by Wang, HaiYing
Logistic Regression for Massive Data with Rare Events
HaiYing Wang
Department of Statistics, University of Connecticut
June 2, 2020
Abstract
This paper studies binary logistic regression for rare events data, or imbalanced
data, where the number of events (observations in one class, often called cases) is sig-
nificantly smaller than the number of nonevents (observations in the other class, often
called controls). We first derive the asymptotic distribution of the maximum likelihood
estimator (MLE) of the unknown parameter, which shows that the asymptotic variance
convergences to zero in a rate of the inverse of the number of the events instead of the
inverse of the full data sample size. This indicates that the available information in rare
events data is at the scale of the number of events instead of the full data sample size.
Furthermore, we prove that under-sampling a small proportion of the nonevents, the
resulting under-sampled estimator may have identical asymptotic distribution to the
full data MLE. This demonstrates the advantage of under-sampling nonevents for rare
events data, because this procedure may significantly reduce the computation and/or
data collection costs. Another common practice in analyzing rare events data is to
over-sample (replicate) the events, which has a higher computational cost. We show
that this procedure may even result in efficiency loss in terms of parameter estimation.
1 Introduction
Big data with rare events in binary responses, also called imbalanced data, are data in which
the number of events (observations for one class of the binary response) is much smaller than
the number of non-events (observations for the other class of the binary response). In this
paper we also call the events “cases” and can the nonevents “controls”. Rare events data
are common in many scientific fields and applications. However, several important questions
remain unanswered that are essential for valid data analysis and appropriate decision-making.
For example, should we consider the amount of information contained in the data to be at the
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scale of the full-data sample size (very large) or the number of cases (relatively small)? Rare
events data provide unique challenges and opportunities for sampling. On the one hand,
sampling will not work without looking at responses because the probability of not selecting
a rare case is high. On the other hand, since the rare cases are more informative than the
controls, is it possible to use a small proportion of the full data to preserve most or all of
the relevant information in the data about unknown parameters? A common practice when
analyzing rare events data is to under-sample the controls and/or over-sample (replicate)
the cases. Is there any information loss when using this approach? This paper provides a
rigorous theoretical analysis on the aforementioned questions in the context of parameter
estimation. Some answers may be counter-intuitive. For example, keeping all the cases,
there may be no efficiency loss at all for under-sampling controls; on the other hand, using
all the controls and over-sampling cases may reduce estimation efficiency.
Rare events data, or imbalanced data, have attracted a lot of attentions in machine
learning and other quantitative fields, such as Japkowicz (2000); King and Zeng (2001);
Chawla et al. (2004); Estabrooks et al. (2004); Owen (2007); Sun et al. (2007); Chawla
(2009); Rahman and Davis (2013); Fithian and Hastie (2014); Lemaˆıtre et al. (2017). A
commonly implemented approach in practice is to try balancing the data by under-sampling
controls (Drummond et al., 2003; Liu et al., 2009) and/or over-sampling cases (Chawla et al.,
2002; Han et al., 2005; Mathew et al., 2017; Douzas and Bacao, 2017). However, most existing
investigations focus on algorithms and methodologies for classification. Theoretical analyses
of the effects of under-sampling and over-sampling in terms of parameter estimation are still
rare.
King and Zeng (2001) considered logistic regression in rare events data and focused on
correcting the biases in estimating the regression coefficients and probabilities. Fithian and
Hastie (2014) utilized the special structure of logistic regression models to design a novel local
case-control sampling method. These investigations obtained theoretical results based on the
the regular assumption that the probability of event occurring is fixed and does not go to zero.
This assumption rules out the scenario of extremely imbalanced data, because for extremely
imbalanced data, it is more appropriate to assume that the event probability goes to zero.
Owen (2007)’s investigation did not require this fixed-probability assumption. He assumed
that the number of rare cases is fixed, and derived the non-trivial point limit of the slope
parameter estimator in logistic regression. However, the convergence rate and distributional
properties of this estimator were not investigated. In this paper, we obtain convergence rates
and asymptotic distributions of parameter estimators under the assumption that both the
number of cases and the number of controls are random, and they grow large in rates that
the number of cases divided by the number of controls decays to zero. This is the first study
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that provides distributional results for rare events data with a decaying event rate, and it
gives the following indications.
• The convergence rate of the maximum likelihood estimator (MLE) is at the inverse
of the number of cases instead of the total number of observations. This means that
the amount of available information about unknown parameters in the data may be
limited even the full data volume is massive.
• There maybe no efficiency loss at all in parameter estimation if one removes most of
the controls in the data, because the control under-sampled estimators may have an
asymptotic distribution that is identical to that of the full data MLE.
• Besides higher computational cost, over-sampling cases may result in estimation effi-
ciency loss, because the asymptotic variances of the resulting estimators may be larger
than that of the full data MLE.
The rest of the paper is organized as follows. We introduce the model setup and related
assumptions in Section 2, and derive the asymptotic distribution for the full data MLE.
We investigate under-sampled estimators in Section 3 and study over-sampled estimators
in Section 4. Section 5 presents some numerical experiments, and Section 6 concludes the
paper and points out some necessary future research. All the proofs of theoretical findings
in this paper are presented in the supplementary material.
2 Model setups and assumptions
Let Dn = {(xi, yi), i = 1, ..., n} be independent data of size n from a logistic regression
model,
P(y = 1|x) = p(α,β) = e
α+xTβ
1 + eα+xTβ
. (1)
Here x ∈ Rd is the covariate, y ∈ {0, 1} is the binary class label, α is the intercept parameter,
and β is the slope parameter vector. For ease of presentation, denote θ = (α,βT)T as the
full vector of regression coefficient, and define z = (1,xT)T accordingly. This paper focuses
on estimating the unknown θ.
If θ is fixed (does not change with n changing), then model (1) is just the regular logistic
regression model, and classical likelihood theory shows that the MLE based on the full data
Dn converges at a rate of n−1/2. A fixed θ implies that P(y = 1) = E{P(y = 1|x)} is also
a fixed constant bounded away from zero. However, for rare events data, because the event
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rate is so low in the data, it is more appropriate to assume that P(y = 1) approaches zero
in some way. We discuss how to model this scenario in the following.
Let n1 and n0 be the numbers cases (observations with yi = 1) and controls (observations
with yi = 0), respectively, in Dn. Here, n1 and n0 are random because they are summary
statistics about the observed data, i.e., n1 =
∑n
i=1 yi and n0 = n− n1. For rare events data,
n1 is much smaller than n0. Thus, for asymptotic investigations, it is reasonable to assume
that n1/n0 → 0, or equivalently n1/n → 0, in probability, as n → ∞. For big data with
rare events, there should be a fair amount of cases observed, so it is appropriate to assume
that n1 → ∞ in probability. To model this scenario, we assume that the marginal event
probability P(y = 1) satisfies that as n→∞,
P(y = 1)→ 0 and nP(y = 1)→∞. (2)
We accommodate this condition by assuming that the true value of β, denoted as βt, is
fixed while the true value of α, denoted as αt, goes to negative infinity in a certain rate.
Specifically, we assume αt → −∞ as n→∞ in a rate such that
n1
n
= P(y = 1){1 + oP (1)} = E
(
eαt+β
T
t x
1 + eαt+β
T
t x
)
{1 + oP (1)}, (3)
where oP (1) means a term that converges to zero in probability, i.e., a term that is arbitrarily
small with probability approaching one. The assumption of a diverging αt with a fixed βt
means that the baseline probability of a rare event is low, and the effect of the covariate does
not change the order of the probability for a rare event to occur. This is a very reasonable
assumption for many practical problems. For example, although making phone calls when
driving may increase the probability of car accidents, it may not make car accidents a high-
probability event.
2.1 How much information do we have in rare events data
To demonstrate how much information is really available in rare events data, we derive the
asymptotic distribution of the MLE for model (1) in the scenario described in (2) and (3).
The MLE based on the full data Dn, say βˆ, is the maximizer of
`(θ) =
n∑
i=1
{
yiz
T
i θ − log(1 + ez
T
i θ)
}
, (4)
which is also the solution to the following equation,
˙`(θ) =
n∑
i=1
{
yi − pi(α,β)
}
zi = 0, (5)
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where ˙`(θ) is the gradient of the log-likelihood `(θ).
The following Theorem gives the asymptotic normality of the MLE βˆ for rare events
data.
Theorem 1. If E(et‖x‖) < ∞ for any t > 0 and E(eβTt xzzT) is a positive-definite matrix,
then under the conditions in (2) and (3), as n→∞,
√
n1(θˆ − θt) −→ N
(
0, Vf
)
, (6)
in distribution, where
Vf = E
(
eβ
T
t x
)
M−1f , and (7)
Mf = E
(
eβ
T
t xzzT
)
= E
{
eβ
T
t x
(
1 xT
x xxT
)}
. (8)
Remark 1. The result in (6) shows that the convergence rate of the full-data MLE is at
the order of n
−1/2
1 , i.e, θˆ − θt = OP (n−1/21 ). This is different from the classical result of
θˆ − θt = OP (n−1/2) for the case that P(y = 1) is a fixed constant. Theorem 1 indicates
that for rare events data, the real amount of available information is actually at the scale
of n1 instead of n. A large volume of data does not mean that we have a large amount of
information.
3 Efficiency of under-sampled estimators
Theorem 1 in the previous section shows that the full-data MLE has a convergence rate of
n
−1/2
1 . If we under-sample controls to reduce the number of controls to the same level of n1,
whether the resulting estimator has the full-data estimator convergence rate of n
−1/2
1 ? If so,
one can significantly improve the computational efficiency and reduce the storage requirement
for massive data. Furthermore, will under-sampling controls causes any estimation efficiency
loss (an enlarged asymptotic variance)? This section answers the aforementioned questions.
From the full data set Dn = {(x1, y1), ..., (xn, yn)}, we want to use all the cases (data
points with yi = 1) while only select a subset for the controls (data points with yi = 0).
Specifically, let pi0 be the probability that each data points with yi = 0 is selected in the
subset. Let δi ∈ {0, 1} be the binary indicator variable that signifies if the i-th observation is
included in the subset, i.e., include the i-th observation into the sample if δi = 1 and ignore
the i-th observation if δi = 0. Here, we define the sampling plan by assigning
δi = yi + (1− yi)I(ui ≤ pi0), i = 1, ..., n, (9)
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where ui∼ U(0, 1), i = 1, ..., n, are independent and identically distributed (i.i.d.) random
variables with the standard uniform distribution. This is a mixture of deterministic selection
and random sampling. The resulting control under-sampled data include all rare cases (with
yi = 1) and the number of controls (with yi = 0) is on average at the order of n0pi0.
The average sample size for the under-sampled data given the full-data is
∑n
i=1 E(δi|Dn) =
n1 + n0pi0, which is op(n) if pi0 → 0. The average sample size reduction is n0(1− pi0) which
is at the same order of n if pi0 9 1, and n0(1− pi0)/n→ 1 if pi0 → 0.
Note that the under-sampled data taken according to δi in (9) is a biased sample, so
we need to maximize a weighted objective function to obtain an asymptotically unbiased
estimator. Alternatively, we can maximize an unweighted objective function and then correct
the bias for the resulting estimator in logistic regression.
3.1 Under-sampled weighted estimator
The sampling inclusion probability given the full data Dn for the i-th data point is
pii = E(δi|Dn) = yi + (1− yi)pi0 = pi0 + (1− pi0)yi.
The under-sampled weighted estimator, θˆwunder, is the maximizer of
`wunder(θ) =
n∑
i=1
δi
pii
{
yiz
T
i θ − log(1 + ez
T
i θ)
}
. (10)
We present the asymptotic distribution of θˆwunder in the following theorem.
Theorem 2. If E(et‖x‖) < ∞ for any t > 0, E(eθTt xzzT) is a positive-definite matrix, and
cn = e
αt/pi0 → c for a constant c ∈ [0,∞), then under the conditions in (2) and (3), as
n→∞, √
n1(θˆ
w
under − θt) −→ N(0, Vwunder), (11)
in distribution, where
Vwunder = E(eβ
T
t x)M−1f M
w
underM
−1
f , and (12)
Mwunder = E
{
eβ
T
t x(1 + ceβ
T
t x)zzT
}
. (13)
Remark 2. If E(et‖x‖) < ∞ for any t > 0, then from (3) and the dominated convergence
theorem, we know that n1 = ne
αtE(eβTt x){1 + oP (1)}. Thus
cnE(eβ
T
t x) =
n1
npi0
{1 + oP (1)} = n1
n0pi0
{1 + oP (1)}.
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Since n0pi0 is the average number of the controls in the under-sampled data, cE(eβ
T
t x) can
be interpreted as the asymptotic ratio of the number of cases to the number of controls in
the under-sampled data. Therefore, since E(eβTt x) > 0 is a fixed constant, the value of c has
the following intuitive interpretations.
• c = 0: take much more controls than cases;
• 0 < c <∞: the number of controls to take is at the same order of the number of cases;
• c =∞: take much fewer controls than cases.
Theorem 2 requires that 0 ≤ c <∞. This means that the number of controls to take should
not be significantly smaller than the number of cases, which is a very reasonable assumption.
Remark 3. Theorem 2 shows that as long as pi0 does not make the number of controls in
the under-sampled data much smaller than the number of cases n1, then the under-sampled
estimator θˆwunder preserves the convergence rate of the full-data estimator. Furthermore, if
c = 0 then Mwunder = Mf , which implies that V
w
under = Vf . This means that if one takes
much more controls than cases, then asymptotically there is no estimation efficiency loss at
all. Here, the number of controls to take can still be significantly smaller than n0 so that
the computational burden is significantly reduced. If c > 0, since Mwunder > Mf , we know
that Vwunder > Vf , in the Loewner order
1. Thus reducing the number of controls to the same
order of the number of cases may reduce the estimation efficiency, although the convergence
rate is the same as that of the full-data estimator.
3.2 Under-sampled unweighted estimator with bias correction
Based on the control under-sampled data, if we obtain an estimator from an unweighted
objective function, say
θ˜uunder = arg max
θ
`uunder(θ) = arg max
θ
n∑
i=1
δi
[
yiz
T
i θ − log{1 + ez
T
i θ}],
then in θ˜uunder = (αˆ
u
under, βˆ
u
under
T)T, the intercept estimator αˆuunder is asymptotically biased
while the slope estimator βˆuunder is still asymptotically unbiased. We correct the bias of αˆ
u
under
using log(pi0), and define the under-sampled unweighted estimator with bias correction θˆ
ubc
under
as
θˆubcunder = θ˜
u
under + b, (14)
1For two Hermitian matrices A1 and A2 of the same dimension, A1 ≥ A2 if A1 −A2 is positive semi-
definite and A1 > A2 if A1 −A2 is positive definite.
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where
b = {log(pi0), 0, ..., 0}T. (15)
The following theorem gives the asymptotic distribution of θˆubcunder.
Theorem 3. If E(et‖x‖) < ∞ for any t > 0, E(eθTt xzzT) is a positive-definite matrix, and
eαt/pi0 → c for a constant c ∈ [0,∞), then under the conditions in (2) and (3), as n→∞,
√
n1(θˆ
ubc
under − θt) −→ N(0, Vubcunder), (16)
in distribution, where
Vubcunder = E(eβ
T
t x)(Mubcunder)
−1, and (17)
Mubcunder = E
(
eβ
T
t x
1 + ceβ
T
t x
zzT
)
. (18)
Remark 4. Similarly to the case of under-sampled weighted estimator, Theorem 3 shows
that the estimator θˆubcunder preserves the same convergence rate of the full-data estimator if
c <∞. Furthermore, if c > 0 then Vubcunder > Vf ; if c = 0, then Vubcunder = Vf .
The following proposition is useful to compare the asymptotic variances of the weighted
and the unweighted estimators.
Proposition 1. Let v be a random vector and h be a positive scalar random variable. Assume
that E(vvT), E(hvvT), and E(h−1vvT) are all finite and positive-definite matrices. The
following inequality holds in the Loewner order.{
E(h−1vvT)
}−1 ≤ {E(vvT)}−1E(hvvT){E(vvT)}−1.
Remark 5. If we let v = eβ
T
t x/2z and h = 1 + ceβ
T
t x in Proposition 1, then we know that
Vubcunder ≤ Vwunder in the Loewner order. This indicates that with the same control under-
sampled data, the unweighted estimator with bias correction, θˆubcunder, has a higher estimation
efficiency than the weighted estimator, θˆwunder.
4 Efficiency loss due to over-sampling
Another common practice to analyze rare events data is to use all the controls and over-
sample the cases. To investigate the effect of this approach, let τi denote the number of
times that a data point is used, and define
τi = yivi + 1, i = 1, ..., n, (19)
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where vi ∼ POI(λn), i = 1, ..., n, are i.i.d. Poisson random variables with parameter λn. For
this over-sampling plan, a data point with y0 = 0 will be used only one time, while a data
point with yi = 1 will be on average used in the over-sampled data for E(τi|Dn, yi = 1) =
1 + λn times. Here, λn can be interpreted as the average over-sampling rate for cases.
Again, the case over-sampled data according to (19) is a biased sample, and we need to
use a weighted objective function or to correct the bias of the estimator form an unweighted
objective function.
4.1 Over-sampled weighted estimator
Let wi = E(τi|Dn) = 1 + λnyi. The case over-sampled weighted estimator, θˆwover, is the
maximizer of
`wover(θ) =
n∑
i=1
τi
wi
{
yiz
T
i θ − log(1 + ez
T
i θ)
}
. (20)
The following theorem gives the asymptotic distribution of θˆwover.
Theorem 4. If E(et‖x‖) <∞ for any t > 0, E(eθTt xzzT) is positive-definite, and λn → λ ≥ 0,
then under the conditions in (2) and (3), as n→∞,
√
n1(θˆ
w
over − θt) −→ N(0,Vwover), (21)
in distribution, where
Vwover =
(1 + λ)2 + λ
(1 + λ)2
E(eβTt x)M−1f . (22)
Remark 6. Note that in (22), (1+λ)
2+λ
(1+λ)2
≥ 1 and the equality holds only if λ = 0 or λ =∞.
Thus, Vwover ≥ Vf , meaning that over-sampling the cases may result in estimation efficiency
loss unless the number of over-sampled cases is small enough to be negligible (λ = 0) or it
is very large (λ =∞). Considering that over-sampling incurs additional computational cost
with potential estimation efficiency loss, this procedure is not recommended if the primary
goal is parameter estimation.
4.2 Over-sampled unweighted estimator with bias correction
For completeness, we derive the asymptotic distribution of the over-sampled unweighted
estimator with bias correction, θˆubcover, defined as θˆ
ubc
over = θ˜
u
over − bo, where
θ˜uover = arg max
θ
`uover(θ) = arg max
θ
n∑
i=1
τi
[
yiz
T
i θ − log{1 + ez
T
i θ}], (23)
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and
bo = (bo0, 0, ..., 0)
T = {log(1 + λn), 0, ..., 0}T. (24)
The following theorem is about the asymptotic distribution of θˆubcover.
Theorem 5. If E(et‖x‖) < ∞ for any t > 0, E(eθTt xzzT) is positive-definite, λn → λ ≥ 0,
and λne
αt → co for a constant co ∈ [0,∞), then under the conditions in (2) and (3), as
n→∞, √
n1(θˆ
ubc
over − θt) −→ N(0, Vubcover), (25)
in distribution, where
Vubcover =
(1 + λ)2 + λ
(1 + λ)2
E
(
eβ
T
t x
)
M−1obc2Mobc1M
−1
obc2,
Mobc1 = E
{
eβ
T
t x
(1 + coeβ
T
t x)2
zzT
}
, and
Mobc2 = E
(
eβ
T
t x
1 + coeβ
T
t x
zzT
)
.
Remark 7. Unlike the case of under-sampled estimators, for over-sampled estimators, the
unweighted estimator with bias correction θˆubcover has a lower estimation efficiency than the
weighted estimator θˆwover. To see this, letting h = (1 + coe
βTt x)−1 and v = eβ
T
t x/2(1 +
coe
βTt x)−1/2z in Proposition 1, we know that Vubcover ≥ Vwover, and the equality holds if co = 0.
Here, since λne
αtE(eβTt x) = n1λn
n0
{1 + oP (1)}, we can intuitively interpret coE(eβTt x) as the
ratio of the average times of over-sampled cases to the number of controls. If in addition
λ = 0, then Vubcover = V
w
over = Vf ; but in general, V
ubc
over ≥ Vwover ≥ Vf .
Remark 8. Compared with Theorem 4 for θˆwunder, Theorem 5 for θˆ
ubc
over requires an extra
condition that λne
αt → co ∈ [0,∞). In addition, Vubcover ≥ Vwover. Thus, if over-sampling has
to be implemented, then we recommend using the weighted estimator θˆwover.
5 Numerical experiments
5.1 Full data estimator θˆ
Consider model (1) with one covariate x and θ = (α, β)T. We set P(y = 1) = 0.02, 0.004,
0.0008 and 0.00016, and generate corresponding full data of sizes n = 103, 104, 105 and 106,
respectively. As a result, the average numbers of cases (yi = 1) in the resulting data are
E(n1) = 20, 40, 80 and 160. The above value configuration aims to mimic the scenario that
n→∞, P(y = 1)→ 0, and E(n1)→∞. The covariates xi’s are generated from N(1, 1) for
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cases (yi = 1) and from N(0, 1) for controls (yi = 0). For the above setup, the true value
of β is fixed βt = 1, and the true values of α are αt = −4.39, −6.02, −7.63 and −9.24,
respectively for the four different values of n. We repeat the simulation for S = 1, 000 times
and calculate empirical MSEs as eMSE(θˆj) = S
−1∑S
s=1(θˆ
(s)
j − θtj)2, j = 0, 1, where θˆ0 = αˆ,
θˆ1 = βˆ, and θˆ
(s)
j is the estimate from the s-th repetition.
Table 1 presents empirical MSEs (eMSEs) multiplied by E(n1) and n, respectively. We
see that E(n1)×eMSE(θˆj) does not diverge as n increases for both αˆ and βˆ. This confirms
the conclusion in Theorem 1 that θˆ converges at a rate of n
−1/2
1 (It implies that n1‖θˆ−θt‖2 =
OP (1)). On the other hand, values of n×eMSE(θˆj) are large, and they increase fast as n
increases, indicating that n‖θˆ−θt‖2 diverges to infinity. Table 1 confirms that although the
values of the full data sample sizes n are very large, it is the values of n1 that reflect the real
amount of available information about regression parameters, and they are actually much
smaller.
Table 1: Empirical MSE (eMSE) multiplied by E(n1) and n.
n E(n1) E(n1)×eMSE(θˆj) n×eMSE(θˆj)
αˆ βˆ αˆ βˆ
103 20 2.51 1.21 125.7 60.6
104 40 2.06 1.09 515.5 271.9
105 80 2.22 1.00 2774.4 1248.8
106 160 2.16 1.08 13474.9 6731.6
5.2 Sampling-based estimators
Now we provide numerical results about under-sampled and over-sampled estimators. Con-
sider model (1) with n = 105, x ∼ N(0, 1), and θt = (−6, 1)T, so that P(y = 1) ≈ 0.004.
For under-sampling, consider pi0 = 0.005, 0.01, 0.05, 0.1, 0.2, 0.5, 0.8, and 1.0; for over-
sampling, consider λn = 0, 0.22, 0.49, 1.23, 3.48, 6.39, 11.18 and 53.6, which corresponds to
log(1 + λn) = 0, 0.2, 0.4, 0.8, 1.5, 2.0, 2.5 and 4.0, respectively. We repeat the simulation
for S = 1, 000 times and calculate empirical MSEs as
eMSE(θˆg) =
1
S
S∑
s=1
‖θˆ(s)g − θt‖2,
where θˆ
(s)
g is the estimate from the s-th repetition for some estimator θˆg. We consider
θˆg = βˆ
w
under, βˆ
ubc
under, βˆ
w
over, and βˆ
ubc
over. Note that if pi0 = 1 then the under-sampled estimators
11
become the full data estimator, i.e., βˆwunder = βˆ
ubc
under = βˆ; if λn = 0, then the over-sampled
estimators become the full data estimator, i.e., βˆwover = βˆ
ubc
over = βˆ.
Figure 1 presents the simulation results. Figure 1 (a) plots eMSEs (×103) against pi0.
When pi0 is small, the number of controls in under-sampled data is small, and the resulting
estimators are not as efficient as the full-data estimator. For example, when pi0 = 0.005, the
numbers of cases and the numbers of controls are roughly the same, and we do see significant
information loss in this case. However, when pi0 gets larger, under-sampled estimators be-
comes more efficient, and when pi0 > 0.1, the performances of the under-sampled estimators
are almost as good as the full-data estimator. In addition, the unweighted estimator βˆubcunder
is more efficient than the weighted estimator βˆwunder for smaller pi0’s, and they both perform
more similarly to the full data estimator βˆ as pi0 grows. These observations are consistent
with the conclusions in Theorems 2 and 3, and the discussions in the relevant remarks.
Figure 1 (b) plots eMSEs (×103) against log(λn + 1). We see that the case over-sampled
estimators are less efficient than the full data estimator unless the average number of over-
sampled cases λn is very small or very large. For small λn, βˆ
w
over and βˆ
ubc
over perform similarly,
but βˆwover is more efficient than βˆ
ubc
over for large λn. The reason of this phenomenon is that
if λn is large, then the required condition of λne
αt → co ∈ [0,∞) in Theorem 5 for θˆubcover
may not be valid. This confirms our recommendation that the weighted estimator θˆwover is
preferable if over-sampling has to be used.
0.0 0.2 0.4 0.6
10
15
20
25
(a) eMSEs (×103) for under-sampling
0 1 2 3 4
7.5
8.0
8.5
9.0
(b) eMSE for over-sampling
Figure 1: Empirical MSEs (×103) of under-sampled and over-sampled estimators. The eMSE
(×103) for the full data estimator θˆ (the horizontal line) is also plotted for comparison. A
smaller eMSE means that the corresponding estimator has a higher estimation efficiency.
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6 Discussion and future research
In this paper, we have obtained distributional results showing that the amount of information
contained in massive data with rare events is at the scale of the relatively small total number
of cases rather than the large total number of observations. We have further demonstrated
that aggressively under-sampling the controls may not sacrifice the estimation efficiency at
all while over-sampling the cases may reduce the estimation efficiency.
Although the current paper focuses on the logistic regression model, we conjecture that
our conclusions are generally true for rare events data and will investigate more complicated
and general models in future research projects. As another direction, more comprehensive
numerical experiments are helpful to gain further understandings on parameter estimation
with imbalanced data. This paper has focused on point estimation. How to make valid and
more accurate statistical inference with rare events data still need further research. There is
a long standing literature investigating the effects of under-sampling and over-sampling in
classification. However, most investigations adopted an empirical approach, so theoretical
investigations on the effects of sampling are still needed for classification.
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Appendix
In this section, we give prove all theoretical results in the paper. To facilitate the pre-
sentation of the proof, denote
an =
√
neαt .
The condition that E(et‖x‖) <∞ for any t > 0 implies that
E(et1‖x‖‖z‖t2) <∞, (A.1)
for any t1 > 0 and t2 > 0, and we will use this result multiple times in the proof. The
inequality in (A.1) is true because for any t1 > 0 and t2 > 0, we can choose t > t1 and k > t2
so that
et‖x‖ ≥ e−tet‖z‖ = e−tet1‖z‖e(t−t1)‖z‖ ≥ (t− t1)
ke−t
k!
et1‖x‖‖z‖k ≥ (t− t1)
ke−t
k!
et1‖x‖‖z‖t2 .
with probability one.
A.1 Proof of Theorem 1
Proof of Theorem 1. The estimator θˆ is the maximizer of
`(θ) =
n∑
i=1
[
(α + xTi β)yi − log{1 + exp(α + xTi β)}
]
, (A.2)
so un = an(θˆ − θt) is the maximizer of
γ(u) = `(θt + a
−1
n u)− `(θt). (A.3)
By Taylor’s expansion,
γ(u) = a−1n u
T ˙`(θt) + 0.5a
−2
n
n∑
i=1
φi(θt + a
−1
n u´)(z
T
i u)
2, (A.4)
where φi(θ) = pi(α,β){1− pi(α,β)}, and
˙`(θ) =
∂`(θ)
∂θ
=
n∑
i=1
{yi − pi(θ)}zi =
n∑
i=1
{yi − pi(α,β)}zi
is the gradient of `(θ), and u´ lies between 0 and u. If we can show that
a−1n ˙`(θt) −→ N
(
0, Mf
)
, (A.5)
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in distribution, and for any u,
a−2n
n∑
i=1
φi(θt + a
−1
n u´)ziz
T
i −→Mf , (A.6)
in probability, then from the Basic Corollary in page 2 of Hjort and Pollard (2011), we know
that an(θˆ − θt), the maximizer of γ(u), satisfies that
an(θˆ − θt) = M−1f × a−1n ˙`(θt) + oP (1). (A.7)
Slutsky’s theorem together with (A.5) and (A.7) implies the result in Theorem 1. We prove
(A.5) and (A.6) in the following.
Note that
˙`(θt) =
n∑
i=1
{
yi − pi(αt,βt)
}
zi = 0, (A.8)
is a summation of i.i.d. quantities. Since αt → −∞ as n → ∞, the distribution of {y −
p(αt,βt)}z depends on n, we need to use a central limit theorem for triangular arrays.
The Lindeberg-Feller central limit theorem (see, Section ∗2.8 of van der Vaart, 1998) is
appropriate.
We exam the mean and variance of a−1n ˙`(θt). For the mean, from the fact that
E[{yi − pi(αt,βt)}zi] = E[E{yi − pi(αt,βt)|zi}zi] = 0,
we know that E{a−1n ˙`(θt)} = 0.
For the variance,
V{a−1n ˙`(θt)} = a−2n
n∑
i=1
V[{yi − pi(αt,βt)}zi] = a−2n nE{φ(θt)zzT}
= a−2n nE
{
eαt+β
T
t xzzT
(1 + eαt+β
T
t x)2
}
= E
{
eβ
T
t xzzT
(1 + eαt+β
T
t x)2
}
.
Note that
eβ
T
t xzzT
(1 + eαt+β
T
t x)2
−→ eβTt xzzT,
almost surely, and
eβ
T
t x‖z‖2
(1 + eαt+β
T
t x)2
≤ eβTt x‖z‖2 with E(eβTt x‖z‖2) ≤ ∞.
Thus, from the dominated convergence theorem,
V{a−1n ˙`(θt)} = E
{
eβ
T
t xzzT
(1 + eαt+β
T
t x)2
}
−→ E(eθTt xzzT).
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Now we check the Lindeberg-Feller condition. For any  > 0,
n∑
i=1
E
[
‖{yi − pi(αt,βt)}zi‖2I(‖{yi − pi(αt,βt)}zi‖ > an)
]
= nE
[
‖{y − p(θt)}z‖2I(‖{y − p(θt)}z‖ > an)
]
= nE
[
p(θt){1− p(θt)}2‖z‖2I(‖{1− p(θt)}z‖ > an)
]
+ nE
[{1− p(θt)}{p(θt)}2‖z‖2I(‖p(θt)z‖ > an)]
≤ nE[p(θt)‖z‖2I(‖z‖ > an)]+ nE[{p(θt)}2‖z‖2I(‖p(θt)z‖ > an)]
≤ a2nE{e‖βt‖‖x‖‖z‖2I(‖z‖ > an)}+ a2nE{e‖βt‖‖x‖‖z‖2I(‖z‖ > an)}
= o(a2n),
where the last step is from the dominated convergence theorem. Thus, applying the Lindeberg-
Feller central limit theorem (Section ∗2.8 of van der Vaart, 1998), we finish the proof of (A.5).
The last step is to prove (A.6). We first show that∣∣∣∣a−2n n∑
i=1
φi(θt + a
−1
n u´)‖zi‖2 − a−2n
n∑
i=1
φi(θt)‖zi‖2
∣∣∣∣
≤ a−2n
n∑
i=1
∣∣φi(θt + a−1n u´)− φi(θt)∣∣‖zi‖2
≤ ‖a−1n u´‖a−2n
n∑
i=1
pi(θt + a
−1
n u˘)‖zi‖3
=
‖a−1n u´‖
n
n∑
i=1
ex
T
i βt+a
−1
n u˘
Tzi
{1 + eθTt zi+a−1n u˘Tzi}2‖zi‖
3
≤ ‖a
−1
n u´‖
n
n∑
i=1
e(‖βt‖+‖u‖)(1+‖xi‖)‖zi‖3 = oP (1). (A.9)
Here u˘ lies between 0 and u´, and thus ‖a−1n u˘‖ ≤ ‖u‖ for an ≥ 1.
To finish the proof, we only need to prove that
a−2n
n∑
i=1
φi(θt)ziz
T
i −→ E(eβ
T
t xzzT), (A.10)
in probability. This is done by noting that
a−2n
n∑
i=1
φi(θt)ziz
T
i =
1
neαt
n∑
i=1
eθ
T
t zi
(1 + eθ
T
t zi)2
ziz
T
i (A.11)
=
1
n
n∑
i=1
ex
T
i βt
(1 + eθ
T
t zi)2
ziz
T
i = E(eβ
T
t xzzT) + oP (1), (A.12)
by Proposition 1 of Wang (2019).
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A.2 Proof of Theorem 2
Proof of Theorem 2. The estimator θˆwunder is the maximizer of `
w
under(θ) defined in (10), so√
an(θˆ
w
under − θt) is the maximizer of γwunder(u) = `wunder(θt + a−1n u) − `wunder(θt). By Taylor’s
expansion,
γwunder(u) =
1
an
uT ˙`wunder(θt) +
1
2a2n
n∑
i=1
δi
pii
φi(θt + a
−1
n u´)(z
T
i u)
2, (A.13)
where
˙`w
under(θ) =
∂`wunder(θ)
∂θ
=
n∑
i=1
δi
pii
{yi − pi(θ)}zi =
n∑
i=1
δi
pii
{yi − pi(α,β)}zi
is the gradient of `wunder(θ), and u´ lies between 0 and u. Similarly to the proof of Theorem 1,
we only need to show that
a−1n ˙`
w
under(θt) −→ N
[
0, E
{
eβ
T
t x(1 + ceβ
T
t x)zzT
}]
, (A.14)
in distribution, and for any u,
a−2n
n∑
i=1
δi
pii
φi(θt + a
−1
n u´)ziz
T
i −→ E
(
eβ
T
t xzzT
)
, (A.15)
in probability.
We prove (A.14) first. Recall that Dn is the full data set and δi = yi + (1− yi)I(ui ≤ pi0),
satisfying that
pii = E(δi|Dn) = yi + (1− yi)pi0 = pi0 + (1− pi0)yi.
We notice that
E(δi|zi) = pi(αt,βt) + {1− pi(αt,βt)}pi0 = pi0 + (1− pi0)pi(αt,βt).
Let ηi =
δi
pii
{yi − pi(θt)}zi, we know that ηi, i = 1, ..., n, are i.i.d., with the underlying
distribution of ηi being dependent on n. From direction calculation, we have
E(ηi|zi) = 0, and
V(ηi|zi) = E
[ {yi − pi(θt)}2
pi0 + yi(1− pi0)
∣∣∣∣zi]zizTi
=
[
pi(θt){1− pi(θt)}2 + pi−10 {1− pi(θt)}{pi(θt)}2
]
ziz
T
i
=
{
1− pi(θt) + pi−10 pi(θt)
}
pi(θt){1− pi(θt)}zizTi
=
1 + pi−10 e
αt+xTi βt
(1 + eαt+x
T
i βt)2
pi(θt)ziz
T
i
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≤ eαt(1 + pi−10 eαtex
T
i βt)ex
T
i βtziz
T
i .
Thus, by the dominated convergence theorem, we obtain that
V(ηi) = E{V(ηi|zi)} = eαtE
{
ex
T
i βt(1 + cex
T
i βt)ziz
T
i
}
{1 + o(1)}. (A.16)
Now we check the Lindeberg-Feller condition (Section ∗2.8 of van der Vaart, 1998). For
simplicity, let pi = pi0 + (1− pi0)y and δ = y + (1− y)I(u ≤ pi), where u ∼ U(0, 1). For any
 > 0,
n∑
i=1
E
{‖ηi‖2I(‖ηi‖ > an)}
=nE
[‖pi−1δ{y − p(θt)}z‖2I(‖pi−1δ{y − p(θt)}z‖ > an)]
=pi0nE
[‖pi−1{y − p(θt)}z‖2I(‖pi−1{y − p(θt)}z‖ > an)]
+ (1− pi0)nE
[
pi−1‖y{y − p(θt)}z‖2I(‖pi−1y{y − p(θt)}z‖ > an)
]
=pi0nE
[
p(θt)‖{1− p(θt)}z‖2I(‖{1− p(θt)}z‖ > an)
]
+ pi−10 nE
[{1− p(θt)}‖p(θt)z‖2I(pi−10 ‖p(θt)z‖ > an)]
+ (1− pi0)nE
[
p(θt)‖{1− p(θt)}z‖2I(‖{1− p(θt)}z‖ > an)
]
≤nE{p(θt)‖z‖2I(‖z‖ > an)}+ npi−10 E{‖p(θt)z‖2I(‖pi−10 p(θt)z‖ > an)}
≤neαtE{eβTt x‖z‖2I(‖z‖ > an)}+ npi−10 e2αtE{eβTt x‖z‖2I(pi−10 eαteαt‖z‖ > an)}
=o(neαt) = o(a2n),
where the second last step is from the dominated convergence theorem and the facts that
an → ∞ and limn→∞ eα/pi0 = c < ∞. Thus, applying the Lindeberg-Feller central limit
theorem (Section ∗2.8 of van der Vaart, 1998) finishes the proof of (A.14).
Now we prove (A.15). By direct calculation, we first notice that
∆1 ≡ a−2n
n∑
i=1
δi
pii
φi(θt)ziz
T
i =
1
n
n∑
i=1
{yi + (1− yi)I(ui ≤ pi0)}exTi βt
pii(1 + eαt+x
T
i βt)2
ziz
T
i (A.17)
has a mean of
E(∆1) =E
{
eβ
T
t x
(1 + eαt+β
T
t x)2
zzT
}
= E
(
eβ
T
t xzzT
)
+ o(1), (A.18)
where the last step is by the dominated convergence theorem. In addition, the variance of
each component of ∆1 is bounded by
1
n
E
{
e2β
T
t x‖z‖4
pi(1 + eαt+β
T
t x)4
}
≤ E(e
2βTt x‖z‖4)
npi0
= o(1), (A.19)
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where the last step is because neαt →∞ and eαt/pi0 → c <∞ imply that npi0 →∞. From
(A.18) and (A.19), Chebyshev’s inequality implies that ∆1 → E
(
eβ
T
t xzzT
)
in probability.
Notice that ∣∣∣∣a−2n n∑
i=1
δi
pii
φi(θt + a
−1
n u´)‖zi‖2 − a−2n
n∑
i=1
δi
pii
φi(θt)‖zi‖2
∣∣∣∣
≤ ‖a−1n u´‖a−2n
n∑
i=1
δi
pii
pi(θt + a
−1
n u˘)‖zi‖3
≤ ‖a−1n u´‖ ×
1
n
n∑
i=1
δi
pii
e(‖βt‖+‖u‖)‖zi‖‖zi‖3 ≡ ‖a−1n u´‖ ×∆2.
Since ‖a−1n u´‖ → 0, to finish the proof of (A.15), we only need to prove that ∆2 is bounded
in probability. Using an approach similar to (A.18) and (A.19), we can show that ∆2 has a
mean that is bounded and a variance that converges to zero.
A.3 Proof of Theorem 3
Proof of Theorem 3. If we use Υbc to denote the under-sampled objective function shifted
by b, i.e., Υbc(θ) = `
u
under(θ − b), then the estimator θˆubcunder is the maximizer of
Υbc(θ) =
n∑
i=1
δi
[
(θ − b)Tziyi − log{1 + e(θ−b)Tzi}
]
. (A.20)
We notice that
√
an(θˆ
ubc
under − θt) is the maximizer of γbc(u) = Υbc(θt + a−1n u)−Υbc(θt). By
Taylor’s expansion,
γp(u) =
1
an
uTΥ˙bc(θt) +
1
2a2n
n∑
i=1
δiφi(θt − b + a−1n u´)(zTi u)2, (A.21)
where
Υ˙bc(θ) =
∂Υbc(θ)
∂θ
=
n∑
i=1
δi{yi − pi(θt − b)}zi =
n∑
i=1
δi{yi − pi(αt − b,βt)}zi
is the gradient of Υbc(θ), and u´ lies between 0 and u.
Similarly to the proof of Theorem 1, we only need to show that
a−1n Υ˙bc(θt) −→ N
{
0, E
(
eβ
T
t xzzT
1 + ceβ
T
t x
)}
, (A.22)
19
in distribution, and for any u,
a−2n
n∑
i=1
δiφi(θt − b + a−1n u´)zizTi −→ E
(
ex
T
i βt
1 + cex
T
i βt
ziz
T
i
)
(A.23)
in probability.
We prove (A.22) first. Define ηui = δi{yi − pi(αt − b,βt)}zi. We have that
E(ηui|zi) = E[{pi0 + yi(1− pi0)}{yi − pi(αt − b,βt)}|zi]zi
= [pi(αt,βt){1− pi(αt − b,βt)} − pi0{1− pi(αt,βt)}{pi(αt − b,βt)}]zi = 0,
which implies that E(ηui) = 0. For the conditional variance
V(ηui|zi) = E[{pi0 + yi(1− pi0)}{yi − pi(αt − b,βt)}2|zi]zizTi
=
[
pi(αt,βt){1− pi(αt − b,βt)}2 + pi0{1− pi(αt,βt)}{pi(αt − b,βt)}2
]
ziz
T
i
=
eαt+x
T
i βt + pi0e
2(αt−b0+xTi βt)
(1 + eαt+x
T
i βt)(1 + eαt−b0+xTi βt)2
ziz
T
i
=
eαt+x
T
i βt
1 + eαt−b0+xTi βt
{1− pi(αt,βt)}zizTi ≤ eαtex
T
i βtziz
T
i ,
where ex
T
i βtziz
T
i is integrable. Thus, by the dominated convergence theorem, V(ηui) satisfies
that
V(ηui) = E{V(ηui|zi)} = eαtE
(
eβ
T
t x
1 + ceβ
T
t x
)
{1 + o(1)}. (A.24)
Therefore, we have
a−2n
n∑
i=1
V(ηui) −→ E
(
eβ
T
t x
1 + ceβ
T
t x
zzT
)
. (A.25)
Now we check the Lindeberg-Feller condition. For any  > 0,
n∑
i=1
E
{‖ηui‖2I(‖ηui‖ > an)}
=nE
[‖δ{y − p(θt − b)}z‖2I(‖δ{y − p(θt − b)}z‖ > an)]
=pi0nE
[‖{y − p(θt − b)}z‖2I(‖{y − p(θt − b)}z‖ > an)]
+ (1− pi0)nE
[‖y{y − p(θt − b)}z‖2I(‖y{y − p(θt − b)}z‖ > an)]
=pi0nE
[
p(θt)‖{1− p(θt − b)}z‖2I(‖{1− p(θt − b)}z‖ > an)
]
+ pi0nE
[{1− p(θt)}‖p(θt − b)z‖2I(‖p(θt − b)z‖ > an)]
+ (1− pi0)nE
[
p(θt)‖{1− p(θt − b)}z‖2I(‖{1− p(θt − b)}z‖ > an)
]
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≤nE{p(θt)‖z‖2I(‖z‖ > an)}+ pi0nE[‖p(θt − b)z‖2I(‖z‖ > an)]
≤neαtE{eβTt x‖z‖2I(‖z‖ > an)}+ pi−10 ne2αtE{e2βTt x‖z‖2I(‖z‖ > an)}
=o(neαt) = o(a2n),
where the second last step is from the dominated convergence theorem. Thus, applying the
Lindeberg-Feller central limit theorem (Section ∗2.8 of van der Vaart, 1998) finishes the proof
of (A.22).
No we prove (A.23). First, letting
∆3 ≡ a−2n
n∑
i=1
δiφi(θt − b)zizTi =
1
n
n∑
i=1
{yi + (1− yi)I(ui ≤ pi0)}e−b0+xTi βt
{1 + eαt−b0+xTi βt}2 ziz
T
i , (A.26)
the mean of ∆3 satisfies that
E(∆3) =E
[
eβ
T
t x
{1 + eαt+βTt x}{1 + eαt−b0+βTt x}zz
T
]
= E
(
eβ
T
t x
1 + ceβ
T
t x
zzT
)
+ o(1), (A.27)
by the dominated convergence theorem, and the variance of each component of ∆3 is bounded
by
1
n
E
[{y + (1− y)I(u ≤ pi0)}e−2b0+2βTt x
{1 + eαt−b0+βTt x}4 ‖z‖
4
]
≤ E(e
2βTt x‖z‖4)
npi0
= o(1). (A.28)
Thus, Chebyshev’s inequality implies that
∆3 −→ E
(
eβ
T
t x
1 + ceβ
T
t x
zzT
)
, (A.29)
in probability. Furthermore,∣∣∣∣a−2n n∑
i=1
δiφi(θt − b + a−1n u´)‖zi‖2 − a−2n
n∑
i=1
δiφi(θt − b)‖zi‖2
∣∣∣∣
≤ ‖a−1n u´‖a−2n
n∑
i=1
δipi(θt − b + a−1n u˘)‖zi‖3
≤ ‖a
−1
n u´‖
n
n∑
i=1
δi
pi0
e(‖βt‖+‖u‖)(1+‖xi‖)‖zi‖3 ≡ ‖a−1n u´‖ ×∆4 = oP (1), (A.30)
where the last step is because ∆4 is bounded in probability due to the fact that it has a
mean that is bounded and a variance that converges to zero. Combing (A.29) and (A.30),
(A.23) follows.
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A.4 Proof of Proposition 1
Proof of Proposition 1. Let
g =
1√
h
{
E(h−1vvT)
}−1
v −
√
h
{
E(vvT)
}−1
v.
Since ggT ≥ 0, we have
0 ≤ E(ggT) = {E(vvT)}−1E(hvvT){E(vvT)}−1 − {E(h−1vvT)}−1,
which finishes the proof.
A.5 Proof of Theorem 4
Proof of Theorem 4. The estimator θˆwover is the maximizer of (20), so
√
an(θˆ
w
over − θt) is the
maximizer of γwover(u) = `
w
over(θt + a
−1
n u)− `wover(θt). By Taylor’s expansion,
γwover(u) =
1
an
uT ˙`wover(θt) +
1
2a2n
n∑
i=1
τi
wi
φi(θt + a
−1
n u´)(z
T
i u)
2, (A.31)
where
˙`w
over(θ) =
∂`wover(θ)
∂θ
=
n∑
i=1
τi
wi
{yi − pi(θt)}zi =
n∑
i=1
τi
wi
{yi − pi(αt − b,βt)}zi
is the gradient of `wover(θ), and u´ lies between 0 and u. Similarly to the proof of Theorem 1,
we only need to show that
a−1n ˙`
w
over(θt) −→ N
{
0,
(1 + λ)2 + λ
(1 + λ)2
E
(
eβ
T
t xzzT
)}
, (A.32)
in distribution, and for any u,
a−2n
n∑
i=1
τi
wi
φi(θt + a
−1
n u´)ziz
T
i −→ E
(
eβ
T
t xzzT
)
, (A.33)
in probability.
We prove (A.32) first. Denote ηowi = τiw
−1
i {yi − pi(θt)}zi, so ηowi, i = 1, ..., n, are i.i.d.
with the underlying distribution of ηowi being dependent on n. From direction calculation,
we have
E(ηowi|zi) = 0, and
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V(ηowi|zi) = E
[{yi(3λn + λ2n) + 1}{yi − pi(θt)}2
(1 + λnyi)2
∣∣∣∣zi]zizTi
=
[
pi(θt){1− pi(θt)}2 (1 + λn)
2 + λn
(1 + λn)2
+ {1− pi(θt)}{pi(θt)}2
]
ziz
T
i
=
(1 + λn)
2 + λn
(1 + λn)2
eαteβ
T
t xziz
T
i {1 + oP (1)},
where the oP (1) is bounded. Thus, by the dominated convergence theorem, we obtain that
V(ηowi) =
(1 + λ)2 + λ
(1 + λ)2
eαtE
(
ex
TβtzzT
){1 + o(1)}.
Now we check the Lindeberg-Feller condition (Section ∗2.8 of van der Vaart, 1998). Let
w = 1 + λny and τ = yv + 1, where v ∼ POI(λn). For any  > 0,
n∑
i=1
E
[‖ηowi‖2I(‖ηowi‖ > an)]
= nE
[‖w−1τ{y − p(θt)}z‖2I(‖w−1τ{y − p(θt)}z‖ > an)]
≤ n
an
E
[‖w−1τ{y − p(θt)}z‖3
=
n
an
E
[
(1 + vy)3
(1 + λny)3
{y − p(θt)}3‖z‖3
]
≤ n
an
1 + 7λn + 6λ
2
n + λ
3
n
(1 + λn)3
E{p(θt)‖z‖3}+ n
an
E[{p(θt)}3‖z‖3]
≤ an

1 + 7λn + 6λ
2
n + λ
3
n
(1 + λn)3
E(exTi βt‖z‖3) + ane
2αt

E(e3xTi βt‖z‖3) = o(a2n).
Thus, applying the Lindeberg-Feller central limit theorem (Section ∗2.8 of van der Vaart,
1998) finishes the proof of (A.32).
Now we prove (A.33). Let
∆5 ≡ a−2n
n∑
i=1
τi
wi
φi(θt)ziz
T
i =
1
n
n∑
i=1
τi
wi
ex
T
i βt
(1 + eαt+x
T
i βt)2
ziz
T
i .
Since
E(∆5) =E
{
eβ
T
t x
(1 + eαt+β
T
t x)2
zzT
}
= E
(
eβ
T
t xzzT
)
+ o(1),
by the dominated convergence theorem, and each component of ∆5 has a variance that is
bounded by
1
n
E
{
2e2β
T
t x‖z‖4
(1 + eαt+β
T
t x)4
}
≤ 2E(e
2βTt x‖z‖4)
n
= o(1),
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applying Chebyshev’s inequality gives that
∆5 −→ E
(
eβ
T
t xzzT
)
,
in probability. Thus, (A.33) follows from the fact that∣∣∣∣a−2n n∑
i=1
τi
wi
φi(θt + a
−1
n u´)‖zi‖2 − a−2n
n∑
i=1
τi
wi
φi(θt)‖zi‖2
∣∣∣∣
≤ ‖a−1n u´‖a−2n
n∑
i=1
τi
wi
pi(θt + a
−1
n u˘)‖zi‖3
≤ ‖a
−1
n u´‖
n
n∑
i=1
τi
wi
e(‖βt‖+‖u‖)‖zi‖‖zi‖3 = oP (1),
where the last step is because n−1
∑n
i=1 τiw
−1
i e
(‖βt‖+‖u‖)‖zi‖‖zi‖3 has a bounded mean and a
bounded variance and thus it is bounded in probability.
A.6 Proof of Theorem 5
Proof of Theorem 5. The over-sampled estimator θˆubcover is the maximizer of
Υoc(θ) =
1
1 + λn
n∑
i=1
τi
[
(θ + bo)
Tziyi − log{1 + ezTi (θ+bo)}
]
. (A.34)
Thus,
√
an(θˆ
ubc
over − θt) is the maximizer of γoc(u) = Υoc(θt + a−1n u) − Υoc(θt). By Taylor’s
expansion,
γoc(u) =
1
an
uTΥ˙oc(θt) +
1
2a2n(1 + λn)
n∑
i=1
τiφi(θt + bo + a
−1
n u´)(z
T
i u)
2, (A.35)
where
Υ˙oc(θ) =
∂Υoc(θ)
∂θ
=
1
1 + λn
n∑
i=1
τi{yi − pi(αt + bo0,βt)}zi
is the gradient of Υoc(θ), and u´ lies between 0 and u.
Similarly to the proof of Theorem 1, we only need to show that
a−1n Υ˙oc(θt) −→ N
[
0,
(1 + λ)2 + λ
(1 + λ)2
E
{
eβ
T
t x
(1 + coeβ
T
t x)2
zzT
}]
, (A.36)
in distribution, and for any u,
1
a2n(1 + λn)
n∑
i=1
τiφi(θt + bo + a
−1
n u´)ziz
T
i −→ E
(
eβ
T
t x
1 + coeβ
T
t x
zzT
)
, (A.37)
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in probability.
We prove (A.36) first. Let ηobi = (1 + λn)
−1τi{yi − pi(αt + bo0,βt)}zi. We have that
(1 + λn)E(ηobi|zi) = E[(1 + λnyi){yi − pi(αt + bo0,βt)}|zi]zi
= [pi(αt,βt)(1 + λn){1− pi(αt + bo0,βt)}
− {1− pi(αt,βt)}{pi(αt + bo0,βt)}]zi = 0,
which implies that E(ηobi) = 0. For the conditional variance
(1 + λn)
2V(ηobi|zi)
= E[{1 + 3λnyi + λ2nyi}{yi − pi(αt + bo0,βt)}2|zi]zizTi
=
[
pi(αt,βt)(1 + 3λn + λ
2
n){1− pi(αt + bo0,βt)}2 + {1− pi(αt,βt)}{pi(αt + bo0,βt)}2
]
ziz
T
i
=
(1 + 3λn + λ
2
n)e
αt+xTi βt + e2(αt+bo0+x
T
i βt)
(1 + eαt+x
T
i βt)(1 + eαt+bo0+x
T
i βt)2
ziz
T
i
=
(1 + 3λn + λ
2
n)e
αt+xTi βt
(1 + eαt+bo0+x
T
i βt)2
1 + 1+2λn+λ
2
n
1+3λn+λ2n
eαt+x
T
i βt
1 + eαt+x
T
i βt
ziz
T
i
=
(1 + 3λn + λ
2
n)e
αt+xTi βt
(1 + eαt+bo0+x
T
i βt)2
ziz
T
i {1 + oP (1)}
= eαt(1 + 3λn + λ
2
n)
ex
T
i βt
(1 + coex
T
i βt)2
ziz
T
i {1 + oP (1)},
where the oP (1)’s above are all bounded and the last step is because (1+λn)e
αt → co. Thus,
by the dominated convergence theorem, V(ηobi) satisfies that
V(ηobi) = eαt
(1 + λ)2 + λ
(1 + λ)2
E
{
eβ
T
t x
(1 + coeβ
T
t x)2
}
{1 + o(1)}, (A.38)
which indicates that
1
a2n
n∑
i=1
V(ηobi) −→ (1 + λ)
2 + λ
(1 + λ)2
E
{
eβ
T
t x
(1 + coeβ
T
t x)2
zzT
}
. (A.39)
Now we check the Lindeberg-Feller condition. Recall that τ = yv + 1, where v ∼ POI(λn).
We can show that E{(1 + v)3} < 2(1 + λn)3. For any  > 0,
an(1 + λn)
3
n∑
i=1
E
{‖ηobi‖2I(‖ηobi‖ > an)} ≤ (1 + λn)3 n∑
i=1
E(‖ηobi‖3)
= nE
[‖τ 3{y − p(θt + bo)}z‖3]
= nE
[
p(θt)(1 + v)
3‖{1− p(θt + bo)}z‖3
]
+ nE
[{1− p(θt)}‖p(θt + bo)z‖3]
≤ 2n(1 + λn)3E
{
p(θt)‖z‖3
}
+ nE
{‖p(θt + bo)z‖3}
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≤ 2n(1 + λn)3eαtE
(
eβ
T
t x‖z‖3)+ n(1 + λn)3e3αtE(e3βTt x‖z‖3)
= (1 + λn)
3O(a2n).
This indicates that a−2n
∑n
i=1 E{‖ηobi‖2I(‖ηobi‖ > an)} = o(1), and thus the Lindeberg-Feller
condition holds. Applying the Lindeberg-Feller central limit theorem (Section ∗2.8 of van der
Vaart, 1998) finishes the proof of (A.36).
No we prove (A.37). Let
∆6 ≡ 1
a2n(1 + λn)
n∑
i=1
τiφi(θt + bo)ziz
T
i =
1
n
n∑
i=1
(1 + viyi)e
xTi βt
{1 + eαt+bo0+xTi βt}2 ziz
T
i . (A.40)
Note that
E(∆6) = E
{
(1 + λny)e
βTt x
(1 + eαt+bo0+β
T
t x)2
zzT
}
(A.41)
= E
{
eβ
T
t x
(1 + eαt+β
T
t x)(1 + eαt+bo0+β
T
t x)
zzT
}
(A.42)
= E
(
eβ
T
t x
1 + coeβ
T
t x
zzT
)
+ o(1), (A.43)
by the dominated convergence theorem, and the variance of each component of ∆6 is bounded
by
1
n
E
[
(1 + vy)2e2β
T
t x
{1 + eαt+bo0+βTt x}4‖z‖
4
]
=
1
n
E
[{1 + (3λn + λ2n)p(θt)}e2βTt x
{1 + eαt+bo0+βTt x}4 ‖z‖
4
]
≤ E(e
2βTt x‖z‖4)
n
+
eαt(3λn + λ
2
n)
n
E
(
e3β
T
t x‖z‖4) = o(1),
where the last step is because n−1eαtλ2n = (e
αtλn)
2a−2n → 0 and both expectations are finite.
Therefore, Chebyshev’s inequality implies that ∆6 → 0 in probability. Thus, (A.37) follows
from the fact that∣∣∣∣ 1a2n(1 + λn)
n∑
i=1
τiφi(θt + bo + a
−1
n u´)‖zi‖2 −
1
a2n(1 + λn)
n∑
i=1
τiφi(θt + bo)‖zi‖2
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≤ ‖a
−1
n u´‖
a2n(1 + λn)
n∑
i=1
τipi(θt + bo + a
−1
n u˘)‖zi‖3
≤ ‖a
−1
n u´‖
n
n∑
i=1
(1 + viyi)e
(‖βt‖+‖u‖)‖zi‖‖zi‖3 = oP (1),
where the last step is from the fact that n−1
∑n
i=1(1 + viyi)e
(‖βt‖+‖u‖)‖zi‖‖zi‖3 has a bounded
mean and a bounded variance, and an application of Chebyshev’s inequality.
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