In the problem of testing one-sided hypotheses, a frequentist may measure evidence against the null hypothesis by the value, while a Bayesian may measure it by the posterior probability that the null hypothesis is true. In this paper, we consider the relationship between the generalized value and the Bayesian evidence in testing one-sided hypotheses in the presence of nuisance parameters. The sufficient conditions for the agreement between these two kinds of evidence are given. Some examples are provided to show the agreement of Bayesian and frequentist evidence in many classical testing problems. This is an illustration of reconcilability of evidence in a general framework where the nuisance parameters are present.
Introduction
In testing a statistical hypothesis 0 , Lindley [1] illustrated the possible discrepancy between the Bayesian and frequentist evidence. The relationship between these two kinds of evidence is then extensively studied in the literature. Some important references on this topic include Bartlett [2] , Edwards et al. [3] , Pratt [4] , Dickey [5] , Shafer [6] , Berger and Delampady [7] , Berger and Sellke [8] , Meng [9] , and Micheas and Dey [10] .
For the one-sided testing problem
the Bayesian evidence is typically given by the posterior probability of 0 and the frequentist evidence is given by the value. For the situation of testing a location parameter, Casella and Berger [11] considered testing hypotheses (1) based on observing = , where has a location density ( − ). Under the assumptions that (⋅) is symmetric about zero and that ( − ) has monotone likelihood ratio, it is showed that the lower bound of the posterior probability of 0 is equal to the corresponding value for many classes of prior distributions.
This means that the Bayesian and frequentist evidence are reconcilable in the situation of testing one-sided hypotheses of a location parameter. However, this is not a very general result on the agreement between the Bayesian and frequentist evidence which can cover more testing situations. The relationship of evidence in testing a scale parameter or other parameters is not considered. More generally, it does not consider the situation where nuisance parameters are present. However, the presence of nuisance parameters is very common in practice. For example, we are frequently confronted with the problem of testing a location parameter in the presence of an unknown scale parameter.
In the presence of nuisance parameters, Yin [12] derived the equality of the generalized value and Bayesian posterior probability of the null hypothesis in the one-sided testing problem under the exponential distribution. However, this is also a result of agreement of evidence in quite specific situation. In this paper, we focus on the one-sided testing problem and study the relationship between the Bayesian and frequentist evidence in a more general setting where the presence of nuisance parameters is allowed. The sufficient conditions for the equivalence between the Bayesian and frequentist evidence are, respectively, given for the one sample and two (or more) samples testing situations.
Agreement of Evidence
In the presence of nuisance parameters, we consider testing one-sided hypotheses in (1) based on a random sample = ( 1 , 2 , . . . , ). However, the classical value is typically not available when nuisance parameters are present. Tsui and Weerahandi [13] introduced the concept of the generalized value which appears to be useful in situations where conventional frequentist approaches do not provide appropriate measure of evidence. Let = ( 1 , 2 , . . . , ) be a random sample distributed with distribution function ( ; ), where = ( , ) is an unknown vector in parameter space Ω, ∈ Θ is a real-valued parameter of interest, and ∈ Δ is the nuisance parameter. Assume that ∈ is the observed value of . Definition 1. Let = ( ; , ) be a function of , , and = ( , ). is said to be a generalized test variable if it has the following three properties:
(a) = ( ; , ) does not depend on unknown parameters.
(b) When is specified, has a probability distribution that is free of nuisance parameters.
(c) For fixed and , ( ( ; , ) ≥ ( ; , ) | ) is nondecreasing in for any given = ( ; , ).
According to properties (a)-(c) of Definition 1, the larger observed values ( ; , ) of ( ; , ) can be considered as extreme values of the distribution under the null hypothesis 0 , so they suggest stronger evidence against 0 .
Definition 2.
Based on a generalized test variable = ( ; , ), the generalized value for testing the one-sided hypotheses (1) is defined as
Many researches have been carried out to construct the generalized value for many specific examples including the well-known Behrens-Fisher problem. Hannig et al. [14] provided a general method for constructing the generalized value under the framework of fiducial inference.
Definition 3.
Suppose that there is a random variable with known distribution on space Ξ and that ℎ( , ) is a function from Ω × Ξ to such that
for every ∈ Ω. Furthermore, assume that for any observation ∈ of and ∈ Ξ of , the equation = ℎ( , ) has a unique solution in Ω which is denoted by ( ). Then (a) the distribution of ( ) is called the fiducial distribution of with respect to ; (b) the distribution of ( ( )) is called the (marginal) fiducial distribution of = ( ) with respect to .
By Definition 3, the fiducial distribution of = ( ) is
Hannig et al. established that if the conditions in Definition 3 hold and if the equation = ℎ( , ) has a unique solution in Ξ for any and , the generalized value for testing the one-sided hypotheses (1) is just equal to the fiducial value, = ( 0 ). For one-sided hypothesis testing problem (1) and in the presence of nuisance parameters, we now give the conditions for the agreement between the frequentist evidence, the generalized value, and the Bayesian evidence, the posterior probability that 0 is true. 
where 1 and 2 are two independent random variables with a known joint probability density ( 1 , 2 ), and suppose that the prior distribution of ( , ) is ( , ) = 1/ .
(i) The fiducial distribution of ( , ) is equivalent to its posterior distribution. (ii) For the one-sided testing problem of form (1) , where = ( , ) is the parameter of interest, the generalized value is equivalent to the posterior probability of 0 .
Proof. (i) On the one hand, since ( 1 , 2 ) = ( + 1 , 2 ), we can obtain the functional model as
based on which we have
Since ( 1 , 2 ) has a density ( 1 , 2 ), it can be obtained that the fiducial distribution of ( , ) is
On the other hand, the density of ( 1 , 2 ) can be obtained as
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If the prior distribution for ( , ) is ( , ) = 1/ , the posterior distribution of ( , ) is
By (8) and (10) we know that the fiducial distribution of ( , ) is equivalent to its posterior distribution.
(ii) On the one hand, we know by (i) that the posterior probability of 0 is equivalent to the corresponding fiducial value ( 0 ), where ( ) denotes the fiducial distribution of . On the other hand, under the assumptions of the theorem it is obvious that the conditions of Definition 3 are satisfied and ( 1 , 2 ) = ( + 1 , 2 ) has unique solution in the space of ( 1 , 2 ) for any given ( 1 , 2 ) and ( , ), so that the generalized value is equivalent to the fiducial value ( 0 ). This completes the proof.
For the two-sample testing situation, we also have the result on the agreement between the Bayesian and frequentist evidence which we summarize as Theorem 5. 
(ii) For the one-sided testing problem of form (1) , where 
Since ( ) .
On the other hand, the density of ( 11 , 12 , 21 , 22 ) is
) .
Consequently, the posterior distribution of
.
By (15) and (17), it is obtained that the fiducial distribution of ( , ) is equivalent to its posterior distribution.
(ii) The proof is by analogy with that of (ii) of Theorem 4.
International Journal of Mathematics and Mathematical Sciences
Note that the result on the agreement between the Bayesian and frequentist evidence in the two samples situation of Theorem 5 can be easily extended to the general situation of ( ≥ 2) samples.
Examples

Normal Distribution.
The problem of testing parameters of a normal distribution has its wide applicability. Let 1 , 2 , . . . , be independently distributed according to the normal distribution ( , 2 ), where both and 2 are unknown. Let
We know that √ ( 1 − )/ and ( − 1) 2 2 / 2 are independently distributed with (0, 1) and 2 ( − 1). Let
be independent. We have
By Theorem 4 we know that if the noninformative prior distribution for ( , ) = 1/ is used, then for any parameter = ( , ) of interest in the problem of testing hypotheses in (1) the generalized value is equivalent to the posterior probability that the null hypothesis is true.
The problem of comparing the parameters of two normal distributions arises in comparing two treatments, products, and so forth. We now consider the two-sample testing situation. Let 1 , 2 , . . . , and 1 , 2 , . . . , be independently distributed with the normal distributions ( 1 , 2 ), respectively. Let
and let 
√ ,
By applying Theorem 5, it is obtained that if we use the noninformative prior ( 1 , 1 , 2 , 2 ) = 1/( 1 2 ), then for any parameter = ( 1 , 1 , 2 , 2 ) in testing hypotheses (1), the generalized value is equivalent to the posterior probability of the null hypothesis being true.
The fiducial (or posterior) distributions for some important parameters of interest are listed in Table 1 , based on which we can give the generalized value which is also the posterior probability of the null hypothesis for testing hypotheses of form (1). In Table 1 , is a standard normal random variable, From Table 1 we observe that if 1 = 1 and 2 = 0, the distribution reduces to the fiducial (or posterior) distribution of a normal mean. If 1 = 0 and 2 = 1, the distribution reduces to the fiducial (or posterior) distribution of a normal standard variance. If 1 = 1 and 2 = , the distribution then reduces to the fiducial (or posterior) distribution of thequantile, where is the -quantile of the standard normal distribution.
In addition, by Theorem 4, an immediate agreement of evidence can be obtained in testing 0 : = / ≤ 0 , which is the hypothesis about the mean expressed in -unit, and in testing 0 : = ( ≤ 0 ) ≤ 0 , which is the hypothesis about the distribution function of the normal variable with mean and variance 2 at a fixed value 0 . The generalized value which is equivalent to the posterior probability of 0 can be easily obtained according to Table 1 
We know that
are jointly sufficient statistics for ( , ) and
are independently distributed with 2 (2) and 2 (2 − 2). Let
If the prior distribution of ( , ) is ( , ) = 1/ , then according to Theorem 4, for each parameter = ( , ) of interest in testing hypotheses (1) under a two-parameter exponential distribution, the generalized value is equivalent to the corresponding posterior probability of the null hypothesis.
The problem of comparing parameters of two exponential distributions arises in many theoretical and applied contexts. A case in point is the problem of lifetime testing in the theory of reliability. We then begin to consider the relationship between the Bayesian and frequentist evidence in a twopopulation context. Let 1 , 2 , . . . , and 1 , 2 , . . . , be independently distributed with the two-parameter exponential distributions
( 1 , 1 ) and ( 2 , 2 ), respectively, where all the parameters are unknown. The observations are type II censored data
< , and (1) < (2) < ⋅ ⋅ ⋅ < ( ) , < . The prior distribution in the situation of two populations is ( 1 , 1 , 2 , 2 ) = 1/( 1 2 ).
If we denote
and if
which are independent, then we have that ( 2 ) .
By Theorem 5, for any parameter = ( 1 , 1 , 2 , 2 ) of interest in one-sided testing problem (1), the equivalence between the generalized value and the posterior probability of the null hypothesis being true can be obtained. Table 2 lists the fiducial (or posterior) distributions for some important parameters of interest under the twoparameter exponential distribution. The generalized value which is also the posterior probability of the null hypothesis for testing one-sided hypotheses (1) can be easily obtained according to the corresponding distribution in Table 2 , where Note from Table 2 that if 1 = 1 and 2 = 0, the distribution reduces to the fiducial (or posterior) distribution for testing the location parameter . If 1 = 0 and 2 = 1, the distribution reduces to the fiducial (or posterior) distribution for testing the scale parameter .
In the theory of reliability, a parameter of particular interest under a two-parameter exponential distribution is often a quantile of the form + , where is a known and fixed constant. The agreement between the generalized value and the Bayesian evidence for testing this quantile can be obtained by Theorem 5 and the evidence can be given easily according to Table 2 .
Moreover, the agreement between the Bayesian and frequentist evidence for testing the reliability function = ( ≥ 0 ) = exp{−( 0 − )/ }, where 0 is a fixed value, can be obtained by Theorem 5. Since the hypothesis 0 : exp{−( 0 − )/ } ≤ 0 can be equivalently expressed as 0 : − ln 0 ≤ 0 , the generalized value which is equivalent to the posterior probability of the null hypothesis can be obtained easily according to Table 2 . International Journal of Mathematics and Mathematical Sciences Table 2 : Fiducial (or posterior) distribution for some important parameters of interest under the two-parameter exponential distribution.
Parameter
Fiducial (or posterior) distribution
Weibull Distribution.
In the theory of survival analysis and the theory of reliability, one of the most important distributions is the Weibull distribution ( , ) whose density is
where > 0 and > 0.
Suppose that ∼ ( , ) and let = ln , then the density of is
where = ln and = 1/ . We know that (32) is the density of the extreme value distribution which is denoted by EV( , ). It can be verified that ( ) = − and Var( ) = 2 2 /6, where is the Euler constant. Note that it is more convenient to make inferences on the parameters of a Weibull distribution under (32) since it is a location-scale family. Let 1 , 2 , . . . , be independently distributed according to the Weibull distribution ( , ) and let = ln , = 1, 2, . . . , . Then 1 , 2 , . . . , are independently distributed according to the density (32). Let
and let
and then we have
If the prior distribution for ( , ) is ( , ) = 1/ , then according to Theorem 4, we can obtain the equivalence between the generalized value and the posterior probability of the null hypothesis for the problem of testing hypotheses about = ( , ) = * ( , ). But we have to note that ( 1 , 2 ) is not sufficient for ( , ) in this situation and therefore may lead to some loss of information about the parameters which is contained in the sample. Now we consider the two-sample situation. Let , 2 ) , respectively, where = ln , = 1, 2, and = 1/ , = 1, 2. Now let
Consequently, we can obtain the equivalence between the Bayesian and frequentist evidence in testing one-sided hypotheses about = ( 1 , 1 , 2 , 2 ) = * ( 1 , 1 , 2 , 2 ) of interest by Theorem 5 given that the prior distribution for ( 1 , 1 , 2 , 2 ) is ( 1 , 1 , 2 , 2 ) = 1/( 1 2 ).
Conclusions
For the one-sided testing problem, we give the sufficient conditions for the equivalence between the generalized value and the posterior probability that the null hypothesis is true. By applying the proposed method to some specific examples we show the agreement between the Bayesian and frequentist evidence in many classical testing situations. This is an illustration of reconcilability of the Bayesian and frequentist evidence in the one-sided testing problems under a quite general framework where the presence of nuisance parameters is allowed.
For the testing problems we have considered in this paper, the posterior distribution of the parameter of interest is equivalent to the corresponding fiducial distribution, which is basically the main reason for the equivalence between the generalized value and the posterior probability of the null hypothesis. In the problem of testing a normal standard variance, we have that
where 2 −1 is a chi-squared random variable with −1 degrees of freedom. This means that we can give a constructive form of the posterior distribution for a parameter of interest since we have a general method of formulating a fiducial distribution. This kind of constructive form of distributions may bring us significant convenience in computation and simulation. If the conditions for the agreement of evidence hold for a certain distribution or a family of distributions, the corresponding fiducial (or posterior) distribution table like Table 1 or Table 2 can be given for the convenience of use in theory and practice.
