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Abstract
Neurons are excitable cells which communicate with each other via electrical signals.
In general, these signals are processed by the Neurons in a nonlinear fashion, the
exact mathematical description of which is still an open problem in neuroscience.
In this thesis, the broad topic of nonlinear signal processing is approached from
two directions. The first part of the thesis is devoted to the question how input
signals modulate the neural response. The second part of the thesis is concerned
with the nonlinear reconstruction of input signals from the neural output and with
the estimation of the amount of the transmitted information.
The nonlinear modulation of the neural response is studied by extending the linear
response theory. For the analytically tractable leaky integrate-and-fire model, we
derive the second-order response function that allows to predict the time-dependent
firing rate in response to general time-dependent signals, which is not only a single-
neuron statistics which is often measured in experiments, but can also be regarded
as the instantaneous population rate of a group of uncoupled neurons subject to the
same external drive. The weakly nonlinear theory reveals for the leaky integrate-
and-fire model several interesting features. For cosine signals, the theory successfully
describes the excitation of higher harmonics, a frequency-dependent change of the
time-averaged firing rate, and a strong nonlinear interaction of multiple input signals.
The weakly nonlinear regime emerges as a transition between the regime of linear
encoding and a highly nonlinear regime in which the neuron exhibits mode-locking
behavior. The transition emerges not only for increasing signal amplitude, as sug-
gested by the Volterra expansion of the firing rate, but also for decreasing strength of
the intrinsic noise. Beyond the analytically tractable leaky integrate-and-fire model
with white Gaussian current noise, we also measure numerically the second-order re-
sponse function for a biophysically more realistic spiking neuron model with channel
noise. The similarity of the weakly nonlinear response for the two models suggests
that the discussed features do not hinge on the particularities of the models but are
of a more general nature.
The nonlinear reconstruction of input signals and the nonlinear estimation of the
information content of the neural spike count is studied by extending the linear
lower bound for the mutual information. For the special case of a static input sig-
nal, we derive a quadratic lower bound which can be used as a simple estimate for
the mutual information. Our result is expressed in terms of linear and nonlinear cor-
relation coefficients which can be computed for any signal-processing system with
time-independent input and output. From a decoding perspective, the quadratic
lower bound corresponds to the minimal information that is recovered from the
output via a quadratic reconstruction. We demonstrate that the quadratic signal
reconstruction outperforms the linear theory if the mean of the output variable
exhibits a nonlinear signal dependence. More interestingly, however, the quadratic
lower bound can be used as an estimate of the mutual information for systems which
exhibit a signal-dependent variance and for which the linear lower bound is always
zero. For two different neuron models we demonstrate that a quadratic reconstruc-
tion of the input signal can outperform the linear reconstruction significantly. This
finding implies that higher-order correlations between signal and spike count carry
information which is not accounted for by the linear correlations. For the estimation
of the mutual information between signal and spike count we find that the linear and
Page iii
the quadratic lower bounds tightly approximate the mutual information for weak
signals. For stronger signals, however, the quadratic lower bound provides an accu-
rate estimate of the mutual information for a larger range of signal strengths than
the linear lower bound.
The results of this thesis demonstrate how existing linear theories can be extended
to capture nonlinear contributions of the signal to the neural response or to incor-
porate nonlinear correlations into the estimation of the transmitted information.
More importantly, however, our analysis demonstrates that these extensions do not
merely provide small corrections to the existing linear theories but can account for
qualitatively novel effects which are completely missed by the linear theories. These
effects include, for example, the excitation of harmonic oscillations in the neural fir-




Neurone sind anregbare Zellen, die mit Hilfe von elektrischen Signalen miteinander
kommunizieren. Im allgemeinen werden eingehende Signale von den Nervenzellen
in einer nichtlinearen Art und Weise verarbeitet. Wie diese Verarbeitung in einer
umfassenden und exakten Art und Weise mathematisch beschrieben werden kann,
ist bis heute nicht geklärt und ist Gegenstand aktueller Forschung. In dieser Arbeit
untersuchen wir die nichtlineare Übertragung und Verarbeitung von Signalen durch
stochastische Nervenzellen und wenden dabei zwei unterschiedliche Herangehenswei-
sen an. Im ersten Teil der Arbeit befassen wir uns mit der Frage, auf welche Art
und Weise ein Signal mit einer bekannten Zeitabhängigkeit die Rate der neuronalen
Aktivität beeinflusst. Im zweiten Teil der Arbeit widmen wir uns der Rekonstrukti-
on eingehender Signale aus der durch sie hervorgerufenen neuronalen Aktivität und
beschäftigen uns mit der Abschätzung der übertragenen Informationsmenge.
Wir untersuchen die nichtlineare Modulation der neuronalen Aktivitätsrate, in-
dem wir die Theorie der linearen Antwort um die nächsthöhere Ordnung erweitern.
Für das Integratorneuron mit Leckstrom (LIF Neuron, eng: leaky integrate-and-fire
neuron) präsentieren wir eine analytische Herleitung der Antwortfunktion zweiter
Ordnung und stellen eine Theorie der schwach nichtlinearen Antwort auf. Diese
Theorie ermöglicht es die nichtlineare Modulation der neuronalen Aktivitätsrate
einer einzelnen Zelle zu beschreiben, kann aber auch für die Beschreibung der Akti-
vität einer Population von ungekoppelten Nervenzellen, die mit einem gemeinsamen
Signal getrieben werden, verwendet werden. Für das LIF Neuron zeigt die schwach
nichtlineare Theorie die folgenden nichtlinearen Effekte auf: i) Kosinussignale kön-
nen höhere harmonische Oszillationen der neuronalen Aktivitätsrate anregen. ii)
Kosinussignale können die zeitgemittelte Aktivitätsrate in einer nichtlinearen Art
und Weise erhöhen oder verringern. iii) Mehrere Kosinussignale mit unterschied-
lichen Frequenzen führen zu einer Frequenzmischung in der neuronalen Antwort.
Interessanterweise ist der Grad der Ausprägung der schwach nichtlinearen Effekte
nicht nur von der Signalamplitude sondern auch von der Stärke des intrinsischen
Rauschens abhängig. Die Antwortfunktion zweiter Ordnung kann nicht nur ana-
lytisch berechnet, sondern kann auch aus experimentellen oder numerischen Da-
ten bestimmt werden. Für ein biophysikalisch komplexeres Neuronenmodell als das
LIF Modell, ergibt eine solche numerische Messung, dass die von uns beschriebenen
schwach nichtlinearen Effekte für beide Modelle gleichermaßen auftreten und somit
robust sind.
Für die Untersuchung der nichtlinearen Rekonstruktion von Signalen erweitern wir
die Theorie der linearen Signalrekonstruktion, indem wir quadratische Beiträge der
neuronalen Aktivität bei der Signalrekonstruktion mitberücksichtigen. Für statische
Signale leiten wir anschließend eine quadratische untere Schranke her, die eine einfa-
che Abschätzung für die Transinformation zwischen einem Signal und der Aktivität
des durch das Signal getriebenen Neurons erlaubt. Während die direkte Messung der
Transinformation nur mit großen Datenmengen möglich ist, die für biologische Neu-
ronen manchmal schlichtweg nicht in der erforderlichen Menge verfügbar sind, lässt
sich die untere Schranke mit Hilfe nichtlinearer Korrelationskoeffizienten zwischen
dem Signal und der neuronalen Antwort ausdrücken und lässt sich für jedes belie-
bige System, welches eine zeitunabhängige Signalvariable in eine zeitunabhängige
Antwortvariable überführt, problemlos auswertet. Die quadratische untere Schranke
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stellt dabei nicht nur einen Schätzwert für die Transinformation dar, sondern gibt
auch die Menge an Information an, die durch einen optimalen quadratischen Filter
aus der neuronalen Aktivität extrahiert werden kann. Für ein Gaußsches Modell,
welches eine Signalvariable in eine Antwortvariable überführt, zeigen wir, dass, ins-
besondere dann wenn der Mittelwert der Ausgangsvariable eine schwach nichtlineare
Signalabhängigkeit aufweist, der quadratische Filter signifikant mehr Information
aus der Antwortvariablen extrahiert als ein linearer Filter. Der interessantere Fall
tritt allerdings ein, wenn der Mittelwert der Antwortvariablen signalunabhängig ist
und lediglich die Varianz der Antwort eine Signalabhängigkeit aufweist. In diesem
Fall kann die quadratische untere Schranke erfolgreich als Schätzwert für die Trans-
information verwendet werden, wohingegen die lineare untere Schranke immer null
ist. Für zwei verschiedene Neuronenmodelle zeigen wir, dass die quadratische untere
Schranke einen besseren Schätzwert für die Transinformation darstellt als die lineare
untere Schranke, da sie für eine größere Spanne an Signalstärken gültig ist. Ferner
demonstrieren wir, dass ein quadratischer Filter für bestimmte Signalstärken wesent-
lich mehr Information aus der neuronalen Aktivität extrahiert als der lineare Filter.
Dieses Ergebnis weist darauf hin, dass Korrelationen höherer Ordnung zwischen
dem Signal und der neuronalen Aktivität Information über das Signal enthalten, die
durch den linearen Korrelationskoeffizienten nicht erfasst wird.
Die Ergebnisse dieser Arbeit demonstrieren, wie die etablierten linearen Theo-
rien, die die Modellierung der neuronalen Aktivitätsrate bzw. die Rekonstruktion
von Signalen beschreiben, um Beiträge höherer Ordnung erweitert werden können.
Einen wichtigen Beitrag dieser Arbeit stellt allerdings auch die Darstellung der Si-
gnifikanz der nichtlinearen Theorien dar. Die nichtlinearen Beiträge erweisen sich
nicht nur als schwache Korrekturen zu den etablierten linearen Theorien, sondern
beschreiben neuartige Effekte, die durch die linearen Theorien nicht erfasst werden
können. Zu diesen Effekten gehört zum Beispiel die Anregung von harmonischen
Oszillationen der neuronalen Aktivitätsrate und die Kodierung von Signalen in der
signalabhängigen Varianz einer Antwortvariablen.
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1 Introduction
Abstract | In this chapter we will introduce the main topic of this
thesis, the mathematical tools that we will use for the mathematical analy-
sis, and the neural models that we will employ for the numerical simulations.
In order to survive in an ever changing environment, successfully find food, recognize po-
tential mating partners or escape predators, many organisms developed over the course
of evolution an organ that allows them to process sensory stimuli and respond to these
stimuli via movement and behavioral responses. This organ is the brain, a structure
which consists of many little elements, the nerve cells or neurons, which are intercon-
nected in a complex manner and interact with each other via electrical signals. While in
the beginning of the 20th century neuroscience was mostly the realm of clinicians and
electrophysiologists, over the years more and more scientific disciplines became involved
into the research of brain function [1]. Today, many approaches to study the brain
coexist and range from behavioral studies in psychophysics [2], functional magnetic res-
onance imaging (fMRI) studies of the blood flow in different brain areas [3], and EEG
measurements of patients with neural impairments [4] to electrophysiological studies of
the activity of single neurons [5]. This large range of different approaches reflects a very
interesting feature of the brain that has also a great appeal to theoretical physicists:
The properties of very small elements, the neurons, that are only some micrometers in
size, determine the emergence of complex phenomena on a macroscopic level like the
properties of neural networks or even behavior and cognition. It is this influence of mi-
croscopic elements on macroscopic phenomena over multiple orders of magnitude that
makes understanding the brain a very difficult task.
In order to one day be able to understand the brain on a macroscopic level, we first
have to understand the dynamics of the elements that this complex organ is built of -
the neurons. Neurons are electrically active cells, which communicate with each other
via voltage pulses, which are also referred to as spikes. How exactly neurons encode
incoming signals into outgoing spikes is still not fully understood and the search for this
neural code remains a hot topic of ongoing research [6, 7]. If we knew what the neural
code was, it would enable us to either predict the neural response to an incoming signal
(signal encoding) or it would enable us to infer the incoming signal from an observation
1
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of the outgoing spikes (signal decoding). In this thesis, we will try to uncover some
aspects of neural signal encoding and decoding by studying mathematically tractable
neuron models. Although neurons are in general complex cells which have intricate mor-
phological structures we will ignore this complexity. Instead we will study rather simple
phenomenological neuron models, which can nevertheless reproduce the key property
that allows neurons to communicate with each other - their electrical activity. It has
been found that such phenomenological neuron models can reproduce neural activity to
a high degree of accuracy, while still being amenable to mathematical analysis [8, 9]. The
difficulty in quantifying and studying signal responses for neurons and neuron models
lies in the fact that their dynamics are highly nonlinear [10]. Although, under certain
assumptions, linear theories can be successfully employed to describe neural responses in
experiments [11, 12], nonlinear theories are needed in order to understand and analyze
the encoding and decoding of signals for different dynamic regimes of neural firing and
for a wide range of stimulus parameters. It is the main aim of this thesis to provide addi-
tional tools for such a nonlinear analysis of neural data and to demonstrate under which
circumstances nonlinear encoding and decoding are relevant for neural signal processing.
In particular, in chapter 2 we will introduce a weakly nonlinear theory for the modu-
lation of the neural firing rate by a time-dependent signal and derive the second order
response function for a neuron model analytically. We demonstrate that for cosine sig-
nals the weakly nonlinear theory is not merely a correction to the linear theory but can
account for several highly pronounced nonlinear effects: excitation of harmonics, a non-
linear dependence of the mean firing rate on the signal, and a strong nonlinear response
to the combination of two or more cosines. Chapter 2 is concluded by a demonstra-
tion of the presence of the nonlinear effects in a neuron model with a dynamic spiking
mechanism and channel noise, hereby demonstrating the robustness and relevance of
the weakly nonlinear response theory for neural firing rates. The findings presented in
chapter 2 have been previously published by the author and his supervisor in [13].
Chapter 3 is devoted to the extension of the linear signal reconstruction and the
linear lower bound for the mutual information. In particular, we will introduce for the
special case of a static signal a quadratic reconstruction filter which incorporates higher-
order statistics of input and output for the retrieval of information from the neural
spike count. For this quadratic filter we will derive a quadratic lower bound, which
indicates the information which is accessed by the quadratic filter. For a simple toy model
we demonstrate how the quadratic reconstruction filter can recover information from a
purely noise-coded signal - a feat at which the linear reconstruction fails. For the leaky
integrate-and-fire model we demonstrate that the quadratic lower bound can exceed the
linear lower bound, hereby demonstrating that a non linear filter can extract significantly
more information than a linear filter does. The chapter is concluded by a demonstration
of the nonlinear encoding of information in the spike count for a neuron model with a
dynamic spiking mechanism and channel noise. The results from chapter 3 are currently
under preparation for submission [14]. The thesis is concluded by a discussion of the
results from chapter 2 and chapter 3.
In the remainder of the current chapter, we will proceed with the introduction of some
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1.1. STATISTICAL METHODS FOR THE ANALYSIS OF NEURAL DATA
statistical tools for the analysis of neural data. We will then describe two linear theories
which are commonly employed for the analysis of signal processing in neural systems:
the linear response theory and the linear signal reconstruction. This introduction is con-
cluded by a short description of the neural models which will be considered throughout
this thesis.
1.1 Statistical methods for the analysis of neural data
One peculiarity about neural systems is the high variability of responses. Upon repeated
presentation of the same stimulus or upon repeated injection of the same electrical
current, nerve cells exhibit responses that vary from trial to trial. This variability mainly
comes from three sources: i) The synapses, which are the little elements that connect two
nerve cells with each other, are not always reliable. When a signal arrives at the synapse
it is sometimes not transmitted [15] and sometimes a response is generated although no
signal was received [16]. ii) The dynamics of the electrical activity of the nerve cells
are governed by channels, which generate an ion flow across the membrane of the cell
and therefore lead to an increase or a decrease of the voltage. Because there is only
a finite number of channels for each cell and because a channel opens and closes in a
probabilistic manner, also the voltage exhibits random fluctuations [17]. iii) The third
possible source of variability arises from inputs to the nerve cell which come from other
neurons of the neural network and which are not controlled by the experimenter. For
many neuronal systems in cortex this background noise is the most pronounced source
of variability [18], although recently there has been evidence that background activity
can be also very low in the cortex of alive animals [19, 20].
Since the experimenter does not know the origin and the meaning of those inputs,
they can be modeled by a stochastic noise process. In this sense noise only means
that the purpose and origin of these inputs is not known and does not say anything
about their usefulness or value for the neural system. Indeed, many studies have shown
that noise can have a beneficial effect on the transmission of signals [21]. A review
about the different noise sources in neural systems can be found in [22]. Because of the
ubiquitous presence of noise in neural systems, neural responses cannot be quantified
in a deterministic manner but have to be studied by statistical methods (cf. e.g. [23]).
Some of these methods will be introduced in the following.
The electrical response emitted by each single neuron consists of stereotypic pulses
that have an amplitude of about 100 mV and typically a duration of 1-2 ms. A series
of such pulses or spikes is called a spike train. Since the shape of the spikes emitted
by a neuron always looks alike, only the timing and number of the spikes can carry




δ(t− ti) , (1.1)
which are located at the spike times ti. Averaging the spike train Eq. (1.1) over differ-
ent independent realizations of the noise (in a biological experiment corresponding to
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different trials with the same signal) we obtain the time-dependent firing rate
r(t) = 〈x(t)〉 . (1.2)
In this thesis, we will consider stationary conditions, i.e. conditions for which the statis-
tics of the noise and the parameters of the neural system do not change over time. For
such a setup, the time dependence in Eq. (1.2) stems solely from the applied signal.
Sometimes, instead of determining the exact spike times ti it can be more convenient
to simply count the number of spikes within a time window T , which gives us the spike
count
N(T ) = number of spikes within the time interval ]0, T ] . (1.3)
Averaging the spike count over different realizations of the noise gives us the mean
spike count 〈N(T )〉. For experiments in which the signal is zero, the firing rate is time
independent and denoted by r0. For time-independent but nonzero stimuli the firing
rate is also constant and will be denoted by r. For a sufficiently large observation time
the constant firing rate is related to the mean spike count via a simple relation:
r = 〈N(T )〉
T
. (1.4)
Relation Eq. (1.4) implies that for time-independent signals the firing rate and the mean
spike count carry the same information.
So far we only considered linear moments of the spike train and the spike count, which
provide information about the average influence of the signal on the neural response. In
order to quantify the variability of the neural response we also have to consider second-
order moments. The variability of the spike count is usually quantified by the Fano
factor [25]




〈N(T )〉 , (1.5)
which can not only be used to quantify the variability of the count in the absence of a
signal, i.e. the variability due to noise, but also to quantify the signal dependence of this
variability as, for example, in [26, 27].
The second-order statistic which not only quantifies the variance of the spike train
but also indicates how the values of the spike train at different times are correlated with
each other is the spike-train autocorrelation function
Rxx(τ) = 〈x(t+ τ)x(t)〉 − 〈x(t+ τ)〉 〈x(t)〉 . (1.6)
Most of the time, however, the spike train autocorrelation function is hard to interpret







dt eiωtx(t) . (1.7)
Now the variance of the different Fourier components of the spike train can be quantified
by the spike train power spectrum
Sxx(ω) = lim
T→∞
〈x̃T (ω)x̃∗T (ω)〉 − 〈x̃T (ω)〉 〈x̃∗T (ω)〉
T
, (1.8)
where the asterisk denotes the complex conjugated. Similarly, the variance of the Fourier
modes of a time-dependent signal can be quantified by the signal power spectrum
Sss(ω) = lim
T→∞
〈s̃T (ω)s̃∗T (ω)〉 − 〈s̃T (ω)〉 〈s̃∗T (ω)〉
T
, (1.9)
where s̃ is the Fourier-transformed signal. Note, that according to the Wiener-Khinchin
theorem [28] the power spectrum can be obtained from the autocorrelation function,
Eq. (1.6), via a Fourier transform. Because the Fourier transform is a linear transfor-
mation, the power spectrum contains the same information about the variability of a
variable as the autocorrelation function. Only the convenience of their interpretation
for a given analysis makes one preferable over the other. Further note that for sta-
tionary processes x(t) and s(t) and non-vanishing frequencies f > 0, one finds that
〈x̃T (ω)〉 = 〈s̃T (ω)〉 = 0, which in principle allows to simplify Eq. (1.8) and Eq. (1.9).
However, for f = 0 one finds that in general 〈x̃T (0)〉 6= 0 and 〈s̃T (0)〉 6= 0.
1.2 Linear encoding
One of the first studies which showed that neurons respond to external sensory stimuli by
a modulation of their discharge rate was the experiment conducted by Adrian on sensory
neurons in the leg muscles of frogs [29]. Since then many studies have found that the
firing rates of sensory neurons can be modulated by the time-course of external signals
from different modalities in different animals [30, 31, 32, 33, 34]. These modulations
of activity are processed by subsequent layers of neurons in the brain and ultimately
lead to the generation of memories or the initiation of movement. The neurons of the
different processing layers are organized in complex networks and it is the ultimate
goal of neuroscience to uncover the basic principles by which these neurons process
information about sensory signals. But before we can explain how networks of neurons
process information we first have to understand how a signal is encoded in the response
of one neuron or one layer of independent neurons. Already this seemingly simple task
can pose substantial difficulties because the voltage response of neurons to incoming
signals is highly nonlinear and can exhibit very complex dynamics. However, for the
average rate of voltage spikes, which are generated by a neuron, in many cases one
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rather simple theory proved to be very successful - the linear response theory. This
theory was originally developed in quantum physics [35] but was later also applied in
various other disciplines [36, 37]. The linear response theory exploits the fact that, in
general, the time-dependent response, r(t), of a nonlinear dynamical system which is
subject to a time-dependent signal, s(t), can be written as a Volterra series [38, p. 289]
r(t) = r0 + ε
t∫
−∞







2 K2(t− t′2, t− t′′2)s(t′2)s(t′′2) + . . .
(1.10)
where ε is a small parameter scaling the amplitude of the input signal. For weak signals
(ε 1), higher order terms in ε can be neglected and we arrive at the linear response
r(t) ≈ r0 + ε
t∫
−∞
dt′1 K1(t− t′1)s(t′1) . (1.11)
The first term in the above equation represents the output of the system in the absence
of a signal. The second term in Eq. (1.11) represents the linear contribution of the
input signal and its history to time-dependent fluctuations of the output at time t. The
linear filter K1 in Eq. (1.11) determines how strong past values of the signal contribute
to the response and the integral essentially sums over all those contributions. For a
physical system, the linear filter is a causal filter with the property that K(t) = 0 for
t < 0, meaning that the response of the system can be only affected by past values of
the signal but not by its future values. The notation in Eq. (1.11) is simplified if one





≈ 2πδ(ω)r0 + εχ1(ω)s̃(ω) , (1.12)





dt eiωtK1(t) . (1.13)
Apart from the delta peak at ω = 0, the Fourier-transformed linear response, Eq. (1.12),
can be represented by a simple product of two functions without any integration. For
this reason, it is often convenient to study neural responses in the Fourier space. The
specific shape of χ1(ω) depends on the properties of the dynamical system under study
and can be either measured numerically for physical or biological systems or computed
analytically for mathematical models.
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In the context of neuroscience linear response theory was successfully applied to study
properties of signal transmission in real neurons [11, 12, 39] and for analytic calculations
of the response of neural models [40, 41, 42]. Some questions that could be tackled by
the use of the linear response theory are, for example, the transmission of fast signals
[43, 44] and the stability of recurrent neural networks [45]. Despite its success, however,
linear response theory cannot describe the full dynamic range of nonlinear systems and,
consequently, extensions of the linear response theory have been studied e.g. in nonlinear
optics [46, 47, 48] and magnetic particle imaging [49]. For neural systems the nonlinear
response was measured experimentally [50, 51, 52, 53], was employed to study the net-
work stability of a recurrent network [54] and even calculated analytically for a simple
Poisson neuron model [55]. However, a complete theory for the second-order response
for a neuron model with explicit voltage dynamics is still missing and it is still an open
question whether the second-order response bears any significance for biological neurons.
It is the aim of chapter 2 to fill this gap, to derive a complete second order response
theory for the leaky integrate-and-fire model, to identify the second-order effects of a
signal on the neural output and to demonstrate under which conditions the second-order
effects are expected to be most pronounced in biological neurons.
1.3 Linear decoding
In the previous section we talked about the linear encoding of signals, i.e. we talked
about the prediction of the statistics of the output for a given input signal. In this
section we will consider the reverse approach and discuss how it is possible to reconstruct
the input signal from an observation of the neural output. One possible approach is the
linear signal reconstruction, which is discussed in detail in [38] and which we will shortly
introduce in the following.
Linear signal reconstruction
We observe a spike train and we would like to reconstruct the signal that led to the
generation of this spike train. The difficulty in the reconstruction lies in the nonlinear
nature of the spike generation mechanism in neural systems and the ubiquitous influence
of neural noise, which we discussed above. Consequently, two questions arise: i) How
much information about the input signal is contained int the neural output? ii) How can
we extract this information and how can we use it for the reconstruction of the signal?
First we attempt to write the reconstructed input signal, srec, as a functional of the
neural response. We will try to "guess" a mathematical operation that extracts informa-
tion about the input signal from the neural response and will in the end compare the
estimated signal with the real signal that was presented to the neural system. A rather
simple yet very effective choice is a linear filter operation [56], for which the reconstructed
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dτ h(t− τ)x(τ) . (1.14)
The linear kernel h(t) in the above equation is determined by an optimization routine
which maximizes the quality of the reconstruction. Therefore, Eq. (1.14) is sometimes
referred to as the optimal linear reconstruction. Note, that Eq. (1.14) is essentially a
Volterra expansion of srec(t) with respect to x(t) which is truncated after the first-order
term and is in this sense similar to the linear response in Eq. (1.11). The difference
between the two Volterra expansions, however, is that in contrast to Eq. (1.11) the
linear kernel in Eq. (1.14) is in general not causal, because the neural output at t′ > t is
in general contributing to the reconstruction of the signal at time t. In order to compute
the optimal linear kernel h(t), we first Fourier transform Eq. (1.14) into
s̃rec(ω) = h̃(ω)x̃(ω) , (1.15)
such that we get rid of the integral in Eq. (1.14). Now, the optimal linear filter is
determined by minimizing the variance of the reconstruction error η̃(ω) = s̃(ω)− s̃rec(ω).









〈x̃T (ω)s̃∗T (ω)〉 − 〈x̃T (ω)〉 〈s̃∗T (ω)〉
T
(1.17)
is the cross spectrum between the spike train and the signal. By inserting h̃ from
Eq. (1.16) into Eq. (1.15) it is possible to use Eq. (1.15) for the reconstruction of the
input signal from an observation of the output x̃.
The quality of the resulting reconstruction can be assessed via the squared linear
correlation function between the real signal s̃(ω) and the reconstructed signal s̃rec(ω)
Cs,srec(ω) =
| 〈s̃(ω)s̃∗rec(ω)〉 − 〈s̃(ω)〉 〈s̃∗rec(ω)〉 |2(
〈s̃(ω)s̃∗(ω)〉 − 〈s̃(ω)〉 〈s̃∗(ω)〉
)(
〈s̃rec(ω)s̃∗rec(ω)〉 − 〈s̃rec(ω)〉 〈s̃∗rec(ω)〉
) .
(1.18)














From the right hand side of Eq. (1.19), we can see that in order to determine whether
a signal can be reconstructed linearly from the output or not, we don’t have to actually
perform the reconstruction. Instead it is sufficient to measure the coherence function,
which requires only the knowledge of the second-order statistics of input and output,
in order to assess the potential quality of the reconstruction. The coherence function
quantifies linear correlations of the frequency components of the signal with the respec-
tive frequency components of the spike train. It attains values between zero and one,
where values of the coherence which are close to one indicate that the linear reconstruc-
tion successfully extracts information about the signal from the neural spike train. For
time-independent stimuli which are encoded in the spike count Eq. (1.14) reduces to
srec = h ·N (1.21)
with
h = 〈Ns〉 − 〈N〉 〈s〉
〈N2〉 − 〈N〉2
. (1.22)
One of the first successful demonstrations of a reconstruction of a visual stimulus from
the spike trains of a neuron in the visual system of the fly was performed by Bialek et
al. [12]. Since then it has been demonstrated in many studies that the linear signal
reconstruction can successfully extract information about the signal from the neural
output. However, there is one problem with the linear signal reconstruction and the
coherence function (or the linear correlation coefficient for static signals): It is not clear
how to interpret low values of these functions. On the one hand, low values could mean
that there is only little information about the signal in the spike train and that most
of the spikes are caused by the internal noise, on the other hand low values could mean
that the information in the neural output is not accessible to a linear filter but could
potentially be retrieved by other (nonlinear) methods. Indeed, it has been found that
the linear filter works well for neural systems with weak input signals but fails for strong
input signals, where the signal encoding is expected to be nonlinear. Consequently, the
following question arises: How can we quantify the total information that is contained
in the output without making assumptions about the neural code or about possible
decoding mechanisms? The answer to this question is provided by information theory,
which we will introduce in the following section.
Information theory
In order to be able to quantify the information that a neural output contains about
an input signal, we first need a definition of what information actually is. A formal
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definition of information, that can be applied to statistical codes (such as the neural
code) was provided by Shannon in 1948 [57], the main concepts of which will be briefly
introduced in the following.
Consider a discrete output variable N . Given that we know the statistical properties




P (Ni) log2 (P (Ni)) , (1.23)
where P (Ni) is the probability that the variable N will attain the state i and where
the sum runs over all possible states. The entropy Eq. (1.23) gives the total variability
of the output measured in bits and indicates the minimum average number of binary
questions ("yes" / "no" questions) that are needed to determine the exact state of the
variable N [58]. Alternatively, we can interpret Eq. (1.23) as an average of the expression
log2(1/Pi), which in turn can be interpreted as a measure of the surprise or uncertainty
associated with the state i. The less likely a state is, the more surprising it is to observe
that state upon an observation of the system and the more uncertainty we have about
N before we observe its state. Therefore, Eq. (1.23) can be interpreted as the average
surprise or the average uncertainty associated with the random variable N .
If N is the output of a system that is subject to an input signal s and if we know the
value of s for a given realization of the output N , then in general our surprise about N
will be reduced. The average surprise associated with the random variable N given that
we know the input signal s, i.e. the entropy of N conditioned on s, is defined as follows:






P (Ni|sj) log2 (P (Ni|sj)) , (1.24)
where P (Ni|sj) is the conditional probability that N is in state i given that s is in state
j. If the state of the signal is known, then the only source for the variability of the
output is the intrinsic noise of the system. Therefore, Eq. (1.24) is also referred to as the
noise entropy. Analogously to the entropy in Eq. (1.23), Eq. (1.24) can be interpreted
as the minimum average number of binary questions that are needed to determine the
exact state of N given that we know the state of the signal. Because the knowledge of
the signal already provides some information about the output, the number of question
needed to determine the state of N will be reduced as compared to Eq. (1.23).
The key property of information theory, the mutual information between the input s
and output N , is defined by the difference of the entropies in Eq. (1.23) and Eq. (1.24):
MI = HN −HN |s . (1.25)
From the above equation we find that in the framework of information theory, informa-
tion is defined as the mean reduction of uncertainty about the output variable N upon
observation of the input variable s. Using the Bayes’ theorem,
P (Ni|sj)P (sj) = P (Ni, sj) = P (sj |Ni)P (Ni) , (1.26)
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which shows that the mutual information is a symmetric quantity with respect to signal
and output. In other words, the reduction of uncertainty that a signal is providing about
the neural output (signal encoding) equals the reduction of uncertainty that a neural
output is providing about the signal (signal decoding). In this sense, signal encoding
and signal decoding are simply two sides of the same coin. Furthermore, looking at
Eq. (1.27) we can interpret the mutual information simply as a nonlinear measure of
the statistical dependencies between the signal s and the output N which are captured
by the joint probability P (Ni, sj). For statistically independent variables one finds that
P (Ni, sj) = P (Ni)P (sj) and the mutual information in Eq. (1.27) is zero.
So far we have considered only two variables, e.g. a static signal and the neural spike
count, in which case each of the single variables can be quantified by univariate proba-
bility distributions. For time-dependent signals and outputs, it is necessary to perform a
time-discretization, such that the signal and output are represented by random vectors,
~s and ~x, and different elements of the vectors correspond to the values of signal and
output in different time-bins. For the time-dependent case, the input and output are












where i and j now correspond to different states of the signal and output vectors. For
continuously distributed variables, the entropies are referred to as differential entropies














ds dx p(x, s) log2 p(x|s) . (1.29)












For time-dependent signals and neural spike trains, the mutual information has been
measured in some experimental studies [59, 60], although the estimation of the prob-
abilities of the states is not straightforward [61] and can only be performed for neural
systems for which a lot of data can be recorded [62]. Nevertheless, the information the-
ory by Shannon provides a rigorous definition of information and allows to quantify the
full information that the neural output caries about the signal. In particular, the mutual
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information does not rely on assumptions about the underlying "neural code" but simply
accounts for all (potentially nonlinear) statistical dependencies between signal and out-
put. In this sense, the mutual information is a nonlinear measure of signal transmission
and a comparison of the mutual information with linear information measures can reveal
regimes in which signal encoding is nonlinear.
Linear lower bound for the mutual information
In the previous section we introduced the mutual information, which allows to determine
the total information that is contained in the neural output about an input signal. The
mutual information can be interpreted as the maximal amount of information about a
stimulus which can potentially be extracted from the output either by a mathematical
operation or by a biological readout mechanism in the brain. The knowledge of the
maximally available information is a prerequisite for the evaluation of biological read-
out mechanisms or for candidate neural codes which may or may not actually use this
information.
The minimal rate at which information can be recovered by the linear signal recon-






dω log2 (1− C(ω)) . (1.31)
The linear lower bound can be formally shown to be always smaller than or equal to the








where ρs,N is the Pearson’s correlation coefficient between the signal and the output.
For different neuronal systems it has been shown that the linear lower bound comes
very close to the exact mutual information, indicating that a linear reconstruction can
extract almost all of the information that is present in the output [62]. Indeed, the close
match between the linear lower bound and the exact mutual information has been so
compelling, that the linear lower bound has been often used as an estimate for the exact
mutual information. In recent years, however there is more and more evidence, that
the linear reconstruction performs sub optimally and that the exact mutual information
can be much larger than the linear lower bound [64, 65, 66]. If the linear reconstruction
fails to extract all of the information that is in the neural output, the question arises
by which mechanisms this information can be accessed. It is the aim of chapter 3 of
this thesis to provide a nonlinear extension to the linear theory and to demonstrate the




The goal of this thesis is to contribute to a better understanding of the basic principles of
nonlinear signal processing in neural systems. Therefore, it is not appropriate to study
complex neural models for which we have no chance to uncover any basic principles.
Instead we follow for the selection of the complexity of a neural model the following
simple rule: The model should be "simple enough to be useful but complex enough to
be meaningful" [9]. The leaky integrate-and-fire (LIF) model satisfies this rule perfectly.
It ignores the complex morphology and the detailed biology of nerve cells and is easy
enough to be amenable to a mathematical analysis. On the other hand it is complex
enough to reproduce certain features of neural responses quite well [8, 9]. In particular,
the LIF model is able to reproduce certain features of nonlinear signal transmission of
real neurons [67]. The effects which we will first discuss for the LIF model will also be
demonstrated for the sodium and potassium (NaK) neuron model. In contrast to the
LIF model, the NaK model exhibits implicit dynamics for the generation of spikes and
is endowed with discrete channel noise. The demonstration of nonlinear signal encoding
and decoding for the NaK model will demonstrate that our analytical and theoretical
results do not hinge on the particularities of one single model but are of a more general
nature.
Leaky integrate-and-fire (LIF) model
The historical origin of the LIF neuron model dates as far back as 1907 [68]. Nevertheless,
although more than a century has passed since then, the model has not lost its appeal
until today (see [69] for a historical overview). The LIF model can reproduce some
aspects of the nonlinear behavior of real nerve cells. At the same time the model is
still amenable to an extensive mathematical analysis. For example, the LIF model has
been successfully employed for the mathematical study of signal transmission in single
neurons (e.g. in [40, 41]) and for the mathematical description of neural networks (e.g.
in [45, 54, 70, 71]). The time-dependent voltage dynamics of the LIF model is given by
τmv̇ = −v + µ+ εs(t) +
√
2Dξ(t) , (1.33)
which is complemented by a fire and reset rule: Whenever the voltage hits the threshold
vT a spike is registered and the voltage is reset to the reset value vR. For the duration of
the refractory time τr the voltage is fixed to the reset value and only after the refractory
time has passed, the voltage again follows Eq. (1.33). In this thesis we will consider a
dimensionless variant of Eq. (1.33) with vT = 1 and vR = 0. An example of a signal, a
voltage trajectory, spike trains and the time-dependent firing rate is shown in Fig. 1.1.
The noise ξ(t) in Eq. (1.33) is a Gaussian white noise with zero mean that is uncorrelated
in time. The noise strength D scales the strength of the noise process and the parameter
µ corresponds to the mean current that is applied to the neuron. For the mathematical
analysis and for most of the simulations in this thesis, we will set the membrane time-






































Figure 1.1: Input signal, voltage, spike trains and firing rate for the LIF
model. (a) Gaussian signal with a constant non-vanishing power spectrum for frequen-
cies up to fc = 0.3 and vanishing power for f > fc. (b) voltage; (c) spike trains for
different trials (small black dots); The spike train corresponding to the voltage in b) is
shown in the first row (large orange dots). (d) Time-dependent firing rate. The firing
rate is obtained by trial averaging over 100000 spike trains, the first 100 of which are
shown in (c). Parameters are ε = 0.05, µ = 1.1, D = 0.001.
of τm and the firing rate becomes a dimensionless quantity. For µ > vT the voltage in
Eq. (1.33) always runs towards the threshold, even for D = 0. Therefore, this regime is
called the mean-driven regime. For µ < vT the voltage of the neuron cannot cross the
threshold if the intrinsic noise is switched off (D = 0). Only for D > 0 the neuron can
cross the threshold due to fluctuations caused by the noise. Consequently, the regime
with µ < vT is called the fluctuation-driven regime. In this thesis we will show that
the mean-driven and the fluctuation-driven regimes have very different properties with
respect to nonlinear signal processing.
Although Eq. (1.33) is usually used to implement the numerical simulation of the LIF
model, for a mathematical analysis of the statistics of the neural response it is often
more convenient to consider a differential equation for the time-dependent density of the
voltage p(v, t). Such an equation is called Fokker-Planck equation [28, 37] and for the
LIF model it is given by [72]
∂tp(v, t) =L̂0p(v, t)− εs(t)∂vp(v, t) + r(t− τr)δ(v − vR) , (1.34)
where L̂0 = ∂v (v − µ+D∂v). In addition to Eq. (1.34) the density p(v, t) has to obey
boundary conditions and a normalization condition. First, an absorbing boundary con-
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dition at the threshold leads to
p(vT , t) = 0 (1.35)
and for the derivative at the threshold the absorbing boundary conditions implies
−Dp′(vT , t) = r(t) , (1.36)
where the prime denotes a partial derivative with respect to v. Furthermore, the density
is continuous everywhere, which in particular at vR leads to
lim
∆v→0
(p(vR + ∆v, t)− p(vR −∆v, t)) = 0 . (1.37)
The density should also be integrable implying
lim
v→−∞
p(v, t) = 0 . (1.38)
Finally, the density is normalized to one
vT∫
−∞
dv p(v, t) +
t∫
t−τr
dt′ r(t′) = 1 , (1.39)
where the last term in the above equation is taking into account realizations of the
model that are in the refractory state at time t. As we will discuss later in detail, the














which is the firing rate of the neuron in the absence of any signals. The power spectrum
can be also be computed from the Fokker-Planck formalism and reads [75]
Sxx(ω) = r0
∣∣∣Diω (µ−vT√D )∣∣∣2 − e2∆ ∣∣∣Diω (µ−vR√D )∣∣∣2∣∣∣Diω (µ−vT√D )− e∆eiωτrDiω (µ−vR√D )∣∣∣2 (1.41)
where ∆ = (v2R − v2T + 2µ(vT − vR))/(4D) and where the function D is the parabolic
cylinder function [76]. The analytical result for the linear response function for the LIF











The explicit expression for the unperturbed rate, the power spectrum and the linear
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response function are very helpful for the mathematical analysis of signal transmission
in single neurons but also for the study of the dynamics of neural networks. The ex-
pressions in Eqs. (1.40-1.42) can also be evaluated numerically by different programming
languages, which is usually faster and less error prone than measuring these quantities
from numerical simulations of Eq. (1.33). In chapter 2 we will employ the Fokker-Planck
formalism for the derivation of the nonlinear response of the LIF model and will employ
Eq. (1.40) and Eq. (1.42) for the subsequent quantitative analysis of the nonlinear signal
transmission for the LIF model. The expression for the power spectrum Eq. (1.41) will
be used in chapter 3.
Izhikevich’s sodium-potassium (NaK) model with ion channel noise
The NaK model was introduced by Izhikevich in [10] and is similar to the two-dimensional
Morris-Lecar model [77]. Here, we consider a type of the NaK model which is subject
to ion channel noise [78]. This will allow us to test whether nonlinear signal processing,
which we will demonstrate for the LIF model, can also be observed in a model with a
more biologically plausible type of noise. The voltage dynamics of the NaK model are
given by
Cv̇ = I0 + εs(t)− IL(v)− INa(v)− IK(v, n(t)) , (1.43)
where I0 is a constant input current, IL is a passive leak current, INa is a determin-
istic "persistent sodium" current and IK is a potassium current gated by the number
of open potassium channels 0 ≤ n(t) ≤ ntot where ntot is the total number of chan-
nels. The number of open channels n(t) comprises a time-dependent stochastic process
with voltage dependent per capita transition rates ρo(v) for channel opening and ρc(v)
for channel closing. In our simulations, we consider a potassium current with a high
threshold and the following parameters: Passive leak current IL = gL(v−EL) with gL =
8mS/cm2 and EL = −80mV, "persistent sodium" current INa = gNam∞(v)(v − ENa)
with gNa = 20mS/cm2, ENa = 60mV and voltage dependent activation m∞(v) =
1/{1 + exp[(−20mV − v)/15mV]}; potassium current IK = (n(t)/N)gk(v − EK) with
gK = 10mS/cm2, EK = −90mV. Membrane capacitance is C = 1µF/cm2. The per
capita transition rate for channel opening is ρo(v) = 1/{1 + exp[(−25mV − v)/5mV]}
and for closing is ρc(v) = 1−ρo(v). The total number of potassium channels is ntot = 100.
Whenever the voltage in Eq. (1.43) exceeds 0mV a spike is registered. An example of an
input signal, a voltage trajectory, spike trains and the resulting time-dependent firing
rate are shown in Fig. 1.2.
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Figure 1.2: Input signal, voltage, spike trains and firing rate for the NaK
model. (a) Gaussian signal with a constant non-vanishing power spectrum for frequen-
cies up to fc = 80 Hz and vanishing power for f > fc. (b) voltage; (c) spike trains for
different trials (small black dots); The spike train corresponding to the voltage in b) is
shown in the first row (large orange dots). (d) Time-dependent firing rate. The firing
rate is obtained by trial averaging over 100000 spike trains, the first 100 of which are
shown in (c). Parameters are ε = 0.3, I0 = 5µA/cm2.
Page 17

2 Nonlinear encoding oftime-dependent signals in the
neural firing rate
Abstract | In this chapter we analytically derive the second-order response
function for the LIF model. This function allows to predict the time-
dependent firing rate in response to general time-dependent signals, which
is not only an interesting single-neuron statistics that has been measured
in experiments, but can also be regarded as the instantaneous population
rate of a group of uncoupled neurons subject to the same external drive.
For cosine signals, The weakly nonlinear theory successfully describes
the excitation of higher harmonics, a frequency-dependent change of the
time-averaged firing rate and a strong nonlinear interaction of two signals
with different frequencies. The chapter is concluded by a discussion of a
numerical routine for the estimation of the second order response function
from neural data and by an application of this routine to the NaK neuron
model.
For sufficiently weak signals (ε 1) the time-dependent firing rate of a neuron, r(t), can
be represented by the Volterra expansion in Eq. (1.10). Sometimes it is more convenient
to represent the firing rate in Fourier space, in which case Eq. (1.10) turns into




















iω1t1eiω2t2K2(t1, t2) . (2.3)
The advantage of Eq. (2.1) over Eq. (1.10) lies in the often simpler mathematical rep-
resentation of the functions χ1 and χ2 as opposed to the kernels K1 and K2 and in the
reduced number of integrations which are involved in the computation of the response.
Once r̃(ω) is evaluated, it is always possible to perform a numerical Fourier back trans-
formation which is available in the standard libraries of many programming languages.
In the following we will refer to the theory in Eq. (2.1) with terms up to second order in ε
as the weakly nonlinear theory. Leaving out the terms which are proportional to ε2 and
only keeping zero-order and first-order terms in Eq. (2.1), we can obtain the well-known
linear response theory [35, 36, 37].
The knowledge of the functions r0, χ1, and χ2 allows to compute the second-order
response of a neuron or neuron model for arbitrary time-dependent signals. For the
leaky integrate-and-fire model these functions can be determined by solving the Fokker-
Planck equation Eq. (1.34), which will be demonstrated in the following. Hereby, we will
first reproduce known results for the first-order response function [41, 42] and will then
provide an explicit expression for the full second-order response function χ2(ω1, ω2),
which has also been published by the author and his supervisor in [13]. Note, that
the weakly nonlinear regime which has been studied before in [54] only involved the
response to a single cosine and did not describe the full second-order response which
will be presented here. After the mathematical derivation we will briefly discuss the
symmetries and some other properties of the function χ2(ω1, ω2) and will then proceed
to study the weakly nonlinear response of the LIF model. For the special case of cosine
signals, we will demonstrate the following nonlinear effects: i) a frequency-dependent
change of the time-averaged firing rate reminiscent of frequency locking in deterministic
oscillators; ii) higher harmonics in the rate that may exceed the linear response; iii) a
strong nonlinear response to two cosines even when the response to a single cosine is
linear. We will proceed with an investigation of the influence of the signal amplitude
and the strength of the background noise on the emergence of the second-order effects
for the LIF model. Finally, we will conclude this chapter by demonstrating that the
second-order effects which we observe for the LIF model are also observed for the NaK
model with channel noise hereby demonstrating the robustness of the weakly nonlinear
effects.
2.1 Derivation of the second-order response function for the
LIF model
Now, we want to find an ansatz for the time-dependent firing rate, r(t), and the density
p(v, t), which will allow us to compute the second-order response for the LIF model. In
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other words, we want to compute the functions K1(t) and K2(t1, t2) from Eq. (1.10) or
the corresponding Fourier transforms χ1(ω) and χ2(ω1, ω2). In order to obtain a suitable
ansatz we consider the signal
s(t) = α cos(ω1t) + β cos(ω2t+ ϕ) , (2.4)
where α and β are constants which scale the amplitudes of the respective cosines and ϕ
is the relative phase between the two cosines. Inserting Eq. (2.4) into the Volterra series































2 + βe−iω2teiω2t′′2 e−iϕ + c.c.
]
, (2.5)
where by c.c. we denote the complex conjugated. Employing the definitions of the
Fourier transforms of the kernels K1 and K2 from Eq. (2.2) and Eq. (2.3), the firing rate
in Eq. (2.5) can be simplified into






















χ2(ω1, ω2)e−i(ω1+ω2)te−iϕ + χ2(ω1,−ω2)e−i(ω1−ω2)teiϕ + c.c.
)
. (2.6)
The above equation will now be the ansatz for r(t) which we will employ in Eq. (1.34) for
the perturbation calculation of the second-order response function. Note, that we choose
the signal, Eq. (2.4), such that the resulting ansatz allows to compute the complete
function χ2(ω1, ω2). If we chose a signal consisting of only one cosine, we would only
obtain χ2(ω, ω), i.e. we would obtain the second-order response function only for certain
frequency arguments but not the complete function. In turn, choosing a more complex
signal would not provide any additional information about the second-order response
and would only complicate the calculation. Also note, that once we have calculated the
full function χ2(ω1, ω2) we can determine the second-order response to any arbitrary
signal by virtue of Eq. (2.1). The ansatz for the density p(v, t) is chosen analogously to
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Eq. (2.6) and reads































Now we insert Eq. (2.6) and Eq. (2.7) into the Fokker-Planck equation, Eq. (1.34), and
obtain, after sorting the resulting terms according to their time dependence, the following
hierarchy of equations:
0 = L̂0p0(v) + r0δ(v − vR), (2.8)
0 = (L̂0 + iω)p1(v, ω) + χ1(ω)eiωτrδ(v − vR)− ∂vp0(v) , (2.9)
0 = (L̂0 + i(ω1+ω2))p2(v, ω1, ω2) + χ2(ω1, ω2)ei(ω1+ω2)τrδ(v − vR)
− 12
(
∂vp1(v, ω1) + ∂vp1(v, ω2)
)
. (2.10)
The boundary conditions for the densities p0,1,2 are determined by inserting Eq. (2.6)
and Eq. (2.7) into Eqs. (1.35-1.38). Dropping the frequency arguments of p1,2 and χ1,2
in favor of a simpler notation, the boundary conditions are given by






r0 for k = 0 ,




(p0,1,2(vR + ∆v)− p0,1,2(vR −∆v)) = 0 , (2.13)
lim
v→−∞
p0,1,2(v) = 0 . (2.14)
Note, that due to the suitable choice of the ansatz in Eq. (2.6) and Eq. (2.7), the
hierarchy of equations Eqs. (2.8-2.14) are independent of α, β, and ϕ and now allow
the computation of the functions r0, χ1, and χ2, which are independent of the specific
choice of the signal. Using the boundary conditions for p0 in Eqs. (2.11-2.14) for the
determination of the integration boundaries, Eq. (2.8) can be integrated twice to yield
a solution for the zeroth order density. The unperturbed firing rate r0 is then obtained
by employing the normalization condition (
∫
dvp0(v) + r0τr = 1). The result is already
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Now we will solve the first- and second-order equations via the Green’s function method
[79, 80]. The Green’s function for Eq. (2.9) and Eq. (2.10) is given by the solution of
0 = (L̂0 + iω)ph(v, vR) + δ(v − vR) (2.16)
and the boundary conditions
ph(vT , vR) = 0 , (2.17)
lim
∆v→0
(ph(vR + ∆v, vR)− ph(vR −∆v, vR)) = 0 , (2.18)
lim
v→−∞
ph(v, vR) = 0 . (2.19)
Note, that in order to use the solution of Eq. (2.16) for the Green’s function method
later, we expressed ph as a function of two arguments, v and vR. Now we rewrite the
density ph in terms of an exponential function and an auxiliary function qh:
ph(v, vR) = e−
(v−µ)2−(vR−µ)
2
4D qh(v, vR) . (2.20)









qh(v, vR) + e
(v−µ)2−(vR−µ)
2
4D δ(v − vR) , (2.21)









qh(v, vR) + δ(v − vR) . (2.22)









qh(v, vR) . (2.23)





q′h(vR + ∆v, vR)− q′h(vR −∆v, vR)
)
= 1 . (2.24)
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Further boundary conditions for qh are obtained by inserting Eq. (2.20) into Eqs. (2.17-
2.19) and read
qh(vT , vR) = 0 , (2.25)
lim
∆v→0
(qh(vR + ∆v, vR)− qh(vR −∆v, vR)) = 0 , (2.26)
lim
v→−∞
qh(v, vR) = 0 . (2.27)





[d1(v)d2(vT )− d1(vT )d2(v)] d1(vR) for v > vR ,
[d1(vR)d2(vT )− d1(vT )d2(vR)] d1(v) for v < vR .
(2.28)





















The function d1 satisfies
lim
v→−∞
d1(V ) = 0 , (2.31)
which ensures that Eq. (2.28) satisfies Eq. (2.27). It can be verified by insertion that
Eq. (2.28) also satisfies Eq. (2.25) and Eq. (2.26). In order for Eq. (2.28) to also satisfy
Eq. (2.24) we have to choose the prefactor A in Eq. (2.29) appropriately. Therefore, first
note that it can be shown by means of Abel’s identity [81, p. 132] that the Wronskian
of the solutions of Eq. (2.30) is constant. The value of this constant will depend on the
prefactor A in Eq. (2.29). In order for Eq. (2.28) to satisfy Eq. (2.24) we need to choose
the prefactor A such that the Wronskian equals to one, i.e.
d′1(v)d2(v)− d1(v)d′2(v) = 1 . (2.32)
Interestingly, the exact form of A is not required for the further analysis. All we need
to know is that A can be chosen such that the relation in Eq. (2.32) holds. The relation
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Now, employing the Green’s function method, we can use ph for the solution of Eq. (2.9)
and Eq. (2.10), which then read






















respectively. In order to arrive at explicit expressions for the response functions χ1 and
χ2 we take the derivative with respect to v evaluated at the point v = vT on both sides








































Inserting Eq. (2.34) and the expressions for k = 1 and k = 2 from Eq. (2.12) into
Eq. (2.37) and Eq. (2.38), and solving for χ1 and χ2, respectively, we find the explicit
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and

























The expressions in Eq. (2.39) and Eq. (2.40) can be simplified further by defining









and noting that the function f in Eq. (2.41) satisfies the following relation
0 = Df ′′(v, ω)− (v − µ)f ′(v, ω) + iωf(v, ω) . (2.42)
The validity of Eq. (2.42) can be verified by insertion of Eq. (2.41) into Eq. (2.42) and
by using that the parabolic cylinder function is a solution of Eq. (2.30). By partial
integration, employing the differential equation Eq. (2.8) with the respective boundary
conditions, using that the functions p0 and f decay sufficiently fast for v → −∞, and
employing the relation Eq. (2.42), we find∫ vT
−∞




f ′(vR, ω)− f ′(vT , ω)
)
. (2.43)
Equivalently, by employing the differential equation Eq. (2.9) with the respective bound-
ary conditions, and using that the function p1 decays sufficiently fast for v → −∞, we
find∫ vT
−∞
dv p′1(v, ω1,2)f(v, ω1 + ω2) =
χ1(ω1,2)
(
f ′(vR, ω1 + ω2)eiω1τr − f ′(vT , ω1 + ω2)
)
1 + i(ω1,2 − ω1 − ω2)
+ 11 + i(ω1,2 − ω1 − ω2)
∫ vT
−∞
dv p′0(v)f ′(v, ω1 + ω2) , (2.44)
and ∫ vT
−∞
dv p′0(v)f ′(v, ω1 + ω2) =
r0
2− i(ω1 + ω2)
(
f ′′(vR, ω)− f ′′(vT , ω)
)
. (2.45)
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we can express the derivative of the function f(v, ω) in Eq. (2.41) as










and the second derivative as







) (−iω)(−iω − 1)
D
. (2.48)
Using Eqs. (2.43-2.45), Eq. (2.47) and Eq. (2.48) it is now possible to simplify Eq. (2.39)











with ∆ = [v2R − v2T + 2µ(vT − vR)]/(4D). The same result as in Eq. (2.49), although by
means of a different kind of calculation, has been first obtained by [41] and [42], where
the authors in the latter study employed a different notation than in Eq. (2.49). The
equivalence of the results for χ1 from [41] and [42] has been demonstrated in [82]. An
interesting alternative derivation of χ1 exploits an analogy of the Fokker-Planck equation,
Eq. (1.34), with the Hamiltonian of a quantum harmonic oscillator [83]. Here, we derived
Eq. (2.49) in order to demonstrate that our derivation method indeed reproduces known
and verified results.
Now we arrive at the main result of this chapter - the second-order response function
χ2. After simplification of Eq. (2.40) by means of Eqs. (2.44-2.48) we find
χ2(ω1, ω2) =r0






























































Together with Eq. (2.15) and Eq. (2.49) the second-order response function can now be
utilized for the computation of the weakly nonlinear response, Eq. (2.1), for arbitrary
time-dependent signals.
The amplitude and phase of χ2 for two firing regimes of the LIF model are shown in
Fig. 2.1. The first regime is the subthreshold firing regime (Fig. 2.1a,b) in which the
mean current µ is smaller than the threshold. In this regime noise is required to reach the
threshold and spike trains are typically irregular with a high coefficient of variation (CV)
[84]. For our choice of parameters we find r0 ≈ 0.14 and CV ≈ 0.4. In the subthreshold
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a) b)
c) d)
Figure 2.1: Second-order response functions for the LIF model. Amplitude (a,c)
and phase (b,d) of the second-order response kernel, Eq. (2.50), for the LIF model in
the subthreshold regime (a,b) and the suprathreshold regime (c,d). For the subthreshold
regime we used µ = 0.9, D = 0.005. For the suprathreshold regime we employed µ = 1.1,
D = 0.001.
regime, the amplitude of χ2 exhibits two broad peaks (Fig. 2.1a). The second regime
is the suprathreshold regime with a mean current µ which is higher than the threshold.
In this regime, the model exhibits sustained firing in the absence of noise and the spike
trains are more regular than in the subthreshold regime resulting in a small CV [84]. In
our case we find r0 ≈ 0.42 and CV ≈ 0.02. The amplitude of χ2 for the suprathreshold
regime displays triangular structure (Fig. 2.1c) in marked contrast to the subthreshold
case. From Eq. (2.6) it can be seen that upon exchange of the frequencies ω1 and ω2
the dynamics of the response does not change. Consequently, the function χ2 obeys the
symmetry
χ2(ω1, ω2) = χ2(ω2, ω1) . (2.51)
Furthermore, from the definition of the double Fourier transform of the kernel K2 in
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Eq. (2.3) we find
χ2(ω1, ω2) = χ∗2(−ω1,−ω2) , (2.52)
where the asterisk denotes the complex conjugated. Combining Eq. (2.51) and Eq. (2.52)
it follows for the imaginary part of χ2(ω,−ω) that
Im (χ2(ω,−ω)) = 0 . (2.53)
The symmetries from Eq. (2.51) and Eq. (2.52) become apparent in Fig. 2.1 and imply
that the second, third and fourth quadrants of the graphs can be inferred from the first
quadrant. The property in Eq. (2.53) becomes manifest in the fact, that the phase of χ2
along the solid white diagonal in Fig. 2.1b,d is either π or zero.
Interpretation of the second-order response function
In order to interpret the structures in Fig. 2.1 and the meaning of the second-order
response function for different frequency arguments, we again consider a signal consisting
of a sum of two cosines,
s(t) = α cos(ω1t) + β cos(ω2t+ ϕ) , (2.54)
where α and β are constants and ϕ is the relative phase between the two cosines. Above,
it was already shown that the response to Eq. (2.54) is given by Eq. (2.6). Rewriting
the complex exponentials in Eq. (2.6) in terms of cosine functions, we arrive at














α2 |χ2(ω1, ω1)| cos[2ω1t−φ2(ω1, ω1)]










where φ1 and φ2 are the complex arguments of χ1 and χ2, respectively. Whenever we
employ the signal in Eq. (2.54) we will refer to Eq. (2.55) as the weakly nonlinear theory.
Note, that Eq. (2.54) is not specific to the LIF model but is valid for the weakly nonlinear
response of any signal-processing system that is driven by a sum of two cosine signals.
The specific behavior of a given model is only incorporated after specifying r0, χ1 and
χ2. Consequently, our following interpretations of the first- and second-order response
functions are not restricted to the LIF model but are of a broader scope.
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The terms in Eq. (2.55) inside of the square brackets which are denoted by [...]LR
correspond to the linear response and are proportional to the linear response function
χ1. For cosine signals the linear response comprises oscillations which oscillate with the
same frequency as the cosines in the input signal (ground modes). For general time-
dependent signals which can be decomposed into Fourier modes, the linear response
corresponds to contributions of the Fourier modes to oscillations in the output which
oscillate with the same frequency as the Fourier modes of the input signal and whose
amplitude and phase is determined by the function χ1. In the following, whenever we
employ a signal like in Eq. (2.54) and refer to the linear response theory, we mean
Eq. (2.55) with only the zero-order and first-order terms in ε.
The terms in Eq. (2.55) which are inside of the round brackets (...)HH comprise the
higher harmonics in the output. The higher harmonics are oscillations which oscillate
at doubled frequencies (2ω) with respect to the initial input and whose amplitude and
phase is determined by χ2(ω, ω). For time-dependent signals, χ2(ω, ω) determines the
amplitude and phase of oscillations with frequencies 2ω which are excited by the Fourier
mode of the signal at frequency ω. The values of the amplitude and phase of χ2(ω, ω)
are plotted along the white dashed diagonals in Fig. 2.1. For the subthreshold regime in
Fig. 2.1a,b, the strongest higher harmonic is excited by an input oscillation of ω/2π ≈ 0.2,
which is a little bit less than twice the firing rate (r0 ≈ 0.14 in the subthreshold regime).
For the suprathreshold regime in Fig. 2.1c,d, the strongest higher harmonic is excited
by an oscillation with ω/(2π) = r0/2 ≈ 0.21 and ω/(2π) = r0 ≈ 0.42.
The terms in Eq. (2.55) inside the curly brackets {...}MR correspond to the mixed
response and their amplitude and phase are determined by χ2(ω1,±ω2). The mixed
response is comprised of oscillations with frequencies ω1 + ω2 and |ω1 − ω2|, i.e. of os-
cillations with frequencies that correspond to sums or differences of the signal frequen-
cies. For time-dependent signals, the function χ2(ω1,±ω2) determines the amplitude
and phase of oscillations which arise due to interactions between two different Fourier
modes of the input signal. The amplitude and phase of χ2(ω1, ω2) which are plotted
off the white dashed diagonals in Fig. 2.1 indicate how strong the mixed response in
the LIF model is excited by a combination of input oscillations with frequencies ω1
and ω2. For example, in the suprathreshold regime, which is shown in Fig. 2.1c,d, the
mixed response is strongest for input oscillations with (ω1 + ω2)/2π = r0 ≈ 0.42, while
in the subthreshold regime in Fig. 2.1a,b the mixed response is most pronounced for
ω1/2π = ω2/2π ≈ 0.21.
The underlined terms in Eq. (2.55) correspond to the time-averaged firing rate because
only the underlined terms would contribute to the time-average of Eq. (2.55) over a suf-
ficiently long time window, while all time-dependent terms would be averaged out. The
time-averaged firing rate consists of r0 and second-order contributions which are propor-
tional to χ2(ω,−ω). The linear response does not contribute to any time-independent
terms in Eq. (2.55). For general time-dependent signals, the function χ2(ω,−ω) de-
termines how strongly a Fourier mode of the signal at frequency ω contributes to the
time-average of the firing rate. The amplitude of χ2(ω,−ω), which is plotted along the
white solid diagonals in Fig. 2.1a,c, indicates how strong the time-averaged firing rate is
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altered by an input oscillation with frequency ω, while the phase of χ2(ω, ω), which is
plotted along the white solid diagonals in Fig. 2.1b,d, indicates whether the alteration
is positive or negative. From the phase of χ2 along the white solid diagonal for the sub-
threshold regime in Fig. 2.1b we can see that the phase is always zero and the alterations
of the time-averaged firing rate by input oscillations of frequency ω are always positive.
For the suprathreshold regime, however, we find that the phase of χ2 along the white
solid diagonal in Fig. 2.1d leads to a negative sign of the alteration of the time-averaged
firing rate for small ω and that the alteration changes sign for larger ω.
In order to obtain an interpretation for χ2 along the frequency axes (black solid lines
in Fig. 2.1) and also along the white dashed diagonal, we now consider a signal consisting
of a sum of a fast cosine and a slow cosine, i.e. we consider
s(t) = α cos(ωfastt) + β(cos(ωslowt+ ϕ) (2.56)
where we take ωslow → 0. A system which is driven by the signal in Eq. (2.56) can be
also viewed as a system which is effectively driven by a single cosine (the first term in
Eq. (2.56)) but for which the mean current µ in the Langevin equation, Eq. (1.33), is
replaced by the time-dependent current
µs(t) = µ+ εβ(cos(ωslowt+ ϕ) . (2.57)
The second-order response of a system with a time-dependent current µs(t) and a signal
which consists of one cosine reads














2 χ2(µs(t), ωfast,−ωfast) , (2.58)
where the function r0, χ1 and χ2 are now evaluated for the time-dependent current µs(t).
Now, employing Eq. (2.57), expanding Eq. (2.58) with respect to ε, and omitting terms
of third order in ε and higher we find
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χ1(µ, ω1) . (2.61)
Consequently, the function values of χ2 along the solid black lines in Fig. 2.1 can be
related to the amplitude and phase of the first derivative of the linear response function
and the low-frequency limit of χ2(ω,−ω) at the intersections of two solid black lines is
proportional to the second derivative of the static transfer function.
2.2 Weakly nonlinear response of the LIF model
Excitation of a higher harmonic by a cosine signal
One may ask at this point whether the weakly nonlinear theory can describe qualitatively
different effects than the linear theory or whether the weakly nonlinear response is merely
a correction to the linear response. In order to test whether the second-order response
exhibits significant differences from the linear response we first choose a signal which
consists of a single cosine with frequency ω1 (α = 1 and β = 0 in Eq. (2.54)) and consider







For sufficiently long simulation times T , Eq. (2.62) reads
r̃T (ω) =

T 12AGM for ω = ω1 ,
T 12AHH for ω = 2ω1 ,
T r0 + T ε
2
2 χ2(ω1,−ω1) for ω = 0 ,
0 else ,
(2.63)
where AGM = εχ1(ω1) is the amplitude of the oscillation in the output with frequency
ω1 (the ground mode) and where AHH = ε2χ2(ω1, ω1)/2 is the amplitude of the output
oscillation with frequency 2ω1 (the higher harmonic). Numerically, the amplitude of
the ground mode and the higher harmonic can be obtained by simulating the Langevin
equation for the LIF model, by Fourier transforming the numerically measured time-
dependent firing rate and by evaluating the Fourier transformed rate at ω = ω1 and at
ω = 2ω1. The results of this numerical procedure are shown in figure Fig. 2.2 together
with the theoretical prediction of AGM and AHH from Eq. (2.63).
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Figure 2.2: Amplitude of ground mode and amplitude of higher harmonic vs
frequency of input oscillation. (a) subthreshold firing regime; (b) suprathreshold
firing regime. Symbols correspond to numerical measurements of the amplitudes. The
theoretical predictions of the amplitude of the ground mode and the higher harmonic are
given by AGM and AHH from Eq. (2.63), respectively. The signal amplitude is ε = 0.05
and the remaining parameters are as in Fig. 2.1.
In the subthreshold regime in Fig. 2.2a the ground mode is about an order of mag-
nitude higher than the amplitude of the higher harmonic regardless of the frequency
of the driving frequency. We conclude, that in this regime the higher harmonic does
not contribute much to the modulation of the firing rate and that the weakly nonlinear
response merely constitutes a correction to the linear response.
In the suprathreshold regime in Fig. 2.2b, however, the relative amplitude of the
higher harmonic with respect to the ground mode is strongly dependent on the signal
frequency. For ω1/(2π) ≈ r0/2 = 0.21 the amplitude of the higher harmonic even
exceeds the amplitude of the ground mode. Of course, the theoretical prediction for the
amplitude of the higher harmonic in Eq. (2.63) exhibits a quadratic dependence on ε,
while the ground mode is linear in ε. It may seem that increasing ε would eventually lead
to a dominance of the higher harmonic in Eq. (2.63). However, increasing ε also leads
to increasing contributions from third- and higher-order terms in ε, which we omitted
in Eq. (2.63) and which would lead to deviations of the weakly nonlinear theory from
the true LIF firing rate. A first indication of such higher-order contributions is visible
for ω1/(2π) ≈ 0.42 in Fig. 2.2b, where the weakly nonlinear theory overestimates the
numerically measured amplitudes of the ground mode and of the higher harmonic. For
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Figure 2.3: Excitation of a harmonic oscillation in the firing rate of the LIF
model for the suprathreshold firing regime. (a) Cosine signal with α = 1, β = 0,
and ω1/2π = 0.21. (b) Time-dependent firing rate (red) from numerical simulations of
the LIF model. The nonlinear theory (solid black line) is given by Eq. (2.55). The linear
theory (dashed black line) is computed by Eq. (2.55), where terms proportional to ε2
were omitted. ε = 0.05 and the remaining parameters are the same as in Fig. 2.1c,d.
other signal frequencies, higher-order contributions can be safely neglected for ε = 0.05,
as indicated by the close match between the numerical measurements of the amplitudes
with the second-order prediction from Eq. (2.63).
For a signal with α = 1, β = 0, and ω1/2π = 0.21 we now plot in Fig. 2.3 the firing
rate of the LIF model in the suprathreshold firing regime. The higher harmonic, with an
oscillation frequency of 2ω1, can be clearly seen in the time-dependent firing rate. The
linear response theory in this case does not only provide a quantitatively poor prediction
of the output but also fails to predict the position of the peaks in the response.
At this point we would like to compare the weakly nonlinear response theory with
the linear-nonlinear theory (LN theory) put forward by Ostojic and Brunel [85]. The
LN theory combines the linear response kernel K1 with the unperturbed firing rate r0,






































Figure 2.4: The LN theory (blue line) fails to describe the LIF firing rate (red
curve) in the suprathreshold regime and does not differ significantly from the
linear response theory (dashed black line). Model and signal parameters are the
same as in Fig. 2.3.








For a single cosine with amplitude ε and signal frequency ω1, Eq. (2.65) reduces to








The theory, Eq. (2.64) is set up such that it becomes exact in the limit of weak signals (in
which case the linear response is valid) and in the limit of adiabatically slow signals but
arbitrary signal strengths (in which case the response is governed by the static transfer
function). Interestingly, the theory also works remarkably well for strong and fast signals
as long the intrinsic noise of the neuron is sufficiently strong [85].
In Fig. 2.4 we plot the LN theory from Eq. (2.64) where we insert µ(t) from Eq. (2.66)
together with the LIF firing rate for the same signal and the same firing regime as in
Fig. 2.3. For the considered model and signal parameters, the LN theory by Ostojic
and Brunel yields practically the same result as the linear response theory. This is
because the static nonlinearity is essentially linear over the relevant range of signal
values as can be seen from Fig. 2.5. Furthermore, the LN theory cannot account for
differences in the frequency-dependence of the amplitudes of the ground mode and the
higher harmonic because the frequency-dependence in the LN theory stems solely from
the linear response function. This is why the LN theory fails to predict the exact time-
course of the rate-modulation in Fig. 2.4. The weakly nonlinear response theory, however,
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Figure 2.5: Time-averaged firing rate vs signal frequency for the LIF model
for ε = 0 (blue diamonds), ε = 0.05 (orange circles), and ε = 0.1 (red
squares). a) Subthreshold regime; b) Suprathreshold regime; Parameters were the
same as in Fig. 2.1.
which is rigorously derived from the true dynamics of the model correctly accounts for
the frequency-dependence of the second-order terms in Eq. (2.55), which contribute to
the time-dependent firing rate.
Nonlinear effect of a cosine signal on the time-averaged firing rate












2 χ2(ω2,−ω2) . (2.67)
The linear response does not show up in the above equation and the first terms which
describe the influence of the signal are of second-order in ε. The time-averaged firing
rate in response to a single cosine (α = 1, β = 0 in Eq. (2.54)) is plotted in Fig. 2.6 for
the two firing regimes of the LIF model.
In the subthreshold regime the signal always leads to an increase of the time-averaged
firing rate. For high frequencies, the increase of the rate is only small, as expected from
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Figure 2.6: Unperturbed firing rate vs static input current for the LIF model
for D = 0.005 (green squares) and D = 0.001 (orange circles). For µ = 0.9 the
curvature of the function r0(µ) is positive and for µ = 1.1 the curvature is negative.
The noise affects the strength of the curvature at µ = 0.9 and µ = 1.1 but not its sign.
Remaining parameters: ε = 0 and τr = 0.
the low-pass nature of the LIF model. For low signal frequencies, the increase of the
rate is proportional to the second derivative of the static transfer function with respect










The function r0(µ) is shown in Fig. 2.5 for two different noise values.
In the subthreshold regime, for µ = 0.9 and D = 0.005, the second derivative of r0(µ)
with respect to µ is positive, which leads to an increase of the time-averaged firing rate
for slow signals. For faster signals the increase of the time-averaged rate in Fig. 2.6a
attains a maximum at a frequency which is larger than the unperturbed firing rate and
depends on the specific choice of µ and D.
In the suprathreshold regime, a signal can lead to an increase but also to a decrease
of the time-averaged firing rate depending on the signal frequency. Fast signals do not
change the time-average firing rate much, just like in the subthreshold regime. Slow
signals however, lead to a decrease of the time-averaged firing rate in the suprathreshold
regime, because the second derivative of the static transfer function is negative for µ =
1.1 (see Fig. 2.5 for µ = 1.1 and D = 0.001). For signal frequencies which are close to
the unperturbed firing rate the time-averaged firing rate exhibits a linear relationship
with the signal frequency (see inset of Fig. 2.6b). A signal with a frequency which is
slightly larger than r0 will speed up the firing, while a signal with a frequency which
is slightly smaller than r0 will slow down the firing. This behavior of the LIF model is
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Figure 2.7: Mixed response of the LIF model in the suprathreshold regime
to the sum of two cosines. a) Slow signal with α = 1, β = 0, f1 = ω1/(2π) = 0.1 and
ε = 0.05; b) Fast signal with α = 0, β = 1, f2 = ω2/(2π) = 0.33 and ε = 0.05; c) The
response to the slow signal from a) (orange curve) is compared to the linear response
theory (dashed black line). d) The response to the fast signal from b) (orange curve) is
compared to the linear response theory (dashed black line). e) The response to the sum
of the slow and fast signals (red curve) is correctly predicted by the weakly nonlinear
theory (solid black line) but not by the linear response (dashed black line). Due to the
nonlinear behavior of the response, the response to the sum of signals (red curve) is
markedly different from the sum of the responses from c) and d) (corrected for the mean
firing rate). Model parameters are the same as in Fig. 2.1c,d.
reminiscent of frequency locking which has been studied in the deterministic LIF [86]
and in the stochastic version of the LIF for strong input signals [87]. It is interesting,
that some features of this highly nonlinear locking behavior are captured by our weakly
nonlinear theory, which only takes into account second-order contributions of the signal.
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Mixed response of the LIF model to a sum of cosines
So far we have studied the nonlinear response of the LIF model to one single cosine.
Here, we consider the nonlinear response to a signal consisting of two cosines (α = 1,
β = 1 in Eq. (2.54)). Earlier we discussed that the second-order response function along
the white dashed diagonals in Fig. 2.1 quantifies the higher harmonics and that values
of the second-order response function off the white dashed diagonals quantify the mixed
response. For the subthreshold regime, the amplitude of the second-order response
function shows a pronounced peak on the white dashed diagonal in Fig. 2.1a, but only
weak contributions off the white dashed diagonals, indicating a weak mixed response. In
the suprathreshold regime, the amplitude of the second-order response function exhibits
not only peaks on the white dashed diagonals but also pronounced peaks and stripes
off the white diagonals, indicating a strong mixed response. Therefore, in the following
we focus on the suprathreshold firing regime. The two cosines which together comprise
the full signal are shown in Fig. 2.7a,b. The frequencies of the two cosines satisfy
(ω1 +ω2)/2π ≈ r0. The nonlinear response to the full signal is shown in Fig. 2.7e and is
markedly different from the prediction from the linear theory (given by the zeroth- and
first-order terms in Eq. (2.55)).
In order to further illustrate the significance of the mixed response, we also stimulated
the LIF model by each of the cosines separately. The responses of the LIF model to the
single cosines are shown in Fig. 2.7c,d. Note that, the responses to the single cosines are
very well described by the linear theory, indicating that the higher harmonics and the
second-order corrections to the time-averaged firing rates are negligible for our choice of
signal frequencies and model parameters. By summing the responses to the single cosines
and subtracting the unperturbed firing rate, r0, we obtain the grey curve in Fig. 2.7. The
difference between the grey curve and the full nonlinear response (red curve) in Fig. 2.7e
is completely given by the mixed-response terms in Eq. (2.55) which are enclosed in
[...]MR. It is striking, that the mixed response alters the firing rate both with respect to
the overall amplitude as well as to the timing of local minima and maxima of the rate.
2.3 Emergence of the weakly nonlinear response for changing
signal amplitude, signal frequency and noise strength
The weakly nonlinear theory in Eq. (2.1) was obtained by performing a Volterra expan-
sion of the time-dependent firing rate with respect to the signal and by neglecting terms
which are of higher order than ε2. The nature of this expansion raises two questions.
First, for which values of ε do the second-order terms significantly improve the linear
response? Second, for which values of ε does weakly nonlinear theory fail to predict
the time-dependent firing rate because of the neglected higher-order terms in ε? In or-
der to answer these two questions, we consider the squared relative error between the
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Figure 2.8: For signal frequencies r0/2 ≤ ω1/2π ≤ r0 ≈ 0.42 the weakly non-
linear theory outperforms the linear theory for a substantial range of signal
amplitudes. Red dots illustrate for which signal frequencies (indicated on the x axis)
and for which signal amplitudes (indicated on the y axis) the weakly nonlinear theory,
Eq. (2.55), correctly predicts the numerically measured LIF firing rate. Blue dots il-
lustrate the correct prediction of the LIF firing rate by the linear theory (obtained by
omitting terms which are proportional to ε2 in Eq. (2.55)). Yellow dots illustrate that
the LIF firing is correctly predicted by the unperturbed firing rate (obtained by setting
ε = 0 in Eq. (2.55)). The prediction of a theory is evaluated as correct if the time-
averaged mean squared error, Eq. (2.70), does not exceed 10% for the respective theory.
Model parameters are as in the suprathreshold regime in Fig. 2.1c,d.







where rsim(t) is the numerically measured firing rate for the LIF model. The theoretical
prediction of the firing rate, rtheo(t), in Eq. (2.69) is either obtained by considering all
terms in Eq. (2.55) (weakly nonlinear theory), only zeroth-order and first-order terms
in ε in Eq. (2.55) (linear theory) or only the ε-independent term in Eq. (2.55) (zeroth-
order theory). In order to quantify the deviation of the weakly nonlinear theory from
the time-dependent firing rate we will consider a signal which consists of a single cosine
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dt ∆r2(t) , (2.70)
where we integrate over one signal period (T = 2π/ω1). In Fig. 2.8 we show for which
signal frequencies and which signal amplitudes the weakly nonlinear theory (red circles),
the linear theory (blue circles), and the zeroth-order theory (yellow circles) correctly
predict the numerically measured time-dependent firing rate of the LIF model. The
prediction of a theory is evaluated as correct if the time-averaged mean squared error,
Eq. (2.70), does not exceed 10% for the respective theory.
For very small signal amplitudes, ε, the LIF firing rate is correctly described by the
zeroth-order theory. The value of ε at which ∆r2T for the zeroth-order theory exceeds
10% depends on the signal frequency. This is so because the strength of the modula-
tion of the firing rate depends on the signal frequency. For example, for frequencies
ω1/2π < 0.15 the modulations of the LIF rate are so small that even for ε = 0.04
the numerically measured rate can be well described by the zeroth-order theory. The
strongest modulations of the firing rate are observed for signal frequencies which are
close to the unperturbed firing rate of the LIF model (r0 ≈ 0.42). For these frequencies,
the zeroth-order theory fails to correctly describe the LIF firing rate even for ε = 0.005.
The range of the ε-values for which the linear theory is correct also depends on the
signal frequency. For ω1/2π ≈ 0.42 and ω1/2π ≈ 0.21 the linear theory already fails
for ε = 0.004 and ε = 0.04, respectively. At these frequencies, the LIF firing rate is
highly sensitive to the signal and responds in a nonlinear fashion. The linear theory fails
in this case, because higher-order contributions of the signal to the modulation of the
time-dependent firing rate are ignored. For slow signals (ω1/2π < 0.3) or signals which
are faster than the firing rate (ω1/2π > 0.5) the linear theory correctly predicts the LIF
firing rate for signal amplitudes up to ε = 0.15 and ε = 0.14, respectively. Note, that
the linear theory is also correct for small values of ε and even for ε = 0 but that the blue
circles are hidden behind the yellow circles in Fig. 2.8.
The weakly nonlinear theory, correctly describes the LIF firing rate for a wider range
of ε-values than the linear theory irrespective of the signal-frequency. For signal fre-
quencies r0/2 ≤ ω1/2π < r0 the weakly nonlinear theory works particularly well and
correctly describes the time-dependent LIF firing rate for signal amplitudes which are
much stronger than the amplitudes for which the linear theory works. For ω1/2π ≈ 0.29
the weakly nonlinear theory is correct for signal amplitudes up to ε = 0.13 whereas the
linear theory already fails at ε = 0.07. For ω1/2π ≈ 0.42 the weakly nonlinear theory
fails to predict the LIF firing rate for small values of ε. Apparently, the higher-order
terms which we neglected in the expansion in Eq. (2.1) are very dominant for signal
frequencies which are close the unperturbed firing rate of the LIF model. Note again,
that the weakly nonlinear theory also works for small values of ε and even for ε = 0 but
that the red circles are hidden behind the blue circles and the yellow circles in Fig. 2.8.
Let us now illustrate how the time-dependent firing rate transitions from the linear
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Figure 2.9: The weakly nonlinear response emerges as a transition between
the linear response and stochastic mode locking for an increasing signal am-
plitude. a) Cosine signal with ω1/(2π) = 0.21 multiplied by a time-dependent amplitude
0 < ε(t) < 0.18; b) filtered version of the intrinsic noise with D = 0.002; c) raster plot;
d) firing rate (red) with the linear theory (dashed black line) for 0 < t < 40 and the
weakly nonlinear theory (solid black line) for 40 ≤ t ≤ 73; The first and second vertical
dashed lines indicate at which point in time the relative mean squared error between
the time-dependent firing rate and the theoretical prediction exceeds 10% for the linear
theory and the weakly nonlinear theory, respectively. Model parameters are as in the
suprathreshold regime in Fig. 2.1c,d.
regime into the weakly nonlinear regime for in creasing ε. We consider a single cosine
signal (α = 1, β = 0, ω1/(2π) = 0.21 in Eq. (2.54)) with a time-dependent amplitude,
0 < ε(t) < 0.18 (see Fig. 2.9a). The firing regime is suprathreshold with µ = 1.1 and
the LIF model is subject to a background noise of constant strength, D = 0.002 (see
Fig. 2.9b). Because a white noise process possesses an infinite variance, we cannot plot







For small signal amplitudes, ε(t) < 0.08, the firing rate of the LIF model (red curve in
Fig. 2.9d) is perfectly described by the linear theory (dashed black line in Fig. 2.9d). For
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larger signal amplitudes, the time-dependent squared relative error, Eq. (2.69), exceeds
10%, which is our criterion for failure of the linear theory. For 0.08 ≤ ε(t) ≤ 0.15 the
firing rate is accurately described by the weakly nonlinear theory from Eq. (2.55) (solid
black line in Fig. 2.9d). Interestingly, the range over which the weakly nonlinear theory
accurately describes the firing rate and at the same time significantly outperforms the
linear theory is similar to the ε-range over which the linear theory is valid. The weakly
nonlinear theory is truncated at the point at which the time-dependent squared relative
error between firing rate and theory exceeds 10%, which happens for ε ≈ 0.15. For
larger signal amplitudes the weakly nonlinear theory starts to predict negative firing
rates, which leads to an increase of the mean squared error between the neural firing
rate and the theory. For large signal amplitudes (ε > 0.15), the LIF model exhibits
2:1 mode locking behavior [88] in the sense that it always fires two spikes within one
signal period, which can be seen from the raster plot in Fig. 2.9c. In this regime the
signal is so strong, that it almost deterministically drives the voltage to the threshold
and the intrinsic noise shifts the spikes to earlier or later times. However, the noise
can neither prevent the model from spiking nor can it induce additional spikes. Due to
the pronounced periods of silence, which can be seen from Fig. 2.9d, and the periods
in which the firing rate is very high it seems unlikely that this regime can be described
by a perturbation approach in which the time-dependent response is treated as a weak
modulation of the unperturbed firing rate. Therefore, it is not surprising that in the
regime in which stochastic mode locking is observed our weakly nonlinear theory fails.
Instead, the weakly nonlinear theory seems to describe an intermediate regime between
linear response and stochastic mode locking.
A somewhat surprising finding is that the weakly nonlinear regime not only emerges for
increasing signal amplitude but also for decreasing strength of the noise. As in Fig. 2.9,
the signal is again a single cosine (α = 1, β = 0, ω1/(2π) = 0.21 in Eq. (2.54)) but the
signal amplitude is kept constant at ε = 0.18 (see Fig. 2.10a). The noise strength is now
time-dependent and decreases linearly in time from Dmax = 0.014 to Dmin = 0.001. As
before, we cannot plot the white noise process directly, but we show in Fig. 2.10b the
filtered noise η(t) as in Eq. (2.71). The linear theory and the weakly nonlinear theory are
truncated at a point at which the time-dependent mean squared error between neural
firing rate and the respective theory exceeds 10%. Additionally, the weakly nonlinear
theory is only plotted for noise values for which it outperforms the linear theory. For
t < 30 the firing rate (red curve in Fig. 2.10d) is well described by the linear theory
(dashed black line in Fig. 2.10d). For t > 63, the LIF exhibits mode locking behavior for
which neither the linear theory nor the weakly nonlinear theory can describe the firing
rate correctly. For 30 ≤ t ≤ 63 the weakly nonlinear theory emerges as a transition
between linear response and stochastic mode locking. The transition from the linear
regime to a nonlinear regime due to decreasing noise is consistent with the fact that
noise is known to linearize signal-processing systems [89].
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Figure 2.10: The weakly nonlinear response emerges as a transition between
the linear response and stochastic mode locking for decreasing strength of
the intrinsic noise. a) Cosine signal with ω1/(2π) = 0.21 multiplied by ε = 0.18;
b) filtered version of the intrinsic noise with 0.014 > D(t) > 0.001; c) raster plot; d)
firing rate (red) with the linear theory (dashed black line) for 0 < t < 30 and the
weakly nonlinear theory (solid black line) for 30 ≤ t ≤ 63; The first and second vertical
dashed lines indicate at which point in time the relative mean squared error between
the time-dependent firing rate and the theoretical prediction exceeds 10% for the linear
theory and the weakly nonlinear theory, respectively. Model parameters are as in the
suprathreshold regime in Fig. 2.1c,d.
2.4 Estimation of the first- and second-order response
functions from experimental or numerical data
So far we have considered the LIF model, for which the first and second-order response
functions were derived analytically. However, it is also possible to estimate χ1 and
χ2 from neural spike trains which are either obtained experimentally, or via numerical
simulations. To this end, it is first necessary to determine the unperturbed firing rate,
i.e. the firing rate of the neuron in absence of a stimulus, which for sufficiently long






2.4. ESTIMATION OF THE RESPONSE FUNCTIONS FROM NEURAL DATA
where 〈N0〉 is the spike count of the unperturbed neuron within a time window of length
T averaged over different trials. Once the unperturbed firing rate is computed, the
neuron is then repeatedly stimulated by the input current I1(t) = εs1(t) with
s1(t) = cos(ω1t) (2.73)
and the resulting spike trains are recorded. The time-dependent firing rate, r(t), is then
determined from the neural spike trains by dividing the fraction of trials in which the
neuron has fired in the interval [t, t + ∆t] by the size of the interval, ∆t. Finally, the
Fourier modes of r(t) can be related to the functions χ1(ω1) and χ2(ω1, ω1). In order
to obtain the second-order response function for all possible combinations of frequency
arguments, the stimulation of the neuron has to be repeated, this time with the input
current I2(t) = εs2(t), where
s2(t) = [cos(ω1t) + cos(ω2t)] (2.74)
with ω1 > ω2. Now we want to relate the Fourier modes of the neural response with
the functions χ1 and χ2. For this purpose, we first consider the Fourier transform of the







Inserting the Volterra expansion for the time-dependent firing rate, Eq. (1.10), into



















dt′′2 K2(t′ − t′2, t′ − t′′2)s(t′2)s(t′′2) . (2.76)
Strictly speaking, the lower integration boundaries of the convolution integrals in the
above equation should be adjusted to zero, because per definition the signal is switched
on at t = 0 and no previous values of the signal can affect the response at time t. In
practice, however, for sufficiently large time windows, T , the kernels K1 and K2 will
decay sufficiently fast, such that the lower integration boundaries of the convolution
integrals will not affect the response and can safely be set to minus infinity. Intuitively,
this corresponds to the reasonable assumption that after a short transient period the
response at time t is not influenced by the signal at the beginning of the experiment.
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dt′1 K1(t′1)s(t′ − t′1) , (2.77)
where we exploited the fact that the linear filter K1 is a causal filter with the property
K1(t) = 0 for t < 0 allowing us to set the lower integration boundary of the convolution






















dt′′2 K2(t′2, t′′2)s(t′ − t′2)s(t′ − t′′2) . (2.78)
Now we want to solve Eq. (2.76) with the signal from Eq. (2.73). Therefore, we first








Inserting Eq. (2.79) into Eq. (2.77), employing the definition of the function χ1 from








dt′1 K1(t′ − t′1)s(t′1) =
{
εT
2 χ1(ω1) for ω = ω1 ,
0 else .
(2.80)











dt′′2 K2(t′ − t′2, t′ − t′′2)s(t′2)s(t′′2) =
{
ε2T
4 χ2(ω1, ω1) for ω = 2ω1 ,
0 else .
(2.81)





r̃T (ω1) , (2.82)
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where ω1 is the angular frequency of the cosine signal in Eq. (2.73). Analogously we find




r̃T (2ω1) . (2.83)
By repeatedly stimulating the neuron with the signal from Eq. (2.73) with different
frequencies ω1 it is possible to measure the full function χ1(ω) and the function χ2(ω, ω)
for equal frequency arguments. The function χ2 for frequency arguments of opposing









Measuring 〈N〉 for different frequencies ω1 of the signal s1(t) allows to determine the
full function χ2(ω,−ω). Note, that in order to obtain χ2(ω,−ω), it is necessary to know
r0 first. Now, in order to obtain the full function χ2 we need to stimulate the neuron
with the signal s2(t) from Eq. (2.74). Inserting Eq. (2.74) into the Fourier-transformed








ε2T r̃T (ω1 + ω2)−
2
εT χ1(ω2) for ω1 = 2ω2 ,
2
ε2T r̃T (ω1 + ω2) else.
(2.86)
In order to obtain the full function χ2 we first choose different frequencies ω1 for the first
cosine in Eq. (2.74). Then, for every ω1 we also vary the frequency of the second cosine
such that 0 < ω2 < ω1. Finally, the full function χ2(ω, ω′) is obtained by employing
the symmetry relations Eq. (2.51) and Eq. (2.52). From Eq. (2.86) we can also see,
that in order to determine the full function χ2 it is first necessary to know the linear
response function χ1. Therefore, it is not sufficient to stimulate the neuron only with s2
from Eq. (2.74) but a stimulation with the signal s1(t) from Eq. (2.73) is also required.
Finally, we want to mention, that in the Volterra expansion in Eq. (2.76) we neglected
terms of third order in ε and higher. For this reason, the amplitude ε of the input
currents I1(t) and I2(t) has to be chosen small enough, such that higher order terms in ε
do not contribute to the response, but large enough, such that the second-order response
can be reliably determined from a finite number of trials.
Page 47
CHAPTER 2. NONLINEAR ENCODING OF SIGNALS IN THE FIRING RATE




























Figure 2.11: In the suprathreshold regime the response of the NaK model to
a cosine stimulus exhibits a higher harmonic. a) cosine signal with f = 35Hz; b)
time-dependent firing rate for ε = 0.05. The mean current was I0 = 5µA/cm2.
2.5 Weakly nonlinear response of the NaK model with channel
noise
The LIF model is a rather simplistic model, for which the spiking mechanism is incor-
porated via an explicit fire-and-reset rule and for which the intrinsic fluctuations are
modeled by additive Gaussian white noise. Here, we verify that the weakly nonlinear
response is not a particularity of the LIF model but is also observed for the NaK model,
which is endowed with channel noise. In Fig. 2.11 we demonstrate the excitation of a
harmonic oscillation in the suprathreshold regime (I0 > 4.51µA/cm2). The frequency of
the input signal, f = 35Hz, roughly equals half of the unperturbed firing rate, r0 ≈ 66Hz.
The harmonic oscillation is very pronounced and seems to be as strong as or even slightly
stronger than the ground mode. This behavior is similar to what we already observed for
the LIF model in Fig. 2.3. We also employ the numerical routine for the estimation of the
second-order response function which we outlined in the previous section. The numeri-
cally measured second-order response function (Fig. 2.12) shows a striking resemblance
with the second-order response function which we calculated analytically for the LIF
model (Fig. 2.1). In the subthreshold regime the amplitude of the second-order response
function exhibits two peaks, which are located at ω1/2π = ω2/2π = ±30Hz. This shape
indicates, that the strongest weakly nonlinear contribution to the response stems from
the higher harmonic. In the suprathreshold regime the amplitude of the second-order
response function exhibits triangular structures, which indicates that not only the higher
harmonic but also the mixed response contributes to nonlinear rate modulations. Also
the overall dependence of the phase on the two frequency arguments are in both firing
regimes comparable to what we found for the LIF model in Fig. 2.1.
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Figure 2.12: Amplitude (a,c) and phase (b,d) of the second-order response
function χ2 for the NaK model in the subthreshold (a,b) and suprathreshold
(c,d) regimes. I0 = 4.4µA/cm2 in the subthreshold regime and I0 = 5µA/cm2 in
the suprathreshold regime. For the numerical estimates of the response function we
employed input currents with ε = 0.05 in the subthreshold regime and ε = 0.1 in the
suprathreshold regime. The amplitude in a) and c) is given in kHz2cm4/µA2.
We also find some differences between the NaK and the LIF model. First, for the NaK
model the amplitude of the second-order response function is higher in the subthreshold
than in the suprathreshold regime, while the opposite behavior was observed for the LIF
model. Second, the detailed behavior of the phase in Fig. 2.12d, which is almost constant
for small frequency arguments, differs from the behavior of the phase in Fig. 2.1d, in
which case it changes by π in the same frequency range (in relation to the firing rate).
Third, we find that in the suprathreshold regime for the NaK model, the peak of the
amplitude of χ2 on the dashed white diagonal in Fig. 2.1c is significantly larger than the
peaks off the diagonal, which was not the case for the LIF model. The last difference
could potentially be explained by the numerical estimation of the second-order response
for the NaK model as compared to the exact analytic result for the LIF model. If the
amplitude ε of the stimulation which is employed to estimate χ2 is too large, this could
lead to an underestimation of the peaks of χ2, because higher-order contributions in ε will
in general decrease the effect of the input on the rate. Another reason for why the peaks
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in Fig. 2.12c are not as pronounced as in Fig. 2.1c could be due to the coarse frequency
resolution of χ2 for the NaK model. If the frequency resolution is not sufficiently small,
then very narrow large peaks could potentially be missed. For the computationally costly
NaK model, we were not able to reduce ε or the frequency resolution much more than
what we have used here. Despite some differences however, the qualitative similarities
of χ2 in the two regimes of the LIF and NaK models imply that the weakly nonlinear
response is a regime which is not only relevant for the LIF model but could be of a more
general relevance.
2.6 Summary
At the beginning of this chapter we expressed the time-dependent firing rate by a Volterra
expansion with respect to a time-dependent signal which was truncated after the second-
order. For the LIF model we calculated analytically the second-order response function,
which quantifies second-order contributions of the input signal to modulations of the
firing rate. In terms of the response to cosine signals, we provided an intuitive inter-
pretation of the second-order response function, which is not only applicable to the LIF
model but can serve as a general interpretation of the second-order response functions of
neuron models or real neurons. For the LIF model we then demonstrated that in firing
regimes which are dominated by the mean input and where the intrinsic noise is weak
the second order response can be very pronounced. In such a weakly nonlinear regime
we demonstrated for the LIF model the excitation of higher harmonic oscillations in the
firing rate by a cosine signal, a nonlinear increase or decrease of the time-averaged firing
rate, and the excitation of mixed harmonics by a sum of cosine signals. The weakly non-
linear theory can not only be applied to cosine signals but also to non-oscillatory signals
with a general time dependence. For a Gaussian signal with a power spectrum which
is peaked around half of the natural frequency of the neuron, we demonstrated how the
weakly nonlinear theory outperforms the linear response. Interestingly, the emergence
of the weakly nonlinear regime is not only determined by the signal amplitude, as sug-
gested by the nature of the Volterra expansion for the firing rate, but is also dependent
on the frequency of the input signal and on the level of the intrinsic noise of the neuron.
Finally, we discussed how the second-order response function can be determined from
experimental data and demonstrated the numerical procedure on the NaK model which
is endowed with a discrete channel noise. Similar to the LIF model, the NaK exhibited
a pronounced weakly nonlinear response, which suggests that our results for the weakly
nonlinear response are not specific to the LIF model but are of a more general nature.
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count
Abstract | This chapter is devoted to the extension of the linear lower
bound for the mutual information between an input signal and the neural
output. For the special case of a static input signal we derive a quadratic
lower bound, which quantifies the minimal information that is recovered
from the neural output by means of an optimal quadratic filter and also
derive an upper bound for the mutual information. For the LIF neuron
model in the mean-driven regime we show that a quadratic reconstruction
of the signal can recover significantly more information from the output
than an optimal linear reconstruction. Furthermore, we find that the
quadratic lower bound provides a correct estimate for the exact mutual
information for a larger range of signal strengths than the linear lower bound.
In chapter 2 we studied the dependence of the neural output on higher moments of the
signal. Here, we take a different approach and consider the reconstruction of the input
signal from higher moments of the output. A linear reconstruction of a time-dependent




dτ h(τ)x(t− τ) , (3.1)
where h(τ) is an acausal linear filter. The above equation can be extended to also include










dτ2 g(τ1, τ2)x(t− τ1)x(t− τ2) , (3.2)
where h′(τ) and g(τ1, τ2) are the linear and nonlinear filters of the second-order recon-
struction, respectively. For a static input signal, the time dependence of the spike train
does not carry any information about the signal. In this case, all the relevant informa-
tion about the signal s is contained in the spike count N and Eq. (3.1) and Eq. (3.2)
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simplify to
slinrec = h ·N and squadrec = h′ ·N + g ·N2 . (3.3)
One possible way to asses the quality of the linear and the quadratic reconstructions is
to define a reconstruction error η = s − srec and to choose h, h′ and g such that the
variance σ2η is minimized. If the quadratic reconstruction allowed to achieve a much
smaller error than the linear reconstruction, one could safely say that the decoding of
the stimulus (and, consequently, also the encoding) is nonlinear. The drawback of this
method is that there is no way to asses how much information is actually contained in
the output and whether the reconstructions in Eq. (3.3) come close to extracting the
full information or not. Therefore, in the next section, we will derive lower bounds of
the mutual information, which will allow to quantify the minimal information that is
extracted from the output by an optimal linear or quadratic filter and will also allow to
compare the retrieved information with the total information that is contained in the
output.
3.1 Derivation of the quadratic lower bound for the mutual
information
In this chapter we consider a Gaussian signal variable s that is processed by an unspeci-
fied noisy nonlinear system that generates an output x. The amount of information that
is transmitted by the system is quantified by the mutual information MIx,s, Eq. (1.27).
Here, we will derive the well-known lower bound for the mutual information [38] that
does not require the knowledge of the conditional distribution p(x|s) or the joint dis-
tribution p(x, s) but can be computed from simple statistics of input s and output x.
Although the linear lower bound can also be computed for time-dependent processes
[38], in this chapter we focus on stochastic variables only. This will allow us to extend
the derivation of the linear lower bound and derive an improved quadratic lower bound.
In a first step we consider a reconstructed signal srec that is obtained from a deter-
ministic transformation of the output x. Since a deterministic transformation does not
incorporate any knowledge about the signal except the one that is already contained in
x it follows that
MIs,x ≥MIs,srec , (3.4)
which is also known as data processing inequality [90]. Following the definition in
Eq. (1.25), the mutual information between s and srec can be rewritten in terms of
entropies as






where Hs is the signal entropy and Hs|srec is the noise entropy for a fixed realization of
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srec. The noise in this case is not the intrinsic noise of the signal processing system but
a reconstruction noise that is defined as
η(srec) = s− srec . (3.6)
Intuitively, for a given reconstructed signal srec, the variable η represents the uncertainty
about the input signal s that arises due to the nonlinearity of the signal processing
system, due to the intrinsic noise of the system and due to the (potentially) suboptimal
choice of the deterministic reconstruction. Because for a known value of srec, all of the
uncertainty about s is captured by η, we can write for the conditioned noise entropy in
Eq. (3.5)
Hs|srec = Hη|srec . (3.7)
In general, the reconstruction noise η(srec) and its statistics will depend on the specific
realization of srec. In particular, also the variance of the reconstruction noise, σ2η(srec),
will in general be a function of srec. Furthermore, the reconstruction noise is in general
not Gaussian distributed, which means that in general it is not possible to find a simple
analytical expression for Hη|srec . However, it is possible to find a simple estimate of the
conditioned noise entropy by considering a Gaussian variable ηG with variance σ2η(srec).
Utilizing the fact that for a given variance, the entropy is maximized by a Gaussian
random variable ηG [57], we obtain an upper bound for the entropy of the reconstruction
noise:
Hη|srec ≤ HηG|srec . (3.8)
Taking further into account that an averaged conditional entropy is always smaller than
the unconditioned entropy [38] leads to
HηG|srec ≤ HηG , (3.9)
where HηG is now the entropy of a Gaussian variable with the variance σ2η which is
not conditioned on srec anymore. In conclusion, using Eq. (3.4), Eq. (3.5), Eq. (3.7),
Eq. (3.8) and Eq. (3.9) we find that
MIs,x ≥ Hs −HηG , (3.10)
where Hs and HηG are both differential entropies of Gaussian variables s and ηG with















CHAPTER 3. NONLINEAR DECODING OF SIGNALS FROM THE SPIKE COUNT
we can calculate the right side of Eq. (3.10)
Hs −HηG =−
∫
ds ps(s) log2 (ps(s)) +
∫


































The above relation is true for any signal processing system. The equality in the above
relation holds if the deterministic signal reconstruction extracts all the relevant informa-
tion from the output, i.e. if the reconstruction is optimally chosen, and if the statistics
of the reconstruction noise are Gaussian and independent of the realization of srec (see
Eq. (3.8) and Eq. (3.9)). On the other hand, if the reconstruction noise is non-Gaussian,
if its statistics are not independent of the realization of srec and if the deterministic
reconstruction does not extract all the information about the signal that is contained in
the output, the lower bound will always be lower than the true mutual information and
could even be equal to zero.
Linear reconstruction
We now want to consider a linear reconstruction of the signal,
srec = h · x , (3.14)
where h is a constant coefficient. The variance of the reconstruction noise is computed






























where we employed that 〈s〉 = 0. The coefficient h is now chosen such that σ2η is
minimized, i.e. h is chosen such that the signal reconstruction in Eq. (3.14) is optimal.
This is achieved by taking the derivative of the noise variance w.r.t. h and setting it to
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and results for h in
h = 〈s(x− 〈x〉)〉
〈(x− 〈x〉)2〉 . (3.18)
It is easy to show that ∂2
∂h2σ
2
η > 0, implying that the optimal choice of h in Eq. (3.18)
indeed minimizes the variance of the reconstruction noise. Inserting Eq. (3.18) into






where ρ2x,s is the squared linear correlation coefficient
ρ2x,s =





Inserting Eq. (3.19) into Eq. (3.13) we arrive at the final result for the linear lower bound
for the mutual information





Under the assumption that the reconstruction noise η is Gaussian and independent of
the realization of srec, Eq. (3.21) tells us how much information about the signal can at
least be retrieved from the output by a linear reconstruction (by using the optimal linear
filter h). In this sense, MI linlb is a linear measure of information. Note, that Eq. (3.21)
only gives the minimal information that is retrieved by an optimal linear filter, as we
assumed in the derivation, that the reconstruction noise η is Gaussian and independent
of the signal, which in general is not necessarily the case. However, for cases in which the
above assumptions are fulfilled, the linear lower bound can even serve as an estimator
of the exact mutual information. This is particularly useful in cases in which the exact
mutual information is not accessible via an analytic or a numerical computation (e.g.
due to a limited amount of data).
Quadratic reconstruction
In the previous section we sketched the well-known derivation of the linear lower bound
for the mutual information, that takes into account linear correlations between input
Page 55
CHAPTER 3. NONLINEAR DECODING OF SIGNALS FROM THE SPIKE COUNT
and output. Furthermore, the linear lower bound can be interpreted as the minimal
information, that is retrieved from the output by an optimal linear filter. In this section
we will extend the derivation from the previous section and derive an improved lower
bound, that not only takes into account linear statistics of s and x but also statistics of
higher orders. In particular, we will consider a second-order reconstruction of the signal
from the output and derive the quadratic lower bound, which provides the minimal
information that is retrieved from the output by a quadratic filter. By comparison with
the linear lower bound, the quadratic lower bound will allow us to identify regimes of
neural firing for which the encoding and decoding of input signals are nonlinear.
We start by defining a nonlinear reconstruction of the signal
srec = h′ · x+ g′ · x2 , (3.22)
where h′ and g′ are constant coefficients, that are chosen such that the reconstruction
noise is minimized. Note, that because of the additional quadratic term in Eq. (3.22),
the coefficient computed in Eq. (3.18) will in general not be optimal anymore. The

























































σ2η = 0 , (3.24)
∂
∂g′
σ2η = 0 , (3.25)



















and the squared nonlinear corre-
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The two linear equations Eq. (3.26) and Eq. (3.27) can be solved for h′ and g′, which

















Note, that the optimal linear filter for the quadratic reconstruction h′ is different from the
optimal filter of the linear reconstruction Eq. (3.18). Inserting h′ and g′ from Eq. (3.30)





ρ2s,x + ρ2s,x2 − 2ρs,xρs,x2ρx,x2
)
































The quadratic lower bound corresponds to the minimal information that is recovered
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from the output by an optimal quadratic reconstruction and allows to quantify the qual-
ity of the quadratic reconstruction. This is particularly useful, because the quality of
the optimal quadratic reconstruction, Eq. (3.22), cannot be assessed by one single cor-
relation coefficient, as in the case of the linear lower bound Eq. (3.21). The quadratic
lower bound, Eq. (3.33), combines the contributions of different nonlinear correlation
coefficients into one measure of the quality of information transmission. By comparing
the linear and the quadratic lower bound to the exact mutual information between input
and output it is not only possible to compare the linear and quadratic reconstructions
with each other but also to asses whether they recover all of the information that is
present in the output or not. Furthermore, for weak signal amplitudes and weakly non-
linear systems for which the linear and second-order filters are sufficient to reconstruct
the signal, the linear or quadratic lower bounds could be used as approximations for the
exact mutual information.
3.2 Derivation of an upper bound for the mutual information
for systems with signal-dependent Gaussian noise
In this section we will derive an upper bound for the mutual information between a static
signal and an output variable the variability of which is signal dependent and Gaussian
distributed. The derivation follows the arguments from the references [38, p. 126] and
[62], in which the authors consider time-dependent input signals and time-dependent
output variables. In both references, the authors discuss an upper bound for the mutual
information for which the output variability for a fixed signal is Gaussian and does not
exhibit any signal dependence. Here, we consider information transmission for static
input and output variables but for systems the output of which exhibits a Gaussian
distributed variability with an explicit signal dependence. In particular, we consider the
output variable
x = M(s) +
√
V (s) ζ , (3.36)
where the functionsM(s) and V (s) are arbitrary (nonlinear) functions of the input signal
s and the variable ζ is a Gaussian noise with unit variance and zero mean. As before,
the key quantity of interest is the mutual information (cf. Eq. (1.25)), which quantifies
the average amount of information which is conveyed by x about the signal s. However,
in contrast to the previous section, we will not assume that the distribution of the signal
s is Gaussian.
For a fixed signal, all the variability of x in Eq. (3.36) comes from the noise, which is
multiplied with
√
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− 12 . (3.38)
In order to compute the mutual information between x and s we now need to find a
simple expression for the output entropy Hx. In general, the output x in Eq. (3.36) will
be non-Gaussian and for non-Gaussian variables only few cases exist in which a simple
analytical expression for Hx can be found. So, instead of the non-Gaussian variable x
with variance σx, we will consider a Gaussian distributed variable xG which has the same
variance. Due to the same arguments as the ones which preceded Eq. (3.8) it holds that
HxG ≥ Hx. For the mutual information, we therefore find the following relation










= MIub , (3.39)
where MIub stands for the upper bound for the mutual information. With the Gaussian
distribution, pG(x) = 1/
√











− 12 . (3.40)
By inserting Eq. (3.38) and Eq. (3.40) into Eq. (3.39) arrive at the final result of this












The expression in Eq. (3.41) constitutes a generalization of the commonly employed up-
per bound which is discussed in [38] and [62] in the sense, that Eq. (3.41) can account
for output variability with an explicit signal dependence. Note however, that we con-
sidered here only time-independent variables, while the authors in [38] and [62] discuss
time-dependent signals and outputs.
The expression in Eq. (3.41) is an upper bound for the mutual information only if
the noise ζ in Eq. (3.36) is Gaussian. In other words, it is an upper bound if for
any fixed value of the signal the conditioned variability of the output x is Gaussian
distributed. If, additionally, the output x itself is also Gaussian, then MIub will be equal
to the true mutual information. However, if the distribution of the output x differs from
the Gaussian distribution, then the upper bound will in general overestimate the true
mutual information. The distribution of x is determined by the signal dependence of
the functions M(s) and V (s) in Eq. (3.36) and by the distribution of s, which can also
be non-Gaussian.
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3.3 Numerical measurement of the mutual information for
continuously distributed input and output variables
In this section we consider the numerical estimation of the mutual information and dis-
cuss some difficulties which arise when continuously distributed variables, e.g. Gaussian
distributed variables, are considered. The difficulties which are discussed here are well
known in the literature and the reader should refer to other sources for an in-depth
discussion of the topic. For a neuroscience-related discussion the reader may consult
[61] or [66] and references therein, whereas a discussion of the mathematical intricacies
associated with the entropies of continuously distributed variables can be found, for ex-
ample, in [58] or [90]. However, a reader who is interested in a basic overview of the
difficulties which are involved in the numerical measurement of the mutual information
or who is interested in a simple algorithm for the estimation of the mutual information
between two variables without diving into the complex problem of MI estimation for
time-dependent signals may find this chapter useful.
Shannon entropy of a discretized random variable
Consider a system which is subject to a discrete input variable n and generates a discrete




P (Ni) log2 P (Ni) , (3.42)
where P (Ni) is the probability that the variable N attains the state i and where the
sum runs over all possible states. The noise entropy of this system, equals the entropy










P (Ni|nj) log2 P (Ni|nj) , (3.43)
where P (nj) is the probability that the variable n attains the state j and where P (Ni|nj)
is the probability, that N is in state i given that n is in state j.
For a continuous variable x with density p(x) there is no clear notion of a state. In
order to still be able to compute an entropy, we define a state i as corresponding to the
event that a realization of x falls into the interval [∆x(i− 12),∆x(i+
1
2)], where ∆x is the
discretization which determines the resolution of our measurement of x. If the interval
discretization ∆x is sufficiently small, then the probability of the state i is given by
Pi = ∆x · p(i∆x). If additionally, the variable x is distributed on an infinite interval, we
have to choose a lower and upper cutoff (xmin and xmax), such that the normalization∑
i Pi = 1 is (at least approximately) preserved. The lower and upper cutoff of x then
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2)] and where ∆x p(i∆x|j∆s) is the probability that x falls into the interval
[∆x(i− 12),∆x(i+
1





Because the discretization ∆x appear in the argument of the logarithm in Eq. (3.44)
and Eq. (3.45), it becomes clear that the entropy of a continuous variable will always
depend on the discretization which is used to asses the probabilities Pi. For ∆x→ 0 we





→ ∞. Intuitively, this means that for a continuously
distributed random variable it is impossible to figure out its exact state with a finite
number of binary "yes/no" questions. This fact that the value of the entropy of a
continuously distributed variable depends on the discretization will be of importance
later, when we discuss the numerical estimation of the mutual information.










Mutual information for discretized random variables
After we convinced ourselves in the previous section that the discretization ∆x which is
used to define the states xi of a continuously distributed variable x crucially determines
the value of the entropy, let us study how the mutual information between an input
variable s and an output variable x depends on the discretization of input and output.























entropy of x averaged over the signal. As in the previous chapter, state j is attained,
whenever a realization of x falls into the interval [∆x(i− 12),∆x(i+
1
2)]. Analogously, state
j is attained whenever s falls into the interval [∆s(i − 12),∆s(i +
1
2)]. For sufficiently
small ∆s and ∆x we find Pi = ∆x p(i∆x) and Pj = ∆s p(j∆s). Note, that as we
convinced ourselves in the previous section, the values of the entropies in the last line of
Eq. (3.47) are not independent of ∆x and that, in particular, there is no finite limit for
∆x→ 0. Let us now study the dependence of the mutual information on ∆x. Therefore,
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we consider Eq. (3.47) and use the relation of the probabilities of the states with the




















We see, that the dependency of the argument of the logarithm on the discretization ∆x
cancels out. Now, taking in Eq. (3.48) the limit ∆x → dx and ∆s → ds we can write













From Eq. (3.48) and Eq. (3.49) we can see that if the input variable s and the output
variable x can be characterized by smooth probability distributions (allowing the approx-
imation of the sums by integrals), and if the argument of the logarithm in Eq. (3.49)
does not diverge, then the dependence of the mutual information on ∆s and ∆x vanishes
for ∆s → 0 and ∆x → 0. Furthermore, the mutual information attains a finite value
in contrast to the entropies in the first line of Eq. (3.47). Note, that if the probability
densities are not sufficiently smooth or if the argument of the logarithm in Eq. (3.49)
diverges, then the mutual information may still depend on the discretization of input
and output even for ∆s→ 0 and ∆x→ 0. We will discuss an example of a system that
exhibits such a pathological behavior in section 3.4.
Although Eq. (3.49) nicely demonstrates how the dependency of the output entropy
and the noise entropy on the discretization cancels out, the probability densities px(x),
ps(s) and px(x|s) can be computed analytically only for few simple systems. Therefore,
in practice the only way to determine the mutual information for a general nonlinear
signal processing systems is to discretize the input and output, and to determine the
mutual information from the joint probabilities of the discretized input and output.
Hereby, as we discussed earlier, it is necessary to carefully choose the discretization of
input and output.
In the following we discuss two different routines for the numerical measurement of the
mutual information between a continuously distributed input variable s and a continu-
ously distributed output variable x. In order to test the dependence of the numerical
estimation of the mutual information on the discretization of the input and output vari-
ables we will consider the well-known linear Gaussian channel [38], the output of which
is given by
x = s+ ζ , (3.50)
where s is a Gaussian signal variable with variance σ2s and ζ is a Gaussian noise variable
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with variance σ2ζ . The mutual information between the signal s and the output x in
Eq. (3.50) is given by [38]








The mutual information from Eq. (3.51) is plotted versus the signal standard deviation
in Fig. 3.1 for σζ = 1 and will provide a reference for the numerical routines which we
will introduce in the following.
Numerical method 1: Discretize signal and output and determine the joint
probability distribution Pi,j.
We have already discussed that the entropies of continuously distributed variables x and
s crucially depend on the discretization ∆s and ∆x that are employed to determine the
probabilities of the states of the variables and do not have a finite limit for ∆x→ 0 and
∆s→ 0. Because of this divergence, we do not measure the entropies and take the differ-

























where Pi,j is the joint probability, that s ∈ [∆s(j − 12),∆s(j +
1
2)] and at the same
time x ∈ [∆x(i − 12),∆x(i +
1
2)]. Note, that we employ the notation Pi in order to
indicate probability distributions of discretized continuously distributed variables, while
the notation P (Ni), which we employed earlier, indicated the probability distribution
of a discrete variable. For the numerical estimation of the probabilities Pi and Pi,j , the
following steps have to be performed:
1. We draw the signal variable s from a predefined distribution.
2. The signal s drives the signal processing system which generates the response x.
3. The output is discretized x → x′ with discretization ∆x and the state i of the
output is determined from the condition that x ∈ [∆x(i− 12),∆x(i+
1
2)].
4. We also discretize the input signal s→ s′ with a discretization ∆s. The state j of
the signal is determined from the condition that s ∈ [∆s(j − 12),∆s(j +
1
2)].
Repeating the above steps N times allows to determine the joint probability Pi,j of
different pairs of the input and output states {i, j}. The mutual information is obtained
by employing Eq. (3.52), where the marginal probabilities Pi and Pj are obtained by
summing the elements of Pi,j over j or i respectively.
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Figure 3.1: Exact mutual information vs σs for the linear Gaussian channel
measured via numerical method 1. The numerical results for different choices of q
and ∆x (circles, squares, diamonds and triangles) are compared to the analytical result
from Eq. (3.51) (solid black line). The numerical results for the mutual information are
always below the entropy of the discretized signal (solid blue line for q = 0.45 and solid
green line for q = 1) and also below the entropy of the discretized output (dashed orange
line).
We test the above routine for the linear Gaussian channel, Eq. (3.50), for σζ = 1
and for different discretization of input and output. The numerical results for the mu-
tual information are plotted versus the signal standard deviation, σs, in Fig. 3.1. The




remains fixed for all σs. For the discretization of the output we choose for every curve
a constant binning ∆x. The lowest and highest state of the signal is determined nu-
merically by varying the summation limits until the results of the numerical simu-
lations converge and become independent of the choice of the limits. We find that
−3σs/∆s ≤ j ≤ 3σs/∆s is sufficient in all cases which we consider in this thesis. The
total number of trials that are used for the measurement of the joint probabilities of
input and output is N = 105. The analytical solution of the mutual information for the
linear Gaussian channel is given by Eq. (3.51) and provides a reference for the accuracy
of the numerical routine. For the linear Gaussian channel and for the given range of
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σs the discretization q = 0.09 and ∆x = 0.45 (red circles in Fig. 3.1) provides a good
match to the analytic theory (black line). Decreasing the discretization of the signal to
q = 0.45 (blue squares) or to q = 1 (green diamonds) systematically underestimates the


























where from the second last to the last line in the above equation we employed Bayes’
theorem, Eq. (1.26). Employing the Bayes’ theorem again in Eq. (3.55), the mutual

















The equivalent expressions for the mutual information in Eq. (3.54) and Eq. (3.56)
are simply the consequence of the well known fact, that the mutual information is a
symmetric measure with respect to input and output [38]. Considering the fact, that










> 0 it follows
from Eq. (3.54) and Eq. (3.56) that
MI ≤ Hx and MI ≤ Hs . (3.57)
In section 3.3 we discussed that the entropies of continuously distributed variables depend
on the discretization with which the distributions are measured. From Eq. (3.57) it
follows, that by choosing a too large bin size ∆s we can systematically underestimate
the mutual information. The entropy of a Gaussian signal with discretization q = ∆s/σs
can be computed from Eq. (3.46). The choices of q = 0.45 and q = 1 result in Hs = 3.2
bits and Hs = 2.04 bits, respectively (blue line and green line in Fig. 3.1). Note, that the
numerical routine underestimates the mutual information not only for signal standard
deviations for which the theory for the mutual information exceeds Hs but even for
smaller values. In Fig. 3.1 we find that the numerical routine provides accurate results
if q is chosen such that Hs ≈MI + 1.5 bits.
Of course, the numerical routine is not only sensitive to q but also to ∆x. Increasing the
bin size of the output to ∆x = 4.5 (orange triangles in Fig. 3.1) introduces a systematic
underestimation of the mutual information and can also be understood by means of
Eq. (3.57). For the linear Gaussian channel it is possible to compute Hx in the same
way as for the signal by means of Eq. (3.46). For ∆x = 4.5 and σx = 10 this results
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in Hx = 3.2 bits (orange dashed line in Fig. 3.1). For general nonlinear systems with
a non-Gaussian output, one either has to determine Hx numerically or to repeatedly
adjust ∆x until the numerical result for the mutual information has converged.
Numerical method 2: Determine the conditional probability Pi(s) for a frozen
signal, compute the logarithm and average over signals.
An alternative numerical procedure that does not require a discretization of the signal













































where Pi(s) is now the conditional probability for the output to be in state i for a
given signal realization. The multiplication with the probability density ps(s) and the
integration over s in Eq. (3.60) can be considered as an ensemble average over the signal
























The variable k in the above equation is now not the state of the signal but a specific
realization of the signal variable. The first sum in the last line of Eq. (3.61) runs over
all Ns realizations of the signal variable, while the second sum still runs over different
states i of the output. The advantage of Eq. (3.61) over Eq. (3.52), which is employed
for the numerical routine 1, is that no discretization of the signal is performed and no
dependence on ∆s is introduced. For the numerical routine 2 the following steps have
to be performed:
1. Draw a signal realization sk.
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Figure 3.2: Exact mutual information vs σs for the linear Gaussian channel
measured via numerical method 2. The numerical results for different choices of
Ns and ∆x (circles, squares, diamonds and triangles) are compared with the analytical
result from Eq. (3.51) (solid black line).
2. Determine the response x to the input sk




4. repeat steps 2 and 3 and determine the conditional probability Pi(sk) for the frozen
signal realization sk.
Repeating the above steps Ns times allows to determine the two dimensional array
Pi(sk). The marginal probability distribution Pi is obtained from the ensemble average
Pi = 〈Pi(sk)〉sk . Finally, the mutual information is computed from Eq. (3.61). The
advantage of this numerical method is that it is not necessary to choose a somehow
arbitrary discretization of the signal. After all, the signal processing system is subject
to the continuously distributed signal and not to a discretized version of it. However,
the avoidance of the discretization comes at a cost, as we have added an additional
parameter, the ensemble size Ns. In order to test the numerical routine 2 for different
parameter sets we apply it to the linear Gaussian channel, Eq. (3.50), with σζ = 1. The
numerical results for the mutual information are plotted versus σs in Fig. 3.2. As before,
the highest and lowest state of the output is determined numerically by varying the
summation limits until the results of the numerical simulations converge and become
independent of the choice of the limits. The total number of trials that are used to
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determine the conditional probabilities Pi(sk) is N = 1000. Note, that the conditional
probability has to be determined for every realization of the signal, resulting in a total of
N ·Ns simulations of the signal processing system. For Ns = 1000 (red dots in Fig. 3.2)
the match with the analytic theory, Eq. (3.51), is quite good. Reducing the ensemble
size to Ns = 100 (blue squares in Fig. 3.2) or Ns = 10 (green diamonds in Fig. 3.2)
results not only in a larger statistical variation around the theoretical curve but also
to a systematic underestimation of the mutual information. Unfortunately, no simple
criterion can be found which would predict the minimal ensemble size that is required
to attain a measurement with a certain precision. In general, the optimal ensemble size
will be different for different signal processing systems depending on the amount and
nature of the intrinsic noise and the type of the signal processing system’s nonlinearity.
Finally, an increase of the discretization of the output to ∆x = 4.5 (orange triangles in
Fig. 3.2) results in an underestimation of the mutual information due to Eq. (3.57) and
is the same effect that was already observed for the numerical routine 1. Note, that the
difference between the numerical routine 1 and 2 is not only the analysis of the data
(measurement of joint probabilities vs conditional probabilities) but also the generation
of the data. While for the numerical routine 1 a different signal realization is drawn for
every simulation of the signal processing system (N simulations in total), the numerical
routine 2 requires N simulations of the signal processing system for every one of the Ns
realizations of the signal (N ·Ns simulations in total).
Finally, we compare the numerical results from routine 1 with q = 0.45 and N =
100000 (red circles in Fig. 3.3) with the results from routine 2 with Ns = 1000 and
N = 1000 (blue squares in Fig. 3.3). For σs ≤ 6 the results from both routines show
a good agreement with the theoretical prediction for the mutual information for the
linear Gaussian channel, Eq. (3.51) (black line in Fig. 3.3). For σs > 6, however, we
find that the results from the numerical routine 1 show a slightly better agreement with
the theoretical prediction than the results from the numerical routine 2. Furthermore,
routine 1 requires only N = 105 simulations of the signal processing system, which is
an order of magnitude smaller than the Ns ·N = 106 simulations that are required for
the numerical routine 2. Consequently, for the remainder of this chapter we will employ
routine 1 whenever a numerical measurement of the mutual information is required.
3.4 Nonlinear decoding of a signal variable from the output of
a Gaussian model with signal-dependent mean and variance
In order to gain some intuition about how the mutual information and its upper and
lower bounds behave for a simple nonlinear system, we consider a Gaussian model, the
output of which is given by
x = M(s) +
√
V (s) ζ . (3.62)
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Figure 3.3: Comparison of the numerical results for the mutual information
of a linear Gaussian channel from the numerical method 1 and the numerical
method 2. The analytical curve for the mutual information is given by Eq. (3.51) (solid
black line). The numerical data from method 1 (Fig. 3.1) that fits the analytical curve
best is displayed by the red circles (q = 0.09, ∆x = 0.45, N = 105). The numerical
data from method 2 (Fig. 3.2) that fits the analytical curve best is displayed by the blue
squares (Ns = 103, ∆x = 0.45, N = 103).
The signal s in the above equation is a Gaussian distributed input signal with variance
σ2s and ζ is a Gaussian distributed noise with variance
σ2ζ = 1 . (3.63)
For the remainder of the chapter we will assume that
〈s〉 = 0 , 〈ζ〉 = 0 . (3.64)
The function M(s) in Eq. (3.62) is identical to the mean output for a fixed signal
realization,
〈x〉ζ = M(s) +
√
V (s) 〈ζ〉ζ = M(s) . (3.65)
In the above equation, the angular brackets, 〈.〉ζ , with the subscript ζ indicate an average
of the variables inside the bracket, where only the noise ζ is varied from trial to trial
but the signal is fixed at a deterministic value. In contrast, angular brackets without a
subscript, 〈.〉, will be used to indicate simultaneous trial averaging over the signal s and
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the noise ζ.











= V (s) 〈ζζ〉ζ = V (s) . (3.66)
In an experimental setting in which the functionM(s) is not known beforehand, Eq. (3.65)
indicates how it is possible to measure M(s). The measurement is performed by aver-
aging the output of a system for a fixed value, s, of the input signal (frozen signal) over
different trials in which the intrinsic noise is independent from trial to trial. Analogously,
it is also possible to determine V (s), but instead of simply averaging the output for a
fixed signal s, one has to compute the variance of the output for fixed realizations of
the signal. Repeating the measurement of M(s) and V (s) for different values of the
signal, allows to determine the full functions M(s) and V (s). Because of their corre-
spondence to trial averages for frozen signals, in the following, we will refer to M(s) as
the signal-dependent mean of the output and V (s) as the signal-dependent variance of
the output.
For the output in Eq. (3.62), the squared linear and nonlinear correlation coefficients











































































































For general nonlinear M(s) and V (s) it is not possible to find a simple analytical ex-
pression for the exact mutual information. Therefore, for the remainder of this chapter,
we will compute the exact mutual information for the Gaussian model via a numerical
evaluation of the integrals in Eq. (3.70).
For the system in Eq. (3.62), we now proceed with the study of the exact mutual
information and its upper and lower bounds for different choices of M(s) and V (s).
Linear Gaussian channel
One simple choice for the signal-dependent mean and variance in Eq. (3.62) is
M(s) = s and V (s) = 1 , (3.73)
which leads to the linear Gaussian channel, Eq. (3.50). The functions M(s) and V (s)
from Eq. (3.73) are plotted in Fig. 3.4a and Fig. 3.4b respectively. In Fig. 3.4c we
plot the distribution of the input signal normalized by the maximum of the respective
distribution for three different values of the standard deviation. Figure 3.4 illustrates
the simple fact, that the functions M(s) and V (s) are linear. For the linear Gaussian
channel, the standard deviation of the signal does not affect the shape of the distribution
of x, which is always Gaussian. The mutual information of the linear Gaussian channel
was already computed in Eq. (3.51) and can be rewritten as















where we employed that for the linear Gaussian channel σ2x = σ2s + σ2ζ and that σ2ζ = 1.
The squared linear correlation coefficient, Eq. (3.67), between the signal, s, and the
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Inserting Eq. (3.75) into the equation for the linear lower bound, Eq. (3.21), results in










which is the same result as for the exact mutual information, Eq. (3.74). This result
was of course to be expected because for a linear system with additive intrinsic noise the
optimal linear reconstruction already extracts all the information that is present in the
output.































Figure 3.4: Mean, variance, and signal distributions for the linear Gaussian
channel. a) M(s), as a function of the signal-value. M(s) corresponds to the output
of the linear Gaussian channel for a fixed signal value averaged over independent real-
izations of the noise. b) V (s) as a function of the signal-value. V (s) corresponds to the
variance of the output of the linear Gaussian channel for a fixed signal value averaged
over independent realizations of the noise. c) Signal distributions, p(s), as functions of
the signal-value for different σs rescaled such that p(s = 0) = 1. The signal distributions
are indicators of the frequency with which the stochastic signal variable s attains certain
values.
For the computation of the quadratic lower bound we first consider the cross correlation


















Employing in Eq. (3.77) that the signal follows a Gaussian distribution with zero mean
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= 0 . (3.79)











which is again the same result as for the exact mutual information given by Eq. (3.74).
This result was also to be expected, because if all the information that is contained in
the output is already recovered by the optimal linear reconstruction, then the quadratic
reconstruction cannot provide any additional information.






















As expected, due to the fact that the output of the linear Gaussian channel is Gaussian
distributed, Eq. (3.81) in this case equals the exact mutual information that is given by
Eq. (3.74). The different measures of information transmission for the linear Gaussian
channel are plotted versus the signal standard deviation in Fig. 3.5. As discussed above,
for the special case of the linear Gaussian channel the exact mutual information and its
lower and upper bounds coincide. In particular, the bounds and the mutual information
grow for increasing signal strength without any saturation.
Gaussian model with a nonlinear signal dependence of the mean
We now consider a Gaussian model with a constant variance and a weakly nonlinear
signal dependence of the mean:
M(s) = s+ αs2 and V (s) = 1 , (3.82)
where α is a constant coefficient. For the output variable x this leads to
x = s+ αs2 + ζ . (3.83)
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Figure 3.5: Mutual information (red circles), linear lower bound (orange tri-
angles), quadratic lower bound (green diamonds) and the upper bound (blue
squares) for the linear Gaussian channel vs the signal standard deviation.
The theory (black line) is computed via Eq. (3.74).
The functions M(s) and V (s) are plotted as functions of s in Fig. 3.6a,b for α = 0.001.
The normalized signal distributions for σs = 20, 50, 100 are plotted in Fig. 3.6c. For
the displayed range of signal values, the function M(s) exhibits only a weakly nonlinear
behavior and by the naked eye it is only hardly distinguishable from a linear function. Of
course, for larger σs the signal would sample a wider ranger of values, and the nonlinear
behavior of M(s) would be more pronounced. However, for σs ≤ 100 the signal samples
the functions M(s) and V (s) mostly within the range for which M(s) appears almost
linear (cf. with M(s) in Fig. 3.4).
Let us now consider the lower bounds for the mutual information. By using Eq. (3.83)




2α2σ4s + σ2s + 1
. (3.84)
For the squared correlation coefficient between the signal and the squared output,
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Figure 3.6: Mean, variance, and signal distributions for the Gaussian model
with a nonlinear signal dependence of the mean for α = 0.001. a) Function
M(s) vs signal-value; b) Function V (s) vs signal-value; c) Signal distributions, p(s), as
functions of the signal-value for different σs rescaled such that p(s = 0) = 1.
Eq. (3.28), one finds
ρ2x2,s =
18α2σ6s
48α4σ8s + 42α2σ6s + σ4s(1 + 6α2) + 2σ2s + 1
, (3.85)
and for the squared correlation coefficient between the output and the squared output,
Eq. (3.29), the result reads
ρ2x2,x =
2α2σ4s(1 + 4σ2s + 6α2σ4s)2
(1 + σ2s + 2α2σ4s)(1 + σ4s + 42α2σ6s + 48α4σ8s + 2(σ2s + 3α2σ4s))
. (3.86)





2α2σ4s + σ2s + 1
)
. (3.87)
The linear lower bound is computed by inserting Eq. (3.84) into Eq. (3.21), while the
quadratic lower bound is computed by inserting Eqs. (3.84-3.86) into Eq. (3.33). The
exact mutual information, is computed via numerically evaluating Eq. (3.70) and is
plotted versus σs in Fig. 3.7 together with its upper and lower bounds for α = 0.001.
Note, that for the signal range indicated by the signal distributions in Fig. 3.6c, the
signal-dependent mean in Fig. 3.6a shows only a weakly nonlinear behavior which by the
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Figure 3.7: Mutual information (red circles), linear lower bound (orange
triangles), quadratic lower bound (green diamonds) and the upper bound
(blue squares) for the Gaussian model with a nonlinear signal dependence of
the mean vs the signal standard deviation for α = 0.001.
naked eye is only hardly distinguishable from the linear case. Nevertheless, the behavior
of the lower bounds for increasing σs is markedly different from what we have observed
for the linear Gaussian channel (cf. Fig. 3.5). In Fig. 3.7, the linear lower bound (orange
triangles) reaches a maximum at around σs = 20 and decreases for larger signal strengths.
The quadratic lower bound (green diamonds) reaches a maximum at around σs = 50
and decreases for larger signal strength similarly to the linear lower bound. The exact
mutual information (red circles) increases monotonically for increasing signal strength
in a simmilar manner as for the linear Gaussian channel and is closely matched by the
upper bound (blue squares). For σs ≤ 20 both lower bounds match the exact mutual
information closely and increase monotonically for increasing signal strength, comparable
to the behavior of the linear Gaussian channel. This behavior can be explained by the
small value of α and by the dominance of the linear term in s in Eq. (3.83) for small
standard deviations of the signal. For 20 ≤ σs ≤ 50, in which case the linear lower bound
already shows strong deviations from the exact mutual information, the quadratic lower
bound still captures almost all of the information. From a reconstruction perspective,
the linear lower bound indicates that for σs = 60 the optimal linear filter extracts around
3.5 bits of information. For the same signal standard deviation the optimal quadratic
reconstruction increases the extracted information by around 53% to around 5.4 bits.
Although for σs ≥ 50 the distance between both lower bounds and the exact mutual
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information increases steadily for increasing signal standard deviation, the quadratic
lower bound lies always above the linear lower bound.
In order to gain an intuition about the behavior of the lower bounds for strong signals,




ρ2x,s = 0 , (3.88)
lim
σs→∞






For the linear lower bound, Eq. (3.21), and the quadratic lower bound, Eq. (3.33), the
above three equations lead to
lim
σs→∞
MI linlb = 0 , (3.91)
lim
σs→∞
MIquadlb = 0 . (3.92)
In contrast to the upper bound, Eq. (3.87), which grows without bounds for increasing
signal variance, the linear and the quadratic lower bounds decay to zero in the limit of
infinitely strong signals. While we do not know the exact behavior of the true mutual
information with respect to σs, the behavior of the upper bound hints at the possibility
that the mutual information may also increase without bounds for increasing σs. This
implies that the lower bounds can only provide a reasonable estimate for the true mutual
information for small and intermediate signal standard deviations.
In conclusion, we find for the Gaussian model with a weakly nonlinear signal depen-
dence: i) the quadratic lower bound provides a better estimate for the exact mutual
information than the linear lower bound for intermediate σs; ii) the optimal quadratic
filter recovers significantly more information from the output than the optimal linear
filter for intermediate σs.
Gaussian model with pure noise coding
Now we consider a Gaussian model for which the mean is signal independent and only
the variance exhibits a signal dependence:
M(s) = 0 , V (s) = (1 + βs)2 , (3.93)
where β is a constant parameter. For the output x, Eq. (3.93) leads to
x = (1 + βs) ζ . (3.94)
In the following we will refer to the model in the above equation as the Gaussian model
with pure noise coding. Note, that our setup is different from what is referred to as
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variance coding (e.g. in [91]), where the intrinsic noise of a model neuron is modulated
by the signal. Such a variance coding may lead to a signal-dependent variability of the
output but will in general also lead to a signal dependence of the mean output. Here,
the term noise coding refers solely to the signal dependence of the output variability,
which is given by V (s).
The functions M(s) and V (s) are plotted in Fig. 3.8a and Fig. 3.8b, respectively, for
β = 0.01. The signal distributions that indicate which values are most often assumed
by the signal are plotted in Fig. 3.8c for different σs. For σs = 20, approximately 99, 7%
of the signal values lie in the interval [−60, 60]. Consequently, the function V (s) is
predominantly sampled within an interval within which the function is invertible. This
means that a fixed signal value (a frozen signal) can be uniquely determined from a
measurement of the signal-dependent variance V (s). For σs = 100, the values which
are assumed by the stochastic signal are distributed over a much larger interval and the
function V (s) is sampled over an interval on which it is not invertible anymore. In this
case, a measurement of V (s) does not allow to uniquely determine the value of a frozen
input signal anymore.
For the linear correlation coefficient we find
ρ2x,s = 0 , (3.95)
which leads to
MI linlb = 0 (3.96)
for all σs. Hence, the linear reconstruction extracts no information from a source with
pure noise coding regardless of the signal strength.
For the nonlinear coefficients we find
ρ2x2,s =
2β2σ2s
1 + 8β2σ2s + 4β4σ4s
(3.97)
and
ρ2x2,x = 0 . (3.98)







1 + 8β2σ2s + 4β4σ4s
)
, (3.99)
which attains a maximum at σs = 1/(
√
2 · |β|). Inserting the optimal σs into Eq. (3.99)
leads to
MIquadlb,max = −0.5 (log2(5)− log2(6)) ≈ 0.13 . (3.100)
For the optimal signal strength, the quadratic reconstruction recovers around 0.13 bits
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Figure 3.8: Mean, variance, and signal distributions for the Gaussian model
with pure noise coding for β = 0.01. a) FunctionM(s) vs signal-value; b) Function
V (s) vs signal-value; c) Signal distributions, p(s), as functions of the signal-value for
different σs rescaled such that p(s = 0) = 1. The signal distributions indicate the
range of values which are predominantly assumed by the stochastic signal. This in turn,
determines which parts of M(s) and V (s) are predominantly sampled by the signal.
of information from the output and is completely independent of the parameter β. In
the limit of a strong signal the nonlinear coefficient from Eq. (3.97) reduces to
lim
σs→∞




MIquadlb = 0 . (3.102)
Interestingly, while the linear lower bound, Eq. (3.96), is zero regardless of the signal
strength, the quadratic lower bound extracts up to 0.13 bits of information for a signal of
intermediate strength and decays to zero for large σs. The linear lower bound, Eq. (3.96),
and the quadratic lower bound, Eq. (3.99) and the exact mutual information, Eq. (3.70),
are plotted in Fig. 3.9 for β = 0.01. The linear lower bound (orange triangles) is zero for
all σs as predicted by Eq. (3.96). The quadratic lower bound (green diamonds) increases
for increasing σs until it reaches a peak at σs = 70 and then it again slowly decays for
increasing σs. For σs ≤ 20 the quadratic lower bound closely follows the exact mutual
information (red circles). For σs > 20 the quadratic lower bound starts to significantly
deviate from the exact mutual information, but note that even for σs = 150 the quadratic
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Figure 3.9: Mutual information (red circles), linear lower bound (orange
triangles), quadratic lower bound (green diamonds) and the upper bound
(blue squares) for the Gaussian model with pure noise coding for β = 0.01.
The limit of the upper bound for σs →∞ (dashed black line) is given by Eq. (3.109).
reconstruction still recovers around 0.1 bits of information from the output in marked
contrast to the 0 bits of information that are recovered by the linear reconstruction.
In order to be able to put the 0.1 bits of information into perspective, let us consider
a linear Gaussian channel, for which the exact mutual information can be related to the
linear correlation coefficient between input and output via Eq. (3.74) and Eq. (3.75).




1− e−2·MI·ln(2) . (3.103)
Inserting MI = 0.1 into the above equation results in ρx,s ≈ 0.36. Consequently, a lin-
ear Gaussian channel that transmits 0.1 bits of information exhibits a rather substantial
linear correlation between input and output of about 0.36. We therefore argue that a
quadratic reconstruction that extracts up to 0.13 bits of information is a major improve-
ment in comparison to the linear reconstruction, which cannot extract any information
from a channel with pure noise coding.
Now we consider the upper bound, Eq. (3.41), which for the Gaussian model with pure
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2 ln(x) = −
√
π
4 (γ + 2 ln(2)) , (3.108)









≈ 0.92 . (3.109)
The upper bound is represented by the blue squares in Fig. 3.9. In stark contrast to
the lower bounds, which decay to zero for increasing signal variance, the upper bound
converges to a finite value of around 0.92 bits (dashed line in Fig. 3.9). This implies
that for the Gaussian model with noise coding, also the mutual information (red circles
in Fig. 3.9) does not grow without bounds but has to be lower than 0.92 bits even in the
limit of a signal with infinite variance. This behavior stands in marked contrast to the
linear Gaussian channel and the Gaussian model with a nonlinear signal dependence of
the mean, for which the mutual information seems to grow without bounds for increasing
signal variance.
In conclusion, we find that for the Gaussian model with pure noise coding: i) The
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quadratic lower bound provides a reasonable estimate for the exact mutual information
if the function V (s) is sampled by the signal predominantly in a region, where V (s)
is invertible. For β = 0.01 this corresponds to σs < 20. ii) The optimal quadratic
filter is able to recover information from a channel with pure noise coding in contrast
to the linear reconstruction, which does not recover any information for all σs. iii)
The Gaussian model with pure noise coding constitutes a nice example of a system for
which the mutual information does not increase with increasing standard deviation of
the Gaussian signal.
Piecewise linear Gaussian model
So far we only studied Gaussian models with smooth nonlinearities. Now we will consider
a piecewise linear Gaussian model with
M(s) = s ·Θ(s) , V (s) = Θ(s) . (3.110)
For the output x, Eq. (3.62), the above choice of M(s) and V (s) leads to
x = (s+ ζ) Θ(s) , (3.111)
where Θ is the Heaviside step function. The above choice of M(s) and V (s) is motivated
by the behavior of neural models, for which the count cannot attain negative values.
Consequently, strong negative signals cannot be transmitted, because they essentially
silence the neuron. This behavior is mimicked by the Gaussian model in Eq. (3.111).
The functions M(s) and V (s) are plotted in Fig. 3.10a and Fig. 3.10b, respectively.


















) ≈ 0.733 . (3.113)
After inserting the limit from the above equation into Eq. (3.21) we obtain a finite value
for the linear lower bound in the limit of strong signals,
lim
σs→∞
MI linlb ≈ 0.95 bits . (3.114)
For the squared correlation coefficient between the input and the squared output, Eq. (3.68),
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Figure 3.10: Mean, variance, and signal distributions for the piecewise linear
Gaussian model. a) Function M(s) vs signal-value; b) Function V (s) vs signal-value;
c) Signal distributions, p(s), as functions of the signal-value for different σs rescaled such
that p(s = 0) = 1.




































The linear lower bound, which is obtained by inserting Eq. (3.112) into Eq. (3.21) and
the quadratic lower bound, which is obtained by inserting Eq. (3.112), Eq. (3.115) and
Eq. (3.116) into Eq. (3.33) are both plotted in Fig. 3.11.
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Figure 3.11: Mutual information (red circles), linear lower bound (orange
triangles) and the quadratic lower bound (green diamonds) for the piecewise
linear Gaussian model. The limits for σs → ∞ of the linear lower bound (solid
line) and of the quadratic lower bound (dashed line) are obtained from Eq. (3.114) and
Eq. (3.119), respectively.





5 (π − 1) . (3.118)
The limits in Eq. (3.117) and Eq. (3.118) lead to a finite value of the quadratic lower
bound, Eq. (3.33), in the limit of strong signals
lim
σs→∞
MIquadlb ≈ 1.05 bits . (3.119)
For σs ≤ 5 the quadratic lower bound (green diamonds) and the linear lower bound
(orange triangles) both increase with increasing σs and are hardly distinguishable from
each other. For σs > 10 the linear lower bound saturates at 0.95 bits (solid line) and
the quadratic lower bound saturates to 1.05 bits (dashed line). These are exactly the
values which are predicted for the linear and the quadratic lower bounds in the limit of
σs → ∞ by Eq. (3.114) and Eq. (3.119), respectively. The exact mutual information is
computed via numerically evaluating Eq. (3.70) with M(s) and V (s) from Eq. (3.110)
and is indicated by the red circles in Fig. 3.11. For σs → 0, the mutual information
approaches the value of 1 bit. This is due to the fact that a negative signal always
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leads to an output which is exactly zero, while a positive signal (even if it is very weak)
will with a high probability lead to an output which is nonzero due to the intrinsic
noise. Consequently, even for vanishingly small signal strength, the output allows to
asses whether the signal has positive or negative sign, which corresponds to 1 bit of
information. For increasing σs the mutual information increases monotonically without
any saturation. Note, that the upper bound is ill-defined and cannot be plotted for the
piecewise linear Gaussian model because the logarithm in Eq. (3.41) diverges when V (s)
equals to zero for a non-vanishing range of singal-values.
In conclusion, we find that for the piecewise linear Gaussian model the mutual infor-
mation grows without bounds. Furthermore, in the limit of large σs both lower bounds
converge to slightly different limits that are both different from zero. Interestingly, for
the piecewise linear Gaussian model none of the two lower bounds comprises a good
estimate for the exact mutual information. It seems that neither a linear reconstruc-
tion nor a reconstruction with a smooth (quadratic) nonlinearity are suitable to extract
information from a highly nonlinear model as the piecewise linear Gaussian model.
3.5 Nonlinear decoding of a static signal variable from the
neural spike count of the LIF and NaK models
In this section we will study the mutual information between a static input signal s and
the spike count N of the LIF model and the NaK model, respectively. In particular, we
will study the conditions for which the mutual information can be successfully estimated
by the linear lower bound, the quadratic lower bound or the upper bound for the mutual
information. Furthermore, we will investigate under which conditions a quadratic signal
reconstruction performs better than a linear reconstruction. This question will be studied
by considering the linear and the quadratic lower bounds and by specifying the conditions
for which these two bounds significantly differ from each other.
Throughout this section we will employ ε = 1 in Eq. (1.33) and Eq. (1.43) but consider
a varying standard deviation σs of the Gaussian signal distribution. The mean of the
signal is assumed to be zero. The mutual information will be computed numerically
via Eq. (3.52). The linear and quadratic lower bounds will be computed by numerically
evaluating the correlation coefficients ρs,N , ρs,N2 and ρN,N2 and employing Eq. (3.21) and
Eq. (3.33), respectively. The upper bound will be computed via numerically measuring
the signal-dependent spike count variance and by employing Eq. (3.41).
We will now shortly discuss how the Gaussian model from the previous section can be
related to the neural spike count. First, we note that the spike trains of the LIF model
and the NaK model are renewal spike trains, i.e. subsequent intervals between spikes
are independent of each other. The spike count N is determined by counting the spikes,
which are generated by the neuron within a time window T . The models are subject
to intrinsic noise, such that the spike count for a given input signal will exhibit trial
to trial variability. If the time window T is large enough such that sufficiently many
spikes occur within this time window, then the spike count distribution for a fixed value
of the input signal is approximately Gaussian [94]. Consequently, we can use for the
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signal-dependent spike count N a Gaussian model,
x = M(s) +
√
V (s) ζ , (3.120)
where ζ is a Gaussian noise with zero mean and unit variance. The function M(s) in
Eq. (3.120) is given by the signal-dependent mean spike count
M(s) = 〈N(s)〉ξ (3.121)







We can now use the results from the previous section to compute the mutual information
and its lower and upper bounds for a signal s and the output of the Gaussian model
in Eq. (3.120). The mutual information is obtained from Eq. (3.70). The linear and
quadratic lower bounds are obtained by inserting Eqs. (3.67-3.69) into Eq. (3.21) and
Eq. (3.33). The upper bound is computed by inserting V (s) into Eq. (3.41).
LIF model
For the LIF model we can obtain an analytical prediction of the function M(s). First
we use that M(s) can be expressed in terms of the unperturbed firing rate r0:




Originally, the function r0(µ) is the unperturbed firing rate, i.e. it is the firing rate in
absence of a signal, and is a function of the mean current µ. However, because here we
consider a static input signal, the function r0 can be used to describe the signal-dependent
rate. The notation with the vertical line in Eq. (3.123) means that the argument of the
function r0 has to be replaced by (µ + s). For the LIF, r0(µ) can be computed via
Eq. (1.40).
For the variance, we can use Eq. (1.5) and express the variance in terms of the Fano




= F (s) 〈N〉ξ = Tr0(s)F (s) . (3.124)
The Fano factor in the limit of large observation times T can be related to the low-
frequency limit of the spike-train power spectrum [95]
lim
T→∞
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Figure 3.12: Nonlinear signal dependence of the mean count and the count
variance for the LIF neuron model. a) Mean count vs value of the static input
signal; b) Count variance vs value of the static input signal; c) Signal distributions
for different σs rescaled such that p(s = 0) = 1. The signal distributions indicate the
range of values which are predominantly assumed by the stochastic signal. This in turn
determines which parts of the functions M(s) and V (s) are predominantly sampled by
the signal. Model parameters are D = 0.001, µ = 1.1. The time window is T = 100.
Finally, we obtain












For the LIF model, the power spectrum Sxx in Eq. (3.126) can be computed via Eq. (1.41).
In Fig. 3.12 we compare the numerically measured mean spike count and the numer-
ically measured spike count variance with the theoretical predictions from Eq. (3.123)
and Eq. (3.126). The spikes are counted within a time-window of T = 100. For this
time-window the mean spike count in the absence of a signal is 〈N(s = 0)〉 ≈ 42. For
a membrane time-constant of τm = 10ms in Eq. (1.33) the time interval which we con-
sider here would correspond to a duration of 1 second. As is expected for large T , the
agreement between the Gaussian model (black lines) and the LIF model (symbols) is
very good. For signal values s < −0.2 the mean count decays to zero, while for signal
values s > 0 the mean count grows linearly with s. For small negative signal values, the
mean count exhibits a nonlinear signal dependence. The count variance decays to zero
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Figure 3.13: Mutual information (red circles), linear lower bound (orange
triangles) and the quadratic lower bound (green diamonds) for the spike
count of the LIF model for µ = 1.1 vs σs. The colored lines represent the theoretical
prediction of the mutual information (red line), the linear lower bound (orange line), the
quadratic lower bound (green line) and the upper bound (blue line) from the Gaussian
model. The black line represents the Brunel-Nadal theory from Eq. (3.128). The time
window within which we counted the spikes is T = 100. The strength of the intrinsic
noise is D = 0.001.
for small signal values and remains essentially constant for s > 0.2. For −0.2 ≤ s ≤ 0.2
the variance exhibits a strong nonlinear signal dependence. In particular, the variance
exhibits a strong peak at around s = −0.15, which is reminiscent of the giant accelera-
tion of diffusion in a tilted periodic potential [96, 97]. For a signal value of s = −0.15
the mean current µ+ s of the LIF neuron is slightly below the threshold. Without noise
(D = 0 in Eq. (1.33)), the LIF voltage would remain below the threshold for all times
and the model would not fire at all. However, for an ensemble of LIF neurons with weak
intrinsic noise, some trajectories are kicked over the threshold, while some trajectories
still remain below the threshold for a long time. This separation of the ensemble leads
to the enhancement of the count variance for signal values around s = −0.15. We ex-
pect, that the peak of the count variance shifts towards s = vT − µ for decreasing noise
strength, which with µ = 1.1 and vT = 1 would correspond to s = −0.1. For increasing
noise strength, we expect the peak for the count variance to broaden and to shift towards
smaller values of s.
The exact mutual information, the linear lower bound, the quadratic lower bound
and the upper bound are plotted vs. σs in Fig. 3.13. The mutual information (red
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circles) increases monotonically for increasing σs in a similar manner as for the linear
or the weakly nonlinear Gaussian model from the previous section. The linear lower
bound (orange triangles) increases rapidly with increasing signal strength for small σs,
indicating an increase of the linear correlation between input and output. Around σs =
0.05 the linear lower bound reaches a peak of approximately 2.5 bits and decreases again
for stronger signals. The quadratic lower bound (green diamonds) coincides with the
linear lower bound for small σs. However, for signals of intermediate strength (0.03 <
σs < 0.13) the quadratic lower bound significantly exceeds the linear lower bound.
The largest improvement is found for σs ≈ 0.075 where the quadratic reconstruction
extracts around 40% more information (≈ 3.5 bits) than the linear reconstruction (≈ 2.5
bits). Furthermore, for 0.03 < σs < 0.07 the quadratic lower bound constitutes a much
better estimate for the exact mutual information than the linear lower bound. The
upper bound (blue squares) matches the mutual information closely for σs < 0.1 but
overestimates the mutual information significantly for σs > 0.1. If we did not measure
the mutual information in Fig. 3.13, we could still infer its value at least for weak
signals from the quadratic lower bound and the upper bound, the values of which match
closely for σs < 0.07. If we instead used the linear lower bound and the upper bound,
we could estimate the mutual information with a high accuracy only for σs < 0.03.
For strong signals, the quadratic lower bound significantly underestimates the mutual
information and the difference between the quadratic lower bound and the linear lower
bound decreases.
The different behavior of the lower bounds for small, intermediate and large σs can be
understood by considering the probability density of the signal for these three regimes
in Fig. 3.12c in comparison with the functions M(s) and V (s). For σs = 0.01, the
probability distribution of the signal is very narrow and the stochastic signal will mostly
assume values which are narrowly distributed around the mean value of the distribution.
Consequently, most of the signal values will fall in an interval for which the mean count
in Fig. 3.12 is essentially linear and the count variance is nearly constant. The linear
behavior of the mean count and the signal-independence of the count variance are the
reason why the linear lower bound is very close to the exact mutual information for small
σs in a similar manner as for the linear Gaussian channel from the previous section.
For signals of intermediate strength (σs = 0.07) the distribution of the signal is wider
and the values which are assumed by the stochastic input are distributed over a wider
range than before. In particular, the stochastic signal now also samples the weakly
nonlinear part of the mean count and also the strongly signal-dependent part of the count
variance (−0.2 < s < 0 in Fig. 3.12a,b). The weakly nonlinear signal dependence of the
mean count and the strong signal dependence of the count variance are the reason why
for σs = 0.07 the quadratic lower bound is very close to the exact mutual information
while the linear lower bound strongly underestimates the mutual information. This
behavior is comparable to the behavior of the weakly nonlinear Gaussian model from
the previous section.
Finally, for σs = 0.2 the probability distribution of the signal in Fig. 3.12c is very wide
and the stochastic input can attain very large values (s > 0.2) and very small values
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Figure 3.14: Mutual information (red circles), linear lower bound (orange
triangles) and the quadratic lower bound (green diamonds) for the spike
count of the LIF model for µ = 0.9 vs σs. The colored lines represent the theoretical
prediction of the mutual information (red line), the linear lower bound (orange line), the
quadratic lower bound (green line) and the upper bound (blue line) from the Gaussian
model. The black line represents the Brunel-Nadal theory from Eq. (3.128). For the
simulations we used D = 0.001 and T = 100.
(s < −0.2) with a relatively high probability. Because the mean count is essentially
zero for s < −0.2 (M(−0.2) ≈ 1 in Fig. 3.12), a lot of realizations of the signal are not
transmitted at all. For large signal values (s > 0.2) the mean count is essentially a linear
function of the signal and the count variance is almost constant. For such a piecewise
linear transmission, the quadratic lower bound significantly underestimates the exact
mutual information for large σs and almost coincides with the linear lower bound. This
is the same behavior which we observed for the piecewise linear Gaussian model in the
previous section.
In Fig. 3.14 we also study the subthreshold firing regime (µ = 0.9). In this regime the
mean spike count is in general smaller than for the suprathreshold firing regime. For a
signal value s = 0 (which is the most probable signal value for the Gaussian distribution)
the mean spice count is 〈N〉ξ ≈ 1. For such a low mean count the Gaussian assumption
is of course violated. Therefore, it is very surprising that the mutual information of the
Gaussian model (red line) only weakly overestimates the mutual information of the LIF
model (red circles). Even more surprising is that the linear lower bound (orange line),
the quadratic lower bound (green line) and the upper bound (blue line) of the Gaussian
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model are perfectly aligned with the lower and upper bounds for the mutual information
of the LIF model. In contrast to the suprathreshold regime, however, the quadratic
lower bound is always close to the linear lower bound even for large σs.
We want to note that we are not the first ones to consider a Gaussian model of the
spike count. A similar approach has been used by Brunel and Nadal in [98]. In this study
the authors consider a static signal, which is encoded in the spike count. The authors
note that for sufficiently large time windows the spike count can be approximated by a
Gaussian variable, similarly to what we did in Eq. (3.120). In their paper, Brunel and
Nadal argue that in the limit V (s)→ 0 the mutual information can be approximated by











where Hs0 is the entropy of a variable s0 which has the same distribution as the signal s
but has unit variance, where Hζ is the entropy of the noise variable, and where M ′(s) is
the derivative of M with respect to s. For a Gaussian distributed signal and a Gaussian

















For general nonlinear M(s) and V (s) the above equation cannot be simplified further
and the integral has to be evaluated numerically. However, in contrast to the expression
for the mutual information of the Gaussian model, Eq. (3.70), where two integrals have
to be evaluated numerically, Eq. (3.128) requires the evaluation of only one integral.
We plot the Brunel-Nadal theory from Eq. (3.128) in Fig. 3.13 and Fig. 3.14 and
compare it with the mutual information which we obtained for the LIF model and for
the corresponding Gaussian model. In the suprathreshold regime in Fig. 3.13, the Brunel-
Nadal theory (black line) provides a good estimate for the exact mutual information for
0.01 < σs < 0.15 and shows only slight deviations for σs < 0.01 and σs > 0.15. In
the subthreshold regime in Fig. 3.14, however, the Brunel-Nadal theory significantly
underestimates the mutual information. In particular for small σs the Brunel-Nadal
theory fails to correctly estimate the mutual information. For σs < V (s σs)/M ′(s σs)2
the argument of the logarithm in Eq. (3.128) becomes smaller than one such that MIBN
can even become negative for small standard deviations of the signal.
In conclusion, we find that the Brunel-Nadal theory provides a good estimate of the
mutual information in the suprathreshold firing regime of the LIF model. However,
in addition to the Gaussianity of the output the theory also relies on the smallness of
the output variability. This additional assumption reduces the range of firing regimes
and signal standard deviations for which the theory can provide a good estimate of the
mutual information. The integral equation for the mutual information for the Gaussian
model requires the numerical evaluation of two integrals but can be applied in a wider
range of firing regimes and for a wider range of signal standard deviations.
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In conclusion, for the quadratic lower bound in the suprathreshold regime we found
that it strongly exceeds the linear lower bound for intermediate values of σs. At the same
time it provides a good approximation for the exact mutual information. Of course, the
quadratic lower bound drastically underestimates the mutual information for large σs.
Note, however, that for σs = 0.21 already approximately 16% of the signal values are
not transmitted because the count is essentially zero for s < −0.21. If only signals are
considered which do not completely silence the neuron but merely modulate the mean
count then the quadratic lower bound could prove to be a helpful tool for the estimation
of the mutual information.
We can also interpret our results not only from an information theoretic perspective
but also from a decoding perspective. The strong deviation of the quadratic lower bound
from the linear lower bound indicates that the quadratic reconstruction, Eq. (3.22),
outperforms the linear reconstruction from Eq. (3.18). Additionally, the good agreement
of the quadratic lower bound and the exact mutual information indicates that for signals
of intermediate strength the quadratic reconstruction is optimal in the sense that it
recovers almost all of the information that is present in the output. Because the mutual
information of the LIF model can be successfully described by the Gaussian model, we
can infer that the main reason for the nonlinear decoding in the LIF model stems from
the nonlinear signal dependencies of the mean count and the count variance.
NaK model
In order to test the robustness of the results which we obtained for the LIF neuron model,
we will now consider the decoding of a static signal from the spike count of the NaK
model with ion channel noise. In Fig. 3.15a,b we plot the numerically measured mean
count and count variance vs signal value s. We consider a time window T = 1 second
for which in the absence of a signal the mean number of spikes is 〈N(s = 0)〉 ≈ 100.
We find that the mean count and the count variance of the NaK model both exhibit a
nonlinear signal dependence, which is similar to what we observed for the LIF model.
The mutual information, the linear lower bound, the quadratic lower bound and the
upper bound are plotted in Fig. 3.16. The mutual information (red circles) rises mono-
tonically for increasing signal strength. The upper bound (blue squares) matches the
mutual information closely for σs < 0.4µA/cm2 but overestimates the mutual informa-
tion for stronger signals. The linear lower bound (orange triangles) and the quadratic
lower bound (green diamonds) have very similar values for σs ≤ 0.3µA/cm2 but for
σs > 0.3µA/cm2 the quadratic lower bound significantly exceeds the linear lower bound.
Furthermore, for 0.3µA/cm2 < σs < 0.5µA/cm2 the quadratic lower bound constitutes
a much better estimate for the exact mutual information than the linear lower bound.
Note, that the mutual information, the linear lower bound, the quadratic lower bound
and the upper bound for the Gaussian model (red, orange, green and blue lines, re-
spectively) closely match the corresponding measures for the NaK model. Overall, the
mutual information and its lower and upper bounds exhibit a very similar behavior to
what we observed for the LIF model in the suprathreshold firing regime. It is interest-
ing, that nonlinear decoding of input signals can not only be observed for the LIF model
Page 92
3.6. SUMMARY

































Figure 3.15: Nonlinear signal dependence of the mean count and the count
variance for the NaK neuron model. a) Mean count vs value of the static input
signal; b) Count variance vs value of the static input signal; c) Signal distributions
for different σs rescaled such that p(s = 0) = 1. The signal distributions indicate the
range of values which are predominantly assumed by the stochastic signal. This in turn
determines which parts of the functions M(s) and V (s) are predominantly sampled by
the signal. The time window within which the spikes were counted was T = 1 second.
The static input current is I0 = 6µA/cm2.
with dynamic Gaussian noise but also for a neuron model with a realistic noise source
(discrete channel noise).
3.6 Summary
In this chapter, we first derived a quadratic lower bound for the mutual information
between a static input signal and a static output variable for a general signal processing
system. We also derived an upper bound for the mutual information which is valid for
systems for which the output variability (for fixed signal) is Gaussian distributed. We
then discussed the difficulties that arise for the numerical measurement of the exact
mutual information between a discretized input signal and a discretized output variable
and presented a numerical routine which can be used for general signal processing sys-
tems. The qualitative behavior of the different information measures was studied for
a simple Gaussian model with different choices of the signal dependency of the mean
and the variance of the output. For a signal-independent variance and a linear signal
dependence of the mean, the linear lower bound and the quadratic lower bound yielded
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Figure 3.16: Mutual information (red circles), linear lower bound (orange
triangles) and the quadratic lower bound (green diamonds) for the spike
count of the NaK model for vs σs. The solid lines represent the theoretical pre-
diction of the mutual information (red line), the linear lower bound (orange line), the
quadratic lower bound (green line) and the upper bound (blue line) from the Gaussian
model. We used T = 1 second and I0 = 6µA/cm2.
identical results. From the perspective of signal decoding this means that for a linear
system the quadratic reconstruction does not provide any improvement as compared
to the linear reconstruction. However, the linear lower bound and the quadratic lower
bound exhibited pronounced differences for a variant of the Gaussian model with a non-
linear signal dependence of the mean and for another variant of the model in which
only the variance was signal dependent. Finally, we quantified the information which
the spike count of the LIF model carries about a static input signal. We found that the
linear lower bound and the quadratic lower bound coincide for weak signals but that the
quadratic reconstruction outperforms the linear reconstruction for intermediate signal
strengths. Furthermore, the quadratic lower bound provided a good estimate of the true
mutual information for a larger range of signal strengths than the linear lower bound.
The results which we observed for the LIF were also replicated in the NaK model, a
two dimensional model with discrete channel noise. The similarity of the results for the
LIF model and the NaK model suggests that our results for the nonlinear decoding of
information are not model specific but are of a more general nature.
The main result of this chapter is the derivation of the quadratic lower bound in sec-
tion 3.1. Our result is expressed in terms of linear and nonlinear correlation coefficients
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between input and output and can be computed for any signal processing system that
encodes an input variable into an output variable. The quadratic lower bound does not
only constitute a simple estimate for the mutual information but can also be interpreted
from a decoding perspective: It corresponds to the minimal information that is recov-
ered from the output via a quadratic reconstruction. A deviation of the quadratic lower
bound from the linear lower bound allows to determine regimes for which the optimal
decoding of a signal (and, consequently, also the encoding of information) is nonlinear.
This is particularly useful in cases in which the exact mutual information is neither
computable analytically nor numerically as, for example, for biological experiments for




Abstract | The main results of this thesis are summarized, the implications
of the findings are discussed and an outlook on possible continuations of
the work is presented.
In this thesis we investigated the processing of signals by excitable nerve cells. In general,
these signals are processed in a nonlinear fashion, the exact mathematical description
of which is in general difficult. For weak signals, however, it is possible to describe the
signal processing of neurons by two well-established linear theories.
One of these theories ist the linear response theory [35] which describes modulations
of the neural firing rate by time-dependent signals [38]. The linear response of neurons
has been measured in experiments [11, 12, 39] and has been studied analytically for
mathematical models of the neural activity [40, 41, 42]. Furthermore, the linear response
theory has not only been used for the prediction of the time-dependent firing rate for a
given input signal but has also been employed for the investigation of basic properties
of the neural code, such as the beneficial influence of neural noise on signal transmission
[41, 42, 83, 99, 100], the stability of the activity of recurrent neural networks [45], and the
speed of information transmission in neural systems [43, 44]. However, the linearity of
the neural response is ensured only for weak signals and extensions of the linear response
theory are required in order to describe the response of neurons for a broad range of
signal strengths.
Another well-established linear theory which is often used for the investigation of
signal processing in neural systems is the linear decoding theory [38]. In contrast to the
linear response theory, which is used to predict the neural response to a given signal,
the linear decoding theory is used to reconstruct a signal from the activity of a neuron
that was driven by that signal. In particular, the linear decoding theory comprises a
linear filter operation the kernel of which is optimized such that the error between the
reconstructed signal and the actual signal is minimized. Such filters have been computed
for biological neurons and have been shown to reconstruct input signals with a high
accuracy [12, 101, 102]. The information that is retrieved from the neural output by an
optimal linear filter can be related to the mutual information by means of the well-known
linear lower bound [38, 63]. The mutual information allows to quantify the nonlinear
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dependence between an input signal and the resulting neural activity and is a valuable
tool for the investigation of signal processing in neural systems [62, 103]. The problem
with the mutual information is that its computation is rather involved and requires a
lot of data [61, 66], which is not always available in the required amount. Therefore,
the linear lower bound, which can be computed from simple statistics of the input and
output variables, has been widely employed as an estimate for the mutual information
[38, 62]. However, the approximation is tight only for weak signals and has been shown
to significantly underestimate the mutual information in the case of strong stimulation
[65, 104] or if the neuron exhibits bursting activity [64].
In chapter 2 we considered a Volterra expansion of the time-dependent firing rate
and extended the linear response theory by incorporating second-order contributions
of the input signal. For the leaky integrate-and-fire model we analytically derived the
second-order response function and investigated the implications of the resulting weakly
nonlinear theory. This theory allows to predict the time-dependent firing rate in response
to general time-dependent signals, which is not only a single-neuron statistics which is
often measured in experiments, but can also be regarded as the instantaneous population
rate of a group of uncoupled neurons subject to the same external drive.
In neuroscience, the second-order response of nerve cells has been measured experi-
mentally [50, 51, 52, 53] and has also been calculated for a Poisson neuron model [55].
However, the nonlinearity of the response in the latter study resulted from an absolute
refractory time of the firing rate and not from the intrinsic dynamics of the model.
For the leaky integrate-and-fire model the second-order response function was already
considered in the weakly nonlinear analysis of the stability of a neural network [54]
but the mathematical theory did not include the complete second-order response and
missed some of the second-order contributions of the signal to the rate modulation. Fur-
thermore, no significant nonlinear effects of the rate modulation were reported and no
systematic analysis of the weakly nonlinear regime was performed.
In this work, we presented the complete second-order response of the LIF model,
which does not result from an absolute refractory time but from the intrinsic dynamics
of the model. For cosine signals, the weakly nonlinear theory reveales several nonlinear
effects: i) The excitation of higher harmonics; ii) a frequency-dependent change of the
time-averaged firing rate; iii) a strong nonlinear interaction of multiple input signals.
For stochastic time-dependent Gaussian signals of intermediate strength, the weakly
nonlinear theory faithfully describes the exact time-course of the modulations of the
neural firing rate.
As was already discussed above, the linear theory becomes exact in the limit of weak
signals. In the limit of strong input signals, the neural response can be quantified by
tools from nonlinear dynamics, e.g. by measures of mode locking and synchronization
[105]. Although for general nonlinear systems some features of the transition between the
limits of very weak and very strong signals can be described by the theory of stochastic
synchronization [106, 107], this transition is analytically only poorly understood in the
context of neural systems. In this work, we demonstrated that the weakly nonlinear
regime emerges as a transition between the regime of linear encoding and a highly
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nonlinear regime in which the neuron exhibits mode-locking behavior. The transition
emerges not only for increasing signal amplitude, as suggested by the Volterra expansion
of the firing rate, but also for decreasing strength of the intrinsic noise. This transition is
consistent with the known linearizing effect of fluctuations which has been described for
a simple static nonlinearity [108], for neural models [89], and also for biological neurons
[109].
Beyond the analytically tractable leaky integrate-and-fire model with white Gaussian
current noise, we also measured numerically the second-order response function for a
biophysically more realistic spiking neuron model with channel noise. The similarity of
the weakly nonlinear response for the two models suggests that the discussed features
do not hinge on the particularities of the models but are of a more general nature.
We expect that the weakly nonlinear theory can be relevant for the description of
neural responses to current stimulations in vitro for which channel noise is the main
source of variability. Furthermore, the weakly nonlinear response theory may also be
relevant for neural networks with low background activity [110] and in cases in which
the network activity exhibits one or multiple global oscillations [111].
In chapter 3 we investigated the nonlinear reconstruction of input signals and the non-
linear estimation of the information content of the neural spike count. For the special
case of a static input signal we derived a quadratic lower bound, which can be used as
a simple estimate of the mutual information. Note that the linear lower bound can be
related not only to the mutual information but under certain assumptions also to the
Fisher information and to the probability of a successful signal detection [98, 112]. Sim-
ilar arguments can also be applied to the quadratic lower bound, although in this thesis
we only focused on the mutual information. Our result for the quadratic lower bound is
expressed in terms of linear and nonlinear correlation coefficients which can be computed
for any signal-processing system with a time-independent input and output. From a de-
coding perspective, the quadratic lower bound corresponds to the minimal information
that is recovered from the output via a quadratic reconstruction. For a Gaussian model
we demonstrated that the quadratic signal reconstruction outperforms the linear theory
if the mean of the output variable exhibits a nonlinear signal dependence. More inter-
estingly, however, the quadratic lower bound can be used as an estimate of the mutual
information for systems which exhibit a signal-dependent variance and for which the lin-
ear lower bound is always zero. For two different neuron models, we demonstrated that
a quadratic reconstruction of the input signal can outperform the linear reconstruction
significantly. This finding implies that higher-order correlations between signal and spike
count carry information which is not accounted for by the linear correlations. Naively,
one may think that the significance of the quadratic decoding follows automatically from
the significance of the weakly nonlinear response, which was demonstrated in chapter
2. This is, however, not the case because the nature of the expansion involved in the
derivation of the weakly nonlinear response theory is very different from the expan-
sion which leads to the quadratic lower bound. The Kernels of the Volterra expansion
of the firing rate are uniquely determined by the dynamics of the model and are, in
particular, independent from the applied signal. The kernels of the quadratic signal
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reconstruction, however, are determined from the combined statistics of the output and
the input variables and are optimized such that they minimize the average reconstruc-
tion error. Therefore, many examples exist for which the neural response is nonlinear
but the signal is still successfully reconstructed by a linear reconstruction (cf. [56] and
references therein). For the estimation of the mutual information between signal and
spike count we find that the linear and the quadratic lower bounds tightly approximate
the mutual information for weak signals. For stronger signals, however, the quadratic
lower bound provides an accurate estimate of the mutual information for a larger range
of signal strengths than the linear lower bound. This suggests that the quadratic lower
bound may also be relevant for neural systems for which the linear lower bound has been
shown to significantly underestimate the mutual information [65, 104] and it would be
interesting to test wether the quadratic lower bound can provide a better estimate for
the mutual information in these cases. Furthermore, the quadratic lower bound may be
relevant for neural systems which exhibit a signal-dependent variability [26, 27].
The results of this thesis demonstrate how existing linear theories can be extended to
capture nonlinear contributions of the signal to the neural response or to incorporate
nonlinear correlations for the estimation of the transmitted information. More impor-
tantly, however, our analysis demonstrated that these extensions do not only provide
a correction to the existing linear theories but can also account for qualitatively novel
effects which are completely missed by the linear theories. These effects include, for ex-
ample, the excitation of harmonic oscillations in the neural firing rate or the estimation
of information for systems with a signal-dependent output variance.
One obvious possible extension of the results from chapter 3 would be the derivation
of a quadratic lower bound for time-dependent signals wich are encoded in neural spike
trains. For example, let us consider a Gaussian signal the power of which is limited to one
Fourier mode at frequency ω. Then it should be possible to express the reconstruction
of the Fourier mode of the signal as
s̃(ω)quadrec,1 = h̃1(ω)x̃(ω) + h̃2(ω)x̃(2ω)x̃(2ω) . (4.1)
If the second term in the above equation is omitted, then the well-known linear recon-
struction is recovered. The reconstruction in Eq. (4.1) does not exactly constitute a
Volterra expansion of the reconstructed signal. But as we discussed earlier this is not
a problem because the kernels are not determined by the dynamical properties of the
neuron but can be considered as free parameters of an optimization routine. If we prop-
erly optimize the reconstruction in Eq. (4.1), the coefficient h̃2 will either be zero (in
which case the linear reconstruction is recovered) or the coefficient will be nonzero, in
which case the reconstruction in Eq. (4.1) should perform better than the linear recon-
struction. In this case it should be possible to express the quadratic lower bound in
terms of higher-order correlation coefficients between the Fourier mode of the signal and
the Fourier modes of the output which are also referred to as bicoherencies [113]. In-
deed, such bicoherencies have been measured in experiments and it has been shown that
they can capture nonlinear contributions of strong input signals to the neural response
[104]. The problem with the reconstruction in Eq. (4.1) is that its second-order term is
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not uniquely defined. In Eq. (4.1), for example, we included the Fourier mode of the
spike train at 2ω. The idea was that these modes could help to decode higher-harmonic
oscillations which might be excited by the signal. Other possible choices could be
s̃(ω)quadrec,2 = h̃1(ω)x̃(ω) + h̃2(ω)x̃(ω/2)x̃(ω/2) (4.2)
or
s̃(ω)quadrec,3 = h̃1(ω)x̃(ω) + h̃2(ω)x̃(ω)x̃(ω) . (4.3)
Consequently, the major difficulty of the extension of the quadratic lower bound to
time-dependent signals is to smartly choose the second-order term which will lead to
a significant improvement of the quadratic reconstruction out of many possible (and
possibly useless) choices.
Another possible extension of the results in chapter 3 could be the derivation of a
quadratic lower bound for the mutual information between a signal and the joint activity
of multiple neurons. For two neurons, one possible choice of a reconstruction of the signal
could be
squadrec = h1N1 + h2N2 , (4.4)
where N1 and N2 are the spike counts of the first and second neuron, respectively. We
expect that it should be possible to perform an optimization of the reconstruction in
Eq. (4.4) in a similar manner as we did in chapter 3 for the quadratic reconstruction
and that the resulting lower bound for the mutual information between the signal and
the joint spike count of the two neurons could be expressed in terms of the correlation
coefficients ρs,N1 , ρs,N2 , and ρN1,N2 . Considering the large interest in the role of inter-
neuronal correlations for signal processing in neural systems [114, 115, 116], a simple
estimate of the mutual information between a signal and the joint activity of neurons
could be useful. Note, however, that if the spike counts of a population are considered
for time-dependent signals then the same problems are encountered as the ones which
we discussed for time-dependent signals in the single-neuron case.
Possible extensions of the framework from chapter 2 could be the application of the
Richardson method [117] for an efficient numerical estimation of higher-order response
functions of integrate-and-fire models. Furthermore, it would be interesting to inves-
tigate the weakly nonlinear response of neural models with finite synaptic potentials
[118, 119] because these models are known to exhibit a nonlinear rate response. Another
possible extension our investigation of the signal dependence of the time-dependent firing
rate, which is a first-order spike train statistics, could be the investigation of the nonlin-
ear signal dependence of higher-order spike train statistics such as the power spectrum




Abstract | We list the parameters of the numerical simulations, which we
used for the figures. The parameters which were already mentioned in the
main text are omitted.
Throughout this work, the errors of results from numerical simulations are within symbol
size, unless stated otherwise.
Figures chapter 1
Fig. 1.1 ∆tint = 10−2 (integration time step), ∆thist = 10−2 (time-
interval, which was used for the binning of the firing rate his-
togram), τr = 0 (refractory time).
Fig. 1.2 ∆tint = 10−2, ∆thist = 0.2.
Figures chapter 2
Fig. 2.1 τr = 0, ∆ω/2π = 10−2 (frequency resolution of the 2-d plots);
A linear interpolation between the data points was used for the
2-d plots.
Fig. 2.2 ∆tint = 10−3, ∆f = 10−3 (frequency resolution of the Fourier
transform), Nav = 102 (number of trials used for averaging),
τr = 0.
Fig. 2.3, Fig. 2.4 ∆tint = 10−2, ∆thist = 10−2, Nav = 106, τr = 0.
103
APPENDIX A. SIMULATION PARAMETERS
Fig. 2.5a ∆tint = 10−6, Nav = 106.
Fig. 2.5b ∆tint = 5 · 10−6, Nav = 2 · 105.
Fig. 2.6 ∆tint = 10−3, T = 104 (time window); The mean rate was
determined by dividing the number of total spikes by T .
Fig. 2.7 ∆tint = 10−2, ∆thist = 10−2, Nav = 105.
Fig. 2.8 ∆tint = 10−2, ∆thist = 10−1, Nav = 106.
Fig. 2.9, Fig. 2.10 ∆tint = 10−2, ∆thist = 10−2, Nav = 105.
Fig. 2.11 ∆tint = 10−2, ∆thist = 0.57, Nav = 5 · 104.
Fig. 2.12a,b ∆tint = 0.01ms, ∆ω/2π = 5Hz, Nav = 3 · 103.
Fig. 2.12c,d ∆tint = 0.01ms, ∆ω/2π = 10Hz, Nav = 3 · 103.
Figures chapter 3
Fig. 3.1, Fig. 3.2,
Fig. 3.3
smin = −4, 5σs (lower integration boundary for the numerical
integration over s), smax = 4.5σs (upper integration boundary
for the numerical integration over s), xmin = −45, xmax = 45.
Fig. 3.4, Fig. 3.6,
Fig. 3.8, Fig. 3.10
All relevant parameters are listed in the text.
Fig. 3.5 Lower and upper bounds: Nav = 104; mutual information:
smin = −3σs, smax = 3σs, ∆sint = 2 · 10−2 (step size
of the numerical integration), xmin = −350, xmax = 350,
∆xint = 5 · 10−2 (step size of the numerical integration).
Fig. 3.7 Lower and upper bounds: Nav = 106; mutual information:
smin = −3σs, smax = 3σs, ∆sint = 10−2, xmin = −300,
xmax = M(smax) + 3, ∆xint = 10−1.
Fig. 3.9 Lower and upper bounds: Nav = 105; mutual information:
smin = −3σs, smax = 3σs, ∆sint = 5 · 10−3, xmin = −80,
xmax = 80, ∆xint = 5 · 10−3.
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Fig. 3.11 Lower and upper bounds: Nav = 105; mutual information:
smin = −3σs, smax = 3σs, ∆sint = 5 · 10−2, xmin = −3,
xmax = 120, ∆xint = 10−2.
Fig. 3.12 ∆tint = 10−3, Nav = 103.
Fig. 3.13 LIF: ∆tint = 10−2; mutual information and lower bounds for
the LIF model: Nav = 105, smin = −4.5σs, smax = 4.5σs,
∆s = 10−2; upper bound for the LIF model: Nav = 106, smin =
−4.5σs, smax = 4.5σs, ∆s = 5 · 10−2; lower and upper bounds
for the Gaussian model: Nav = 106; mutual information for the
Gaussian model: smin = −3σs, smax = 3σs, ∆sint = 5 · 10−2,
xmin = −3, xmax = M(smax) + 3
√
V (smax), ∆xint = 5 · 10−2;
mutual information for the Brunel-Nadal theory: ∆s = 5·10−3.
Fig. 3.14 LIF: ∆tint = 10−2; mutual information and lower bounds for
the LIF model: Nav = 106, smin = −3σs, smax = 3σs, ∆s =
75 · 10−4; lower and upper bounds for the Gaussian model:
Nav = 105; mutual information for the Gaussian model: smin =
−3σs, smax = 3σs, ∆sint = 5 · 10−2, xmin = −3, xmax =
M(smax) + 3
√
V (smax), ∆xint = 5 · 10−2; mutual information
for the Brunel-Nadal theory: ∆s = 5 · 10−3.
Fig. 3.15 ∆tint = 10−2, Nav = 103.
Fig. 3.16 NaK: ∆tint = 10−2; Nav = 105, smin = −3σs, smax = 3σs,
∆s = 6 ·10−2; lower and upper bounds for the Gaussian model:
Nav = 105; mutual information for the Gaussian model: smin =
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