Objective: To review how the properties of sounds are "coded" in the normal auditory system and to discuss the extent to which cochlear implants can and do represent these codes. Data Sources: Data are taken from published studies of the response of the cochlea and auditory nerve to simple and complex stimuli, in both the normal and the electrically stimulated ear. Review Content: The review describes: 1) the coding in the normal auditory system of overall level (which partly determines perceived loudness), spectral shape (which partly determines perceived timbre and the identity of speech sounds), periodicity (which partly determines pitch), and sound location; 2) the role of the active mechanism in the cochlea, and particularly the fast-acting compression associated with that mechanism; 3) the neural response patterns evoked by cochlear implants; and 4) how the response patterns evoked by implants differ from those observed in the normal auditory system in response to sound. A series of specific issues is then discussed, including: 1) how to compensate for the loss of cochlear compression; 2) the effective number of independent channels in a normal ear and in cochlear implantees; 3) the importance of independence of responses across neurons; 4) the stochastic nature of normal neural responses; 5) the possible role of across-channel coincidence detection; and 6) potential benefits of binaural implantation. Conclusions: Current cochlear implants do not adequately reproduce several aspects of the neural coding of sound in the normal auditory system. Improved electrode arrays and coding systems may lead to improved coding and, it is hoped, to better performance.
The properties of sounds are represented in the normal auditory system in the spatial and temporal patterns of nerve spikes in the auditory nerve and higher centers of the auditory pathway. There is still controversy about exactly what aspects of the spatial and temporal patterns represent "codes" for particular stimulus properties. To be a code, a specific aspect of the neural response pattern should be used by the brain to determine one or more properties of a stimulus, and changes in that aspect of the response pattern should affect the perception of the stimulus. In this review, I shall describe aspects of neural responses to sound that have been proposed to act as codes, and I shall describe the extent to which cochlear implants reproduce the appropriate patterns of neural response. Although most readers will be familiar with the basic anatomy and physiology of the auditory system, I start with a brief review of these topics, because this will help in understanding how the various codes work. It is assumed that the reader has some basic familiarity with cochlear implants and how they work. For an introduction to this topic see Parkins (1) .
The cochlea is divided along its length by two membranes: Reissner's membrane and the basilar membrane (BM). Inward movement of the oval window, produced by movement of the stapes, results in a corresponding outward movement in a membrane covering a second opening in the cochlea: the round window. Such movements result in pressure differences between one side of the BM and the other (i.e., the pressure differences are applied in a direction perpendicular to the BM), and this results in movement of the BM.
A third membrane, the tectorial membrane, lies close to and above the BM and also runs along the length of the cochlea. Between the BM and the tectorial membrane are hair cells, which form part of the organ of Corti (Fig. 1) . The hair cells are divided into two groups by an arch known as the tunnel of Corti. Those on the side of the arch closest to the outside of the spiral shape are known as outer hair cells (OHCs), and they are arranged in three to five rows. The hair cells on the other side of the arch form a single row and are known as inner hair cells (IHCs). The stereocilia of the OHCs touch the tectorial membrane, but this may not be true for the IHCs. The tectorial membrane is effectively hinged at one side (off to the left in Fig. 1 ). When the BM moves up and down, a shearing motion is created; the tectorial membrane moves sideways (in the left-right direction in Fig. 1 ) relative to the tops of the hair cells. As a result, the stereocilia at the tops of the hair cells are moved sideways. The deflection of the stereocilia of the IHCs leads to a flow of electric current through the IHCs, which in turn leads to the generation of action potentials (nerve spikes) in the neurons of the auditory nerve. Thus, the IHCs act to convert mechanical movements into neural activity. In a profoundly hearing-impaired person, who would be a candidate for a cochlear implant, the IHCs are usually severely damaged or missing altogether, and the neurons that make up the auditory nerve may also be partially degenerated (2, 3) .
The main role of the OHCs is probably to actively influence the mechanics of the cochlea. The OHCs have a motor function, changing their length, shape, and stiffness in response to electric stimulation (4-6), and they can therefore influence the response of the BM to sound. The OHCs are often described as being a key element in an active mechanism within the cochlea. The exact way in which the active mechanism works is complex and is still not fully understood. For recent reviews, the reader is referred to (6) (7) (8) (9) .
The response of the BM to stimulation with a sinewave (also called a sinusoid or pure tone) takes the form of a wave that moves along the BM from the base toward the apex (10) . The amplitude of the wave increases at first with increasing distance from the base and then decreases rather abruptly. The basic form of the wave is illustrated in Figure 2 , which shows schematically the
FIG. 1.
Cross-section of the organ of Corti.
FIG. 2.
Schematic illustration of the instantaneous displacement of the basilar membrane for four successive instants in time, in response to a low-frequency sinewave. The four successive peaks in the wave are labeled 1, 2, 3, and 4. Also shown is the line joining the amplitude peaks, which is called the envelope.
The response shown here is typical of what would be observed in a dead ear.
instantaneous displacement of the BM for four successive instants in time, in response to a low-frequency sinewave. Figure 2 also shows the line joining the amplitude peaks, which is called the envelope. The envelope shows a peak at a particular position on the BM. The response of the BM to sounds of different frequencies is strongly affected by its mechanical properties, which vary progressively from base to apex. At the base, the BM is relatively narrow and stiff. This causes the base to respond best to high frequencies. At the apex, the BM is wider and much less stiff, which causes the apex to respond best to low frequencies. Each point on the BM is tuned; it responds best (with greatest displacement) to a certain frequency-the characteristic frequency (CF), or best frequency-and responds progressively less as the frequency is moved away from the CF. The CF decreases monotonically with distance from the base. It is now believed that the tuning of the BM arises from two mechanisms. One is referred to as the passive system or passive mechanism. This depends on the mechanical properties of the BM and surrounding structures, and it operates in a roughly linear way. The other mechanism is the active mechanism. This depends on the operation of the OHCs, and it operates in a nonlinear way. The active mechanism depends on the cochlea being in good physiological condition, and it is easily damaged. When the OHCs operate normally, the BM shows sharp tuning, especially for low input sound levels. The traveling wave illustrated in Figure 2 is representative of what might be observed in a dead cochlea, when only the passive system is operating. In a living healthy cochlea, the envelope of the traveling wave would have a much sharper peak.
A second function of the active mechanism is to provide level-dependent amplification (also called gain) on the BM. The gain is greatest for low-level inputs (levels below approximately 30 dB sound pressure level [SPL]), and it decreases progressively with increasing level for levels up to 90 to 100 dB SPL (11) (12) (13) . This leveldependent gain means that the response on the BM is compressive. For example, if the input level of a sinewave is increased from 50 to 60 dB SPL, the response on the BM at the place tuned to the frequency of that sinewave may increase only by approximately 2.5 dB. The compression occurs only for tones with frequencies that are reasonably close to the CF for the place whose response is being measured. Figure 3 is a schematic illustration of input-output functions on the BM.
CODING OF SOUND LEVEL
Coding in the normal auditory system Loudness is a subjective attribute of sound and is related to an objective measure, the physical level; for sound levels above approximately 40 dB SPL, the loudness roughly doubles for each 10-dB increase in sound level (14) (15) (16) . It is commonly believed that sound level is coded in terms of neural firing rate. Loudness may be related to the total spike rate evoked by a sound, although there is some evidence that this is not quite correct (17) . Figure 4 shows schematically how the rate of discharge for three auditory nerve fibers changes as a function of stimulus level. The curves are called rate-versus-level functions. In each case, the stimulus was a sinewave at the CF of the neuron. Consider first the curve labeled (a). This curve is typical of what is observed for neurons with high spontaneous firing rates, which make up approximately 61% of the auditory nerve (18). Above a certain sound level, the neuron no longer responds to increases in sound level with an increase in firing rate; the neuron is said to be saturated. The range of sound levels between threshold and the level at which saturation occurs is called the dynamic range. For neurons with high spontaneous rates, this range is often quite small, approximately 15 to 30 dB. Curve (b) is typical of what is observed for neurons with medium spontaneous rates, which make up approximately 23% of the auditory nerve (18) . The threshold is slightly higher than for (a), and the dynamic range is slightly wider. Curve (c) is typical of what is observed for neurons with low spontaneous rates, which make up approximately 16% of the auditory nerve (18) . The threshold is higher than for (b). At first, the firing rate increases fairly rapidly with increasing sound level, but then the rate of increase slows down. The firing rate continues to increase gradually with increasing sound level over a wide range of levels. This has been called sloping saturation (19) .
The variation of rate-versus-level functions across neurons depends mainly on the type of synapse with the IHC. Neurons with low thresholds have large sensitive synapses. They start to respond at very low sound levels, where the input-output function on the BM is nearly linear (Fig. 3) . As the sound level increases, the BM displacement increases in a nearly linear manner, and the neuron saturates relatively early, giving a small dynamic range. Neurons with higher thresholds have less sensitive synapses. They respond over the range of sound levels where the BM input-output function shows a strong compressive nonlinearity (Fig. 3) . Hence, a large increase in sound level is needed to increase the BM displacement to the point where the neuron saturates, and the neuron has a wide dynamic range.
If the level of sounds is coded in terms of neural firing rate, then, at high sound levels, the neurons with low spontaneous rates and wide dynamic ranges must play a crucial role (20, 21) . The wide dynamic range of these neurons depends critically on the compression that occurs on the BM, which in turn depends upon the operation of the OHCs. I shall return to this point later.
Information about the level of sounds, and especially the relative levels of the different frequency components in complex sounds (such as speech) is also carried in the detailed time pattern of nerve spikes. In response to a sinewave, nerve spikes tend to be phase locked or synchronized to the stimulating waveform. A given nerve fiber does not necessarily fire on every cycle of the stimulus, but, when spikes do occur, they occur at roughly the same phase of the waveform each time. Thus, the time intervals between spikes are (approximately) integer multiples of the period of the stimulating waveform. For example, a 500-Hz sinewave has a period of 2 milliseconds, and the intervals between nerve spikes would be close to 2, 4, 6, and 8 milliseconds, and so on. In general, a neuron does not fire in a completely regular manner, so there are not exactly 500, or 250, or 125 spikes per second. However, information about the period of the stimulating waveform is carried unambiguously in the temporal pattern of firing. Phase locking occurs for frequencies up to approximately 4 to 5 kHz but is lost above that (22) .
Phase locking may be particularly important for coding the relative levels of components in complex sounds (23) . When the level of a component is increased relative to that of the other components, the degree of phase locking to that component increases. In general, any change in the spectral composition of a complex sound results in a change in the pattern of phase locking as a function of CF, provided the spectral change is in the frequency region below 4 to 5 kHz.
Heinz et al. (24) have proposed a way in which information from the timing of nerve spikes may be used to code level. They observed that different places on the BM vibrate with different phases. For example, when one point is moving upward, a nearby point may be moving downward, as can be seen from Figure 2 . In response to a single sinewave, the nerve spikes evoked at one place on the BM will occur at different times from those evoked at an adjacent place. The phase response of the BM varies with sound level, and this level-dependent phase effect depends on the active mechanism in the cochlea. Heinz et al. (24) proposed that level-dependent changes in the phase response of the BM provide a code for level. The phase changes may be detected by the pattern of responses across an array of neurons, each of which receives inputs from two auditory nerve fibers with slightly different CFs and fires when the inputs from the two fibers are synchronous. Such neurons are called across-frequency coincidence detectors. It is assumed that the conduction time from the instant of spike initiation to the coincidence detector is different for the two "input" neurons and that this difference varies across coincidence detectors. In response to a tone of fixed frequency, the coincidence detector that responds most strongly would vary with sound level, and this may be (part of) the code for level.
CODING IN COCHLEAR IMPLANTS
In cochlear implants, level is typically coded by pulse magnitude (current), by pulse duration, or by analog current. Increases in any of these quantities lead to increased neural spike rates in the auditory nerve and hence to increasing loudness. With electric stimulation, the rate of increase of spike rate with increasing current (or pulse duration) is very rapid (25, 26) because (1) the compression on the BM, which depends on the operation of the active mechanism, is bypassed, and (2) neurotransmitter release is not required, so refractory effects play little role. Indeed, in response to electric stimulation, spike rates in single neurons can be greater than the maximum rates evoked by acoustic stimulation.
Consistent with the physiological observations of rapid increases in spike rate with increasing stimulating current, small changes in current or pulse width lead to large changes in loudness for human implantees. The range of currents between the detection threshold and the point at which an uncomfortable sensation occurs can be very small and is typically in the range 3 to 20 dB (27, 28) . This is much less than the dynamic range of acoustic hearing, which is approximately 120 dB (16) . In everyday life, a very large range of sound levels is encountered (29, 30) . Hence, some form of compression is essential to map the wide range of input levels into the small usable range of currents in a cochlear implant.
In practice, compression is applied in implants in two stages. Many implants have an automatic gain control system at the "front end" that compresses the whole signal before it is filtered into several frequency bands. The filtered signals are then processed further. In some implant systems, each bandpass filtered signal is fed directly to one electrode (compressed analog stimulation). In other systems, the filtered signals are used to modulate rapid trains of biphasic current pulses (continuous interleaved sampling, CIS). Sometimes, a subset of signals is selected for delivery to a subset of electrodes. In all cases, further compression may be applied either to the analog signal, or in the mapping from the magnitude of the analog signal to the pulse width or height.
Compression systems vary in the speed with which they react to changes in the magnitude of their input. In acoustic hearing aids, where compression is used to compensate for the effects of loudness recruitment (31), fast compressors are often called syllabic compressors, because their gain changes over durations comparable to those of syllables (32) (33) (34) . At the other extreme, very slow-acting systems are used to compensate for variations in overall sound level from one listening situation to another; these are often called automatic volume control systems (34) (35) (36) . Both types of systems can be found in commercial hearing aids.
The front-end compressors used in cochlear implants vary considerably across different models in the speed of their response, although many can be described as medium speed compressors, somewhere between syllabic compressors and automatic volume control systems (37) . Some implant systems offer compressors with different speeds as options in different programs.
The second stage of compression used in cochlear implants, applied in the transformation of the magnitude of the analog signal to the pulse width or height, is often instantaneous. In theory, fast or instantaneous compression would mimic the normal action of the cochlea, because the compression observed on the BM appears to act almost instantaneously (38) . However, in practice, problems arise when fast or instantaneous compression is used as the sole means of compression.
Assume that it is desired to make sounds audible, but not uncomfortably loud, over a range of sound levels from approximately 30 dB to 120 dB SPL. To compress this range of 90 dB into the typical dynamic range of currents at the input to a single electrode (approximately 10 dB) requires 9:1 compression. This is a very high compression ratio. It is known that if such a high compression ratio were used in a hearing aid with fast compression, it would result in a severe reduction in speech intelligibility (39, 40) . Fast compression has deleterious effects for several reasons. First, important information in speech is carried in the patterns of amplitude modulation in different frequency bands (41, 42) . Fast compression reduces the modulation depth (43) , and this adversely affects speech intelligibility when the compression ratio is greater than approximately 2, at least for normally hearing listeners (44, 45) . Second, if fast compression is used before the signal is split into different frequency bands, this can introduce spurious amplitude fluctuations, which are correlated across different frequency bands. The correlated fluctuations can cause perceptual fusion of all bands (46) , making it hard to separate target speech from background sounds. Finally, in implant systems using compressed analog stimulation, if fast compression is applied to the analog signal in each frequency band, this may distort the modulation pattern; for example "overshoot" and "undershoot" effects may occur. For all these reasons, it seems unwise to use fast or instantaneous compression as the sole means of compression.
A possible solution is to use a slow-acting front-end compressor to compensate for variations in overall sound level from one situation to another. The compressor can be designed with a supplementary "fast" component that prevents brief intense sounds from becoming uncomfortably loud (34) (35) (36) . A slow compressor of this type has no effect on the amplitude modulation patterns that convey information in speech. When a slow front-end compressor is used, only a moderate amount of fast-acting compression is needed in the individual channels of an implant system. This use of slow compression preserves the amplitude modulation patterns, and it avoids spurious correlation of amplitude modulation patterns across channels, which would be expected to lead to an enhanced ability to separate speech from background sounds.
Finally, it is worth noting that no current implant system, to my knowledge, reproduces the effects of the level-dependent differences in phase response at different places on the BM. If these differences in phase response are used for the coding of sound level in a normal ear (24) , then this code is entirely missing in implant systems.
CODING OF SPECTRAL SHAPE

Coding in normal hearing
The perceived quality or timbre of complex sounds is determined partly by their spectral shape. For example, each vowel sound has a spectrum with peaks at specific frequencies, called formant frequencies, and the patterning of the formant frequencies plays a large role in determining vowel quality and vowel identity. The perception of timbre in a normal ear depends on the frequency analysis performed in the cochlea. Each point on the BM behaves like a bandpass filter, responding most strongly to a limited range of frequencies; this range is referred to as the bandwidth. The BM as a whole behaves like an array of bandpass filters with center frequencies ranging from approximately 50 Hz to 15,000 Hz. The bandwidth is roughly 13% of the center frequency, for center frequencies above approximately 1000 Hz (47) . Filters with closely spaced center frequencies, say 1,000 Hz and 1,010 Hz, would show very similar responses and thus cannot be regarded as conveying independent information. However, if the filter spacing is greater than the bandwidth of the filters, the filters would show relatively independent responses to a complex sound. In effect, there are approximately 39 independent filters. Within the frequency range important for speech perception (48) there are approximately 28 independent filters. Spectral shape is represented by the relative response across filters, i.e., the magnitude of the response as a function of the center frequency, which is sometimes called the excitation pattern (16, 49) . The relative level at the output of each filter may be coded in at least three ways:
1. By the relative firing rates of neurons as a function of CF (50) . This is a "place" code for spectral shape. 2. By the relative amount of phase locking to the different frequency components in neurons with different CFs (23) . For example, if a speech sound has a formant with a frequency of 1,400 Hz, neurons with CFs around 1,400 Hz will show phase locking to the formant frequency. 3. By across-frequency coincidence detection of the type described earlier for the coding of sound level. For each spectral shape there will be a unique pattern at the output of the array of coincidence detectors.
Coding in implants
Within an implant processor, spectral shape is coded by filtering the signal into several frequency bands, as described above, and then mapping the filtered signals onto appropriate electrodes. This strategy is based on "place" coding in the normal auditory system-the first of the coding mechanisms described in the preceding paragraph. In an implant system, the effective number of independent bands, or channels, is limited by the number of electrodes and by the relative lack of isolation between electrodes. The effective number of channels is less than in a normal ear, and is typically less than eight, although the effective number may be somewhat greater with recently developed modiolar-hugging electrodes (51, 52) . Also, the isolation between electrodes may be improved in the future by using nerve-growth factor to encourage nerve growth onto the electrodes. There is some controversy about the number of channels required for adequate speech perception, but it seems likely that in difficult listening situations, such as when background sounds are present, at least 16 channels are required (53) (54) (55) (56) .
Apart from problems caused by the inadequate number of effective channels in implants, there are several other reasons why the coding of spectral shape may be poorer than in a normal ear. First, there is typically a mismapping in the allocation of frequency bands to electrodes. For example, the output of a band centered at 1,000 Hz may be used to drive an electrode at the 2,000-Hz place within the cochlea. It is clear that such mismapping can have severe deleterious effects in the short term (57) , although implant users may adapt to it with extended experience (58) . Second, in implant systems using pulsatile stimulation, the signals delivered to the implanted electrodes usually do not convey detailed temporal information relating to formant frequencies, owing to the low pulse rates used. Thus, the second of the normal coding mechanisms described above cannot operate. Third, the phase change across electrodes is not normal, so across-channel coincidence detection, the third coding mechanism described above, also cannot operate. A final problem is that there may be regions of missing neurons in the cochlea (dead regions, or "holes," in hearing) (59) . An electrode producing maximum current in such a region will give rise to an audible sensation only if the current spreads to an adjacent region where there are surviving neurons. This produces a second type of mismapping and may also lead to a form of information overload in the adjacent region.
CODING OF THE FREQUENCY OF SINEWAVES
Coding in the normal auditory system The subjective pitch of a sinewave is closely related to its frequency: the higher the frequency, the higher the pitch. For sinewaves, the frequency may be coded in the place that is excited most on the BM. This is the basis of the classic place theory of pitch (10, 60) . However, this code is not robust; the position of the peak produced by a given frequency is level dependent (61, 62) . For highfrequency sinewaves, the position of the peak in the vibration pattern shifts toward the base with increasing sound level (13) . According to the place theory, this would be expected to lead to an increase in pitch with increasing level. Although changes in pitch with level do occur, they vary across listeners (63, 64) and are usually much smaller than predicted by the place theory (16) .
An alternative code for frequency is neural synchrony (phase locking). As described earlier, for frequencies up to approximately 5 kHz, nerve spikes in the auditory nerve tend to be synchronized to a particular phase of the stimulating waveform. Thus, the interspike intervals fall close to integer multiples of the period of the stimulus, and this provides a potential code for frequency (and pitch).
It has also been proposed that across-place coincidence detection may be involved in the coding of frequency (65,66). As described earlier, the phase of response to a sinewave of specific frequency is different at different points on the BM. The phase difference between two specific points varies with the frequency of the input. Thus, the pattern of responses in an array of across-place coincidence detectors will be unique for each stimulating frequency.
Coding in implants
In implant systems, frequency, like spectral shape, is partly coded in the relative magnitude of the electric signal across channels. A single sinewave will give rise to an output largely restricted to a single electrode. Thus, a form of place coding will occur. However, this code is crude because of the small number of electrodes and the limited isolation between them. For low frequencies at least, frequency may also be coded in the time pattern of the signal applied to a single electrode. Experiments with animals suggest that phase locking to electric stimuli is very precise (25, 67) , so one might expect that frequency could be represented very precisely in the pattern of phase locking. In practice, people with cochlear implants show a rather poor ability to detect changes in the periodicity of the electric waveform applied to a single electrode, and most cannot discriminate changes at all for repetition rates above approximately 300 Hz (27, 28) .
There may be several reasons for the relatively poor ability of implantees to discriminate changes in frequency using a temporal code. First, the animal experiments measuring the precision of phase locking have typically been performed using currents such that a spike is evoked on every stimulus cycle (or for every pulse). In human implantees, such currents would lead to a very loud sound and would probably be unacceptable. For more realistic current levels, phase locking may be much less precise. Second, there is often a mismatch between temporal and place information. For example, a signal with a repetition rate of 500 Hz may be delivered to a place that would normally be tuned to 1,000 Hz. The auditory system may require a correspondence between the place and temporal information to extract accurate information about frequency (68) . Third, as discussed earlier, there will often be partial degeneration of the auditory nerve. This may adversely affect performance simply because there are fewer neurons carrying the temporal information. Finally, in an implantee, the phase differences across channels that would normally be produced by the traveling wave on the BM are absent. This prevents coding of frequency based on across-channel coincidence detection (65, 66) .
It should be noted that many implant processors do not even attempt to convey information about fine time structure for frequencies above a few hundred Hertz. This feature of implant design is based on the empirical finding that implantees make little or no use of fine time structure information at high frequencies. It remains to be seen whether implantees can make more effective use of temporal information with newer stimulation strategies, such as those using very high pulse rates (69) .
CODING OF PERIODICITY AND PITCH OF COMPLEX TONES
Coding in the normal auditory system Periodic complex sounds such as those produced by musical instruments and the human voice evoke a sense of pitch. The pitch that is heard is generally very close to the pitch of the fundamental frequency of the complex sound. For example, if the sound has a repetition rate of 256 times per second, the fundamental frequency is 256 Hz, and the pitch is close to that of a sinewave with a frequency of 256 Hz. However, the fundamental component can be removed from the sound, and the pitch remains unaltered (70) . The low pitch that is heard when the fundamental component is not present is called the pitch of the missing fundamental, residue pitch (70), virtual pitch (71), or just low pitch (72) .
Several models have been proposed to account for the perception of the low pitch of complex tones. To understand how these models work, it is useful to consider a simulation of the response of the BM to a complex sound with many harmonics. Such a simulation is shown in Figure 5 ; the input was a series of brief pulses, repeating 200 times per second. The lower harmonics in this sound each produce a peak at a specific location on the BM. Effectively, the lower harmonics are resolved or separated on the BM. For example, the 600-Hz harmonic produces a local peak at the place tuned to 600 Hz. The timing of the neural spikes derived from such a place relates to the frequency of the individual harmonic rather than to the repetition rate of the complex as a whole. For example, in neurons with CFs close to 600 Hz, the interspike intervals are close to integer multiples of 1. 667   FIG. 5 . Simulation of the responses on the basilar membrane to periodic impulses at a rate of 200 pulses per second. Each number on the left represents the frequency that would maximally excite a given point on the basilar membrane. The waveform that would be observed at that point, as a function of time, is plotted opposite that number. milliseconds. However, at places on the BM responding to the higher harmonics, the harmonics are not resolved. The excitation pattern does not show local peaks corresponding to individual harmonics. In this case, the waveform on the BM results from the interference (summation) of several harmonics and shows a periodicity the same as that of the input waveform. The timing of neural impulses derived from such a region is related to the repetition rate of the original input waveform; i.e., interspike intervals close to the repetition period will be prominent.
One class of pitch model assumes that the pitch of a complex tone is derived from neural information about the frequencies or pitches of the individual harmonics (71, 73, 74) . For these models, the lower harmonics are the most important ones in determining pitch, because these are the ones that are best resolved on the BM. Information about the frequencies of individual harmonics may be carried in the rate-versus-place profile (firing rate as a function of CF), in the patterns of phase-locking at specific CFs, or in the patterns of responses of acrossplace coincidence detectors. The models assume that a central auditory mechanism computes the pitch by finding a best-fitting fundamental component. For example, if there is evidence of harmonics with frequencies close to 800, 1,000 and 1,200 Hz, the best-fitting fundamental frequency is 200 Hz.
The second class of model assumes that the pitch of a complex tone is related to the time intervals between nerve spikes in the auditory nerve (73, 75) . It is assumed that pitch is derived from a place on the BM where harmonics interfere strongly, i.e., a place responding to the higher harmonics. The nerve spikes tend to be evoked at the main peaks of the complex waveform evoked at this place.
Psychoacoustic research indicates that the low pitch of a complex sound can be derived either from the low resolved harmonics (76) or from the higher unresolved harmonics (77, 78) . This has led some authors to develop hybrid pitch models based on the use of both place and temporal information (16, 79) ; these models assume that information from low and high harmonics is combined. However, the clearest pitch is heard when low harmonics are present (80, 81) , and the ability to detect changes in repetition rate is best when low harmonics are present (82, 83) . Thus, it seems that a mechanism deriving pitch from the resolved harmonics is dominant.
Coding in implants
Current methods of coding used in cochlear implants do not make effective use of the most important coding mechanism for pitch in the normal auditory system, namely, the derivation of pitch from information about the frequencies of resolved harmonics. The lower harmonics in complex tones, such as those produced by the human voice, are not usually resolved by the filters in typical implant processors, except perhaps when the fundamental frequency of the input is relatively high (e.g., a child's voice). Even if they were, the implant user would be unable to extract accurate information about the frequencies of individual harmonics because of the limitations in place and temporal coding discussed above. Thus, pitch extraction based on the frequencies of resolved harmonics cannot operate. Coding of the periodicity of complex sounds in implants depends almost entirely on a temporal code comparable to that used in normally hearing people when a complex sound contains only high harmonics. This leads to relatively poor discrimination.
BINAURAL HEARING
Benefits of two ears for normal listeners
There are several advantages of having two normal ears. First, differences in the intensity and time of arrival of sounds at the two ears provide cues that are used to localize sound sources in space (84, 85) . Normally hearing people can detect a change in interaural time difference as small as 10 microseconds (16, 85) . Second, when a desired signal and a background noise come from different locations, comparison of the stimuli reaching the two ears improves the ability to detect and discriminate the signal in the noise (86, 87) . Third, when trying to hear a sound such as speech in the presence of background noise, the speech-to-noise ratio may be much higher at one ear than at the other ear, as a result of acoustic head-shadow effects. For example, if the speech comes from the left and the noise from the right, the speech-tonoise ratio will be higher at the left ear than at the right. Under these circumstances, people are able to make use of the ear receiving the higher speech-to-noise ratio (88) . Finally, even when the signals reaching the two ears are identical, the ability to discriminate or identify the signals is often slightly better than when the signals are delivered to one ear only (89, 90) .
Potential benefits of bilateral cochlear implantation
Currently, it is common practice for cochlear implants to be implanted unilaterally. This means that all the benefits of having two ears, as described above, are lost. In recent years, a few patients have been given bilateral implants, and the results have been encouraging (91) (92) (93) . It should be noted that bilateral cochlear implants are unlikely to restore to normal the ability to use interaural time differences to localize sounds and improve the detection of sounds in noise. This is because the processing of interaural time delays in the normal auditory system probably involves a system of delay lines and coincidence detectors that are tonotopically organized (94, 95) . Essentially, the output of given place in one ear is crosscorrelated with the output from the corresponding place in the opposite ear (96) ; the two places have the same CF. In a person with bilateral cochlear implants, it is very unlikely that the electrode arrays would be inserted to exactly the same depth in the two ears, so there would be a misalignment across ears; the neurons excited maximally by the nth electrode in one ear would have different CFs from the neurons maximally excited by the nth electrode in the other ear. This means that the normal process for measuring interaural time delays will not work. Also, for bilateral implant systems using pulsatile stimulation, the timing of the pulses is not usually synchronized across ears. Again, this is likely to disrupt the processing of interaural time differences.
However, bilateral implantation is likely to give benefits from head-shadow effects; the implantee can select the ear giving the higher signal-to-background ratio at any instant. Also, bilateral implantation may help to prevent the progressive neural degeneration that would otherwise occur in a nonimplanted ear.
Sound localization based on pinna cues
Sound localization by normally hearing listeners depends partly on the use of high-frequency spectral cues, which are available even when only one ear is used. Some of the sound from a given source enters the meatus directly, but some enters the meatus after reflection from one or more of the folds in the pinna. There are also some reflections from the shoulders and the upper part of the torso. When the direct sound and the reflected sound are added together, this results in interference effects, giving a change in the spectrum of the sound reaching the eardrum. Because there are usually several reflections from the pinna, the spectrum of the sound reaching the eardrum is complex, containing multiple peaks and dips. The spectral pattern varies systematically with the direction of the sound source, and this information is used for localization, particularly in telling whether a sound is coming from in front or behind the head, and below or above the head (85, 97) . The spectral cues provided by the pinna occur mainly at high frequencies; the frequency range above 6 kHz is especially important.
For people with cochlear implants, spectral cues provided by the pinna are usually not available, for two reasons. First, the microphone of the implant system is usually located above and behind the ear; to pick up the location-dependent spectral changes introduced by the pinna, the microphone would need to be located in the ear canal or at its entrance. Second, cochlear implants do not typically provide the detailed spectral information at high frequencies that would be required to make use of pinna cues.
STOCHASTICITY AND INDEPENDENCE ACROSS CHANNELS
In the normal auditory nerve, the firing pattern of individual neurons is not completely predictable. The response can be characterized on average, but there is an inherent variability or randomness in the responses; the responses are said to be stochastic. The spike pattern evoked by a completely fixed stimulus will vary from one presentation to the next. In response to a sinewave, a spike will not occur for every cycle of a stimulus, although when spikes do occur, this happens at roughly the same phase of the waveform for each spike. Furthermore, the random variation in spike initiation is independent across neurons. Thus, in response to a sinewave, each neuron will show a different spike pattern.
It is not known whether independence of responses across neurons is important, but some researchers have proposed that it is (98, 99) . In most current implant systems, electric stimulation results in highly correlated firing patterns across neurons, which is unlike what occurs in the normal auditory system. The pattern of firing across neurons in an electrically stimulated ear can be made more independent by using very high pulse rates for CIS-type strategies (69, 100) . Another approach, used mainly with compressed-analog stimulation, is to add low-level background noise, with independent noise on each channel (98, 99) . Further research is needed to establish the benefits of these approaches.
The stochastic responses of normal auditory neurons may well be important for the neural coding of weak signals. With electric stimulation, it may take only a small increase in current to change a neuron from not responding at all to responding on every cycle of the stimulus (or every pulse of a pulsatile stimulus). This makes it difficult to code small changes in level of a weak signal. The effect is analogous to that encountered when the attempt to make a digital recording of a weak signal, close in magnitude to the least significant bit. Either the signal is not detected at all, or it is coded very crudely as a sequence of zeros and ones. A sinewave signal would effectively be converted to a square wave. This problem is well known in audio engineering and is solved by adding a very weak noise to the desired audio signal. The noise is called dither (101) . The effective dynamic range of a digital recording can be markedly increased by the use of dither (102) . Almost every compact disc is recorded using dither, which is added either deliberately or inadvertently as a result of microphone noise. The beneficial effects of adding noise to the channel signals in a cochlear implant may be similar in nature; by dithering the electric signal, coding of weak signals may be enhanced, and dynamic range extended.
CONCLUSIONS
The large dynamic range of the normal ear results partly from a fast-acting compression mechanism in the cochlea. This mechanism is bypassed in cochlear implants. It is probably best not to compensate for this entirely with fast-acting compression in an implant processor. A combination of a slow-acting front-end automatic gain control with a moderate amount of fast compression in individual channels may be the best compromise.
The effective number of frequency channels provided by an implant is less than in a normal ear. This limits the precision with which information about spectral shape and time can be coded. More and better isolated channels are needed. Modiolar-hugging electrodes are a step forward. Further improvements may be obtained by encouraging nerve growth onto electrodes.
The normal ear may use across-channel coincidence detection to code sound level, spectral shape, and pitch. This code is not represented in any current implant because it depends on differences in phase response at different points along the basilar membrane. To implement this code requires many overlapping channels with a smoothly varying phase response across channels.
The perception of the pitch of complex tones in a normal ear depends partly on the time pattern of the higher unresolved harmonics but mainly on information derived from the lower resolved harmonics. The latter mechanism is inoperative in cochlear implants, because implants do not convey effective information about the frequencies of individual harmonics. Hence, the resolution and precision of the pitch perception of complex tones is much worse for implantees than for normally hearing people.
Two ears convey many advantages for normally hearing people, both for sound localization and for the detection and discrimination of sounds in the presence of background noise. Some but not all of these advantages may be achieved by bilateral cochlear implantation. It seems unlikely that binaural implantation will restore to normal the ability to use interaural time differences for localization and detection, but bilateral implantation is likely to improve the ability to understand speech in the presence of interfering sounds coming from other directions.
The normal auditory system uses spectral cues produced by reflection of sound from the pinna to localize sounds, and particularly to resolve up-down and frontback confusions. These cues are not conveyed by current cochlear implant systems, because the microphone is located behind rather than in the ear, and because the systems do not convey sufficient information about spectral shape at high frequencies.
The independence of neural firing across neurons in cochlear implantees may be increased by using very high pulse rates (for CIS-like strategies) or by adding lowlevel noise (for analog strategies). This may enhance the coding of low-level sounds. However, the benefits of these approaches remain to be proved.
