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We study the set of periods of tree maps f : T −→ T which are monotone between any
two consecutive points of a fixed periodic orbit P . This set is characterized in terms of some
integers which depend only on the combinatorics of f |P and the topological structure of T . In
particular, a type p ≥ 1 of P is defined as a generalization of the notion introduced by Baldwin
in his characterization of the set of periods of star maps. It follows that there exists a divisor
k of the period of P such that if the set of periods of f is not finite then it contains either all
the multiples of kp or an initial segment of the kp≥ Baldwin’s ordering, except for a finite set
which is explicitly bounded. Conversely, examples are given where f has precisely these sets of
periods.
1. Introduction
In this paper we deal with the problem of deter-
mining which are the possible sizes of the periodic
orbits that appear by iterating a continuous map
defined on a tree. For some particular cases (inter-
val and star), several well known results establish
that if a continuous map exhibits a periodic orbit
which verifies some combinatorial properties then
we can determine a set which is a lower bound of
the set of periods of the map.
The widely known Sharkovskii’s Theorem (see
[Sharkovskii, 1964]) studying the set of periods of
any continuous map from an interval of the real
line into itself was the first remarkable result in
this setting. In order to state it, we introduce the
Sharkovskii ordering D (the symbols E, ⊳ and ⊲
will be understood in the natural way) in the set
N ∪ {2∞}:
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3 D 5 D 7 D . . . D 2 · 3 D 2 · 5 D 2 · 7 D . . . D 4 · 3 D
4·5 D 4·7 D . . . D . . . D 2n ·3 D 2n ·5 D 2n ·7 D . . . D
2∞ D . . . D 2n D . . . D 16 D 8 D 4 D 2 D 1.
The Sharkovskii’s theorem states that if an interval
map f has a periodic orbit of period m then f has
periodic orbits of period k for each m D k. As a
consequence, it can be shown that for each interval
map f there exists some n ∈ N ∪ {2∞} verifying
that the set of periods of f is exactly the set of
integers k such that n D k. Conversely, given any
n ∈ N ∪ {2∞} there exists an interval map g whose
set of periods is the set of all integers k such that
n D k.
During the last three decades there have been
several attempts to find results similar to that of
Sharkovskii for 1-dimensional spaces other than the
interval (see for instance [Alseda` et al., 1989] about
maps on Y or [Efremova, 1978], [Block et al., 1980],
[Block, 1981] and [Misiurewicz, 1982] about circle
maps). More recently, the case of maps defined on
trees has been specially treated.
In [Baldwin, 1991] the characterization of the
set of periods of any continuous map defined on
an r-star (a tree with r edges and r endpoints) is
given in terms of finitely many partial orderings.
Let us define the Baldwin partial orderings p≥ for
all p ∈ N (the symbols <p, ≤p and p> will be
understood in the natural way). If p = 1 then
p≥ is the Sharkovskii ordering. For p > 1 and
k,m ∈ N ∪ {p2∞}, we write m p≥ k if one of the
following cases holds:
(i) k = 1 or k = m
(ii) k,m ∈ pN ∪ {p2∞} and m/p ⊲ k/p
(iii) k ∈ pN ∪ {p2∞} and m /∈ {1} ∪ pN ∪ {p2∞}
(iv) k,m /∈ {1}∪pN∪{p2∞} and k = im+jp with
i, j ∈ N
where the arithmetic rule p2∞/p = 2∞ is assumed
and pN stands for {pn : n ∈ N}. It is not difficult
to see that 2≥ also coincides with the Sharkovskii
ordering.
In Baldwin’s paper, a positive integer is asso-
ciated to each periodic orbit P of an r-star map
f . This integer is called the type of P and depends
only on the combinatorics of f |
P
(in Sec. 4 a precise
definition is given for a general tree map). Baldwin
proves that if f has a periodic orbit of period m
and type p then f has periodic orbits of period k
for each m p≥ k.
An initial segment of the ordering p≥ is defined
to be any set S such that if m ∈ S and m p> k then
k ∈ S. Baldwin proves that the set of periods of
any r-star map is a union of finitely many initial
segments of the orderings p≥ for 1 ≤ p ≤ r. Con-
versely, given such a union A there exists an r-star
map whose set of periods is A.
In what follows, any continuous map from a
tree into itself will be called a tree map.
The characterization of the set of periods for
any tree map f : T −→ T in terms of some
constants which depend on the topological struc-
ture of T (such as the amount of vertices or end-
points of T ) is yet an open problem. However,
there are some partial results in this direction
(see, for instance, [Imrich & Kalinowski, 1985a,b],
[Alseda` & Ye, 1995], [Llibre & Misiurewicz, 1993]
and [Blokh, 1992]).
A natural strategy to obtain this kind of char-
acterization for interval and star maps, that already
has been used in the proofs of Sharkovskii and Bald-
win theorems, is the following one. Assume that f
is an interval map or an r-star map and let P be a
periodic orbit of f . The first stage of the strategy
consists of studying the subset ΛP of periods of f
which are forced by the pattern of P . That is, one
wants to know which other orbits the map f will
necessarily have, depending only on the combina-
torics of f |
P
. To solve this problem one replaces
f by another map g such that g|
P
= f |
P
and g is
monotone between any two consecutive points of P .
It can be seen that such a map is the dynamically
simplest model which exhibits an orbit having the
pattern of P . This means that each pattern exhib-
ited by g is also exhibited by f and that the set ΛP
coincides with the set of periods of g. Therefore,
the set ΛP can be computed just by studying the
loops of the Markov graph of g. The last step of
the proof consists in considering each orbit P of f
and its associated ΛP . Then one gets the structure
of the set of periods of f by obtaining the structure
of the (uncountable) union of all sets ΛP . This is
done by purely number-theoretical arguments.
As it has been said before, an important in-
termediate step in getting the periodic structure
of interval and star maps is the study of the set
of periods of these (piecewise monotone) “dynam-
ically simplest models”. Since, in addition, piece-
wise monotone maps provide all the necessary ex-
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amples in the “converse part” of the theorems of
Sharkovskii and Baldwin, the proofs of these re-
sults are strongly based on the study of this class
of maps.
To study the set of periods of tree maps we
have chosen to follow a strategy similar to the one
described above (as we shall see, this is a natural
strategy also in the case of tree maps). However, it
turns out that the straightforward implementation
of this strategy to tree maps does not work. Indeed,
let f : T −→ T be a tree map, let P be a periodic
orbit of f and let V denote the set of vertices of
T . Then we want to consider a P -weakly monotone
map g which is defined to coincide with f on V ∪P
and is monotone (injective) on the closure of each
connected component of T \ (V ∪ P ). The problem
is that a P -weakly monotone map can have (even
infinitely many) periods which are not periods of f ,
and thus it cannot be our desired “minimal model”.
To illustrate this phenomenon consider the follow-
ing simple example in the case of interval maps.
Example 1.1. Let g : [0, 1] −→ [0, 1] denote the
tent map such that the point 1/2 is a periodic point
of period 3. That is:
g(x) =
{
µx when x ∈ [0, 1/2],
µ(1− x) when x ∈ [1/2, 1],
with µ = 1+
√
5
2 . This map has periodic points
of all periods. Set p = g(1/2) = 1+
√
5
4 and let
f : [0, 1] −→ [0, 1] be the continuous map such that
f(0) = f(1) = 0, f(x) = p for each x ∈ [1 − p, p]
and f is affine on [0, 1 − p] and [p, 1]. Clearly, p
is a fixed point of f and 1 is the only period of f .
Now consider T = [0, 1] as a 2-star with vertices
V = {0, 1/2, 1} and suppose that we are given the
map f with P = {0}. The map g coincides with
f on V ∪ P and is monotone (injective) on the clo-
sure of each connected component of T \ (V ∪ P )
(so, g is P -weakly monotone). However the map g
has periodic points of all periods whereas the map
f only has fixed points.
The above example tells us that it is not
straightforward to extend the notion of “minimal
model” (or “P -minimal map”) to the setting of tree
maps. However, in [Alseda` et al., 1997] the authors
give a definition of pattern of P and prove that there
always exists a tree SP and a map gP : SP −→ SP
exhibiting a periodic orbit Q with the same pattern
as P and displaying dynamic minimality proper-
ties similar to the known ones for the interval case.
The crucial point is that the map g
P
is Q-monotone
which means that it is monotone between any two
consecutive points of Q (two points a, b of Q are
said to be consecutive if there are no other points
of Q in the convex hull of {a, b}). We also remark
that the tree SP , which may be different from T , is
unique up to homeomorphisms and collapse of in-
variant forests. The map g
P
, which is the crucial
tool in our strategy, is called a P -minimal model.
As an example consider the maps f and g defined in
Fig. 1: It turns out that the orbits P andQ have the
same pattern (even living in two different trees) and
that the map g is the minimal model corresponding
to this pattern. Observe also that the notion of Q-
monotonicity is stronger than the notion of Q-weak
monotonicity. To see it, consider the map f defined
in Fig. 1 and observe that there does not exist any
P -monotone map ϕ : T −→ T which coincides with
f on the set P . Such a map ϕ would have to sat-
isfy ϕ([x1, x2]) = [x2, x3] and ϕ([x3, x5]) = [x4, x6].
Thus ϕ(z) ∈ [x2, x3] ∩ [x4, x6]; a contradiction.
Now we are ready to describe the implemen-
tation of the strategy we use to study the set of
periods of tree maps:
(1) For each periodic orbit P of f calculate Λ
P
,
the set of periods of the corresponding P -
minimal model g
P
: SP −→ SP or, if this
is not possible, estimate the largest possible
subset of Λ
P
.
(2) Prove that the set of periods of the P -minimal
model g
P
is contained in the set of periods of
each tree map which exhibits an orbit with the
pattern of P . In particular, ΛP is a subset of
the set of periods of f .
(3) Consider each orbit P of f and its associated
ΛP . Then one can obtain the structure of the
set of periods of f by describing the structure
of the (uncountable) union of all sets ΛP .
The main result of this paper performs step (1)
of the above program by means of the study of the
Markov graph of g
P
. Indeed, given any tree map
g : S −→ S having a periodic orbit Q and such
that g is Q-monotone, we use information from the
combinatorics of g|
Q
and the topological structure
of S in order to study the Markov graph of g and
compute as large as possible subsets of the set of
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Fig. 1. Left figure: A tree T and a map f : T −→ T which exhibits an orbit P = {x1, x2, . . . , x6} with
f(xi) = xi+1 for 1 ≤ i ≤ 5 and f(x6) = x1. This map can be made P -weakly monotone by setting
f(z) ∈ P ∪ {z} but it cannot be made P -monotone.
Right figure: A tree S and a map g : S −→ S having an orbit Q = {y1, y2, . . . , y6} with g(yi) = yi+1 for
1 ≤ i ≤ 5 and g(y6) = y1. If in addition we take g(v) = v
′, g(v′) = v′′ and g(v′′) = y5 then g can be made
Q-monotone (and thus Q-weakly monotone).
periods of g. Moreover, examples are given where
the difference between the whole set of periods and
these subsets is finite and explicitly bounded.
Since in general T and SP differ (unless T is an
interval or a star) it is not easy to carry out steps
(2) and (3) of the above program. These two steps
will be matter of a forthcoming paper by the same
authors.
2. Basic Definitions and Statement of the
Main Results
Let X be a topological space and let f : X −→ X
be a map. As usual, f0 = Id and fk = f ◦f ◦ · · · ◦f
(k times) for k ∈ N. For a finite set A we will
denote its cardinality by |A|. Given a point x ∈ X
we define its orbit, denoted by Orbf (x) (or simply
by Orb(x)), to be the set {fk(x) : k = 0, 1, 2, . . .}.
If |Orb(x)| = n, then fk(x) 6= x for 0 < k < n and
fn(x) = x. In this case we say that x is a periodic
point of f of period n (or an n-periodic point of f)
and that Orbf (x) is a periodic orbit of f of period
n (or an n-periodic orbit of f). A point of period
1 is called a fixed point, and the set of fixed points
of f will be denoted by Fix(f). The set of periods
of f , denoted by Per(f), is the set of periods of all
periodic orbits of f . Given a point x ∈ X, we say
that x is eventually periodic if it is not periodic but
fn(x) is periodic for some n > 0. If A ⊂ N and
m,n ∈ N, nA stands for {nk : k ∈ A} and m+ nA
stands for {m+ nk : k ∈ A}.
A tree is a compact uniquely arcwise connected
space which is a point or a union of a finite number
of intervals (from now on, by an interval we mean
any space homeomorphic to [0, 1]). Any continuous
map from a tree into itself will be called a tree map.
If T is a tree and x ∈ T , we define the valence of x to
be the number of connected components of T \{x}.
Each point of valence 1 will be called an endpoint
of T and the set of such points will be denoted by
En(T ). Each point of valence different from 2 will
be called a vertex of T and the set of vertices of
T will be denoted by V (T ). As usual, the closure
of each connected component of T \ V (T ) will be
called an edge of T . Any tree which is a union of
r > 1 intervals whose intersection is a unique point
x of valence r will be called an r-star, and x will be
called the central point.
If X is a topological space and f : X −→ X is
a map, we will say that a set A ⊂ X is f-invariant
if f(A) ⊂ A. For a set B ⊂ X we will denote by
Int(B) and Cl(B) the interior and the closure of B
respectively. Let S be a tree. Given P ⊂ S we will
define the convex hull of P , denoted by 〈P 〉S or sim-
ply by 〈P 〉, as the smallest closed connected subset
of S containing P . When P = {x, y} we will write
〈x, y〉 or [x, y] to denote 〈P 〉. The notations (a, b),
(a, b] and [a, b) will be understood in the natural
way.
Let g : S −→ S be a tree map. Given a, b ∈ S
we say that g|[a,b] is monotone if either g([a, b]) is a
point or it is an interval and, given two homeomor-
phisms φ : [0, 1] −→ [a, b] and ϕ : g([a, b]) −→ [0, 1],
then ϕ◦g ◦φ : [0, 1] −→ [0, 1] is monotone (as a real
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function). If P ⊂ S is a finite g-invariant set which
contains En(S), we say that g is P -monotone if
g([a, b]) = [g(a), g(b)] and g|[a,b] is monotone when-
ever [a, b]∩P = {a, b}. In this case we will say that
the triplet (S, P, g) is a monotone model. If in ad-
dition P contains a unique periodic orbit and this
orbit consists of a fixed point, then we will say that
(S, P, g) is a trivial model. Observe that if (S, P, g)
is a trivial monotone model and P consists of a fixed
point then S reduces to the unique point of P since
En(S) ⊂ P .
Remark 2.1. If (S, P, g) is a monotone model, it
is shown in Proposition 4.2 of [Alseda` et al., 1997]
that the image of each vertex z is uniquely deter-
mined and is either a vertex or belongs to P . In fact,
if a, b, c ∈ P in such a way that z ∈ [a, b]∩[a, c]∩[b, c]
and 〈{a, b, c}〉S \P is connected, then it can be eas-
ily seen that g(z) is the only point contained in
g([a, b]) ∩ g([a, c]) ∩ g([b, c]).
Let (S, P, g) be a monotone model and let Q =
P ∪ V (T ). Observe that each connected compo-
nent of T \ Q is an interval. By Remark 2.1, Q is
g-invariant. It is not difficult to see that g is mono-
tone on each connected component of T \ Q. In
this situation, we can consider the usual notion of
the Markov graph of g, whose vertices are closures
of connected components of T \ Q and there is an
arrow from K to L if and only if g(K) ⊃ L. It
is folk knowledge that there is a certain correspon-
dence between periodic orbits of g and loops of its
Markov graph (see Sec. 3).
Now we informally sketch the strategy that we
use in this paper in order to calculate the set of
periods of a monotone model. Let (S, P, g) be a
non-trivial monotone model such that P is a pe-
riodic orbit of g. The basic tool we use to obtain
periodic points of g is the existence of a special kind
of loops in the Markov graph of g, which we call ex-
ternal loops (see Sec. 4). The set of external loops
in the Markov graph of g which in addition ver-
ify certain technical properties will be denoted by
E˜(S, P, g). If E˜(S, P, g) 6= ∅ then Per(g) is directly
calculable (see Lemma 4.6 and Theorem 4.7).
If E˜(S, P, g) = ∅ then we proceed as follows.
Set (S1, P1, g1) = (S, P, g). We prove that there ex-
ist p1 ∈ N and a monotone model (S2, P2, g2) such
that S2 ⊂ S1, g2 = g
p1
1 |S2 and Per(g1) ⊃ p1 Per(g2).
Such a monotone model is called a partial p1-
reduction of (S1, P1, g1). If we are able to compute
Per(g2), then the estimation p1 Per(g2) for the set
of periods of g1 is optimal, since we know examples
verifying Per(g1) = p1 Per(g2). So the problem of
estimating Per(g1) is reduced to compute Per(g2).
If E˜(S2, P2, g2) = ∅, we can iterate this procedure.
In Sec. 6 it is shown that we can proceed in this way
as many times as necessary in order to obtain a fi-
nite sequence of monotone models {(Si, Pi, gi)}
m
i=1
such that:
(i) (S1, P1, g1) = (S, P, g).
(ii) (Si+1, Pi+1, gi+1) is a pi-partial reduction of
(Si, Pi, gi) for 1 ≤ i < m.
(iii) Pi contains a unique periodic orbit Pi
◦ and
|P ◦i | = pi|P
◦
i+1| for 1 ≤ i < m. Moreover,
Pi
◦ ⊂ Pi+1  Pi when pi = 1.
(iv) E˜(Si, Pi, gi) = ∅ for 1 ≤ i < m.
(v) Either (Sm, Pm, gm) is a trivial model or it
verifies E˜(Sm, Pm, gm) 6= ∅.
Since Per(gi) ⊃ {1} ∪ pi Per(gi+1), we can easily
get that Per(g) ⊃ {1, p1, p1p2, . . . , p1p2 · · · pm−1} ∪
p1p2 · · · pm−1 Per(gm). Furthermore, since P =
P1 = P
◦
1 , we have that |P | = p1p2 · · · pm−1|P
◦
m|. We
remark that such a sequence of partial reductions
of (S, P, g) is not unique.
By means of the above construction, a com-
plete reduction of (S, P, g) is defined to be the pair
{R,K} where K = {1, p1, p1p2, . . . , p1p2 · · · pm−1}
and R = (Sm, Pm, gm). Note that if E˜(S, P, g) 6= ∅
then m = 1 and thus K reduces to {1}. The
model R will be called a completely reduced model
of (S, P, g). It satisfies:
(i) gm = g
maxK |
Sm
.
(ii) Pm contains a unique periodic orbit Pm
◦ and
|P | = |Pm
◦| ·maxK.
(iii) Per(g) ⊃ K ∪ (maxK) · Per(gm).
Since there exist many sequences of partial re-
ductions, a complete reduction of (S, P, g) is not
uniquely determined.
By (iii), the study of the set of periods of a
monotone model can be reduced to the study of
the set of periods of its completely reduced models.
This is the strategy we use in this paper and it gives
rise to our main result. In order to state it, we need
to introduce some more notation.
Let R = (S, P , g) be a non-trivial completely
reduced model of a given monotone model (S, P, g).
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We will prove that Per(g) depends on three non-
negative constants (besides |P
◦
|, of course). These
constants can be directly calculated from the com-
binatorics induced by g on the g-invariant set P ∪
V (S). Since these numbers strongly depend on the
topological structure of the tree S and the behav-
ior of g on P , we denote them by n(R), p(R) and
q(R) in order to stress their dependence from the
model. The constant n(R) is the minimum inte-
ger n such that gn(P ) = P
◦
. On the other hand,
p(R) is called a type of the model, and essentially is
a generalization of the notion of type of a periodic
orbit introduced in [Baldwin, 1991] for star maps.
Finally q(R) will be called the rotation index of the
model. The precise definition of these constants is
given in Sec. 4.
Next we introduce a notation to deal with a
special type of initial segments of the p≥ orderings.
If p ∈ N and r ∈ N ∪ {p2∞}, we define Sp(r) =
{k ∈ N : r p≥ k}. Note that if r ∈ pN then
Sp(r) = {1} ∪ p {k ∈ N : r/p D k} and if r /∈ pN
then Sp(r) = {1, r}∪{ri+pj : i ≥ 0, j ≥ 1}. Given
p, r ∈ N, we define
S∗p (r) =
{
Sp(r) if r /∈ pN
Sp(3p) if r ∈ pN
Observe that if r ∈ pN then S∗p (r) = pN ∪ {1} ⊃
Sp(r).
Remark 2.2. Let k, p, r be natural numbers. Then
we have that {1}∪kS∗p (r) = {k}∪S∗kp(kr). Indeed,
if r /∈ pN then {1}∪ kS∗p (r) = {1}∪ k({1, r}∪{ri+
pj : i ≥ 0, j ≥ 1}) = {1, k, kr} ∪ {kri + kpj : i ≥
0, j ≥ 1} = {k}∪S∗kp(kr). On the other hand, when
r ∈ pN we get {1} ∪ kS∗p (r) = {1} ∪ k(pN ∪ {1}) =
{1, k} ∪ kpN = {k} ∪ S∗kp(kr).
From now on, we take {1, 2, . . . , n} as the rep-
resentatives of the classes of Z/nZ.
Now we are ready to state the main results of
this paper.
Theorem A. Let (S, P, g) be a monotone model
such that P is a periodic orbit of g. If P consists
of a fixed point of g then Per(g) = {1}. Otherwise,
there exist complete reductions of (S, P, g). For any
complete reduction {R,K} of (S, P, g), we have that
Per(g) ⊃ K. If, in addition, R is non-trivial and
we denote p(R), q(R), n(R) and maxK by p, q, n
and k respectively, then
Per(g) ⊃ K ∪ S∗kp(|P |+ lkp) \ {2kp, 3kp, . . . , λkp}
for some 0 ≤ λp ≤ |P |
k
+ p + q + n + 1 and some
0 ≤ l ≤ |P |
k
+ q + 1. Furthermore, if n = 0 then
lp ≤ p+ q − (q mod p).
The periods computed in the proof of Theo-
rem A correspond to periodic orbits which do not
intersect the set V (S) of vertices of S. We addition-
ally prove (see Corollary 6.8) that Per(g) contains
a finite set V whose elements divide the least com-
mon multiple of the periods of all periodic orbits
contained in V (S).
Remark 2.3. When |P | ∈ kpN the upper bound for
l in Theorem A is irrelevant, since S∗kp(|P |+ lkp) =
kpN for any l. On the other hand, when |P | /∈ kpN
the upper bound for l controls how far S∗kp(|P |+lkp)
is from S∗kp(|P |). Indeed, it is easy to check that
S∗kp(|P |) \ S
∗
kp(|P | + lkp) = {i|P | + jkp : 1 ≤ i <
kp, 1 ≤ j ≤ il}.
Sometimes a continuous self–map of a compact
space is called chaotic if it has positive topologi-
cal entropy (see [Denker et al., 1976] for a defini-
tion). Then it can be derived from Theorem E of
[Llibre & Misiurewicz, 1993] and Theorem A that
if R is a non-trivial model then g is chaotic. And
conversely, it is not difficult to see that if g is not
chaotic then Per(g) must be finite (this is true only
for monotone models). Thus the monotone models
with a trivial (respectively non-trivial) completely
reduced model correspond to zero entropy (resp.
chaotic) maps.
We must stress the fact that there are some
known results which describe the set of periods
of some kinds of tree maps except for a finite
set of periods (see for instance [Blokh, 1991] and
[Alseda` & Ye, 1995]). Nevertheless, nothing is said
usually about this finite set. Theorem A states
that the set of periods of a (chaotic) monotone
model contains a set C which is S∗kp(|P |) except
for an explicitly bounded finite set of periods. In
fact, from Remark 2.3 it follows that S∗kp(|P |) \ C
is exactly {2kp, 3kp, . . . , λkp} if |P | ∈ kpN and
{2kp, 3kp, . . . , λkp} ∪ {i|P |+ jkp : 1 ≤ i < kp, 1 ≤
j ≤ il} otherwise. Thus the difference between
C and S∗kp(|P |) depends on the constants λ and
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l, which depend on combinatorial data extracted
from the model by means of the constants q and n.
The smaller q and n are, the bigger (and closer to
S∗kp(|P |)) C is.
A natural question arises: how accurate is the
estimation of Per(g) given by Theorem A in rela-
tion to Sharkovskii and Baldwin theorems when S
is an interval or a star? Given r ∈ N, let us write
Sh(r) for the initial segment of Sharkovskii’s order-
ing starting at r. That is, Sh(r) = {s ∈ N : r D s}.
Suppose that S is an interval and |P | = t · 2s
with t odd and s > 1. Assume in addition that P
has no division (see for instance [Li et al., 1982]).
Then from the proof of Theorem A one gets that
(S, P, g) admits a complete reduction {R,K} with
R = (S, P, g), K = {1}, q = n = l = 0 and
p ∈ {1, 2}. If p = 1 then Theorem A states that
Per(g) ⊃ N \ {2, 3, . . . , λ}. When p = 2, we get
Per(g) ⊃ 2N \ {4, 6, . . . , 2λ}. In both cases, these
sets contain infinitely many periods which are not
in Sh(t ·2s). Theorem A can provide more informa-
tion than Sharkovskii’s theorem, since in our result
other combinatorial features of the orbit P , besides
its period, are taken into account. This goes in
the direction of the main result of [Li et al., 1982],
Baldwin’s theorem and other several results in the
same spirit (see [Misiurewicz & Nitecki, 1991] or
[Alseda` & Ye, 1995]).
Assume that S is an interval and P is a primary
orbit (see [Baldwin, 1987] or [Alseda` et al., 1989])
of period t ·2s with t odd and s ≥ 0. Then Per(g) =
Sh(t · 2s), and it is not difficult to see that (S, P, g)
admits a complete reduction {R,K} such that K =
{1, 2, 22, . . . , 2s} and R is a trivial model if and only
if t = 1. If R is trivial then Theorem A states that
Per(g) ⊃ K = {1, 2, 22, . . . , 2s} = Sh(2s). On the
other hand, when R is not trivial from the proof of
Theorem A one gets that q = n = l = 0, k = 2s,
p = 2 and λ = t−12 . Hence Theorem A states that
Per(g) ⊃ K ∪ S∗2s+1(t · 2
s)\
{2 · 2s+1, 3 · 2s+1, . . . ,
t− 1
2
· 2s+1}
= {1, 2, 22, . . . , 2s} ∪ {t · 2s}∪
2s{ti+ 2j, i ≥ 0, j ≥ 1} \
{2 · 2s+1, 3 · 2s+1, . . . ,
t− 1
2
· 2s+1}.
It is not difficult to show that this set is exactly
Sh(t · 2s) \ {2 · 2s+1, 3 · 2s+1, . . . , t−12 · 2
s+1}.
A similar calculus can be done when S is an r-
star (with r ≥ 3) and P is a primary orbit. Some of
these computations are shown in Table 1. When
|P | /∈ rN then g is the (|P |, r)-spiral map (see
[Baldwin, 1991]).
Thus, when S is an interval or a star, in some
cases Theorem A misses out the subset of periods
{2kp, 3kp, . . . , λkp}. Nevertheless, in these cases it
can be shown that gkp exhibits a horseshoe. Then
it easily follows that Per(g) ⊃ kpN. In particu-
lar, Per(g) ⊃ {2kp, 3kp, . . . , λkp}. The existence
of this horseshoe is due to the (geometric) fact
that there are no vertices of S between consecu-
tive points of P . For a general tree map it is not
true that gkp has a horseshoe, and thus Per(g) does
not necessarily contain kpN.
Also the following natural question arises: do
there exist monotone models whose set of periods
contains exactly the periods of Theorem A and no
other? Before answering this question, we must give
the range of possible values of the constants p, q, n
and k in Theorem A. We have that p ≥ 1, q ≥ 0
and n ∈ {0, 1, 2}. Set r = |P |/k. In Corollary 8.2
we show that the values of p and q are bounded in
terms of r. In particular, when n = 0 we have that
p ≤ r − 1,
q + 4 ≤ r when p = 1 and
2p+ q + 1 ≤ r when q > 0.
(1)
The answer to the above question is given by
the following converse of Theorem A:
Theorem B. Let K ⊂ N be a set of the form
{1, k1, k2, . . . , km} such that k1 > 1 and ki strictly
divides ki+1 for 1 ≤ i < m. Set k = km. Then:
(a) There exists a monotone model (R,B, h) such
that |B| = k and Per(h) = K.
(b) Given any r > 1, p ≥ 1 and q ≥ 0 verifying
(1), there exists a monotone model (S, P, g)
and a complete reduction {(S, P , g),K} of
(S, P, g) such that |P
◦
| = r, p(S, P , g) = p,
q(S, P , g) = q, n(S, P , g) = 0 and Per(g) =
K ∪ C, where C is a set such that
S∗kp(|P |+ lkp) \ {2kp, 3kp, . . . , λkp}
⊂ C ⊂ S∗kp(|P |)
with lp = p+ q − (q mod p) and λp being the
largest multiple of p smaller than r+p+q+1.
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Table 1. Some examples of sets of periods given by Theorem A and Theorems of Sharkovskii and Baldwin.
Model Complete reduction
Sharkovskii’s or
Baldwin’s Theorem
Theorem A
S interval,
|P | = t · 2s,
t odd, s > 1,
no division
R = (S, P, g),
K = {1},
q = n = l = 0, p ∈ {1, 2}
Sh(t · 2s) pN \ {2p, 3p, . . . , λp}
S r-star,
|P | = r · 2s,
P primary
R trivial,
K = {1, r, 2r, 22r, . . . , 2sr}
Sr(r · 2
s) Sr(r · 2
s)
S r-star,
|P | = rt · 2s,
t > 1 odd,
P primary
R non-trivial,
K = {1, r, 2r, 22r, . . . , 2sr},
q = n = l = 0, p = 2,
k = 2sr, λ = t−12
Sr(rt · 2
s)
Sr(rt · 2
s) \ r · {2 · 2s+1,
3 · 2s+1, . . . , t−12 · 2
s+1}
S r-star,
|P | = s /∈ rN,
(s, r)-spiral map
R non-trivial,
K = {1}, q = n = l = 0,
p = r, λ = s−(s mod r)
r
Sr(s)
Sr(s)\
{2r, 3r, . . . , s− (s mod r)}
In order to simplify the proof of Theorem B,
we have considered only models for which n = 0.
In fact, according to Theorem A, if one looks for
a characterization of Per(g) up to a finite set then
the values of q and n are irrelevant.
This paper is organized as follows. In Sec. 3
we introduce the usual f -covering tools which re-
late the periodic orbits of a map and the loops of
its associated Markov graph. In Sec. 4 we define
a particular class of monotone models, which we
call y-expansive, and we compute periodic orbits
associated to the loops of the Markov graph of y-
expansive models. In Sec. 5 we use the notion of a
canonical model introduced in [Alseda` et al., 1997].
From each monotone model (S, P, g) we construct a
canonical model (S′, P ′, g′) and find a relation be-
tween Per(g) and Per(g′). Moreover, we prove that
every canonical model is, in particular, y-expansive.
This allows us to use the results of Sec. 4 for canon-
ical models. In Sec. 7 we prove Theorem A for
a monotone model (S, P, g). The complexity of
the arguments of the proof depends strongly on
the combinatorics of the g-invariant set P ∪ V (S)
around a fixed point y of g. This combinatorics is
studied in Sec. 6, where we define the notion of a
twist model around a fixed point and we remark that
if (S, P, g) is not a twist model around y then the
theorems of Sec. 4 can be directly used. The sets of
periods of the twist models are studied in Sec. 6. In
Sec. 8 we prove the inequalities (1). Finally Sec. 9
is devoted to prove Theorem B.
3. Markov Graphs and Periodic Orbits
Let T be a tree and letQ ⊂ T be a finite set contain-
ing V (T ). An interval of T will be called Q-basic if
it is the closure of a connected component of T \Q.
Given f : T −→ T and K,L ⊂ T , we will say that
K f-covers L if f(K) ⊃ L. We will use the nota-
tion K → L (or K
f
→ L if we want to specify the
map) to denote that K f -covers L. In this setting,
it makes sense to consider the (Markov) f-graph of
Q, whose vertices are Q-basic intervals and, if I, J
are Q-basic intervals, there is an arrow I → J if
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and only if I f -covers J .
The results of this section are well known for in-
terval and star maps and extend straightforwardly
to the case of tree maps. However, we include some
proofs for completeness.
Lemma 3.1. Let f : T −→ T be a tree map. As-
sume that f is Q-monotone for a set Q containing
V (T ). Let K ⊂ T be a connected union of Q-basic
intervals. Then for each Q-basic interval J ⊂ f(K)
there exists a Q-basic interval I ⊂ K such that I
f-covers J .
Proof. Note that Int(J) ∩ V (T ) = ∅ because J is a
Q-basic interval and V (T ) ⊂ Q. Since f is contin-
uous and T is a tree, it follows that there exists
an interval I ′ ⊂ K such that f(I ′) = J . Fur-
thermore, since f is Q-monotone we can assume
Int(I ′)∩V (T ) = ∅. Thus the lemma follows by tak-
ing a Q-basic interval I such that I ′ ⊂ I ⊂ K.
Let f : T −→ T be a Q-monotone tree map,
where Q is a set which contains V (T ). There is a
certain correspondence between periodic points of
f and loops in the f -graph of Q. We will use the
usual notions (see Chapter 1 of [Alseda` et al., 2000]
or [Block et al., 1980]): the concatenation of two
loops α and β will be denoted by αβ, and αn =
αα . . . α (n times) will be called an n-repetition of
α. A loop will be called elementary if it cannot
be formed by concatenating two loops. A loop α
is simple if it is not an n-repetition of any other
loop with n ≥ 2. The length of a loop α will be
denoted by |α|. If J0 → J1 → . . . → Jn−1 → J0
is a loop α in the f -graph of Q and x ∈ Fix(fn)
we say that x and α are associated if f i(x) ∈ Ji
for 0 ≤ i < n. In this case we also will say that
Orb(x) and α are associated. We note that when
x and α are associated the period of x can be a
strict divisor of |α|. As usual, to every arrow I →
J in the f -graph of Q we associate a sign which
is +1 if f |
I
is non-decreasing and -1 if it is non-
increasing. Then we say that the loop J0 → J1 →
. . . → Jn−1 → J0 is positive if the product of the
signs of the arrows J0 → J1, J1 → J2, . . . , Jn−1 →
J0 is +1 and negative if it is -1.
Lemma 3.2. Let f : T −→ T be a tree map. As-
sume that f is Q-monotone for a set Q contain-
ing V (T ). If P is a periodic orbit of f such that
P ∩Q = ∅, then there exists a loop α in the f-graph
of Q such that P and α are associated.
Proof. Let x ∈ P . For each 0 ≤ i < |P |, there
exists a unique Q-basic interval Ji such that f
i(x) ∈
Int(Ji). Since f is Q-monotone and V (T ) ⊂ Q, it
follows that Ji f -covers Ji+1 for 0 ≤ i < |P |−1 and
J|P |−1 f -covers J0.
The next result follows easily from the ideas of
Lemma 1.4 of [Block et al., 1980]. See also Lemma
2.1 of [Alseda` et al., 2001].
Lemma 3.3. Let f : T −→ T be a tree map. As-
sume that f is Q-monotone for a set Q containing
V (T ). Let α be a loop J0 → J1 → . . .→ Jn−1 → J0
in the f-graph of Q. Then there exist closed inter-
vals Ki ⊂ Ji for 0 ≤ i < n such that f(Ki) = Ki+1
for 0 ≤ i < n − 1 and f(Kn−1) = J0. Moreover,
there exists x ∈ Fix(fn) such that f i(x) ∈ Ki for
0 ≤ i < n. In particular, x and α are associated.
Remark 3.4. With the notation of Lemma 3.3, it is
not difficult to see that fn is monotone on K0, and
the loop is positive (respectively negative) if and
only if fn|K0 is non-decreasing (respectively non-
increasing).
Under the hypotheses of Lemma 3.3, there ex-
ists a periodic point x associated to α. Therefore,
the loops of the f -graph of Q are useful to obtain
periodic orbits of the map f . When doing this, the
basic problem is to determine the exact period of
the periodic point that one gets. The following re-
sult imposes some conditions on α in order to assure
that the period of x coincides with the length of α.
Lemma 3.5. Let f : T −→ T be a tree map. As-
sume that f is Q-monotone for a set Q containing
V (T ). Let α be a simple loop [a, b] → J1 → J2 →
. . . → Jn−1 → [a, b] in the f-graph of Q. Let x be
the periodic point given by Lemma 3.3. If x ∈ (a, b)
then the period of x is n. This happens, in particu-
lar, when any of the following statements holds:
(a) a and b are not fixed points of fn.
(b) α is negative.
Proof. We use the notation of Lemma 3.3. A stan-
dard argument (see for instance the first part of the
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proof of Lemma 1.2.11 of [Alseda` et al., 2000]) as-
sures that, since x ∈ Int(J0) and α is simple, the
period of x coincides with |α| = n. Now we will see
that x ∈ Int(J0) when either (a) or (b) is satisfied.
When (a) holds, obviously x /∈ {a, b} since x is
a fixed point of fn.
Assume that (b) holds. Set K0 = [y, z] ⊂ J0.
Then x ∈ [y, z] and fn([y, z]) = J0. Since α is
negative, by Remark 3.4 fn is monotone and non-
increasing on [y, z]. Since x ∈ Fix(fn), it follows
that x 6= y and x 6= z. Thus x ∈ (y, z) ⊂ Int(J0).
In view of Lemma 3.5, simple loops are specially
useful to calculate periodic orbits. The following
lemma gives a tool to obtain a simple loop from a
given one.
Lemma 3.6. For each loop γ which is not a repeti-
tion of an elementary loop there exists a simple loop
which can be obtained by permuting the elements of
γ.
Proof. Clearly γ can be written as αlβ for some
l ∈ N, a non-empty elementary loop α and |β| >
0. If β = β′αβ′′ (where either β′ or β′′ can be
empty) then the loop γ′ = αl+1β′β′′ is obtained
by permuting the elements of γ. By iterating this
procedure, if necessary, we obtain a loop γ˜ = αrβ˜
which is a permutation of the elements of γ such
that r ∈ N, |β˜| > 0 and β˜ does not contain α.
Clearly γ˜ is simple.
4. Periodic Orbits in y-expansive Monotone
Models
In this section we introduce a particular class of
monotone models, which will be called y-expansive.
This kind of models satisfy certain properties of ex-
pansivity around a fixed point y. We study the
Markov graph of y-expansive models and derive the
structure of the set of periods.
Let T be a tree. Given a point y ∈ T , a (partial)
ordering among the points of T may be defined: for
z, z′ ∈ T , we write z ≺y z′ if and only if z ∈ [y, z′).
We remark that if (z, z′) ∩ (V (T ) ∪ {y}) = ∅ then
either z ≺y z
′ or z′ ≺y z. The notations y≻, y
and y will be understood in the natural way, and
for simplicity we will omit the subindex y when no
confusion seems possible. If I, J are subsets of T ,
we will write I ≺y J if z ≺y z
′ for each z ∈ Int(I)
and z′ ∈ Int(J).
Given a finite set Q ⊂ T and a point y ∈ T ,
we shall denote by Z⋆(Q) the connected compo-
nent of (T \ Q) ∪ {y} which contains y. Let n be
the number of connected components of T \Z⋆(Q).
These connected components will be denoted by
Z(Q)i for 1 ≤ i ≤ n and we will call them y-
branches. The set Cl(Z⋆(Q)) ∩ Z(Q)i consists of
a single point which belongs to Q. This point will
be denoted by x(Q)i. We remark that, for each
z ∈ T , z ∈ Z(Q)i if and only if x(Q)i y z. Finally
we set X(Q) = {x(Q)i}
n
i=1.
Let f : T −→ T be a tree map, y ∈ Fix(f) and
let Q ⊂ T be a finite f -invariant set. We will say
that Q is y-typifiable if f(X(Q)) ∩ Z⋆(Q) = ∅.
Remark 4.1. If y /∈ Q then Q is y-typifiable. If y ∈
Q then Q is y-typifiable if and only if f(x(Q)i) 6= y
for 1 ≤ i ≤ |X(Q)|. Moreover, it follows that Q is
y-typifiable if and only if Q ∪ {y} is y-typifiable.
If Q is y-typifiable then we consider the map
ΦQ : X(Q) −→ X(Q)
defined by ΦQ(x(Q)i) = x(Q)j if and only if
f(x(Q)i) ∈ Z(Q)j . Observe that ΦQ is well de-
fined and, since it acts on a finite set, it has peri-
odic orbits. The period p of a periodic orbit of ΦQ
will be called a type of Q (note that the type of a
y-typifiable set is not necessarily unique).
Given a type p of Q, in what follows we will
assume that the y-branches are indexed in such a
way that f(x(Q)i) ∈ Z(Q)i+1 mod p for 1 ≤ i ≤ p.
Observe that all the definitions introduced up
to now in this section depend on the chosen point y.
For simplicity, this dependence is not made explicit
in the notation.
Lemma 4.2. Let f : T −→ T be a tree map. Let
y ∈ Fix(f) and let Q ⊂ T be a y-typifiable set. If p
is a type of Q then p ∈ Per(f).
Proof. Let r : T −→ Cl(Z⋆) be the natural re-
traction. Clearly r(f(x(Q)i)) = x(Q)i+1 mod p for
i = 1, 2, . . . , p. Then x(Q)1 is a p-periodic point
of r ◦ f and thus p ∈ Per(r ◦ f). The lemma fol-
lows because Per(r ◦ f) ⊂ Per(f) (see, for instance,
Corollary 4.2 of [Baldwin, 1991]).
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Fig. 2. A y-expansive model (T,A, f) with A = {ai}
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i=1 and f(ai) = ai+1 mod 9. For this model, Cl(Z
⋆) =
〈{x1, x2, x3}〉, A
y has a unique type p = 3 and q1 = 5, q2 = 4, q3 = 3. Therefore, the rotation index
associated to the type is 3.
Let (T,A, f) be a monotone model. It is not
difficult to prove that if B ⊂ T is finite and f -
invariant then f is (A ∪ B)-monotone. Thus, since
A ∪ V (T ) is an f -invariant set by Remark 2.1, f
is also (A ∪ V (T ))-monotone. We will say that a
monotone model (T,A, f) is y-expansive for y ∈
Fix(f) \A if Orbf (v) is not contained in Z
⋆(A) for
every v ∈ V (T ) \ {y}. This sort of models will play
an important role in this paper. Lemma 4.3 states
that on y-expansive models it is possible to define
the type of some “natural” invariant sets.
Lemma 4.3. Let (T,A, f) be a y-expansive model.
Let P ⊂ T be a finite (or empty) f-invariant set
such that y /∈ P . Then the sets A, A ∪ {y}, P ,
P ∪ {y}, A∪ V (T )∪P and A∪ V (T )∪P ∪ {y} are
y-typifiable.
Proof. Let Q = A ∪ V (T ) ∪ P . By Remark 4.1, to
prove the lemma it suffices to show that the sets
A, P and Q are y-typifiable. Since y /∈ A and
y /∈ P , it follows that A and P are y-typifiable.
If in addition y /∈ V (T ) then y /∈ Q and we are
done. Assume that y ∈ V (T ). Then y ∈ Q
and we must prove that if i ∈ {1, 2, . . . , |X(Q)|}
then f(x(Q)i) 6= y. This is obvious if x(Q)i ∈
A ∪ P . Assume that x(Q)i ∈ V (T ) \ (A ∪ P ).
We note that (y, x(Q)i) ∩ Q = ∅ and, in partic-
ular, (y, x(Q)i) ∩ A = ∅. Then, as an immediate
consequence of the fact that En(T ) ⊂ A, we have
that x(Q)i ≺ x(A)j for some j ∈ {1, 2, . . . , |X(A)|}.
This is equivalent to x(Q)i ∈ Z
⋆(A), and then
f(x(Q)i) 6= y since (T,A, f) is y-expansive.
Let (T,A, f) be a y-expansive model. The set
A∪V (T )∪{y} will be denoted by Ay, and |X(Ay)|
will be denoted by n⋆. Furthermore, from now
on we will write Z⋆, Zi and xi instead of Z
⋆(Ay),
Z(Ay)i and x(A
y)i, for 1 ≤ i ≤ n
⋆.
By Lemma 4.3, Ay is y-typifiable. Let p be a
type of Ay. For each i ∈ {1, 2, . . . , p} there exists
a non-negative number, which we will denote by qi,
such that [y, f j(xi)] ∩ A = ∅ for 0 ≤ j < qi and
[y, f qi(xi)] ∩ A 6= ∅ (recall that Z
⋆ = Z⋆(Ay) ⊂
Z⋆(A)). Note that xi ∈ A if and only if qi = 0.
The non-negative integer min{q1, q2, . . . , qp} will be
called a rotation index of (T,A, f) associated to the
type p. Observe that the rotation index associated
to a type p of Ay is not unique, since it depends on
the chosen p-periodic orbit of ΦAy .
The following technical lemma concerns the dy-
namical behavior of a y-expansive model near the
fixed point y. See Fig. 2 for an example.
Lemma 4.4. Let (T,A, f) be a y-expansive model
and let p be a type of Ay. Let k ∈ {1, 2, . . . , p} be
such that qk > 0. Then xk+i mod p y f
i(xk) for
1 ≤ i ≤ qk and f
i−p(xk) ≺y f i(xk) for p < i ≤ qk.
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Proof. In the whole proof, the subindexes will be
considered modulo p.
We will prove the first statement by induction
on i. From the definition of type, it follows that
xk+1 y f(xk). Hence, the first statement holds
for i = 1. Now take 1 < i ≤ qk and assume that
y ≺y xk+i−1 y f i−1(xk). Since i − 1 < qk, the
definition of qk implies that [y, f
i−1(xk)] ∩ A = ∅.
Thus, from the A-monotonicity of f it follows that
f(xk+i−1) y f(f i−1(xk)) = f i(xk). Since from
the definition of type xk+i y f(xk+i−1), the first
statement is proved.
Let us prove the second statement also by in-
duction on i. Since qk > 0, we have that xk ∈ V (T ).
We assume that p < qk since otherwise there is
nothing to prove. For i = p + 1 we must show
that f(xk) ≺y f
p+1(xk). Since p < qk, we know
from the first statement that y ≺y xk y f
p(xk).
The fact that f is A-motonone implies, as above,
that f(xk) y f
p+1(xk). If f(xk) = f
p+1(xk), since
p < qk it follows that Orb(xk) is a finite f -invariant
set contained in (Z⋆(A) ∩ V (T )) \ {y}. This con-
tradicts the fact that (T,A, f) is y-expansive and
proves that f(xk) ≺y f
p+1(xk).
Now take p + 1 < i ≤ qk and assume that
f i−1−p(xk) ≺y f i−1(xk). Then we obtain that
f i−p(xk) ≺y f i(xk) in the same way as above.
Let (T,A, f) be a y-expansive model. Let p be
a type of Ay. For i ∈ {1, 2, . . . , p}, we write Ii for
[y, xi]. We note that these sets are A
y-basic inter-
vals, and they are contained in Cl(Z⋆). Moreover,
by the definition of p, the f -graph of Ay contains
the loops Ii mod p → Ii+1 mod p → . . .→ Ii+p mod p,
which will be called typical loops. The intervals
I1, I2, . . . , Ip will be called typical intervals.
Remark 4.5. Assume that a typical interval Ii f -
covers an interval J which is not typical. Since
f(y) = y and f |
Ii
is monotone, it follows that
Ii+1 mod p ≺y J .
The periods of f obtained in this section (see
Lemma 4.6 and Theorem 4.7) will be computed by
linking the typical loops with some special loops of
the Markov f -graph of Ay. A loop in the f -graph of
Ay will be called external if it starts and ends at a
typical interval and it contains an element which is
not a typical interval. We denote by E(T,A, f) the
set of external loops in the f -graph of Ay. Observe
that the notions of typical interval and external loop
depend on the point y, the type p and the chosen p-
periodic orbit of ΦAy . For simplicity, the notations
do not take it into account.
Next we state and prove two results that allow
us to obtain periodic orbits in the context of y-
expansive models.
Lemma 4.6. Let (T,A, f) be a y-expansive model
and let p be a type of Ay. If β ∈ E(T,A, f) then
{|β|i+ pj : i, j ≥ 1} ⊂ Per(f).
Proof. Since β is external, β starts and ends at a
typical interval It. Let α be the typical loop starting
and ending at It. Set k = |β|i + pj with i, j ≥ 1.
We consider the loop αjβi, whose length is k. Since
β is external, αjβi is not a repetition of α. So,
Lemma 3.6 gives us a simple loop γ obtained by
permuting the elements of αjβi. By Lemma 3.3,
there is a point x ∈ T associated to γ such that
fk(x) = x. Since j ≥ 1, we can assume that x ∈ It
and fn(x) ∈ It+n mod p for 1 ≤ n ≤ p.
By Lemma 3.5, it is enough to prove that
x ∈ Int(It). First we show that x 6= y. Since β
is external, γ contains an arrow Ir → J for some
r ∈ {1, 2, . . . , p} and some J which is not a typical
interval. Then by Remark 4.5 Ir+1 mod p ≺y J and
thus y /∈ J . Since some iterate of x belongs to J , it
follows that x 6= y. To end the proof of the claim
we must show that x 6= xt. Suppose that x = xt.
Then clearly fn(x) = xt+n mod p for 1 ≤ n ≤ p
and thus fp(x) = x. Since f is monotone on each
typical interval, it follows that for each 1 ≤ n ≤ p,
In+1 mod p is the only A
y-basic interval f -covered
by In. This contradicts the existence of the arrow
Ir → J .
Let (T,A, f) be a monotone model. We say
that (T,A, f) is orbital if A contains a unique pe-
riodic orbit which is not a fixed point and there is
at most one endpoint of T that does not belong to
this periodic orbit. Observe that there exists n ≥ 0
such that, for each x ∈ A, fn(x) belongs to the pe-
riodic orbit. Then we will also say that (T,A, f) is
n-orbital. We note that an n-orbital model is also
(n + k)-orbital for all k ≥ 0. Obviously if A is a
periodic orbit then (T,A, f) is 0-orbital.
Given a map f and an f -invariant set A con-
taining a unique periodic orbit, we will denote this
periodic orbit by A◦.
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Theorem 4.7. Let (T,A, f) be a y-expansive n-
orbital model. Let p be a type of Ay and let q be a
rotation index associated to the type p. If |A◦| /∈ pN
then E(T,A, f) 6= ∅ and Per(f) ⊃ {(|A◦|+lp)i+pj :
i, j ≥ 1} for some 0 ≤ l ≤ |A◦| + q + n − 1. Fur-
thermore, if n = 0 then lp ≤ p+ q − (q mod p).
Proof. In the whole proof, the subindexes will be
considered modulo p. Let α be the typical loop
starting at Ip. We can assume without loss of gen-
erality (by reindexing, if necessary) that q = qp.
Note that the assumption |A◦| /∈ pN implies, in
particular, that p > 1.
Since (T,A, f) is y-expansive and n-orbital,
there exists z ∈ f r([y, xp])∩A
◦ for some r ≤ q+ n.
Furthermore, |En(T ) \ A◦| ≤ 1 and thus each
y-branch Z1, Z2, . . . , Zp (except, at most, one of
them) contains at least one endpoint of T which
belongs to A◦. Since z ∈ A◦ and A◦ is a periodic
orbit, it follows easily that there exists s ≤ |A◦| − p
such that fs(z)  xj for some j ∈ {1, 2, . . . , p}.
Since y ≺ xj  f
s(z), we have that Ij =
[y, xj ] ⊂ [y, f
s(z)] and therefore f([y, fs(z)]) ⊃
f(Ij) ⊃ Ij+1. In other words, [y, f
s(z)] f -covers
Ij+1. Furthermore, Ip f
r-covers [y, z], [y, z] fs-
covers [y, fs(z)] and [y, fs(z)] f |A◦|-covers itself.
Therefore we have the following sequence of cov-
erings:
Ip
fr
−→ [y, z]
fs
−→ [y, fs(z)]
f |A
◦|
−→ [y, fs(z)]→
→ Ij+1 → Ij+2 → . . .→ Ip.
Then, by using Lemma 3.1 by backwards induction,
we obtain a loop γ in the f -graph of Ay such that
|γ| = r+s+ |A◦|+p−j. On the other hand, we can
also consider the following sequence of coverings:
Ip
fr
−→ [y, z]
fs
−→ [y, fs(z)]→
→ Ij+1 → Ij+2 → . . .→ Ip.
Again by using Lemma 3.1 by backwards induction
we obtain a loop σ in the f -graph of Ay such that
|σ| = r + s + p − j. Let β be the loop γσp−1,
whose length is |A◦| + lp with l = r + s + p − j.
Note that l ≤ q + n + |A◦| − p + p − j ≤ q + n +
|A◦| − 1. We claim that β is external. Indeed, if
all the intervals of β were typical, by Remark 4.5,
β would be a repetition of α and then |β| ∈ pN, in
contradiction with the fact that |A◦| /∈ pN. This
proves the claim. By Lemma 4.6 we obtain that
Per(f) ⊃ {(|A◦|+ lp)i+ pj : i, j ≥ 1}.
Finally note that, when n = 0, A = A◦.
Moreover, it is not difficult to see that Lemma 4.4
gives r = q, s = 0, z = xr and j = r mod p
in the above construction of the loop β. Hence
|β| = |A◦|+ lp = |A◦|+ q + p− (q mod p).
5. Canonical and Monotone Models
In this section we use the notion of a canonical
model introduced in [Alseda` et al., 1997]. From
a monotone model (S,B, g), a canonical model
(T,A, f) can be constructed, essentially, by collaps-
ing the V (S)-basic intervals whose orbit does not
intersect B. We prove that Per(f) ⊂ Per(g) and
that Per(g) \ Per(f) is finite.
We start by recalling the definition of a canon-
ical model. Let (S,B, g) be a monotone model. We
will say that v1, v2 ∈ V (S) \ B are g-identifiable if
either:
(i) [gi(v1), g
i(v2)] ∩B = ∅ for all i ≥ 0, or
(ii) if [gn(v1), g
n(v2)]∩B 6= ∅ for some n ≥ 0 then
gn(v1) = g
n(v2).
Since g is B-monotone, it is easy to check that the
g-identifiability is an equivalence relation. More-
over, since V (S) is finite, there are finitely many
equivalence classes.
Remark 5.1. From Remark 2.1 it follows that:
(i) If v1, v2 are g-identifiable then g
i(v1), g
i(v2)
are g-identifiable for each i ≥ 0 such that
gi(v1), g
i(v2) ∈ V (S) \B.
(ii) If v1 and v2 are g-identifiable and v3 ∈
[v1, v2] ∩ V (S) then v1, v2, v3 are pairwise g-
identifiable.
A monotone model (T,A, f) such that every
class of the f -identifiability relation contains ex-
actly one point will be called a canonical model.
The following technical lemma is used in the
proof of Theorem 5.3.
Lemma 5.2. Let (S,B, g) be a monotone model
and let [v, v′] be a V (S)-basic interval such that
v, v′ ∈ V (S) \ B are g-identifiable. Let x ∈ (v, v′).
Then either x is not periodic or there exist k, n, n′
such that gk(v) is n-periodic, gk(v′) is n′-periodic
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and x ∈ Fix(gm), where m is the least common
multiple of n and n′.
Proof. Since v and v′ are g-identifiable, [v, v′] ∩
B = ∅. Furthermore, the B-monotonicity of g
implies that gi is monotone on [v, v′] for every
i ≥ 0 such that [gi(v), gi(v′)] ∩ B = ∅. In par-
ticular, gi([v, v′]) = [gi(v), gi(v′)] and thus gi(x) ∈
[gi(v), gi(v′)]. Hence, if there exists n ≥ 1 such
that gn(v) = gn(v′) ∈ B then gn([v, v′]) reduces
to a point of B. Therefore, there are no periodic
points in (v, v′) and we are done.
Assume now that [gi(v), gi(v′)] ∩ B = ∅ for all
i ≥ 0. Since V (S) is finite, there exist r, r′ ≥ 0 such
that gr(v) and gr
′
(v′) are periodic points. Take
k = max{r, r′}. Then gk(v) and gk(v′) are periodic
points. Let n and n′ be their respective periods,
and let m be the least common multiple of n and
n′. Then gk(v) and gk(v′) are fixed points of gm.
Since gm is monotone on [gk(v), gk(v′)], it follows
that Per(gm|[fk(v),fk(v′)]) = {1}. Therefore, either
gk(x) is not periodic or gk(x) is a fixed point of
gm. Observe that if x is periodic then the periods
of x and gk(x) are the same. Thus either x is not
periodic or it is a fixed point of gm. This ends the
proof.
Theorem 5.3. Let (S,B, g) be a monotone model.
There exists a canonical model (T,A, f) and a (pos-
sibly empty) finite set V such that
Per(g) = Per(f) ∪ V
and each element of V divides the least common
multiple of the periods of all periodic orbits of g con-
tained in V (S). Moreover, |A| = |B| and if (S,B, g)
is k-orbital then (T,A, f) is k-orbital.
Proof. Let K be the union of the convex hulls of
all the classes of the g-identifiability relation. We
remark that K has finitely many connected compo-
nents, each of them contained in a connected com-
ponent of S \ B. Let T be the tree obtained by
contracting each connected component of K to a
point and let φ : S −→ T be the standard projec-
tion. That is, φ is injective in a neighborhood of
each point which does not belong to K, and the
image of each point in a connected component C of
K is the point to which C is contracted.
We define f : T −→ T by f(x) = φ(g(x′)),
where x′ ∈ φ−1(x). By Remark 5.1, f is well de-
fined. Set A = φ(B). Then |A| = |B| and the
fact that g is B-monotone implies that f is A-
monotone. Furthermore, if v, v′ ∈ V (T ) \ A are f -
identifiable then v = v′. Hence (T,A, f) is a canon-
ical model. Moreover, since En(T ) = φ(En(S)) and
f◦φ = φ◦g, we easily get that if (S,B, g) is k-orbital
then (T,A, f) is k-orbital.
To end the proof of the theorem, it remains to
show that Per(g) = Per(f) ∪ V for a finite set V
verifying the prescribed properties. To do it, we
claim that B ∪ K is g-invariant. Let us prove the
claim. Since B is g-invariant, it is enough to show
that the orbit of each point of K lies in B ∪ K.
Let x ∈ K. Assume first that x ∈ V (S). Then
f i(x) ∈ V (S)∪B for all i ≥ 0. Since each vertex of
S belongs either to B or to its own g-identifiability
class, we have that V (S) ⊂ B ∪K. Thus the claim
follows in this case. Assume now that x /∈ V (S).
Then there exist v, v′ ∈ V (S)\B such that v and v′
are f -identifiable and x ∈ (v, v′). By Remark 5.1,
gi(v) and gi(v′) are f -identifiable for each i ≥ 0
such that [gi(v), gi(v′)]∩B = ∅. So, [gi(v), gi(v′)] ⊂
K. Furthermore, since g is B-monotone, gi(x) ∈
[gi(v), gi(v′)]. Then it is clear that gi(x) ∈ K ∪ B
for all i ≥ 0. Thus the claim is proved.
Since B ∪ K is g-invariant and f ◦ φ = φ ◦ g,
φ(B ∪K) is f -invariant. Clearly, if x ∈ S \ (K ∪B)
is a periodic point of g then Orbg(v) ⊂ S \ (B ∪
K). Furthermore, φ(x) is a periodic point of f of
the same period, and Orbf (φ(x)) ⊂ T \ φ(K ∪ B).
Conversely, if x ∈ T \φ(K∪B) is a periodic point of
f then Orbf (x) ⊂ T \φ(K∪B), φ
−1(x) is a periodic
point of g of the same period and Orbg(φ
−1(x)) ⊂
S \ (K ∪ B). Therefore, in order to complete the
proof it is enough to show that
Per(g|
K∪B ) = Per(f |φ(K∪B)) ∪ V
for some finite (or empty) set V satisfying the pre-
scribed properties. From Lemma 5.2 and the fact
that V (S) is finite, we easily get that Per(g|
K∪B )
is finite. Furthermore, for each n-periodic orbit of
g|
K∪B there exist two periodic orbits of g contained
in V (S) in such a way that n divides the least com-
mon multiple of their periods. Thus it suffices to
show that Per(f |
φ(K∪B)
) ⊂ Per(g|
K∪B ).
Since f ◦ φ|B = g|B, it is enough to show that
for each n-periodic point of f in φ(K) there exists
an n-periodic point of g in K. Let x ∈ φ(K) be
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an n-periodic point of f . Let Ki = φ
−1(f i(x)) for
i = 1, 2, . . . , n. By the definition of φ, each Ki is
the convex hull of a class of g-identifiability and con-
tains points of V (S) \ B. Furthermore, Ki 6= Kj if
i 6= j since f i(x) 6= f j(x). By the definition of f , for
i = 1, 2, . . . , n we have that f i+1(x) = f(f i(x)) =
φ(g(xi)) for some xi ∈ φ
−1(f i(x)) = Ki. We choose
xi ∈ V (Ki) for each i. Take i ∈ {1, 2, . . . , n}. Then
we have that φ(g(xi)) = f(φ(xi)) = f(f
i(x)) =
f i+1(x). Therefore, g(xi) ∈ Ki+1 mod n. Moreover,
g(Ki) ⊂ Ki+1 mod n. Indeed, for each z ∈ Ki there
exists v ∈ En(Ki) such that z ∈ [v, xi] and g is
monotone on [v, xi]. Since g(xi) ∈ Ki+1 mod n and
g(v) and g(xi) are g-identifiable, g(v) ∈ Ki+1 mod n
and thus g(z) ∈ Ki+1 mod n.
From above we have gi(K1) ⊂ Ki+1 mod n for
i ≥ 0, and hence gn(K1) ⊂ K1. Then there exists a
fixed point of gn in K1, which is obviously a point
of period n of g.
Let (S, P, g) be a monotone model and let
(T,A, f) be the canonical model constructed from
(S, P, g) as in the proof of Theorem 5.3. We will say
that (S, P, g) and (T,A, f) are associated to each
other. With this notion, Theorem 5.3 can be re-
stated as follows: each monotone model admits an
associated canonical model. This theorem allows us
to restrict our attention to the study of the set of
periods of canonical models rather than to generic
monotone models.
The following proposition says that a canonical
model is y-expansive, and therefore all the results
of Sec. 4 can be applied to canonical models. This
fact will be used in the rest of the paper.
Proposition 5.4. If (T,A, f) is an orbital canoni-
cal model, then there exists a fixed point y of f such
that (T,A, f) is y-expansive.
Proof. Since (T,A, f) is orbital, A does not con-
tain fixed points and therefore Fix(f) \ A 6= ∅. If
V (T )∩Fix(f) 6= ∅, we take y ∈ V (T )∩Fix(f). Oth-
erwise we take any y ∈ Fix(f). Let v ∈ (V (T ) ∩
Z⋆(A)) \ {y} (if v does not exist then (T,A, f) is
obviously y-expansive). By Remark 2.1, Orb(v) ⊂
A∪V (T ). Assume that Orb(v) ⊂ Z⋆(A) (in partic-
ular, Orb(v)∩A = ∅ and hence Orb(v) ⊂ V (T )) and
we will arrive to a contradiction. If v ∈ Fix(f) then
the choice of y implies that y ∈ V (T ). Since f is A-
monotone and [y, v] ∩ A = ∅, [y, v] = [f i(y), f i(v)]
for each i ≥ 0. Thus y and v are f -identifiable, a
contradiction with the fact that (T,A, f) is a canon-
ical model.
Assume now that there exist z, z′ ∈ Orb(v) ⊂
V (T ) such that z 6= z′. Then, as above, the A-
monotonicity of f implies that [f i(z), f i(z′)]∩A = ∅
for each i ≥ 0. So z and z′ are f -identifiable, a con-
tradiction with the fact that (T,A, f) is a canonical
model.
6. Reduction of Monotone Models
When the Markov graph of a canonical model
(T,A, f) contains external loops, we can calculate
the set of periods of f by means of Lemma 4.6 and
Theorem 4.7. If the Markov graph of (T,A, f) has
no external loops, we will perform the strategy de-
scribed in Sec. 2. This is done in Theorem 6.7,
where we construct a sequence of partial reductions
associated to the model (T,A, f). The proof of this
theorem depends strongly on the notion of twist
model and makes use of Propositions 6.4 and 6.5.
Let (T,A, f) be a y-expansive model. We will
say that (T,A, f) is twist around y if f(Zi)∩Z
⋆ = ∅
for i ∈ {1, 2, . . . , n⋆}. Otherwise we will say that
(T,A, f) is non-twist around y.
Note that if (T,A, f) is twist around y and p is
a type of Ay then, from the definition of a type and
the Ay-monotonicity of f , it follows that f(Zi) ⊂
Zi+1 mod p for each 1 ≤ i ≤ p. Since A
y contains
the set of vertices of T , Cl(Z⋆) is a star whose set
of endpoints contains {x1, x2, . . . , xp}, and a unique
y-branch hangs from each of these endpoints. This
rotational behavior of f around the fixed point y
justifies the terminology of a twist model around y.
Remark 6.1. When (T,A, f) is twist around a fixed
point y, each Ay-basic interval contained in a y-
branch does not f -cover any typical interval. Con-
sequently, there cannot exist external loops in the
Markov f -graph of Ay. That is, E(T,A, f) = ∅.
Given an orbital y-expansive model (T,A, f),
by definition, there is at most one y-branch con-
taining no points of A◦. Such a y-branch (if it ex-
ists) contains exactly one endpoint of T and so it
is an interval. We will call it the residual branch.
From now on, the number of y-branches containing
points of A◦ will be denoted by n◦.
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Remark 6.2. Let (T,A, f) be an orbital y-expansive
model. By definition, A does not contain fixed
points and thus y /∈ A. Furthermore, since (T,A, f)
is a monotone model, En(T ) ⊂ A. Therefore,
y /∈ En(T ) and it follows that n⋆ ≥ 2. On the other
hand, from the fact that (T,A, f) is orbital we have
that n⋆ is either n◦ or n◦+1, and n⋆ = n◦+1 if and
only if there exists a residual branch. In summary,
we have:
(i) n⋆ ≥ 2.
(ii) n⋆ ∈ {n◦, n◦ + 1}, and there exists a residual
branch if and only if n⋆ = n◦ + 1.
The next lemma establishes some properties
of the type of Ay when (T,A, f) is a twist model
around y.
Lemma 6.3. Let (T,A, f) be a y-expansive orbital
model which is twist around y. Then Ay has a
unique type and it coincides with n◦.
Proof. Assume that X(Ay) contains two differ-
ent periodic orbits of ΦAy of periods p and q.
Then, since (T,A, f) is twist around y, there ex-
ist two subsets Z = {Z1, Z2, . . . , Zp} and W =
{W1,W2, . . . ,Wq} of the set of y-branches such that
Z ∩ W = ∅, f(Zi) ⊂ Zi+1 mod p for i = 1, 2, . . . , p
and f(Wi) ⊂ Wi+1 mod q for i = 1, 2, . . . , q. Fur-
thermore, by the definition of the y-branches we
have that Zi ∩Wj = ∅ for 1 ≤ i ≤ p and 1 ≤ j ≤ q.
Let z ∈ A ∩ Zp. Then f
i(z) ∈ Zi mod p for ev-
ery i ≥ 0. Since (T,A, f) is orbital, there is a
k ≥ 0 such that fk(z) ∈ A◦. Consequently, A◦ ⊂
Z1∪Z2∪ . . .∪Zp. But analogously, by taking some
w ∈ A∩Wq, we get that A
◦ ⊂W1 ∪W2 ∪ . . .∪Wq,
a contradiction.
Let P be the the unique periodic orbit of ΦAy
and let p = |P |. Then p ≤ n⋆. By Remark 6.2, n⋆ ∈
{n◦, n◦ + 1}. Now we claim that p ≤ n◦. Indeed,
assume that p = n⋆ = n◦ + 1. Then there is one
residual branch S and the unique point z ofX(Ay)∩
S belongs to P . By Remark 6.2, p ≥ 2. Therefore,
there exists another y-branch S′ such that if z′ is the
only point of X(Ay)∩S′ then ΦAy(z′) = z. In other
words, f(z′) ∈ S. Therefore, since (T,A, f) is twist
around y, f(S′) ⊂ S. In particular, f(A◦∩S′) ⊂ S,
in contradiction with the fact that S is the residual
branch. This proves the claim.
To prove n◦ = p we must see that n◦ ≤ p. It
is enough to show that, given a y-branch S such
that S ∩ A◦ 6= ∅, then z ∈ P where z is the unique
point of X(Ay) ∩ S. On the contrary, since P is
the unique periodic orbit of ΦAy , Φ
i
Ay(z) 6= z for all
i > 0. Since (T,A, f) is twist around y, it follows
that f i(S) ∩ S = ∅ for all i > 0. Take z′ ∈ A◦ ∩ S.
Then f |A◦|(z′) = z′ ∈ S, a contradiction.
Proposition 6.4. Let (T,A, f) be an n-orbital
canonical model which is twist around a fixed point
y and let p be the type of Ay. Then there exist a
y-branch S and a finite set B ⊂ S such that the
following properties hold for g = fp|S:
(a) (S,B, g) is a canonical model.
(b) B contains a unique periodic orbit of g. Fur-
thermore, B◦ = A◦ ∩ S and |B◦| = |A◦|/p.
(c) If |B◦| > 1 then (S,B, g) is (n + 1)-orbital if
n ∈ {0, 1} and n-orbital if n ≥ 2.
(d) Per(f) ⊃ p · Per(g).
(e) If p = 1 then A◦ ⊂ B  A.
Proof. By Lemma 6.3 and Remark 6.2 we have p =
n◦, n⋆ ≥ 2 and n⋆ ∈ {n◦, n◦ + 1}. Since |En(T ) \
A◦| ≤ 1 and n⋆ ≥ 2, we can choose S to be a y-
branch such that En(T ) ∩ S ⊂ A◦. Without loss of
generality, we can assume that S = Z1.
In order to prove (d) it is enough to see that
each k-periodic point of g is a kp-periodic point of
f . This is a direct consequence of the fact that
(T,A, f) is twist around y and the definitions of g
and S.
Now we prove the other statements when p =
n◦ = 1. In this case, there are two y-branches: S
and the residual one. Moreover, A◦ ⊂ S. Since
(T,A, f) is twist around y, f(S) ⊂ S. We take B =
A∩S. Thus A◦ is the only periodic orbit contained
in B, and (b) and (e) hold. Since En(T ) ∩ S ⊂
A◦, the only endpoint of S which possibly does not
belong to A◦ is x1. Hence |En(S) \ A◦| ≤ 1. It
is obvious that (S,B, g) is n-orbital and thus (c) is
satisfied. Finally, it is not difficult to prove that
(S,B, g) is a canonical model. Thus (a) holds and
we are done in this case.
Now we consider the case p = n◦ ≥ 2. Observe
that the set f−p(A)∩S is not necessarily finite, but
the A-monotonicity of f implies that it has finitely
many connected components, each of them being
either a point or a subtree on which fp is constant.
Note that A ∩ S ⊂ f−p(A) ∩ S. Then we construct
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the set B by taking all the points of A ∩ S and all
vertices V (K) for each connected component K of
f−p(A) ∩ S. Thus B is finite and A ∩ S ⊂ B.
Since A◦ is a periodic orbit and (T,A, f) is
twist around y, we get that |A◦ ∩ Zi| = |A◦|/p for
i ∈ {1, 2, . . . , p}. Moreover, g(S) ⊂ S, A◦∩S is a pe-
riodic orbit of g of period |A◦|/p and B ⊂ f−p(A ∩
S) ∩ S = g−1(A ∩ S). Thus g(B) ⊂ A ∩ S ⊂ B
and hence B is g-invariant. On the other hand,
A◦ ∩ S is the only periodic orbit of g contained in
B. Therefore, B◦ = A◦ ∩ S and (b) holds.
Next we prove (c). Assume that |B◦| > 1.
Since En(T ) ∩ S ⊂ A◦, the only element of En(S)
which possibly does not belong to B◦ is x1, and so
we have that |En(S) \B◦| ≤ 1. To finish the proof
of (c) we claim that for each x ∈ B, gn+1(x) ∈ B◦
if n ∈ {0, 1} and gn(x) ∈ B◦ if n ≥ 2. To prove the
claim, set n = pq + r with q ≥ 0 and 0 ≤ r < p.
Since x ∈ B, fp(x) ∈ A∩S. Therefore, since S = Z1
and (T,A, f) is n-orbital and twist, we have that
fn(fp(x)) = fn+p(x) = f (q+1)p+r(x) ∈ A◦ ∩ Zr+1.
Hence, for i ≥ 0 we have
fn+p+i(x) ∈ A◦ ∩ Zr+1+i mod p . (2)
When n = 0 we have r = 0, and by taking i = 0 in
(2) we get that g(x) = fp(x) ∈ A◦ ∩ Z1 = B◦. If
n = 1, since p > 1 we have q = 0 and r = 1. Then,
by taking i = p − 1 in (2) we get that g2(x) =
f2p(x) ∈ A◦ ∩ Z1 = B◦. Finally, when n ≥ 2 we
take i = pn − n − p. Since p ≥ 2 and n ≥ 2, it
follows that i ≥ 0. Then from (2) we obtain that
gn(x) = fpn(x) ∈ A◦ ∩ Zr+1+(pn−pq−r−p) mod p =
A◦ ∩ Z1 = B◦. This ends the proof of the claim,
and hence (c) follows.
Finally we must prove (a), i.e. that (S,B, g)
is a canonical model. First we will show that g
is B-monotone. Let [x, z] be an interval such that
[x, z] ∩B = {x, z}. Since g = fp, we must see that
fp([x, z]) = [fp(x), fp(z)] and fp|[x,z] is monotone.
From the definition of B, we have that either [x, z] is
contained in a connected component of f−p(A)∩ S
and thus fp([x, z]) reduces to a point of A, or
(x, z) ∩ f−p(A) = ∅. In the first case it is obvious
that fp([x, z]) = [fp(x), fp(z)] and fp|[x,z] is mono-
tone. Now assume that (x, z) ∩ f−p(A) = ∅. Since
A is f -invariant, (x, z) ∩ f−i(A) = ∅ for 0 ≤ i < p.
Since (x, z) ∩ A = ∅ and En(T ) ⊂ A, there exists a
minimal interval in T (with respect to the inclusion
relation) containing [x, z] whose endpoints belong
to A. Since f is A-monotone we have that f |[x,z] is
monotone. In particular, f([x, z]) = [f(x), f(z)].
Moreover, (f(x), f(z)) ∩ A = ∅, since otherwise
(x, z) ∩ f−1(A) 6= ∅, a contradiction. In the same
way, it can be proved inductively that f i|[x,z] is
monotone for each 1 < i ≤ p. Therefore, g is B-
monotone.
In order to complete the proof we must show
that there are no g-identifiable vertices. On the
contrary, assume that there exist v1, v2 ∈ V (S) \B
that are g-identifiable. Since the only possible point
of V (S) \ V (T ) is the unique point of X(Ay) ∩ S,
which belongs to B, we have that v1, v2 ∈ V (T ).
We consider two cases.
In the first case we assume that [gi(v1), g
i(v2)]∩
B = ∅ for i ≥ 0. In other words, [f ip(v1), f
ip(v2)] ∩
B = ∅ for i ≥ 0. Moreover, since g is B-monotone,
we have [gi(v1), g
i(v2)] = g
i([v1, v2]) for i ≥ 0. Since
(T,A, f) is a canonical model, v1 and v2 are not f -
identifiable. Therefore, there exists j ≥ 1 (which we
take as small as possible) such that [f j(v1), f
j(v2)]∩
A 6= ∅ and f j(v1) 6= f
j(v2). Since f is A-monotone,
[f j(v1), f
j(v2)] = f
j([v1, v2]). Take k ∈ N such that
kp > j. Since A is f -invariant, fkp([v1, v2])∩A 6= ∅.
Then ∅ 6= A ∩ gk([v1, v2]) = A ∩ [g
k(v1), g
k(v2)] ⊂
B ∩ [gk(v1), g
k(v2)], a contradiction. This ends the
proof of the proposition in this case.
Secondly, assume that there is a j ≥ 1 such that
[gi(v1), g
i(v2)] ∩ B = ∅ for 0 ≤ i < j and g
j(v1) =
gj(v2) ∈ B. In other words, [f
ip(v1), f
ip(v2)]∩B =
∅ for 0 ≤ i < j and f jp(v1) = f
jp(v2) ∈ B.
Moreover, since g is B-monotone, we have that
[f ip(v1), f
ip(v2)] = f
ip([v1, v2]) for 0 ≤ i ≤ j. In
particular,
f jp([v1, v2]) = {f
jp(v1)} = {f
jp(v2)}. (3)
Since [f jp−p(v1), f jp−p(v2)] ∩ B = ∅, from the def-
inition of B it follows that [f jp−p(v1), f jp−p(v2)]
does not intersect any connected component of
f−p(A) ∩ S. Thus
f jp(v1) = f
jp(v2) ∈ B \A. (4)
Since (T,A, f) is a canonical model, v1 and v2
are not f -identifiable. Therefore, there exists
some k ≥ 1 (which we take as small as possible)
such that [fk(v1), f
k(v2)] ∩ A 6= ∅ and f
k(v1) 6=
fk(v2). From (4) it follows that k < jp. Since
f is A-monotone, [fk(v1), f
k(v2)] = f
k([v1, v2]).
Then, since [fk(v1), f
k(v2)] ∩ A 6= ∅, we have that
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∅ 6= f jp−k([fk(v1), fk(v2)]) ∩ A = f jp([v1, v2]) ∩ A.
Therefore, (4) and (3) are in contradiction to each
other.
To compute the set of periods of a canonical
model we will use a subclass of the external loops
whose length satisfies certain properties. Now we
establish a notation for this kind of loops. Let
(T,A, f) be a a y-expansive n-orbital model. Let
p be a type of Ay and let q be a rotation index
associated to p. Then we define
E˜(T,A, f) = {β ∈ E(T,A, f) : |β| ∈ pN,
|β| ≤ |A◦|+ p+ q + n+ 1}.
Proposition 6.5. Let (T,A, f) be an n-orbital
canonical model which is non-twist around a fixed
point y. Let p be a type of Ay and let q be a rotation
index of (T,A, f) associated to p. Then at least one
of the following statements hold:
(a) There exist a tree S ⊂ T and a finite set B ⊂
S such that A◦ ⊂ B  A and (S,B, f |S) is an
n-orbital canonical model;
(b) E˜(T,A, f) 6= ∅.
In particular, (b) holds if En(T ) ⊂ A◦
Proof. Let W be the set of points z ∈ Ay that sat-
isfy the following two properties:
(i) There exists N ∈ {1, 2, . . . , p} such that z ∈
ZN but f(z) /∈ ZN+1 mod p;
(ii) There exist z′ ∈ Ay \ {z} and w ∈ A◦ such
that z′  w and z  f(z′).
A sufficient condition for (ii) is the following prop-
erty:
(ii’) There exists z′′ ∈ A◦ such that z  z′′.
To see it, take w = z′ as the unique point of
f−1(z′′) ∩ A◦ when {z} 6= f−1(z′′) ∩ A◦, and take
w = z′ as the unique point of f−1(z)∩A◦ otherwise.
We start by claiming that if En(T ) ⊂ A◦ then
W 6= ∅. To prove the claim assume that W = ∅.
Since in this case (ii’) holds for every z ∈ Ay, we
see that (i) does not hold for any z ∈ Z(Ay). Thus
f(Ay ∩ Zi) ⊂ Zi+1 mod p for i = 1, 2, . . . , p. Then,
by the Ay-monotonicity of f , we have f(Zi) ⊂
Zi+1 mod p for i = 1, 2, . . . , p. Since A
◦ is a pe-
riodic orbit and En(T ) ⊂ A◦, we easily get that
n⋆ = n◦ = p. Therefore f(Zi) ∩ Z⋆ = ∅ for
i = 1, 2, . . . , n⋆ and so (T,A, f) is twist around y,
in contradiction with the hypotheses. This proves
the claim.
To prove the proposition we consider two cases.
First we assume that W 6= ∅ and we prove that
(b) holds. In the proof of this case, the subindexes
will be considered modulo p. Let k ∈ {1, 2, . . . , p}
be such that q = qk. By the A-monotonicity of f
and the definition of q, f([y, f i−1(xk)]) = [y, f i(xk)]
for 1 ≤ i ≤ q and [y, f q(xk)] ∩ A 6= ∅. We have
f q(xk) ∈ Zk+q. This is obvious if q = 0 and it
follows from Lemma 4.4 if q > 0.
Let a ∈ [y, f q(xk)] ∩ A. Take z ∈ W and let
N ∈ {1, 2, . . . , p}, w ∈ A◦ and z′ ∈ Ay \{z} be such
that z ∈ ZN , f(z) /∈ ZN+1, z
′  w and z  f(z′).
Since (T,A, f) is n-orbital and w ∈ A◦, there exists
s ≤ n + |A◦| − 1 such that fs(a) = w. Thus z′ 
fs(a). If
f i([y, f q(xk)]) ⊂ [y, xk+q+i] ∪ Zk+q+i (5)
is satisfied for each 0 ≤ i ≤ s + 1, then we have
that z′ ∈ fs([y, f q(xk)]), z ∈ fs+1([y, f q(xk)]),
ZN = Zk+q+s+1 and f(z) /∈ Zk+q+s+2. Summariz-
ing, there exists a minimum non-negative integer
t ≤ s + 1 ≤ n + |A◦| such that (5) holds for each
0 ≤ i ≤ t and f t([y, f q(xk)]) contains a point u
whose image does not belong to Zk+q+t+1.
Since f(xk+q+t) ∈ Zk+q+t+1, there exists a A
y-
basic interval L = [b, c] ⊂ [xk+q+t, u] such that
f(b) ∈ Zk+q+t+1 and f(c) /∈ Zk+q+t+1. Then L
f -covers [y, xk+q+t+1] = Ik+q+t+1. By using q + t
times Lemma 3.1 by backwards induction we obtain
the following loop β in the f -graph of Ay:
Ik → J
1 → J2 → . . .→ Jq+t−1 → L
→ Ik+q+t+1 → Ik+q+t+2 → . . .→ Ik
where J i is a Ay-basic interval contained in f i(Ik)
for each 1 ≤ i ≤ q + t− 1. Since L is not a typical
interval, β is an external loop, and |β| = q + t +
1 + p − (q + t + 1 mod p) ∈ pN. Observe that
|β| ≤ q + t + 1 + p ≤ q + n + |A◦| + 1 + p. Hence,
(b) holds when W 6= ∅ and, in particular, when
En(T ) ⊂ A◦.
From now on we assume thatW = ∅. From the
above claim, En(T ) 6⊂ A◦ and thus |En(T ) \ A◦| =
1. Hence, there is a unique y-branch containing
some endpoint which does not belong to A◦. By
Remark 6.2, n⋆ ≥ 2 and n⋆ ∈ {n◦, n◦+1}. We also
recall that the y-branches are labeled in such a way
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that f(xi) ∈ Zi+1 mod p for i = 1, 2, . . . , p. We shall
consider the following cases:
Case 1. p = 1.
Assume that Z1 ∩ A
◦ 6= ∅. Each z ∈ Z1 ∩ A◦
verifies (ii’) and, since W = ∅, it does not ver-
ify (i). In consequence, A◦ ⊂ Z1 and n◦ = 1.
Since n⋆ ∈ {n◦, n◦ + 1} and n⋆ ≥ 2, it follows that
n⋆ = 2. Therefore Z2 is the residual branch and
En(T ) ∩ Z1 ⊂ A
◦. In particular, each point in Z1
verifies (ii’). Since W = ∅, no point in Z1 ∩ A
y
verifies (i) and thus f(Z1 ∩ A
y) ⊂ Z1. Since f is
Ay-monotone, it follows that f(Z1) ⊂ Z1. We set
S = Z1 and B = A ∩ S. Then B  A. It is
not difficult to prove that (S,B, f |S) is an n-orbital
canonical model. Therefore (a) holds and we are
done in this case.
Now suppose that Z1 ∩ A
◦ = ∅. Then, from
the fact that (T,A, f) is n-orbital, it follows that
f r(x1) /∈ Z1 for some r ≤ n (which we take
as small as possible). By the definition of type,
f(x1) ∈ Z1 and hence I1 f -covers [x1, f(x1)]. Also
[f i−1(x1), f i(x1)] f -covers [f i(x1), f i+1(x1)] for 1 ≤
i ≤ r − 2 and [f r−2(x1), f r−1(x1)] f -covers I1 ⊂
[f r−1(x1), f r(x1)]. By using Lemma 3.1 by back-
wards induction, as above we obtain a loop in the
f -graph of Ay of length r ≤ n. Since [x1, f(x1)]
does not contain typical intervals, this loop is ex-
ternal. Hence (b) holds in this case.
Case 2. p > 1 and n⋆ = n◦ + 1.
In this case there is a residual branch Zi for some i ∈
{1, 2, . . . , n⋆}. We claim that i > p. Indeed, if i ≤ p
then, since p > 1, it follows that i− 1 (mod p) 6= i.
Hence, Zi−1 mod p is not residual. Since |En(T ) \
A◦| = 1, it follows that Zi−1 mod p ∩ En(T ) ⊂ A◦.
Thus each point in Ay∩Zi−1 mod p verifies (ii’) from
the definition of W . On the other hand, each point
z ∈ A◦∩Zi−1 mod p ⊂ Ay∩Zi−1 mod p verifies f(z) /∈
Zi mod p. That is, it verifies (i). This implies W 6=
∅, a contradiction. This proves the claim.
From above, it follows that En(T ) ∩ Zi ⊂ A
◦
for i = 1, 2, . . . , p. Therefore, each z ∈ Ay ∩ Zi
satisfies (ii’) from the definition of W and, since
W = ∅, these points do not satisfy (i). Conse-
quently, f(Ay ∩ Zi) ⊂ Zi+1 mod p, n
◦ = p and
Zn⋆ = Zn◦+1 is the residual branch. By the A
y-
monotonicity, f(Zi) ⊂ Zi+1 mod p and f([y, xi]) ⊂
[y, xi+1 mod p]∪Zi+1 mod p for i = 1, 2, . . . , p. Thus,
if we define S = 〈A◦〉T = T \ (Zn⋆ ∪ (y, xn⋆ ]),
then f(S) ⊂ S. Finally, if we define B = A ∩ S
then B  A and it is not difficult to prove that
(S,B, f |S) is an n-orbital canonical model. Hence
(a) holds and we are done.
Case 3. p > 1 and n⋆ = n◦.
In this case, A◦ ∩ Zi 6= ∅ for each 1 ≤ i ≤ n⋆. We
claim that, for some N ∈ {1, 2, . . . , p}, there exists
a ∈ Ay ∩ ZN such that f(a) /∈ ZN+1 mod p. Indeed,
when p = n⋆ the claim follows since (T,A, f) is non-
twist around y. To end the proof of the claim we
assume that p < n⋆ and f(Ay ∩ Zi) ⊂ Zi+1 mod p
for i = 1, 2, . . . , p. Then A◦ ⊂ Z1 ∪ Z2 ∪ . . . ∪ Zp
and Zn⋆ ∩A
◦ = ∅, a contradiction. Thus the claim
follows.
Since a satisfies (i) from the definition of W
and W = ∅ we have:
{x ∈ A◦ : x  a} = ∅. (6)
Therefore, since |En(T ) \ A◦| = 1, the unique
point e in En(T ) \ A◦ must satisfy a  e, [a, e] ∩
V (T ) = {e} and [a, e]∩A◦ = ∅. Since ZN ∩A◦ 6= ∅,
there exists v ∈ (V (T ) ∪ A◦) ∩ ZN such that v ≺ a
and
(v, e) ∩ (V (T ) ∪A◦) = ∅. (7)
Since y /∈ ZN , we get that x ∈ (v, e)∩A
y implies
x ∈ A \A◦. Let z be the minimum (with respect to
the ≺ ordering) of the points of (v, a]∩Ay such that
f(z) /∈ ZN+1 mod p (this point exists since f(a) /∈
ZN+1 mod p). We have xN  v ≺ z  a  e and
f
(
(v, z) ∩Ay
)
⊂ ZN+1 mod p. (8)
Set R = T \ (v, e]. Observe that R = 〈A◦〉T ⊃
ZN+1 mod p. Clearly, for each point z
′ ∈ R there
exists w ∈ En(T ) ∩ A◦ such that z′  w. Con-
sequently, if there exists z′ ∈ R ∩ Ay such that
f(z′) ∈ [z, e] (that is, z  f(z′)), it follows that
z verifies (i) and (ii) from the definition of W ; a
contradiction since W = ∅. Therefore,
f(R ∩Ay) ∩ [z, e] = ∅. (9)
Furthermore, if the image of some x ∈ R ∩ Ay
belongs to (v, z), then by (8) we have that f2(x) ∈
R∩Ay and hence f2(x) /∈ [z, e]. This fact, together
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with (9), gives us that f i(R∩Ay)∩ [z, e] = ∅ for all
i ≥ 0. Since f is Ay-monotone, it follows that
f i(R) ∩ [z, e] = ∅ for i ≥ 0. (10)
We define S = Cl(
⋃
i≥0
f i(R)). Since f(R) ⊃ R, S
is connected. That is, S is a subtree of T . Clearly,
f(S) ⊂ S and R ⊂ S. Moreover, by (10), S ⊂
T \ (z, e]. Thus there exists v′ ∈ En(S) such that
v  v′  z and S = T \ (v′, e]. From the definition
of S and from the Ay-monotonicity of f we deduce
immediately that v′ ∈ Ay (in fact, S = f |Ay |(R)).
Hence, v′ ∈ A \A◦. We define B = A∩ S. Observe
that A◦ ⊂ B  A, since at least e does not belong to
B. Clearly, f(B) ⊂ B. Moreover, it is not difficult
to show that (S,B, f |S) is a canonical model. This
model is n-orbital, since A◦ is the unique periodic
orbit contained in B, and En(S) \ {v′} ⊂ A◦.
In the rest of this section, we use recursively
the above theorem to study the set of periods of a
canonical model. To do it, we introduce the follow-
ing notions.
Let (T,A, f) be a canonical model and let p ∈
N. We say that a canonical model (T ′, A′, f ′) is a
partial p-reduction of (T,A, f) if T ′ ⊂ T , f ′ = fp|
T ′
and Per(f) ⊃ pPer(f ′).
Let (T,A, f) be a 2-orbital canonical model. A
sequence {(Ti, Ai, fi), yi, pi}
m
i=1 will be called a se-
quence of partial reductions of (T,A, f) if and only
if:
(i) (T1, A1, f1) = (T,A, f)
(ii) (Ti, Ai, fi) is a yi-expansive 2-orbital canoni-
cal model for 1 ≤ i < m.
(iii) (Ti+1, Ai+1, fi+1) is a partial pi-reduction of
(Ti, Ai, fi) for 1 ≤ i < m.
(iv) |Ai
◦| = pi|Ai+1◦| for 1 ≤ i < m. Moreover,
Ai
◦ ⊂ Ai+1  Ai when pi = 1.
(v) E˜(Ti, Ai, fi) = ∅ for 1 ≤ i < m.
(vi) (Tm, Am, fm) is a canonical model such that
Am contains a unique periodic orbit and ei-
ther
(vi.1) |Am
◦| = 1 and thus (Tm, Am, fm) is a
trivial model
or
(vi.2) (Tm, Am, fm) is a ym-expansive 2-orbital
canonical model, pm is a type of A
ym
m and
E˜(Tm, Am, fm) 6= ∅.
Observe that if m = 1 then, by (i) and (vi.2),
(T,A, f) is a y1-expansive 2-orbital model, p1 is a
type of Ay1 and E˜(T,A, f) 6= ∅.
Remark 6.6. Given a sequence of partial reductions
{(Ti, Ai, fi), yi, pi}
m
i=1 of (T,A, f), from (iv) it fol-
lows that |A| = p1p2 · · · pm−1|A◦m|. Moreover, since
Per(fi) ⊃ pi Per(fi+1) ∪ {1} for 1 ≤ i < m, it fol-
lows that Per(f) ⊃ {1, p1, p1p2, . . . , p1p2 · · · pm−1}
∪p1p2 . . . pm−1 Per(fm).
The next theorem and corollary are the main
results of this section.
Theorem 6.7. Each 2-orbital canonical model ad-
mits a sequence of partial reductions.
Proof. Let (T,A, f) be a 2-orbital canonical model.
During this proof, we will use the notation from the
definition of a sequence of partial reductions. In
particular, the roman numerals (i–vi) refer to the
properties of that definition. We formally denote
{(Ti, Ai, fi), yi, pi}
k
i=1 by S
k for any k ≥ 0 (note
that S0 = ∅).
We start by setting (T1, A1, f1) = (T,A, f).
Therefore (T1, A1, f1) is a 2-orbital canonical model.
Moreover, (i–v) hold (with 1 instead ofm). Now we
proceed by induction on k.
Let k ≥ 1 and assume that we have constructed
a sequence Sk−1 and a canonical model (Tk, Ak, fk)
such that:
(a) Ak contains a unique periodic orbit of fk and
(Tk, Ak, fk) is 2-orbital if |Ak
◦| > 1.
(b) (i–v) hold (with k instead of m).
Observe that if, in addition, there exist yk and pk
such that (vi) holds (with k instead of m) then Sk
is a sequence of partial reductions.
Now we must define yk and pk and then decide
whether Sk is a sequence of partial reductions (in
this case we stop by setting m = k) or we construct
a canonical model (Tk+1, Ak+1, fk+1) such that S
k
and (Tk+1, Ak+1, fk+1) verify (a) and (b) (with k+1
instead of k).
Assume that |Ak
◦| = 1. We set pk = 1 and
define yk to be the unique element of Ak
◦. Then Sk
verifies (vi.1) and thus Sk is a sequence of partial
reductions. In this case we are done by setting m =
k .
Assume that |Ak
◦| > 1. Then (Tk, Ak, fk) is 2-
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orbital since (a) holds. By Proposition 5.4, there
exists yk ∈ Fix(fk) such that (Tk, Ak, fk) is yk-
expansive.
Let p be a type of Aykk . If E˜(Tk, Ak, fk) 6= ∅ then
we define pk = p and (vi.2) holds (with k instead
of m). Hence Sk is a sequence of partial reductions
and we are done by setting m = k.
From now on we assume that E˜(Tk, Ak, fk) = ∅.
Since |Ak
◦| > 1, (Tk, Ak, fk) does not verify neither
(vi.1) nor (vi.2) and Sk is not a sequence of partial
reductions. In order to iterate the argument we
will define a model (Tk+1, Ak+1, fk+1) such that S
k
and (Tk+1, Ak+1, fk+1) verify (a) and (b) with k+1
instead of k. We consider two cases.
Case 1. (Tk, Ak, fk) is twist around yk.
We define pk = p. By Proposition 6.4, there ex-
ists a yk-branch Tk+1 and a finite set Ak+1 ⊂
Tk+1 such that if we define fk+1 = (fk)
pk |
Tk+1
then (Tk+1, Ak+1, fk+1) is a canonical model and
Per(fk) ⊃ pk Per(fk+1). Hence, (Tk+1, Ak+1, fk+1)
is a partial pk-reduction of (Tk, Ak, fk). Further-
more, Ak+1 contains a unique periodic orbit and
(Tk+1, Ak+1, fk+1) is 2-orbital if |Ak+1
◦| > 1. Fi-
nally,
|Ak
◦| = pk|Ak+1◦| and
if pk = 1 then Ak
◦ ⊂ Ak+1  Ak.
(11)
Summarizing, we have constructed a canonical
model (Tk+1, Ak+1, fk+1) in such a way that S
k and
(Tk+1, Ak+1, fk+1) verify (a) and (b) (with k+1 in-
stead of k).
Case 2. (Tk, Ak, fk) is non-twist around yk.
Since E˜(Tk, Ak, fk) = ∅, by Proposition 6.5 there
exists a tree Tk+1 ⊂ Tk and a finite set Ak+1 ⊂
Tk+1 such that (Tk+1, Ak+1, fk|Tk+1 ) is a 2-orbital
canonical model and
Ak
◦ ⊂ Ak+1  Ak. (12)
We set pk = 1 and fk+1 = fk|Tk+1 . Thus Per(fk) ⊃
pk Per(fk+1) and (Tk+1, Ak+1, fk+1) is a partial pk-
reduction of (Tk, Ak, fk). As above, we have con-
structed a canonical model (Tk+1, Ak+1, fk+1) such
that Sk and (Tk+1, Ak+1, fk+1) verify (a) and (b)
(with k + 1 instead of k).
Finally we must prove that this iterative con-
struction stops after a finite number of steps. This
is a direct consequence of (11), (12) and the finite-
ness of A1.
Next we will use the notion of a sequence of
partial reductions to estimate the set of periods of
a canonical model. A serious drawback of this no-
tion is that it is only defined for canonical models,
whereas we are interested in studying the set of pe-
riods of the more general monotone models. How-
ever, by means of Theorem 5.3, for each monotone
model (S, P, g) we can construct a canonical model
(T,A, f) associated to it (see page 15). Then we can
use a sequence of partial reductions to get an esti-
mation of Per(f), which differs from Per(g) only in
finitely many periods. This motivates the following
definition.
Let (S, P, g) be a monotone model such that
P is a periodic orbit which does not consist of a
fixed point. A pair {R,K}, where R is a canonical
model and K ⊂ N, is said to be a complete re-
duction of (S, P, g) if there exists a sequence of par-
tial reductions {(Ti, Ai, fi), yi, pi}
m
i=1 such that K =
{1, p1, p1p2, . . . , p1p2 · · · pm−1}, R = (Tm, Am, fm)
and (T1, A1, f1) is a canonical model associated to
(S, P, g). WhenR is non-trivial, we define the three
non-negative numbers which play the central role in
the characterization of Per(g) given by Theorem A.
In this case, p(R) will denote the type pm of A
ym
m ,
q(R) will denote a rotation index of R associated to
the type pm, and n(R) will denote the least n such
that R is n-orbital. Observe that n(R) ∈ {0, 1, 2}
since R is 2-orbital.
From this definition and Theorem 6.7 we obtain
the following corollary.
Corollary 6.8. Let (S, P, g) be a monotone model
such that P is a periodic orbit with |P | > 1. Then
(S, P, g) admits a complete reduction. Given a com-
plete reduction {(S, P , g),K} of (S, P, g), there ex-
ists a (possibly empty) finite set V such that
Per(g) ⊃ V ∪K ∪ (maxK) Per(g)
and each element of V divides the least common
multiple of the periods of all periodic orbits of g
contained in V (S). Moreover, |P | = (maxK)|P
◦
|.
Proof. Since (S, P, g) is 0-orbital, by Theorem 5.3
there exists a 0-orbital (and thus 2-orbital) canoni-
cal model (T,A, f) associated to (S, P, g). By The-
orem 6.7, (T,A, f) admits a sequence of partial re-
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ductions { (Ti, Ai, fi), yi, pi }
m
i=1. In consequence,
{ (Tm, Am, fm), {1, p1, p1p2, . . . , p1p2 · · · pm−1} } =
{ (S, P , g),K } is a complete reduction of (S, P, g).
Since (T,A, f) and (S, P, g) are associated, A
is a periodic orbit of f , |A| = |P | and there exists
a (possibly empty) finite set V verifying the pre-
scribed properties and such that Per(g) = Per(f)∪
V. By Remark 6.6, Per(f) ⊃ K ∪ (maxK) Per(g)
and |A| = (maxK)|P
◦
|.
7. Proof of Theorem A
The main results used in the proof of Theorem A
are: Corollary 6.8, which allows us to work with a
complete reduction instead of the original model,
and both Lemma 4.6 and Theorem 4.7 which are
used to calculate the set of periods of the reduced
model.
Proof of Theorem A. By the definition of a mono-
tone model, En(S) ⊂ P . Therefore, S reduces to a
point when P consists of a fixed point, and in this
case the theorem follows obviously.
Assume that |P | > 1. The fact that there
exist complete reductions of (S, P, g) follows from
Corollary 6.8. Moreover, given a complete reduc-
tion {R,K}, we have Per(g) ⊃ K. If R is trivial,
we are done.
Assume that R is non-trivial and set R =
(S, P , g). By the definition of a complete reduc-
tion we have E˜(R) 6= ∅. Thus there exists β ∈ E(R)
such that |β| ∈ pN and |β| ≤ |P
◦
|+p+q+n+1. We
define λ = |β|/p. Since β is external, by Lemma 4.6
we get Per(g) ⊃ {λpi+ pj : i, j ≥ 1}. Moreover, by
Lemma 4.2, p ∈ Per(g). Consequently, from Corol-
lary 6.8 we have
Per(g) ⊃ K ∪ {kp} ∪ {λkpi+ kpj : i, j ≥ 1}
= K ∪ kpN \ {2kp, 3kp, . . . , λkp},
(13)
and |P | = k|P
◦
|. Hence, when |P
◦
| ∈ pN it follows
that for each l ≥ 0 (see Remark 2.3) we have |P |+
lkp = k(|P
◦
| + lp) ∈ kpN and therefore S∗kp(|P | +
lkp) = Skp(3kp) = {1} ∪ kpN. Hence, from (13) we
have
Per(g) ⊃ K ∪ S∗kp(|P |+ lkp) \ {2kp, 3kp, . . . , λkp}
and the theorem follows in this case.
Assume now that |P
◦
| /∈ pN. By Theorem 4.7
we have Per(g) ⊃ {(|P
◦
| + lp)i + pj : i, j ≥ 1} for
some 0 ≤ l ≤ |P
◦
|+q+n−1. Then, l ≤ |P |/k+q+1
because n ∈ {0, 1, 2}. Furthermore, if n = 0 then,
again by Theorem 4.7, lp ≤ p+q−(q mod p). Thus,
from Corollary 6.8 it follows that
Per(g) ⊃ {(|P |+ lkp)i+ kpj : i, j ≥ 1}. (14)
Since |P |+ lkp = |P
◦
|k + lkp /∈ kpN \ {1}, we have
S∗kp(|P |+ lkp) = Skp(|P |+ lkp)
= {1, |P |+ lkp}∪
{(|P |+ lkp)i+ kpj : i ≥ 0, j ≥ 1}
= {1} ∪ kpN ∪ {(|P |+ lkp)i+ kpj : i, j ≥ 1}.
Hence, from (13) and (14) we have
Per(g) ⊃ K ∪ S∗kp(|P |+ lkp) \ {2kp, 3kp, . . . , λkp}.
8. Upper bounds for the type and the ro-
tation index
This section is devoted to prove the inequalities (1),
from Sec. 2. In the proof of Proposition 8.1 we use
Lemma 4.4.
Proposition 8.1. Let (T,A, f) be a y-expansive n-
orbital model such that E(T,A, f) 6= ∅. Let p be a
type of Ay and let q be a rotation index of (T,A, f)
associated to p. Then:
(a) p ≤ |A◦|+ 1.
(b) If q > 0 then 2p+ q − 2 ≤ |A◦|.
If, in addition, n = 0 then:
(c) p ≤ |A| − 1.
(d) If p = 1 then q + 4 ≤ |A|.
(e) If q > 0 then 2p+ q + 1 ≤ |A|.
Proof. Until the end of the proof, the subindexes
will be considered modulo p. Since p is a type of Ay
we have p ≤ |En(T )| and, since (T,A, f) is orbital,
there is at most 1 endpoint which does not belong
to A◦. Therefore,
|En(T )| ≤ |A◦|+ 1, (15)
which proves (a). If n = 0 then A = A◦. More-
over, if En(T ) = A then from the fact that (T,A, f)
is a canonical model and the unicity of canonical
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models (see Theorem B of [Alseda` et al., 1997]) we
get that T is a |A|-star whose central point is y
and f([y, x]) = [y, f(x)] for each x ∈ A. Then
E(T,A, f) = ∅, a contradiction. Consequently,
En(T )  A and
|En(T )| ≤ |A| − 1 when n = 0, (16)
which proves (c).
Next we prove (b). By assumption we have
q > 0. So, xi ∈ V (T ) for 1 ≤ i ≤ p and, hence,
for each 1 ≤ i ≤ p there are at least 2 points of
X(A) in Zi (we recall that Zi stands for Z(A
y)i).
Therefore, ∣∣X(A) ∩ p⋃
i=1
Zi
∣∣ ≥ 2p. (17)
Let k ∈ {1, 2, . . . , p} be such that q = qk and set
Q = {f i(xk)}
q−1
i=0 . Clearly Q ⊂ V (T ) \ A. By
Lemma 4.4, f i(xk) ∈ Zk+i for 0 ≤ i ≤ q − 1. More-
over, since (T,A, f) is y-expansive we have that Q
does not contain periodic orbits and thus |Q| = q.
We claim that Q ∩ {xi}
p
i=1 = {xk}. Indeed,
assume that f j(xk) ∈ {xi}
p
i=1 for some 1 ≤ j ≤ q−
1. Then f j(xk) = xk+j . Since Q does not contain
periodic orbits, xk+j 6= xk and then we easily get
that qk+j = qk − j, in contradiction with the fact
that qk = q = min{q1, q2, . . . , qp}. Thus the claim
follows.
Given v ∈ Q\{xk}, we have that v ∈ V (T )∩Zi
for some 1 ≤ i ≤ p, v 6= xi and [xi, v]∩A = ∅. Since
v ∈ V (T ), there exists some point w ∈ X(A) ∩ Zi
with v ≺ w which has not been taken into account
in (17). Therefore,
∣∣X(A) ∩ p⋃
i=1
Zi
∣∣ ≥ 2p+ q − 1 when q > 0. (18)
Since |En(T )| ≥ |X(A)|, (b) follows from (15) and
(18).
To prove (d), assume that p = 1. Let a ∈
X(A)∩Z1. Then f(a) 6= a since (T,A, f) is orbital.
Since x1 ≺ f(x1) and x1 belongs to the (A ∪ {y})-
basic interval [y, a], the (A ∪ {y})-monotonicity of
f implies that f(a) ∈ Z1. By Remark 6.2, there is
at least one y-branch different from Z1. Therefore,
since En(T ) ⊂ A there exists b ∈ X(A) \ Z1.
Now we claim that f(b) /∈ Z1. Indeed, if
f(b) ∈ Z1 then the A-monotonicity of f and the
fact that (a, b)∩A = ∅ imply that f([a, b]) ⊂ Z1, in
contradiction with the fact that y ∈ [a, b] and hence
y ∈ f([a, b]). Thus the claim follows.
Observe that f(b) 6= b since (T,A, f) is orbital.
Also, by the previous claim, f(b) /∈ {a, f(a)}, and
thus a, b, f(a) and f(b) are 4 different points con-
tained in A. In consequence, |A| ≥ 4. Then, (d)
holds when q = 0. When q > 0 we have q = q1 since
p = 1. So, by Lemma 4.4, f i(x1) ∈ (V (T )∩Z1) \A
for 0 ≤ i < q. Let S be the closure of the con-
nected component of Z1 \X(A) which contains x1.
Then S is a tree whose endpoints are the elements of
X(A)∩Z1. From the definition of q it follows that,
for 0 < i < q, f i(x1) are vertices of S which are not
endpoints of S. Since any tree with n vertices has
at least n + 2 endpoints, we get |En(S)| ≥ q + 1.
As we noticed above, f(a) ∈ Z1 and f(a) 6= a for
any a ∈ X(A) ∩ Z1. Thus |A ∩ Z1| > |X(A) ∩ Z1|
and, hence, |A∩Z1| ≥ q+2. Therefore, taking into
account b and f(b), which are in A but not in Z1,
we have |A| ≥ q + 4 and (d) holds.
To end the proof of the proposition we must
show that (e) holds. So we assume that n = 0, that
is, A is a periodic orbit. By (d), it is enough to
consider the case p > 1. Since |En(T )| ≥ |X(A)|,
from (16) and (18) it follows that |A| ≥ 2p+ q. So,
we must show that |A| 6= 2p+ q.
In the rest of the proof we assume that |A| =
2p+ q (and q > 0 and p > 1) and we will arrive to
a contradiction. If A = X(A), as in the proof of (c)
we get that f is a rigid rotation of a |A|-star and
since E(T,A, f) 6= ∅ we get that X(A)  A. From
(18) we have
2p+q−1 ≤
∣∣X(A)∩ p⋃
i=1
Zi
∣∣ ≤ |X(A)| < |A| = 2p+q.
Hence, there is exactly one point w in A\X(A) and
|X(A) ∩ ∪pi=1Zi| = 2p+ q − 1.
Now we claim that n⋆ = p. Indeed, assume
that there exists some y-branch W different from
Z1, Z2, . . . , Zp. Since En(T ) ⊂ A, we have W ∩
A 6= ∅. Since |X(A) ∩ ∪pi=1Zi| = 2p + q − 1 and
|A| = 2p + q, it follows that W ∩ A = {w}. Thus
w ∈ X(A), a contradiction. So the claim follows.
Let j ∈ {1, 2, . . . , p} be such that w ∈ Zj . We
have that Zj ∩ A is the disjoint union of {w} and
Zj ∩X(A), while Zi ∩A = Zi ∩X(A) when i 6= j.
Since q > 0, xi /∈ X(A) for 1 ≤ i ≤ p. For
each point z ∈ X(A) ∩ Zi, we have that [y, z] is a
(A ∪ {y})-basic interval containing xi
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since f(xi) ∈ Zi+1 and f is (A∪{y})-monotone, we
get f(X(A) ∩ Zi) ⊂ Zi+1 for 1 ≤ i ≤ p. Moreover,
f(X(A)∩Zi) = X(A)∩Zi+1 when i 6≡ j and i 6≡ j+
1 (mod p). We set Ni = |X(A) ∩ Zi| for 1 ≤ i ≤ p.
Since X(A) ⊂ A and A is a periodic orbit, it follows
that Ni+1 = Ni when i 6≡ j and i 6≡ j + 1 (mod p).
Consequently, we have
Nj−1 = Nj−2 = . . . = Nj+2 = Nj+1. (19)
If f(w) ∈ Zj+1 then (T,A, f) is twist around y
and, by Remark 6.1, E(T,A, f) = ∅, a contradic-
tion. Therefore, f(w) /∈ Zj+1. Then X(A)∩Zj+1 =
f(X(A)∩Zj) and it follows that Nj+1 = Nj . Thus
from (19) we get that Nj−1 = Nj . On the other
hand, since A is a periodic orbit, there exists a
unique point w′ ∈ A ∩ Zj−1 = X(A) ∩ Zj−1 such
that f(w′) = w. Since w ∈ Zj \ X(A), we get
Nj = Nj−1 − 1, a contradiction.
The following result states that the inequali-
ties (1) hold for complete reductions of monotone
models.
Corollary 8.2. Let (S, P, g) be a monotone model
such that P is a periodic orbit of g with |P | > 1.
Let {R,K} be a complete reduction of (S, P, g) such
that R is non-trivial and n(R) = 0. Then
p ≤ r − 1,
q + 4 ≤ r when p = 1 and
2p+ q + 1 ≤ r when q > 0,
where we denote p(R), q(R), n(R) and |P |maxK by p,
q, n and r respectively.
Proof. Set (T,A, f) = R. Since n = 0, we have
A◦ = A. By Corollary 6.8, |A| = r. Since R is non-
trivial, by the definition of a complete reduction we
have that R is a y-expansive 0-orbital model for
some y ∈ Fix(f), p is a type of Ay, q is a rotation
index of R associated to p and E˜(R) 6= ∅. In partic-
ular, E(R) 6= ∅. ThereforeR verifies the hypotheses
of Proposition 8.1 and the corollary follows.
9. Some Examples. Proof of Theorem B
This section is devoted to prove Theorem B. In
fact, we prove the following stronger result from
which Theorem B can be obviously derived. Since
any tree can be imbedded in R2, in what follows we
will consider each tree endowed with the topology
induced by the topology of R2.
Theorem 9.1. Let K ⊂ N be a set of the form
{1, k1, k2, . . . , km} such that k1 > 1 and ki strictly
divides ki+1 for 1 ≤ i < m. Set k = km. Then:
(a) There exists a canonical model (R,B, h) such
that |B| = k and Per(h) = K.
(b) Given any r > 1, p ≥ 1 and q ≥ 0 verifying
p ≤ r − 1,
q + 4 ≤ r when p = 1 and
2p+ q + 1 ≤ r when q > 0,
there exists a canonical model (S, P, g) and a
complete reduction {(S, P , g),K} of (S, P, g)
with |P
◦
| = r, p(S, P , g) = p, q(S, P , g) = q,
n(S, P , g) = 0 and Per(g) = K ∪ C, where C
is a set such that
S∗kp(|P |+ lkp) \ {2kp, 3kp, . . . , λkp}
⊂ C ⊂ S∗kp(|P |)
with lp = p+ q − (q mod p) and λp being the
largest multiple of p smaller than r+p+q+1.
In order to prove Theorem 9.1 we will use the
following two technical results. For Proposition 9.2
see Fig. 3, which shows an example of the construc-
tion made in that proposition.
Proposition 9.2. Let (T,A, f) be a canonical
model such that A is a periodic orbit and let s ≥ 2
be an integer. Then there exists a canonical model
(T ′, A′, f ′) such that:
(a) There exists y ∈ Fix(f ′) such that s is a type
of A′y around y and (T ′, A′, f ′) is y-expansive
and twist around y.
(b) A′ is a periodic orbit with |A′| = s|A|.
(c) (T,A, f) is a partial s-reduction of (T ′, A′, f ′).
(d) Per(f ′) = {1} ∪ s · Per(f).
Proof. Set t = |A ∪ V (T )| and Q1 = A ∪ V (T ) =
{v11, v
1
2, . . . , v
1
t } in such a way that v
1
1 ∈ En(T ) and
A = {v1i }
|A|
i=1. Next we will construct T
′ by attach-
ing one copy of T to each endpoint of an s-star.
For each 2 ≤ i ≤ s we consider a tree T i, a
finite set Qi = {vi1, v
i
2, . . . , v
i
t} ⊂ T
i and a homeo-
morphism hi : T
i −→ T such that hi(v
i
j) = v
1
j for
each 1 ≤ j ≤ t. We also set T 1 = T and h1 = Id|T1 .
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a2 a3 a1a4
y
a′2
a′1
a′3
a′4
a′7
a′8
a′5
a′9
a′6
(T ′, A′, f ′)
a′10
a′11
a′12
(T,A, f)
Fig. 3. An example of the construction made in Proposition 9.2, with |A| = 4 and s = 3. We assume
f(ai) = ai+1 mod 4 and f
′(a′i) = a
′
i+1 mod 12.
Now we define T ′ to be a tree which consists of the
union of T i for 1 ≤ i ≤ s and an s-star R such that
En(R) = {v11, v
2
1, . . . , v
s
1}. Thus T
′ consists of an s-
star with one copy of T attached to each endpoint.
Let y be the central point of R.
Now we are going to define the map f ′. First
we define it on each T i. We set f ′|
Ti
= h−1i+1 ◦hi for
each 1 ≤ i < s and f ′|
Ts
= f ◦ hs. Note that f
′ is a
homeomorphism between T i and T i+1 and f ′(vi1) =
vi+11 for each 1 ≤ i < s. Moreover, f
′(vs1) = f(v
1
1) ∈
A ∩ T 1.
Now we define f ′ on R\En(R). We set f ′(y) =
y and take f ′ to be an affine homeomorphism be-
tween [y, vi1] and [y, f(v
i
1)] for each 1 ≤ i ≤ s.
Finally set A′ = ∪si=1{v
i
1, v
i
2, . . . , v
i
|A|}. Since
f ′|
Ti
is a homeomorphism for each 1 ≤ i < s and
f is A-monotone, we easily get that (T ′, A′, f ′) is
a monotone model. Moreover, since (T,A, f) is
canonical, there are no f -identifiable vertices in T .
Then there are no f ′-identifiable vertices in T ′ and
(T ′, A′, f ′) is a canonical model.
Now we prove (a). Set Q = {y}∪si=1Q
i. Clearly
A′y = Q and for 1 ≤ i ≤ s we have Z(Q)i = T i and
x(Q)i = zi. Since f
′(x(Q)i) = x(Q)i+1 for 1 ≤ i <
s and f ′(x(Q)s) ∈ Z(Q)1, it follows that s is a type
of A′y. Moreover, f ′(Z(Q)i) ⊂ Z(Q)i+1 mod s for
1 ≤ i ≤ s and so (S′, P ′, g′) is twist around y. Since
there are no vertices of T ′ in Z⋆(A′)\{y}, obviously
(T ′, A′, f ′) is y-expansive and (a) holds.
To prove the rest of the statements first we con-
sider the case |A| = 1. Then T reduces to the
unique point of A, that is v11. Moreover, T
′ co-
incides with R and A′ = {v11, v
2
1, . . . , v
s
1}. Therefore
f ′ is a rigid rotation of an s-star and (b), (c) and
(d) follows obviously in this case.
Now we assume that |A| > 1. We claim that
f ′s(z) = f(z) for each z ∈ T . (20)
Indeed, take z ∈ T . We have that f ′s−1(z) = h−1s ◦
hs−1 ◦ h−1s−1 ◦ hs−2 ◦ . . . ◦ h2 ◦ h
−1
2 ◦ h1(z). Since
h1 = Id, we get f
′s−1(z) = h−1s (z) ∈ T s. Therefore
f ′s(z) = f ′(f ′s−1(z)) = f(hs(h−1s (z))) = f(z) and
the claim follows.
Now we prove (b) and (c). Let x ∈ T be an
n-periodic point of f . Since f ′i(x) ∈ T i+1 for 1 ≤
i < s, from (20) it follows that {f ′i(x)}sni=0 is an sn-
periodic orbit of f ′. In particular, (b) holds. Thus
we have {1} ∪ sPer(f) ⊂ Per(f ′). This inclusion,
together with (20) and the fact that T ⊂ T ′, proves
that (T,A, f) is a partial s-reduction of (T ′, A′, f ′)
and (c) holds.
Finally we prove (d). It is enough to show that
Per(f ′) ⊂ {1} ∪ sPer(f). Let P be an n-periodic
orbit of f ′ with n > 1. The definition of f ′ on R
implies that y is a repelling fixed point of f ′s on each
edge of R. It follows that the unique periodic orbit
of f ′ on R is {y}. Therefore, P ⊂ T ′ \R. Moreover,
since (T ′, A′, f ′) is twist we have that n = rs for
some r ≥ 1 and there exists x ∈ P ∩ T such that
f ′i(x) ∈ T i+1 mod s for all 1 ≤ i ≤ rs. From (20)
we get that {f ′is(x)}r−1i=0 is an r-periodic orbit of f .
Thus n ∈ sPer(f).
By convention, a tree T will be a 1-star if T
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a4 a3
a2
a7
y a1
a8a6a5
v1 v2
Fig. 4. A (8,1,2)-model
reduces to a single point, which in addition will be
called the central point of T .
In the next proposition we will construct canon-
ical models which exhibit prescribed sets of periods.
It is the main tool for the proof of Theorem 9.1.
Proposition 9.3. Given integers r > 1, p ≥ 1 and
q ≥ 0 verifying
p ≤ r − 1,
q + 4 ≤ r when p = 1 and
2p+ q + 1 ≤ r when q > 0,
there exists a monotone model (T,A, f) satisfy-
ing:
(a) (T,A, f) is a canonical model and A is a pe-
riodic orbit with |A| = r.
(b) There exists y ∈ Fix(f) such that (T,A, f) is
y-expansive and non-twist around y.
(c) p is a type of Ay around y and q is a rotation
index of (T,A, f) associated to p.
(d) S∗p (r+ lp)\{2p, 3p, . . . , λp} ⊂ Per(f) ⊂ S∗p (r)
with lp = p+ q − (q mod p) and λp being the
largest multiple of p smaller than r+p+q+1.
A canonical model which satisfies the proper-
ties (a–d) stated in Proposition 9.3 will be called an
(r, p, q)-model.
Proof of Proposition 9.3. We are going to make the
construction of (T,A, f) according to four cases. In
all cases, we set A = {a1, a2, . . . , ar} and f(ai) =
ai+1 mod r for i = 1, 2, . . . , r. Thus A is a periodic
orbit and |A| = r. In each case the construction
will consist of two steps. First we will choose T to
be a tree whose endpoints are contained in A. We
will describe T by enumerating all its vertices and
edges. Secondly, we will choose a point y ∈ T to be
a fixed point of f and will define f on each vertex
of T .
In all cases, it is assumed that we define f on
the whole tree by taking an Ay-extension (recall
that Ay = A ∪ V (T ) ∪ {y}). It is not difficult to
check that the images of the vertices of T will be
chosen in such a way f is monotone on each A-
basic interval. Therefore, by construction f is A-
monotone and (T,A, f) is a monotone model.
Case 1. p = 1.
Definition of T . Assume first that q = 0. By
assumption, r ≥ 4. If r = 4 we take T as a closed
interval [a4, a2] with a4 < a3 < a1 < a2. If r > 4
then we choose T to be a closed interval [a4, ar]
with a4 < a3 < a1 < a2 < a5 < a6 . . . < ar. We
also choose a point y ∈ (a3, a1).
Now assume that q > 0. By assumption, r ≥
q + 4. We choose T and a point y ∈ T such that
there are two y-branches and:
(i) Cl(Z⋆(A)) has q + 2 endpoints and contains
the edges: [y, a3], [y, v1], [vi, vi+1] for 1 ≤ i ≤
q − 1, [vq, a1] and [vj , a4+j ] for 1 ≤ j ≤ q.
(ii) Z(A)1 is a star containing the edges [a1, a2]
and [a1, ai] for q + 5 ≤ i ≤ r.
(iii) Z(A)2 = [a3, a4].
See Fig. 4 for an example with r = 8 and q = 2.
Images of the vertices. We define f(y) = y.
Since V (T ) \ A = ∅ when q = 0, we only have to
consider the case q > 0. We define f(vi) = vi+1 for
1 ≤ i < q and f(vq) = a1.
(a) In both cases, the orbit of each vertex of
T \ {y} intersects A. Therefore, there are no f -
identifiable vertices in T and (T,A, f) is a canonical
model.
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Fig. 5. A (14,4,0)-model
(b) There exists y ∈ Fix(f) ∩ (a3, a1) and a y-
branch S such that a1, a2 ∈ S and a3 /∈ S. There-
fore f(a1) ∈ S, f(a2) /∈ S and (T,A, f) is non-twist
around y. Moreover, there are no periodic orbits
of vertices contained in Z⋆(A) and thus (T,A, f) is
y-expansive.
(c) In the case q = 0, we have x(Ay)1 = a1.
When q > 0, we have x(Ay)1 = v1. In both cases,
f(x(Ay)1) ≻ x(A
y)1 and thus 1 is a type of A
y.
Moreover, since f(vi) = vi+1 for 1 ≤ i < q and
f(vq) = a1, it follows that q is a rotation index of
the type 1.
(d) Assume first that q = 0. In this case, the f -
graph of Ay contains the loop [y, a1] → [a1, a2] →
[y, a1], which is external. Thus from Lemma 4.6 we
get Per(f) ⊃ N\{2}. Moreover, the loop [a1, a2]→
[y, a1] → [a1, a2] is simple and a1 and a2 are not
fixed points of f2. Thus, by Lemma 3.5(a), f has
a point of period 2. Therefore, Per(f) = N = S∗p (r)
and (d) holds.
Assume now that q > 0. The f -graph of Ay
contains the loops [y, v1] → [y, v1], which we take
as the typical loop α, and
[vi, vi+1]→ [vi+1, vi+2]→ . . .
. . .→ [vq, a1]→ [a1, a2]→ [vi, vi+1],
which we call βi for 0 ≤ i ≤ q (where v0 stands
for y). Note that βi is negative and |βi| = q +
2 − i for each 0 ≤ i ≤ q. Since y ∈ Fix(f) and
each βi satisfies (b) of Lemma 3.5, we get Per(f) ⊃
{1, 2, 3, . . . , q+2}. Moreover, β0 is an external loop
of length q + 2 and thus, from Lemma 4.6, we get
Per(f) ⊃ {q + 3, q + 4, . . .}. Therefore, Per(f) =
N = S∗p (r) and (d) holds.
Case 2. p > 1 and q = 0.
Definition of T . Since p < r, we can write r =
sp+ k for some s ≥ 1 and 0 < k ≤ p. We choose T
and a point y ∈ T such that there are p y-branches
and:
(i) Cl(Z⋆(A)) is a (p+k−1)-star whose endpoints
are a1, a2, . . . , ap and asp+2, asp+3, . . . , asp+k
and whose central point is y.
(ii) Z(A)1 is the union of (a1, asp+1] and an s-star
whose endpoints are a1, a1+p, . . . , a1+(s−1)p.
(iii) For each 2 ≤ i ≤ s, Z(A)i is an s-star whose
endpoints are ai, ai+p, . . . , ai+(s−1)p.
Observe that, when s = 1, Z(A)i reduces to the
point ai for each 2 ≤ i ≤ p. When s > 1, we denote
the central point of Z(A)i by yi, and the central
point of Z(A)1 \ (a1, asp+1] by y1. See Fig. 5 for an
example with r = 14 and p = 4.
Images of the vertices. We define f(y) = y and
f(yi) = yi+1 mod p for each 1 ≤ i ≤ p.
(a) Since there are no Ay-basic intervals with
both endpoints contained in V (T ) \A, there are no
f -identifiable vertices and thus (T,A, f) is a canon-
ical model.
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Fig. 6. An (11,3,4)-model
(b) Since a1 and asp+1 are contained in Z(A)1
and Z⋆(A) ∩ [f(a1), f(asp+1)] 6= ∅, it follows that
(T,A, f) is non-twist around y. Moreover, (T,A, f)
is obviously y-expansive since there are no vertices
of T in Z⋆(A) \ {y}.
(c) Observe that (y, ai) ∩ A
y = ∅ for 1 ≤ i ≤ p.
Therefore, {ai}
p
i=1 = X(A
y). Since f(ap) = ap+1 ≻
a1, it follows that p is a type of A
y and the rotation
index of (T,A, f) associated to this type is 0.
(d) We set Ii = [y, ai] and Ki = [ai, yi] for
1 ≤ i ≤ p (recall that Ki reduces to a single point
when s = 1). We also set Ii = [yi mod p, ai] for
p + 1 ≤ i ≤ sp, Ij = [y, aj ] for sp + 2 ≤ j ≤ r and
Isp+1 = [a1, asp+1]. All these intervals are A
y-basic
intervals. Moreover, the f -graph of Ay contains ex-
actly the following paths:
I1 → I2 → . . .→ Ip → I1,
I1 → I2 → . . .→ Ir → I1,
I2 → I3 → . . .→ Ips+1 → I2,
which we call α, β and γ, respectively, and
K1 → K2 → . . .→ Kp → Ip+1,
Ip → K1,
Ips → K1.
We take α as the typical loop. Hence, β and γ are
external loops. Since |β| = r and |γ| = sp, from
Lemma 4.6 it follows that Per(f) ⊃ {ir+ jp : i, j ≥
1} ∪ {isp + jp : i, j ≥ 1}. On the other hand, γ
is negative. Thus it verifies (b) of Lemma 3.5 and,
consequently, sp ∈ Per(f). Moreover, p ∈ Per(f)
by Lemma 4.2. Summarizing, we have
Per(f) ⊃ {ir + jp : i, j ≥ 1}∪
pN \ {2p, 3p, . . . , (s− 1)p}.
It is not difficult to check that there are no loops of
other lengths. Since, by Lemma 3.2, each periodic
orbit which does not intersect Ay is associated to a
loop in the f -graph of Ay, it follows that
Per(f) = {1, r} ∪ {ir + jp : i, j ≥ 1}∪
pN \ {2p, 3p, . . . , (s− 1)p}. (21)
Since q = 0, by assumption l = 0 and λp is the
largest multiple of p smaller than r + p + 1. Since
(s−1)p < r < r+p+1, it follows that (s−1)p ≤ λp.
When r /∈ pN, from (21) we get
Per(f) = S∗p (r) \ {2p, 3p, . . . , (s − 1)p} (22)
and thus (d) holds. On the other hand, if r ∈ pN
then {ir + jp : i, j ≥ 1} = {m ∈ pN : m > r} ⊂
{m ∈ pN : m > (s− 1)p}. Therefore (22) holds and
(d) follows.
Case 3. p > 1, q > 0 and r /∈ pN.
Definition of T . By assumption, r ≥ 2p+ q+ 1.
Set r = 2p+q+sp+k with 0 ≤ k < p. For simplicity,
we assume s > 0. The same construction (even
simpler) can be done in the case s = 0. The details
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Fig. 7. A (19,3,2)-model
are left to the reader (see Fig. 6 for an example with
r = 11, p = 3 and q = 4, for which s = 0). Under
this assumption, we choose T and a point y ∈ T
such that there are p y-branches and:
(i) Cl(Z⋆(A)) has 2p+ q − 1 endpoints.
(ii) For 1 ≤ i ≤ p, Z(A)i contains an (s+ 1)-star
whose endpoints are ai, ai+p, . . . , ai+sp. When
s > 1, we denote the central point of this star
by yi.
(iii) Z⋆(A) \ {y} contains p + q − 1 vertices of T ,
which we call v1, v2, . . . , vp+q−1.
(iv) Set t = q mod p. Now we define r + p+ q − t
Ay-basic intervals, which are also edges of T :
Ii = [y, vi] for 1 ≤ i ≤ p,
Ip+i = [vi, vp+i] for 1 ≤ i ≤ q − 1,
Ip+q+i = [vq+i, at+i] for 0 ≤ i ≤ p− t,
I2p+q−t+i = [yi mod p, ap+i]
for 1 ≤ i ≤ sp,
I2p+q−t+sp+i = [vi, ap+sp+i]
for 1 ≤ i ≤ p+ q − 1 and
I3p+2q−t+sp+i = [a2p+sp+q+i, at+i]
for 0 ≤ i ≤ k.
Finally, T contains also the following edges: Ki =
[ai, yi] for 1 ≤ i ≤ p (recall that Ki is not defined
when s < 2) and [vi, ai mod p] for p+ q− t+1 ≤ i ≤
p + q − 1. See Fig. 7 for an example with r = 19,
p = 3 and q = 2.
Images of the vertices. We define f(y) = y,
f(vi) = vi+1 for each 1 ≤ i < p+q−1, f(vp+q−1) =
at and f(yi) = yi+1 mod p for each 1 ≤ i ≤ p.
(a) There is a unique periodic orbit P = {yi}
p
i=1
of vertices in T \ {y}. Moreover, for each Ay-basic
interval [v, v′] such that v ∈ P we have that v′ ∈
A. Thus there are no f -identifiable vertices and
(T,A, f) is a canonical model.
(b) Observe that ai ∈ Z(A
y)i mod p for each 1 ≤
i ≤ r. In particular, the edge Ir+p+q−t = [ar, at+k]
is contained in the y-branch Z(Ay)r mod p , which
is different from Zp since, by assumption, r /∈ pN.
Then f(at+k) ∈ Z(A
y)r+1 mod p 6= Z(A
y)1 and
f(ar) = a1 ∈ Z(A
y)1. In consequence, (T,A, f)
is non-twist around y. Moreover, since the orbit
of each vertex of Z⋆(A) \ {y} contains at ∈ A, it
follows that (T,A, f) is y-expansive.
(c) Since x(Ay)i = vi and f(vi) = vi+1 for 1 ≤
i ≤ p, we get that p is a type of Ay. Furthermore,
min{q1, q2, . . . , qp} = qp. Since [y, f
i(vp)] ∩ A =
[y, vp+i]∩A = ∅ for 1 ≤ i ≤ q−1 and [y, f(vp+q−1)]∩
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A = {at}, it follows that q is the rotation index of
the type p.
(d) The f -graph of Ay contains exactly the fol-
lowing elementary loops:
(i) I1 → I2 → . . . → Ip → I1, which we denote
by α and we take as the typical loop.
(ii) Ii → Ii+1 → . . . → Ir+p+q−t → Ii for each
1 ≤ i ≤ 2p + q − t such that i ≡ 1 (mod p),
which we denote by βi. Each βi is positive
and |βi| = r+ p+ q− t− i+1 ∈ r+ pN∪{r}.
Note that βi is external only when i = 1.
(iii) Ii → Ii+1 → . . . → Ir+p+q−t → Ii for each
1 ≤ i < 3p+ q− t such that i ≡ r+1 (modp),
which we denote by γi. Each γi is negative
and |γi| = r + p + q − t − i + 1 ∈ pN. The
maximum of the lengths of γi is |γr+1 mod p| =
r + p + q − t − (r mod p) and the minimum
is r − (r mod p)− p. Note that γi is external
only when i = r + 1 mod p.
(iv) K1 → K2 → . . . → Kp → I2p+q−t+1 → . . . →
I2p+q−t+sp → K1, which we denote by δ. Note
that δ is negative and |δ| = (s+ 1)p.
(v) Kr+1 mod p → Kr+1 mod p+1 → . . . → Kp →
I2p+q−t+1 → . . . → Ir+p+q−t → Kr+1 mod p,
which we denote by ǫ. Note that ǫ is positive
and |ǫ| = r + 1− (r + 1 mod p) ∈ pN.
(vi) Ii → Ii+1 → . . . → I2p+q−t+sp → Ii for each
p + 1 ≤ i < 2p + q − t such that i ≡ 1 (mod
p), which we denote by σi. Note that σi is
negative and |σi| = 2p+q−t+sp−i+1 ∈ pN.
(vii) I2p+q−t → K1 → K2 → . . . → Kp →
I2p+q−t+1 → . . . → Ir+p+q−t → I1 → . . . →
I2p+q−t, which we denote by τ . Note that τ
is negative and |τ | = r + 2p+ q − t ∈ r + pN.
Since p + q − t = lp, we have |β1| = r + lp. By
Lemma 3.3, there is a fixed point x ∈ I1 = [y, v1]
of f r+lp associated to β1. Since v1 is not periodic,
x 6= v1. Moreover, x 6= y since y ∈ Fix(f) and some
iterate of x belongs to Ir+lp, which does not contain
y. Therefore, x ∈ (y, v1). Since β1 is simple, from
Lemma 3.5 it follows that the period of x is r + lp.
On the other hand, y ∈ Fix(f) and p ∈ Per(f) by
Lemma 4.2. Therefore,
Per(f) ⊃ {1, p, r + lp}. (23)
Since β1 and γr+1 mod p are external, by Lemma 4.6
we get Per(g) ⊃ {(r + lp)i + pj : i, j ≥ 1} ∪ {(r −
(r mod p) + lp)i + pj : i, j ≥ 1}. Furthermore,
since each γi is simple and negative it satisfies (b)
of Lemma 3.5 and, hence, f has periodic orbits of
periods {r − (r mod p) − p, r − (r mod p), . . . , r −
(r mod p) + lp}. So we have
Per(f) ⊃ {(r + lp)i+ pj : i, j ≥ 1}∪
pN \ {2p, 3p, . . . , r − (r mod p)− 2p}.
From this and (23) it follows that
Per(f) ⊃ S∗p (r + lp)\
{2p, 3p, . . . , r − (r mod p)− 2p}. (24)
Since λp is defined to be the larger multiple of p
smaller than r+p+ q+1, we have λp > r− (r mod
p)− 2p and from (24) we get
Per(f) ⊃ S∗p (r + lp) \ {2p, 3p, . . . , λp}.
To end the proof we must show that Per(f) ⊂
S∗p (r). The only periodic orbits contained in Ay are
{y}, A and {y1, y2, . . . , yp}. On the other hand, by
Lemma 3.2 each periodic orbit which does not inter-
sect Ay is associated to a loop. Each loop in the f -
graph of Ay is either elementary or a concatenation
of some elementary loops, which are α, βi, γi, δ, ǫ,
σi, τ and their respective shifts. The length of each
of these elementary loops belongs to pN∪ (r+ pN).
Given i, j ∈ N and m,n ∈ pN ∪ (r + pN), we have
im+ jn ∈ S∗p (r). It follows that the length of each
loop in the f -graph of Ay belongs to S∗p (r) and thus
(d) holds.
Case 4. p > 1, q > 0 and r ∈ pN.
The construction is very similar to that of the pre-
vious case. We have ai ∈ Z(A
y)i mod p for 1 ≤ i < r,
but in this case we replace the edge [ar, at+k] by an
edge [y, ar] contained in Cl(Z
∗(A)). The details are
left to the reader. See Fig. 8 for an example with
r = 20, p = 4 and q = 1.
Proof of Theorem 9.1. In order to prove (a) we use
Proposition 9.2 iteratively. Set ki = p1p2 · · · pi with
pi > 1 for 1 ≤ i ≤ m. Let us consider a tree R0 con-
sisting of a single point x and the map h0(x) = x.
Then (R0, {x}, h0) is a canonical model such that
Per(h0) = {1}. We use Proposition 9.2 with s = pm
and obtain a canonical model (R1, B1, h1) such that
Per(h1) = {1} ∪ pm Per(h0) = {1, pm} and |B1| =
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Fig. 8. A (20,4,1)-model
pm. We use again Proposition 9.2 with s = pm−1
and obtain a canonical model (R2, B2, h2) such that
Per(h2) = {1} ∪ pm−1 Per(h1) = {1, pm−1, pm−1pm}
and |B2| = pmpm−1. We can iterate this argu-
ment m − 1 times and finally obtain a canonical
model (Rm−1, Bm−1, hm−1), which we denote as
(R,B, h). Then |B| = p1p2 · · · pm−1 and Per(h) =
{p1, p1p2, . . . , p1p2 · · · pm} = K. Thus (a) is proved.
Now we prove (b) analogously. We must con-
struct a canonical model (S, P, g) with all the
prescribed properties. By Proposition 9.3, we
can consider an (r, p, q)-model, which we denote
by (Tm, Am, fm). Since Am is a periodic orbit,
(Tm, Am, fm) is 0-orbital. As above, we use m − 1
times Proposition 9.2 to obtain a sequence of canon-
ical models (Ti, Ai, fi) for 1 ≤ i < m such that
(i) For 1 ≤ i < m there exists yi ∈ Fix(fi) such
that (Ti, Ai, fi) is a yi-expansive 0-orbital
canonical model.
(ii) (Ti+1, Ai+1, fi+1) is a partial pi-reduction of
(Ti, Ai, fi) for each 1 ≤ i < m. Furthermore,
Per(fi) = {1} ∪ pi Per(fi+1).
(iii) |Ai| = pi|Ai+1| for 1 ≤ i < m.
(iv) (Ti, Ai, fi) is twist around yi for 1 ≤ i < m.
Thus, by Remark 6.1, E(Ti, Ai, fi) = ∅. In
particular, E˜(Ti, Ai, fi) = ∅.
By Proposition 9.3(a–c), |Am| = r, there exists
ym ∈ Fix(fm) such that (Tm, Am, fm) is non-twist
around ym and p is a type of A
ym
m . Furthermore,
since En(Tm) ⊂ Am, from Proposition 6.5 we get
E˜(Tm, Am, fm) 6= ∅.
So if we set pm = p then {(Ti, Ai, fi), yi, pi}
m
i=1
is a sequence of partial reductions of (T1, A1, f1).
Therefore, if we define (S, P, g) = (T1, A1, f1) and
(S, P , g) = (Tm, Am, fm) then {(S, P , g),K} is a
complete reduction of (S, P, g).
From the properties of an (r, p, q)-model listed
in Proposition 9.3 we get that |P | = |P
◦
| = r and q
is a rotation index associated to the type p. It fol-
lows that p(S, P , g) = p and q(S, P , g) = q. More-
over, n(S, P , g) = 0 since (S, P , g) is 0-orbital. Fi-
nally,
S∗p (r + lp) \ {2p, 3p, . . . , λp}
⊂ Per(g) ⊂ S∗p (r),
(25)
where lp = p+ q − (q mod p) and λp is the largest
multiple of p smaller than r + p + q + 1. From (ii)
it follows that
Per(g) = K ∪ kPer(g). (26)
By Remark 2.2, the theorem follows from (25) and
(26) by taking C = kPer(g).
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