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Abstract
This thesis is devoted to the study of the Hilbert transform and its applications in computational
finance. We will show in this thesis that under some mild conditions, the Hilbert transform can
be approximated by the discrete Hilbert transforms with exponentially decaying errors in both one
dimensional and two dimensional cases. The resulting discrete Hilbert transform can be efficiently
implemented using fast Fourier transform. Based on this theory, many effective numerical schemes
are developed to price European and American type vanilla and exotic options under various financial
assets models.
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Chapter 1
Introduction
This thesis mainly focuses on three parts. In the first part, we give some useful representations of the
cumulative distribution function(cdf) for a random variable with known characteristic function(cf)
and its applications in financial engineering and applied probability. In the second part, we develop
some efficient numerical schemes for pricing Bermudan options under geometric Le´vy process mod-
els. In the third part, we explore the theory of the approximation of the two dimensional Hilbert
transform and its applications in pricing two asset options.
Starting with the first part, we know that the computation of the probability density function
(pdf) and the cumulative distribution function (cdf) for a random variable with known characteristic
function (cf) has been of an important technique with innumerable applications in applied proba-
bility, statistics, engineering, economics and finance. In these applications, the pdf or the cdf does
not have a simple closed form expression and has to be computed numerically by inverting the cf.
Fast and accurate inversion methods for the cdf or the pdf are thus essential. While the pdf can be
obtained fairly straightforwardly via a simple Fourier inversion, the inversion of the cf for the cdf is
relatively more involved.
Although the inversion formula of Le´vy was the first such results, that of Gil-Pelaez ([60]),
known as the Gil-Pelaez formula, is much more convenient and has been widely used in numerous
applications. While Le´vy’s formula requires the knowledge of the cdf at a given point, the Gil-
Pelaez formula involves only a single integral and can be used to compute the value of the cdf at
any continuity point.
However, the discrete approximation of the Gil-Pelaez integral is a rather delicate issue. For
example, Imhof (1961) considers the computation of the cdf of a quadratic form in normal random
variables. The Gil-Pelaez integral is truncated and then discretized using the trapezoidal and Sim-
pon’s rules. It was observed that the trapezoidal rule is actually more accurate than the Simpson’s
rule. Therefore, a naive implementation of the Gil-Pelaez formula is undesirable. In fact, for a large
class of continuous distributions, trapezoidal type rules turn out to be remarkably accurate with
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exponentially decaying errors, as will be shown in this thesis.
Many Fourier series methods have been proposed for the inversion of the cf. For example, Davies
(1973), and Schorr (1975) obtained two Fourier series representations for the cdf of a distribution with
known cf. Similar series representations can be obtained using the well known Poisson summation
formula (see Bohman (1970, 1972, 1975)). Waller et. el. (1995) illustrated the application of such a
series representation proposed by Bohman (1975) in statistics. A well known series representation
in engineering literature, known as the Beaulieu series, is due to Beaulieu (1990). This is further
investigated in Tellambura and Annamalai (2000). For a review of Fourier series methods (these
include Poisson summation formula based methods since the Poisson summation formula itself can
be derived using Fourier series) for computing the cdf of a distribution by inverting the cf and their
applications in applied probability, see Abate and Whitt (1992).
For Fourier series based methods, the discretization error of approximating the cdf by an infinite
series is usually an infinite series itself in terms of the (unknown) cdf. Since only the characteristic
function is known analytically, it is desirable to have a discretization scheme whose error is expressed
in terms of the characteristic function explicitly. Also, the infinite series representation obtained
needs to be truncated for numerical implementation. The introduced truncation error needs to be
addressed. In all of the previously mentioned works, the discretization procedure and the truncation
procedure are treated separately. This can be inconvenient since a user has to select an appropriate
step size for the discretization and an appropriate truncation level separately. It is thus desirable to
have an automatic procedure that can select appropriate discretization step size for given truncation
level, and vice versa. Finally, in many applications, it is desirable to compute values of the cdf for a
sequence of equally spaced points simultaneously. Therefore, an efficient scheme should allow such
a feature.
We propose a method based on Hilbert transform for the computation of the cdf for a distribution
with known characteristic function (Hilbert transform methods were first introduced to financial
engineering in [55], where a remarkably fast and accurate approach was proposed for the pricing of
discretely monitored barrier options and defaultable bonds in Le´vy process models). The Hilbert
transform can be discretized using a very simple trapezoidal type rule (discrete Hilbert transform)
and an infinite series representation is obtained for the cdf. The discretization error converges
exponentially in 1/h, where h is the step size used to discretize the Hilbert transform, for a large
class of distributions whose characteristic functions are analytic in a horizontal strip containing the
real axis in the complex plane. The discretization error depends on the characteristic function itself
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only (Strawderman (2004) proposed a method with similar features as ours. However, Strawderman’s
method deals with Gil-Pelaez integral directly. It turns out that an exponential tilting procedure is
required and the associated analytic strip for the integrand is narrower than the analytical strip of
the original characteristic function. The resulting discretization error could therefore be much larger
than that can be obtained using the Hilbert transform method). Moreover, when the characteristic
function has exponentially decaying tails, which is the case for many financial applications, a specific
rule is provided on the selection of the discretization step size and the truncation level. The resulting
scheme is shown to be convergent exponentially in terms of the truncation level. Therefore, it is
enough for the user to use a single control parameter, namely, the truncation level. Finally, the
discrete approximation obtained can be implemented efficiently so that values of the cdf for a
sequence of equally spaced points can be computed simultaneously. Instead of using the fast Fourier
transform directly, we propose the use of fractional fast Fourier transform. This allow the length
between two adjacent points, where the values of the cdf are computed, to be arbitrary. This is in
contrast to a direct application of the fast Fourier transform method, where the length between two
adjacent points depends on the step size h and hence the user does not have enough freedom.
To exhibit the power of the proposed inversion method, we consider various applications in
financial engineering. In financial engineering, we are often interested in the pricing of financial
derivatives when the underlying asset price process is governed by a certain stochastic process. In
many cases, e.g., in affine jump diffusion models (see Merton (1976), Heston (1993), Bates (1996),
Duffie et al. (2000), Kou (2002), Chacko and Das (2002)) and Le´vy process models (see monographs
Bertoin (1996), Sato (1999), Applebaum (2004), Cont and Tankov (2004), Kyprianou (2006) for more
details about Le´vy processes and Le´vy models in finance), the transition probability densities and
the cdf’s of the underlying processes are either very complicated or not available analytically, while
the cf’s are known. Therefore, the proposed Hilbert transform method can be used when applicable.
For example, the price of a European vanilla option can be expressed in terms of two probabilities.
Each probability can be computed using our Hilbert transform based inversion formula.
In finance literature, the probabilities are usually computed using the Gil-Pelaez inversion for-
mula (e.g., Heston (1993), Bates (1996), Duffie et al. (2000), Bakski and Madan (2000)). However,
discrete approximation of the resulting Gil-Pelaez integral is usually not discussed (except for Bates
(1996), where a Gauss-Kronrod rule based on IMSL subroutine DQDNG is used) and it is thus not
clear whether the integral is computed efficiently. As mentioned earlier, a naive implementation of
the Gil-Pelaez integral may not be efficient. Also, the remarkable efficiency that the fast Fourier
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transform can bring was not incorporated. A seminal paper that utilizes the power of the fast Fourier
transform is due to Carr and Madan (1999). In this paper, the authors derived a pricing formula
based on the Fourier inversion of the option value function, discretized the Fourier inversion integral
using the Simpson’s rule, and computed the discrete approximation using the fast Fourier transform.
Since the option value function is not integrable, an exponential dampening procedure must be used.
Similar approaches can be found in Raible (2000), Lee (2004), and [55] (in the latter two papers,
it was realized that the trapezoidal rule is in fact much more accurate with exponentially decaying
errors than the Simpson’s rule). One reason that such an approach is taken is that it is believed in
finance literature that the Gil-Pelaez integral can not be discretized in a way that the FFT can be
used. However, as will be shown in this thesis, the Gil-Pelaez itnegral can actually be discretized
efficiently using a simple rule with remarkable accuracy and the resulting discrete approximation
can be evaluated using the FFT. As a result, a dampening procedure is not required, although such
a procedure sometimes is helpful. This makes programming much easier for practitioners who prefer
not to do the dampening procedure.
In addition to computing the cdf, we also obtain Hilbert transform representations for some
important expectations involving an indicator function. As a result, our method can also be applied
to efficient valuation of more exotic products. For example, standard Asian interest rate options
in affine models can be priced easily with remarkable accuracy. This is due to the fact that the
characteristic function of the averaging process in such models is known analytically (see Chacko
and Das (2002)). We consider the valuation of standard Asian interest rate options in the Cox-
Ingersol-Ross (CIR) model. Dassios and Nagaradjasarma (2004) derived a pricing formula for such
options. However, it is more involved to implement since the pricing formula is expressed in terms
of a triple series and the coefficients of the series have to be computed recursively. In this thesis,
we present a Hilbert transform representation for the Asian option price which can be implemented
rather straightforwardly with high accuracy. Moreover, our method can be easily extended to the
pricing of Asian interest rate options in affine jump diffusion models (see Chacko and Das (2002))
where analytical expressions are not available.
As for the second part, it is well known that the commonly used Black-Scholes-Merton option
pricing model ([16]) understates the likelihood of extreme price movements in financial markets. One
popular class of alternative models are Le´vy process models. They relax the restrictive assumptions
of the Black-Scholes-Merton model by allowing jumps in the underlying asset price. Le´vy models
include finite activity jump-diffusion models ([76]) as well as infinite activity pure jump models (e.g.,
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[8], [47], [85], [30]).
Due to the Le´vy-Khintchine formula for infinitely divisible distributions, the characteristic func-
tion of a Le´vy process often admits a simple analytical expression. Fourier transform based methods
can thus be applied for pricing European style contracts. For a European vanilla option, the val-
uation problem reduces to computing a conditional expectation. One can compute the Fourier
transform of this expectation. The option price is then recovered via a Fourier inversion (see [31],
[82], [55]). For European style path dependent options such as discrete knock-out barrier options,
the valuation problem reduces to a backward induction, where one computes a conditional expecta-
tion at each time step. The resulting expectation is then multiplied by a barrier indicator function
to reflect the fact that the option is knocked out whenever the underlying asset price falls into the
knock-out region at any monitoring time. [55] notices that monitoring the barrier in the state space
corresponds to taking a Hilbert transform in the Fourier space and develops a method that is very
fast and accurate, with exponentially decaying errors. The Hilbert transform method is extended
in [58] to computing exponential moments of the discrete extremum of a Le´vy process and pricing
European style discrete lookback options in Le´vy models.
However, most option contracts traded on exchanges and in the over-the-counter market are of
American style and hence can be early exercised. It is thus of great interest to develop efficient
methods for pricing options with early exercise features. An important class of options that allow
early exercise are Bermudan options. In contrast to an American option, which can be exercised at
any time before the option maturity, a Bermudan option can only be early exercised on a discrete
set of monitoring times. In this thesis, we mainly focus on pricing Bermudan style options (on a
finite time horizon; for the pricing of perpetual Bermudan options, see [81]). On the other hand, the
valuation of Bermudan options can be considered as an approximation procedure for the valuation
of American options, as the number of monitoring times increases. An empirical study of the
convergence of Bermudan options to American options is included in Section 6.7.
The valuation of Bermudan options corresponds to a discrete optimal stopping problem, which
usually admits no analytical solution and must be solved numerically. The optimal stopping problem
can be implemented using a backward induction, where at each monitoring time, one computes a
conditional expectation representing the continuation value of the option and compare it with the
option payoff representing the profit of immediate exercise. The main objective of the Bermudan
option valuation problem is thus computing these conditional expectations. [83] presents a least
square monte carlo approach, where the conditional expectation is estimated via a least square
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regression using simulated sample paths. As other monte carlo based methods (see [64]), this
approach is more attractive for multi-dimensional applications. [117] presents a double exponential
fast Gauss transform method. The conditional expectation is computed using a double exponential
formula. The discrete approximation is implemented using the fast Gauss transform. This method
can be used to price Bermudan options in Gaussian models such as Black-Schole’s Merton model
and Merton’s normal jump diffusion model. It is very fast and accurate, with exponentially decaying
pricing errors. However, to apply the fast Gauss transform, it requires a Gaussian type density for
the underlying stochastic process and hence does not extend to general Le´vy models. [53] proposes a
Fourier-cosine series expansion approach for pricing Bermudan vanilla options in Le´vy models that
also exhibits exponentially decaying pricing errors. To compute the conditional expectation, one
approximates the transition probability density of the underlying stochastic process by a Fourier
cosine series. The discrete approximation is implemented using Toeplitz and Hankel matrix vector
multiplications, which can be conducted using the fast Fourier transform. In this approach, the
Toeplitz and Hankel matrices change over time. Consequently, five runs of the fast Fourier transform
are required for each time step. The Hilbert transform method we present also leads to Toeplitz
matrix vector multiplications. However, the Toeplitz matrix is fixed over all time steps for Bermudan
vanilla options. Therefore, only two runs of the fast Fourier transform are needed. [86] proposes a
method that also approximates the transition density of the underlying Le´vy process, however, by
a lattice. This method is computationally intensive when the number of monitoring times is large.
[59] presents an extrapolation approach, where the conditional expectation is computed by solving
a partial integro-differential equation numerically. It can be applied to pricing Bermudan options
in general jump-diffusion models as well as in diffusion extended infinite activity Le´vy models.
However, this method requires the existence of a diffusion term and does not apply directly for pure
jump Le´vy models. [71] proposes a Fourier space time-stepping method for options pricing in Le´vy
models. It uses the fact that the conditional expectation is essentially a convolution of the option
value at a previous time step and the transition density of the Le´vy process. The Fourier transform
of the continuation value of the option at the current time step is thus a product of the Fourier
transform of the option value at the previous time step and the characteristic function of the Le´vy
process. The algorithm thus proceeds as follows: knowing the option value function at the previous
time step (on a certain grid), one computes its Fourier transform using a trapezoidal rule, multiplies
the result by the characteristic function, and computes the Fourier inverse integral of the resulting
product. The method is second order accurate due to the trapezoidal sum approximations of the
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Fourier and Fourier inverse integrals. As is also shown in [55], the pricing error of such an approach
converges polynomially when Newton-Cotes type schemes are used.
In this part of thesis, we show that, instead of switching between the Fourier space and the
state space, one can conduct all computations in the Fourier space directly. Moreover, the simple
trapezoidal rule in the Fourier space becomes remarkably accurate, with exponentially decaying
errors, due to powerful approximation theory for analytic functions. This is in contrast to the
second order accuracy of the trapezoidal scheme in the state space, as exhibited in [71]. Our
method is based on the key observation that monitoring the early exercise boundary for a Bermudan
option in the state space corresponds to taking a Hilbert transform in the Fourier space. More
specifically, at each monitoring time, the option value is equal to the maximum of the option
payoff and the continuation value (which is the conditional expectation we mentioned previously).
There exists a critical asset price level (the early exercise boundary) such that on one side of
this level, the option value equals the payoff, and on the other side, the option value equals the
conditional expectation. The option value function can thus be expressed as a summation of the
payoff multiplied by an indicator function and the conditional expectation multiplied by another
indicator function. This leads to a Hilbert transform representation for the Fourier transform of
the option value function. Our method thus proceeds as follows: knowing the Fourier transform
of the option value at the previous time step, one computes the Fourier transform of the option
value at the current time step using the Hilbert transform representation. A final Fourier inversion
leads to the option price at time zero. In contrast to [71], we stay in the Fourier space for all
time steps. Our method thus involves a sequential evaluation of Hilbert transforms. The Hilbert
transforms are discretized using very simple trapezoidal type schemes, yet with remarkable accuracy.
The discretization error converges exponentially in terms of 1/h, where h is the step size used to
approximate the Hilbert transforms. We truncate the resulting infinite sums with truncation level
M . The discrete approximation then corresponds to a Toeplitz matrix vector multiplication, which
can be implemented using the fast Fourier transform. As for the early exercise boundary, it solves
the equation where the payoff equals the conditional expectation. We obtain a Fourier inverse
representation for the conditional expectation, which can be discretized using the trapezoidal rule,
again with exponentially decaying errors. The early exercise boundary is then found using the
Newton-Raphson method, which requires only a few iterations to achieve great accuracy. The
computational cost of our method is O(NM log(M), where N is the number of monitoring times,
and M is the truncation level. Moreover, for a wide class of Le´vy processes, we present a convenient
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procedure for selecting the step size h as a function of the truncation level M . The resulting pricing
error then converges to zero exponentially in terms of M . This is very convenient in practice since
we only need to worry about one control parameter, M , which represents the computational cost of
the method. In addition to Bermudan vanilla options, we also consider Bermudan style knock-out
barrier and floating strike lookback options in Le´vy models. For a Bermudan barrier option, an
extra monitoring of the barrier does not cause any additional work for our method. For a Bermudan
floating strike lookback option, we reduce the dimension of the problem to one and obtain a Hilbert
transform representation for the valuation problem. In [117], the double exponential fast Gauss
transform method of [117] is extended to pricing Bermudan floating strike lookback options in
Gaussian models. Again, this method does not extend to general Le´vy models.
Finally, our method can also be used to price American style options. The valuation of Ameri-
can options has been intensively studied. For the pricing of American vanilla options in the Black-
Scholes-Merton model, see [26] and references cited therein (see also [27] for a recent survey). Amer-
ican options pricing in Kou’s double exponential jump diffusion model is considered in [77] and [79],
where methods based on the extension of Barone-Adesi and Whaley’s approximation and the Laplace
transform are studied. [100] proposes a multinomial method for pricing American options in general
Le´vy models. [81] extends Carr’s randomization method (see [33]) for pricing American options in
Le´vy models. Methods based on numerical solutions to partial integro-differential complementarity
problems for pricing American options in Kou’s jump diffusion as well as various pure jump Le´vy
models are investigated in, e.g., [66], [2], [115] and [113]. In this thesis, we empirically investigate
the convergence of Bermudan options to American ones. Numerical results show that Bermudan
vanilla options converge to American ones at the rate 1/N , where N is the number of monitoring
times. This is consistent to the findings reported in [67] which establishes the 1/N convergence in
the Black-Scholes-Merton model. However, this characteristic convergence rate seems to hold also
in the Le´vy models we consider. The Richardson extrapolation can thus be applied and accurate
approximations to American vanilla option prices are obtained. Similarly, American style knock-out
barrier and floating strike lookback option prices can be approximated either using the Richardson
extrapolation or by taking a large enough number of monitoring times.
In the last part of the thesis, we are mainly concerned about the multi-assets modeling and the
pricing of options depending on more than one assets. Many options traded in the over-the-counter
market have payoffs depending on more than one assets. These include two-dimensional barrier
options, exchange options and rainbow options. Compared to one dimensional asset modeling, the
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main difficulty in modeling multi-asset models is modeling the correlation between assets. Tradi-
tionally, multivariate assets models are constructed using multivariate Brownian motion. However,
the inability of Brownian motion to capture the empirical market features has been well known. In
recent years, many attentions have been paid to the construction of multivariate assets models based
on multivariate Le´vy processes. For example, [48] proposed a multivariate variance gamma model in
which independent Le´vy processes are time changeed by a common variance gamma process which
is interpreted as business time rather than the standard calendar time. However, this model has a
few drawbacks, such as the lack of independence and a limited range of dependence. To fix these
problems, [49] investigates multivariate subordinations which are consisted of two components, a
common and an idiosyncratic component. The common component can be interpreted as measure of
overall market activity and idiosyncratic time shift links to the asset specific trade and information
update, respectively. But the correlations in this model are still not flexible enough as shown in
[80] who presented another class of multivariate Le´vy models by using linear transformation. [119]
proposed a multivariate jump diffusion model with both correlated common jumps and individual
jumps. The jump sizes of follow a multivariate asymmetric Laplace distribution. The advantage of
this model is that it is possible to get analytic solutions for certain options, such as two dimensional
barrier options and exchange options. In this thesis, we consider these models, in particular, Huang
and Kou’s model and the multivariate NIG model.
We extend the approximation theory of one dimensional Hilbert transform to the two dimen-
sional case. We find that under similar conditions, it is possible to obtain exponentially decaying
discretization error estimates for two dimensional case. For a specific class of characteristic func-
tions, such as Schwartz functions, the upper bound of the error estimates can be obtained. Finally,
we apply the results of this extension to price two asset options, such as exchange options, rainbow
options and two assets barrier options.
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Chapter 2
Mathematical Preliminaries
This chapter presents some mathematics tools that we will used in later chapters. We will first
introduce Hilbert transform and some related results. Then we present some powerful results on
the approximation of functions that are analytic in a horizontal strip in the complex plane. It can
actually be shown that these functions can be approximated with remarkable accuracy by an infinite
series, the Whittaker cardinal series, constructed from its values at a discrete set of points. The
approximation error decays exponentially. As a result, integration and Hilbert transformation of such
functions can be approximated highly accurately using rather simple discretization schemes([57]).
This chapter forms the basis of the theory developed later.
2.1 Hilbert transform
The Hilbert transform of an integrable function f is well defined by the following Cauchy principal
value integral (see, e.g., [105]):
Hf(x) = 1
pi
p.v.
∫
R
f(y)
x− y dy.
Denote the Fourier transform of f by fˆ :
fˆ(ξ) = Ff(ξ) =
∫
R
eiξxf(x)dx.
Suppose that fˆ is also integrable. A well-known identity in Fourier analysis that is crucial for our
applications of the Hilbert transform is the following(see, e.g., [34]):
F(f · sgn)(ξ) = iHfˆ(ξ).
Here sgn(x) is a signum function which takes value 1 for positive x, −1 for negative x, and zero for
x = 0. Using the translation property of the Fourier transform, it is easy to obtain the following for
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any −∞ < l < u < +∞:
F(1(l,∞) · f)(ξ) = 1
2
fˆ(ξ) +
i
2
eiξlH(e−iηlfˆ(η))(ξ), (2.1)
F(1(−∞,u) · f)(ξ) = 1
2
fˆ(ξ)− i
2
eiξuH(e−iηufˆ(η))(ξ). (2.2)
Subtracting F(1(−∞,l] · f)(ξ) from F(1(−∞,u) · f)(ξ), we immediately get
F(1(l,u) · f)(ξ) =
∫
R
fˆ(η)ei(ξ−η)(u+l)/2
sin((ξ − η)(u− l)/2)
pi(ξ − η) dη. (2.3)
2.2 Approximation for Analytic Functions
In this section, we will present the approximation theory for functions analytic within a horizontal
strip on the complex plane.
2.2.1 Trapezoidal Rule
It is well known that the trapezoidal rule for approximating the integral of a differentiable function
is second order accurate. However, when the integrand is analytic in a horizontal strip containing
the real line, the simple trapezoidal rule is often surprisingly accurate, with exponentially decaying
errors. More specifically, for d− < 0 and d+ > 0, define D(d−,d+) = {z ∈ C : =(z) ∈ (d−, d+)}, where
=(z) refers to the imaginary part of a complex variable z ∈ C. Let D¯(d−,d+) = {z ∈ C : =(z) ∈
[d−, d+]} be the closure of D(d−,d+). We consider the following class of functions that are analytic
in D(d−,d+):
Definition 2.2.1. A function f is in H(D(d−,d+)) if f is analytic in D(d−,d+), continuous on
D¯(d−,d+), ∫ d+
d−
|f(x+ iy)|dy → 0, x→ ±∞,
and
||f ||H(D(d−,d+)) :=
∫
R
(|f(x+ id−)|+ |f(x+ id+)|)dx <∞.
In the following, we study the trapezoidal rule for integration of functions in H(D(d−,d+)). The
main tool we use is the residue theorem. Suppose that f is in H(D(d−,d+)). We are interested in
I(f) =
∫
R
f(x)dx.
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We approximate I(f) by the trapezoidal sum with step size h and denote the error by EIh:
EIh =
∫
R
f(x)dx−
∞∑
k=−∞
f(kh)h.
Then we have the following explicit expression and bounds for EIh:
Theorem 2.2.2. If f ∈ H(D(d−,d+)), then
EIh =
∫ +∞+id−
−∞+id−
f(z)
1− e2piiz/h dz +
∫ +∞+id+
−∞+id+
f(z)
1− e−2piiz/h dz.
Moreover,
|EIh| ≤
e−2pi|d−|/h
1− e−2pi|d−|/h
∫
R
|f(x+ id−)|dx+ e
−2pid+/h
1− e−2pid+/h
∫
R
|f(x+ id+)|dx.
In particular, with d = min(d+,−d−),
|EIh| ≤
e−2pid/h
1− e−2pid/h ||f ||H(D(d−,d+)).
Proof. refer to [57]
The above theorem shows that the simple trapezoidal rule is actually highly accurate for well
behaved functions analytic in a horizontal strip containing the real axis. The error is of the order
O(e−2pid/h). It converges to 0 exponentially as h → 0. Here d is the minimal distance of the real
axis to the boundary of the strip D(d−,d+).
The accuracy of the trapezoidal rule based on Theorem 2.2.2 depends on d = min(d+,−d−).
This might be poor for functions in H(D(d−,d+)) where D(d−,d+) is highly asymmetric and one of
d+ and −d− is close to zero. However, this can be easily addressed by applying the trapezoidal rule
on the line {z : =(z) = a} for some a ∈ (d−, d+). Denote the approximation error by
EIh(a) =
∫
R
f(x)dx−
∞∑
k=−∞
f(kh+ ia)h.
We have the following explicit expression and bounds for EIh(a):
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Theorem 2.2.3. If f ∈ H(D(d−,d+)), then for any a ∈ (d−, d+),
EIh(a) =
∫ +∞+id−
−∞+id−
f(z)
1− e2pii(z−ia)/h dz +
∫ +∞+id+
−∞+id+
f(z)
1− e−2pii(z−ia)/h dz.
Moreover,
|EIh(a)| ≤
e−2pi(a−d−)/h
1− e−2pi(a−d−)/h
∫
R
|f(x+ id−)|dx+ e
−2pi(d+−a)/h
1− e−2pi(d+−a)/h
∫
R
|f(x+ id+)|dx.
In particular, with da = min(d+ − a, a− d−),
|EIh(a)| ≤
e−2pida/h
1− e−2pida/h ||f ||H(D(d−,d+)).
Proof. refer to [57]
Theorem 2.2.3 reduces to Theorem 2.2.2 when a = 0. It can be seen that the accuracy of the
trapezoidal rule applied on the line {z : =(z) = a} is O(e−2pida/h). For the case when d+ and
−d− are very different, one can select an appropriate a ∈ (d−, d+) such that da is larger that
d = min{d+,−d−}. For finite d− and d+, a plausible value for a is a = (d− + d+)/2. With this a,
da = (d+ − d−)/2 is maximized.
2.2.2 Whittaker Cardinal Series
In the previous section, we see that the trapezoidal rule is highly accurate for functions analytic
in a horizontal strip containing the real axis. In this section, we show that such a function can
be approximated from its values on a discrete set of points by the so called Whittaker cardinal
series with remarkable accuracy. The high accuracy of the trapezoidal approximation is then an
immediate result. Moreover, based on the Whittaker cardinal series, one can obtain highly accurate
approximations for various transforms of such a function.
Definition 2.2.4. The Whittaker cardinal series with step size h for a function f is given by the
following:
C(f, h)(z) =
∞∑
k=−∞
f(kh)
sin(pi(z − kh)/h)
pi(z − kh)/h .
Functions in H(D(d−,d+)) can be approximated by its cardinal series very accurately. Denote the
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approximation error by
Efh(z) := f(z)−
∞∑
k=−∞
f(kh)
sin(pi(z − kh)/h)
pi(z − kh)/h .
In the following theorem, we obtain a closed form expression for Efh(z) (see also Stenger (1993)
Theorems 3.1.2, 3.1.3).
Theorem 2.2.5. If f ∈ H(D(d−,d+)), then for any z ∈ D(d−,d+),
Efh(z) =
sin(piz/h)
2pii
(∫ +∞+id−
−∞+id−
f(z′)
(z′ − z) sin(piz′/h)dz
′ −
∫ +∞+id+
−∞+id+
f(z′)
(z′ − z) sin(piz′/h)dz
′
)
.
Moreover, for any x ∈ R and y ∈ (d−, d+),
|Efh(x+iy)| ≤
1
pi(y − d−)
e−pi(|d−|−|y|)/h
1− e−2pi|d−|/h
∫
R
|f(t+id−)|dt+ 1
pi(d+ − y)
e−pi(d+−|y|)/h
1− e−2pid+/h
∫
R
|f(t+id+)|dt.
In particular, for d = min(d+,−d−) and x ∈ R,
|Efh(x)| ≤
e−pid/h
pid(1− e−2pid/h) ||f ||H(D(d−,d+)).
Proof. refer to [57]
Theorem 2.2.5 shows that the Whittaker cardinal series can be used to approximate the value
of a function f ∈ H(D(d−,d+)) in the strip Dd, d = min(d+,−d−). In particular, when z is a
real number, the approximation error is of order O(e−pid/h). However, when z ∈ Dd is a complex
number, numerical implementation of the cardinal series may encounter difficulty. Moreover, it does
not provide a reasonable approximation of f(z) for z not in Dd (the approximation error estimates
in Theorem 2.2.5 actually explode). To address these issues, we consider the following general
Whittaker cardinal series defined on the horizontal line {z : =(z) = a}, where a ∈ (d−, d+):
C(f, h, a)(z) =
∞∑
k=−∞
f(kh+ ia)
sin(pi(z − kh− ia)/h)
pi(z − kh− ia)/h .
We approximate f(z) for z ∈ D(d−,d+) by C(f, h, a)(z). Denote the error by
Efh(a, z) = f(z)−
∞∑
k=−∞
f(kh+ ia)
sin(pi(z − kh− ia)/h)
pi(z − kh− ia)/h .
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Then we have the following explicit expression and bounds for Efh(a, z).
Theorem 2.2.6. If f ∈ H(D(d−,d+)), then for any z ∈ D(d−,d+) and a ∈ (d−, d+),
Efh(a, z) =
1
2pii
(∫ +∞+id−
−∞+id−
f(z′) sin(pi(z − ia)/h)
(z′ − z) sin(pi(z′ − ia)/h)dz
′ −
∫ +∞+id+
−∞+id+
f(z′) sin(pi(z − ia)/h)
(z′ − z) sin(pi(z′ − ia)/h)dz
′
)
.
Moreover, with y = =(z),
|Efh(a, z)| ≤
(
e−pi(a−d−−|y−a|)/h
pi(y − d−)(1− e−2pi(a−d−)/h) +
e−pi(d+−a−|y−a|)/h
pi(d+ − y)(1− e−2pi(d+−a)/h)
)
||f ||H(D(d−,d+)).
In particular, with a = y = =(z),
|Efh(a, z)| ≤
(
e−pi(y−d−)/h
pi(y − d−)(1− e−2pi(y−d−)/h) +
e−pi(d+−y)/h
pi(d+ − y)(1− e−2pi(d+−y)/h)
)
||f ||H(D(d−,d+)).
Remark 2.2.7. With a = =(z), one obtains the optimal convergence rate. It is computationally
attractive to select a = =(z) since then the resulting sine terms are bounded by 1 instead of exploding
as h decreases. Intuitively, it is better if we approximate f(z) using the values of f on the horizontal
line that contains z.
Proof. refer to [57]
From Theorem 2.2.6, we see that, for any z ∈ D(d−,d+), f(z) can be approximated by its general
Whittaker cardinal series and the approximation error converges to zero exponentially as h→ 0.
2.2.3 Discrete Hilbert Transform on real line
In this section, we discuss the discrete approximation of the Hilbert transform for functions in
H(D(d−,d+)):
Hf(x) = 1
pi
p.v.
∫ ∞
−∞
f(y)
x− y dy.
The above will be approximated by an infinite series, the discrete Hilbert transform. We establish
the error estimate of the discrete Hilbert transform.(see, e.g., [106])
Theorem 2.2.8. The Hilbert transform Hf(x) with f(x) in H(D(d−,d+)) can be approximated by
the discrete Hilbert transform for a given step size h > 0:
Hhf(x) :=
∞∑
m=−∞
f(mh)
1− cos[pi(x−mh)/h]
pi(x−mh)/h . (2.4)
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with the maximum norm error of the discrete Hilbert transform decreases exponentially in 1/h as
follows
Hf(x)−Hhf(x) =
∫
R
(
(e−pid/he−ipiy/h − cos(pix/h))e−pid/h
pi(y − x− id)(eipiy/h − e−ipiy/he−2pid/h)f(y − id)
+
(e−pid/he−ipiy/h − cos(pix/h))e−pid/h
pi(y − x+ id)(e−ipiy/h − eipiy/he−2pid/h)f(y + id)
)
dy.
In particular,
||Hf −Hhf ||L∞(R) ≤ e
−pid/h
pid(1− e−pid/h) ||f ||H1(Dd).
Proof. refer to [57]
2.2.4 Discrete Hilbert Transform with complex values
More generally, we are interested in evaluating integrals of the form
Hf(z) = 1
pi
p.v.
∫ ∞
−∞
f(y)
z − y dy
for a complex number z ∈ C. Note that the above integral may exist in the usual sense when
=(z) 6= 0. In that case, one may drop “p.v.” in the above expression. And similar to the real
number case, we have the following discrete approximation and error estimate.
Theorem 2.2.9. The Hilbert transform Hf(z) with f(z) in H(D(d−,d+)) can be approximated by
discrete Hilbert transform:
Hhf(a, z) =
∞∑
k=−∞
f(kh+ ia)
1− cos(pi(z − kh− ia)/h)− sgn(=(z)) · i · sin(pi(z − kh− ia)/h)
pi(z − kh− ia)/h .
(2.5)
and for any z ∈ C and a ∈ (d−, d+), error estimate is
EHh f(a, z) =
1
2pii
∫ +∞+id−
−∞+id−
f(z′)[e−ipi(z
′−ia)/h − cos(pi(z − ia)/h)− sgn(=(z)) · i · sin(pi(z − ia)/h)]
(z′ − z) sin(pi(z′ − ia)/h) dz
′
− 1
2pii
∫ +∞+id+
−∞+id+
f(z′)[eipi(z
′−ia)/h − cos(pi(z − ia)/h)− sgn(=(z)) · i · sin(pi(z − ia)/h)]
(z′ − z) sin(pi(z′ − ia)/h) dz
′.
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(1). For z = x+ iy with d− 6= =(z) = y < 0,
|EHh f(a, z)| ≤
(
e−2pi(a−d−)/h + e−pi(2a−d−−y)/h
pi(1− e−2pi(a−d−)/h)|d− − y| +
e−2pi(d+−a)/h + e−pi(d+−y)/h
pi(1− e−2pi(d+−a)/h)|d+ − y|
)
||f ||H(D(d−,d+)).
(2). For =(z) = y = d−,
|EHh f(a, z)| ≤
(
e−2pi(a−d−)/h
h(1− e−2pi(a−d−)/h) +
e−2pi(d+−a)/h + e−pi(d+−y)/h
pi(1− e−2pi(d+−a)/h)|d+ − y|
)
||f ||H(D(d−,d+)).
(3). For z = x+ iy with 0 < =(z) = y 6= d+,
|EHh f(a, z)| ≤
(
e−2pi(a−d−)/h + e−pi(y−d−)/h
pi|d− − y|(1− e−2pi(a−d−)/h) +
e−2pi(d+−a)/h + e−pi(d++y−2a)/h
pi|d+ − y|(1− e−2pi(d+−a)/h)
)
||f ||H(D(d−,d+)).
(4). For =(z) = y = d+,
|EHh f(a, z)| ≤
(
e−2pi(a−d−)/h + e−pi(y−d−)/h
pi|d− − y|(1− e−2pi(a−d−)/h) +
e−2pi(d+−a)/h
h(1− e−2pi(d+−a)/h)
)
||f ||H(D(d−,d+)).
(5). For z = x ∈ R with =(z) = 0, optimal convergence is obtained with a = 0. In this case,
|EHh f(x)| := |EHh f(0, x)| ≤
(
e−pi|d−|/h
pi|d−|(1− e−pi|d−|/h) +
e−pid+/h
pid+(1− e−pid+/h)
)
||f ||H(D(d−,d+)).
Proof. refer to [57]
2.3 Fractional Fourier transform
In many applications, we need to compute the fractional Fourier transforms with forms as follows:
fˆk =
M−1∑
m=0
e−2piimnθfm, k = 0, 1, · · · ,M − 1.
When θ = hδ/pi = 1/M , the above can be computed simultaneously in O(M log(M)) operations
using the fast Fourier transform (FFT) directly. In the following, we show that the fractional Fourier
transform can still be computed in O(Mlog2M) operations for an arbitrary θ ∈ R. Note that
fˆk = e
−ipik2θ
M−1∑
m=0
eipi(k−m)
2θe−ipim
2θfm, k = 0, 1, · · · ,M − 1.
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The summations correspond to the multiplication of a Toeplitz matrix by a vector. The Toeplitz
matrix can be embedded into an N ×N circulant matrix with the first column
c = (eipi0
2θ, · · · , eipi(M−1)2θ, 0, · · · , 0, eipi(M−1)2θ, · · · , eipi12θ)T .
Here N is the first power of 2 such that N ≥ 2M − 1. Note that N − (2M − 1) zeros are padded
into c. Denote
gm = e
−ipim2θfm, m = 0, · · · ,M − 1
Let g∗ be the extension of g = (g0, · · · , gM−1)T by appending N −M zeros to g. Then
fˆk = e
−ipik2θ(F−1N (FNc · FNg∗))k, k = 0, · · · ,M − 1,
which can be computed efficiently using the fast Fourier transform (FN (·) denotes the fast Fourier
transform on the vector with size N). The fractional Fourier transform was originally studied in [10]
and [11]. An application of the fast fractional Fourier transform in options valuation can be found
in [55], [35]
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Chapter 3
Le´vy models and Stochastic
Volatility Models
This chapter presents a brief introduction of Le´vy processes and Le´vy models and stochastic volatility
models. Le´vy models are the extension of Black Schole’s model, and they become quite popular
in recent years due to their ability to capture the fat tails of the distribution of underlying and
volatility smiles observed in the option market. This chapter will mainly focus on the basic features
of the models necessary for the development of later chapters.
3.1 Le´vy Processes
Given a complete probability space (Ω;F ;F;P) with the filtration F = {Ft, t ≥ 0} right continuous
and F0 contains all the null subsets of F , Le´vy processes are defined as follows:
Definition 3.1.1. An adapted stochastic process Xt(t ≥ 0) on (Ω;F ;F;P) starting from x0 = 0 is
a Le´vy process a.s if:
a). it has independent increments;
b). it has stationary increments;
c). it is stochastically continuous, i.e., for any t ≥ 0 and  > 0 we have
lim
s→tP(|Xt −Xs| > )
d). the sample path of X is right continuous with left limits.
For Le´vy processes, we have the following celebrated formula:
Theorem 3.1.1. (Le´vy-Khinchine formula) The characteristic function φt(ξ) of a Le´vy process Xt
has the form:
φt(ξ) = E[e
iξXt ] = e−tΨ(ξ), t ≥ 0
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with Ψ(ξ) represented by
Ψ(ξ) =
1
2
σ2ξ2 − iµξ +
∫
R
(1− eiξx + iξx1|x|≤1)Π(dx)
Each Le´vy process is specified by the triplet (µ, σ2,Π), where µ is its ”drift”, σ is volatility, and
Π is the Le´vy measure with Π(0) = 0,
∫
|x|≤1 x
2Π(dx) <∞ and ∫|x|>1 Π(dx) <∞.
The Le´vy measure Π describes the arrival rates of jumps so that jumps of sizes in some set A
(bounded away from zero) occur according to a Poisson process with intensity Π(A). If Π= 0, the
process is a Brownian motion with drift µ and volatility σ. If σ = 0, the process is a pure jump
process. If
∫
R Π(dx) <∞, the process is of finite activity, and the jump component is of compound
Poisson type with Poisson arrival intensity λ =
∫
R Π(dx) and jump size distribution
Π(x)
λ . If the
integral
∫
R Π(dx) = ∞ , the process is of infinite activity. A pure jump Le´vy process is of finite
variation if and only if
∫
[−1,1] |x|Π(dx) <∞.
3.1.1 Smoothness and Tail Decay
The asymptotic behavior of the characteristic function is closely related to the smoothness of the
transition probability density. Here I summarize two useful results from (Sato (1999) p.190 Propo-
sition 28.1):
• if φt(ξ) ∈ L1(R,C), then pt(x) = 12pi
∫
R φt(ξ)e
−iξxdξ satisfies limx→∞pt(x) = 0;
• if
|φt(ξ)| < κe−c|ξ|v (3.1)
for some positive constants κ, c, v, then pt(x) is smooth with all its derivatives vanishing at
infinity.
In particular, for any Le´vy process with a diffusion component (that is, σ > 0), the previous two
items holds. While the characteristic functions of Le´vy processes studied in finance typically have
simple analytical expressions, their transition probability densities are usually complicated, may
involve infinite sums or special functions, or may not be available analytically. This is also one of
the motivation of applying transforms methods in Financial engineering.
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3.1.2 Finite Exponential Moment and Analyticity
Another simple and useful result about Le´vy process we will refer in the future is about the finite
exponential moment the Le´vy process and the analyticity of its characteristic function within a strip.
That is, given Le´vy process Xt, define
IX := {a ∈ R :
∫
|x|>1
e−axΠ(dx) <∞}
According to Sato(1999) p.165 Theorem 25.17, a ∈ IX if and only if
E[e−aXt ] <∞
for every t > 0. Clearly, IX is a (finite or infinite) interval containing the origin. Denote its endpoints
λ−, and λ+, −∞ ≤ λ− ≤ 0 ≤ λ+ ≤ ∞. Suppose that (λ−, λ+) is nonempty, then φt(z) considered
as a function of complex variable z ∈ C, is well defined and analytic in the following horizontal strip
in the complex plane:
SX := {z ∈ C : Im(z) ∈ (λ−, λ+)}
With analyticity of characteristic functions, the approximation theory of Chapter 2 can be ap-
plied, and therefore efficient numerical schemes for options valuation in Le´vy process models can be
developed naturally.
3.2 Geometric Le´vy Models
Given an equivalent martingale measure P , we assume that the underlying asset prices St follows a
geometric levy process
St = Ke
Xt t ≥ 0
where Xt is a Le´vy process starting at x0 = ln(S0/K), S0 is the initial asset price at time zero and
K is a scale factor. Just for convenience, we set K the strike price. Let r be the risk free interest
rate, and q is the dividend yield of the asset. In this paper, we assume r and q are constant. To
insure the martingale condition, i.e.,e−(r−q)tSt is a martingale under the risk neutral measure P, we
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have
E[St] = e
(r−q)tS0, t ≥ 0
that is,
E[eXt ] = ex+(r−q)t, t ≥ 0
which fixes the ”drift” parameter of the Le´vy process.
µ = r − q − σ
2
2
+ ω ω = ΨΠ(−i) =
∫
R
(1− ex + x1{|x|≤1})Π(dx), (3.2)
As we have assumed St = Ke
Xt , to insure that the asset itself is priced, we should have E[eXt ] <∞
for every t > 0,i.e.,λ− ≤ −1, and thus we assume that
Assumption 3.2.1. [−1, 0] ⊂ IX
Let SX := {z ∈ C : I(z) ∈ (λ−, λ+)},then the characteristic exponent of X,Ψ(z), as a function
of the complex variable z, is analytic in the strip SX . (For more details, please refer to section 2
of [55]).
3.2.1 The Black-Scholes-Merton Model
The most famous model is the Black-Scholes-Merton model([16]). In this model, the dynamics of
the log return process of an asset is modeled by Brownian motion, i.e.,
Xt = µt+ σBt
where Bt is a standard Brownian motion, σ > 0 is the volatility. According to the martingale
condition
µ = r − q − 1
2
σ2
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Xt is the special case of a Le´vy process with Π(x) = 0. It is obvious from the definition that IX = R.
The characteristic function of Xt is given by
φt(ξ) = exp(−1
2
σ2tξ2 + iµtξ)
and
|φt(ξ)| ≤ exp(−1
2
σ2tξ2),∀ξ ∈ R.
i.e., (3.1) is satisfied with c = σ2t and v = 2.
Though simple and convenient to use in practice, the inability of this model to fit the empirical
financial time series data and explain the volatility surface patterns observed in options prices leads
to the development of new models that allow both jumps and stochastic volatility. Geometric Le´vy
models are one class of such models, and they include some models popular in literature such as
Kou’s jump diffusion model, the NIG model, the CGMY model and the VG model.
3.2.2 Kou’s Jump Diffusion Model
In Kou’s jump-diffusion model (Kou (2002)), jumps are considered as rare events and in any finite
time interval there are only finite jumps, and jumps arrive according to a Poisson process Nt with
intensity λ and the jump sizes Zn are i.i.d double exponential random variables with probability of
positive jumps p, mean positive jump size 1/η1 and mean negative jump size 1/η2:
Xt = µt+ σBt +
Nt∑
n=1
Zn
According to martingale condition,
µ = r − q − 1
2
σ2 + λ(1− pη1
η1 − 1 −
(1− p)η2
η2 + 1
)
The characteristic function of Xt is given by
φt(ξ) = exp(−1
2
σ2tξ2 + iµtξ − λt(1− pη1
η1 − iξ −
(1− p)η2
η2 + iξ
))
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Therefore IX = (−η1, η2), and the condition (3.1) is satisfied with c = σ2/2 and v = 2. And the
Le´vy density of Xt is given by
pi(x) = λpη1e
−η1x1x>0 + λ(1− p)η2eη2x1x<0.
The advantage of Kou’s jump diffusion model is that due to the memoryless property of ex-
ponential density it is possible to obtain analytical solutions for path-dependent options, such as
barrier and lookback options, see e.g. [77].
3.2.3 NIG Pure Jump Model
A normal inverse Gaussian process (Barndorff-Nielsen (1998)) can be characterized by
Xt = µt+B(zt;β, 1)
where B(zt;β, 1) is a time changed Brownian motion with drift β and diffusion 1. the random
time zt is an independent inverse Gaussian Le´vy process, which models the first hitting time to
δt of a Brownian motion B(t; γ, 1) with drift γ > 0 and diffusion 1. Let α =
√
β2 + γ2, then the
characteristic function of Xt is given by
φt(ξ) = exp(iµtξ − δt(
√
(α2 − (β + iξ)2)−
√
α2 − β2))
According to martingale condition
µ = r − q + w,w = δ(
√
α2 − (β + 1)2 −
√
α2 − β2)
Obviously, IX = [β − α, β + α], and it is easy to verified that
φt(ξ) ≤ exp(δt(
√
α2 − β2 − |ξ|))
so, the condition (3.1) is satisfied with c = δ, v = 1.
NIG model is an infinite activity model. That is, within any time interval, there are infinitely
many small jumps and only finitely many large jumps. It also has infinite variation with stable like
behavior of small jumps([39]).
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3.2.4 CGMY Pure Jump Model
The CGMY process ([30]) is specified by the following Le´vy density:
pi(x) =
CeGx
|x|1+Y 1|x|<0 +
Ce−Mx
|x|1+Y 1x>0
for some C > 0, G > 0,M > 0 and Y < 2. The characteristic function of Xt is given by
φt(ξ) = exp(iµtξ + CΓ(−Y )t[(M − iξ)Y −MY + (G+ iξ)Y −GY ])
According to the martingale condition,
µ = r − q + w, w = −CΓ(−Y )((M − 1)Y −MY + (G+ 1)Y −GY )
And it is trivial that IX = (−M,G), and when 0 < Y < 1
|φt(ξ)| ≤ exp(−tCΓ(−Y )(MY +GY )− 2tC|Γ(−Y )|cos(piY/2)|ξ|Y )
so the condition (3.1) is satisfied with c = 2C|Γ(−Y )cos(piY/2)| and v = Y ; and when 1 < Y < 2,
cos(piY/2) < 0, so (3.1) is satisfied with any 0 < c < 2C|Γ(−Y )cos(piY/2)| and v = Y .
In CGMY model, the paramter C controls the overall level of activity. In the special case
when G = M , the Le´vy measure is symmetric, and it can be shown that C provides control over
the kurtosis of the distribution of Xt. The parameters G and M , respectively, control the rate of
exponential decay of the right and left tails of the Le´vy density. When they are unequal it will
lead to skewed distribution. When G < M , the left tail of the distribution for X(t) is heavier
than the right tail, which is consistent with the risk-neutral distribution implied from option prices.
Parameter Y is used to characterize the fine structure of the stochastic process. When Y < 0, the
process is of finite activity; when 0 < Y < 1, the process is of infinite activity and finite variation;
when 1 < Y < 2, the process is of infinite variation and finite quadratic variation. For more details
about the CGMY model, see [30]
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3.2.5 VG Pure Jump Model
The variance gamma model(VG) is just a special case of the CGMY model with Y = 0. So,
IX = (−M,G). An alternative characterization of the variance gamma process is
Xt = µt+B(γt; θ, s),
where B(γt; θ, s) is a time changed Brownian motion with drift θ and diffusion s and the random
time γt = γ(t; 1, v) is given by a gamma Le´vy process with mean rate 1 and variance rate v. (s, v, θ)
can be obtained from C,G,M as
s =
√
2C
GM
, v =
1
C
, θ =
C
M
− C
G
.
The characteristic function of Xt is given by
φt(ξ) = exp(iµtξ)(1− iθvξ + 1
2
s2vξ2)−t/v,
and it is easy to prove that
|φt(ξ)| = ((s2vξ2/2 + 1)2 + ξ2v2θ2)−t/(2v) ≤ (s2v/2)−t/v|ξ|−2t/v,∀ξ ∈ R
As mentioned previously, the VG process is of infinite activity and finite variation.
3.3 Stochastic Volatility Models
Though Le´vy process models are able to capture the leptokurtic features of the empirical financial
time series of the underlying and explain volatility smile and skew effects observed in the option
prices, the independent increments property of the Le´vy process means that they cannot incorpo-
rate some other interesting phenomena such as the volatility clustering effect, i.e., the volatility
of returns(which are related to squared returns) are correlated, but asset returns themselves have
almost no autocorrelation. In other words, a large movement in the asset price, either upside or
downside, tends to generate large movements in the future asset price, although the direction of
the movements is unpredictable, see [78]. Therefore, the stochastic volatility models become very
necessary. There are usually two ways to incorporate stochastic volatility into models. One way
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is to time changed the Brownian motion by a dependent process; the other way is to describe the
stochastic volatility by another process. Here, we mainly focus on the second way, and only consider
the Duffie-Pan-Singleton stochastic volatility double jump model(SVCJ)(see [45]).
3.3.1 The Duffie-Pan-Singleton Stochastic Volatility Double Jump
Model
In the SVCJ model (stochastic volatility jump diffusion model with contemporaneous jumps in the
asset and volatility) of Duffie et al. (2000), Xt = ln(St/S0) and the variance process Vt are governed
by the following stochastic differential equations:
d
 Xt
Vt
 =
 r − q − λµ− 12Vt
κ(θ − Vt)
 dt+√Vt
 1 0
ρ0σ
√
1− ρ20σ
 dWt + dJt,
where Wt is a 2-dimensional standard Brownian motion, κ > 0 is the mean reverting factor of the
variance process, θ > 0 is the long run variance level, ρ0 ∈ (−1, 1), σ > 0, and Jt is a compound
Poisson process with intensity λ and bi-variate jump size density
pi(zx, zv) =
1
ν
√
2pis2
exp
(
−z
v
ν
− (z
x −m− ρ1zv)2
2s2
)
, zx ∈ R, zv > 0.
The Brownian motion, the Poisson process, and jump sizes are all independent. The jump size in
the variance process is exponentially distributed with mean ν > 0. Conditional on a jump of size
zv in the variance process, the jump size in Xt is normally distributed with mean m + ρ1z
v and
standard deviation s > 0. By the martingale condition,
µ =
exp(m+ s2/2)
1− ρ1ν − 1.
Denote the characteristic function of XT by φ. Define
a = iξ(1− iξ), b = iσρ0ξ − κ, c = 1− iρ1νξ, γ =
√
b2 + aσ2,
d =
(γ − b)T
(γ − b)c+ aν −
2aν
(γc)2 − (bc− aν)2 ln(1−
(γ + b)c− aν
2γc
(1− e−γT )),
α0 = i(r − q)Tξ − κθ
(
γ + b
σ2
T +
2
σ2
ln(1− γ + b
2γ
(1− e−γT ))
)
.
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Note that the above quantities are all function of ξ. Then φ(ξ) = exp(α¯(ξ) + β¯(ξ)V0), where V0 is
the initial variance level, and
β¯(ξ) = − a(1− e
−γT )
2γ − (γ + b)(1− e−γT ) ,
α¯(ξ) = α0 − λT (1 + iµξ) + λdeimξ− 12 s2ξ2 .
Proposition 3.3.1. Suppose the cf of XT in the SVCJ model is φ. Then φ is analytic in {z ∈
C : =(z) ∈ (λ−, λ+)}, with (λ−, λ+) = Ib ∩ Ic ∩ Iγ ∩ Id, where Ib = {y : ρ0σy > −κ}, Ic = {y :
ρ1νy > −1}. Iγ = (x−1 , x+1 ), where x±1 are the positive and negative roots (see Remark 3.3.2) of
A1y
2 −B1y + C1 = 0 with
A1 = −σ2(1− ρ20), B1 = σ(σ − 2κρ0), C1 = κ2.
Let x−2 ≤ x+2 be the real solutions of A2y2 −B2y + C2 = 0 that are not in [−1, 0]. Here
A2 = ν
2(1− 2ρ0ρ1σ + ρ21σ2), B2 = ν(2κνρ1 + 2ρ0σ − 2ρ1σ2 − ν), C2 = σ2 − 2κν.
Then Id = (x−2 , x
+
2 ) if x
−
2 < 0 < x
+
2 , I
d = (−∞, x−2 ) if x−2 > 0, and Id = (x+2 ,∞) if x+2 < 0. If
such real solutions do not exist, Id = R.
Remark 3.3.2. More specifically, we have
Ib =

(−κ/(|ρ0|σ),∞) , ρ0 > 0
(−∞,∞), ρ0 = 0
(−∞, κ/(|ρ0|σ)) , ρ0 < 0
, Ic =

(−1/(|ρ1|ν),∞) , ρ1 > 0
(−∞,∞), ρ1 = 0
(−∞, 1/(|ρ1|ν)) , ρ1 < 0
,
For Iγ , we note that 0 is not a solution for A1y
2 − B1y + C1 = 0 since C1 > 0. If A1 < 0, there
are exactly one positive root and one negative root. If A1 = 0 and B1 6= 0, then Iγ = (−∞, x1) if
the only root is x1 > 0, and I
γ = (x1,∞) if the only root is x1 < 0. If A1 = B1 = 0, then there is
no root to the equation and Iγ = R. As for Id, if there exists only one real solution x2 that is not
in [−1, 0], then Id = (−∞, x2) if the solution is x2 > 0, and Id = (x2,∞) if the solution is x2 < 0.
Proof. From Lukacs (1960) Chapter 7, the analyticity of φ in the given strip is equivalent to the
existence of the moment generating function φ(iy) = E[e−yXT ] for y ∈ (λ−, λ+). Therefore, it
suffices to show that φ(iy) < ∞ for such y. Denote a = a(iy), b = b(iy), c = c(iy), d = d(iy), γ =
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γ(iy), α0 = α0(iy), α¯ = α¯(iy), β¯ = β¯(iy). In particular,
a = −y(1 + y), b = −κ− ρ0σy, c = 1 + ρ1νy, γ =
√
b2 + aσ2.
These are functions of y. We omit the argument y for clearness. We first note that since y ∈ Iγ :
γ =
√
A1y2 −B1y + C1 > 0
since A1 ≤ 0 and y is between the positive and negative roots of A1y2 −B1y+C1 = 0 (see Remark
3.3.2). Also, b < 0 and c > 0 since y ∈ Ib ∩ Ic (it is easy to see by letting T → +∞ in the
expression for α0 that b < 0 is necessary for the boundedness of α0 for arbitrary T . Similarly, c 6= 0
is necessary for the boundedness of d. In particular, in the given interval (λ−, λ+), c > 0). As for
α0, it is bounded since
1− γ + b
2γ
(1− e−γT ) = γ(1 + e
−γT )− b(1− e−γT )
2γ
> 0.
Similarly, β¯ is bounded since
2γ − (γ + b)(1− e−γT ) = γ(1 + e−γT )− b(1− e−γT ) > 0.
It remains to establish the boundedness of d. First, we need to show that γc − bc + aν 6= 0. Since
γc − bc > 0 and ν > 0, γc − bc + aν 6= 0 obviously holds when a ≥ 0. When a < 0 (i.e., when
y /∈ [−1, 0]), consider the following equation:
γc− bc+ aν = 0.
That is,
γc =
√
b2 + aσ2 c = bc− aν ⇒ (A2y2 −B2y + C2)a = 0.
Since (λ−, λ+) excludes solutions to the above equation, we obtain that γc − bc + aν 6= 0 for
y ∈ (λ−, λ+). In particular, noticing that when y = 0, γc−bc+aν = 2κ > 0, we have γc−bc+aν > 0
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for y ∈ (λ−, λ+). Finally, noticing that γ, c, γc− bc+ aν > 0, and 0 < e−γT < 1,
1− (γ + b)c− aν
2γc
(1− e−γT ) = γc− bc+ aν + e
−γT (γc+ bc− aν)
2γc
≥ e
−γT (γc− bc+ aν) + e−γT (γc+ bc− aν)
2γc
= e−γT > 0.
Therefore, d is bounded. Combining the above, we obtain the conclusion.
The following proposition shows that φ(ξ+ iy) decays exponentially as ξ ∈ R goes to infinity for
any y ∈ (λ−, λ+). This implies that φ(z) and φ(z− i) are in H1(Dd) for 0 < d < min(λ+,−1−λ−).
Moreover, φ(ξ) and φ(ξ − i) has exponential tails.
Proposition 3.3.3. Suppose φ(ξ) is the cf of XT in the SVCJ model, and y ∈ (λ−, λ+). There
exists C > 0, independent of ξ, such that for any ξ ∈ R, |φ(ξ + iy)| ≤ Cexp(−c|ξ|n) holds. Here,
when ρ20 < 1 : c =
κθT + V0
σ
√
2
√
1− ρ20, n = 1,
when ρ20 = 1 : c =
κθT + V0
σ
√
2σ
√
|2κρ0 − σ|, n = 1/2.
Proof. We first show the case when ρ20 < 1. Note that
|φ(ξ + iy)| = exp (<(α¯(ξ + iy)) + <(β¯(ξ + iy))V0) .
As for <(β¯(ξ + iy)),
β¯(ξ + iy) = − a(1− e
−γT )
2γ − (γ + b)(1− e−γT ) = −
a
γ − b +
2aγe−γT
(γ − b)(2γ − (γ + b)(1− e−γT )) . (3.3)
The second term above rapidly converges to 0 as ξ → ∞ because e−γT → 0 exponentially. In fact,
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noting that | arg(γ)| ≤ pi/4, we have
<(γ) = <
((
σ2(1− ρ20)ξ2 − iσ(2κρ0 − σ − 2yσ(1− ρ20))ξ + κ2 − (1− ρ20)σ2y2 + σ(2κρ0 − σ)y
)1/2)
≥ 1√
2
∣∣σ2(1− ρ20)ξ2 − iσ(2κρ0 − σ − 2yσ(1− ρ20))ξ + κ2 − (1− ρ20)σ2y2 + σ(2κρ0 − σ)y∣∣1/2
=
1√
2
∣∣∣σ4(1− ρ20)2ξ4 + (κ2 − (1− ρ20)σ2y2 + σ(2κρ0 − σ)y)2
+σ2ξ2
(
2κ2(1− ρ20) + y2σ2(1− ρ20)2 +
(
2κρ0 − σ − yσ(1− ρ20)
)2)∣∣∣1/4
≥ σ√
2
√
1− ρ20 |ξ|. (3.4)
As for the first term,
<
(
− a
γ − b
)
= −<
(
a(γ + b)
γ2 − b2
)
= − 1
σ2
<(γ + b) ≤ κ+ yρ0σ
σ2
− 1
σ
√
2
√
1− ρ20 |ξ|.
Therefore, there exists a constant c1 > 0 (it absorbs the constant term (κ+ yρ0σ)/σ
2 above and the
second term in (3.3)), independent of ξ, such that
exp
(<(β¯(ξ + iy))V0) ≤ c1 exp(− V0
σ
√
2
√
1− ρ20 |ξ|
)
.
As for <(α¯(ξ + iy)),
<(α¯(ξ + iy)) = <(α0)− λT (1− µy) + λ<(deim(ξ+iy)− 12 s2(ξ+iy)2).
The third term above converges to 0 rapidly as ξ →∞ due to the component e− 12 s2ξ2 . For the first
term,
<(α0) = −(r − q)Ty − κθT
σ2
(<(γ)− κ− yρ0σ)− 2κθ
σ2
<
(
ln(1− γ + b
2γ
(1− e−γT ))
)
= −κθT
σ2
<(γ) + κθT
σ2
(κ+ yρ0σ)− (r − q)Ty − 2κθ
σ2
ln
∣∣∣∣γ − b2γ + γ + b2γ e−γT
∣∣∣∣
= −κθT
σ2
<(γ) + κθT
σ2
(κ+ yρ0σ)− (r − q)Ty − 2κθ
σ2
(
ln
∣∣∣∣γ − b2γ
∣∣∣∣+ ln ∣∣∣∣1 + γ + bγ − be−γT
∣∣∣∣) .
The last term above converges to 0 as ξ → ∞ due to the component e−γT . Also, it is trivial to
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verify that ln |(γ − b)/(2γ)|, given by
ln
∣∣∣∣12 − 12 iσρ0ξ − yρ0σ − κ(σ2(1− ρ20)ξ2 − iσ(2κρ0 − σ − 2yσ(1− ρ20))ξ + κ2 − (1− ρ20)σ2y2 + σ(2κρ0 − σ)y)1/2
∣∣∣∣ ,
converges to either a constant or +∞, depending on the value of ρ0. Therefore, there exists c2 > 0,
independent of ξ, so that
exp(<(α¯(ξ + iy))) ≤ c2 exp
(
− κθT
σ
√
2
√
1− ρ20 |ξ|
)
.
Combining the above, we obtain the conclusion. When ρ20 = 1, we obtain the following from (3.4):
<(γ) ≥ 1√
2
√
σ|2κρ0 − σ| |ξ|1/2.
The remaining of the proof still follows with obvious corresponding changes.
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Chapter 4
Inversion of Characteristic
Functions and Its Financial
Applications
In this chapter we present a Hilbert transform representation for the cumulative distribution function
of a random variable with known characteristic function. The Hilbert transform can be discretized
with exponentially decaying errors when the characteristic function is analytic in a horizontal strip
containing the real axis in the complex plane. Multiple values of the distribution function can
be computed simultaneously using the fractional fast Fourier transform. Representations for some
important expectations are also obtained. Applications to the pricing of binary and European vanilla
options as well as certain Asian equity and interest rate options are presented.
33
4.1 Hilbert Transform Representations
In this section, we present Hilbert transform representations for the cumulative distribution function
of a continuous random variable with known characteristic function, as well as for some expecta-
tions that are useful for the valuation of various financial contracts. We also present alternative
representations that may improve numerical performance.
4.1.1 Hilbert transform representation for the cdf
Consider a continuous random variable X on a given probability space (Ω,F ,P). Denote the cu-
mulative distribution function (cdf) of X by F (x), and the probability density function (pdf) by
p(x):
F (x) = P(X ≤ x) =
∫ x
−∞
p(y)dy.
Then the characteristic function (cf) φ of X is defined by the following:
φ(ξ) = E[eiξX ] =
∫
R
eiξxdF (x) =
∫
R
eiξxp(x)dx,
where E denote the expectation operator associated with the probability measure P. Denote the
Fourier transform of a function f by the following (this is one of the several definitions of the Fourier
transform. We use this definition because of its natural connection to characteristic functions in
probability theory):
Ff(ξ) = fˆ(ξ) =
∫
R
eiξxf(x)dx.
Then the cf of a continuous random variable X is simply the Fourier transform of its density function
p(x).
The Fourier inversion can be used to compute the pdf from the cf:
p(x) =
1
2pi
∫
R
e−iξxφ(ξ)dξ.
As for the inversion formula for the cdf, the following result was first established by Paul Le´vy (see,
e.g., Loe`ve (1977)):
F (b)− F (a) = lim
U→+∞
1
2pi
∫ +U
−U
e−iξa − e−iξb
iξ
φ(ξ)dξ,
where a, b are continuity points of F . However, this inversion formula is not convenient to use
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unless one knows the value of F (a) for some a ∈ R. The most well known inversion formula that is
computationally convenient is the Gil-Pelaez formula (see Gil-Pelaez (1951)):
F (x) =
1
2
+
1
2pi
∫ ∞
0
eiξxφ(−ξ)− e−iξxφ(ξ)
i ξ
dξ. (4.1)
The Gil-Pelaez formula is extremely popular in applied probability, statistics, engineering, eco-
nomics and finance, where the probability P(X ≤ x) is needed and only the characteristic function
of X is known. However, as mentioned in the introduction, discrete approximation of the Gil-Pelaez
integral should be treated carefully since a naive discretization of the integral may not be efficient.
Moreover, an efficient approximation scheme should allow the computation of multiple values of the
cdf simultaneously. It is therefore desirable to have a numerical scheme for the computation of F (x)
which
• is easy to implement, e.g., using trapezoidal type rules;
• admits rigorous error estimates that depend on the cf only;
• allows the computation of multiple values of F (x) simultaneously.
In this section, we propose a Hilbert transform based method with these features. In the following,
we give the Hilbert transform representation for the cdf. In Section 4.2, we provide results on the
discrete approximation of the Hilbert transform.
From the results in chapter 2, we know for any f ∈ Lp(R) with 1 < p < ∞ or with p = 1 if in
addition fˆ ∈ L1(R), we have
F(sgn · f)(ξ) = iHfˆ(ξ), ξ ∈ R,
F(1(−∞,u) · f)(ξ) = 1
2
fˆ(ξ)− i
2
eiξuH(e−iηufˆ(η))(ξ).
F(1(u,∞) · f)(ξ) = 1
2
fˆ(ξ) +
i
2
eiξuH(e−iηufˆ(η))(ξ). (4.2)
F(1(l,u) · f)(ξ) =
∫
R
fˆ(η)ei(ξ−η)(l+u)/2
sin((ξ − η)(u− l)/2)
pi(ξ − η) dη (4.3)
Using the above results, we obtain the following Hilbert transform representation for the cdf of a
distribution in terms of its cf:
Theorem 4.1.1. Let F (x) and φ(ξ) be the cdf and the cf of a continuous distribution. Suppose that
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φ ∈ L1(R). Then
F (x) =
1
2
− i
2
H(e−iξxφ(ξ))(0).
Proof. Suppose the pdf of the distribution is given by p(x). Then
F (x) =
∫ x
−∞
p(y)dy =
∫
R
p(y)1(−∞,x)(y)dy
= F(1(−∞,x) · p)(0) = 1
2
− i
2
H(e−iξxφ(ξ))(0).
Here we used the fact that Fp(0) = φ(0) = 1.
This theorem shows that the cdf can be computed from the cf via the Hilbert transform. The
advantage of such a representation is that remarkably powerful approximation theory for Hilbert
transforms can be applied directly for the discrete approximation of the above representation, as
will be shown in Section 4.2. Namely, when the cf is analytic in a horizontal strip containing the
real axis in the complex plane, the Hilbert transform in Theorem 4.1.1 can be discretized highly
accurately using a trapezoidal type rule with exponentially decaying errors. Moreover, the discrete
approximation can be implemented using the fractional fast Fourier transform very efficiently so
that multiple values of the cdf can be computed simultaneously.
4.1.2 Representations for Some Expectations
In the previous section, we obtain the Hilbert transform representation for F (x) = E[1{X≤x}]. In
the following, we derive the Hilbert transform representations for a few other expectations that will
be used in our financial applications. Consider a random variable X with characteristic function φ.
We are interested in the following expectation:
E[eaX1{X≤b}] (4.4)
for some a, b ∈ R. Such an expectation can also be represented using the Hilbert transform. Define
Z =
eaX
φ(−ia) .
Here φ(z) = E[eizX ] is considered as a function of a complex variable z. In particular, we assume
that φ(−ia) = E[ei(−ia)X ] = E[eaX ] < ∞. Then Z is a positive random variable with expectation
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1. Therefore, it defines a new probability measure P∗ via the following Radon-Nikody´m derivative:
Z =
dP∗
dP
.
In particular, the characteristic function of X under the new probability measure P∗ is given by
φ∗(ξ) = E∗[eiξX ] = E[ZeiξX ] =
φ(ξ − ia)
φ(−ia) . (4.5)
We therefore obtain the following Hilbert transform representation for the expectation (4.4).
Theorem 4.1.2. Let X be a random variable such that E[eaX ] <∞, and φ be the cf of X such that
φ(ξ − ia) ∈ L1(R). Then
E
[
eaX1{X≤b}
]
=
φ(−ia)
2
− i
2
H(e−iξbφ(ξ − ia))(0).
Proof. With the notations introduced in this section,
E
[
eaX1{X≤b}
]
= φ(−ia)E [Z1{X≤b}] = φ(−ia)E∗[1{X≤b}] = φ(−ia)P∗(X ≤ b).
The conclusion then follows from Theorem 4.1.1 and equation (4.5).
We are also interested in the expectation of the following form for a positive random variable X:
E[eaXX1{X≤b}].
Similarly, we have the following Hilbert transform representation for this expectation:
Theorem 4.1.3. Let X be a positive random variable with cf φ and a ∈ R. Suppose E[etX ] < ∞
and E[XetX ] < ∞ for t in an open interval that contains a. Then φ(z), as a function of complex
variable z, is analytic at z = ξ − ia, ∀ξ ∈ R, with derivative φ′(z). Moreover, if φ′(ξ − ia) ∈ L1(R),
then
E[eaXX1{X≤b}] = − i
2
φ′(−ia)− 1
2
H(e−iξbφ′(ξ − ia))(0).
Proof. Since X is positive, its moment generating function M(y) = E[eyX ] < ∞ for ∀y ≤ 0.
Therefore, φ(z) is analytic in the half complex plane {z ∈ C : =(z) > 0} (see Lukacs (1960) Chapter
7). In particular, if a < 0, φ(z) is analytic at z = ξ − ia for ∀ξ ∈ R. If a ≥ 0, by the assumption,
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there exists c > a ≥ 0 such that E[ecX ] < ∞. It follows that M(t) < ∞ for any t ≤ c and hence
φ(z) is analytic in {z ∈ C : =(z) > −c}. In particular, φ(z) is analytic at z = ξ − ia for ∀ξ ∈ R.
Note that
E[XeaX ] =
d
dz
E[−ieizX ]
∣∣∣∣
z=−ia
= −iφ′(−ia).
Here the interchange of differentiation and expectation is validated by the assumption and the
dominated convergence theorem (see, e.g., Loe`ve (1977)). Define the following positive random
variable Z with expectation one:
Z =
XeaX
E[XeaX ]
=
XeaX
−iφ′(−ia) .
Z defines a new probability measure P∗ via the following Radon-Nikody´m derivative:
Z =
dP∗
dP
.
The characteristic function of X under measure P∗ is given by
φ∗(ξ) = E∗[eiξX ] =
E[Xei(ξ−ia)X ]
−iφ′(−ia) =
φ′(ξ − ia)
φ′(−ia) .
It follows that
E[eaXX1{X≤b}] = −iφ′(−ia)E[Z1{X≤b}] = −iφ′(−ia)E∗[1{X≤b}] = −iφ′(−ia)P∗(X ≤ b).
The conclusion then follows from Theorem 4.1.1.
4.2 Discrete Approximation
In the previous section, we obtained Hilbert transform representations for the cdf of a distribution
with known cf and some important expectations. In these representations, we need to compute an
expression of the following form:
H(x, ψ) = H(e−iξxψ(ξ))(0) (4.6)
for x ∈ R and a known function ψ. This is actually a special case of Hilbert transform we presented
in Chapter 2. In Section 4.2.1, we consider the discretization error introduced by replacing (4.6)
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by an infinite series, and the truncation error introduced by truncating the resulting infinite series.
In Section 4.2.3, we consider the implementation of the discrete approximation using the fractional
fast Fourier transform.
4.2.1 Error estimation
Recall that the Hilbert transformHf(x) can be discretized highly accurately by the following infinite
series (discrete Hilbert transform, (2.4)) for a given step size h > 0:
Hhf(x) :=
∞∑
m=−∞
f(mh)
1− cos[pi(x−mh)/h]
pi(x−mh)/h .
with error estimate
||Hf −Hhf ||L∞(R) ≤ e
−pid/h
pid(1− e−pid/h) ||f ||H1(Dd).
For numerical implementations, the infinite series in the discrete Hilbert transform needs to be
truncated. When the truncation level is M , where M is a positive integer, we obtain
Hh,Mf(x) :=
M∑
m=−M
f(mh)
1− cos[pi(x−mh)/h]
pi(x−mh)/h .
The truncation error introduced above can be quantified based on the asymptotic behavior of the
function f on the real line. To approximate (4.6), using the discrete Hilbert transform and truncat-
ing the resulting infinite series, we obtain the following approximation for a fixed step size h and
truncation level M :
Hh,M (x, ψ) :=
M∑
m=−M,m6=0
e−ixmhψ(mh)
1− (−1)−m
−pim . (4.7)
The following theorem shows that, when ψ has exponentially decaying tails, the step size h can be
selected as a function of the truncation level M in an appropriate way so that the total approximation
error for (4.7) decays exponentially in terms of M .
Theorem 4.2.1. Suppose ψ ∈ H1(Dd) satisfies
|ψ(ξ)| ≤ κ exp(−c|ξ|ν), ξ ∈ R (4.8)
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for some κ, c, ν > 0. Let
h = h(M) = (pid/c)
1/(1+ν)
M−ν/(1+ν), M ≥ 1. (4.9)
Then there exists C > 0 independent of M such that
|H(x, ψ)−Hh(M),M (x, ψ)| ≤ C exp
(
−c1/(1+ν)(pidM)ν/(1+ν)
)
. (4.10)
Proof. Denote f(z) = e−izxψ(z). Since ψ ∈ H1(Dd), it is easy to verify that f is also in H1(Dd),
with ‖f‖H1(Dd) <∞. Then from (2.5), we have
|H(x, ψ)−Hh,M (x, ψ)| ≤ |H(x, ψ)−Hh,∞(x, ψ)|+ |Hh,∞(x, ψ)−Hh,M (x, ψ)|
≤ e
−pid/h
pid(1− e−pid/h)‖f‖H1(Dd) + |Hh,∞(x, ψ)−Hh,M (x, ψ)|.
As for the truncation error,
|Hh,∞(x, ψ)−Hh,M (x, ψ)| =
∣∣∣∣∣∣
∑
|m|>M
e−ixmhψ(mh)
1− (−1)−m
−pim
∣∣∣∣∣∣
≤
∑
|m|>M
κe−c|mh|
ν 2
pi|m| =
4κ
pi
∞∑
m=M+1
1
mh
he−c|mh|
ν
≤ 4κ
pi
∫ ∞
Mh
1
y
e−cy
ν
dy =
4κ
pi
∫ ∞
c(Mh)ν
t−1e−tdt =
4κ
pi
Γ(0, c(Mh)ν),
where Γ(a, y) is the incomplete gamma function: Γ(a, y) =
∫∞
y
ta−1e−tdt. Note that Γ(a, y) is
bounded on [y0,∞) for any y0 > 0 and Γ(a, y) = O(ya−1e−y) as y → +∞ (see Abramowitz and
Stegun (1964)). In particular, for y0 = c(pid/c)
ν/(1+ν) (note that for the selection of h = h(M) in
(4.9), M ≥ 1, we have c(Mh)ν ≥ y0, where y0 only depends on c, d and ν), there exists a C1 > 0 such
that Γ(0, y) ≤ C1e−y for ∀y ∈ [y0,∞]. C1 only depends on y0 and hence on c, d and ν. Therefore,
with h = h(M) given in (4.9),
|H(x, ψ)−Hh(M),M (x, ψ)| ≤ e
−pid/h(M)
pid(1− e−pid/h(M))‖f‖H1(Dd) +
4κC1
pi
e−c(Mh(M))
ν
.
Moreover,
e−pid/h(M) = e−c(Mh(M))
ν
= exp(−c1/(1+ν)(pidM)ν/(1+ν)).
Note that with h = h(M) given in (4.9), 1/(1 − e−pid/h(M)) is bounded by a constant that only
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depends on c, d and ν for any M ≥ 1. Therefore, there exists a constant C > 0 independent of M
such that the conclusion in the theorem holds.
The above theorem shows that in implementing the discrete Hilbert transform approximation
for (4.6), we only need to specify M . The step size h is determined internally. This is practically
very convenient compared to having to separately select appropriate h and M . When the function
ψ has polynomially decaying tails only, we can still easily obtain the truncation error in terms of
Mh. However, in this case, we have to treat the discretization and truncation separately. An easier
way is to select small enough h based on Theorem (2.5), and then for the chosen h, select a large
enough M .
4.2.2 Alternative Representations via Esscher Transform
In many financial applications, when the analytic strip of the cf is wide enough around the real line,
the Hilbert transform representation in Theorem 4.1.1 is sufficient. In a few cases, the analytic strip
of the cf is very asymmetric with one edge being very close to the real line. This will affect the
performance of our method if the representation in Theorem 4.1.1 is used directly. In this section,
we present alternative representations via Esscher transform which allow us to shift the analytic
strip so that it is more symmetric around the real line.
First representation:
F (x) =
1
2
− i
2
H(e−iξxφ(ξ))(0) = 1
2
− 1
2pii
∫
R
e−iξxφ(ξ)
ξ
dξ.
For α < 0 such that E[eαX ] <∞, define
Z = eαX/φ(−iα).
It defines a new measure under which X has cf φ∗(ξ) = φ(ξ − iα)/φ(−iα). Then
F (x) = φ(−iα)E∗[e−αX1{X≤x}] = φ(−iα)
∫
R
e−αy1(−∞,x](y)p∗(y)dy,
where E∗ and p∗ refer to the expectation operator and the pdf of X under the new measure defined
by Z. Using change of variable y = x− z, we obtain
F (x) = φ(−iα)e−αx
∫
R
eαz1[0,∞)(z)p∗(x− z)dz.
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By the convolution theorem, note that the Fourier transform of f(z) = eαz1[0,∞)(z) is i/(ξ − iα),
F (x) = φ(−iα)e−αx 1
2pi
∫
R
e−iξx
i
ξ − iαφ
∗(ξ)dξ = − 1
2pii
e−αx
∫
R
e−iξx
φ(ξ − iα)
ξ − iα dξ.
For α > 0 such that E[eαX ] <∞,
F (x) = 1− φ(−iα)E∗[e−αX1{X>x}] = 1− φ(−iα)
∫
R
e−αy1(x,∞)(y)p∗(y)dy.
Again, by change of variable y = x− z,
F (x) = 1− φ(−iα)e−αx
∫
R
eαz1(−∞,0)(z)p∗(x− z)dz.
Note that the Fourier transform of f(z) = eαz1(−∞,0)(z) is −i/(ξ − iα), we obtain
F (x) = 1− φ(−iα)e−αx 1
2pi
∫
R
e−iξx
−i
ξ − iαφ
∗(ξ)dξ = 1− 1
2pii
e−αx
∫
R
e−iξx
φ(ξ − iα)
ξ − iα dξ.
To summarize,
F (x) = 1− 1
2pii
e−α
+x
∫
R
e−iξx
φ(ξ − iα+)
ξ − iα+ dξ, α
+ > 0,
F (x) =
1
2
− 1
2pii
e−αx
∫
R
e−iξx
φ(ξ − iα)
ξ − iα dξ, α = 0,
F (x) = − 1
2pii
e−α
−x
∫
R
e−iξx
φ(ξ − iα−)
ξ − iα− dξ, α
− < 0.
Alternatively, the above can be obtained using the residue theorem. The last equation is the same
as the following contour integral:
F (x) = − 1
2pii
∫ +∞−iα−
−∞−iα−
e−izx
φ(z)
z
dz, α− < 0.
Note that the integrand f(z) = e−izxφ(z)/z is singular at z = 0 with residue
res(f, 0) = lim
z→0
zf(z) = φ(0) = 1.
For α− < 0 and α+ > 0, denote
I1 =
∫ +∞−iα−
−∞−iα−
e−izx
φ(z)
z
dz, I2 =
∫ +∞−iα+
−∞−iα+
e−izx
φ(z)
z
dz.
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By the residue theorem,
I1 − I2 = 2pii.
That is,
F (x) = − 1
2pii
I1 = 1− 1
2pii
I2
Discrete Approximation
1. Original representation
F (x) =
1
2
− i
2
H(e−iξxφ(ξ))(0).
Analytic strip: (d−, d+), error estimate O(e−pid/h), d = min(−d−, d+). Discrete approximation
F (x) ≈ 1
2
− i
2
∞∑
m=−∞
e−ixmhφ(mh)
1− (−1)m
−mpi .
2. Take 0 < α < d+ when −d− << d+:
F (x) =
i
2pi
eαx
∫
R
e−ixξφ(ξ + iα)
ξ + iα
dξ.
• Using trapezoidal rule, analytic strip: (−α, d+ − α). When a+ α = d+/2, error estimate
d = d+.
F (x) ≈ i
2pi
ex(a+α)
∞∑
m=−∞
e−ixmhφ(mh+ i(a+ α))h
mh+ i(a+ α)
.
• Using discrete Hilbert transform,
F (x) = − i
2
eαxH(e−ixξφ(ξ + iα))(−iα).
Analytic strip: (d− − α, d+ − α). When (d+ + d−)/2 ≤ a + α ≤ d+/2, error estimate:
d = min(2a+ 2α− d−, 2d+ − 2a− 2α, d+) = d+.
F (x) ≈ i
2
e(a+α)x
∞∑
m=−∞
e−ixmhφ(mh+ i(a+ α))
1− (−1)me−(a+α)pi/h
pi(mh+ i(a+ α))/h
(4.11)
3. Take d− < α < 0 when −d− >> d+:
F (x) = 1 +
i
2pi
eαx
∫
R
e−ixξφ(ξ + iα)
ξ + iα
dξ.
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• Using trapezoidal rule, analytic strip: (d− −α,−α). When a+α = d−/2, error estimate
d = −d−.
F (x) ≈ 1 + i
2pi
e(a+α)x
∞∑
m=−∞
e−ixmhφ(mh+ i(a+ α))h
mh+ i(a+ α)
.
• Using discrete Hilbert transform,
F (x) = 1− i
2
eαxH(e−ixξφ(ξ + iα))(−iα).
Analytic strip: (d− − α, d+ − α). When d−/2 ≤ a + α ≤ (d+ + d−)/2, error estimate
d = min(2a+ 2α− 2d−,−d−, d+ − 2a− 2α) = −d−.
F (x) ≈ 1 + i
2
e(a+α)x
∞∑
m=−∞
e−ixmhφ(mh+ i(a+ α))
1− (−1)mepi(a+α)/h
pi(mh+ i(a+ α))/h
.
4.2.3 Implementation by fast fractional Fourier transform
We let M be an even integer for convenience. Omitting the zero terms in (4.7), we obtain
Hh,M (x, ψ) = e
ix(M−1)h
M−1∑
m=0
e−2ixmh
2ψ((2m+ 1−M)h)
pi(M − 2m− 1) . (4.12)
Therefore, the computational cost for computing a single value H(x, ψ) using the approximation
(4.12) is O(M). However, in practice, one often needs to compute the values of H(x, ψ) for a
sequence of x’s. When implemented directly, the computational cost of computing H(x, ψ) for M
different x’s using the approximation (4.12) is O(M2). In the following, we present a fast algorithm
to compute Hh,M (x, ψ) for M evenly spaced x’s in O(M log(M)) operations. For a given x0 ∈ R
and δ > 0, denote xn = x0 + nδ, n = 0, 1, · · · ,M − 1. Denote θ = hδ/pi. For x = xn, we have
Hh,M (xn, ψ) = e
ixn(M−1)h
M−1∑
m=0
e−2piimnθ
2ψ((2m+ 1−M)h)
pi(M − 2m− 1) e
−2ix0mh, n = 0, 1, · · · ,M − 1.
Note that the summation above is reduced to the form of the following:
f˜n =
M−1∑
m=0
e−2piimnθfm, n = 0, 1, · · · ,M − 1.
When θ = hδ/pi = 1/M , the above can be computed simultaneously in O(M log(M)) operations
using the fast Fourier transform (FFT) directly. However, in this case, for fixed h and M , δ =
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pi/(Mh) is fixed. This means that the values of H(x, ψ) can be computed for x’s that are separated
by pi/(Mh) exactly only. This is very inconvenient practically. Fortunately, the summation above
can be computed using the fractional fast Fourier transform (FFFT) in O(M log(M)) floating point
operations for an arbitrary δ > 0 . This is very convenient in practice. In Section 4.4, we present an
example where Asian interest rate options in the CIR model for a sequence of evenly spaced strike
prices (with arbitrary interval) are priced efficiently using the FFFT.
In summary, the computational cost of our method for a single value of H(x, ψ) is O(M), and
that for the values of H(x, ψ) for M evenly spaced x’s is O(M log(M).
4.2.4 Distribution on the positive line
In the special case when we only care about the distribution on the positive line, we can choose 0
as benchmark and use (4.3):
F (x) =F(1(0,x)p)(0)
=
i
2
∫ ∞
−∞
φ(η)
e−ixη − 1
piη
'h
2
∞∑
−∞
φ(kh)
e−ixkh − 1
−ipikh
=
hx
2pi
+
1
pi
∞∑
k=1
(1− cos(khx))Im(φ)(kh) + sin(khx)Re(φ)(kh)
k
=
hx
2pi
+
1
pi
∞∑
k=1
Im(φ)(kh)
k
− 1
pi
Im(
∞∑
k=1
φ(kh)e−ikhx
k
)
Remark 4.2.2. By using (4.3), we can obtain a better discretization error estimate which decays
as exp(−2pid/h) instead of exp(−pid/h).
Alternative to Fractional Fast Fourier Transform
Suppose now we want value F (x) at points x0 +
jt
n for j = 0, 1, · · · , n. Let h = pimt for some integer
m, then
F (x0 +
jt
n
) =
hx0
2pi
+
hjt
2npi
+
1
pi
∞∑
k=1
Im(φ)(kh)
k
− Im(
∞∑
k=1
φ(kh)e−ikhx0
k
e−
2kjpii
2mn )
=
hx0
2pi
+
j
2mn
+
1
pi
∞∑
k=1
Im(φ)(kh)
k
− 1
pi
Im(e−
2jpii
2mn
2mn−1∑
k=0
ake
− 2kjpii2mn )
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where
ak =
∞∑
l=0
φ((2mnl + k + 1)h)e−i(2mnl+k+1)hx0
2mnl + k + 1
'
N/(2mn)−1∑
l=0
φ((2mnl + k + 1)h)e−i(2mnl+k+1)hx0
2mnl + k + 1
so,
F =
hx0
2pi
+
j
2nm
+
1
pi
N∑
k=1
Im(φ)(kh)
k
− Im(C. ∗ FN (a))
where vector F = {F ( jtn ) : 0 ≤ j ≤ 2mn− 1}, and FN (·) denotes the fast Fourier transform on the
vector of size N . In our implementations, we usually let m = 1, u = µ+20σ, x0 = 0.01u, t = u−x0.
Remark 4.2.3. By using this alternative method, we can separate the dependence of h on the
number of point M to be evaluate, which means we do not necessary to decrease the discretization
step h when we increase the number of points M where CDF to be evaluated, and as as results, we
can achieve a better truncation error since the truncation error depends on Mh.
4.3 Hilbert Transform Representation for European Option
Prices
In this section, we present Hilbert transform representations for European vanilla option prices.
The discrete approximation of such a representation exhibits exponentially decaying errors of the
form (4.10) in many popular option pricing models. Moreover, the Hilbert transform representation
does not require an exponential dampening. This is in contrast to other Fourier transform based
methods, where such a dampening procedure is necessary to guarantee integrability. Also, the
Hilbert transform representation keeps the key feature of other Fourier transform based methods.
That is, it can compute M option prices for M different strike prices or initial asset prices with a
total computational cost of O(M log(M). We exhibit the performance of our method for pricing
European vanilla options in Kou’s double exponential jump diffusion model , in the normal inverse
Gaussian (NIG) model , and in the stochastic volatility jump diffusion (SVCJ) model of Duffie et
al.
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4.3.1 Hilbert Transform Representations
Suppose the dynamics of the underlying asset price is given by the following under a given equivalent
martingale measure:
St = S0e
Xt ,
where Xt is a stochastic process starting at 0. Consider a European put option with strike price
K and maturity T . The value of the option is given by the following risk neutral expectation of
discounted payoff:
p = e−rTE
[
(K − ST )+
]
= e−rTE
[
(K − S0eXT )+
]
= e−rT
(
KP(XT ≤ ln(K/S0))− S0E
[
eXT 1{XT≤ln(K/S0)}
])
,
where r is the risk free interest rate, x+ = max(0, x). Denote the cf of XT by φ. Using Theorem 4.1.1
and Theorem 4.1.2, we obtain the following Hilbert transform representation of European vanilla put
option price:
p = e−rT
(
K
2
− S0
2
φ(−i) + i
2
(S0H(ln(K/S0), φ(ξ − i))−KH(ln(K/S0), φ))
)
(4.13)
= e−rT
(
K
2
− S0
2
φ(−i) + i
2
H(ln(K/S0), S0φ(ξ − i)−Kφ(ξ))
)
. (4.14)
A European call option price with the same strike and maturity can be obtained via the put call
parity:
c = p+ S0e
−qT −Ke−rT ,
where q is the continuous yield that the underlying asset is paying (e.g., for a stock index, q is the
continuous dividend yield; for a foreign currency, q is the foreign risk free interest rate).
Remark 4.3.1. The asset price satisfies the martingale condition: E[e−(r−q)TST ] = S0. That is,
E[eXT ] = φ(−i) = e(r−q)T .
Define the following two probabilities:
P1 =
1
2
− i
2
H(e−iξ ln(K/S0)φ(ξ))(0),
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P2 =
1
2
− i
2
H(e−iξ ln(K/S0)φ(ξ − i)/φ(−i))(0).
Then we obtain the following familiar representation for the European put price:
p = Ke−rTP1 − S0e−qTP2.
In the Hilbert transform representation (4.13-4.14), no dampening is required. This is in contrast
to other Fourier transform based methods in which exponential dampening has to be applied to
guarantee integrability (see Carr-Madan (1999), Lee (2004), and Feng and Linetsky (2005)).
By fixing S0, our method is able to compute European option prices with M different strike
prices (evenly space in log scale) in O(M log(M)) operations. By fixing K, it can price European
options with M different initial asset prices (evenly space in log scale) in O(M log(M)) operations.
In both of these two cases, the Hilbert transforms in (4.13) should be discretized and evaluated
separately to apply the fractional fast Fourier transform. When S0 and K are both fixed and a
single price of the European put is needed, the two Hilbert transforms can be combined as in (4.14).
The computational cost of is O(M).
For many popular option pricing models, the characteristic function φ is known and analytic
in a horizontal strip containing the real axis, and has exponentially decaying tails. Theorem 4.2.1
holds in these cases. In the following, we exhibit our method for the pricing of vanilla European put
options in Kou’s model, the NIG model and the SVCJ model.
To apply Theorem 4.2.1, we require φ(z) and φ(z− i) be analytic in a horizontal strip containing
the real axis in the complex plane. This is very natural for an option pricing model. Let (λ−, λ+)
be an interval containing the origin so that the moment generating function M(y) = E[eyXT ] exists
for y ∈ (−λ+,−λ−). From Lukacs (1960) Chapter 7, φ(z) as a function of complex variable z is
analytic in {z ∈ C : =(z) ∈ (λ−, λ+)}. From the martingale condition, M(y) <∞ for y = 1. Using
Ho¨lder’s inequality, it follows that M(y) < ∞ for any y ∈ [0, 1]. Therefore, it is natural to assume
that [−1, 0] ⊂ (λ−, λ+) so that both φ(z) and φ(z− i) is analytic in a horizontal strip Dd containing
the real axis for any 0 < d < min(λ+,−1− λ−).
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4.3.2 Kou’s Double Exponential Jump Diffusion Model
Recall that in Kou’s model, Xt = ln(St/S0) is given by the following under the equivalent martingale
measure:
Xt = µt+ σWt +
Nt∑
n=1
Zn,
and the the characteristic function of XT is given by
φ(ξ) = exp
(
−1
2
σ2Tξ2 + iµTξ − λT
(
1− p¯η1
η1 − iξ −
(1− p¯)η2
η2 + iξ
))
.
µ = r − q − 1
2
σ2 + λ
(
1− p¯η1
η1 − 1 −
(1− p¯)η2
η2 + 1
)
.
The characteristic function φ(z) as a function of a complex variable z is analytic in {z ∈ C : =(z) ∈
(−η1, η2)}. Thus, for any 0 < d < min(η2, η1 − 1), both φ(z) and φ(z − i) are analytic in Dd.
Moreover, it can be verified that both φ(z) and φ(z− i) are in H1(Dd) and satisfy condition (4.8) in
Theorem 4.2.1 with c = σ2T/2 and ν = 2. Therefore, Theorem 4.2.1 can be applied for the pricing
of European vanilla options in Kou’s model. For the following parameters:
S0 = K = 100, T = 1, r = 5%, q = 2%, σ = 0.1, λ = 3, p¯ = 0.3, η1 = 40, η2 = 12, d = 12,
the benchmark put option price is computed to be 5.980079992225 using M = 150. Figure 4.1
shows the convergence of our method. The Hilbert transform method is implemented in Matlab
on an Lenovo ThinkPad laptop computer with Intel Core2 Duo CPU 2GHz. The pricing error is
plotted in log scale as a function of M2/3, as indicated by the error estimate (4.10) in Theorem
4.2.1. The error estimate is obviously verified. It takes about 1 millisecond to achieve an accuracy
of 10−10.
4.3.3 The Normal Inverse Gaussian Model
In the NIG model, Xt = ln(St/S0) is a Le´vy process with drift µ and the characteristic function of
XT is given by
φ(ξ) = exp
(
iµTξ − δT (
√
α2 − (β + iξ)2 −
√
α2 − β2 )
)
.
and
µ = r − q + δ(
√
α2 − (β + 1)2 −
√
α2 − β2).
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φ(z) is analytic in {z ∈ C : =(z) ∈ (β − α, β + α)}. Thus, φ(z) and φ(z − i) are analytic in Dd for
any 0 < d < min(α−β− 1, α+β). Moreover, φ(z) and φ(z− i) are in H1(Dd) and satisfy condition
(4.8) with c = δT and ν = 1. The following parameters are used in our numerical result:
S0 = K = 100, T = 1, r = 5%, q = 2%, α = 15, β = −5, δ = 0.5, d = 10.
The European put option benchmark price is 6.110902223141 (computed with M = 100). The
pricing error as a function of M1/2 is plotted in Figure 4.1. It verifies the error estimate (4.10). The
computational time for 10−10 accuracy is about 1 millisecond.
4.3.4 The SVCJ Model
In the SVCJ model (stochastic volatility jump diffusion model with contemporaneous jumps in the
asset and volatility) of Duffie et al. (2000), the characteristic function of Xt = ln(St/S0), denoted
by φ, is
φ(ξ) = exp(α¯(ξ) + β¯(ξ)V0)
where
β¯(ξ) = − a(1− e
−γT )
2γ − (γ + b)(1− e−γT ) ,
α¯(ξ) = α0 − λT (1 + iµξ) + λdeimξ− 12 s2ξ2 .
and
a = iξ(1− iξ), b = iσρ0ξ − κ, c = 1− iρ1νξ, γ =
√
b2 + aσ2,
d =
(γ − b)T
(γ − b)c+ aν −
2aν
(γc)2 − (bc− aν)2 ln(1−
(γ + b)c− aν
2γc
(1− e−γT )),
α0 = i(r − q)Tξ − κθ
(
γ + b
σ2
T +
2
σ2
ln(1− γ + b
2γ
(1− e−γT ))
)
.
Note that the above quantities are all function of ξ. And V0 is the initial variance level.
And from the propositions in the last section of Chapter 2, we know φ is analytic in {z ∈
C : =(z) ∈ (λ−, λ+)} for some λ− and λ+ specified there; and φ(ξ + iy) decays exponentially as
ξ ∈ R goes to infinity for any y ∈ (λ−, λ+). This implies that φ(z) and φ(z − i) are in H1(Dd) for
0 < d < min(λ+,−1− λ−). Moreover, φ(ξ) and φ(ξ − i) has exponential tails. Therefore, Theorem
4.2.1 can be applied directly.
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In the following, we price a European put option in the SVCJ model using parameters:
S0 = K = 100, T = 1, r = 5%, q = 2%, V0 = 2%, ρ0 = −0.5, σ = 0.1, κ = 4,
θ = 0.02, λ = 3, ρ1 = −0.5, ν = 0.02,m = −0.01, s = 0.04.
The mean and standard deviation of X1 are approximately 1% and 20%. For the analytic strip,
Ib = (−∞, 80), Ic = (−∞, 100), Iγ = (−81.0031, 26.3364), Id = (−25.4459, 15.4721). Therefore,
(λ−, λ+) = (−25.4459, 15.4721). The European put option benchmark price is 6.015518475012,
computed using M = 100 and d = 15.4721. The pricing error as a function of M1/2 is plotted in
Figure 4.1. The error estimate of Theorem 4.2.1 is verified. It takes about 4 milliseconds to obtain
an accuracy of 10−10.
4.4 Interest Rate Options
4.4.1 Asian Interest Rate Options
Our method can also be applied to pricing certain Asian style derivatives when the characteristic
function of the average of the underlying stochastic process is known (see Chacko and Das (2002)
for an affine class of interest rate models where the characteristic function is known). In this section,
we present Hilbert transform representations for standard Asian interest rate options in the CIR
model. Numerical results show that our method is highly accurate and very fast for pricing these
options.
In the CIR model, the short rate process {X(t)} is governed by the following stochastic differential
equation under the risk neutral measure:
dX(t) = (a− bX(t))dt+ σ
√
X(t)dW (t). (4.15)
Let Y (t) be the following:
Y (t) =
∫ t
0
X(u)du. (4.16)
The average interest rate process is then given by Y (t)/t. Consider a standard Asian put option
with strike K and maturity T . It pays (K − Y (T )/T )+ at option maturity. The price of the option
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is given by
p = E
[
exp
(
−
∫ T
0
X(t)dt
)(
K − Y (T )
T
)+]
=
1
T
E
[
e−Y (T )(KT − Y (T ))+
]
= KE
[
e−Y (T )1{Y (T )≤KT}
]
− 1
T
E
[
e−Y (T )Y (T )1{Y (T )≤KT}
]
.
Denote the characteristic function of Y (T ) by φ. Then from Theorem 4.1.2 and Theorem 4.1.3, we
immediately obtain the following Hilbert transform representation for Asian interest rate put option
price in the CIR model :
p =
K
2
φ(i) +
i
2T
φ′(i)− K
2
iH(KT, φ(ξ + i)) +
1
2T
H(KT, φ′(ξ + i)) (4.17)
=
K
2
φ(i) +
i
2T
φ′(i) + H(KT,
1
2T
φ′(ξ + i)− K
2
iφ(ξ + i)). (4.18)
The price of a call option can be computed using the following put call parity easily:
c = p+ E
[
e−Y (T )
(
Y (T )
T
−K
)]
= p− i
T
φ′(i)−Kφ(i). (4.19)
The characteristic function φ of Y (T ) is given by the following (see Lamberton and Lapeyre (1996)):
φ(ξ) = eaα(ξ)+X(0)β(ξ).
Here X(0) is the initial interest rate at time 0, and
γ =
√
b2 − 2iσ2ξ, α(ξ) = 2
σ2
ln
(
2γe(b−γ)T/2
γ + b+ e−γT (γ − b)
)
, β(ξ) =
2iξ(1− e−γT )
γ + b+ e−γT (γ − b) .
The following proposition provides a horizontal strip in which φ(z) and φ′(z) are analytic, and shows
that φ(ξ + i) and φ′(ξ + i) have exponentially decaying tails for ξ ∈ R. The Hilbert transforms in
(4.17) and (4.18) can therefore be computed very efficiently with high accuracy using Theorem 4.2.1.
Proposition 4.4.1. Let φ be the cf of YT defined in (4.15-4.16) with a, b, σ > 0. Then both φ(z)
and φ′(z) are analytic in {z ∈ C : =(z) ∈ (λ−,+∞)}, where λ− = −b2/(2σ2). For any y ∈ (λ−,∞),
there exist constants C1, C2 > 0, independent of ξ, such that for any ξ ∈ R,
|φ(ξ + iy)| ≤ C1 exp (−c|ξ|ν) , |φ′(ξ + iy)| ≤ C2 exp (−c|ξ|ν) ,
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where c = (X0 + aT )/σ and ν = 1/2.
Proof. Since an analytic function is infinitely differentiable, it suffices to show that φ(z) is analytic
in the given strip. For this purpose, it suffices to show that φ(iy) <∞ for y > λ−. Note that
γ =
√
b2 − 2iσ2iy =
√
b2 + 2σ2y > 0.
Moreover, since b ≥ 0, it is obvious that γ + b + e−γT (γ − b) = γ(1 + e−γT ) + b(1 − e−γT ) > 0.
Therefore, |α(iy)| <∞, |β(iy)| <∞ and hence φ(iy) <∞.
As for tail behaviors, we first show the case for φ(ξ + iy). Note that
|φ(ξ + iy)| = exp (a<(α(ξ + iy)) +X0<(β(ξ + iy))) .
As for <(β(ξ + iy)), note that
β(ξ + iy) =
2i(ξ + iy)
γ + b
− 4i(ξ + iy)γe
−γT
(γ + b)(γ + b+ e−γT (γ − b)) .
The second term above converges to zero rapidly as ξ →∞ since e−γT → 0 exponentially. In fact,
noting that | arg(γ)| ≤ pi/4,
<(γ) = <
((
b2 + 2σ2y − 2iσ2ξ)1/2)
≥ 1√
2
|b2 + 2σ2y − 2iσ2ξ|1/2 ≥ σ|ξ|1/2.
As for the first term,
<
(
2i(ξ + iy)
γ + b
)
= <
(
2i(ξ + iy)(γ − b)
γ2 − b2
)
= − 1
σ2
<(γ − b) ≤ b
σ2
− 1
σ
|ξ|1/2.
Therefore, there exists c1 > 0, independent of ξ, such that for any ξ ∈ R,
exp(X0<(β(ξ + iy))) ≤ c1 exp
(
−X0
σ
|ξ|1/2
)
.
53
As for <(α(ξ + iy)),
<(α(ξ + iy)) = 2
σ2
ln
∣∣∣∣ 2γe(b−γ)T/2γ + b+ e−γT (γ − b)
∣∣∣∣
=
2
σ2
(
<
(
(b− γ)T
2
)
+ ln
∣∣∣∣ 2γγ + b+ e−γT (γ − b)
∣∣∣∣)
≤ bT
σ2
− T
σ
|ξ|1/2 + 2
σ2
ln
∣∣∣∣ 2γγ + b+ e−γT (γ − b)
∣∣∣∣ .
Since the last term above converges to a constant, there exists a constant c2 > 0, independent of ξ,
such that for any ξ ∈ R,
exp(a<(α(ξ + iy)) ≤ c2 exp
(
−aT
σ
|ξ|1/2
)
.
Combining the above, we obtain the conclusion for φ(ξ + iy). As for φ′(ξ + iy), note that
φ′(z) = φ(z)(aα′(z) +X0β′(z)).
It is trivial to verify that
α′(z) =
2b− γ(γ + b)T + e−γT (γ(γ − b)T − 2b)
iγ2(γ + b+ e−γT (γ − b)) ,
β′(z) =
2iγ(1− e−γT ) + 2σ2Tze−γT
γ(γ + b+ e−γT (γ − b)) +
2σ2z(1− e−γT )(1 + e−γT (1− (γ − b)T ))
γ(γ + b+ e−γT (γ − b))2 .
In particular, |α′(ξ+iy)| → 0 and |β′(ξ+iy)| → 0 as ξ →∞. This proves the result for φ′(ξ+iy).
In the following, we consider the pricing of an Asian put option in the CIR model with the
following parameters:
a = 0.15 b = 1.5, σ = 0.2, T = 1, K = 0.1, X(0) = 0.1.
Chacko and Das (2002) derived transform representations for the prices of Asian interest rate options
in a wide class of affine jump diffusion models. To compute the price of an option, a Gil-Paleaz type
integral will be evaluated numerically. Dassios and Nagaradjasarma derived series representations
for Asian option prices in the CIR model. For the valuation of an Asian option, a triple series needs
to be computed, where the coefficients are computed recursively. Our numerical example shows
that the price of an Asian interest rate option can be computed using our method with remarkable
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accuracy and efficiency. The pricing error converges exponentially. The method is very easy to
implement. Moreover, our method allows for the pricing of multiple Asian option prices with a
sequence of evenly spaced strike prices. The first graph in Figure 4.2 shows the pricing error of our
method as a function of M1/3 with benchmark is 0.0903014523. The exponential convergence as
predicted by Theorem 4.2.1 is verified. Our method achieves an accuracy of 10−10 in milliseconds.
In the second graph, we compute and plot the Asian put option price as a function of strike price K.
Strike prices are evenly distributed in [0.05, 0.15]. The fractional fast Fourier transform described
in Section 4.2.3 is used.
4.4.2 Asian Equity Options in the Square Root CEV model
In the square root CEV model, the underlying asset price process {S(t)} is governed by the following
stochastic differential equation under the risk neutral measure:
dS(t) = (r − q)S(t)dt+ σ
√
S(t)dW (t).
Here r is the risk free interest and q is the continuous yield the underlying asset is paying. This is
a special case of the model in the previous section with a = 0 and b = q − r. Similarly, we define
Y (t) =
∫ t
0
S(u)du.
Then the average asset price process is given by Y (t)/t, t > 0. Consider a standard Asian put option
with strike price K and maturity T . It pays (K − Y (T )/T )+ at option maturity. The price of this
option is given by
p = e−rTE
[(
K − Y (T )
T
)+]
= e−rT
(
KP(Y (T ) ≤ KT )− 1
T
E[Y (T )1{Y (T )≤KT}]
)
.
Suppose the characteristic function of Y (T ) is given by φ. Then from Theorem 4.1.1 and 4.1.3, we
obtain the following Hilbert transform representation of put option price in the square root CEV
model :
p = e−rT
(
K
2
+
i
2T
φ′(0)− K
2
iH(KT, φ) +
1
2T
H(KT, φ′)
)
(4.20)
= e−rT
(
K
2
+
i
2T
φ′(0) + H
(
KT,
1
2T
φ′ − K
2
iφ
))
(4.21)
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Similarly, a call option can be priced using the following put call parity:
c = p+ e−rTE
[
Y (T )
T
−K
]
= p− e−rT
(
i
T
φ′(0)−K
)
. (4.22)
Proposition 4.4.1 provides the strip where φ and φ′ are analytic, and show that both φ and φ′ have
exponentially decaying tails. For analytic strips, when q = r or |r − q| is small, the analytic strip
in CEV model is not symmetric, and so we need to use approximation formula 4.11, and we take
d+ = 20. In the following example, we consider the pricing of an Asian put option with the following
parameters:
r = 5%, q = 0, σ = 0.1, T = 1, K = 2, S0 = 2.
The Figure 4.3 shows the pricing error as a function of M1/3. It takes about (0.019s) to achieve an
accuracy of around 2× 10−9.
4.5 Compound Options in Le´vy Models
In the previous sections, we considered the computation of a certain quantity (cdf, option price,
etc.) for given parameters. In some applications, the above procedure needs to be reversed. That
is, we are interested in the value of a certain parameter so that the value of the quantity is equal
to a given number (e.g., percentile of a distribution, initial asset price for an option with given
price, etc.). In this section, we consider the pricing of compound options (option on option) in Le´vy
process models. An essential step of pricing such a product is to compute the initial asset price so
that the price of the underlying option is equal to a given number. A combination of the methods
presented in this paper and Feng and Linetsky (2005) can be used to price such options remarkably
fast and accurately.
4.5.1 Transform Representation
For 0 < T1 < T2 and K1,K2 > 0, consider a compound option that gives the option holder the right
but not obligation to buy a European call option for K1 at time T1, where the call has maturity T2
and strike K2. Denote the call option value at time T1 by C(ST1 , T2−T1), where ST1 is the price at
time T1 of the asset underlying the call option and T2 − T1 is the maturity of the call option. For
convenience, we let Xt = ln(St/K2) and c(x1) = C(K2e
x1 , T2 − T1). That is, c(x1) is the value of
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the European call option at time T1 when the underlying asset price is K2e
x1 . We assume that Xt
follows a Le´vy process under a given equivalent martingale measure. Note that the Le´vy process
starts at x0 = ln(S0/K2), where S0 is the asset price at time 0.
The price at time 0 of the compound option can be computed by
V0 = e
−rT1E0,x0
[
(c(XT1)−K1)+
]
,
where E0,x0 denote the expectation conditional on X0 = x0. Let S∗T1 solve the following equation:
C(S∗T1 , T2 − T1) = K1. (4.23)
Note that the call option price C(S∗T1 , T2 − T1) is an increasing function of S∗T1 . There is a unique
solution to the above equation. Then x∗1 = ln(S
∗
T1
/K2) solves c(x
∗
1) = K1 and
V0 = e
−rT1E0,x0
[
c(XT1)1{XT1≥x∗1}
]
−K1e−rT1P0,x0(XT1 ≥ x∗1). (4.24)
The probability in the second term above is the probability that a Le´vy process starting at x0 will
have a value not smaller than x∗1 at time T1. This probability can be represented in terms of a Hilbert
transform using Theorem 4.1.1. Therefore, to price a compound option, it remains to compute the
expectation in 4.25. :
E0,x0
[
c(XT1)1{XT1≥x∗1}
]
. (4.25)
To compute the expectation in (4.25), we follow Feng and Linetsky (2005). In particular, we adopt
the following result on Le´vy semigroup Ptf(x) = E0,x[f(Xt)]:
Theorem 4.5.1. (Feng and Linetsky (2005) Theorem 4.1) Let X be a Le´vy process starting at
0 and with cf φt(ξ) = E[eiξXt ]. Suppose φ is analytic in {z ∈ C : =(z) ∈ (λ−, λ+)} and α ∈ (λ−, λ+).
Suppose f(x) is such that fα(x) := e
αxf(x) ∈ L1(R). Denote the Fourier transform of fα by fˆα.
Then eαxPtf(x) ∈ L1(R),
F(eαxPtf(x))(ξ) = φt(−ξ + iα)fˆα(ξ).
Moreover, if the above Fourier transform is integrable, then
Ptf(x) =
1
2pi
e−αx
∫
R
e−iξxφt(−ξ + iα)fˆα(ξ)dξ.
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Suppose the cf φt = E0,0[eiξXt ] of X is analytic in {z ∈ C : =(z) ∈ (λ−, λ+)}. Then from
Theorem 4.1 of Feng and Linetsky (2005), for any α < −1 and α ∈ (λ−, λ+),
cα(x1) := e
αx1c(x1) ∈ L1(R)
and has the following Fourier transform:
cˆα(ξ) = −K2e−r(T2−T1) φT2−T1(−ξ + iα)
(ξ − iα)(ξ − i(α+ 1)) . (4.26)
From (4.2), we obtain the following Fourier transform:
gˆ(ξ) := F(cα(x1)1{x1≥x∗1})(ξ) =
1
2
cˆα(ξ) +
i
2
eiξx
∗
1H(e−iηx∗1 cˆα(η))(ξ). (4.27)
Then the expectation in equation (4.25) has the following Fourier inversion representation:
E0,x0
[
c(XT1)1{XT1≥x∗1}
]
=
1
2pi
e−αx0
∫
R
e−iξx0φT1(−ξ + iα)gˆ(ξ)dξ. (4.28)
To summarize, we obtain the following algorithm for the pricing of a compound option (call on call):
1. solve equation 4.23 for S∗T1 and x
∗
1 = ln(S
∗
T1
/K2).
2. start with 4.26, compute the Fourier transform 4.27.
3. compute the expectation 4.28.
4. compute the probability in equation 4.25 and hence the value of the compound option.
4.5.2 Discrete Approximation
An essential step in the previous algorithm is to solve 4.23. Since C(ST1 , T2 − T1) is an increasing
function of ST1 , this equation can be solved easily numerically. We start with an initial guess of
an interval [s0, s1] that may contain S∗T1 (e.g., one can start with [K2/2, 2K2]. It is easy to check
whether such an interval contains S∗T1 by computing C(s
0, T2 − T1) and C(s1, T2 − T1)). We divide
[s0, s1] into M subintervals (with equal length in log scale) and compute a sequence of option prices
at these dividing points using the fractional fast Fourier transform method. A comparison of the
obtain option prices with K1 gives us the much smaller subinterval that contains S
∗
T1
. We refine
[s0, s1] and continue the above procedure until the difference between K1 and C(s
0, T2 − T1) or
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C(s1, T2−T1) is smaller than a prescribed error tolerance level . We interpolate to obtain the value
S∗T1 .
4.27 can be implemented using the method described in Section 4.2. The Fourier inversion
integral (4.28) can be discretized using the simple trapezoidal rule and the resulting discrete ap-
proximation is accurate with exponentially decaying error (see Feng and Linetsky (2005)). Finally,
the probability in (4.25) is expressed in terms of a Hilbert transform and computed using the method
presented in this chapter.
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Figure 4.1: Pricing European options.
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Figure 4.2: Pricing Asian interest rate options in the CIR model.
Figure 4.3: Pricing Asian equity options in the CEV model.
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Chapter 5
Simulation of Le´vy Processes
This chapter presents another application of the approximation of cumulative distributions from
characteristic functions in the last chapter. That is, the exact simulation of Le´vy processes with
given characteristic functions. By combining our results with quasi Monte carlo sequence, we develop
some accurate and efficient schemes for the simulation of Le´vy processes. To illustrat our results, we
apply our simulation schemes to price discrete Asian options under geometric Le´vy models presented
in Chapter 3.
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5.1 Brief review of simulation of Le´vy processes
Generally, Le´vy processes can be simulated by compound Poisson processes approximation with
small jumps incorporated into the Brownian motion parts, or by series representation of the pro-
cesses. For more details of these two methods, refer to [39]. Although these methods are general,
they converge slowly and are time consuming.
Recently, some authors [7; 40; 41; 54; 74; 110] apply the quasi-Monte Carlo in the simulation
of Le´vy processes. These algorithms can be categorized into two classes according to the way they
use quasi-Monte Carlo sampling. One is aimed to increase the efficiency by exploiting the special
structures of the underlying processes. For example, in [54], the author considered the NIG process
as a time changed Brownian motion by an inverse Gaussian process, and simulate these two simpler
processes separately by using plain quasi-Monte Carlo sampling. With the same idea, in [41], the
author treated the variance gamma process as a time changed Brownian motion by a gamma process
and generate the quasi-Monte Carlo paths by using gamma bridge with stratified sampling. Gamma
bridge can be interpreted as the extension of Brownian bridge which enhances the efficiency of quasi-
Monte Carlo via dimension reduction. And in [40], the same author applied the similar idea in the
simulation of normal inverse Gaussian process(NIG) by using inverse Gaussian bridge. Later, in
[7] L’Ecuyer improves above gamma bridge sampling of variance process by treating the underlying
process as the difference of two gamma processes and used double gamma bridge sampling. These
algorithms are indeed very efficient as shown by their authors; however, they heavily depend on
the specific structures of the underlying processes. For example, the gamma bridge methods above
for variance gamma processes may not readily be extended to a CGMY process even though the
representation of a CGMY process as a time changed Brownian motion is derived by [85].
The other way to use quasi-Monte Carlo sampling is directly numerically inverse the cumulative
distribution function of the underlying process. Though this method is more robust than the first
one, it is often criticized for the amount of time cost in computing the CDFs. Their inversion may
involve iterative use of Newton Rahpson’s method or the bisection method. However, in [116], the
author proposed a fast inversion method to inverse the CDF based on Hermite interpolation. Relying
on this numerical inversion method and an extension of the Imai and Tans linear transformation
method [73], a direct inverse quasi-Monte Carlo simulation method is proposed in [74] to sample
generalized hyperbolic Le´vy process. The algorithm we will propose below also belongs to this
category.
The structure of this chapter is organized as follows: first, we show how to generate a random
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variable with only its characteristic function available(assume the characteristic function here satis-
fies our conditions); second, we propose our main algorithm to simulate Le´vy processes by combining
our numerical inversion method with randomized quasi-Monte Carlo that will be introduced below;
in the end of the section, we test the efficiency of our algorithm by applying it to price discretely
monitored Asian options under the CGMY model and show how our algorithm can be used to
accelerate the simulation method provided by [74].
5.2 Monte carlo simulation of Le´vy processes from
characteristic functions
The inversion method for generating non-uniform random variates is based on the observation that
a random variate X with CDF F can be generated by
X = F−1(U),
where U denotes a unform random variable on (0, 1).
Suppose now we want to sample the Le´vy path X∆, · · · , Xd∆. Here we assume that the time
lengths for the increments are the same, which is often the case in finance for discretely monitored
options. Then we just need to sample the random variable X∆ at each step since X(j+1)∆ =
Xj∆ + X∆(j = 1, · · · , d − 1). So we can build a vector pair (xj , F (xj))0≤j≤M−1 to store the CDF
for X∆ at different points before the start of simulation, where F (x) is the CDF for X∆ at point x.
With {xj}0≤j≤M−1 fine enough and max(|x0|, |xM−1|) large enough, we approximately obtain the
whole distribution for X∆. By doing so, we reduce the simulation of Le´vy processes to the simpler
problem which just involves bisection index search and uniform random variable generation. Further
more, based on the fractional fast Fourier transform method and our representation of CDF, we can
compute the vector pair (xj , F (xj))−Ml≤j≤Mr very easily with very low computational cost which
almost can be negligible.
Now, we propose our first algorithm for simulation of Le´vy process which makes the sampling
sequentially as follows:
Algorithm 5.2.1. Before the simulation, we cache the distribution of increments of Le´vy process:
1. Compute the analytic mean(say µ) and variance(say σ2) from the characteristic function(just
take the first and second derivatives). Set bl = µ − Q ∗ σ, br = µ + Q ∗ σ, here Q is a
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predetermined number such that max(F (bl), 1− F (br)) < ε, with ε is the predetermined error
tolerance(usually we set ε = 10−9 in practice of simulation).
2. Divide the interval [bl, br] into M equally sized subintervals bl = x0 < x1 < · · · < xM−1 = br.
And compute F (x0), F (x1), · · · , F (xM−1) simultaneously by using the fast fractional Fourier
transform method and our representation for CDF. Usually, we set M = 214 or larger in order
to make sure that each F (xi) computed is accurate enough.
/*Simulation*/
To generate one sample of X∆, · · · , Xd∆,
1. generate independent uniform random variables (u1, · · · , ud) ∈ [0, 1)d.
2. for each j = {1, · · · , d}, find i such that uj ∈ [F (xi), F (xi+1)] by using bisection search-
ing method, and approximate F−1(uj) by using linear interpolation based on (xi, F (xi)) and
(xi+1, F (xi+1)).
3. X0 = 0, X(j+1)∆ = Xj∆ + F
−1(uj)(j = 1, · · · , d− 1).
Remark 5.2.2. 1. As mentioned in [116], generating a non-uniform random variable by invers-
ing CDF method has some advantages compared to other generation methods, such as rejec-
tion method, because this method preserves the structural properties of the underlying uniform
random number generator, which is very important for quasi-Monte Carlo simulation, while
rejection method destroys the structure of low discrepancy sequences([17; 74]). Moreover, the
quality of the generated random variables depends only on the quality of the underlying uni-
form random number generator, a fact that can hardly be shown for any other generation
method([116] and references therein).
2. The differences of our method with inverse method proposed in [116] are that: (1)the method
in [116] requires that the CDF or pdf(probability density function) is known or can be computed
easily. However, the author does not provide any efficient way to compute CDF or pdf if only
the characteristic function of the random variable is known; (2) with our algorithm above,
FFFT can be applied which will greatly reduce the computational cost in the set up while in
the method of [116] it is not easy to use FFFT since the length of xj+1 − xj may not be the
same for each 0 ≤ j ≤M − 1.
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5.3 Randomized quasi-Monte carlo simulation of Le´vy
processes
As a competitive alternative of Monte carlo simulation(MC), quasi-Monte carlo(QMC) has been
used in many problems in financial engineering over the past few years, where they often provide
a more accurate estimator than Monte carlo method. In this section, we briefly review some ideas
and techniques of quasi-Monte carlo. For more details, one can refer to [37; 61; 63; 87; 88], and
references therein.
MC and QMC methods both approximate an integral over the unit cube
I =
∫
[0,1]d
f(x)dx by QN =
1
N
N−1∑
i=0
f(xi)
Their main difference is the choice of point set PN = {x0, x1, · · · , x(N−1)} ⊂ [0, 1)d. In MC method,
these points are independent and identically distributed uniform random vectors from the unit cube
[0, 1]d, whereas in QMC method these points are carefully(and deterministically)constructed to be
more uniform than pseudo random points. The main advantage of QMC over MC is suggested via
the Koksma-Hlawka inequalities: if the function f has finite Hardy-Krause variation V (f) ([89]),
then for any point set PN ⊂ [0, 1)d
|QN − I| ≤ V (f)D∗(PN )
whereD∗(PN ) is the rectangular-star discrepancy which measures the discrepancy(or non-uniformity)
of PN and is defined as follows:
D∗(x0, x1, · · · , xN−1;A) = supA∈A|
]{xi ∈ A}
N
− vol(A)|
vol(A) denotes the lebesgue volume(measure) of A, and A is the collection of all rectangles in [0, 1)d
of the form
d∏
j=1
[0, uj), 0 ≤ uj ≤ 1,
Such inequalities provide deterministic worst-case error bounds. Infinite sequences of points x1, x2, · · ·
for which D∗(PN ) = O(N−1logdN) can be constructed for any finite d ([87]). Therefore, for func-
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tions with V (f) < ∞, the convergence rate of |QN − I| is O(N−1logdN), which is asymptotically
more superior than the classical MC rate of O(N−1/2).
At first glance, it seems from these type of bounds that QMC would lose its superiority when
dimension d is large, as in this case one need a very large N to make sure that N−1logdN < 1√
N
.
For example, d = 10, one has to choose N > 1.2× 1039, which is too large to be practical. However,
in practice, it has been shown in [28] that even for hundreds of dimensions, QMC still gives more
accurate estimator than MC. To reconciliate this apparent contradiction, two main approaches have
been used. First, the study of randomized QMC methods has provided new tools to understand
the advantages of QMC over MC. Second, the notion of effective dimension has been very useful
to understand how QMC methods could improve upon MC even in large dimensions([88]). In
this section we will only mention how to randomize a QMC sequence and how to reduce effective
dimension by Brownian bridge.
5.3.1 Randomization
With deterministic QMC methods, reliable error estimates are difficult to obtain. This has moti-
vated the introduction of randomized QMC(RQMC), which essentially turns QMC into a variance-
reduction technique([37; 88]). The idea is to randomize PN so that:(a) it remains its high uniformity
when taken as a set and (b) each individual point has the uniform distribution over [0, 1)d. Under
these conditions, E[QN ] = I, and hopefully V ar[QN ] will be smaller with RQMC than with MC.
There are many randomized methods available([63; 88]), and here we only introduce digital shift
method that will be used in our implementation.
Digital shift
For each point set PN = {x0, x1, · · · , x(N−1)} ⊂ [0, 1)d, we generate a vector of uniform random
variables u = {u1, u2, · · · , ud} ∈ [0, 1)d, and construct a new point set PuN = {xu0 , xu1 , · · · , xu(N−1)}
with each point xui is xi digital shifted by u as follows:
xui = (x
0
i ⊕ u0, x1i ⊕ u1, · · · , xdi ⊕ ud)
where ”⊕” is the exclusive-or operator.
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With this randomized point set, we have randomized estimator, denoted by Qu, as
QN (u) =
1
N
N−1∑
i=0
f(xui ),
To estimate I, we apply M independent randomization shift to the same point set PN , and form
approximations QN (u1), QN (u2), · · · , QN (uM ), where u1, u2, · · · , uM are independent of u, the uni-
form random vector in [0, 1)d. Let X¯M and S
2
x,M be sample mean and sample variance of these
samples of approximations, then we estimate I by X¯M . It can be shown that ([87])
E[X¯M ] =I,
E[S2x,M ] =V ar[QN (u)] = M ∗ V ar[X¯M ]
More details about the variance of the estimator based on digital shifted sequences can be found in
[88].
Remark 5.3.1. 1. Another random shift method is random shift modulo 1, that is, xui = (xi +
u)mod 1. The study of variance of the estimator based on this randomization method can
found in [63; 88].
2. In our numerical implementation of this paper, we will use Sobol’ sequences([104]) which is an
example of digital sequences, and for these kind of sequences, as suggested by [38], it is more
natural to use digital shift(”XOR”-shift) because it preserves the equidistribution properties of
this type of point sets.
5.3.2 Dimension Reduction
A possible explanation why QMC often outperforms MC in computational finance as observed in
[28] is that many financial problems naturally have a low effective dimension in some sense([37]).
When this happens, it means that even if the nominal dimension d is large, a QMC method based
on a point set PN that has good low-dimension projections can provide an accurate approximation
for I. Hence, for RQMC estimators to perform well, the problem at hand must have a small effective
dimension. This fact motivates the introduction of techniques aimed at reducing this type of effective
dimension. The Brownian bridge([28; 29]), the principal components analysis techniques([6]) and
linear transform method([73]) are three popular dimension reduction techniques that have been
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proposed in connection to derivative pricing. In the following we will briefly introduce the application
of the Brownian bridge and linear transform methods in the simulation of Le´vy processes by QMC.
Brownian Bridges
The idea of Brownian bridge was first introduced in [29] and generalized in [28]. To generate a Brow-
nian motion at d different times B(t1), B(t2), · · · , B(td) by using d uniform numbers u1, u2, · · · , ud,
instead of generating it sequentially, one can generate B(td) by using u1, generate B(tbd/2c) by using
u2, generate B(tbd/4c) by using u3 and generate B(tb3d/4c) by using u4, etc. The reason why this
can be helpful for QMC methods is that by generating the Brownain motion path in this way, more
importance is given to the first few uniform numbers, and thus the effective dimension of a function
depending on B(t1), B(t2), · · · , B(td) will be decreased by doing the above. As for the application of
Brownian bridge in computational finance in the Gaussian cases, one can refer to [87] and references
cited therein. Here we would like to present the algorithm proposed by [62] who uses stratified
sampling and Brownian bridge to simulate general Le´vy processes:
Algorithm 5.3.2. To generate a Le´vy path X(t1), X(t2), · · · , X(td) with ti − ti−1 = ∆, one can
1. generate a Brownian path (B0, B1/d, · · · , B1) from the uniform variables u1, u2, · · · , ud using
the Brownian bridge construction;
2. set uˆk := Φ(d
1/2(Bk/d −B(k−1)/d)), k = 1, · · · , d;
3. set X0 = 0 and Xk∆ := X(k−1)∆ + F−1(uˆk), k = 1, · · · , d.
where Φ(x) denotes the CDF of the standard normal distribution, and F−1(x) is the inverse CDF
of the Le´vy increment X∆.
The main idea of this algorithm is: (1) uˆk defined above are independent and uniform distributed
on (0, 1); (2) by using stratified sampling and low-discrepancy point sets, the original uniform u1
is ”distributed” among the uniforms uˆ1, · · · , uˆd and so becomes ”more important” than the others,
and u2, u3 become the second-most important and so on.
Linear Transform
This dimension reduction method was first introduced in [73] and then extended to simulation of
generalized hyperbolic processes in [74]. The main idea of this algorithm is based on the following
proposition:
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Proposition 5.3.3. Let X = (X1, · · · , Xd) be a vector of iid random variables with CDF F (x),
u = (u1, · · · , ud) be a vector of d uniformly distributed numbers on the interval [0, 1], and s =
(s1, · · · , sd)> be a vector of d standard normals, and A be an orthogonal matrix. Then
E[g(X)] =E[g(F−1(u1), · · · , F−1(ud))]
=E[g(F−1(Φ(s1)), · · · , F−1(Φ(sd)))]
=E[g(F−1(Φ(A1.s)), · · · , F−1(Φ(Ad.s)))]
where Ai, i = 1, · · · , d corresponds to the i-th row of the orthogonal matrix A.
Actually, the idea of this algorithm is similar to the one mentioned above based on Brownian
bridge, with the only difference being the choice of matrix A. In this algorithm, the matrix A is
chosen column by column by solving an optimization problem and it depends on the problem at
hand. For details of the derivation of matrix A, one can refer to [74].
5.4 Discretely Monitored Asian Option
Under the risk neutral setting, we assume that the underlying asset price is modeled by St = S0e
Xt ,
where S0 is the initial asset price and Xt is the Le´vy process starting from X0 = 0. The price of
the discrete arithmetic Asian call option with d monitoring dates and strike price K is given by the
following expectation:
C(S0,K, T ) = e
−rTE0[max(Ad −K, 0)], Ad = 1
d+ 1
d∑
k=0
Sk∆
Here we assume that the maturity of the option is T and monitoring dates are 0 = t0 < t1 < · · · <
td = T with tj+1 − tj = ∆(j = 1, · · · , d).
Our procedure to price this option by MC simulation is as follows:
Algorithm 5.4.1. The same set up as (5.2.1).
/*Loop n = 1 : N*/
1. Generate the vector of increments X∆ = {X1∆, · · · , Xd∆} based on (5.2.1);
2. Sˆk∆ = S0exp(X
1
∆ + · · ·+Xk∆);
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3. Cn(S0,K, T ) = e
−rTmax( 1d+1
∑d
k=0 Sˆk∆ −K, 0);
/*end loop*/
C = C1(S0,K,T )+···+CN (S0,K,T )N .
RMSE =
√∑N
n=1(Cn(S0,K,T )−C)2
(N−1)N
Here, RMSE denotes root mean square error of the estimator.
Our procedure to price this option by digital shifted QMC simulation is as follows:
Algorithm 5.4.2. The same set up as (5.2.1).
/*loop j = 1 : m*/
generate a vector of independent uniform random variable u = (u1, · · · , ud) ∈ [0, 1)d;
/*Loop n = 1 : N1*/
1. Generate the vector of increments X∆ = {X1∆, · · · , Xd∆} based on (5.2.1) or (5.3.2) with
uniform random variables being obtained by low discrepancy sequences digital shifted by u;
2. Sˆk∆ = S0exp(X
1
∆ + · · ·+Xk∆);
3. Cn(S0,K, T ) = e
−rTmax( 1d+1
∑d
k=0 Sˆk∆ −K, 0);
/*end loop*/
Cj =
C1(S0,K,T )+···+CN1 (S0,K,T )
N1
.
/*end loop*/
C = C
1+···+Cm
m ;
RMSE =
√∑m
j=1(C
j−C)2
(m−1)m
The study of the digital shifted quasi-Monte carlo estimator and its variance can above can be
found in [87].
5.4.1 Control variate
In pricing discretely monitored arithmetic Asian option, it is often found that choosing the corre-
sponding geometric average Asian option will greatly reduce the variance. In our numerical imple-
mentation below, we also choose this control variate.
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Under the same setting as arithmetic Asian option above, the price for the geometric average
Asian call option is given by
Cg(S0,K, T ) = e
−rTE0[max(Gd −K, 0)], Gd = (
d∏
k=0
Sk∆)
1
d+1
Let Y = ln(Gd), then it can be derived easily that the characteristic function of Y is given by
φY (ξ) =E[e
iξY ]
=exp(iξ(lnS0 + µ
d∆
2
)−∆
d∑
k=1
Ψ(ξ
d− k + 1
d+ 1
))
where Ψ(ξ) is the characteristic exponent of X1, and µ is the drift of Xt which is fixed by the
martingale condition
µ = r − q + Ψ(−i)
Then the price of the geometric Asian call can be easily obtained from our Hilbert representation
for European vanilla options.
5.5 Numerical Implementation
In this section, we will show the performance of different simulation methods by considering the
valuation of discrete arithmetic Asian options under the CGMY model, in which case both the
CDF and pdf of the underlying process are unknown anlytically. First, we will illustrate the perfor-
mance of plain Monte carlo method(MC), digital shifted QMC based on Sobol’ sequences by using
(5.2.1)(QMC+DS), digital shifted QMC based on Sobol’ sequences and Brownian bridge method
by using (5.3.2)(QMC+DS+BB). Second, we will also show the performance of these simulation
methods when combined with control variate technique. For the details of digital shifted quasi-
Monte carlo simulation method, one can refer to [87; 88] and references therein; for the Sobol’
sequences generator, we use the fast generation package developed by Thomas Kollig and Alexander
Keller(http://www.uni-kl.de/AG-Heinrich/DiscrePack.html), and the standard normal distribution
is generated by using Moro’s inverse transform’s method.
In our implementation, we set parameters for the CGMY model as C = 4, G = 50,M = 60, Y =
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0.7, and S0 = 100,K = 100, r = 0.05, q = 0. The characteristic exponent of CGMY is given by Ψ(ξ)
Ψ(ξ) = CΓ(−Y )(MY − (M − iξ)Y +GY − (G+ iξ)Y )
The implementation is carried out under PC Intel(R) Core(TM)2Duo CPU T7300 @2.00GHz,1G
RAM. In the simulation methods based on digital shifted QMC, we take 30 times digital shift, i.e.,
m = 30.
In table 1, we list the exact option values for discretely monitored Asian options considered above
with numbers of monitoring dates 12(monthly), 50(weekly) and 250(daily). These are obtained by
using digital shifted QMC control variate with 30 digital shifts and sample size of 512× 104 sample
size(i.e., m = 30, N1 = 512 × 104) . The computation of vector pairs (xj , F (xj))0≤j≤M−1 with
M = 214 takes 0.078 second. This CPU cost is very low and almost negligible.
Table 5.1: Exact option values for different monitoring dates.
Dates 12 50 250
Exact Value 5.659058 5.718514 5.734307
In table 2, we list the numerical results for three simulation methods mentioned above without
control variate. We make the sample size for MC, N , equal to m ∗N1(where m = 30 is the number
of digital shifts in digital shifted QMC, N1 the sample size per shift), i.e., make the total sample
size the same for three simulation methods. And we have the following observations:
1. By comparing their RMSE and corresponding CPU, we find that digital shifted QMC indeed
greatly outperform the plain MC simulation method with efficiency gains relative to plain
MC simulation, defined as
σ2AtA
σ2BtB
, being hundreds for 12 monitoring dates(Here A stands for
MC method, σA is the standard deviation of MC method, B stands for alternative simulation
method with σB being the standard deviation), especially when the digital shifted QMC is
combined with Brownian bridge.
2. We can also see from the table that the superiority of QMC over MC decreased with the number
of monitoring dates, which is expected since the dimension for low discrepancy sequences
increases with the number of monitoring dates and it would reduce the effect of QMC.
3. Digital shifted QMC combined with Brownian bridge outperforms the plain digital shifted
QMC when number of monitoring dates are 12 and 50. However, when number of monitoring
date is 250, by comparing the efficiency gains we are surprised to find that the Brownian bridge
73
method which is designed to reduce the effective dimension of the problem does not perform
better than the sequentially sampling just based on digital shifted QMC.
4. The CPU cost for the same number of sampling is almost the same for MC method and digital
shifted QMC method with QMC method giving much more accurate estimators, and the CPU
cost was doubled when the digital shifted QMC is combined with Brownian Bridge.
Table 5.2: Simulation without control variate.
MC QMC+DS QMC+DS+BB
Dates N(×104) RMSE CPU RMSE CPU Gain RMSE CPU Gain
12
30 1.42E-2 0.843 1.47E-3 0.906 87.41 4.93E-4 2 351.22
120 7.11E-3 3.156 4.84E-4 3.391 200.72 1.61E-4 7.86 783.02
480 3.56E-3 12.27 2.92E-4 12.97 140.64 5.58E-5 31.01 1601.46
50
30 1.44E-2 3.187 2.31E-3 3.296 37.41 9.78E-4 7.56 91.12
120 7.19E-3 12.42 1.10E-3 13.05 40.97 2.98E-4 29.86 242.07
480 3.59E-3 49.42 3.75E-4 51.94 87.57 1.10E-4 119.03 443.10
250
30 1.44E-2 15.38 4.25E-3 16.06 10.96 3.14E-3 34.73 9.28
120 7.22E-3 61.09 1.45E-3 63.84 23.78 1.04E-3 137.48 21.40
480 3.61E-3 243.36 5.72E-4 253.95 38.13 4.19E-4 550.34 32.77
In table 3, we list the numerical results for varous simulation methods with geometric average
Asian Call with the same monitoring dates and strike price as control variate, and we find that
1. With control variate, RMSE has been reduced for about 10 times for all three simulation
methods, with the effect of control variate on MC being greatest.
2. We also find that control variate decreases the superiority of QMC over MC, though two QMC
based methods still outperform MC. Intuitively, this can be explained by the fact that these
techniques might reduce the variance of the integrated function in a way that concentrates the
remaining variance in very small regions, and this make it harder for QMC to improve upon
MC([38])
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Table 5.3: Simulation with control variate.
MC QMC+DS QMC+DS+BB
Dates N×104 RMSE CPU RMSE CPU Gain RMSE CPU Gain
12
30 4.06E-4 1.23 1.72E-4 1.28 5.33 6.71E-5 2.47 18.27
120 2.03E-4 3.66 5.32E-5 3.80 14.00 2.9E-5 8.56 20.94
480 1.02E-4 13.28 3.04E-5 13.64 10.85 1.18E-5 32.56 30.18
50
30 4.00E-4 4.66 2.09E-4 4.77 3.59 6.97E-5 9.13 16.80
120 1.99E-4 14.02 1.25E-4 14.50 2.46 3.46E-5 31.58 14.70
480 9.97E-5 51.30 5.18E-5 53.19 3.57 1.57E-5 121.45 17.03
250
30 3.95E-4 22.58 2.72E-4 23.20 2.06 1.91E-4 42.42 2.28
120 1.99E-4 68.21 8.92E-5 70.59 4.79 6.05E-5 148.06 4.96
480 9.93E-5 252.75 7.72E-5 260.59 1.6 3.86E-5 566.16 2.95
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Chapter 6
Pricing Bermudan Options under
Le´vy Processes Models
This parts of thesis presents a novel method to price early exercise exotic options, such as Bermudan
barrier options and Bermudan floating strike options, under geometric levy model based on Fast
Hilbert transform. This method only needs the knowledge of characteristic functions of the levy
processes. Its convergence rate is exponential when the characteristic functions are exponentially
decayed, and the computational cost is only O((N − 1)Mlog2M) with M is the number of monitor
dates and N is the number of grids. And by combining with Richardson extrapolation, this method
can be applied to price American exotic options very efficiently.
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In this chapter, we consider pricing Bermudan style vanilla, knock-out barrier, and floating strike
lookback options in geometric Le´vy models. Suppose the current time is t0 = 0. Denote the set
of monitoring times for the Bermudan option by T = {t0, t1, · · · , tN}. Here tN = T is the option
maturity. In general, the intervals between monitoring times can be different. However, to simplify
notations and without loss of generality, we assume a constant monitoring interval ∆. That is,
tj = j∆, j = 0, 1, · · · , N . A Bermudan option can be exercised at any time in T . When exercised at
time tn ∈ T , the payoff of a Bermudan vanilla option is G(Stn), where G(S) = (S −K)+ for a call
and G(S) = (K−S)+ for a put. Here K is the strike price of the option. For a Bermudan knock-out
barrier option, the payoff at time tn is given by G(Stn) if the underlying asset price does not drop to
or below a lower barrier L ≥ 0 or rise to or above an upper barrier U ≤ +∞ at any monitoring time
in {t0, · · · , tn}. In this chapter, we assume constant barriers. However, our method easily extends to
the case with time dependent barriers. We also assume that L < K < U , which usually is the case
in applications. Our algorithms can be easily adjusted to handle those cases where both barriers are
on the same side of the strike price. For a Bermudan floating strike lookback put, when exercised at
time tn, the payoff is given by max{S¯0, St1 , · · · , Stn} − Stn . Here S¯0 denotes the current maximum
of the underlying asset price. For a newly started option, S¯0 = S0. For an existing lookback option
(i.e., a seasoned lookback option), S¯0 is the maximum of S0 and the discrete maximum of the asset
price observed before time 0. For a floating strike lookback call, the payoff is similar to a vanilla
call, with the strike price replaced by the minimum of the underlying asset price. In this chapter,
we only consider floating strike lookback puts. Calls can be valued in the same way.
6.1 Vanilla and barrier options
The valuation of a Bermudan option corresponds to solving a discrete optimal stopping problem.
The value at time 0 of a Bermudan knock-out barrier option is computed by
V 0(S0) = sup
τ
E[e−rτG(Sτ )1(L,U)(St0) · · ·1(L,U)(Sτ )],
where the supremum is taken over the set of all stopping times which take value in T , and 1(L,U)(Stj )
is a barrier indicator function which takes value 1 if Stj ∈ (L,U) and 0 otherwise. The above optimal
stopping problem can be solved using a backward induction. We perform a change of variable
x = ln(S/K) and consider the log process Xt = ln(St/K). Denote f
0(x) = V 0(Kex). This is the
option value function at time 0 in the new state variable x. Denote l = ln(L/K), u = ln(U/K),
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g(x) = G(Kex). Then f0 can be computed recursively as follows (see [15] for the connection between
an optimal stopping problem and the corresponding backward induction):
fN (x) = 1(l,u)(x) · g(x),
f j(x) = 1(l,u)(x) ·max(g(x), e−r∆Ej∆,x[f j+1(X(j+1)∆)]), 0 ≤ j < N.
Here Et,x denotes the expectation conditional on Xt = x. The option price at time 0 is then recovered
by V 0(S0) = f
0(ln(S0/K)). For a Bermudan vanilla option, we solve this backward induction by
taking l = −∞ and u = +∞ and hence eliminating the indicator functions in the above. Notice
that for a Bermudan put option, for any 0 ≤ j < N , there exists a critical value −∞ < x∗j < 0(will
be proved later) so that when x ≤ x∗j , early exercise is optimal and the maximum above equals the
payoff function g. Otherwise, it is optimal to hold the option and the maximum above equals the
discounted conditional expectation (see Figure 6.1 for an illustration of value functions of Bermudan
vanilla and barrier put options). Similarly, for a Bermudan call option, for any 0 ≤ j < N , there
exists x∗j > 0 so that when x ≥ x∗j , early exercise is optimal. Otherwise, it is optimal to hold the
option. S∗j = Ke
x∗j is known as the early exercise boundary of the Bermudan option. Let θ = 1 for
puts and θ = −1 for calls. Then we obtain the following expression for f j :
f j(x) = 1(l,u)(x) ·
(
g(x) · 1(−∞,θx∗j ](θx) + e−r∆Ej∆,x[f j+1(X(j+1)∆)] · 1(θx∗j ,∞)(θx)
)
.
We will implement the above backward induction in the Fourier space. To guarantee integrability
so that the Fourier transform can be taken, we often need to introduce an exponential dampening
factor. For an appropriate α ∈ IX (we will discuss what α is appropriate for a specific contract), we
define f jα(x) = e
αxf j(x). Denote gα(x) = e
αxg(x). Suppose f jα ∈ L1. Then we obtain the following
from properties of Esscher transform:
E[f j+1(X(j+1)∆)|Fj∆] = E[e−αX(j+1)∆f j+1α (X(j+1)∆)|Fj∆]
= φ(j+1)∆(iα)Zj∆ E[Z(j+1)∆f j+1α (X(j+1)∆)/Zj∆|Fj∆]
=
φ(j+1)∆(iα)
φj∆(iα)
e−αXj∆ Eα[f j+1α (X(j+1)∆)|Fj∆].
Note that φ(j+1)∆(iα)/φj∆(iα) = φ∆(iα). Therefore, conditional on Xj∆ = x, we have
eαxEj∆,x[f j+1(X(j+1)∆)] = φ∆(iα)Eαj∆,x[f j+1α (X(j+1)∆)].
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Here Eαt,x denotes the expectation conditional on Xt = x under measure Pα. We therefore obtain
the following dampened backward induction:
fNα (x) = 1(l,u)(x) · gα(x), (6.1a)
f jα(x) = gα(x) · 1(l,u)(x) · 1(−∞,θx∗j ](θx)
+e−r∆φ∆(iα)Eαj∆,x[f j+1α (X(j+1)∆)] · 1(l,u)(x) · 1(θx∗j ,∞)(θx), 0 ≤ j < N. (6.1b)
In particular, x∗j solves the following equation:
gα(x) = e
−r∆φ∆(iα)Eαj∆,x[f j+1α (X(j+1)∆)]. (6.1c)
The option price at time 0 is then recovered by V 0(S0) = e
−α ln(S0/K)f0α(ln(S0/K)).
Figure 6.1: Value functions of Bermudan vanilla and barrier options. Parameters are given in Section 6.7. “B-”
stands for Bermudan. “VP”: vanilla put; “UOP”: up-and-out put; “DOP”: down-and-out put; “DBP”: double
barrier knock-out put.
If the above backward induction were implemented directly in the state space, we would start
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with the dampened option payoff (6.1a). Then we find the early exercise boundary by solving
(6.1c). Knowing the early exercise boundary, we obtain the dampened option value function f jα from
(6.1b). We repeat (6.1c) and (6.1b) until f0α is obtained. Such an implementation would require
the knowledge of the transition probability density of the underlying stochastic process X, which
may not be directly available in general Le´vy models. Even if the transition density were known,
computing the conditional expectations by numerical integration using standard schemes would lead
to high computational cost and low accuracy. In Black-Schole and Merton’s model and Merton’s
normal jump diffusion model, [25] applies the double exponential fast Gauss transform method
to achieve high accuracy and computational efficiency. However, this method does not extend
to more general non-Gaussian Le´vy models. In general Le´vy models with known characteristic
functions, one could express the conditional expectation as a Fourier inverse integral, as is done in
[71]. At each time step, one computes the Fourier transform of the option value function, and then
conducts a Fourier inversion. When the Fourier and Fourier inverse integrals are discretized using
standard Newton-Cotes type schemes, approximation errors converge polynomially (see [71]). In
this chapter, we present a Hilbert transform implementation of the above backward induction. In
such an implementation, we do not need to switch between the Fourier space and the state space.
We compute the Fourier transform of the option value function at the current time step directly
from the Fourier transform of the option value function at the previous time step. By staying in the
Fourier space completely, we enjoy the remarkable accuracy and computational efficiency provided
by powerful approximation theory for analytic functions, as shown in Section 6.5.
(6.1a)-(6.1c) correspond to eight different cases: Bermudan vanilla puts and calls (l = −∞,
u = +∞), down-and-out puts and calls (−∞ < l < u = +∞), up-and-out puts and calls (−∞ =
l < u < +∞), and double barrier puts and calls (−∞ < l < u < +∞).
6.2 Floating strike lookback options
The value of a Bermudan floating strike lookback put is computed by
V 0(S0, S¯0) = sup
τ
E[e−rτ (max{S¯0, S∆, · · · , Sτ} − Sτ )].
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Denote the discrete maximum process of the asset price by S¯. That is, S¯j∆ = max{S¯0, S∆, · · · , Sj∆}.
The above optimal stopping problem can be implemented using the following backward induction:
V N (SN∆, S¯N∆) = S¯N∆ − SN∆,
V j(Sj∆, S¯j∆) = max
(
S¯j∆ − Sj∆, e−r∆Ej∆[V j+1(S(j+1)∆, S¯(j+1)∆)]
)
, 0 ≤ j < N.
Here Et[·] denotes the conditional expectation E[·|Ft]. Note that the above algorithm involves two
state variables: the underlying asset price and the maximum process. However, it is possible to
reduce the dimension to one and hence greatly reduce computational effort. Define F j(Sj∆, S¯j∆) =
V j(Sj∆, S¯j∆)/Sj∆. Then
F j = max
(
S¯j∆
Sj∆
− 1, e−r∆Ej∆
[
F j+1
S(j+1)∆
Sj∆
])
.
As in [117], we define a new measure P∗ via the Radon-Nikody´m derivative as follows
dP ∗ =
Sj+1
Sje(r−q)∆
dP (6.2)
Using esscher transform property and martingale condition, we obtain
Ej∆
[
F j+1
S(j+1)∆
Sj∆
]
=
φ(j+1)∆(−i)
φj∆(−i) Ej∆
[
F j+1
Z(j+1)∆
Zj∆
]
= e(r−q)∆E∗j∆
[
F j+1
]
.
Here E∗t [·] denotes the conditional expectation E∗[·|Ft] under measure P∗. Therefore, we obtain the
following backward induction for F j :
FN =
S¯N∆
SN∆
− 1,
F j = max
(
S¯j∆
Sj∆
− 1, e−q∆E∗j∆
[
F j+1
])
, 0 ≤ j < N.
We note that the above backward induction only involves the ratio process S¯/S, and each F j is
hence a function of the form F j(S¯j∆/Sj∆). We thus have reduced the dimension of the original
backward induction to one.
Recall the log return process Xt = ln(St/S0). Denote the discrete maximum process of X by
X¯ = ln(S¯/S0). Denote Y = X¯ − X = ln(S¯/S). We want to compute F 0(S¯0/S0) = F 0(exp(Y0)).
Denote f j(y) = F j(ey) for 0 ≤ j ≤ N . Note that Y is a non-negative process. f j(y) is thus well
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Figure 6.2: The value function of a Bermudan floating strike lookback put option. Parameters are given in Section
6.7. “FSLP”: floating strike lookback put.
defined for y ≥ 0. However, for later convenience, we extend the domain of f j to R by imposing
f j(y) = 0 for y < 0. Then f0 solves the following backward induction:
fN (y) = (ey − 1) · 1[0,+∞)(y),
f j(y) = max(ey − 1, e−q∆E∗j∆,y[f j+1(Y(j+1)∆)]) · 1[0,+∞)(y), 0 ≤ j < N.
Here E∗t,y denotes the expectation conditional on Yt = y under measure P∗. Finally, the option price
at time 0 is recovered from V 0(S0, S¯0) = S0f
0(ln(S¯0/S0)). Note that for any 0 ≤ j < N , there
exists a critical value y∗j > 0(will be proved later) so that when y ≥ y∗j , early exercise is optimal and
the maximum above equals ey−1 (see Figure 6.2 for an illustration of the option value as a function
of S¯/S). Otherwise, when 0 ≤ y < y∗j , it is optimal to hold the option. Basically, when S¯j∆/Sj∆ is
large enough, one should exercise to realize the profit early. On the other hand, when the ratio is
small, one should hold the option for potential better payoff in the future. Consequently, f j(y) can
be expressed as follows:
f j(y) = (ey − 1) · 1[y∗j ,+∞)(y) + e−q∆E∗j∆,y[f j+1(Y(j+1)∆)] · 1[0,y∗j )(y).
To compute the above conditional expectation, we need the distribution of Y(j+1)∆ conditional on
Yj∆ = y. We notice that this distribution has a probability mass at the origin and a continuous
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density on (0,+∞). More specifically,
Y(j+1)∆ = X¯(j+1)∆ −X(j+1)∆
= max(X¯j∆, X(j+1)∆)−X(j+1)∆
= max(X¯j∆ −Xj∆ +Xj∆ −X(j+1)∆, 0)
= max(Yj∆ − (X(j+1)∆ −Xj∆), 0).
Denote the transition density of the Le´vy process X under measure P∗ by p∗t (·) and the corresponding
cumulative distribution function by P ∗t (·). Then, conditional on Yj∆ = y, Y(j+1)∆ equals 0 with
probability
P∗(X(j+1)∆ −Xj∆ ≥ y) =
∫ ∞
y
p∗∆(x)dx = 1− P ∗∆(y),
and has density p∗∆(y − ·) on (0,+∞). Therefore,
E∗j∆,y[f j+1(Y(j+1)∆)] = f j+1(0)(1− P ∗∆(y)) +
∫
R
p∗∆(y − x)f j+1(x)dx.
Here the integral is on R instead of (0,+∞) since f j+1 takes value 0 on the negative half real line
by our construction. We therefore obtain the following expression for f j :
f j(y) = (ey − 1) · 1[y∗j ,+∞)(y) + e−q∆
(
f j+1(0)(1− P ∗∆(y)) +
∫
R
p∗∆(y − x)f j+1(x)dx
)
· 1[0,y∗j )(y).
(6.3)
We would like to implement the backward induction in the Fourier space. f j itself is not integrable
and a dampening factor is needed to guarantee integrability. We select α < −1 such that eαyf j(y) ∈
L1. We therefore consider the dampened option value function f jα(y) = e
αyf j(y) and obtain the
following dampened backward induction for the price of a Bermudan floating strike lookback put
option (note that f j+1(0) = f j+1α (0)):
fNα (y) = e
αy(ey − 1) · 1[0,+∞)(y), (6.4a)
f jα(y) = e
−q∆
(
eαyf j+1α (0)(1− P ∗∆(y)) +
∫
R
eα(y−x)p∗∆(y − x)f j+1α (x)dx
)
· 1[0,y∗j )(y)
+eαy(ey − 1) · 1[y∗j ,+∞)(y), 0 ≤ j < N. (6.4b)
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The early exercise boundary y∗j solves
eαy(ey − 1) = e−q∆
(
eαyf j+1α (0)(1− P ∗∆(y)) +
∫
R
eα(y−x)p∗∆(y − x)f j+1α (x)dx
)
. (6.4c)
The option value is then recovered from V 0(S0, S¯0) = S0e
−α ln(S¯0/S0)f0α(ln(S¯0/S0)). If the above
backward induction were implemented directly in the state space, we would start with (6.4a). Then
we find the early exercise boundary by solving (6.4c) and obtain the dampened option value function
f jα from (6.4b). We repeat this until f
0
α is obtained. For the same reasons stated in the previous
section, we implement (6.4a)-(6.4c) in the Fourier space.
6.3 Early exercise boundary
Before we go forward to the Hilbert transform representation of prices of above options, we presented
following two propositions upon which the derivation of backward inductions rely.
Proposition 6.3.1. For Bermudan single barrier put option with lower barrier L < K (K is strike
price), at each time step tj(j = 1, · · · , N), there is an exercise point, say S∗j , such that if Sj ≤ S∗j it
is optimal to exercise the option right away and if Sj > S
∗
j it is optimal to keep the option to next
step, and {S∗j }1≤j≤M is an increasing and bounded sequence.
Proof. we first prove the existence and uniqueness of the exercise point.
CN−1(S) = e−r∆E
[
(K − SeX∆)1{L<SeX∆<K}
]
= e−r∆
∫ ln(K/S)
ln(L/S)
(K − Sex)p∆(x)dx.
∂CN−1(S)
∂S
= e−r∆
1
S
(K − L)− e−r∆
∫ ln(K/S)
ln(L/S)
exp∆(x)dx
= e−r∆
1
S
(K − L)− e−r∆E [eX∆1{SeX∆<K}]
> e−r∆
1
S
(K − L)− e−r∆E [eX∆]
= e−r∆
1
S
(K − L)− e−q∆ ≥ −1.
Moreover, as S → 0, CN−1(S) < K − S. Thus, CN−1(S) intersects the payoff function K − S
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exactly once, say, at S∗N−1.
V N−1(S) = max(K − S,CN−1(S)).
CN−2(S) =e−r∆E[V N−1(SeX∆)1(L<SeX∆ )]
=e−r∆
∫ ln(S∗N−1/S)
ln(L/S)
(K − Sex)p∆(x)dx+ e−r∆
∫ ∞
ln(S∗N−1/S)
CN−1(Sex)p∆(x)dx.
∂CN−2(S)
∂S
=e−r∆
(
− 1
S
(K − S∗N−1)p∆(ln(S∗N−1/S)) +
1
S
(K − L)p∆(ln(L/S))−
∫ ln(S∗N−1/S)
ln(L/S)
exp∆(x)dx
)
+ e−r∆
(
1
S
CN−1(S∗N−1)p∆(ln(S
∗
N−1/S)) +
∫ ∞
ln(S∗N−1/S)
∂CN−1(Sex)
∂S
exp∆(x)dx
)
=e−r∆
(
1
S
(K − L)p∆(ln(L/S))−
∫ ln(S∗N−1/S)
ln(L/S)
exp∆(x)dx+
∫ ∞
ln(S∗N−1/S)
∂CN−1(Sex)
∂S
exp∆(x)dx
)
Therefore,
∂CN−2(S)
∂S
> −e−r∆
∫
R
exp∆(x)dx = −e−q∆ ≥ −1.
By induction, Cj(S) does not exceed K and its slope is always in (−1, 0). Hence it intersects the
payoff function exactly once.
Second, for the monotonicity of exercise point, it can be proved as follows.
For Bermudan barrier options it is clearly that
VN−1(S) =1I(S)max(e−r∆E[VN (SeX∆)],K − S)
≥1I(S)max(0,K − S) = VN (S)
and therefore
VN−2(S) = 1I(S)max(e−r∆E[VN−1(SeX∆)],K − S)
≥ 1I(S)max(e−r∆E[VN (SeX∆)],K − S)
= VN−1(S)
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By induction, we have Vj(S) ≤ Vj−1(S) (j = 2, · · · , N). Hence we get S∗j−1 ≤ S∗j for put.
Finally, we want to prove that S∗j is bounded. It is obviously that S
∗
j ≤ K. Moreover, by
induction, it is easy to prove that Cj(S) < e−r∆K. Thus, e−r∆K > Cj(S∗j ) = K − S∗j , i.e.,
K(1− e−r∆) < S∗j ≤ K.
Proposition 6.3.2. For Bermudan single barrier call option, if dividend q > 0 or I = (−∞, U)
with U < ∞, there is also a unique exercise point, say S∗j , such that if Sj ≥ S∗j it is optimal to
exercise the option right away and if Sj < S
∗
j it is optimal to keep the option to next step, and
{S∗j }1≤j≤N is an decreasing and bounded sequence; if q = 0 and I = (−∞,∞), S∗j = ∞ for all j,
i.e., keep the option till expiration.
Proof. Here we just prove the case with upper barrier, i.e., I = (−∞, U). Suppose K < U <∞:
CN−1(S) = e−r∆E
[
(SeX∆ −K)+1{SeX∆<U}
]
= e−r∆
∫ ln(U/S)
ln(K/S)
(Sex −K)p∆(x)dx.
∂CN−1(S)
∂S
= −e−r∆ 1
S
(U −K)p∆(ln(U/S)) + e−r∆
∫ ln(U/S)
ln(K/S)
exp∆(x)dx
< e−r∆
∫ ln(U/S)
ln(K/S)
exp∆(x)dx < e
−r∆E
[
eX∆
]
< 1.
CN−1(S) thus intersects the payoff function exactly once, say, at S∗N−1, since its slope is in (−∞, 1)
and its value cannot exceeds U −K.
V N−1(S) = max(S −K,CN−1(S)).
CN−2(S) = e−r∆E[1{SeX∆<U}V N−1(SeX∆)] = e−r∆
∫ ln(U/S)
ln(S∗N−1/S)
(Sex −K)p∆(x)dx
+e−r∆
∫ ln(S∗N−1/S)
−∞
CN−1(Sex)p∆(x)dx.
So it’s easy to check that CN−2(S) < U −K by using fact that CN−1(S) < U −K for all S.
∂CN−2(S)
∂S
= e−r∆
(
− 1
S
(U −K)p∆(ln(U/S)) +
∫ ln(U/S)
ln(S∗N−1/S)
exp∆(x)dx
)
+e−r∆
∫ ln(S∗N−1/S)
−∞
∂CN−1(Sex)
∂S
exp∆(x)dx
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It’s easy to check that its slope is less than 1. And by induction, the results follows.
Second, as for the monotonicity, the proof is similar to Bermudan barrier put option, so it is
omitted here.
Finally, for boundness, it can be proved as follows. It is easy to prove by induction that Cj(S) <
e−r∆E[SeX∆ ] = Se−q∆. Therefore, when q > 0, we have S∗j − K = C∗j (S∗j ) < S∗j e−q∆, i.e.,
S∗j <
K
1−e−q∆ . It is also obvious that S
∗
j ≥ K. Thus, S∗j is bounded. When q = 0 and I = (−∞, U)
with U <∞, it is obvious that C∗j < U . Thus, in this case, S∗−K = C∗j (S∗j ) < U , i.e., S∗j < U+K.
In sum, K ≤ S∗j < U +K when U <∞; K ≤ S∗j < K1−e−q∆ when q > 0.
Proposition 6.3.3. For Bermudan floating strike lookback put(call) option, at each time step tj(j =
1, · · · , N), there is an unique exercise point, say Z∗j , such that if Zj > Z∗j (Zj ≤ Z∗j ) it is optimal
to exercise the option right away, and if Zj ≤ Z∗j (Zj > Z∗j ) it is optimal to keep the option to next
step; moreover, {Z∗j }1≤j≤N is an decreasing(increasing) and bounded sequence.
Proof. Let Zj =
S¯j
Sj
, and from eq.(6.2) we know
Fj(Zj) = max(Zj − 1, e−q∆E∗j [Fj+1(Zj+1)]) j = N − 1, · · · , 2, 1
with FN (Z) = Z − 1. Note that
Zj+1 =
S¯j+1
Sj+1
=
Sj
Sj+1
max(
Sj+1
Sj
, Zj) = e
−X∆max(eX∆ , Zj)
so by induction we know that Fj(Z)(j = N, · · · , 2, 1) is a convex increasing function of Z.
Let CN (Z) = FN (Z) = Z − 1 and Cj(Z) = e−q∆E∗j [Fj+1(Zj+1)](j = N − 1, · · · , 1). We want to
prove that claim that the slope of function Cj(z) is in [0, e−r∆] for j < N and there is unique Z∗j
such that
Cj(Z) = Z − 1
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Indeed, when j = N − 1,
CN−1(Z) =e−q∆E∗N−1[ZN − 1]
=e−q∆
∫
R
e−xmax(ex, Z)p∆(x)dx− e−q
=e−q∆
∫ ∞
ln(lnZ)
p∆(x)dx+ e
−q∆
∫ ln(lnZ)
−∞
e−xZp∆(x)dx− e−q∆.
Thus,
0 <
∂CN−1
∂Z
=− e−q∆ 1
Z
p∆(ln(Z)) + e
−q 1
Z
p∆(ln(Z)) + e
−q∆
∫ ln(lnZ)
−∞
e−xp∆(x)dx
≤e−q∆
∫
R
e−xp∆(x)dx = e−r∆ < 1
by definition of P ∗ in eq.(6.2). Therefore, |C
N−1(Z)−CN−1(1)|
|Z−1| < e
−r∆, i.e, CN−1(Z) < CN−1(1) +
e−r∆|Z − 1|, which means as Z → ∞, Z − 1 > CN−1(Z). It is easy to prove that there is unique
Z∗N−1 such that C
N−1(Z) = Z − 1.
Suppose that the claim holds for j = k + 1, we want to prove it for j = k. Actually,
Ck(Z) =e−q∆(
∫
R
(Zk+1 − 1)1(Zk+1>Z∗k+1)p∆(x)dx+
∫
R
Ck+1(Zk+1)1(Zk+1≤Z∗k+1)p∆(x)dx)
=e−q∆(
∫
R
(e−xmax(ex, Z)− 1)1(e−xmax(ex,Z)>Z∗k+1)p∆(x)dx
+
∫
R
Ck+1(e−xmax(ex, Z))1(e−xmax(ex,Z)≤Z∗k+1)p∆(x)dx)
=e−q∆(
∫ ln(Z)−ln(Z∗k+1)
−∞
(e−xZ − 1)p∆(x)dx+
∫ ln(Z)
ln(Z)−ln(Z∗k+1)
Ck+1(e−xZ)p∆(x)dx
+
∫ ∞
ln(Z)
Ck+1(1)p∆(x)dx)
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where we have used the fact that Z∗k+1 ≥ 1. Thus,
0 <
∂CN−1
∂Z
=e−q∆(
1
Z
(Z∗k+1 − 1)p∆(ln(Z)− ln(Z∗k+1))−
1
Z
Ck+1(Z∗k+1)p∆(ln(Z)− ln(Z∗k+1))
+
1
Z
Ck+1(1)p∆(ln(Z))− 1
Z
Ck+1(1)p∆(ln(Z))
+
∫ ln(Z)
ln(Z)−ln(Z∗k+1)
∂Ck+1(Zk+1)
∂Zk+1
e−xp∆(x)dx)
=e−q∆
∫ ln(Z)
ln(Z)−ln(Z∗k+1)
∂Ck+1(Zk+1)
∂Zk+1
e−xp∆(x)dx
≤e−q∆
∫
R
e−xp∆(x)dx = e−r∆ < 1
By the same argument as for case j = N − 1, it is easy to prove that there is unique Z∗k such that
Ck(Z) = Z − 1. By induction, we prove the claim.
Similar to the second part of the proof of Proposition 3.1, we can easily get that Z∗j (j =
1, · · · , N) is decreasing and bounded. Completely parallel results hold for Bermudan floating strike
call options.
6.4 Hilbert transform representations
First, recall the following three key identities of Hilbert transform:
F(1(l,∞) · f)(ξ) = 1
2
fˆ(ξ) +
i
2
eiξlH(e−iηlfˆ(η))(ξ), (6.5)
F(1(−∞,u) · f)(ξ) = 1
2
fˆ(ξ)− i
2
eiξuH(e−iηufˆ(η))(ξ). (6.6)
Subtracting F(1(−∞,l] · f)(ξ) from F(1(−∞,u) · f)(ξ), we immediately get
F(1(l,u) · f)(ξ) =
∫
R
fˆ(η)ei(ξ−η)(u+l)/2
sin((ξ − η)(u− l)/2)
pi(ξ − η) dη. (6.7)
In the previous section, we have seen the necessity to deal with value functions multiplied by indicator
functions resulting from barrier monitoring or early exercise. We obtain their Hilbert transform
representations using the above key identities.
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6.4.1 Bermudan vanilla put options
For a Bermudan vanilla put (B-VP), we solve (6.1a)-(6.1c) for g(x) = K(1− ex)+, l = −∞, u =∞
and θ = 1. By contractivity of Le´vy semigroups, f jα ∈ L1 for any α ∈ (0, λ+) and 0 ≤ j ≤ N
and hence its Fourier transform is well defined (see [55] for similar analysis). (6.1b) reduces to the
following:
f jα(x) = gα(x) · 1(−∞,x∗j ](x) + e−r∆φ∆(iα)Eαj∆,x[f j+1α (X(j+1)∆)] · 1(x∗j ,∞)(x).
Note that the conditional expectation in the above expression is essentially a convolution integral.
More specifically, denote the transition density of X under measure Pα by pαt (·). Then
Eαj∆,x[f j+1α (X(j+1)∆)] =
∫
R
f j+1α (y)p
α
∆(y − x)dy.
By the convolution theorem, the Fourier transform of the above is a product fˆ j+1α (ξ)φ
α
∆(−ξ). Using
identity (6.5) , we obtain the following backward induction in the Fourier space for (6.1a)-(6.1c):
we start with
fˆNα (ξ) = gˆα(ξ). (6.8a)
We then find the early exercise boundary x∗j by solving the following equation (note that we use a
Fourier inverse representation for the conditional expectation in 6.1c):
find x = x∗j such that: gα(x) =
1
2pi
e−r∆
∫
R
e−iξxfˆ j+1α (ξ)φ∆(−ξ + iα)dξ. (6.8b)
Knowing the early exercise boundary, we obtain the following Hilbert transform representation for
fˆ jα:
fˆ jα(ξ) = F(gα · 1(−∞,x∗j ])(ξ) + e−r∆
(
1
2
fˆ j+1α (ξ)φ∆(−ξ + iα)
+
i
2
eiξx
∗
jH(e−iηx∗j fˆ j+1α (η)φ∆(−η + iα))(ξ)
)
. (6.8c)
We repeat the above for 1 ≤ j < N . Note that we do not need to compute fˆ0α. Using fˆ1α, we can
compute the conditional expectation Eα0,x[f1α(X∆)] via a Fourier inversion. Therefore, the last step
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of the induction will be:
f0α(x) = max
(
gα(x),
1
2pi
e−r∆
∫
R
e−iξxfˆ1α(ξ)φ∆(−ξ + iα)dξ
)
. (6.8d)
When needed, (6.8b) can be run one more time for j = 0 to obtain x∗0. We thus solve (6.8a)-
(6.8d) for pricing a Bermudan vanilla put option. The following remark is relevant for the discrete
approximation of the above backward induction, which will be presented in Section 6.5. Similar
analysis can be found in [55].
Remark 6.4.1. Note that φt(z) is analytic in {z ∈ C : =(z) ∈ (λ−, λ+)}. Consequently, φt(−z+iα)
as a function of a complex variable z is analytic in {z ∈ C : =(z) ∈ (α−λ+, α−λ−)}. As for fˆ jα, for
any α− λ+ < β < α such that α− β ∈ (0, λ+), e−βxf jα(x) = f jα−β(x) ∈ L1. Therefore, by analytic
continuation of the Fourier transform (see, e.g., [97]), fˆ jα is analytic in {z ∈ C : =(z) ∈ (α−λ+, α)}.
As a result, the analyticity strip for fˆ jα(z)φ∆(−z + iα) is
SB-VP = {z ∈ C : =(z) ∈ (α− λ+, α)}, α ∈ (0, λ+).
Obviously, SB-VP is a horizontal strip containing the real axis.
6.4.2 Bermudan down-and-out put options
For a Bermudan down-and-out put (B-DOP), we need to solve (6.1a)-(6.1c) with −∞ < l < 0,
u =∞ and θ = 1. In this case, f jα ∈ L1 for any α ∈ IX . (6.1b) becomes the following:
f jα(x) = gα(x) · 1(l,x∗j ](x) + e−r∆φ∆(iα)Eαj∆,x[f j+1α (X(j+1)∆)] · 1(x∗j ,∞)(x).
Basically, when the underlying asset price is close enough to the lower barrier, it is optimal to early
exercise the option to get the payoff. Otherwise, the option should be held for greater potential
future payoff. Using (6.5), we obtain the following backward induction in the Fourier space:
fˆNα (ξ) = F(gα · 1(l,0))(ξ), (6.9a)
find x = x∗j such that: gα(x) =
1
2pi
e−r∆
∫
R
e−iξxfˆ j+1α (ξ)φ∆(−ξ + iα)dξ, (6.9b)
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fˆ jα(ξ) = F(gα · 1(l,x∗j ])(ξ) + e−r∆
(
1
2
fˆ j+1α (ξ)φ∆(−ξ + iα)
+
i
2
eiξx
∗
jH(e−iηx∗j fˆ j+1α (η)φ∆(−η + iα))(ξ)
)
. (6.9c)
We repeat (6.9b) and (6.9c) for 1 ≤ j < N . Then f0α is computed by
f0α(x) = 1(l,+∞)(x) ·max
(
gα(x),
1
2pi
e−r∆
∫
R
e−iξxfˆ1α(ξ)φ∆(−ξ + iα)dξ
)
. (6.9d)
Remark 6.4.2. In this case, it is not required to use an exponential dampening factor. One can take
α to be zero. However, it might improve computational efficiency by taking a non-zero α. Note that
e−βxf jα(x) = f
j
α−β(x) ∈ L1 for any β such that α− β ∈ IX (i.e., β ∈ (α− λ+, α− λ−)). Therefore,
fˆ jα is analytic in {z ∈ C : =(z) ∈ (α− λ+, α− λ−)}. The analyticity strip for fˆ jα(z)φ∆(−z + iα) is
hence
SB-DOP = {z ∈ C : =(z) ∈ (α− λ+, α− λ−)}, α ∈ (λ−, λ+).
6.4.3 Bermudan up-and-out put options
For a Bermudan up-and-out put (B-UOP), we solve (6.1a)-(6.1c) with l = −∞, 0 < u < ∞ and
θ = 1. Similar to a Bermudan vanilla put, f jα ∈ L1 for any α ∈ (0, λ+). (6.1b) becomes the following:
f jα(x) = gα(x) · 1(−∞,x∗j ](x) + e−r∆φ∆(iα)Eαj∆,x[f j+1α (X(j+1)∆)] · 1(x∗j ,u)(x).
Notice that the indicator function in the second term above is on an finite interval. We therefore
use the identity (6.7) and obtain the following backward induction in the Fourier space:
fˆNα (ξ) = gˆα(ξ), (6.10a)
find x = x∗j such that: gα(x) =
1
2pi
e−r∆
∫
R
e−iξxfˆ j+1α (ξ)φ∆(−ξ + iα)dξ, (6.10b)
fˆ jα(ξ) = F(gα · 1(−∞,x∗j ])(ξ)
+e−r∆
∫
R
fˆ j+1α (η)φ∆(−η + iα)ei(ξ−η)(x
∗
j+u)/2
sin((ξ − η)(u− x∗j )/2)
pi(ξ − η) dη. (6.10c)
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Repeat (6.10b) and (6.10c) for 1 ≤ j < N . Finally,
f0α(x) = 1(−∞,u)(x) ·max
(
gα(x),
1
2pi
e−r∆
∫
R
e−iξxfˆ1α(ξ)φ∆(−ξ + iα)dξ
)
. (6.10d)
The analyticity strip of fˆ j+1α (z)φ∆(−z+ iα) for a Bermudan up-and-out put is the same as that for
a Bermudan vanilla put:
SB-UOP = SB-VP , α ∈ (0, λ+).
6.4.4 Bermudan double barrier knock-out put options
For a Bermudan double barrier knock-out put (B-DBP), we solve (6.1a)-(6.1c) with −∞ < l < 0 <
u < +∞ and θ = 1. Similar to a down-and-out put, f jα ∈ L1 for any α ∈ IX . (6.1b) reduces to
f jα(x) = gα(x) · 1(l,x∗j ](x) + e−r∆φ∆(iα)Eαj∆,x[f j+1α (X(j+1)∆)] · 1(x∗j ,u)(x).
Again, we use the identity (6.7) to get the following backward induction in the Fourier space:
fˆNα (ξ) = F(gα · 1(l,0))(ξ), (6.11a)
find x = x∗j such that: gα(x) =
1
2pi
e−r∆
∫
R
e−iξxfˆ j+1α (ξ)φ∆(−ξ + iα)dξ, (6.11b)
fˆ jα(ξ) = F(gα · 1(l,x∗j ])(ξ)
+e−r∆
∫
R
fˆ j+1α (η)φ∆(−η + iα)ei(ξ−η)(x
∗
j+u)/2
sin((ξ − η)(u− x∗j )/2)
pi(ξ − η) dη. (6.11c)
Repeat (6.11b) and (6.11c) for 1 ≤ j < N . Then,
f0α(x) = 1(l,u)(x) ·max
(
gα(x),
1
2pi
e−r∆
∫
R
e−iξxfˆ1α(ξ)φ∆(−ξ + iα)dξ
)
. (6.11d)
The analyticity strip of fˆ j+1α (z)φ∆(−z + iα) for a Bermudan double-barrier knock out put is the
same as that for a Bermudan down-and-out put:
SB-DBP = SB-DOP , α ∈ (λ−, λ+).
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6.4.5 Bermudan floating strike lookback put options
For a Bermudan floating strike lookback put (B-FSLP), we solve the backward induction (6.4a)-
(6.4c). First of all, using integration by parts, it is easy to see that
F(eαy(1− P ∗∆(y)) · 1[0,y∗j )(y))(ξ) =
∫ y∗j
0
e(α+iξ)y(1− P ∗∆(y))dy
=
1
α+ iξ
(
e(α+iξ)y
∗
j (1− P ∗∆(y∗j ))− (1− P ∗∆(0)) +
∫ y∗j
0
eiξyeαyp∗∆(y)dy
)
.
Note that the Fourier transform of eαyp∗∆(y) is φ
∗
∆(ξ − iα). Here φ∗t is the characteristic func-
tion corresponding to p∗t . From martingale condition, φ
∗
∆(ξ − iα) = φ∆(ξ − i(α + 1))/φ∆(−i) =
e−(r−q)∆φ∆(ξ − i(α+ 1)). Using the identity (6.7), we obtain
F(eαy(1− P ∗∆(y)) · 1[0,y∗j )(y))(ξ) =
1
α+ iξ
(
e(α+iξ)y
∗
j (1− P ∗∆(y∗j ))− (1− P ∗∆(0))
+ e−(r−q)∆
∫
R
φ∆(η − i(α+ 1))ei(ξ−η)y∗j /2
sin((ξ − η)y∗j /2)
pi(ξ − η) dη
)
.
Secondly, using the convolution theorem, we have
F
(∫
R
eα(y−x)p∗∆(y − x)f j+1α (x)dx
)
(ξ) = e−(r−q)∆φ∆(ξ − i(α+ 1))fˆ j+1α (ξ). (6.12)
Again, using the identity (6.7), we obtain
F
(∫
R
eα(y−x)p∗∆(y − x)f j+1α (x)dx · 1[0,y∗j )(y)
)
(ξ)
= e−(r−q)∆
∫
R
φ∆(η − i(α+ 1))fˆ j+1α (η)ei(ξ−η)y
∗
j /2
sin((ξ − η)y∗j /2)
pi(ξ − η) dη.
Combining the above and from (6.4a)-(6.4c), we obtain the following backward induction for a
Bermudan floating strike lookback put option: we start with
fNα (0) = 0, fˆ
N
α (ξ) =
1
α+ iξ
− 1
α+ 1 + iξ
. (6.13a)
Using (6.4c) and (6.12), we find the early exercise boundary y∗j by solving
ey − 1 = e−q∆f j+1α (0)(1− P ∗∆(y)) +
e−r∆
2pi
∫
R
e−(α+iξ)yφ∆(ξ − i(α+ 1))fˆ j+1α (ξ)dξ. (6.13b)
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Then from (6.4b) and results in this section, we obtain:
fˆ jα(ξ) =
e(α+iξ)y
∗
j
α+ iξ
− e
(α+1+iξ)y∗j
α+ 1 + iξ
+
e−q∆f j+1α (0)
α+ iξ
(
e(α+iξ)y
∗
j (1− P ∗∆(y∗j ))− (1− P ∗∆(0))
)
+ e−r∆
∫
R
(
fˆ j+1α (η) +
f j+1α (0)
α+ iξ
)
· φ∆(η − i(α+ 1))ei(ξ−η)y∗j /2
sin((ξ − η)y∗j /2)
pi(ξ − η) dη. (6.13c)
From (6.4b), f jα(0) can be computed by
f jα(0) = e
−q∆f j+1α (0)(1− P ∗∆(0)) +
e−r∆
2pi
∫
R
φ∆(ξ − i(α+ 1))fˆ j+1α (ξ)dξ. (6.13d)
We repeat (6.13b)-(6.13d) for 1 ≤ j < N to get fˆ1α(ξ) and f1α(0). The option value function f0(y)
has the following Fourier inverse representation:
f0(y) = max(ey − 1,
e−q∆f1α(0)(1− P ∗∆(y)) +
e−r∆
2pi
∫
R
e−(α+iξ)yφ∆(ξ − i(α+ 1))fˆ1α(ξ)dξ). (6.13e)
Note that in the above backward induction, we need to compute P ∗∆(·). [56] observes that the
cumulative distribution function (cdf) of a random variable is simply the Fourier transform (at the
point zero) of its probability density function multiplied by an indicator function and hence obtains
a Hilbert transform representation for the cdf. It also obtains some alternative presentations that
may improve numerical performance. From one of the alternative presentations, we have
P ∗∆(y) = −
1
2pi
e−αy
∫
R
e−iξy
φ∗∆(ξ − iα)
α+ iξ
dξ = − 1
2pi
e−(r−q)∆
∫
R
e−(α+iξ)y
φ∆(ξ − i(α+ 1))
α+ iξ
dξ.
(6.13f)
This will be coupled with (6.13a)-(6.13e) for the pricing of Bermudan floating strike lookback puts.
Remark 6.4.3. In addition to α < −1, we let −(α+ 1) ∈ IX so that the domain of φ∆ in (6.13a)-
(6.13f) stays in SX (the analyticity strip of φ) for the convenience of numerical implementation.
For any β > α + 1 such that α − β < −1, e−βyf jα(y) = f jα−β(y) ∈ L1. So fˆ jα(z) is analytic in
{z ∈ C : =(z) > α+ 1}. φ∆(z − i(α+ 1)) is analytic in {z ∈ C : =(z) ∈ (α+ 1 + λ−, α+ 1 + λ+)}.
Therefore, the analyticity strip for fˆ jα(z)φ∆(z − i(α+ 1)) is
SB-FSLP = {z ∈ C : =(z) ∈ (α+ 1, α+ 1 + λ+)}, α ∈ (−λ+ − 1,−1).
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6.4.6 Bermudan vanilla call with continuous dividends
For call option, the payoff function is g(x) = K(ex−1)+, we choose α < −1 to make gα(x) = eaxg(x)
integrable.
f j(x) = g(x) · 1[x∗j ,+∞) + exp(−r∆)Ej∆,x[f (j+1)(X(j+1)∆)] · 1(−∞,x∗j )
we start with
fˆNα (ξ) = gˆα(ξ)
find x = x∗ such that
gα(x) =
1
2pi
e−r∆
∫
R
e−iξxfˆ j+1α (ξ)φ∆(−ξ + iα)dξ
then we obtain the Hilbert transform representation for fˆ jα
fˆ jα(ξ) =F(gα · 1[x∗j ,+∞))(ξ) + e−r∆(
1
2
fˆ j+1α (ξ)φ∆(−ξ + iα)(ξ)
− i
2
eiξx
∗
jH(e−iηx∗j fˆ j+1α (η)φ∆(−η + iα))(ξ))
It is easy to check that fˆNα (z) = gˆα(z) is analytic in strip {z ∈ C : Im(z) ∈ (α + 1,∞)}, so
fˆ j+1α (z)φ∆(−z + iα) is analytic in strip {z ∈ C : Im(z) ∈ (α+ 1, α− λ−)}. Hence,
SB−V C = {z ∈ C : Im(z) ∈ (α+ 1, α− λ−)}
6.4.7 Bermudan vanilla call with discrete dividends
For simplicity, suppose the dividends dates are the same as the monitoring dates, and the underlying
pays constant dividend rate d, i.e., the dividend paid each time is St− · d. After the dividend
payment, the stock price St+ = St−(1 − d). So, after the dividend payment, Xt+ = log(St−(1 −
d)/K) = log(St−/K) + log((1 − d)/K). So, if log(St−/K) = x, then Xt+ starts at x − df where
df = −log((1− d)/K). Hence, f j at each date is
f j(x) = g(x) · 1[x∗j ,+∞) + exp(−r∆)Ej∆,x−df [f (j+1)(X(j+1)∆)] · 1(−∞,x∗j ).
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We use a dampening factor eαx, and take the Fourier transform on both sides. The Fourier transform
of the second term is:
F(eαxe−r∆Ej∆,x−df [f (j+1)(X(j+1)∆)])
=
∫
R
eiξxeαxe−r∆
∫
R
f (j+1)(y + x− df )p∆(y)dydx
=
∫
R
eiξxeαxe−r∆
∫
R
f (j+1)(z)p∆(z − x+ df )dzdx
=e−r∆
∫
R
f (j+1)(z)
∫
R
e(iξ+α)xp∆(z − x+ df )dxdz
=e−r∆
∫
R
eiξzf (j+1)α (z)dz
∫
R
e(iξ+α)(x−z)p∆(z − x+ df )dx
=e−r∆e(iξ+α)df
∫
R
eiξzf (j+1)α (z)dz
∫
R
e(iξ+α)(x−z−df )p∆(z − x+ df )dx
=e−r∆e(iξ+α)df fˆ j+1α (ξ)φ∆(−ξ + iα)
So, we get
fˆ jα(ξ) =F(gα · 1[x∗j ,+∞))(ξ) + e−r∆(
1
2
e(iξ+α)df fˆ j+1α (ξ)φ∆(−ξ + iα)(ξ)
− i
2
eiξx
∗
jH(e−iηx∗j e(iη+α)df fˆ j+1α (η)φ∆(−η + iα))(ξ)),
where x∗j is the solution for the following equation
gα(x) =
1
2pi
e−r∆
∫
R
e−iξxe(iξ+α)df fˆ j+1α (ξ)φ∆(−ξ + iα)dξ.
Tnd the analytic strip is the same as the continuous dividend case.
6.5 Discrete approximation
In the backward inductions for various Bermudan contracts, we need to evaluate Hilbert transforms
and integrals over the real line of certain functions that are analytic in a horizontal strip containing
the real axis. As we have presented in Chapter 2, such Hilbert transforms and integrals can be
discretized using very simple schemes with, however, remarkable accuracy.
We are interested in computing Hf(x) and I(f) = ∫R f(x)dx. We approximate Hf(x) by the
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following discrete Hilbert transform:
Hhf(x) =
∞∑
m=−∞
f(mh)
1− cos(pi(x−mh)/h)
pi(x−mh)/h ,
and approximate I(f) using the trapezoidal sum below:
Ih(f) =
∞∑
m=−∞
f(mh)h.
Then we have the following error estimates for the discrete Hilbert transform and the trapezoidal
sum as showed in Chapter 2:
‖Hf −Hhf‖L∞ ≤ e
−pid/h
pid(1− e−pid/h)‖f‖H1(Dd),
|I(f)− Ih(f)| ≤ e
−2pid/h
1− e−2pid/h ‖f‖H1(Dd).
We further truncate the infinite sums and approximate Hf(x) and I(f) by the following finite
sums:
Hh,Mf(x) =
M∑
m=−M
f(mh)
1− cos(pi(x−mh)/h)
pi(x−mh)/h ,
Ih,M (f) =
M∑
m=−M
f(mh)h.
Truncation errors obviously depend on the tail behavior of f . In particular, when
|f(x)| ≤ c1e−c2|x|ν (6.14)
for some c1, c2, ν > 0, the above truncation errors also decay exponentially essentially in terms of
Mh. One can then select h = h(M) as a function of M in certain ways so that the discretization
and truncation errors are comparable. The total error then also decays exponentially essentially in
terms of M , which represents the computational effort. This is convenient in practice since we have
only one control parameter, M , instead of two. More specifically, we have the following rule for
h = h(M) and error estimate for Hh(M),Mf(x) (see Theorem 6.4 in [55]):
h(M) =
(
pid
c2
)1/(1+ν)
M−ν/(1+ν), (6.15)
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‖Hf −Hh(M),Mf‖L∞ ≤ C1M1/(1+ν) exp(−C2Mν/(1+ν)) (6.16)
for some C1 > 0 and C2 = (pid)
ν/(1+ν)c
1/(1+ν)
2 . Similarly, we have the following rule for h = h(M)
and error estimate for Ih(M),M (f) (see Theorem 6.5 in [55]):
h(M) =
(
2pid
c2
)1/(1+ν)
M−ν/(1+ν), (6.17)
|I(f)− Ih(M),M (f)| ≤ C3(1 +M (1−ν)/(1+ν)) exp(−C4Mν/(1+ν)) (6.18)
for some C3 > 0 and C4 = (2pid)
ν/(1+ν)c
1/(1+ν)
2 . In some applications, we need to evaluate both
Hilbert transforms and integrals (e.g., pricing a Bermudan vanilla put or a down-and-out put). In
such cases, the approximation error due to the discrete Hilbert transform dominates. We thus select
h = h(M) according to (6.15). With this selection, the approximation errors will decay according
to (6.16).
Total error at each step
In this subsection we will analyze the error due to solving x∗j and y
∗ numerically.
Let EP and EQ denote the approximation errors of Hh(M),Mf and Ih(M),M (f). Then we have
the following:
Theorem 6.5.1. For Bermudan barrier options, suppose fˆ
(a)
j+1(ξ) is exact. Then
|fˆ (a)j (ξ;xj)− fˆ (a)Mhj(ξ;x∗j )| ≤ C|xj − x∗j |+ EP (6.19)
where xj is the exact exercise point, i.e., the exact solution in equations 6.8b,6.9b, 6.10b and 6.11b,
and x∗j is the numerical solution, and fˆ
(a)
Mhj(ξ;x
∗
j ) is numerical the approximation of fˆ
(a)
j (ξ;xj) in
equations 6.8c,6.9c, 6.10c and 6.11c.
Proof. Here we just prove the case for Bermudan barrier puts. Bermudan barrier calls can be
handled in the similar way.
First notice that
|fˆ (a)j (ξ;xj)− fˆ (a)Mhj(ξ;x∗j )| = |fˆ (a)j (ξ;xj)− fˆ (a)j (ξ;x∗j ) + fˆ (a)j (ξ;x∗j )− fˆ (a)Mhj(ξ;x∗j )|
≤ |fˆ (a)j (ξ;xj)− fˆ (a)j (ξ;x∗j )|+ EP
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where we used 6.16. Recall that
fj(x;xj) = 1(l,u)(x)[e
−r∆Ej∆,x[fj+1(X∆)]1(x>xj) + g(x)1(x<xj)]
= 1(l,u)(x)[Tj(x)1(x>xj) + g(x)1(x<xj)]
where we let Tj(x) = e
−r∆Ej∆,x[fj+1(X∆)]. So we have
|fˆ (a)j (ξ;xj)− fˆ (a)j (ξ;x∗j )|
=|
∫
eiξx(f
(a)
j (x;xj)− f (a)j (x;x∗j ))dx|
=|
∫
eiξxeax(fj(x;xj)− fj(x;x∗j ))dx|
=|
∫
eiξxeax1(l,u)(x)(Tj(x)1(x>xj) + g(x)1(x<xj) − T (x)1(x>x∗j ) − g(x)1(x<x∗j ))dx|
=|
∫
eiξxeax1(l,u)(x)(Tj(x)(1(x>xj) − 1(x>x∗j )) + g(x)(1(x<xj) − 1(x<x∗j )))dx|
=|
∫
eiξxeax1(l,u)(x)(Tj(x)− g(x))(1(x>xj) − 1(x>x∗j ))dx|
≤eamax(x∗j ,xj)
∫
|Tj(x)− g(x)||1(x>xj) − 1(x>x∗j )|dx
≤C|xj − x∗j |
where C is the maximum of |Tj(x) − g(x)| with x being between xj and x∗j . In the last inequality
above we use the condition that a > 0 and xj < 0 for put(which also implies that x
∗
j < 0 for large
enough Mh).
Remark 6.5.2. From the proof, we can see that the factor C is usually small, since x∗j and xj are
the numerical solution and exact solution of Tj(x) = g(x) respectively.
Remark 6.5.3. Though the constant C and the coefficients appearing in the estimate EP and EQ
depend on x∗j , we are able to modified these constants to make them independent of x
∗
j since it is
proved in 6.3.1 and 6.3.2 that x∗j is bounded.
Similarly, for Bermudan floating lookback strike put options, we have the following error estimate:
Theorem 6.5.4. Suppose f̂
(a)
j+1(ξ) and fj+1(0) are exact, to calculate f̂
(a)
j (ξ) and fj(0), we have
|f̂ (a)j (ξ; yj)− f̂ (a)Mhj(ξ; y∗j )| ≤ C2|yj − y∗j |+ EQ + EP (6.20)
|fj(0)− fMhj(0)| ≤ EQ (6.21)
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where yj is the exact exercise point and y
∗
j is the approximated exercise point, i.e., the numerical
solution of 6.13b.
Proof. Similar to the proof for Bermudan barrier options,
|fˆ (a)j (ξ; yj)− fˆ (a)Mhj(ξ; y∗j )| = |fˆ (a)j (ξ; yj)− fˆ (a)j (ξ; y∗j ) + fˆ (a)j (ξ; y∗j )− fˆ (a)Mhj(ξ; y∗j )|
≤ |fˆ (a)j (ξ; yj)− fˆ (a)j (ξ; y∗j )|+ |fˆ (a)j (ξ; y∗j )− fˆ (a)Mhj(ξ; y∗j )|
From 6.13c, we know that there are two sources of discretization and truncation errors, one coming
from the numerical computation of the probabilities P ∗∆(0) and P
∗
∆(y
∗
j ), and the other one coming
from the numerical computation of the integral appears in 6.13c. They are bounded by EP and EQ,
respectively.
Moreover, note that from 6.3,
f j(y) = (ey − 1) · 1[y∗j ,+∞)(y) + e−q∆
(
f j+1(0)(1− P ∗∆(y)) +
∫
R
p∗∆(y − x)f j+1(x)dx
)
· 1[0,y∗j )(y)
:= g1(y)1(y>y∗) + g2(y)1(0≤y≤y∗)
where we let
g1(y) = (e
y − 1)
g2(y) = e
−q∆
(
f j+1(0)(1− P ∗∆(y)) +
∫
R
p∗∆(y − x)f j+1(x)dx
)
Follow the same procedure as for Bermudan barrier options, we can get the following inequality
|fˆ (a)j (ξ; yj)− fˆ (a)j (ξ; y∗j )|
≤eamax(y∗j ,yj)
∫
|g1(y)− g2(y)||1(y>yj) − 1(y>y∗j )|dy
≤C2|yj − y∗j |
where C2 is the maximum of |g1(y)− g2(y)| with y being between yj and y∗j . Here we also use the
condition that a < −1 and yj > 0 for floating strike put. The inequality for |fj(0)−fMhj(0)| follows
from 6.18 and 6.13d.
Remark 6.5.5. From the proof of the theorem, we can see that C2 in the above is actually a very
small number since yj and y
∗
j are exact and numerical solutions of g1(y) = g2(y).
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Remark 6.5.6. Though the constant C2 and the coefficients appearing in the estimate EP and EQ
depend on y∗j , we are able to modified these constants to make them independent of y
∗
j since it is
proved in 6.3.3 that y∗j is bounded.
6.6 Efficient implementation using the fast Fourier
transform
6.6.1 Toeplitz matrix vector multiplication
In the implementation of backward inductions in Section 6.4 for pricing Bermudan options, we need
to repeatedly compute the following type of quantities (see (6.8c), (6.9c), (6.10c), (6.11c), (6.13c)):
Hf(x), I(f(·)g(x− ·)) =
∫
R
f(y)g(x− y)dy.
We know the values of f on the grid: {−Mh, · · · ,Mh}, and would like to compute the above
quantities on the same grid so that the obtained results can be used as inputs for the next time step.
We approximate the above Hilbert transform or integral using the schemes introduced in Section
4.2. For the Hilbert transform, we have
Hh,Mf(kh) =
M∑
m=−M
f(mh)
1− cos(pi(kh−mh)/h)
pi(kh−mh)/h
=
M∑
m=−M,m6=k
f(mh)
1− (−1)k−m
pi(k −m) , k = −M, · · · ,M.
For the convolution integral, we have the following approximation:
Ih,M (f(·)g(kh− ·)) =
M∑
m=−M
f(mh)g((k −m)h)h, k = −M, · · · ,M.
A naive implementation of the above summations lead to O(M2) operations, which can be computa-
tionally expensive for large M . We note that both of the above can be seen as the multiplication of
a matrix by a vector. Moreover, the corresponding matrices have constant diagonals. Such matrices
are known as Toeplitz matrices. A Toeplitz matrix can be easily embedded into a circulant matrix.
It is well known that the multiplication of a circulant matrix by a vector can be implemented using
the fast Fourier transform (see [43], [50]). The computational cost for the implementation of the
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above summations is thus O(M log(M)). In particular, if the multiplication is repeated with the
same matrix but different vectors, only two runs of the fast Fourier transform are required for each
multiplication. This is the case for Bermudan vanilla puts and down-and-out puts.
Implemented by Fractional fast Fourier transform
To compute the option value function at time 0, we need to compute the following type of quantity
(see (6.8d), 6.9d, (6.10d), (6.11d) and (6.13e)):
I(e−ix·f(·)) =
∫
R
e−ixyf(y)dy.
We approximate the above integral using the trapezoidal scheme:
Ih,M (e
−ix·f(·)) =
M∑
m=−M
e−ixmhf(mh)h.
If the option value is needed for only one fixed x, the computational cost of the above is obviously
O(M). Now suppose multiple option prices need to be computed. The fractional fast Fourier
transform may be used to compute 2M + 1 option prices simultaneously in only O(M log(M))
operations (instead of O(M2) operations in a naive implementation). More specifically, suppose
option prices for the following x’s are needed: {x0 −Mδ, · · · , x0, · · · , x0 + Mδ}. Then we need to
compute
Ih,M (e
−i(x0+nδ)·f(·)) =
M∑
m=−M
e−inmhδe−ix0mhf(mh)h, n = −M, · · · ,M.
Note that −nm = ((m−n)2−m2−n2)/2. The above can thus be reduced to the following Toeplitz
matrix vector multiplication and hence implemented in O(M log(M)) operations:
Ih,M (e
−i(x0+nδ)·f(·)) = e− 12 in2hδ
M∑
m=−M
e
1
2 i(m−n)2hδe−
1
2 im
2hδ−ix0mhf(mh)h, n = −M, · · · ,M.
This is exactly the fractional fast Fourier transform we presented in Chapter 2. For Bermudan
vanilla and barrier options, the application of the fractional fast Fourier transform means that we
can compute multiple option prices efficiently for different initial asset prices. For Bermudan floating
strike lookback options, it means that we can compute multiple option prices for different ratios of
the maximum asset price and the asset price itself.
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For a Bermudan floating strike lookback put option, in addition to the above integrals, we also
need to compute (6.13d) and (6.13f). The corresponding integrals will be discretized using the
trapezoidal scheme and the computational cost will be O(M). Finally, to find the early exercise
boundary, we need to solve the equation (6.8b), 6.9b, (6.10b), (6.11b), or (6.13b). This will be
solved using the Newton-Raphson algorithm. At each time step, we use the previous early exercise
boundary as the starting point for the algorithm. Again, we approximate the integral in the equation
by a trapezoidal sum. Numerical results show that the Newton-Raphson algorithm is very fast
and accurate. We obtain high accuracy with only a few iterations (see Section 6.7 for numerical
results). The computational cost for each iteration is O(M). Therefore, the computational cost of
our complete algorithm will be O(NM log(M)). It is linear in the number of monitoring times, and
O(M log(M)) in the number of points used to approximate the Hilbert transforms and integrals.
6.7 Numerical Results
In this section, we present numerical examples on the pricing of Bermudan vanilla, knock-out barrier
and floating strike lookback options in various Le´vy process models, including the normal inverse
Gaussian (NIG) model ([8]), Kou’s double exponential jump diffusion model ([76]), and the CGMY
model ([30]). In particular, we verify the exponential convergence of our method. We assume that
the risk free interest rate is r = 5%, the continuous yield the underlying asset is paying is q = 2%,
the option expires in one year (T = 1) and is monitored daily with N = 252 and ∆ = 1/252. For
vanilla and barrier options, the strike price is K = 100. For down-and-out and double barrier knock-
out options, the lower barrier is L = 80. For up-and-out and double barrier knock-out options, the
upper barrier is U = 120. Model parameters are contained in Table 6.1. These parameters as well as
the above option parameters are the same as in [55]. Table 6.1 also reports benchmark option prices
for various contracts. “B-” denotes a Bermudan option, and “A-” denotes an American option. We
will discuss how these values are obtained in this section. All computation is conducted on a Lenovo
T400 laptop with 2.53 GHz CPU and 2 GB memory using Matlab version R2009a (we expect further
speed improvement in C/C++).
Remark 6.7.1. Daily monitoring is computationally challenging. Note that the numerical perfor-
mance of our method depends on the tail behavior of the characteristic function φ∆. For many Le´vy
process models of interest, φ∆ satisfies 6.14 for some c2, ν > 0. However, the coefficient c2 typically
depends on ∆ linearly (this is intuitive from the Le´vy-Khintchine formula). For small ∆, φ∆ decays
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slowly and hence larger M is needed to bound the truncation error. However, numerical results show
that our method works very well even for daily monitored Bermudan options. When there are less
monitoring, our method could work much faster.
6.7.1 Bermudan vanilla puts in the NIG model
We first consider pricing a Bermudan vanilla put in the normal inverse Gaussian model. The
characteristic function of the log return process is given by
φt(ξ) = exp
(
iµtξ − δNIG t(
√
α2NIG − (βNIG + iξ)2 −
√
α2NIG − β2NIG )
)
,
µ = r − q + δNIG
(√
α2NIG − (βNIG − 1)2 −
√
α2NIG − β2NIG
)
.
(λ−, λ+) = (βNIG−αNIG, βNIG+αNIG). For a given dampening factor α ∈ (0, λ+), the analyticity
strip is given by SB-VP = {z ∈ C : =(z) ∈ (α−λ+, α)}. We take α = 5 so that SB-VP is symmetric
around the real axis and hence d = min(α, |α − λ+|) = 5 is maximized. This choice maximizes the
convergence rate of the discrete Hilbert transform. The characteristic function satisfies (6.14) with
ν = 1 and c2 = δNIG∆. We then select h = h(M) according to (6.15). From (6.16), we expect
exponential convergence in terms of
√
M . We price an at-the-money put option: S0 = 100. The
benchmark option price is computed by taking a large enough M : 6.4895809977. The early exercise
boundary at time 0 is S∗0 = 81.1802638151. The top two plots in Figure 6.3 exhibit the exponential
convergence of the pricing error in
√
M , as well as the early exercise boundary. We observe that
our method is very accurate and fast. It takes 3.96 seconds to achieve an accuracy of 3× 10−9 with
M = 7000. As for the Newton-Raphson method, as is commonly done, we stop the iteration when
the difference between two consecutive approximations is less than a given tolerance level (We use
10−8 in all of our examples. Actual accuracy turns out to be better than the tolerance level). The
Newton-Raphson methods takes only 4.08 iterations on average for each time step. The option value
as a function of the initial asset price is shown in Figure 6.1.
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Model parameters Option values
NIG: αNIG = 15, βNIG = −5, δNIG = 0.5 B-VP in NIG: 6.4895809977
Kou: σ = 0.1, λ = 3, p = 0.3, η1 = 40, η2 = 12 B-UOP in Kou: 6.2485478641
CGMY: C = 4, G = 50, Mcgmy = 60, Y = 0.7 B-DOP in Kou: 4.5718465241
BSM: σ = 0.2 B-DBP in CGMY: 6.3370654446
B-FSLP in CGMY: 14.4170536603
Option parameters A-VP in BSM: 6.66069
S = 100, K = 100∗, L = 80∗, U = 120∗,
T = 1, N = 252∗, r = 5%, q = 2%
∗ when applicable
Table 6.1: Bermudan and American vanilla, knock-out barrier and floating strike lookback put options in various
Le´vy models.
6.7.2 Bermudan down-and-out/up-and-out puts in Kou’s model
Here we price a down-and-out put in Kou’s double exponential jump diffusion model. The charac-
teristic function of the log return process is given by
φt(ξ) = exp
[
−1
2
σ2tξ2 + iµtξ − λt
(
1− pη1
η1 − iξ −
(1− p)η2
η2 + iξ
)]
,
µ = r − q − 1
2
σ2 + λ
(
1− pη1
η1 − 1 −
(1− p)η2
η2 + 1
)
.
(λ−, λ+) = (−η1, η2). For any dampening parameter α ∈ (λ−, λ+), the analyticity strip is given by
SB-DOP = {z ∈ C : =(z) ∈ (α − λ+, α − λ−)}. We take α = −14 and select h = h(M) according
to (6.15) with ν = 2, c2 =
1
2σ
2∆, and d = 26. We expect the pricing error converges exponentially
in M2/3. The benchmark price of the at-the-money option is computed as 4.5718465241. The early
exercise boundary at time zero is S∗0 = 91.7959442637. The middle left plot in Figure 6.3 exhibits
the exponential convergence of the pricing error in M2/3. The early exercise boundary has a similar
shape as that of the Bermudan vanilla put and is hence omitted. It takes 0.17 seconds to achieve an
accuracy of 4× 10−9 with M = 300. The Newton-Raphson method takes 3.17 iterations on average
for each time step. The option value as a function of the initial asset price is shown in Figure 6.1.
For an up-and-out put, for any dampening parameter α ∈ (0, λ+), the analyticity strip is given
by SB-UOP = {z ∈ C : =(z) ∈ (α − λ+, α)}. We take α = 6 and select h = h(M) according to
(6.17) with d = 6. The benchmark price for the at-the-money put is computed to be 6.2485478641.
The early exercise boundary at time 0 is S∗0 = 83.3223088988. Again, the pricing error converges
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Figure 6.3: Pricing Bermudan vanilla, knock-out barrier and floating strike lookback put options in Le´vy models.
exponentially in M2/3 (plot is omitted). It takes 0.61 seconds to achieve an accuracy of 8 × 10−9
with M = 900. The Newton-Raphson method takes 3.82 iterations on average for each time step.
The option value as a function of the initial asset price is shown in Figure 6.1.
It is worth noting that, in contrast to a Bermudan vanilla option, the price of a Bermudan barrier
option does not necessarily increase as the number of monitoring times increases. For example, the
middle right plot in Figure 6.3 shows the price of a Bermudan up-and-out put in Kou’s model as a
function of the number of monitoring times. We observe that the option price increases initially and
then decreases and converges to a constant (the price of the corresponding American up-and-out
put). This pattern is a result of the combined effect of more exercise opportunities which increase
the option value and more frequent knock-out barrier monitoring which decreases the option value.
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6.7.3 Bermudan double barrier knock-out puts and floating strike
lookback puts in the CGMY model
Here, we price a double barrier knock-out put option in the CGMY model. The characteristic
function of the log return process is given by
φt(ξ) = exp
(
iµtξ + CΓ(−Y )t[(Mcgmy − iξ)Y −MYcgmy + (G+ iξ)Y −GY ]
)
,
µ = r − q − CΓ(−Y ) ((Mcgmy − 1)Y −MYcgmy + (G+ 1)Y −GY ) .
(λ−, λ+) = (−Mcgmy, G). For any dampening parameter α ∈ (λ−, λ+), the analyticity strip is given
by SB-DBP = {z ∈ C : =(z) ∈ (α− λ+, α− λ−)}. We take α = −5 and select h = h(M) according
to (6.17), with d = 55, c2 = 2C|Γ(−Y ) cos(piY/2)|∆ and ν = Y . We expect exponential convergence
of the pricing error in MY/(1+Y ). The benchmark price of the at-the-money put is computed as
6.3370654446. The early exercise boundary at time zero is S∗0 = 84.3825620870. The bottom left
plot in Figure 6.3 verifies the exponential convergence. It takes 0.92 seconds to achieve 4 × 10−9
accuracy with M = 1300. The Newton-Raphson method takes 3.27 iterations on average for each
time step. The option value as a function of the asset price is shown in Figure 6.1.
We also price a Bermudan floating strike lookback put in the CGMY model. For any dampening
parameter α ∈ (−λ+ − 1,−1), the analyticity strip is given by SB-FSLP = {z ∈ C : =(z) ∈
(α+1, α+1+λ+)}. We take α = −26 and h = h(M) according to (6.17) with d = 25. The benchmark
price of a newly started option (S¯0 = S0 = 100) is computed as 14.4170536603. The early exercise
boundary in terms of the ratio of the maximum asset price and the asset price itself is shown in the
bottom right plot in Figure 6.3. The corresponding value at time zero is 1.3529136140 (i.e., ey
∗
0 ).
According to [55], the price of the corresponding European style lookback put is 13.8600107735.
The early exercise premium is thus about 0.557. Again, the pricing error converges exponentially
in MY/(1+Y ) (plot is omitted). It takes 1.34 seconds to achieve 3× 10−9 accuracy with M = 1250.
The Newton Raphson method takes 3.93 iterations on average for each time step. The option value
as a function of the ratio of the maximum asset price and the asset price is shown in Figure 6.2.
6.7.4 American options
American style vanilla, knock-out barrier and floating strike lookback options with continuous mon-
itoring can be approximated by corresponding Bermudan ones and using the Richardson extrapola-
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N B-VP Extrap
in BSM
5 6.58462398
10 6.62146556 6.65831
20 6.64073760 6.66001
40 6.65061811 6.66050
80 6.65562807 6.66064
160 6.65815199 6.66068
320 6.65941858 6.66069
640 6.66005274 6.66069
Table 6.2: Pricing American vanilla puts in Le´vy models using the Richardson extrapolation.
tion when applicable.
We first consider an American vanilla put in the BSM model (see Table 6.1 for parameters). The
first column and the second column of Table 6.2 show the number of monitoring times and the corre-
sponding Bermudan vanilla put price. As can be seen, the Bermudan put price gradually converges
to a limit. From [67] we know that the convergence rate is O(1/N). The Richardson extrapolation
can then be applied to speed up the convergence. More specifically, given two approximations P1
(with N1 monitoring intervals) and P2 (with N2 monitoring intervals) to the American vanilla put
price (denoted by P∞), we have the following extrapolated value as a new approximation:
P∞ ≈ N1P1 −N2P2
N1 −N2 . (6.22)
The third column in Table 6.2 reports such obtained extrapolated values. We observe that the
extrapolated value rapidly converges to 6.66069. We are thus able to obtain a very accurate approx-
imation to the American vanilla put price in a fast and efficient way. For practical purpose, it suffices
to price a few Bermudan options with very small number of monitoring times (such contracts are
computationally very easy to handle due to faster decaying of the characteristic function, as pointed
out in Remark 6.7.1) and use extrapolation to produce an approximation to the American option
price that is accurate within a penny.
However, in other models such as Kou’s model, the NIG model and the CGMY model we have
not yet known the convergence rate, so it is not appropriate to use Richardson extrapolation. In
Table 6.3, we report the bermudan type barrier and floating strike lookback options in Kou and
CGMY model. From the table we can see that the convergence rate is not as obvious. In particular,
Table 6.3 shows that Bermudan floating strike lookback put prices converge slowly. It is necessary
to know the theoretical convergence rate for effective applications of the Richardson extrapolation.
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The investigation of the convergence of Bermudan options to American ones is thus very interesting
and is left for future research.
N B-DOP B-DBP B-FSLP
in Kou in CGMY in CGMY
5 4.03372751 5.62 10.36
10 4.29573727 5.99 11.67
20 4.43597002 6.18 12.66
40 4.50883144 6.28 13.39
80 4.54606414 6.32 13.91
160 4.56491720 6.33 14.26
320 4.57441463 6.34 14.48
640 4.57918503 6.34 14.63
1280 4.58157701 6.34 14.71
2560 4.58277517 6.34 14.76
Table 6.3: Pricing Bermudan knock-out barrier and floating strike lookback puts in Le´vy models.
6.8 Comparison with Fourier-COS method
In this section we compare our algorithm with the Fourier-COS method proposed in [53].
The models we consider are the BSM, Kou’s model and the NIG model with parameters presented
in last section, and the CGMY with parameters in [53], i.e., S0 = 100,K = 80, r = 0.1, q = 0, C =
1, G = 5,M = 5, Y = 1.5. In Table 6.5 and 6.6, we compare the two methods by considering one-
year standard Bermudan put options under these models with N = 252 and N = 10. In the CGMY
model, we choose a = d = 2.5 according to section 4.4. The CPU times are in millisecond(ms)
for N = 10 and in second(s) for N = 252. The benchmark prices of one-year daily-monitored
standard Bermudan put options in the BSM, Kou’s model and the NIG model can be found in the
last section. The benchmark price in the CGMY model is F (S0) = 28.94161819. The benchmark
prices for N = 10 are presented in Table 6.4.
Table 6.4: One year 10-times monitored Bermudan put option under Le´vy models
Models BSM Kou CGMY NIG
Option value 11.987453518 13.940306638 28.829781989 9.239614984
By comparing the number of grids M (it is 2M in our alogrithm) needed to reach certain level
of accuracy, we found that our method is about the accurate as Fourier-COS method but also is
faster. This is due to the fact that we just need to execute FFT twice at each time step for the
Toeplitz matrix-vector multiplication in our algorithm while in the Fourier-COS method one needs
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to execute FFT 5 times for both the Hankel matrix-vector multiplication and the Toeplitz matrix-
vector multiplication. Specifically, as showed in the tables, we can see that we just need about half
of the CPU times needed for the Fourier-COS method to obtain the same level of accuracy. So,
at least in the cases we are concerned in this papar, the Fast Hilbert transform based method is
numerically more efficient than the Fouerier-COS method.
Table 6.5: Number of grids, Error and CPU time for pricing a 10-times exercisable Bermudan put under le´vy models.
Model
Fast Hilbert Transform Fourier-COS
grids Error CPU time(ms) grids Error CPU time(ms)
BSM
12 2.894e-4 2.337 55 2.122e-4 4.874
18 3.900e-6 2.680 80 2.346e-6 5.583
27 1.915e-8 3.041 94 3.906e-8 6.364
36 3.242e-10 3.258 105 5.969e-10 6.490
Kou
35 1.828e-4 3.308 80 1.482e-4 5.703
50 3.555e-6 3.950 120 2.727e-6 7.027
70 2.585e-8 4.780 150 1.541e-8 8.138
90 2.496e-10 5.432 175 2.502e-10 8.961
NIG
32 1.397e-4 3.006 120 1.783e-4 7.057
50 3.482e-6 3.707 190 4.922e-6 9.595
90 3.856e-8 5.028 265 3.096e-8 12.601
180 2.833e-10 9.043 390 2.160e-10 17.500
CGMY
20 2.296e-4 2.955 60 2.204e-4 5.395
32 1.166e-6 3.832 85 2.219e-6 6.358
41 3.692e-8 4.061 108 6.940e-8 6.987
51 1.186e-10 4.473 129 1.891e-10 7.917
Table 6.6: Number of grids, Error and CPU time for pricing a one year daily monitored Bermudan put under le´vy
models.
Model
Fast Hilbert Transform Fourier-COS
grids Error CPU time(s) grids Error CPU time(s)
BSM
65 3.720e-3 0.101 100 3.527e-3 0.166
100 2.830e-5 0.140 240 2.654e-5 0.286
140 1.978e-7 0.172 360 1.666e-7 0.418
180 2.145e-9 0.249 460 3.658e-9 0.529
Kou
120 1.370e-3 0.155 180 1.435e-3 0.232
180 2.470e-5 0.232 370 1.441e-5 0.446
260 2.594e-7 0.338 550 2.821e-7 0.611
350 2.364e-9 0.505 700 3.472e-9 0.817
NIG
480 3.233e-3 0.599 300 3.634e-3 0.416
1000 2.709e-5 1.197 1200 2.017e-5 1.307
1800 1.353e-7 2.242 2900 1.502e-7 3.459
2450 4.095e-9 2.928 4550 4.071e-9 5.192
CGMY
95 3.122e-3 0.154 171 2.142e-3 0.253
130 1.493e-5 0.189 280 3.135e-5 0.353
200 2.143e-7 0.275 490 3.124e-7 0.545
290 2.224e-9 0.407 700 3.123e-9 0.823
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Remark 6.0 As showed in Table 6.5 and 6.6, the number of grids M in our experiment generally
is not a power of 2 when we use the FFT to calculate the Toeplitz matrix-vector multiplication.
This is because in Matlab the FFT functions are based on a library called FFTW(generalized fast
Fourier transform) which does not require M to be a power of 2. Of course, we can also extend the
length of the vectors to be a power of 2 by padding zeros([55]); however, we found that, in most
cases, this is a little slower than directly using FFTW which tries to seek optimal fft algorithm
automatically.
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Chapter 7
Two Assets financial models
In this chapter, we will present three methods to construct bivariate financial models: bivariate
jump diffusion models,[119], time changed bivariate Le´vy models, [48],[49] and linear bivariate Le´vy
models through linear combination [80]. We will also investigate the properties of the corresponding
characteristic functions of these models that will be used in the next chapter.
7.1 Kou’s Two-Asset Jump Diffusion Model
According to [119], under the risk -neutral measure P the asset prices are governed by
S1(t) =S1(0)exp[(r − 1
2
σ21 − λζ1)t+ σ1W1(t) +
N(t)∑
i=1
Y
(1)
i ], (7.1)
S2(t) =S2(0)exp[(r − 1
2
σ22 − λζ2)t+ σ2[ρW1(t) +
√
1− ρ2W2(t)] +
N(t)∑
i=1
Y
(2)
i ] (7.2)
with
ζk = E[e
Y (k) ]− 1 = λk/λ
1−mk − v2k/2
+
λc/λ
1−mk,c − v2k, c/2 −
λk + λc
λ
, k = 1, 2.
Here all the parameters are risk-neutral parameters, W1(t) and W2(t) are two independent standard
Brownian motions, r is the risk-free interest rate, and N(t) is a Poisson process with rate λ =
λc + λ1 + λ2. The distribution of the logarithm of the jump sizes Yi is given by
Yi = (Y
(1)
i , Y
(2)
i )
′ ∼

AL2(mc, Jc), with prob. λc/λ;
(AL1(m1, v21), 0)′, with prob. λ1/λ;
(0,AL1(m2, v22))′, with prob. λ2/λ,
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where the parameters for the common jumps are
mc =
 m1,c
m2,c
 , Jc =
 v21,c cv1,cv2,c
cv1,cv2,c v
2
2,c

The martingale condition is satisfied:
Si(t) = e
−r(T−t)E[Si(T )|Ft], 0 ≤ t ≤ T, i = 1, 2,
Consider the two-dimensional process (X
(1)
t , X
(2)
t ) defined as
X1(t) =µ1t+ σ1W1(t) +
N(t)∑
i=1
Y
(1)
i ,
X2(t) =µ2t+ σ2[ρW1(t) +
√
1− ρ2W2(t)] +
N(t)∑
i=1
Y
(2)
i
with
µ1 =r − 1
2
σ21 − λζ1,
µ2 =r − 1
2
σ22 − λζ2
According to [119], the characteristic function of (X1(t), X2(t)) is given by
φt(θ, δ) = E[e
iθX1(t)+iδX2(t)] = exp{Me(θ, δ)t}
where Me(θ, δ) is:
Me(θ, δ) =iµ1θ + iµ2δ − 1
2
σ21θ
2 − 1
2
σ22δ
2 − ρσ1σ2θδ
+
λc
1− iθm1,c − iδm2,c + 12v21,cθ2 + 12v22,cδ2 + cv1,cv2,cθδ
+
λ1
1− iθm1 + 12v21θ2
+
λ2
1− iδm2 + 12v22δ2
− λc − λ1 − λ2
The requirements mk,c + Jc,kk/2 < 1 and mk + v
2
k/2 < 1 are needed to ensure E[e
Y (k) ] < ∞ and
E[Sk(t)] <∞, i.e., the stock prices have finite expectations.
Theorem 7.1.1. The characteristic function of (X1(t), X2(t)) given above satisfies the following
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two conditions:
1. There exists some constant C > 0 independent of θ and δ such that
|φt(θ, δ)| ≤ Cexp(−t(1− |ρ|)(1
2
σ21θ
2 +
1
2
σ22δ
2))
2. For any δ ∈ R, there exists η−, η+ such that φt(·, δ) is analytic within strip Sθ = {z ∈ C, η− ≤
Im(z) ≤ η+}; for any θ ∈ R, there exists ζ−, ζ+ such that φt(θ, ·) is analytic within strip
Sδ = {z ∈ C, ζ− ≤ Im(z) ≤ ζ+}. η−, η+, ζ−, and ζ+ are given by
η− =max(
m1,c −
√
m21,c + 2v
2
1,c
v21,c
,
m1 −
√
m21 + 2v
2
1
v21
);
η+ =min(
m1,c +
√
m21,c + 2v
2
1,c
v21,c
,
m1 +
√
m21 + 2v
2
1
v21
);
ζ− =max(
m2,c −
√
m22,c + 2v
2
2,c
v22,c
,
m2 −
√
m22 + 2v
2
2
v22
);
ζ+ =min(
m2,c +
√
m22,c + 2v
2
2,c
v22,c
,
m2 +
√
m22 + 2v
2
2
v22
);
Proof. For 1, notice that
| λc
1− iθm1,c − iδm2,c + 12v21,cθ2 + 12v22,cδ2 + cv1,cv2,cθδ
|
≤| λc
1 + 12v
2
1,cθ
2 + 12v
2
2,cδ
2 + cv1,cv2,cθδ
|
≤λc
where have used the facts that |c| < 1(because Jc is positive definite) and
1
2
v21,cθ
2 +
1
2
v22,cδ
2 + cv1,cv2,cθδ
=
1
2
(1− |c|)(v21,cθ2 + v22,cδ2) + |c|(
1
2
v21,cθ
2 +
1
2
v22,cδ
2 ± v1,cv2,cθδ)
≥1
2
(1− |c|)(v21,cθ2 + v22,cδ2) > 0
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Similarly,
| λ1
1− iθm1 + 12v21θ2
| ≤ λ1
| λ2
1− iδm2 + 12v22δ2
| ≤ λ2
and
1
2
σ21θ
2 +
1
2
σ22δ
2 + ρσ1σ2θδ ≥ 1
2
(1− |ρ|)(σ21θ2 + σ22δ2)
So, it is easy to check that there exists constant C > 0 such that
|φt(θ, δ)| =exp(Re(Me(θ, δ)t)) ≤ Cexp(−1
2
t(1− |ρ|)(σ21θ2 + σ22δ2)).
For 2, we first analyze the analytical strip for
λc
1− iθm1,c − iδm2,c + 12v21,cθ2 + 12v22,cδ2 + cv1,cv2,cθδ
Actually, for any δ ∈ R, let θ = θx + θyi, then
Re(1− iθm1,c − iδm2,c + 1
2
v21,cθ
2 +
1
2
v22,cδ
2 + cv1,cv2,cθδ)
=1 +m1,cθy +
1
2
v21,c(θ
2
x − θ2y) +
1
2
v22,cδ
2 + cv1,cv2,cθxδ
=1 +m1,cθy − 1
2
v21,cθ
2
y +
1
2
v21,cθ
2
x +
1
2
v22,cδ
2 + cv1,cv2,cθxδ
≥1 +m1,cθy − 1
2
v21,cθ
2
y
It is easy to check that
1 +m1,cθy − 1
2
v21,cθ
2
y > 0
⇔θy ∈ (
m1,c −
√
m21,c + 2v
2
1,c
v21,c
,
m1,c +
√
m21,c + 2v
2
1,c
v21,c
)
that is,
λc
1− iθm1,c − iδm2,c + 12v21,cθ2 + 12v22,cδ2 + cv1,cv2,cθδ
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is analytic within the strip
S(1)θ = {z ∈ C : Im(z) ∈ (
m1,c −
√
m21,c + 2v
2
1,c
v21,c
,
m1,c +
√
m21,c + 2v
2
1,c
v21,c
)}
Similarly,
λ1
1− iθm1 + 12v21θ2
is analytic within the strip
S(2)θ = {z ∈ C : Im(z) ∈ (
m1 −
√
m21 + 2v
2
1
v21
,
m1 +
√
m21 + 2v
2
1
v21
)}
Therefore, for any δ ∈ R, φt(·, δ) is analytic within the strip S(1)θ ∩ S(2)θ = Sθ. The part for Sδ can
be similarly derived.
7.2 Bivariate NIG Model by Multivariate Subordination
According to [48] [49],
Si(t) = Si(0)exp(Yi(t)), t ≥ 0.
where
Y (t) =
 Y1(t)
Y2(t)
 =
 µ1G1(t) + σ1B1(G1(t))
µ2G2(t) + σ2B2(G2(t))

where Gi(t) = Xi(t) + aiZ(t)(i = 1, 2), X1(t), X2(t), Z(t) are independent Le´vy processes ; B1(t)
and B2(t) are independent standard Brownian motions that are independent of Gi(t)(i = 1, 2).
The characteristic function of Y (t), denoted by φY (ξ1, ξ2), can be obtained as follows:
φY (ξ1, ξ2) = E[e
iξ1Y1(t)+iξ2Y2(t)]
=E[E[eiξ1µ1G1(t)+σ1B1(G1(t))+iξ2µ2G2(t)+σ2B2(G2(t))|G1(t) = s1, G2(t) = s2]]
=E[[exp[s1(iξ1µ1 − 1
2
σ21ξ
2
1) + s2(iξ2µ2 −
1
2
σ22ξ
2
2)]|G1(t) = s1, G2(t) = s2]]
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where we used the independence of Gi(t) and Bi(t) in the second equality above. The Laplace
transform for (G1(t), G2(t)) is given by
E[ew1G1(t)+w2G2(t)]
=E[ew1(X1(t)+a1Z(t))+w2(X2(t)+a2Z(t))]
=E[ew1X1(t)+w2X2(t)+Z(t)(w1a1+w2a2)]
=E[ew1X1(t)]E[ew2X2(t)]E[eZ(t)(w1a1+w2a2)](by independence)
=ψx1(w1)ψx2(w2)ψz(w1a1 + w2a2)
where ψxi(wi) is the Laplace transform of Xi(t), and ψz(w) is the Laplace transform of Z(t).
Combining the above, we obtain
φY (ξ1, ξ2)
=ψx1(iξ1µ1 −
1
2
σ21ξ
2
1)ψx2(iξ2µ2 −
1
2
σ22ξ
2
2)ψz(a1(iξ1µ1 −
1
2
σ21ξ
2
1) + a2(iξ2µ2 −
1
2
σ22ξ
2
2)) (7.3)
Specifically, for the bivariate NIG case, we let µi = βiδ
2
i , σi = δi; Xi ∼ IG(1 − aγi, bγi ), and
Z ∼ IG(a, b), with b > 0, 0 < a < 1γi , and bi = bγi = δi
√
α2i − β2i , and Gi(t) = Xi(t) + γ2i Z(t)
(i = 1, 2). Then, according to (7.3), the characteristic function φY (ξ1, ξ2) in this case is
φY (ξ1, ξ2) =exp[−(1− aγ1)δ1(
√
−2(iξ1β1 − 1
2
ξ21) +
b2
γ21δ
2
1
− b
γ1δ1
)
− (1− aγ2)δ2(
√
−2(iξ2β2 − 1
2
ξ22) +
b2
γ22δ
2
2
− b
γ2δ2
)
− a(
√
−2(γ21δ21(iβ1ξ1 −
1
2
ξ21) + γ
2
2δ
2
2(iβ2ξ2 −
1
2
ξ22)) + b
2 − b)]
Theorem 7.2.1. The characteristic function φ(ξ1, ξ2) above satisfies the following:
1. There exists some constant C > 0 independent of ξ1 and ξ2 such that
|φt(ξ1, ξ2)| ≤ Cexp[−(1−
√
2
4
aγ1)δ1|ξ1| − (1−
√
2
4
aγ2)δ2|ξ2|]
2. For any ξ2 ∈ R, φt(·, ξ2) analytic in the strip Sξ1 = {z ∈ C, β1 − α1 ≤ Im(z) ≤ β1 + α1}; for
any ξ1 ∈ R, φt(ξ1, ·) is analytic in the strip Sξ2 = {z ∈ C, β2 − α2 ≤ Im(z) ≤ β2 + α2}.
Proof. For 1, we first notice that if Re(z) ≥ 0, then Arg(z) ∈ [−pi2 , pi2 ], and
√
z = e
1
2 logz =
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e
1
2 (log|z|+iArg(z)) = |z|1/2ei 12Arg(z); therefore, Re(√z) ≥
√
2
2 |z|1/2. With this fact, we can easily
prove that
Re(
√
−2(iξ1β1 − 1
2
ξ21) +
b2
γ21δ
2
1
) ≥
√
2
2
|ξ1|
Re(
√
−2(iξ2β2 − 1
2
ξ22) +
b2
γ22δ
2
2
) ≥
√
2
2
|ξ2|
Re(
√
−2(γ21δ21(iβ1ξ1 −
1
2
ξ21) + γ
2
2δ
2
2(iβ2ξ2 −
1
2
ξ22)) + b
2) ≥
√
2
2
√
γ21δ
2
1ξ
2
1 + γ
2
2δ
2
2ξ
2
2
≥
√
2
4
(γ1δ1|ξ1|+ γ2δ2|ξ2|)
So, 1 follows.
For 2, for any ξ2 ∈ R, let ξ1 = x+ iy, then
− 2(iξ1β1 − 1
2
ξ21) +
b2
γ21δ
2
1
=− 2(i(x+ iy)β1 − 1
2
(x+ iy)2) + α21 − β21 (
b
γi
= δi
√
α2i − β2i )
=2β1y + x
2 − y2 + α21 − β21 + (−2β1x+ 2xy)i
=x2 + α21 − (β1 − y)2 + (−2β1x+ 2xy)i
Therefore, for y ∈ (β1−α1, β1+α1), x2+α21−(β1−y)2 > 0. I.e., for ξ1 ∈ Sξ1 ,
√
−2(iξ1β1 − 12ξ21) + b
2
γ21δ
2
1
is analytic. Similarly,
Re(−2(γ21δ21(iβ1ξ1 −
1
2
ξ21) + γ
2
2δ
2
2(iβ2ξ2 −
1
2
ξ22)) + b
2)
=Re(−2γ21δ21(iβ1(x+ iy)−
1
2
(x+ yi)2)− 2γ22δ22(iβ2ξ2 −
1
2
ξ22) + b
2)
=2γ21δ
2
1β1y + γ
2
1δ
2
1(x
2 − y2) + γ22δ22ξ22 + γ21δ21(α21 − β21)
≥γ21δ21(α21 − (y − β1)2)
So,
√
−2(γ21δ21(iβ1ξ1 − 12ξ21) + γ22δ22(iβ2ξ2 − 12ξ22)) + b2 is analytic in the strip Sξ1 . In summary, for
any ξ2 ∈ R, φ(·, ξ2) is analytic in the strip Sξ1 . By symmetry, for any ξ1 ∈ R, φ(ξ1, ·) is analytic in
the strip Sξ2 , i.e., item 2 follows.
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7.3 Bivariate NIG Model through Linear Combination
In [80], the multivariate Le´vy process is constructed by a linear transform of Le´vy processes. That
is,
X(t) =
 X1(t)
X2(t)
 =
 Y1(t) + a1Z(t)
Y2(t) + a2Z(t)

where Yi(t) and Z(t) are independent Le´vy processes with characteristic functions φYi(u; t) and
φz(u; t). It is easy to obtain the characteristic function for X(t) = (X1(t), X2(t)) as follows:
φX(ξ1, ξ2; t) = φY1(ξ1; t)φY2(ξ2; t)φZ(a1ξ1 + a2ξ2; t)
Specifically, when Yi(t) is a NIG process with parameters (αi, βi, δi) and Z(t) is a NIG process
independent of Yi and has parameters (αz, βz, δz), the characteristic function of X(t) is given by
φ(ξ1, ξ2) =exp[−δ1(
√
α21 − (β1 + iξ1)2 −
√
α21 − β21)
− δ2(
√
α22 − (β2 + iξ2)2 −
√
α22 − β22)
− δz(
√
α2z − (βz + i(a1ξ1 + a2ξ2))2 −
√
α2z − β2z )]
Theorem 7.3.1. The characteristic function φX(ξ1, ξ2) above satisfies the following:
1. There exists some constant C > 0 independent of ξ1 and ξ2 such that
|φt(ξ1, ξ2)| ≤ Cexp[−
√
2
2
δ1|ξ1| −
√
2
2
δ2|ξ2|]
2. For any ξ2 ∈ R, φt(·, ξ2) is analytic in the strip Sξ1
⋂Sξz,1; for any ξ1 ∈ R, φt(ξ1, ·) is analytic
in the strip Sξ2
⋂Sξz,2, where
Sξi ={z ∈ C, βi − αi ≤ Im(z) ≤ βi + αi}
Sξz,i ={z ∈ C, βz − αz ≤ aiIm(z) ≤ βz + αz}
Proof. For the 1, the proof is similar as 7.2.1 in the last subsection. For 2, for any ξ2 ∈ R,√
α21 − (β1 + iξ1)2 is analytic in the strip Sξ1 . For the analyticity of
√
α2z − (βz + i(a1ξ1 + a2ξ2))2,
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we let ξ1 = x+ iy. Then
Re(α2z − (βz + i(a1ξ1 + a2ξ2))2) =Re(α2z − (βz + i(a1(x+ iy) + a2ξ2))2)
=Re(α2z − (βz − a1y + i(a1x+ a2ξ2))2)
=α2z − (βz − a1y)2 + (a1x+ a2ξ2)2
≥α2z − (βz − a1y)2
If a1y ∈ (βz−αz, βz +αz), then α2z− (βz−a1y)2 > 0. Therefore,
√
α2z − (βz + i(a1ξ1 + a2ξ2))2 as a
function of ξ1 is analytic in the strip Sξz,1 = {z ∈ C, βz − αz < a1Im(z) ≤ βz + αz} for any ξ2 ∈ R.
The other part can be derived similarly.
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Chapter 8
Two dimensional Hilbert transform
and its applications
In this chapter, we will explore the representations of some useful two dimensional integrals by
using the 2d Hilbert transform. We will show that the 2d Hilbert transform can be discretized by
two 2d discrete Hilbert transform with errors that are exponentially decaying. Finally, we will use
these representations to price exchange options, bivariate rainbow options, two dimensional barrier
options in the models presented in the last chapter.
8.1 Hilbert Transform Representation
Recall that in one dimensional case, if f ∈ Lp(R) with 1 < p < ∞ or with p = 1 if in addition
fˆ ∈ L1(R,C), then
F(1(l,∞)f)(ξ) = 1
2
fˆ(ξ) +
i
2
eiξlH(e−iηlfˆ(η))(ξ) (8.1)
In this chapter we are interested in the fast computation of integrals with the following forms:
I1(ξ1, ξ2) =
∫∫
R2
eiξ1x+iξ2y1(l,∞)(x)g(x, y)dxdy (8.2)
I2(ξ1, ξ2) =
∫∫
R2
eiξ1x+iξ2y1(l1,∞)(x)1(l2,∞)(y)g(x, y)dxdy (8.3)
Suppose g(x, y) ∈ L1(R2), we define
gˆ1,0(ξ1, y) =
∫∫
R
eiξ1xg(x, y)dx,
gˆ0,1(x, ξ2) =
∫∫
R
eiξ2yg(x, y)dy,
gˆ1,1(ξ1, ξ2) =
∫∫
R2
eiξ1x+ξ2yg(x, y)dxdy,
H1,0(f(η, y))(ξ1) = p.v. 1
pi
∫
R
f(η, y)
ξ1 − η dη,
H0,1(f(x, θ))(ξ2) = p.v. 1
pi
∫
R
f(x, θ)
ξ2 − θ dθ,
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Assumption 8.1.1. g(x, y) and gˆ1,1(ξ1, ξ2) are in L
1(R2).
Under this assumption, for any y
∫
R
|gˆ1,0(η, y)|dη ≤ 1
2pi
∫
R
∫
R
|gˆ1,1(η, ξ2)|dηdξ2 <∞ (8.4)
i.e., for any y ∈ R, gˆ1,0(·, y) ∈ L1(R). So we can use main fact (8.1) to get
∫
R
eiξ1x1(l,∞)(x)g(x, y)dx =
1
2
gˆ1,0(ξ1, y) +
i
2
eiξ1lH1,0(e−iηlgˆ1,0(η, y))(ξ1) (8.5)
From the assumption that g(x, y) ∈ L1(R2), we know that the left hand side of equation 8.5 is
integrable as a function of y. As for the first term on the right hand side of equation 8.5, we have
∫
R
|gˆ1,0(ξ1, y)|dy =
∫
R
|
∫
R
eiξ1xg(x, y)dx|dy
≤
∫∫ 2
R
|g(x, y)|dxdy <∞.
That is, gˆ1,0(ξ1, ·) ∈ L1(R). Thus, the second term on the right hand side of equation 8.5 is also
integrable as a function of y. I.e., for any ξ1 ∈ R
H1,0(e−iηlgˆ1,0(η, ·))(ξ1) ∈ L1(R) (8.6)
Therefore, we are able to do fourier transform on y on both sides of the equation 8.5:
I1(ξ1, ξ2) =
∫
R
eiξ2y(
1
2
gˆ1,0(ξ1, y) +
i
2
eiξ1lH1,0(e−iηlgˆ1,0(η, y))(ξ1))dy
=
1
2
gˆ1,1(ξ1, ξ2) +
i
2
eiξ1l
∫
R
eiξ2yH1,0(e−iηlgˆ1,0(η, y))(ξ1)dy
Alternatively, we can change the order of integral for I1(ξ1, ξ2). That is,
I1(ξ1, ξ2) =
∫
R
eiξ1x1(l,∞)(x)
∫
R
eiξ2yg(x, y)dydx
=
∫
R
eiξ1x1(l,∞)(x)gˆ0,1(x, ξ2)dx
=
1
2
gˆ1,1(ξ1, ξ2) +
i
2
eiξ1lH1,0(e−iηlgˆ1,1(η, ξ2))(ξ1)
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This shows that
I1(ξ1, ξ2) =
1
2
gˆ1,1(ξ1, ξ2) +
i
2
eiξ1lH1,0(e−iηlgˆ1,1(η, ξ2))(ξ1), (8.7)
and
∫
R
eiξ2yH1,0(e−iηlgˆ1,0(η, y))(ξ1)dy = H1,0(e−iηlgˆ1,1(η, ξ2))(ξ1) (8.8)
that is, we can change the order of the Hilbert transform and the Fourier transform in the above
situation.
Assumption 8.1.2. If 8.1.1 is satisfied and in addition H0,1(e−iθl2 gˆ1,1(η, θ)(ξ2) is integrable w.r.t
η for any ξ2.
Under this assumption, we have
I2(ξ1, ξ2)
=
∫
R
eiξ1x1(l1,∞)(x)dx
∫
R
eiξ2y1(l2,∞)(y)g(x, y)dy
=
∫
R
eiξ1x1(l1,∞)(x)(
1
2
gˆ0,1(x, ξ2) +
i
2
eiξ2l2H0,1(e−iθl2 gˆ0,1(x, θ))(ξ2))dx
=
1
2
[
1
2
gˆ1,1(ξ1, ξ2) +
i
2
eiξ1l1H1,0(e−iηl1 gˆ1,1(η, ξ2))(ξ1)]
+
i
2
eiξ2l2 [
1
2
H0,1(e−iθl2 gˆ1,1(ξ1, θ))(ξ2) + i
2
eiξ1l1H1,0(e−iηl1H0,1(e−iθl2 gˆ1,1(η, θ))(ξ2))(ξ1)]
=
1
4
gˆ1,1(ξ1, ξ2) +
i
4
eiξ1l1H1,0(e−iηl1 gˆ1,1(η, ξ2))(ξ1)
+
i
4
eiξ2l2H0,1(e−iθl2 gˆ1,1(ξ1, θ))(ξ2)
− 1
4
eiξ1l1+iξ2l2H1,0(e−iηl1H0,1(e−iθl2 gˆ1,1(η, θ))(ξ2))(ξ1)
where we have used the equation 8.8 in the third equality above.
8.2 Discrete Approximation
Let Sdi = {z ∈ C : −di ≤ Im(z) ≤ di}(i = 1, 2). In this section, we are going to develop some
approximations of I1(ξ1, ξ2) and I
2(ξ1, ξ2) when gˆ
1,1(ξ1, ξ2) satisfies certain analytic conditions in
the strips Sdi (i = 1, 2).
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First, we consider the discrete approximation of I1(ξ1, ξ2):
Theorem 8.2.1. Denote φ(ξ1, ξ2) = gˆ
1,1(ξ1, ξ2). If |φ(ξ1, ξ2)| < κe−c|ξ1|ν for some κ > 0, c > 0, ν >
0 independent of ξ1, ξ2,
∫ |φ(−η ± id, ξ2)|dη is uniformly bounded w.r.t ξ2 and φ(·, ξ2) is analytic in
the strip Sd1 for any ξ2 ∈ R, then we have the following error estimate:
‖ I1(ξ1, ξ2)− I1M,h(ξ1, ξ2) ‖L∞(R2)≤ A
e−pid/h
pid(1− e−pid/h) +Bh
−1(Mh)1−νexp(−c(Mh)ν) (8.9)
for some constants A,B independent of ξ1, ξ2,M, h.
where
I1M,h(ξ1, ξ2) =
1
2
φ(ξ1, ξ2) +
i
2
eiξ1l
M∑
−M
e−imhlφ(mh, ξ2)
1− cos(pi(ξ1 −mh)/h)
pi(ξ1 −mh)/h
Proof. Refer to [55].
Second, before we go to the discrete approximation of I2(ξ1, ξ2) we have the following useful
result concerning the Hilbert transform:
Proposition 8.2.2. Let D = (Sd1 × R) ∪ (R× Sd2).
If φ(ξ1, ξ2) satisfies the following two conditions:
1. for any ξ1 ∈ R, φ(ξ1, ·) is analytic in the strip Sd2 ; and for any ξ2 ∈ R, φ(·, ξ2) is analytic in
the strip Sd1
2. for any integers α and β, there exists some constant Cα,β such that
sup
(ξ1,ξ2)∈D
|ξα∂βφ(ξ)| ≤ Cα,β (8.10)
where the multi-index notation has been used for α, β and ξ, and Cα,β is some constant that only
depends on the index α, β. Then functions f1(ξ1, ξ2) = H(φ(·, ξ2))(ξ1), f2(ξ1, ξ2) = H(φ(ξ1, ·))(ξ2)
and f3(ξ1, ξ2) = H(0,1)(H1,0(φ(η, θ))(ξ1))(ξ2) have the following two properties:
1. for any ξ1 ∈ R, fi(ξ1, ·)(i = 1, 2, 3) is analytic in the strip Sd2 ; for any ξ2 ∈ R, fi(·, ξ2)(i =
1, 2, 3) is analytic in the strip Sd1 .
2.
sup
(ξ1,ξ2)∈D
|∂βfi(ξ)| ≤ Dβi (i = 1, 2, 3) (8.11)
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for some positive constant Dβi
Remark 8.2.3. Functions that satisfy the condition (8.10) are often called Schwartz functions. In
this thesis, we allow Schwartz functions take of complex variables in the domain D.
For the proof of Proposition 8.2.2, we need the following two lemmas.
Lemma 8.2.4. If φ(ξ1, ξ2) satisfies the following two conditions:
1. for any ξ1 ∈ R, φ(ξ1, ·) is analytic in the strip Sd2 ; for any ξ2 ∈ R, φ(·, ξ2) is analytic in the
strip Sd1
2. for any integers α and β, there exists some constant Cα,β1 such that
sup
(ξ1,ξ2)∈D
|ξα1 ∂βφ(ξ)| ≤ Cα,β1 (8.12)
then f(ξ1, ξ2) := H1,0(φ(·, ξ2))(ξ1) has the following two properties:
1. for any ξ1 ∈ R, f(ξ1, ·) is analytic in the strip Sd2 ; for any ξ2 ∈ R, f(·, ξ2) is analytic in the
strip Sd1
2. for any integers α and β, there exists some constant Cα,β2 such that
sup
(ξ1,ξ2)∈D
|∂βf(ξ)| ≤ Cα,β2 (8.13)
Proof. For convenience, we drop the constant term in front of the Hilbert transform.
To prove the analyticity part, we will use the idea from the proof of Theorem 1 in [94].
f(ξ1, ξ2) =H1,0(φ(·, ξ2))(ξ1)
=p.v.
∫
R
φ(t, ξ2)
t− ξ1 dt
=p.v.
∫
R
φ(t+ ξ1, ξ2)
t
dt
So,
f(ξ1, ξ2) = p.v.
∫ 1
−1
[
φ(t+ ξ1, ξ2)
t
− φ(ξ1, ξ2)
t
]dt+ (
∫ −1
−∞
+
∫ ∞
1
)
φ(t+ ξ1, ξ2)
t
dt
=
∫ 1
−1
ψ(t, ξ1, ξ2)dt+ (
∫ −1
−∞
+
∫ ∞
1
)
φ(t+ ξ1, ξ2)
t
dt
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where
ψ(t, ξ1, ξ2) =
φ(t+ ξ1, ξ2)
t
− φ(ξ1, ξ2)
t
if t 6= 0,
= φξ1(ξ1, ξ2) if t = 0.
where we define φξ1(ξ1, ξ2) is the first order partial derivative on ξ1.
Now we prove that f(ξ1, ξ2) has the first property as stated in the Lemma 8.2.4.
Indeed, for any  ∈ C,
f(ξ1 + , ξ2)− f(ξ1, ξ2)

=
∫ 1
−1
ψ(t, ξ1 + , ξ2)− ψ(t, ξ1, ξ2)

dt
+ (
∫ −1
−∞
+
∫ ∞
1
)
φ(t+ ξ1 + , ξ2)− φ(t+ ξ1, ξ2)
t
dt (8.14)
It is obvious that for any t ∈ R, ψ(t, ξ1, ξ2) is analytic in the strip Sd1 , so by the Complex Mean
Value Theorem(refer to Theorem 2.2 in [72]), there exist θ1, θ2 ∈ (0, 1) such that
ψ(t, ξ1 + , ξ2)− ψ(t, ξ1, ξ2)

= Re(ψξ1(t, ξ1 + θ1, ξ2)) + Im(ψξ1(t, ξ1 + θ2, ξ2))
We know that
ψξ1(t, ξ1, ξ2) =
φξ1(t+ ξ1, ξ2)
t
− φξ1(ξ1, ξ2)
t
if t 6= 0,
= φ
(2)
ξ1
(ξ1, ξ2) if t = 0,
where φ
(2)
ξ1
(ξ1, ξ2) is the second order partial derivative on ξ1. By using the Complex Mean Value
Theorem again on
φξ1 (t+ξ1,ξ2)
t −
φξ1 (ξ1,ξ2)
t and combining with the assumption that φ(ξ1, ξ2) satisfies
the condition (8.12), it is easy to prove that there exists a constant C1 independent of (t, ξ1, ξ2),
such that
|ψξ1(t, ξ1, ξ2)| < C1
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So,
|ψ(t, ξ1 + , ξ2)− ψ(t, ξ1, ξ2)

|
=|Re(ψξ1(t, ξ1 + θ1, ξ2)) + Im(ψξ1(t, ξ1 + θ2, ξ2))| < 2C1 (8.15)
Now look at the second term in (8.14). By the Complex Mean Value Theorem,
(
∫ −1
−∞
+
∫ ∞
1
)|φ(t+ ξ1 + , ξ2)− φ(t+ ξ1, ξ2)
t
|dt
<
∫
R
|φ(t+ ξ1 + , ξ2)− φ(t+ ξ1, ξ2)

|dt
=
∫
R
|Re(φξ1(t+ ξ1 + θ1, ξ2)) + Im(φξ1(t+ ξ1 + θ2, ξ2))|dt (8.16)
And there exists a constant
∫
R
|φξ1(t+ ξ1 + θ1, ξ2)|dt
=
∫
|t+Re(ξ1)|>1
|φξ1(t+ ξ1 + θ1, ξ2)|dt+
∫
|t+Re(ξ1)|≤1
|φξ1(t+ ξ1 + θ1, ξ2)|dt
<
∫
|t+Re(ξ1)|>1
|φξ1(t+ ξ1 + θ1, ξ2)|dt+ 2C2 (8.17)
where we have used the condition (8.12) on the second term in the second equality. Now we let
|| < 12 . This restriction will not affect the limits. Then
∫
|t+Re(ξ1)|>1
|φξ1(t+ ξ1 + θ1, ξ2)|dt
=
∫
|t+Re(ξ1)|>1
|(t+ ξ1 + θ1)2φξ1(t+ ξ1 + θ1, ξ2)(t+ ξ1 + θ1)−2|dt
<C3
∫
|t+Re(ξ1)|>1
|(t+ ξ1 + θ1)−2|dt
<4C3
∫
|t+Re(ξ1)|>1
|(t+ ξ1)−2|dt (since θ1 ∈ (0, 1), || < 1
2
)
=4C3
∫
|t+Re(ξ1)|>1
1
(t+Re(ξ1))2 + Im(ξ1)2
dt
≤4C3
∫
|t+Re(ξ1)|>1
1
(t+Re(ξ1))2
dt = 8C3 (8.18)
where we have used (8.12) in the second inequality, and C3 is independent of (t, ξ1, ξ2). Combining
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(8.17) and (8.18), we get
∫
R
|Re(φξ1(t+ ξ1 + θ1, ξ2))|dt < 8C3 + 2C2
Similarly, it is easy to prove that there exists a constant C4 independent of (t, ξ1, ξ2) such that
∫
R
|Im(φξ1(t+ ξ1 + θ2, ξ2))|dt < C4 (8.19)
Combining the previous two inequalities with (8.16), and (8.15), we can use the dominated conver-
gent theorem and take the limit on both sides of 8.14 inside the integrals by letting  → 0, and
obtain
fξ1(ξ1, ξ2) =
∫ 1
−1
ψξ1(t, ξ1, ξ2)dt+ (
∫ −1
−∞
+
∫ ∞
1
)
φξ1(t+ ξ1, ξ2)
t
dt
Therefore,
fξ1(ξ1, ξ2) = limε→0+(
∫ −ε
−1
+
∫ 1
ε
)ψξ1(t, ξ1, ξ2)dt+ (
∫ −1
−∞
+
∫ ∞
1
)
φξ1(t+ ξ1, ξ2)
t
dt
= p.v.
∫ 1
−1
(
φξ1(t+ ξ1, ξ2)
t
− φξ1(ξ1, ξ2)
t
)dt+ (
∫ −1
−∞
+
∫ ∞
1
)
φξ1(t+ ξ1, ξ2)
t
dt
= p.v.
∫
R
φξ1(t+ ξ1, ξ2)
t
dt
Similarly, we can prove that
fξ2(ξ1, ξ2) = p.v.
∫
R
φξ2(t+ ξ1, ξ2)
t
dt
Therefore, we prove the first property stated in the Lemma 8.2.4 holds for f(ξ1, ξ2). Moreover,
from the absolutely and uniformly boundness of (8.15), (8.16), (8.17) and (8.18) as in the proof
above, we know that fξ1(ξ1, ξ2) is uniformly bounded by some constant that is only dependent on
the index of the derivative. Similarly, we can prove the boundness of fξ2(ξ1, ξ2). By induction, we
are easy to prove that the second property also holds.
Lemma 8.2.5. If φ(ξ1, ξ2) satisfies the conditions in Proposition 8.2.2, then f(ξ1, ξ2) := H1,0(φ(·, ξ2))(ξ1)
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has the properties in Lemma 8.2.4. Moreover, for any integer index α, β,
sup
(ξ1,ξ2)∈D
|ξα2 ∂βf(ξ1, ξ2)| < Cα,β (8.20)
for some constant Cα,β that only depends on α, β.
Proof. From the proof of Lemma 8.2.4 we know that
ξα2 ∂
βf(ξ1, ξ2) =
∫ 1
−1
ξα2 ∂
βψ(t, ξ1, ξ2)dt+ (
∫ −1
−∞
+
∫ ∞
1
)
ξα2 ∂
βφ(t+ ξ1, ξ2)
t
dt (8.21)
Let φ˜(ξ1, ξ2) = ξ
α
2 ∂
βφ(ξ1, ξ2), then φ˜(ξ1, ξ2) satisfies the conditions of Lemma 8.2.4. And
ξα2 ∂
βψ(t, ξ1, ξ2) =
φ˜(t+ ξ1, ξ2)
t
− φ˜(ξ1, ξ2)
t
if t 6= 0,
= φ˜ξ1(ξ1, ξ2) if t = 0.
By the Complex Mean Value Theorem and the condition (8.12), the first term in (8.21) is uniformly
bounded by some constant C. Moreover,
(
∫ −1
−∞
+
∫ ∞
1
)|ξ
α
2 ∂
βφ(t+ ξ1, ξ2)
t
|dt
<
∫
R
|φ˜(t+ ξ1, ξ2)|dt
=
∫
|t+Re(ξ1)|>1
|φ˜(t+ ξ1, ξ2)|dt+
∫
|t+Re(ξ1)|≤1
|φ˜(t+ ξ1, ξ2)|dt
<
∫
|t+Re(ξ1)|>1
|φ˜(t+ ξ1, ξ2)|dt+ 2C1
by condition (8.12). And
∫
|t+Re(ξ1)|>1
|φ˜(t+ ξ1, ξ2)|dt =
∫
|t+Re(ξ1)|>1
|(t+ ξ1)2φ˜(t+ ξ1, ξ2)(t+ ξ1)−2|dt
<C2
∫
|t+Re(ξ1)|>1
|(t+ ξ1)−2|dt
<C2
∫
|t+Re(ξ1)|>1
1
(t+Re(ξ1))2
dt = 2C2
where we rely on condition (8.12) again in the first inequality above. Therefore, f(ξ1, ξ2) satisfies
(8.20).
Remark 8.2.6. The above two lemmas also hold for H0,1(φ(ξ1, ·))(ξ2), with ξ1 in (8.12) and (8.20)
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being replaced by ξ2.
Now the proof of Proposition 8.2.2 goes as follows:
Proof. The proof for f1(ξ1, ξ2) and f2(ξ1, ξ2) naturally follows from Lemma 8.2.4. As for f3(ξ1, ξ2),
f3(ξ1, ξ2) = H0,1(f1(ξ1, ·))(ξ2). From Lemma 8.2.5 we know that f1(ξ1, ξ2) satisfies (8.20). If we
treat f1(ξ1, ξ2) as φ(ξ1, ξ2) in Lemma 8.2.4, we know that f3(ξ1, ξ2) = H0,1(f1(ξ1, ·))(ξ2) has the
two properties in Lemma 8.2.4, which are exactly the properties in Proposition 8.2.2.
Next, we present the discretization error for the two dimensional Hilbert transform we are inter-
ested in. The two dimensional Hilbert transform we are concerned here is defined by
H1,1(φ(η, θ))(ξ1, ξ2) = p.v. 1
pi2
∫∫
R2
φ(η, θ)
(η − ξ1)(θ − ξ2)dηdθ, (8.22)
that is, it is obtained by applying Hilbert transform on each dimension of φ(η, θ).
Theorem 8.2.7. If φ(ξ1, ξ2) satisfies the conditions in Proposition 8.2.2, then
‖ P(ξ1, ξ2)− Ph1,h2(ξ1, ξ2) ‖L∞
≤ e
−pid1/h1
pid1(1− e−pid1/h1) ‖ f2(·, ξ2) ‖H
1(Dd1 ) +
1
h1
e−pid2/h2
pid2(1− e−pid2/h2)
∞∑
m=−∞
h1 ‖ φ(mh1, ·) ‖H1(Dd2 )
where
f2(ξ1, ξ2) =H0,1(φ(ξ1, ·))(ξ2);
P(ξ1, ξ2) =H1,0(f2(·, ξ2))(ξ1);
Ph1,h2(ξ1, ξ2) =
∞∑
m=−∞
∞∑
n=−∞
φ(mh1, nh2)S(ξ1,mh1)S(ξ2, nh2).
and
S(ξ, kh) =
1− cos[pi(ξ − kh)/h]
pi(ξ − kh)/h .
Moreover, ‖ f2(·, ξ2) ‖H1(Dd1 ) and
∑∞
m=−∞ h1 ‖ φ(mh1, ·) ‖H1(Dd2 ) are uniformly bounded.
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Proof. From (8.20) and the fact that |S(x, y)| ≤ 1, the following infinite sum is uniformly convergent:
Ph1(ξ1, ξ2) :=
∞∑
−∞
S(ξ1,mh1)H(φ(mh1, ·))(ξ2)
Note that
|P(ξ1, ξ2)− Ph1,h2(ξ1, ξ2)| ≤ |P(ξ1, ξ2)− Ph1(ξ1, ξ2)|+ |Ph1(ξ1, ξ2)− Ph1,h2(ξ1, ξ2)| (8.23)
Recall that f2(ξ1, ξ2) = H(φ(ξ1, ·))(ξ2). According to Proposition 8.2.2, for any ξ2 ∈ R, f2(·, ξ2) is
analytic in Sd1 , hence
|P(ξ1, ξ2)− Ph1(ξ1, ξ2)| = |H(f2(·, ξ2))(ξ1)−
∞∑
m=−∞
S(ξ1,mh1)f2(mh1, ξ2)|
≤ e
−pid1/h1
pid1(1− e−pid1/h1) ‖ f2(·, ξ2) ‖H
1(Dd1 ) (8.24)
where
‖ f2(·, ξ2) ‖H1(Dd1 )=
∫
R
|f2(η + id1, ξ2)|dη +
∫
R
|f2(η − id1, ξ2)|dη
Moreover,
|Ph1(ξ1, ξ2)− Ph1,h2(ξ1, ξ2)|
=|
∞∑
m=−∞
S(ξ1,mh1)H(φ(mh1, ·))(ξ2)−
∞∑
m=−∞
∞∑
n=−∞
φ(mh1, nh2)S(ξ1,mh1)S(ξ2, nh2)|
≤
∞∑
m=−∞
|(H(φ(mh1, ·))(ξ2)−
∞∑
n=−∞
φ(mh1, nh2)S(ξ2, nh2))|
≤
∞∑
m=−∞
e−pid2/h2
pid2(1− e−pid2/h2) ‖ φ(mh1, ·) ‖H
1(Dd2 ) (8.25)
By combining (8.23),(8.24),(8.25), we have
‖ P(ξ1, ξ2)− Ph1,h2(ξ1, ξ2) ‖L∞
≤ e
−pid1/h1
pid1(1− e−pid1/h1) ‖ f2(·, ξ2) ‖H
1(Dd1 ) +
1
h1
e−pid2/h2
pid2(1− e−pid2/h2)
∞∑
m=−∞
h1 ‖ φ(mh1, ·) ‖H1(Dd2 )
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Finally, from (8.20) we know that
‖ f2(·, ξ2) ‖H1(Dd1 )=
∫
R
|f2(η + id1, ξ2)|dη +
∫
R
|f2(η − id1, ξ2)|dη
is uniformly bounded.
∞∑
m=−∞
h1 ‖ φ(mh1, ·) ‖H1(Dd2 )=
∞∑
m=−∞
h1(
∫
R
|φ(mh1, η + id2)|dη +
∫
R
|φ(mh1, η − id2)|dη)
is also bounded by condition (8.10). For example, for the first term above,
∞∑
m=−∞
h1
∫
R
|φ(mh1, η + id2)|dη
=
∞∑
|m|=b 2h1 c
h1
∫
R
|φ(mh1, η + id2)|dη +
b 2h1 c−1∑
|m|=0
h1
∫
R
|φ(mh1, η + id2)|dη
<
∞∑
|m|=b 2h1 c
h1
∫
R
|φ(mh1, η + id2)|dη + b 2
h1
ch1C
=
∞∑
|m|=b 2h1 c
h1(mh1)
−2
∫
R
|(mh1)2φ(mh1, η + id2)|dη + b 2
h1
ch1C
≤
∞∑
|m|=b 2h1 c
h1(mh1)
−2C1 + b 2
h1
ch1C
<C1
∫ ∞
1
1
x2
dx+ Cb 2
h1
ch1 < C2
where C,C1 are chosen according to (8.10).
Theorem 8.2.8. If φ(ξ1, ξ2) satisfies the conditions in Proposition 8.2.2 and further satisfies the
following decaying condition:
|φ(ξ1, ξ2)| ≤ κe−c1|ξ1|ν1−c2|ξ2|ν2 (8.26)
for some κ > 0, ci, vi > 0 (i = 1, 2), then we have the following error estimation:
‖ P(ξ1, ξ2)− Ph1,h2M,N (ξ1, ξ2) ‖L∞(R2)
≤C e
−pid1/h1
pid1(1− e−pid1/h1) +Dh
−1
1
e−pid2/h2
pid2(1− e−pid2/h2)
+ E(h1h2)
−1(Mh1)1−ν1exp(−c1(Mh1)ν1) + F (h1h2)−1(Nh2)1−ν2exp(−c2(Nh2)ν2) (8.27)
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where P(ξ1, ξ2) is defined as in Theorem 8.2.7 and Ph1,h2M,N (ξ1, ξ2) is the truncated version of
Ph1,h2(ξ1, ξ2), i.e.,
Ph1,h2M,N (ξ1, ξ2) =
M∑
m=−M
N∑
n=−N
φ(mh1, nh2)S(ξ1,mh1)S(ξ2, nh2)
and C,D,E, F are independent of ξ1, ξ2, h1, h2,M,N .
Proof.
|P(ξ1, ξ2)− Ph1,h2M,N (ξ1, ξ2)|
=|P(ξ1, ξ2)− Ph1,h2(ξ1, ξ2)|+ |Ph1,h2(ξ1, ξ2)− Ph1,h2M,N (ξ1, ξ2)|
The bound of the first term is given by Theorem 8.2.7. As for the second term, we have
|Ph1,h2(ξ1, ξ2)− Ph1,h2M,N (ξ1, ξ2)|
=|
∞∑
−∞
∞∑
−∞
φ(mh1, nh2)S(ξ1,mh1)S(ξ2, nh2)−
M∑
−M
N∑
−N
φ(mh1, nh2)S(ξ1,mh1)S(ξ2, nh2)|
≤|
∞∑
−∞
∞∑
−∞
φ(mh1, nh2)S(ξ1,mh1)S(ξ2, nh2)−
M∑
−M
∞∑
−∞
φ(mh1, nh2)S(ξ1,mh1)S(ξ2, nh2)|
+ |
M∑
−M
∞∑
−∞
φ(mh1, nh2)S(ξ1,mh1)S(ξ2, nh2)−
M∑
−M
N∑
−N
φ(mh1, nh2)S(ξ1,mh1)S(ξ2, nh2)|
≤
∑
|m|>M
∞∑
−∞
|φ(mh1, nh2)|+
M∑
−M
∑
n>|N |
|φ(mh1, nh2)|
≤
∑
|m|>M
∞∑
−∞
|φ(mh1, nh2)|+
∑
n>|N |
∞∑
−∞
|φ(mh1, nh2)| (8.28)
According to (8.26), we have
∑
|m|>M
∞∑
n=−∞
|φ(mh1, nh2)| ≤ (h1h2)−1κ
∑
|m|>M
e−c1|mh1|
ν1
h1
∞∑
n=−∞
e−c2|nh2|
ν2
h2
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and
∑
|m|>M
e−c1|mh1|
ν1
h1 ≤
∫ ∞
Mh1
exp(−c1ην1)dη
=
1
ν1(c1)1/ν1
Γ(1/ν1, c1(Mh1)
ν1)
≤C(Mh1)1−ν1exp(−c1(Mh1)ν1) (8.29)
here we use the fact that Γ(a, x) ∼ xa−1e−x for large enough x > 0, and C is a constant independent
of M,h. Moreover,
∞∑
−∞
e−c2|nh2|
ν2
h2 ≤
∫ ∞
0
exp(−c2ην2)dη <∞ (8.30)
Combining (8.29) and (8.30), we obtain that there exists a constant C1 independent of M,h, ξ1, and
ξ2 such that
∑
|m|>M
∞∑
n=−∞
|φ(mh1, nh2)| ≤C1(h1h2)−1(Mh1)1−ν1exp(−c1(Mh1)ν1) (8.31)
Similarly, we can get a similar upper bound for the second term in (8.28). The conclusion of
Theorem 8.2.8 naturally follows.
Remark 8.2.9. If we let
pid1
h1
= c1(Mh1)
ν1 ;
pid2
h2
= c2(Nh2)
ν2 ;M = N
then we can rewrite (8.27) as follows:
‖ P(ξ1, ξ2)− Ph1,h2M,N (ξ1, ξ2) ‖L∞(R2) ≤ Cmax(M
ν2
1+ν2
+ 11+ν1 exp(−(c1)
1
1+ν1 (pid1M)
ν1
1+ν1 ),
M
ν1
1+ν1
+ 11+ν2 exp(−(c2)
1
1+ν2 (pid2M)
ν2
1+ν2 )) (8.32)
In particular, if φ(ξ1, ξ2) is the characteristic function of a two dimension random variable
(X1, X2), then by letting ξ1 = ξ2 = 0 in I
2(ξ1, ξ2), we have the following corollary:
Corollary 8.2.10. If φ(ξ1, ξ2) is the characteristic function of a two dimension random variable
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(X1, X2) and satisfies the conditions in Theorem 8.2.8, then we have the following approximation:
P (X1 > x1, X2 > x2)
'1
4
φ(0, 0) +
i
4
N∑
−N,n6=0
e−ix2nhφ(0, nh)
1− (−1)−n
−pin
+
i
4
M∑
−M,m6=0
e−ix1mhφ(mh, 0)
1− (−1)−m
−pim
− 1
4
N∑
−N,N 6=0
M∑
−M,M 6=0
e−ix1mh−ix2nhφ(mh, nh)
1− (−1)−m
−pim
1− (−1)−n
−pin := P
h1,h2
M,N
with error estimation:
|P − Ph1,h2M,N | ≤C ′
e−pid1/h1
pid1(1− e−pid1/h1) +D
′(h2)−1exp(−c1(Mh1)ν1)
+ E′
e−pid2/h2
pid2(1− e−pid2/h2) + F
′(h1)−1exp(−c2(Nh2)ν2) (8.33)
with C ′, D′, E′, F ′ independent of M,N, h1, h2.
Proof. Instead of using the fact that S(ξ, kh) ≤ 1 as in the proof of Theorem 8.2.7, now we have
|S(0, kh)| ≤ 1k . By using this fact and following the same procedure as the proof Theorem 8.2.7,
we can obtain the upper bound for the error as above.
Remark 8.2.11. If we choose h1, h2 in the same way as Remark 8.2.9, we can rewrite (8.33) as
|P − Ph1,h2M,N | ≤Cmax(M
ν2
1+ν2 exp(−(c1)
1
1+ν1 (pid1M)
ν1
1+ν1 ),
M
ν1
1+ν1 exp(−(c2)
1
1+ν2 (pid2M)
ν2
1+ν2 )) (8.34)
8.3 Pricing of derivatives on two assets
8.3.1 Exchange Options
Suppose that the two underlying assets are giving by S1(t) = S
0
1e
Xt and S2(t) = S
0
2e
Yt , and the
characteristic function of random variable (Xt, Yt) is given by φt(ξ1, ξ2). Under the risk neutral
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probability, the pricing of exchange option expiring in ∆ reduces to the following:
f = e−r∆E[(S01e
X∆ − S02eY∆)+]
= e−r∆S01E[e
Y∆ ]E∗[(eX∆−Y∆ − S
0
2
S01
)+]
where E∗ is the expectation under probability measure P ∗ with
dP ∗
dP
=
eY∆
E[eY∆ ]
Under P ∗, the characteristic function of (Xt, Yt) is given by
E∗[eiξ(Xt−Yt)] =
φ(ξ,−ξ − i)
φ(0, ξ)
Therefore, the exchange option can be priced just like one dimensional European option.
8.3.2 2d Rainbow Options
Under the risk neutral probability measure, the value of Rainbow option(best maximum) on two
assets S1(t) and S2(t) expiring in ∆ is given by
f = e−∆E[max(max(S1(∆), S2(∆)),K)]
Assume that S1(t) = Se
X∆ , S2(t) = Se
Y∆+y0 , where both Xt and Yt starts from 0. Then the pricing
of the rainbow option reduces to the following:
f = e−r∆SE[max(max(eX∆ , eY∆+y0),K/S)]
= e−r∆SE[max(emax(X∆,Y∆+y0),K/S)]
= e−r∆SE[emax(X∆,Y∆+y0,l)]
= e−r∆S
∫∫
emax(x,y+y0,l)f(x, y)dxdy
= e−r∆S(f1 + f2 + f3 + f4 + f5)
137
where l = ln(K/S) and f(x, y) is the joint density of (X∆, Y∆), and
f1 =
∫∫
exf(x, y)1(x>y+y0>l)dxdy;
f2 =
∫∫
ey+y0f(x, y)1(y+y0>x>l)dxdy;
f3 =
∫∫
exf(x, y)1(x>l)1(y+y0<l)dxdy;
f4 =
∫∫
ey+y0f(x, y)1(x<l)1(y+y0>l)dxdy;
f5 =
∫∫
elf(x, y)1(x<l)1(y+y0<l)dxdy;
Suppose that f(x, y) satisfies the Assumption 8.1.1, then we can compute fi(i = 1, · · · , 5) using
the same idea as the computation of I1(ξ1, ξ2).
Indeed, let p(x, y) = exf(x, y), q(x, y) = ey+y0f(x, y).
f1 =
∫ ∫
p(x, y)1(x>y+y0>l)dydx
=
i
2
[
∫
(H(e−iθ(l−y0)pˆ0,1(x, θ))(0)−H(e−iθ(x−y0)pˆ0,1(x, θ))(0))dx]
=
i
2
[
∫
H(e−iθ(l−y0)pˆ0,1(x, θ))(0)dx−
∫
H(e−iθxeiθy0 pˆ0,1(x, θ))(0)dx]
=
i
2
[H(e−iθ(l−y0)pˆ1,1(0, θ))(0)−H(eiθy0 pˆ1,1(−θ, θ))(0)]
similarly,
f2 =
i
2
[H(e−iηlqˆ1,1(η, 0))(0)−H(e−iηy0 qˆ1,1(η,−η)(0)))]
and
f3 =
∫∫
p(x, y)1(x>l)1(y+y0<l)dxdy
=
∫∫
p(x, y)1(y+y0<l)dxdy −
∫∫
p(x, y)1(x<l)1(y+y0<l)dxdy
=
1
2
pˆ1,1(0, 0)− i
2
H(e−iθ(l−y0)pˆ1,1(0, θ))(0)−
∫∫
p(x, y)1(x<l)1(y+y0<l)dxdy
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similarly;
f4 =
∫∫
q(x, y)1(x<l)1(y+y0>l)dxdy
=
1
2
qˆ1,1(0, 0)− i
2
H(e−iηlqˆ1,1(η, 0))(0)−
∫∫
q(x, y)1(x<l)1(y+y0<l)dxdy
and
f5 =
∫∫
elf(x, y)1(x<l)1(y+y0<l)dxdy
Sum up, we obtain
f1 + f2 + f3 + f4 + f5
=
i
2
[H(e−iθ(l−y0)pˆ1,1(0, θ))(0)−H(eiθy0 pˆ1,1(−θ, θ))(0)]
+
i
2
[H(e−iηlqˆ1,1(η, 0))(0)−H(e−iηy0 qˆ1,1(η,−η))(0)]
+
1
2
pˆ1,1(0, 0)− i
2
H(e−iθ(l−y0)pˆ1,1(0, θ))(0) + 1
2
qˆ1,1(0, 0)− i
2
H(e−iηlqˆ1,1(η, 0))(0)
+
∫∫
(elf(x, y)− p(x)− q(x))1(x<l)1(y+y0<l)dxdy
=
1
2
(pˆ1,1(0, 0) + qˆ1,1(0, 0))− i
2
(H(e−iηy0 qˆ1,1(η,−η))(0) +H(eiθy0 pˆ1,1(−θ, θ))(0))
+
∫∫
(elf(x, y)− p(x)− q(x))1(x<l)1(y+y0<l)dxdy
Let k(x, y) = elf(x, y)− p(x, y)− q(x, y), then
kˆ(ξ1, ξ2) = e
lφ(ξ1, ξ2)− pˆ(ξ1, ξ2)− qˆ(ξ1, ξ2)
= elφ(ξ1, ξ2)− φ(ξ1 − i, ξ2)− ey0φ(ξ1, ξ2 − i)
and
∫∫
(elf(x, y)− p(x)− q(x))1(x<l)1(y<l−y0)dxdy can be computed by using representation 8.3.
8.3.3 Two-Asset Semi-Barrier Options
[119] proposed analytical solutions for continuous semi barrier options based on their bivariate jump
diffusion model. In the following we develop a pricing scheme to price semi-barrier options with
discrete monitoring dates ti = i∆. The price of a semi-barrier option is given by
V (x, y) = e−rTEx,y[1(l,∞)(Y∆) · 1(l,∞)(Y2∆) . . . 1(l,∞)(YN∆) · f(XN∆, YN∆)] (8.35)
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where f(x, y) = (S10e
x−K)+ for call and f(x, y) = (K−S10ex)+ for put, and (Xt, Yt) are joint Le´vy
processes starting from (x, y) .
Last equation can be computed recursively by using backward induction as follows:
fN (x, y) =1(l,∞)(y)f(x, y)
fj(x, y) =1(l,∞)(y)E[fj+1(X(j+1)∆, Y(j+1)∆)|Xj∆, = x, Yj∆ = y] j = N − 1, · · · , 1
V (x, y) = f0(x, y) =E[f1(X∆, Y∆)|X0 = x, Y0 = y]
Let’s consider barrier put options. Barrier call options can be priced in the same way.
Choose a > 0, b < 0, and multiply eax+by on both sides of previous equations, using the homogenous
property of levy processes, we can rewrite the equations as follows:
f
(a,b)
N (x, y) =e
ax+by1(l,∞)(y)f(x, y)
f
(a,b)
j (x, y) =1(l,∞)(y)φ∆(ia, ib)E
(a,b)[f
(a,b)
j+1 (X∆ + x, Y∆ + y)] j = N − 1, · · · , 1
f
(a,b)
0 (x, y) =φ∆(ia, ib)E
(a,b)[f
(a,b)
1 (X∆ + x, Y∆ + y)]
where we let fa(x) = eaxf(x) for any f(x)(where a, x can be vectors), and E(a,b) is the expectation
under a newly defined probability measure dP (a,b) that is defined by
dP (a,b)
dP
|Ft =
e−aX∆−bY∆
E[e−aX∆−bY∆ ]
|Ft (8.36)
For a > 0, b < 0, it’s easy to check that
eax+byfN (x, y) ∈ L1(R2)
and
‖ f (a,b)j ‖L1(R2)≤ φN−j∆ (ia, ib) ‖ f (a,b)N ‖L1R2 (8.37)
If we assume that the assumption 8.1.1 holds for E(a,b)[f
(a,b)
j+1 (X∆ +x, Y∆ + y)], then we can apply
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the bivariate fourier transform on f
(a,b)
j (x, y):
∫∫
R2
eiξ1x+iξ2yf
(a,b)
j (x, y)dxdy
= φ∆(ia, ib)
∫∫
R2
eiξ1x+iξ2y1(l,∞)(y)E(a,b)[f
(a,b)
j+1 (X∆ + x, Y∆ + y)]dxdy
= φ∆(ia, ib)
∫
R
eiξ1xdx
∫
R
eiξ2y1(l,∞)(y)E(a,b)[f
(a,b)
j+1 (X∆ + x, Y∆ + y)]dy
= φ∆(ia, ib)
∫
R
eiξ1x(
1
2
gˆ0,1j (x, ξ2) +
i
2
eiξ2lH(e−iηlgˆ0,1j (x, η))(ξ2))dx
= φ∆(ia, ib)(
1
2
gˆ1,1j (ξ1, ξ2) +
i
2
eiξ2l
∫
R
eiξ1xH(e−iηlgˆ0,1j (x, η))(ξ2)dx)
= φ∆(ia, ib)(
1
2
gˆ1,1j (ξ1, ξ2) +
i
2
eiξ2lH(e−iηlgˆ1,1j (ξ1, η))(ξ2)
where
gj(x, y) = E
(a,b)[f
(a,b)
j+1 (X∆ + x, Y∆ + y)]
and gˆ1,1j is the 2-d fourier transform on the both variables of g,gˆ
0,1
j is the 1-d fourier transform only
on the second variable of g.
Also, note that
gˆ1,1j (ξ1, ξ2) =
∫∫
R2
eiξ1x+iξ2yE(a,b)[f
(a,b)
j+1 (X∆ + x, Y∆ + y)]dxdy
= E(a,b)[
∫∫
R2
eiξ1(x−X∆)+iξ2(υ−Y∆)f (a,b)j+1 (x, y)dxdy]
= f̂
(a,b)
j+1 (ξ1, ξ2)φ
(a,b)
∆ (−ξ1,−ξ2)
where φ
(a,b)
∆ (ξ1, ξ2) is the characteristic function of (X∆, Y∆) under the measure P
(a,b). That is,
φ
(a,b)
∆ (ξ1, ξ2) =
φ∆(ξ1 + ai, ξ2 + bi)
φ∆(ai, bi)
Thus, we can get a backward induction of f̂
(a,b)
j (ξ1, ξ2) as follows:
f̂
(a,b)
j (ξ1, ξ2) =φ∆(ia, ib)[
1
2
f̂
(a,b)
j+1 (ξ1, ξ2)φ
(a,b)
∆ (−ξ1,−ξ2)
+
i
2
eiξ2lH(e−iηlf̂ (a,b)j+1 (ξ1, η)φ(a,b)∆ (−ξ1,−η))(ξ2)] (8.38)
Therefore, we are just left to verify the assumption 8.1.1. Actually, we have the following theorem
Theorem 8.3.1. If the dampened function φ
(a,b)
∆ (−ξ1,−ξ2) satisfies the conditions in Proposition
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8.2.2, then assumption 8.1.1 is satisfied by gj(x, y) for each j.
Proof. First, notice that we already have (8.37), so we just need to show that gˆ1,1j (ξ1, ξ2) =
f̂
(a,b)
j+1 (ξ1, ξ2)φ
(a,b)
∆ (−ξ1,−ξ2) is in L(R2). Start from the last step j = N , it is easy to verify that
f̂
(a,b)
N (ξ1, ξ2) is a rational function, and therefore f̂
(a,b)
N (ξ1, ξ2)φ
(a,b)
∆ (−ξ1,−ξ2) ∈ L(R2) and it satisfies
conditions in Proposition 8.2.2 if φ
(a,b)
∆ (−ξ1,−ξ2) satisfies the conditions in Proposition 8.2.2.
And from results in Proposition 8.2.2, we know that f̂
(a,b)
N−1(ξ1, ξ2) obtained from 8.38 is bounded.
And therefore f̂
(a,b)
N−1(ξ1, ξ2)φ
(a,b)
∆ (−ξ1,−ξ2) ∈ L(R2). By induction, we are done.
Remark 8.3.2. From the proof above, we also know that if φ
(a,b)
∆ (−ξ1,−ξ2) satisfies the conditions
in Proposition 8.2.2, then the Hilbert transform above can be discretized with discretization error
that is exponentially decaying.
We have already proved that the characteristic functions of bivariate assets models presented
in Chapter 7 have exponentially decaying tails and are analytic in strips containing the real line
in the complex plane, i.e., they satisfy the conditions of Proposition 8.2.2. However, in order to
make the algorithm above work, we need to prove that the dampened characteristic functions also
satisfy the conditions in Proposition 8.2.2. It is easy to check that the characteristic functions still
have exponentially decaying tails after dampening. As for the analytic strip, we have the following
proposition:
Proposition 8.3.3. If φ∆(·, ξ2) is analytic in the strip Sη = {z ∈ C : η− ≤ Im(z) ≤ η+} for any
ξ2 ∈ R and φ∆(ξ1, ·) is analytic in the strip Sζ = {z ∈ C : ζ− ≤ Im(z) ≤ ζ+} for any ξ1 ∈ R, then
1. for any ξ2 ∈ R, φ(a,b)∆ (−·,−ξ2) is analytic in the strip
Iξ1 = {z ∈ C : a−
η+
p
≤ Im(z) ≤ a− η−
p
} (8.39)
for any p, q > 0, and 1p +
1
q = 1 and ζ− ≤ qb ≤ ζ+.
2. for any ξ1 ∈ R, φ(a,b)∆ (−ξ1,−·) is analytic in the strip
Iξ2 = {z ∈ C : b−
ζ+
q
≤ Im(z) ≤ b− ζ−
q
} (8.40)
for any p, q > 0, and 1p +
1
q = 1 and η− ≤ pa ≤ η+.
Proof. We just need to prove 1, 2 can be proved similarly.
By assumption, φ∆(·, ξ2) is analytic in the strip Sη = {z ∈ C : η− ≤ Im(z) ≤ η+} for any ξ2 ∈ R.
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So for α ∈ (η−, η+)
E[e−αX∆ ] <∞
Similarly, for β ∈ (ζ−, ζ+)
E[e−βY∆ ] <∞
Now suppose y ∈ (a− η+p , a− η−p ), i.e., p(a− y) ∈ (η−, η+) . If q, b are such that ζ− ≤ qb ≤ ζ+, then
by Ho¨lder’s inequality, we have
E[e−(a−y)X∆e−bY∆ ] ≤ (E[e−p(a−y)X∆ ])1/p(E[e−qbY∆ ])1/q <∞
Therefore, for any z = x+ yi ∈ Iξ1 , and fixed ξ2 ∈ R,
|φ(a,b)∆ (−z,−ξ2)| = |E[e(−a+i(−x−yi))X∆e(−b+i(−ξ2))Y∆ ]|
= |E[e−ixX∆−iξ2Y∆e(−(a−y)X∆e−bY∆ ]|
≤ E[e−(a−y)X∆e−bY∆ ] <∞
So, φ
(a,b)
∆ (−·,−ξ2) is analytic in the strip Iξ1 .
8.3.4 Two-Asset Double Barrier Options
Two-asset double barrier options have been priced under the Bivariate Brownian motion model in
[68]. In this section, we will show that we can price discrete two-asset double barrier options under
more general models considered in Chapter 7. Here, we suppose that the monitoring dates for the
two underlying assets are the same. The option value is given by
V (x, y) = e−rTEQx,y[1(l1,∞)(X¯T )1(l2,∞)(Y¯T )f(XT , YT )] (8.41)
where
X¯T = max0≤j≤NXj∆
Y¯T = max0≤j≤NYj∆
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with N∆ = T . Similar to semi-barrier options, we can compute V (x, y) above recursively as follows:
f
(a,b)
N (x, y) =e
ax+by1(l1,∞)(x)1(l2,∞)(y)f(x, y)
f
(a,b)
j (x, y) =1(l1,∞)(x)1(l2,∞)(y)φ∆(ia, ib)E
(a,b)[f
(a,b)
j+1 (X∆ + x, Y∆ + y)]
j = N − 1, · · · , 1
f
(a,b)
0 (x, y) =φ∆(ia, ib)E
(a,b)[f
(a,b)
1 (X∆ + x, Y∆ + y)]
Let gj(x, y) = E
(a,b)[f
(a,b)
j+1 (X∆ + x, Y∆ + y)]. If Assumption 8.1.1, 8.1.2 hold for gj(x, y), then we
have
∫∫
R2
eiξ1x+iξ2yf
(a,b)
j (x, y)dxdy
= φ∆(ia, ib)
∫∫
R2
eiξ1x+iξ2y1(l1,∞)(x)1(l2,∞)(y)g(x, y)dxdy
= φ∆(ia, ib)[
1
4
gˆ1,1(ξ1, ξ2) +
i
4
eiξ1l1H(e−iηl1 gˆ1,1(η, ξ2))(ξ1) + i
4
eiξ2l2H(e−iθl2 gˆ1,1(ξ1, θ))(ξ2)
− 1
4
eiξ1l1+iξ2l2H(e−iηl1H(e−iθl2 gˆ1,1(η, θ)(ξ2))(ξ1))]
i.e.,
f̂
(a,b)
j (ξ1, ξ2) = φ∆(ia, ib)[
1
4
gˆ1,1(ξ1, ξ2) +
i
4
eiξ1l1H(e−iηl1 gˆ1,1(η, ξ2))(ξ1)
+
i
4
eiξ2l2H(e−iθl2 gˆ1,1(ξ1, θ))(ξ2)− 1
4
eiξ1l1+iξ2l2H(e−iηl1H(e−iθl2 gˆ1,1(η, θ)(ξ2))(ξ1))]
where gˆ1,1j (ξ1, ξ2) = f̂
(a,b)
j+1 (ξ1, ξ2)φ
(a,b)
∆ (−ξ1,−ξ2). And thus we got the backward induction for
f̂
(a,b)
j (ξ1, ξ2).
Similar to the case of semi-barrier options, we have the following theorem
Theorem 8.3.4. If the dampened function φ
(a,b)
∆ (−ξ1,−ξ2) satisfies the conditions in Proposition
8.2.2, then assumption 8.1.1 and 8.1.2 are satisfied by gj(x, y) for each j.
Proof. The proof for that gj(x, y) satisfies assumption 8.1.1 is similar to the proof in The-
orem 8.3.1. So, here we just prove that gj(x, y) satisfies assumption 8.1.2. Following the
same procedure as the proof of Theorem 8.3.1, and by using the results in Proposition 8.2.2
we are easy to prove that if φ
(a,b)
∆ (−ξ1,−ξ2) satisfies the conditions in Proposition 8.2.2, then
gˆ1,1j (ξ1, ξ2) = f̂
(a,b)
j+1 (ξ1, ξ2)φ
(a,b)
∆ (−ξ1,−ξ2) also satisfies the conditions in Proposition 8.2.2. By
using the results in Lemma 8.2.5, it is easy to prove that assumption 8.1.2 is satisfied for gj(x, y).
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Done.
8.4 Concluding remark
In this chapter, we present how to express some useful two dimensional integrals using the 2d
Hilbert transform, and also show that the 2d Hilbert transform can be discretized with errors that
are exponentially decaying. We also obtain the Hilbert transform representations of some two-asset
options such as exchange options, bivariate rainbow options, two dimensional barrier options.
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