In this paper, we show that the Dirac cohomology H D (L(λ)) of a simple highest weight module L(λ) in O p can be parameterized by a specific set of weights: a subset W I (λ) of the orbit of the Weyl group W acting on λ+ρ. As an application, we show that any simple module in O p is determined up to isomorphism by its Dirac cohomology. We describe four parameterizations of H D (L(λ)) when λ is regular. Two of these parameterizations are geometric in terms of a partial ordering on the dual of the Cartan subalgebra and a generalization of strong linkage, respectively. Using these geometric parameterizations, we derive two algebraic parameterizations in terms of the multiplicities of the composition factors of a Verma module and the embeddings between Verma modules, respectively. As an application, for Verma modules with regular infinitesimal character, we obtain an extended version of the Verma-BGG Theorem. We also investigate Dirac cohomology of Kostant modules. Using Dirac cohomology, we give a new proof of the simplicity criterion for Verma modules and describe a new simplicity criterion for parabolic Verma modules with regular infinitesimal character.
Introduction
In this paper, we concentrate on algebraic methods for studying the representations of a finite dimensional semisimple Lie algebra g over the complex numbers C with universal enveloping algebra U (g). The category U (g)-Mod of all U (g)-modules is too large to be understood algebraically. However, many interesting and important representations of Lie groups can be investigated within the framework of the BGG category O introduced in the early 1970s by Bernstein, Gelfand, and Gelfand [3] .
The category O is the category of all finitely generated, locally b-finite and h-semisimple gmodules, where g is a finite dimensional complex semisimple Lie algebra with Cartan subalgebra h and Borel subalgebra b containing h. The Verma module corresponding to λ ∈ h * is
where C λ is a simple b-module with weight λ. Denote by L(λ) the unique simple quotient of M (λ). Kazhdan-Lusztig theory guarantees that the formal character of L(λ) can be expressed in terms of formal characters of Verma modules and Kazhdan-Lusztig polynomials.
A relative version O p of category O is often needed in the study of representations of Lie groups. This is a subcategory of category O defined by replacing h with a Levi subalgebra l and b with a parabolic subalgebra p containing b.
The parabolic Verma module corresponding to a subset of simple roots I and an element λ ∈ Λ + I (cf. Section 2.2) is defined to be
where F (λ) is the finite dimensional simple l-module with highest weight λ. Deodhar [12] and Casian and Collingwood [10] developed a relative version of Kazhdan-Lusztig theory for the category O p . Dirac cohomology is a new tool in representation theory that turns out to be an intrinsic invariant of irreducible unitary representations and more general admissible representations. Here is some relevant history of this construction. In [15] , Huang and Pandžić proved Vogan's conjecture which reveals a deep relationship between the infinitesimal character of a Harish-Chandra module V and the infinitesimal characters appearing in its Dirac cohomology H D (V ). In [23] , Kostant proved an analogous result in O p , introduced the cubic Dirac operator and calculated the Dirac cohomology of finite dimensional modules in the equal rank case. In [17] , Huang and Xiao determined the Dirac cohomology of simple highest weight modules in terms of the sums of coefficients of the relative Kazhdan-Lusztig-Vogan polynomials.
Let G be a connected real reductive group with maximal compact subgroup K of the same rank as G. Let g and k be the complexifications of the corresponding Lie algebras. In [16] , Huang, Pandžić and Vogan identified the Dirac cohomology of certain unitary (g, K)-modules A q (λ) with a geometric object, namely, the k-dominant part of a face of the convex hull of the Weyl group orbit of the parameter λ + ρ. In this paper, we give two similar geometric parameterizations of the Dirac cohomology of simple highest weight modules L(λ) with regular infinitesimal character. We will also discuss two algebraic parameterizations of the Dirac cohomology of L(λ) that are related to the Verma-BGG Theorem (cf. Theorem 4.4 and see [1, 2] ).
We use the rest of this introduction to sketch some of our main results. Continue to let g be a finite dimensional complex semisimple Lie algebra with Cartan subalgebra h. Following [18] , let W = W g be the associated Weyl group and let Φ be its root system. We write Φ + for the set of positive roots in Φ and let Λ r = ZΦ. For η ∈ h * , define Φ [η] := {α ∈ Φ : η, α ∨ ∈ Z} and W [η] := {w ∈ W : w · η − η ∈ Λ r }. where < is the Bruhat ordering on W . Denote by ∆ [λ] the simple system corresponding to the positive system Φ [λ] ∩ Φ + in Φ [λ] . The orbit W [λ] · λ contains a unique µ ∈ h * that is antidominant in the sense that µ + ρ, α ∨ ∈ Z >0 for all α ∈ Φ + , where ρ = 1 2 α∈Φ + α. The set of singular simple roots associated to µ in ∆ [λ] is defined by Σ µ := {α ∈ ∆ [λ] : µ + ρ, α ∨ = 0}.
The subgroup W Σµ := {w ∈ W : w(µ + ρ) = µ + ρ} ⊆ W [λ] is then the isotropy group of µ. Let I W
Σµ
[λ] := {w ∈ I W [λ] : w < ws α ∈ I W [λ] for all α ∈ Σ µ }, where < is the Bruhat ordering on W . Following [6, 17] , we define the relative Kazhdan-Lusztig-Vogan polynomial associated to λ of x, w ∈ I W Definitions of l, u, ρ(u) and ρ l can be found in Section 2.1, and the definition of O p µ can be found in the remark following Proposition 3.8. Our main results rely on the following theorem: Remark. Let W(λ) := W ∅ (λ) as a convention.
We can now state our main results. First, it turns out that W I (λ) is a subset of four sets that are defined in terms of a generalization of strong linkage, the embeddings between Verma modules, the multiplicities of the composition factors of a Verma module, and a partial ordering on the dual of the Cartan subalgebra, respectively. More precisely, we will prove the following:
Theorem A (Theorem 4.5). Let λ ∈ Λ + I , S [λ] (λ) := {ν ∈ h * : ν ↑ [λ] λ}, C l := {ν ∈ h * : ν, α ∨ ≥ 0, ∀α ∈ I} and L η := {ν ∈ h * : ν ≤ η}. Then
We will show that the Dirac cohomology of simple highest weight modules L(λ) is parameterized by W I (λ), in the sense of the following theorem.
Theorem B (Theorem 4.7). Let λ, η ∈ Λ + I . The following statements are then equivalent:
Using Theorem B, we show that a simple module in O p is determined up to isomorphism by its Dirac cohomology. When λ ∈ Λ + I is regular, it turns out that H D (L(λ)) has two geometric parameterizations.
Theorem D (Theorem 4.9). Let R be the set of regular weights in h * . Let λ ∈ Λ + I ∩ R. Then
As an application, for Verma modules with regular infinitesimal character, we use Theorems A, D and E to obtain an extended version of the Verma-BGG Theorem; see Theorem 4.12. Using Dirac cohomology, we are also able to give a new proof of the following simplicity criterion for Verma modules, which also appears as [18, Theorem 4.8] .
Theorem F (Theorem 6.4). Let λ ∈ h * . Then M (λ) ∼ = L(λ) as an g-module if and only if λ is an antidominant weight.
By similar methods, we are able to derive a new simplicity criterion for parabolic Verma modules with regular infinitesimal character.
as an g-module if and only if λ = w I · ν for some antidominant weight ν.
Comparing this with Jantzen's simplicity criterion for parabolic Verma modules with regular infinitesimal character, we derive the following non-trivial corollary. This paper is organized as follows. In Section 2, we recall the definitions of the category O p and Dirac cohomology. In Section 3, we turn to Kazhdan-Lusztig-Vogan theory. We derive two general identities relating relative Kazhdan-Lusztig-Vogan polynomials and parabolic Kazhdan-Lusztig polynomials.
As an application, we determine when the sum of coefficients of a relative Kazhdan-Lusztig-Vogan polynomial associated to λ is nonzero, in the case when λ ∈ Λ + I is regular. In Section 4, we prove Theorems A, D and E. As an application, for Verma modules with regular infinitesimal character, we obtain an extended version of the Verma-BGG Theorem.
Section 5 contains our results on the Dirac cohomology of Kostant modules. In Section 6, finally, we use Dirac cohomology to prove Theorems F and G.
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2 Notation and preliminaries
Notation
Throughout this paper, we adopt the following notation. Denote by g a finite dimensional complex semisimple Lie algebra and let h be a Cartan subalgebra of g. Let Φ be the root system of (g, h), write W for the corresponding Weyl group of Φ, and denote by g α the root subspace of g corresponding to a root α. We fix a choice of positive roots Φ + , and let ∆ be the corresponding subset of simple roots in Φ + . Note that each subset I ⊆ ∆ generates a root system Φ I ⊆ Φ, with positive roots Φ
There are a number of subalgebras of g associated with the root system Φ I . By [18, §9.1] , the Lie algebra
is a standard parabolic subalgebra of g, the Lie algebra
is the Levi subalgebra of p I and the Lie algebras
are the nilradical of p I and its dual space with respect to the Killing form B of g such that p I = l I ⊕ u I and g = u I ⊕ p I . We note that once I is fixed, there is little use for other subsets of ∆. Therefore, we omit the subscript if a subalgebra is obviously associated to I. Let
α, and ρ(u) := 1 2
The set of integral weights in h * is Λ := {ν ∈ h * : ν, α ∨ ∈ Z for all α ∈ Φ}, and the set of dominant integral weights in h * is
where ·, · is the bilinear form on h * induced from the Killing form B of g and α ∨ := 2α α,α . Denoted by U (g) the universal enveloping algebra of g with centre Z(g).
Preliminaries on Category O p
In this section, we recall the definition and basic properties of category O p . Continue to let g be a finite dimensional complex semisimple Lie algebra with Cartan subalgebra h. Fix a Borel subalgebra b containing h and a parabolic subalgebra p containing b. Let I ⊆ ∆ be the subset of simple roots corresponding to p. Denote by Φ I the subsystem generated by I, i.e., Φ I := Φ ∩ α∈I Zα, and let Φ + I := Φ I ∩ Φ + . Let l := h ⊕ α∈Φ I g α be the associated Levi subalgebra. Denote by u the nilradical of p and let u be the dual space of u with respect to the Killing form B of g. 
where ·, · is again the bilinear form on h * induced from the Killing form of g. Let F (λ) be the finite dimensional simple l-module with highest weight λ. We have λ ∈ Λ + I by a result in [18, §9.2] . Note that F (λ) is a p-module on which u acts trivially. The parabolic Verma module with highest weight λ is the induced module
When p = b, we obtain the ordinary Verma module M (λ). By results in [18, §9.4] , M I (λ) is a quotient of M (λ) and L(λ) is the unique simple quotient of both M I (λ) and M (λ). Furthermore, since every nonzero module in O p has at least one nonzero maximal vector, Proposition 2.2 implies that every simple module in O p is isomorphic to L(λ) for some λ ∈ Λ + I . Let Z(g) be the centre of U (g) and let χ λ be an algebra homomorphism Z(g) → C such that
. Then M I (λ) and its subquotients (including L(λ)) have the same infinitesimal character χ λ . As is shown in [18, §1.2], every nonzero module M ∈ O p has a finite filtration with nonzero quotients, each of which is a highest weight module in O p . Thus the action of Z(g) on M is finite. Let
Then z − χ(z) acts locally nilpotently on M χ for all z ∈ Z(g) and M χ is a U (g)-submodule of M . Denote by O p χ the full subcategory of O p whose objects are of the form M χ . We then have the following direct sum decomposition
where χ = χ λ for some λ ∈ h * . The dot action of the Weyl group W on h * is given by
For any U (g)-module M and for any λ ∈ h * , let
be a weight space relative to the action of h. If M λ = 0, then λ is called a weight of M . Since M (λ) λ = 0 for all λ ∈ h * , any element of h * is called a weight. The multiplicity of λ in M is defined to be dim M λ . In general, any module in the category of weight modules having finite dimensional weight spaces can be assigned a formal character
Let Γ be the set of all Z ≥0 -linear combinations of simple roots in ∆. Denote by X the additive group of functions f : h * → Z whose support lies in a finite union of sets of the form λ − Γ for λ ∈ h * . The convolution product on X is given by (f * g)(λ) := µ+ν=λ f (µ)g(ν). Denote by e(λ) the function in X which takes value 1 at λ and value 0 at µ = λ, so that e(λ) * e(µ) = e(λ + µ).
It is easy to check that X is a commutative ring under convolution whose multiplicative identity is e(0). All modules in O p and all finite dimensional semisimple h-modules have characters in X . 
There is an exact sequence
α∈I M (s α · λ) → M (λ) → M I (λ) → 0.
Preliminaries on Dirac cohomology
We recall the definitions and basic properties of Dirac cohomology associated to the Kostant cubic Dirac operator. Let r be a reductive Lie subalgebra of the finite dimensional complex semisimple Lie algebra g and let B be the Killing form of g. Suppose that the restriction B| r of B on r is non-degenerate. Let g = r ⊕ s be the orthogonal decomposition with respect to B. It is easy to check that the restriction B| s of B on s is also non-degenerate. Denote by C(s) the Clifford algebra of s with uu 
where v ∈ C(s) is the image of the fundamental 3-form ω ∈ 3 (s * ) such that
under the Chevalley map (s * ) → C(s) and the identification of s * with s via the Killing form B. Explicitly,
with g acting on V and C(s) acting on S. The Dirac cohomology of V is defined to be the r-module
.
Following [17] , we will only consider the case r = l and s = u + u for the rest of the paper. In particular, we have the following proposition:
Remark. By Proposition 2.5, it follows that
3 Kazhdan-Lusztig-Vogan Theory
Kazhdan-Lusztig polynomials
In [20] , Kazhdan and Lusztig define a family of polynomials {P x,w : x, w ∈ W } in a variable q. We briefly recall some of their well-known properties. Let S = {s α : α ∈ ∆} so that (W, S) is a Coxeter system. Let ℓ be the associated length function on W and let ≤ denote the Bruhat ordering on W . The following then holds:
(a) P x,w (q) = 0 unless x ≤ w. . Suppose x ≤ w, s ∈ S, and ws < w. Then
where a = 1 if xs < x and a = 0 if xs > x. These identities allow one to compute P x,w by induction on ℓ(w).
(e) For each x ≤ w in W , P x,w is a polynomial in q with constant term 1.
(f) It holds that P x,w = P x −1 ,w −1 .
(g) Let M w be the Verma module with highest weight −w(ρ) − ρ and let L w be its unique simple quotient. The Kazhdan-Lusztig Conjecture (which is now a theorem [4, 9] ) asserts that
(h) Vogan proves in [27] that the Kazhdan-Lusztig Conjecture is equivalent to the formula
Remark. We call P x,w the Kazhdan-Lusztig polynomial of x, w ∈ W . Denote by P
[λ]
x,w the KazhdanLusztig polynomial of x, w ∈ W [λ] for λ ∈ h * .
Parabolic Kazhdan-Lusztig polynomials
In this section, we introduce the parabolic Kazhdan-Lusztig polynomial P J,y u,v of u, v ∈ J W of type y for y ∈ {−1, q}. Given w ∈ W , we let D(w) := {s ∈ S : ws < w}. Given K ⊆ Φ, let W K be the subgroup of W generated by K. For J ⊆ ∆, W J is the standard parabolic subgroup of W generated by J. In the literature, the set J W of minimal length right coset representatives of W J in W is often characterized in different equivalent ways. 
4. s α w > w for all α ∈ J.
w is the unique minimal length element in its right
Remark. We make some observations.
• Although W Σµ is defined as the isotropy group of µ, W Σµ is the subgroup of W generated by Σ µ (cf. Lemma 3.13). This justifies the notation W Σµ .
• Define W J := {w −1 ∈ W : w ∈ J W }. Note that W J is the set of minimal length left coset representatives of W J in W .
In this section, the polynomial R J,y u,v in our notation is the same as R {sα:α∈J},y u,v in the notation of [8] . Similarly, the polynomial P J,y u,v in our notation is the same as P {sα:α∈J},y u,v in the notation of [8] . Since (W, S) is a Coxeter system and {s α : α ∈ J} ⊆ S, the following four results are special cases of results of Deodhar, and we refer the reader to [8, §2] for the statements in full generality and [12, §2 and §3] for their proofs. 
R
J,y u,u (q) = 1. 
If u < v and s
It is well-known that Kazhdan-Lusztig polynomials and parabolic Kazhdan-Lusztig polynomials are closely related. In fact, we have the following proposition. 
where w J is the longest element in W J , and
Remark. By Proposition 3.4 and property (e) in Section 3.1, the constant term of P
Then we have the following proposition.
Remark. Denote by P
Relative Kazhdan-Lusztig-Vogan polynomials
In this section, for each λ ∈ Λ + I and for each x, w ∈ I W
Σµ
[λ] , we will define a polynomial called the relative Kazhdan-Lusztig-Vogan polynomial associated to λ of x, w ∈ I W Σµ [λ] . We will prove that it is related to a parabolic Kazhdan-Lusztig polynomial of K W [λ] of type y for (K, y) ∈ {(Σ µ , q), (I, −1)}.
As an application, we determine when the sum of coefficients of a relative Kazhdan-Lusztig-Vogan polynomial associated to λ is nonzero for regular λ ∈ Λ + I . All definitions in this section (except Definition 3.14) follow the conventions in [18] . Linkage is clearly an equivalence relation on h * . The orbit {w · η : w ∈ W } of η under the dot action is called the linkage class (or W -linkage class) of η.
The
. Weights which are not regular are called singular. We say the infinitesimal character χ η is regular if η is regular in this sense.
Following [18] , we denote by E the Euclidean space spanned by Φ. The Z-span Λ r of Φ is called the root lattice. For η ∈ h * , let
Theorem 3.7 ([18, Theorem 3.4]).
For η ∈ h * , the following holds:
is an abstract root system in its R-span E(η) ⊆ E.
W [η]
is the Weyl group of the root system Φ [η] . In particular, it is generated by the reflections
Recall that a weight η ∈ h * is antidominant if η + ρ, α ∨ ∈ Z >0 for all α ∈ Φ + . 
. Then, η is antidominant if and only if the following equivalent conditions hold:
Therefore, there is a unique antidominant weight in the orbit
such that all weights of each M i are contained in a single coset of the root lattice Λ r in h * . Therefore, the category O p χ λ decomposes as a direct sum of full subcategories, which can be indexed by the nonempty intersection of the orbit W · λ with the cosets h * /Λ r . We use the antidominant weight µ in the intersection to parameterize the corresponding subcategory of O p χ λ . Following [17] , we denote this subcategory by O p µ . Now we consider the simple highest weight module L(λ) for λ ∈ Λ + I . For the rest of the paper, we will denote by µ the unique antidominant weight in W [λ] · λ. Let W I be the Weyl group attached to the root system Φ I with the longest element w I . Then W I ⊆ W [λ] . Define
where < is the Bruhat ordering on W . We denote the set of singular simple roots associated to µ in ∆ [λ] by
is the isotropy group of µ. Let
where < is again the Bruhat ordering on W . 
that takes the isotropy group of ν to the isotropy group of ν ′ . Then, the corresponding subcategory
Consider µ ∈ h * , the antidominant weight in W [λ] · λ. Then, µ and µ ♮ have the same attached Coxeter systems and isotropy groups (cf. Lemma 3.12). As noted in [17, Remark 6.5] , there is a finite dimensional complex semisimple Lie algebra g ♮ compatible with the abstract reduced root system Φ [µ] = Φ [λ] and hence the Coxeter system (
). Let h ♮ be a Cartan subalgebra of g ♮ . Its dual (h ♮ ) * is a subspace in h * . Denote by O ♮ the BGG category of g ♮ . We denote by O ♮ µ ♮ the full subcategory of O ♮ corresponding to µ ♮ (which is antidominant for Φ [λ] ) and write p ♮ for the standard parabolic subalgebra of g ♮ corresponding to I. Denote by g ♮ α the root subspace of g ♮ corresponding to a root α and let 
. Suppose α ∈ I can be written as sum of two roots in Φ + [λ] on contrary. Then α ∈ I can be written as sum of two roots in Φ + , a contradiction to the fact that α ∈ I ⊆ ∆. Hence α ∈ I cannot be written as sum of two roots in Φ 
the isotropy group of µ is the same as the isotropy group of µ ♮ .
Proof. We prove each part in turn.
The attached Coxeter system of µ is (W
that the attached Coxeter system of µ ♮ is
The claim follows.
For all
Similarly,
Let Σ ♮ µ ♮ be the set of singular simple roots associated to
The isotropy group of µ ♮ is defined to be
That is, the isotropy group of µ is the same as the isotropy group of µ ♮ .
This result justifies the notations W Σµ and 
Σµ and Φ(Σ µ ) are root systems. Note that Σ µ is the set of simple roots in the positive root system Φ [λ] Σµ ∩Φ + . Let ∆(Σ µ ) be the set of simple roots in the positive root system Φ(Σ µ )∩Φ + . Clearly, 
This implies that
can be written as sum of two roots in Φ(Σ µ ) ∩ Φ + , a contradiction to the fact that α ∈ ∆(Σ µ ). Therefore α ∈ ∆(Σ µ ) cannot be written as sum of two roots in Φ
Following [6, 17] , we adopt the following terminology. 
Remark. We also call I P 
We have some results about I W 
Σµ , where
In particular, it holds that W
Lemma 3.16 (See [13, Proposition 5.4]). There is a bijection
where [L(w I x · µ)] is the isomorphism class of L(w I x · µ). 
Since λ ∈ Λ 
By Proposition 2.2 and Theorem 2.3, it holds that
-integral, by the integral case, we get a bijection
Note that
By the remark following Lemma 3.15, this implies I W
Remark. Suppose λ ∈ Λ We will express Kazhdan-Lusztig polynomials in terms of Ext groups in order to relate relative Kazhdan-Lusztig-Vogan polynomials and parabolic Kazhdan-Lusztig polynomials. Before that, we need a result which relates four different partial orderings. Two of these are the Bruhat orderings on W and W [λ] , and the remaining two are partial orderings on h * as defined below. 
we say that ν is [λ]-strongly linked to η and write ν ↑ [λ] η. When λ is integral, we say that ν is strongly linked to η and write ν ↑ η.
Remark. Note that it is clear that ν ↑ [λ] η implies ν ↑ η.
We need the following lemma to relate the partial orderings. 
I is regular, then the following statements are equivalent: 
Recall that
(by Proposition 3.8 and 
. This condition implies that x · µ = w · µ or
, which holds if and only if x · µ = w · µ or
, which finally is equivalent to 
By the definition of [λ]-strong linkage, we have
(by Definition of the Bruhat ordering on
(by [18, §0.3, Standard fact (4)])
(by Proposition 3.8, µ is regular and
Now we can show that (4) =⇒ (2). Suppose
, which exist by Lemma 3.19. We then have
Since µ is regular, antidominant and since, by Lemma 3.19, α 1 , · · · , α k are distinct positive roots, it follows that x · µ < w · µ holds if and only if the following equivalent conditions hold:
•
The equivalence of these conditions follows from Proposition 3.8, the fact that Φ . The last property implies that
Because µ is regular, we have x · µ = w · µ if and only if x = w, so this prove that (4) =⇒ (2). This completes the proof.
We have a result which relates Ext groups and the Bruhat ordering on W .
Lemma 3.21 (See [18, Theorem 6.11]). Let
be a nonzero g-module homomorphism and v + be a maximal vector of weight
Since −2ρ ∈ E is regular, we get u = v.
For i ≥ 1, we have Ext 
Proof. By Kazhdan-Lusztig Conjecture (cf. Property (g) in Section 3.1) and [18, Theorem 8.11 
For arbitrary λ ∈ Λ + I , we can relate relative Kazhdan-Lusztig-Vogan polynomials associated to λ and parabolic Kazhdan-Lusztig polynomials of Σµ W [λ] of type q by the results due to Soergel [25] and Irving [19] :
Proof. It holds that
for all x, w ∈ I W 
Then by the Nil-cohomology Theorem due to Soergel (see [25, 
. Then by applying [13, Proposition 3.4 and Remark 3.6] to W [λ] and the fact that
The first equality follows from Definition 3.14. The second equality follows from Corollary 3.10 and the fact that O p and (O ♮ ) p ♮ are full subcategories of O and O ♮ , respectively. The third equality follows from the isomorphism (1). The fourth equality follows from the results due to Soergel and Irving. The fifth equality follows from the fact that 
Since µ is regular and antidominant, we have µ + ρ, α
Conversely, suppose w · µ ∈ −C l − ρ. Then −w(µ + ρ) ∈ C l and hence µ + ρ, (w −1 α) ∨ = − −w(µ + ρ), α ∨ ≤ 0 for all α ∈ I. Since λ ∈ Λ + I , we have I ⊆ ∆ [λ] by the remark following Corollary 3.10. Then by Theorem 3.7, we have
Since µ is regular, we get µ + ρ, (w −1 α) ∨ < 0 for all α ∈ I. Then w −1 α ∈ Φ As an application of Theorem 3.25, we can determine when I P µ x,w (1) is nonzero. Proof. For all x, w ∈ I W [λ] , we have the following equivalent statements:
By property (a) in Section 3.1 and Theorem 3.25, it holds that
w I x,w I w (q) = 0 =⇒ I P (L(λ) ). In this section we will show that
We will need the following lemma:
, it holds that:
I P
Σµ w,w (q) = 1.
Recall that µ is the unique antidominant weight in
1. For all x, w ∈ I W
Σµ
[λ] , we have the following equivalent statements:
Therefore by Theorem 3.23 and Theorem 3.3,
Taking contrapositives, we get that I P . Thus for all α ∈ I, −w(µ + ρ), 
be the unique element such that λ = w I w · µ, which exists by the remark following Lemma 3.16. We prove the first inclusion in three steps.
• First we show
By Lemma 3.20, we get
• Next, we show
. This holds since, by Lemma 4.1,
• Finally, we show
Let X, Y be sets. Note that
Now we prove the second inclusion.
Since η + ρ ∈ C l , we also get η + ρ, α ∨ ≥ 0 for all α ∈ I. Thus η + ρ ∈ Λ + I as desired. This proves the second inclusion, and the following equality is clear from the remark after Theorem 4.4.
The last thing to show is that
. By Theorem 4.4, we get η ↑ λ, and in particular it holds that η ≤ λ and η = w · λ for some w ∈ W [λ] . Also η + ρ ∈ Λ
We will need the following well-known lemma in the proof of the next theorem. 
2. If M, N, P are l-modules and M is isomorphic to a quotient of N as an l-module, then there is an injection from Hom l (M, P ) to Hom l (N, P ).
as a vector space.
If
Proof. For the proof of (1) Now we prove (2) . Suppose M ∼ = M ′ = N/Q as an l-module for some l-module M ′ and l-submodule Q of N . Then there is an l-module isomorphism g : M → M ′ . This induces an isomorphism of vector spaces:
There is a quotient map π : N → N/Q = M ′ , which is an l-module homomorphism. This induces an injection
The composition ϕ • ψ is an injection from Hom l (M, P ) to Hom l (N, P ). Next, we prove (3). We have the following two linear maps:
where
) with x is in the i th entry and
. Two maps are inverse to each other. This gives a vector space isomorphism between Hom l
Finally, we prove (4). Suppose
as a vector space. This implies that
as a vector space by part (3) of Lemma 4.6. Since F (η i ) ∼ = F (η j ) as an l-module for i = j,
) as a vector space by Schur's Lemma. This implies that Hom l (F (ν p ), F (η j )) ∼ = C as a vector space for some 1 ≤ p ≤ l. By Schur's Lemma again, we get F (η j ) ∼ = F (ν p ) as an l-module for some 1 ≤ p ≤ l. This implies that η j = ν p for some 1 ≤ p ≤ l. Since F (η i ) is the finite dimensional simple l-module with highest weight η i , we have
Therefore, the claim follows.
We are now able to prove Theorem B. 
Proof. The implication (1) =⇒ (2) We are now able to prove Theorem C. • First we show f ⊗ i d is an l-module isomorphism.
By [17, Remark 3.6] , V ⊗ S and W ⊗ S are l-modules. Since f is an g-module isomorphism, then for all r ∈ l,ṽ ∈ V and s ∈ S, we have
Since the action of l and f ⊗ i d are C-linear, f ⊗ i d is an l-module homomorphism. Clearly, f ⊗ i d is bijective. The claim follows.
• Next, we show (
Since f is an g-module isomorphism, then for allṽ ∈ V and s ∈ S, we have
Since D V , D W and f ⊗ i d are C-linear, the claim follows.
It is easy to check that ker (
Since
is also an l-module isomorphism. Let
be the quotient map. Note that π W is a surjective l-module homomorphism. Then
is a surjective l-module homomorphism with kernel (
by the First Isomorphism Theorem, we have
as an l-module.
The case for regular infinitesimal character
Under the assumption that λ ∈ Λ + I is regular, we can view W I (λ) in four different ways. As a result, we get four parameterizations of H D (L(λ)) when λ ∈ Λ + I is regular. Now we are able to describe two geometric parameterizations of H D (L(λ)). 
Proof. Let w ∈ I W Σµ [λ] be the unique element such that λ = w I w · µ, which exists by the remark following Lemma 3.16. Since λ is regular, it holds that I P . We prove the first equality in the theorem statement in three steps.
• Next, we observe that, by Lemma 3.24,
The second equality holds by Theorem 4.5.
Remark. Theorems 4.5 and 4.9 together imply that for λ ∈ Λ + I ∩ R, it holds that
We can use Theorem 4.9 to derive two algebraic parameterizations of H D (L(λ)) in terms of the multiplicities of the composition factors of a Verma module and the embeddings between Verma modules, respectively. Before showing that, we need the following proposition. One application of the parameterizations of H D (L(λ)) is to obtain an extended version of the Verma-BGG Theorem for Verma modules with regular infinitesimal character. We can show that the condition in terms of strong linkage in the Verma-BGG Theorem is equivalent to some seemingly weaker or stronger conditions. 
M (η) ֒→ M (λ).
3. η is strongly linked to λ.
η is [λ]-strongly linked to λ.
5. η ≤ λ and η = w · λ for some w ∈ W [λ] .
6. W I (η) ⊆ W I (λ).
W(η) ⊆ W(λ).
Proof. By Theorem 4.4 and the remark following it, we get (1) ⇐⇒ (2) ⇐⇒ (3). Suppose η satisfies (4); then by the definitions of [λ]-strong linkage and W [λ] , we deduce that η satisfies (5), so we get that (4) =⇒ (5) .
By Proposition 4.10 and Theorem 4.11, we have
If η satisfies (5), then it follows that η satisfies (2), which implies (4) because of the preceding identity. This means (4) =⇒ (5) =⇒ (2) =⇒ (4). To show that (5) ⇐⇒ (6), suppose η ≤ λ and η = w · λ for some w ∈ W [λ] . Then η − λ ∈ Λ r and hence
by Theorems 4.5 and 4.9. Conversely, suppose
by the argument in the proof of Theorem 4.7, and Theorem 4.9. This implies η + ρ ∈ L λ+ρ and η + ρ ∈ W [λ] (λ + ρ). Therefore η ≤ λ and η = w · λ for some w ∈ W [λ] . We conclude that (5) ⇐⇒ (6) as needed.
Finally, we show (5) ⇐⇒ (7). By the equivalence (5) ⇐⇒ (6) with I = ∅, for all λ ∈ R and η ∈ h * , it holds that η ≤ λ and η = w · λ for some w ∈ W [λ] is equivalent to W(η) ⊆ W(λ). Since Λ + I ∩ R ⊆ R and Λ + I ⊆ h * , we conclude that (5) ⇐⇒ (7) as needed.
5 Dirac cohomology of Kostant modules
Dirac cohomology of Kostant modules
Following [6] , a finite poset is called an interval if it has a unique minimum and a unique maximum. A finite poset is called graded if it is an interval and if all maximal chains between any two elements have the same length. In this case the poset has a well-defined rank function whose value at a vertex x is the length of any maximal chain from the unique minimum to x.
Continue to let λ ∈ Λ Remark. In [6] , it is assumed that λ is integral, but the proof in [6, §3.4 ] also works for nonintegral weights (which is our context). We are now able to prove Theorem F. This result is [18, Theorem 4.8], but our method of proof using Dirac cohomology is new. 
