Coded Modulation (VL-STCM-ID) scheme capable of simultaneously providing both coding and iteration gain as well as multiplexing and diversity gain is proposed. Non-binary unity-rate precoders are employed for assisting the iterative decoding of the VL-STCM-ID scheme. The discrete-valued source symbols are first encoded into variable-length codewords that are mapped to the spatial and temporal domains. Then the variable-length codewords are interleaved and fed to the precoder assisted modulator. More explicitly, the proposed VL-STCM-ID arrangement is a jointly designed iteratively decoded scheme combining source coding, channel coding, modulation as well as spatial diversity/multiplexing. As expected, the higher the source correlation, the higher the achievable performance gain of the scheme becomes. Furthermore, the performance of the VL-STCM-ID scheme is about 14.6 dB better than that of the Fixed Length STCM (FL-STCM) benchmarker at a source symbol error ratio of 10 −4 .
time coding schemes, which employ multiple transmitters and receivers, are among the most efficient techniques designed for providing high data rates by exploiting the high channel capacity potential of Multiple-Input Multiple-Output (MIMO) channels [2] , [3] . More explicitly, Bell-lab's LAyered Space Time architecture (BLAST) [4] was designed for providing full-spatial-multiplexing gain, while Space Time Trellis Codes (STTC) [5] were designed for providing full-spatial-diversity gain.
The novel contribution of this paper is that we propose a jointly designed source coding and Space Time Coded Modulation (STCM) scheme, where two dimensional (2D) Variable Length Codes (VLCs) are transmitted by exploiting both the spatial and temporal domains. More specifically, the number of activated transmit antennas equals the number of symbols of the corresponding VLC codeword in the spatial domain, where each VLC codeword is transmitted during a single symbol period. Hence, the transmission frame length is determined by the fixed number of source symbols and therefore the proposed Variable Length STCM (VL-STCM) scheme does not exhibit synchronisation problems and does not require the transmission of side information. Additionally, the associated source correlation is converted into an increased minimum product distance 1 , hence resulting in an increased coding gain. Furthermore, the VL-STCM scheme advocated is capable of providing both multiplexing and diversity gains with the aid of multiple transmit antennas. Practical applications of the proposed scheme are related to the transmission of VLC-based MPEG 2, 3 and 4 encoded video and audio sequences for example. It is also possible to simply pack binary computer-data into VLC-encoded symbols for the sake of their near-capacity transmission.
Relevant work on the joint design of source coding and space-time coding can be found in [6] and [7] , where the performance measure is based on the end-to-end analogue source distortion. However, in this paper we assume the presence of a discrete source where the potentially analogue source was quantized/discretized, before it was input to our VL-STCM encoder. Our objective is thus to minimise the error probability of the discrete source symbols. Furthermore, joint detection of conventional one dimensional (1D) VLC and STCM has been shown to approach the channel capacity in [8] , although the related VLC schemes have to convey explicit side information regarding the total number of VLC encoded bits or symbols per transmission frame.
On the other hand, it was shown in [9] that a binary UnityRate Code (URC) or precoder can be beneficially concatenated with Trellis Coded Modulation (TCM) [10] for the sake of invoking iterative detection and hence for attaining iteration gains. Since VL-STCM also belongs to the TCM family, we further develop the VL-STCM scheme for the sake of attaining additional iteration gains by introducing a novel nonbinary URC between the variable-length space-time encoder and the modulator. The Iteratively Decoded (ID) VL-STCM (VL-STCM-ID) scheme achieves a significant coding/iteration gain over both the non-iterative VL-STCM scheme and the Fixed Length STCM (FL-STCM) benchmarker.
The paper is organised as follows. The overview of the space-time coding technique advocated is given in Section II and the 2D VLC design is outlined in Section III. The description of the proposed VL-STCM and VL-STCM-ID schemes is presented in Sections IV and V, respectively. The convergence of the VL-STCM-ID scheme is analysed in Section VI. In Section VII, the performance of the proposed schemes is discussed and finally our conclusions are offered in Section VIII.
II. SPACE TIME CODING OVERVIEW
Let us consider a MIMO system employing N t transmit antennas and N r receive antennas. The signal to be transmitted from transmit antenna m, 1 ≤ m ≤ N t , at the discrete time index t is denoted as x m [t] . The signal received at antenna n, 1 ≤ n ≤ N r , and at time instant t can be modelled as:
where E s is the average energy of the signal constellation, h n,m [t] denotes the flat-fading channel coefficients between transmit antenna m and receive antenna n at time instant t, while w n [t] is the Additive White Gaussian Noise (AWGN) having zero mean and a variance of N 0 /2 per dimension. The amplitude of the modulation constellation points is scaled by a factor of √ E s , so that the average energy of the constellation points becomes unity and the expected Signal-to-Noise Ratio (SNR) per receive antenna is given by γ = N t E s /N 0 [11] . Let us denote the transmission frame length as T symbol periods and define the space-time encoded codewords over T symbol periods as an (N t × T )-dimensional matrix C formed as: [5] , [12] :
where E H is referred to as the effective Hamming distance, which quantifies the transmitter-diversity order and E P is termed as the effective product distance [5] , which quantifies the coding advantage of a space-time code. It was shown in [13] , [14] that a full-spatial-diversity STTC scheme having the minimum decoding complexity can be systematically designed based on two steps. The first step is to design a block code, while the second step is to transmit the block code diagonally across the space-time grid. The mechanism of the diagonal transmission across the spacetime grid will be exemplified in Section IV in the context of Fig. 2 . The Hamming distance and the product distance of a block code can be preserved, when the block code is transmitted diagonally across the space-time grid. Hence, a full-spatial-diversity STTC scheme can be realised, when the Hamming distance of the block code used by the STTC scheme equals to the number of transmitters. Based on the same principle, a joint source coding and STTC scheme can be systematically constructed by first designing a 2D VLC and then transmitting the 2D VLC diagonally across the space-time grid. As mentioned above [14] , this allows us to achieve a transmitter-diversity order 2 , which is identical to the Hamming distance of the 2D VLC plus a coding advantage quantified by the product distance of the 2D VLC, as well as a multiplexing gain, provided that the number of possible source symbols N s is higher than the number of modulation levels M . More specifically, the spatial multiplexing gain is quantified by log 2 (N s /M ) and the effective information rate of the scheme is given by η = log 2 (N s ) bit/s/Hz.
Let us now commence our detailed discourse on the proposed VL-STCM-ID scheme in the following sections.
III. TWO-DIMENSIONAL VLC DESIGN
Consider for example a source having N s = 8 possible discrete values and let the lth value be represented by a symbol
Let us consider a source, where the symbols emitted are independent of each other, but the symbol probability distribution is not uniform and is given by:
and Ns l=1 P (s l ) = 1. Hence, the source symbol s 1 has the highest occurrence probability of P (s 1 ) = 0.4068 and the source symbol s 8 has the lowest occurrence probability of P (s 8 ) = 0.0114. Note that a source is correlated, when its entropy rate H(s) is smaller than log 2 (N s ) [15] . For the independent source considered, the source entropy rate equals the source entropy H(s), which is given by: Fig. 1 . The signal mapper of the VL-STCM.
, the source considered is a correlated source, where the higher the source correlation the smaller the source entropy rate. Let us now consider a 2D VLC codeword matrix, V V LC , which encodes these N s = 8 possible source symbols using N t = 3 transmit antennas and BPSK modulation as follows:
where each column of the (3 × 8)-dimensional matrix V V LC corresponds to the specific VLC codeword conveying a particular source symbol and the elements in the matrix denoted as 0 and 1 represent the BPSK symbols to be transmitted by the N t = 3 transmit antennas, while 'x' represents 'no transmission'. 'No transmission' implies that the corresponding transmit antenna sends no signal. Let the lth source symbol s l be encoded using the lth column of the V V LC matrix seen in Equation 5 . Hence, the source symbol s 1 is encoded into an N t -element codeword using the first column of
T , where the first and second transmit antennas are in the 'no transmission' mode, while the third antenna transmits an 'active' symbol represented by the binary value '0'. If L(s l ) is the number of 'active' symbols in the VLC codeword assigned to source symbol s l , then we may define the average codeword length of the 2D VLC as:
where we have L ave = 1.233 bit/VLC codeword for this system according to Equations 4 and 5. The corresponding BPSK signal mapper is characterised in Fig. 1 , where the 'no transmission' symbol is actually represented by the origin of the Euclidean space, i.e. we have f (x) = 0, where f (.) is the mapping function. Since the 'no transmission' symbol is a zero energy symbol, the amount of energy saving can be computed from:
where we have A 2 = 3/1.233 = 2.433, which is equivalent to 20 log(A) = 3.86 dB. Hence, more transmitted energy is saved, when there are more 'no transmission' symbols in a VLC codeword. Therefore, the columns of the matrix V V LC in Equation 5 , which are the VLC codewords, and the source symbols are specifically arranged, so that the more frequently occurring source symbols are assigned to VLC codewords having more 'no transmission' components, in order to save transmit energy. The energy saved is then reallocated to the 'active' symbols for the sake of increasing their minimum Euclidean distance, as shown in Fig. 1 .
Let us define the Hamming distance E H min as the number of different symbol positions of all the columns in the 2D VLC codeword matrix. Hence, we have E H min = 2 for the 2D VLC codeword matrix in Equation 5 . We further define the minimum product distance E P min as: Fig. 2 Fig. 1 . Note that the mapper function f (.) used in Equation 8 and portrayed in Fig. 1 depends on the amount of energy saving. The amount of energy saving is given by Equation 7 , where the numerator N t is fixed and the denominator L ave is given by Equation 6 . As in the conventional 1D VLC, the higher the source correlation, the lower the average codeword length L ave of the 2D VLC. A higher energy saving can be attained, when the source is more correlated due to a reduced average codeword length L ave . In other words, the source correlation is converted into an increased minimum product distance, resulting in an increased coding gain, when the source is more correlated. By contrast, the conventional 1D VLC exploits the source correlation for attaining an increased compression ratio.
The design of the 2D VLC scheme can be summarised in the following three steps: 1) Search for all possible VLC codeword matrices, which have the maximum achievable minimum Hamming distance E H min and product distance E P min values for each pair of the VLC codewords at a given N s and N t combination. Note that attaining a higher E H min is given more weight than E P min , since E H min is more dominant in the PWEP of Equation 3. 2) Rearrange the columns of the VLC codeword matrices in descending orders according to the number of 'no transmission' components. Assign the source symbols to the columns of the VLC codeword matrix, in descending orders according to the symbol probabilities. 3) Find the VLC codeword matrix that gives the shortest average codeword length with the aid of Equation 6 . Note that the search-space of step 1 can be significantly reduced with the aid of the branch-and-bound algorithm of [16] , where both E H min and E P min are used during the bounding operation. By contrast, the code search in [8] , [14] also employs the branch-and-bound algorithm, but uses only E P min in the bounding operation. The 2D VLC matrix seen in Equation 5 was designed based on the above three steps. When N t = 3 transmit antennas are employed for transmitting the Fig. 2 , we achieve a transmitter-diversity order of E H min = 2, a coding gain quantified by E P min = 5.92 and a spatial multiplexing gain quantified by log 2 (N s /M ) = 2, where M = 2 is the number of modulation levels of the original BPSK Based on the above design principles, a range of 2D VLCs can be created for M -ary PSK modulation for M > 2, where the origin of the Euclidean space represents the 'no transmission' symbol. In general, a VLC code that has the lowest average codeword length L ave is attractive in terms of energy saving (or source compression for 1D VLC). However, we found that decoding convergence 3 could not be achieved when the minimum Hamming distance E H min of the 1D/2D VLCs equals unity. Hence the tradeoff between energy saving (or source compression for 1D VLC) and decoding gain lies between minimising L ave and maximizing E H min . Our goal is to design a 2D VLC which could help to provide an overall performance approaching the channel capacity, when it is employed in the iteratively detected MIMO system.
IV. VL-STCM SCHEME
The block diagram of the VL-STCM transmitter is illustrated in Fig. 2 , which can be represented by two fundamental blocks, namely the Variable Length Space Time Code (VL-STC) encoder and the modulator. As seen in Fig. 2 
T is assigned to each of the source symbols s 
T is transmitted using N t transmit antennas, where the mth element of each VLC codeword, for 1 ≤ m ≤ N t , is delayed by (m − 1) shift register cells, before it is transmitted through the mth transmit antenna. Hence, the N t number of components of each VLC codeword are transmitted on a diagonal of the space-time codeword matrix of Equation 2. Since the VLC codewords 3 The convergence analysis of the system will be detailed in Section VI. 
Hence, for this specific case the transmitted signal is given by:
Note that originally there were only N s = 8 legitimate 2D-VLC codewords in Equation 5. However, after these VLC codewords are diagonally mapped across the spacetime grid using the shift registers shown in Fig. 2 , there is a total ofM Nt = 3 3 = 27 legitimate space-time codewords 4 , whereM is the number of possible symbols in each position of the 2D VLC codewords. Note however that the number of legitimate space-time codewords may become lower than M Nt when a different 2D VLC codeword matrix is employed. The corresponding trellis diagram of the proposed VL-STC encoder is depicted in Fig. 3 . The N t = 3-element space-time codeword seen in Fig. 2 is given by c = [c 1 c 2 c 3 ] T . The relationship between the 27 codeword indices shown in Fig. 3 and the space-time codeword c is defined in Table I . However, the number of legitimate trellis states can be less thanM p , where p = Nt j=1 (j − 1) = 3 is the total number of shift registers. Hence, in our specific case there are only 24 legitimate trellis states out of theM p = 27 possible trellis states, which is a consequence of the constraints imposed by the 2D VLC of Equation 5 . As we can see from Fig. 3 , there are always N s = 8 diverging trellis branches from each state due to the eight possible source symbols. However, the number of converging trellis paths may vary from one state to another due to the variable length structure of the space-time codewords. Explicitly, there are six and nine trellis paths converging to state S = 0 and state S = 1, respectively, as seen in the trellis structure of Fig. 3 .
Similar to the full-spatial-diversity STTC scheme of [14] , the above VL-STCM design has the minimum decoding complexity required for attaining the target transmitter-diversity and multiplexing gain. On one hand, it is possible to design a range of higher-complexity VL-STCM schemes in order to 6 7 6 8 6 8 7 7 Table I. attain a higher coding gain. On the other hand, iterative decoding is well known for achieving near-channel-capacity performance with the aid of low complexity constituent codes [17] . Hence, we will employ this minimum-complexity transmitterdiversity and multiplexing based VL-STCM arrangment as one of the constituent codes in an iterative decoding scheme.
V. VL-STCM-ID SCHEME In order to invoke iterative detection and hence attain iteration gains as a benefit of the more meritoriously spread extrinsic information, we introduce a symbol-based random 5 interleaver and a non-binary URC for each of the N t = 3 transmit antennas. The N t = 3 parallel symbol-based 5 The optimumisation of the interleaver is not considered in this paper. (c, u) denotes the log-domain symbol probability of the VL-STC codeword c or the URC codeword u for the mth transmitter. The subscripts a and e denote the a priori and extrinsic nature of the probabilities while the superscript i.m identifies that the probabilities belong to the ith stage decoder for the mth transmitter. Note that i = 0 means that the probabilities were calculated from the source symbol distribution. interleavers were generated independently. As we can see from Fig. 4 , each element in the space-time codeword c m [t] for m ∈ {1, 2, 3} is further interleaved and encoded by a non-binary URC, before feeding them to the mapper. The convergence behaviour of the iterative VL-STCM-ID decoder will be analysed in Section VI, where it will be shown that the VL-STCM-ID scheme would be unable to converge at low SNRs, when the recursive feedback assisted non-binary precoders or URCs are not used. By contrast, a simple singlecell non-binary URC invoked before the mapper of each transmit antenna would allow us to achieve a significant iteration gain. Hence, the VL-STC encoder was retained unaltered, but the original modulator was modified. The non-binary URC employs a modulo-M adder, where again,M = 3 is the number of different symbols in the VLC space-time codeword and we have c m [t] ∈ {0, 1, x}. Accordingly, this single-cell URC possessesM = 3 trellis states. Note that we represent the 'x' symbol using the number '2' during the modulo-M addition. Furthermore, the VL-STCM-ID scheme is very similar to the BICM-ID arrangement proposed in [18] , where N parallel bit-based interleavers were used for interleaving the bits of the N -bit codeword before the modulator, in order to attain iteration gains. By contrast, the VL-STCM-ID scheme employs N t parallel symbol-based interleavers for interleaving the symbols of the N t -symbol space-time codeword before the modulator, in order to attain iteration gains with the aid of iterative decoding.
At the receiver, the symbol-based log-domain MAP algorithm [17] is used by both the VL-STC decoder and the URC decoder. The block diagram of the VL-STCM-ID receiver is depicted in Fig. 5 , where we denote the log-domain symbol probability of the VL-STC codeword c m and the URC codeword u m for the mth transmitter as L i.m (a,e) (c) and L i.m (a,e) (u), respectively. Furthermore, the subscripts a and e denote the a priori and extrinsic nature of the probabilities, while the superscript i.m suggests that the probabilities belong to the ith decoder stage of the mth transmitter. Note that i = 0 implies that the probabilities were calculated from the source symbol distribution. The extrinsic probability of the URC codeword of transmit antenna m, namely P e (u m [t]), can be computed during each symbol period in the 'Soft Demapper' block of Fig. 5 . By dropping the time-related square bracket, we can compute P e (u m ) as: 
. . x Nt ]
T where x m = f (u m = b) holds, while P (y|x) is the Probability Density Function (PDF) of the MIMO Rayleigh fading channel given by:
and σ 2 n = N 0 /2 is the noise variance, y is the N r -element complex received signal vector, while H is an (N r × N t )-dimensional complex channel matrix during the time instant t. Furthermore, the a priori probability of u m in Equation 10 is computed from the extrinsic log-domain probability of the mth URC MAP decoder as P a (u m ) = exp(L 2.m e (u)), while the log-domain a priori probability of u m for the mth URC MAP decoder is given by L 1.m e (u) = ln(P e (u m )). Hence, the soft demapper benefits from the a priori information of its input symbols u m after the first iteration. Note that we employ the Jacobian logarithm [19] to compute Equation 10 in the log-domain, hence there is no need for log-domain to normal-domain conversion. As we can see from 
. , N t }.
It is possible to attain some a priori probability for the N t -element VL-STC codewords, c, (which also constitute the URC's input words), given the source symbol occurrence probability specified in Equation 4. Explicitly, the probability of the mth URC's input word c m can be expressed as: is directly computed from the source symbol occurrence probability P (s l ), hence we do not use P (s l ) again as the a priori probability of the VL-STC input word in the VL-STC MAP decoder, in order to avoid reusing the same information. Therefore, both the VL-STC and the URC MAP decoders benefit from the a priori or extrinsic information of the space-time codeword
T received from each other as well as from the additional a priori information provided by the potentially different probability source symbols s [t] . A full iteration consists of a soft demapper operation, N t = 3 URC MAP decoder operations and a VL-STC MAP decoder operation. For the non-iteratively decoded VL-STCM/FL-STCM, the soft demapper computes the a priori
T and feeds it to the VL-STC/FL-STCM MAP decoder. Note that the VL-STC/FL-STC decoder of VL-STCM/FL-STCM also benefits from the a priori probability of its input word s [t] , which is given by the source symbol occurrence probability in Equation 4 . Hence, as the source becomes correlated, the VL-STCM-ID, VL-STCM and FL-STCM schemes will benefit from the a priori probability of the source symbols. However, FL-STCM attains no energy savings.
VI. CONVERGENCE ANALYSIS
Extrinsic Information Transfer (EXIT) charts designed for binary receivers [20] have been widely used for analysing the convergence behaviour of iterative decoding aided concatenated coding schemes. The non-binary EXIT charts were introduced on the basis of the multi-dimensional histogram computation of [21] , [22] . However, the convergence analysis of the proposed three-stage VL-STCM-ID scheme requires the employment of novel three Dimensional (3D) non-binary EXIT charts, which evolved from the binary 3D EXIT charts used in [23] , [24] for analysing multiple concatenated codes.
To elaborate a little further, EXIT charts visualise the input and output characteristics of the constituent MAP decoders in terms of the mutual information transfer between the input sequence and the a priori information at the input, as well as between the input sequence and the extrinsic information at the output of the constituent decoder. Hence, there are two steps in generating an EXIT chart. Firstly, we have to model the a priori probabilities of the input sequence and then feed it to the decoder. Secondly, we have to compute the mutual information of the extrinsic probabilities at the output of the decoder. Let us now model the a priori probabilities of the VL-STC codeword, c = [
T , where c m , m ∈ {1, 2, . . . , N t }, is also the input symbol of the mth URC.
Let us denote the input symbol of the mth URC as c, where the subscript m is omitted for simplicity. Assume that the symbol c is transmitted across an AWGN channel using the M = 3-phasor mapper shown in Fig. 1 and the received signal is given by y = x + n, where n is the AWGN noise having a zero mean and a variance ofσ 2 n . Furthermore, we have x = f (c), where f (.) is the mapper function portrayed in Fig. 1. Since f (.) is a memoryless function, the probability of occurrence for x is the same as that of c. Hence, we have P (x) = P (c), which can be expressed from Equation 12 . At a given probability of occurrence for x, the mutual information between x and y can be formulated as:
where H(x) is the entropy of x, given by:
and H(x|y) is the conditional entropy of x given y, which can be expressed as:
where exp(Ψ i,j ) = P (y|x j )/P (y|x i ) and P (y|x) is the conditional Gaussian PDF, while the exponent Ψ i,j is given by: Consequently, we can produce y = x + n , where again x = f (c) represents the mapper function portrayed in Fig. 1 and c is the actual input symbol of the mth URC. Finally, we can generate the a priori symbol probabilities for P a (c) using the conditional Gaussian PDF:
for c ∈ {0, 1, x}. Then we feed these symbol probabilities to the corresponding MAP decoder. Note that the above method can be used for any symbol-interleaved serially concatenated coding schemes, where the symbol probabilities are directly created for a given I A value. The mutual information for the Next, we compute the mutual information of the extrinsic symbol probabilities I E (c m ) at the output of the VL-STC or URC decoder for the symbol c m using the method proposed in [25] , which is computationally more efficient compared to [21] . Finally, the mutual information of the extrinsic symbol probabilities for the VL-STC codeword can be computed from I E (c) =
We also compute the mutual information for the URC codeword u based on the same procedure. However, the experimentally measured PDF histogram of u was found to be near-uniform associated with equiprobable symbol, when the symbol interleaver length was sufficiently high. This is because the URC employed can be viewed as an accumulator.
The 3D EXIT charts and the actual iterative decoding trajectories for the VL-STCM-ID scheme having N t = 3 and N r = 2 when using an uncorrelated source are shown in Figs. 6 and 7, respectively. Let us denote the three axes of the 3D EXIT charts using the letters x, y and z, while I A (*) and I E (*) denote the a priori and extrinsic information for (*), respectively, where (*) is either the VL-STC MAP decoder (VL-STC) or the URC MAP decoder (URC) or, alternatively, the soft demapper (Demod). As we can see from Fig. 5 , each of the URC MAP decoders takes (provides) the a priori (extrinsic) probabilities of its input word c and output word (or codeword) u as the input (output). Hence, the mutual information of the input word and output word of the URC decoder will be represented by I The EXIT plane marked with triangles in Fig. 6 was computed based on the extrinsic probabilities of the soft demapper L According to [24] , the intersection of the planes in Fig. 6 represents the points of convergence between the soft demapper and the URC decoder. The intersection points, where we have I A (Demod)=I Fig. 7 as a solid line on the slanted EXIT plane. Similarly, the intersection of the EXIT planes seen in Fig. 7 represents the points of convergence between the URC decoder and the VL-STC decoder. Hence, by projecting these two intersection curves onto z=0 in Fig. 7 gives us the equivalent 2D EXIT chart seen in Fig. 8 . Therefore, the 3D EXIT charts generated for multiple concatenated codes can be projected onto an equivalent 2D EXIT chart [24] .
More specifically, we can observe an open tunnel between the EXIT curves of the VL-STC and URC schemes in the 2D EXIT charts of Fig. 8 at E b /N 0 = 4 dB, which indicates that decoding convergence can be achieved. However, the URC EXIT curve is SNR dependent and by reducing the E b /N 0 values the angle between the two curves at the topright corner would be further reduced and hence the open tunnel would become closed, hence preventing decoding convergence. Therefore, a better URC code may be designed by ensuring that the EXIT curve exhibits a wider angle with respect to the VL-STC EXIT curve. Note furthermore that the EXIT curve generated for the soft demapper is also depicted in Fig. 8 at E b /N 0 = 4 dB, where it is flat and it intersects with the VL-STC EXIT curve, before the maximum value of 4.68 bits is reached. Hence, decoding convergence cannot be achieved at E b /N 0 = 4 dB, when the URC was not invoked between the soft demapper and the VL-STC. Furthermore, at I E (VL-STC)=0 we have I i E (URC)<I E (Demod). Hence, before any iteration feedback is exploited, the VL-STCM-ID scheme would not outperform its VL-STCM counterpart. It was also concluded in [23] that for a three-stage serially concatenated system a unity-rate recursive encoder, such as the URC used, should be employed at the intermediate stage in order to achieve optimal decoding convergence. Fig. 9 shows the 3D EXIT charts and the corresponding convergence curve of the soft demapper and the URC decoder as well as the actual iterative decoding trajectory for the VL-STCM-ID scheme having N t = 3 and N r = 2 when using the correlated source defined in Equation 4. As the source becomes correlated, the entropy of the codeword c m for m ∈ {1, 2, 3} reduces. Hence, the maximum values for the x and y axes in Fig. 9 are smaller than those in Fig. 7 . However, the open spatial segment of the 3D space between the two EXIT planes becomes wider, when the source is correlated, since the decoders exploit the additional a priori probabilities given by Equation 12 . The convergence curve of the soft demapper and the URC decoder is projected as a dashed line onto I E (Demod)=0 in Fig. 9 . Similarly, the projection of the intersection line between the VL-STC and URC EXIT planes is represented by the curve lying on the vertical EXIT plane at I E (Demod)=0. As can be seen from Fig. 9 at I E (Demod)=0, an open tunnel exist between the two projection curves at E b /N 0 = 3 dB. Hence, the iterative decoder converged at E b /N 0 = 3 dB, i.e. at a 1 dB lower value, when employing the correlated source instead of the uncorrelated source. Again, the decoding convergence of VL-STCM-ID is limited by the angle between the two projection curves at the convergence point when using the correlated source. A better URC may be designed for an earlier convergence with the aid of the 3D and 2D EXIT charts, but we leave this issue for future research. According to the MIMO channel capacity formula derived for the Discrete-Input Continuous-Output Memoryless Channel (DCMC) in [26] , the DCMC capacity for the N r = 2 and N t = 3 MIMO scheme employing the signal mapper seen in Fig. 1 is E b /N have E b /N 0 = γ/η, where γ is the SNR per receive antenna and η = log 2 (N s ) = 3 bit/s/Hz is the effective information throughput. Fig. 10 depicts the SER versus E b /N 0 performance of the VL-STCM, VL-STCM-ID and FL-STCM schemes, when communicating over uncorrelated Rayleigh fading channels using BPSK, three transmitters, two receivers and a block/interleaver length of 10000 symbols. As expected, the VL-STCM arrangement attains a higher gain, when the source is correlated compared to FL-STCM. However, the FL-STCM benchmarker also benefits from the probability-related a priori information of the source symbols, as the source becomes correlated. By contrast, the coding gain attained as a benefit of transmitting correlated source symbols increases, as the number of iterations invoked by the VL-STCM-ID scheme increases. Although the VL-STCM-ID arrangement performs worse than VL-STCM during the 1st iteration, the performance of VL-STCM-ID at SER= 10 −4 after the 8th iteration is approximately 6.5 (15) dB and 7.5 (14.6) dB better than that of the VL-STCM (FL-STCM) scheme, when employing correlated and uncorrelated sources, respectively. The price of using the VL-STCM-ID scheme for attaining a near-channel-capacity performance is the associated higher decoding and interleaver delay as well as the increased decoding complexity. Hence, for a delay-sensitive and complexityconstrained system using VL-STCM is a better choice. By contrast, for a system that requires a higher performance and can afford a higher delay and complexity, VL-STCM-ID should be employed.
VIII. CONCLUSIONS
An iteratively decoded variable length space-time coded modulation design was proposed. The joint design of sourcecoding, space-time coded modulation and iterative decoding was shown to achieve both spatial diversity and multiplexing gain, as well as coding and iteration gains at the same time. The variable length structure of the individual codewords mapped to the maximum of N t transmit antennas imposes no synchronisation and error propagation problems. The convergence properties of the proposed VL-STCM-ID was analysed using 3D symbol-based EXIT charts as well as 2D EXIT chart projections. A significant iteration gain was achieved by the VL-STCM-ID scheme, which hence outperformed both the non-iterative VL-STCM scheme as well as the FL-STCM benchmarker with the aid of N t unity-rate recursive feedback precoders. The VL-STCM-ID scheme attains a near MIMO channel capacity performance. Our future research will incorporate both explicit channel coding and real-time multimedia source codecs. 
