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Abstract
Direct detection of gravitational waves would not only validate Einstein’s theory of
General Relativity but also constitute an important new astronomical tool. Continuous
gravitational-wave (CW) signals are expected for instance from rapidly rotating neutron
stars. Most such stars are estimated to be electromagnetically invisible, but might be
detected and studied via gravitational waves.
This dissertation is concerned with the development, study and application of data-
analysis techniques to detect CW signals from previously unknown sources through all-
sky surveys over broadest possible ranges of putative source frequencies and frequency
time-derivatives.
An all-sky CW search is presented using 510 hours of data from the fourth science run
(S4) of the Laser Interferometer Gravitational-wave Observatory (LIGO), covering fre-
quencies of 50 to 1500 Hz and linear drifts in frequency. The main computational work
of the search is distributed over hundreds of thousands of computers via the public vol-
unteer computing project “Einstein@Home”. This enormous computing capacity allows
the exploration of a wide parameter space, despite of using comparably long coherent
integration times of 30 hours, subdividing the 510 hours of data into 17 segments. To
enhance the sensitivity of the search, in a post-processing stage the coherent-analysis
results from the 17 data segments are combined through a highly efficient coincidence
scheme. Moreover, the sensitivity of the search is estimated, along with the fraction of
parameter space vetoed because of contamination by instrumental artifacts.
In a further Einstein@Home CW search the previous S4 analysis is extended to use
840 hours of early fifth-science-run (S5) LIGO data, which are examined in 28 coherent
segments of 30 hours. The major part of the post-processing is again related to efficiently
combining the 28 coherently-analyzed segments. Despite probing a slightly larger pa-
rameter space, this analysis achieves 3 times better sensitivity over the antecedent S4
search. Over large parts of parameter space these are the most sensitive continuous
gravitational-wave search results to date.
Furthermore, the global parameter-space correlations in the coherent statistic for CW
detection are comprehensively studied. The novel insights I have obtained lead to further
important applications in CW data analysis. Among these is the construction of a veto
method which excludes false candidate events from instrumental noise artifacts.
The improved understanding of the global parameter-space correlations also leads to a
new hierarchical semi-coherent method for CW detection. For more than a decade, the
problem of how to best form the incoherent combination of coherent search statistics has
been addressed in creative, but ad hoc ways. This method removes the arbitrariness from
the incoherent step by finding the optimal solution through direct mathematical deriva-
tion for the first time. As a result, the technique I have invented shows drastic sensitivity
improvements over previously available methods, yielding an increase in the spatial vol-
ume probed by more than two orders of magnitude at even lower computational cost. It
is therefore a significant step toward the first detection of a prior unknown CW source.




Der direkte Nachweis von Gravitationswellen wa¨re nicht nur eine bedeutende Besta¨ti-
gung von Einsteins allgemeiner Relativita¨tstheorie, sondern auch der Beginn eines vo¨llig
neuen Forschungszweigs der Astronomie. Als Paradebeispiel fu¨r astrophysikalische
Quellen kontinuierlicher Gravitationswellen (CW) gelten schnell rotierende Neutronen-
sterne. Die Mehrheit solcher Sterne ist mo¨glichweise elektromagnetisch vo¨llig unsicht-
bar, Gravitationswellen hingegen ermo¨glichen deren Entdeckung und Untersuchung.
Die vorliegende Dissertation legt den Schwerpunkt auf die Entwicklung, Optimierung
und Anwendung von Techniken zur Detektion kontinuierlicher Gravitationswellen von
bislang unbekannten Quellen. Der Suchparameterraum erstreckt sich dabei u¨ber alle
Himmelsrichtungen, sowie u¨ber eine ausgedehnte Bandbreite mo¨glicher Frequenzen und
potentielle zeitliche Frequenza¨nderungen.
Zu Beginn wird eine Suche nach CW Signalen in 510 Stunden aus den S4 Daten der
LIGO Detektoren dargestellt. Diese Suche umfasst Frequenzen von 50 bis 1500 Hz
und lineare Frequenza¨nderungen. Den gro¨ßten Teil des beno¨tigten Rechenaufwands
bewa¨ltigt das Projekt “Einstein@Home” unter Beteiligung der O¨ffentlichkeit. Die im-
mense Rechenleistung von u¨ber 100 000 Heimcomputern ermo¨glicht die Erforschung
eines a¨ußerst weiten Parameterraums bei vergleichweise langen koha¨renten Integrations-
zeiten u¨ber 17 Datensegmente zu je 30 Stunden. Zur Steigerung der Suchempfindlichkeit
werden die koha¨renten Detektionsstatistiken der 17 Segmente mithilfe einer hochef-
fizienten Koinzidenzanalyse kombiniert. Außerdem wird eine Methode zur Beseitigung
stationa¨rer, instrumenteller Rauschartefakte implementiert. Die Empfindlichkeit dieser
Suche wird per Monte-Carlo Methodik abgescha¨tzt.
In einer weiteren Einstein@Home CW Suche wird eine dreifach erho¨hte Empfindlich-
keit im Vergleich zur vorherigen S4 Datenanalyse erzielt. Diese Analyse verwendet 840
Stunden der LIGO S5 Daten in Form von 28 koha¨rent analysierten Segmenten zu je 30
Stunden. Im Anschluß daran wird ebenfalls eine effiziente Kombinierung der koha¨renten
Detektionsstatistiken dieser Segmente durch Koinzidenzanalyse durchgefu¨hrt. U¨ber wei-
te Regionen des abgesuchten Parameterraums sind die hier erzielten Ergebnisse die
empfindlichsten, welche jemals in CW Suchen erreicht wurden.
Des Weiteren wird eine umfassende Studie durchgefu¨hrt, welche die globalen Para-
meterkorrelationen in der koha¨renten Detektionstatistik fu¨r CW Signale untersucht. Aus
den dabei gewonnenen, neuartigen Erkenntnissen leiten sich bedeutende Anwendungen
fu¨r die CW Datenanalyse ab. Eine dieser Anwendungen beinhaltet eine Veto-Methode,
die vermeintliche Kandidaten infolge instrumenteller Artefakte eliminiert.
Ferner fu¨hrt der Erkenntnisgewinn hinsichtlich der globalen Parameterkorrelationen zu
einer neuen hierarchischen, semi-koha¨renten Methode zur Detektion von CW Quellen.
Diese neuartige Technik liefert eine drastische Erho¨hung der Sensitivita¨t im Vergleich zu
bislang verfu¨gbaren Methoden. Konkret bedeutet das eine Vergro¨ßerung des Beobach-
tungsvolumens um mehr als zwei Gro¨ßenordnungen bei sogar niedrigerem Rechenauf-
wand. Daher begru¨ndet dies einen maßgeblichen Fortschritt auf dem Weg zur ersten
direkten Detektion kontinuierlicher Gravitationswellen einer zuvor unbekannten Quelle.
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This dissertation is based on four research publications [1, 2, 3, 4], which represent my
genuine contribution. Each of these papers have been published in Physical Review D,
except for [4] which has appeard in Physical Review Letters.
Chapter 3 of this dissertation refers to work published in:
[1] LIGO Scientific Collaboration, “Einstein@Home search for periodic gravitational
waves in LIGO S4 data”, Physical Review D 79, 022001, (2009).
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gravitational-wave detection”, Physical Review D, 78, 102005, (2008).
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itational waves”, Physical Review Letters, 103, 181102, (2009).
Further completed and ongoing projects, which I have also made significant direct con-
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2 Synopsis
tributions to, are described in Appendices A and B, based on references [5] and [6],
respectively.
All software code developed in the course of this dissertation is released under the GNU
General Public License version 2 [7], as part of either LAL, LALApps [8] or the Ein-
stein@Home CVS archive [9]. The many computational tasks in the course of this
dissertation have been done on LIGO Scientific Collaboration computational and data
storage resources [10], while by far the largest fraction thereof has been carried out on
the high-performance Computing Cluster ATLAS [11] at the Albert-Einstein-Institut in
Hannover.
1.2 Dissertation outline
The central goal of this dissertation is the development and application of data analysis
techniques to detect continuous gravitational waves from previously unknown sources
through all-sky surveys, covering broadest possible ranges of the putative source para-
meter space.
Chapter 2 provides a basic introduction to the research area of gravitational-wave
phenomenology. In the context of General Relativity, gravitational waves are briefly
discussed in the linearized theory of gravity, along with a condensed description of the
most basic properties of gravitational radiation. In addition, gravitational-wave detector
technologies are summarized, which are currently in operation on Earth and planned for
the future. Furthermore, the different types of anticipated gravitational-wave sources
being searched for in data of current Earth-based detectors are compactly overviewed.
Chapter 3 presents an all-sky search for continuous gravitational waves in data from
the fourth LIGO science run (S4) using the public distributed volunteer-computing pro-
ject Einstein@Home [12]. The steps of data selection and preparation are discussed
and a detailed description of the data processing follows. The search parameter space is
described, followed by a detailed presentation of the different stages involved in the post-
processing. An estimate of the search sensitivity is illustrated based on Monte-Carlo sim-
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ulations. Furthermore, a veto method is described which has been implemented to dis-
criminate parts of parameter space contaminated by instrumental-noise artifacts. More-
over, the results from analyzing narrow frequency bands containing hardware-injected
simulated CW signals for validation purposes are shown and discussed. Finally the com-
plete set of search results is presented and a brief conclusion is given.
Chapter 4 extends the search presented in the previous chapter based on similar meth-
ods while analyzing not only a larger volume, but also more sensitive data from LIGO’s
fifth science run (S5), in addition to using refined search setup. The data selection and
preparation are exposed before describing the data processing of the main search work
through Einstein@Home. This search deeply probes wide parts of parameter space with
unprecedented sensitivity. A detailed discussion elucidates the different aspects of the
post-processing methods developed and carried out in this analysis. As part of that, the
conducted sensitivity estimation yields an improvement of a factor of about 3 in compari-
son with the previous analysis of S4 LIGO data described in Chapter 3. Furthermore, the
discrimination of instrumental noise artifacts is explained and the final post-processing
results are presented, followed by a concluding section.
Chapter 5 presents a comprehensive study of the global parameter-space correlations
in the coherent detection statistic for continuous gravitational-wave searches. The ex-
perience accreted during the careful analysis of the search and post-processing results
(subject to the previous chapters) has taught me much about the underlying parameter-
space structure. This in turn has lead to the novel insights described in this chapter.
To investigate the global correlations in the coherent detection statistic, first simplified
statistic is considered. This lays the foundation for obtaining the family of so-called
“global-correlation equations”, describing the “global maximum structure” of the de-
tection statistic. The solution to each of these equations is a different hypersurface in
parameter space, which are further investigated and graphically visualized. In addition,
one direct application of these results is derived permitting the construction of a veto
method which excludes false candidate events from instrumental noise artifacts. This
veto technique is demonstrated using real detector data and has also been applied in the
Einstein@Home searches described in Chapters 3 and 4. Finally, a brief discussion on
the influence of the Earth’s spinning motion to global parameter-space correlations in
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comparison to the orbital motion is investigated, followed by a brief conclusion.
Chapter 6 introduces a new semi-coherent technique for detecting continuous gravita-
tional-wave sources. In contrast to previous approaches, this method exploits the im-
proved understanding of the global parameter-space correlations in the coherent detec-
tion statistic (as described in Chapter 5), to optimally solve the subsequent incoherent
combination step. The advanced understanding of the global correlations yields new
coordinates which enable to obtain the first analytical solution for the incoherent-step
metric. Furthermore, an explicit implementation of the method is described and demon-
strated using simulated data. The results are compared to previously available tech-
niques, showing significant sensitivity improvements, which lead to an increase in the
volume of space probed by more than two orders of magnitude at lower computational
cost. Finally, a short concluding section outlines the future prospects of this search
method.
Chapter 7 gives a brief summary and compares the different search techniques pre-
sented in this dissertation in the overall context of search sensitivity. Finally, prospects
of ongoing and future work are sketched.
Appendices A and B describe further projects either directly concerning or closely
related to continuous gravitational-wave data analysis, and which I have made rele-
vant contributions to as a collaborative participant. In Appendix A, results from an
all-sky continuous-wave search of NAUTILUS bar detector data is presented. Thereby,
major aspects of the post-processing methods introduced in Chapter 3 have been ap-
plied. Appendix B outlines an ongoing effort to search for tight binary radio pulsars in




Despite almost one century of history, the theory best-explaining gravitation – Einstein’s
theory of General Relativity – is comparably less well-tested than other physical theories.
The primary reason behind this is the fundamental weakness of the gravitational force.
In consequence, the precision measurements required to test the theory were not possible
at the time Einstein first published it [13] and even for many years later.
In the theory of General Relativity, gravitation has dynamical degrees of freedom
which can be excited by the motion of matter. General Relativity predicts [14, 15], that a
changing mass distribution can create perturbations in space-time which propagate away
from the source at the speed of light. These freely propagating ripples in space-time are
called gravitational waves.
Today, effects of the static relativistic gravitation beyond the Newtonian description
have been well-studied by means of precision measurements observing the motion of
the planets, their satellites and the principal asteroids. Dynamical gravitation has also
been tested indirectly by detailed observations of the slow, secular decay of the Hulse-
Taylor binary pulsar system PSR1913+16 [16, 17, 18]. The recent discovery of the
first double pulsar system PSR J0737-3039A,B [19] enables further indirect tests of
General Relativity to eventually higher precision [20]. However, the effects of dynamical
gravitation (gravitational waves) have so far eluded direct observation with a controlled
laboratory instrument.
The direct observation of gravitational radiation will provide a new astronomical
tool to explore our cosmos. Gravitational-wave astronomy is expected to complement
observations based on electromagnetic waves. While electromagnetic radiation couples
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strongly to charges and thus is easy to measure, it can also be easily scattered or absorbed
by matter between us and the emitting source. In contrast, gravitational waves couple
very weakly to matter, which makes it harder to detect them, but it also means that the
source information they carry reaches us substantially unaltered, even from the earliest
moments of the universe.
The gravitational-wave spectrum is completely different from the electromagnetic
spectrum. Electromagnetic waves are primarily emitted with short wavelength by indi-
vidual charged particles from small regions, whereas gravitational waves are produced
by an entire non-spherical bulk motion of mass, resulting in long wavelengths and imme-
diate information about large-scale regions. In particular, the wavelength of electromag-
netic waves is always smaller than the size of the emitter, while the gravitational-wave
source is usually larger than the emitted wavelength. This implies that one cannot di-
rectly reconstruct a source image from gravitational-wave data. Therefore, gravitational-
wave astronomy is much more like audio, “listening to sounds of the universe”.
2.1 Gravitational-wave phenomenology in General
Relativity
This section provides an extremely condensed introduction to the gravitational-wave
phenomenology in the framework of General Relativity. A more complete discussion
may be found in standard textbooks [21, 22, 23, 24] as well as numerous review articles
[25, 26, 27, 28, 29]. Henceforth, geometrized units G = c = 1 are used, but in places
where numerical values are of interest, their SI values are considered to obtain order-of-
magnitude estimates.
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2.1.1 Linearized theory of gravitational waves
According to Wald [23] General Relativity is summarized as follows. Spacetime is
a manifold on which there is defined a metric gµν of Lorentzian signature (−,+,+,+).
The curvature of gµν is related to the matter distribution in spacetime by Einstein’s equa-
tion:
Gµν ≡ Rµν − 1
2
gµνR = 8piTµν , (2.1)
where Gµν is the Einstein tensor, Rµν the Ricci tensor (resulting from the Riemann
curvature tensor by contraction). The so-called curvature scalar R is the trace of the
Ricci tensor, and Tµν represents the stress-energy-momentum tensor.
In a situation, where the gravitational field is weak, spacetime is nearly flat. For ex-
ample this is the case for a gravitational wave propagating through the interstellar space
far away from the source. Correspondingly, the curvature tensor gµν may be written as a
flat Minkowski metric ηµν , plus a “small” pertubation hµν :
gµν = ηµν + hµν . (2.2)
An adequate definition of “smallness” in this context is |hµν |  1, in coordinates where
ηµν = diag(−1, 1, 1, 1). This ansatz leads to the formalism of linearized gravity, ap-
proximating General Relativity in the weak-field situation. In Einstein’s equation (2.1),
gµν is substituted by Equation (2.2), and keeping only terms linear in hµν . Thus, the





(1)R = 8piTµν , (2.3)








defining the trace reverse, h¯µν = hµν − 12ηµνh.
The line element ds, which describes the proper distance between nearby points in
spacetime whose coordinates separation is infinitesimal dxµ, is given by
ds2 = gµν dx
µ dxν = ηµν dx
µ dxν + hµν dx
µ dxν . (2.5)
The metric gµν describes how the proper distance between spacetime points is connected
to the choice of coordinate system. Small changes in the coordinate system leave the
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proper distance unchanged, one only changes the way of labeling the points. This free-
dom in the choice of coordinates (called gauge freedom) may be used to simplify the
expression for the pertubation hµν .
The propagation of gravitational waves is governed by the source-free (Tµν = 0),
linearized Einstein equation, which becomes a set of second-order, linear differential
equations
∂α∂αh¯µν = 0 . (2.6)
To seek solutions thereof, the so-called transverse traceless (TT) gauge1, which is al-




µν exp (i kαx
α) , (2.7)
where the amplitude HTTµν is some constant tensor field and kα is the wave vector, solve
the source-free linearized Einstein equation if and only if kαkα = 0, and requiring the
TT gauge conditions
kµHTTµν = 0 (4 equations) , (2.8)
HTT0ν = 0 (4 equations) , (2.9)
HTTµν δ
µν = 0 (1 equation) . (2.10)
On more physical grounds, the three constraints above imply, hTTµν is purely transverse,
hTTµν is purely spatial, and h
TT




µν , there is no
difference between the metric perturbation hTTµν and the gravitational field h¯
TT
µν .
The tensor HTTµν is symmetric and thus has ten independent components. Thus, fixing
the coordinates (by choosing the TT gauge) yields eight conditions on the ten compo-
nents of hTTµν (Equations (2.8) and (2.9) imply both that H
TT
µ0 k
µ = 0). Therefore, this
leaves two linearly independent solutions for HTTµν , which are two dynamical degrees of
freedom. These are identified as the two independent polarization states, h+ and h×, of
plane gravitational waves. One may orient the spatial axes so that the wave is traveling
in the direction kα = ω(1, 0, 0, 1). In this chosen frame the components ofHTTµν in matrix
1In the following, the superscript TT indicates that the TT gauge has been chosen.
2Here, the distance to the source is always assumed to be large compared to the wavelength; thus the
incident gravitational waves are effectively plane.




0 0 0 0
0 h+ h× 0
0 h× −h+ 0
0 0 0 0
 . (2.11)
Any arbitrary well behaved solution of the vacuum linearized Einstein is a superposition
of these plane wave solutions. Thus any gravitational wave has only two independent
components h+ and h×, which correspond to the two independent gravitational-wave
polarization states.
2.1.2 Effect of gravitational waves on free particles
In General Relativity, the notion of “gravitational force” is replaced by the concept
that freely falling particles follow geodesics of spacetime. A geodesic of spacetime is
defined by a curve whose tangent vector is parallel propagated along itself. A property of
geodesics of a derivative operator arising from a metric is that they extremize the length
of curves connecting given points (“straightest possible lines”).
For a given spacetime metric and a set of coordinates xµ, the geodesic equation








= 0 , (2.12)
where the curve is affinely parameterized by τ and Γµσν denotes the affine connection
(or Christoffel symbol). The parameter τ is the proper time as measured by an observer
who is traveling along the geodesic. Assuming that the test particle’s motion is non-




+ Γµ00 = 0 . (2.13)
with coordinate time x0 ≡ t.




ηµλ(∂σhνλ + ∂νhσλ + ∂λhσν) , (2.14)
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βhνα − ∂ν∂βhµα − ∂µ∂αh βν ) . (2.15)
Thus, choosing the TT gauge yields (1)Γµ00 = 0. Hence, one finds that d
2xµ/dt2 = 0.
This means that in TT gauge the coordinate location of a slowly moving and freely
falling particle is unaffected by the passage of the gravitational wave, because the chosen
coordinates effectively move with the wave.
Therefore, to observe the effect of gravitational waves on freely falling test particles,
in General Relativity one has to relate gauge-invariant quantities to physical observables
[30]. Hence, at least two test particles have to be considered, because the incident grav-
itational wave causes the proper distance between them to oscillate, though leaving the
their coordinate distance constant.
So consider two freely falling nearby particles are described by neighboring geodesics.
If ξµ denotes the displacement to the infinitesimally nearby geodesic (called the devia-
tion vector), then its relative acceleration is related to curvature by the Riemann tensor,









Now consider a situation where the two particles are initially separated by ξµ and
nearly at rest. In this context “at rest” means staying at constant coordinate position,
which has itself no invariant geometrical meaning. By looking at their physical separa-
tion (proper distance) rather than the coordinate separation the metric has to be invoked.
If the distance ξµ is significantly smaller than a wavelength (long-wavelength approxi-
mation), the equation of geodesic deviation may be used.
In linearized gravity, and assuming again the case of slowly moving particles, Equa-
tion (2.16) simplifies to
d2ξµ
dt2
= (1)R µν00 ξ
ν . (2.17)
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This implies for a gravitational wave propagating along the 3-direction, the deviation


































This tidal effect is the basis of all present detectors. Thus, in principle, it is possible to
detect gravitational radiation by carefully tracking the separation of the two test masses
suspended freely from supports, e.g. by the use of laser beams [31, 32, 33].
2.1.3 Polarization of gravitational waves
The previous section has described the effect to the gravitational wave on the sep-
aration between the two test particles: As hTTjk oscillates, the proper distance does, too.
Gravitational-wave detectors are designed to be sensitive to these tidal displacements of
their components caused by passing gravitational waves.
This effect of altering the proper distance between two free particles depends on the
direction of their separation. To illustrate the effect in all directions, consider a circular
ring of free test particles in the transverse plane, surrounding another free particle at the
center, as illustrated in Figure 2.1. As a plane gravitational wave with “+” polarization
(h+ 6= 0, h× = 0) passes through, the ring, as measured initially in the proper reference
frame of the central particle, is tidally deformed into an ellipsoidal shape of the same
area, oscillating back and forth in the way shown in Figure 2.1a. In contrast, the tidal
deformation by a wave of “×” polarization (h+ = 0, h× 6= 0) is shown in Figure 2.1b. If
h+ = h× 6= 0, the waves are circularly polarized, and the case h+ 6= h× 6= 0 is referred
to as elliptical polarization.
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Figure 2.1: Tidal deformation of a circular ring of free particles in the transverse plane of
an incident gravitational wave. In case (a), the effect of a gravitational wave with purely
“+” polarization (h+ 6= 0, h× = 0), is shown and in (b) the wave has “×” polarization
(h+ = 0, h× 6= 0). In both cases, the individual snapshots are taken at a step size of 90◦
in phase.
From Figure 2.1 one can also see, that at any moment of time, a gravitational wave is
invariant under rotation of 180◦ about its direction of propagation. In fact, this symmetry
of the waves is related to the spin-2 character of the gravitational field. In general, a
classical radiation field of a spin-S particle is invariant under rotation of 360◦/S about
its direction of propagation. For comparison, in the case of electromagnetic waves the
analogous angle is 360◦, because S = 1, being the spin of the photon.
2.1.4 Generation of gravitational waves
In presence of a source the solutions of the linearized Einstein equation can be ana-
lyzed in the slow-motion approximation. For any source of size R and velocity v inside
the source region, the wavelength λ of the emitted radiation is approximately 2piR/v.
The slow-motion condition, v  1, then requires that 2piR/λ 1, confining the source
to a small region surrounding it. This condition is satisfied by all gravitationally bound
systems, which are the majority of astrophysical sources. The slow-motion limit allows
a multipole expansion, linking orders in the expanded metric with those in the expanded
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source terms. At leading order, the gravitational-wave amplitude hTTjk , at distance r (out-







QTTjk (t− r) , (2.22)


















Pjk = δjk − nˆjnˆk . (2.25)
Applying the projection operator Pjk to Qjk recovers the TT gauge, transverse to the
direction of motion of the wave, whose unit vector is given by nˆj = xj/r.
Equation (2.22) shows that for spherically symmetric motions no gravitational-wave
emission takes place, because in such cases the quadrupole moment is constant. A
rapidly rotating neutron star only emits continuous gravitational waves if the star is
somewhat deformed from axial symmetry, for example having a small mountain. Pos-
sible mechanisms which could support the building of such neutron-star deformations
along with other continuous emission mechanisms are discussed in Section 2.3.4.
In electrodynamics, the lowest multipole radiating is an electric dipole moment and
there is no monopole radiation because of charge conservation. Analogously, in the
gravitational counterpart, there is no radiation from mass monopole, mass dipole and an-
gular momentum due to conservation laws of mass, momentum and angular momentum.
The quadrupolar nature of gravitational radiation in fact follows from a general theo-
rem [34] as a property of classical radiation fields whose quantum mechanical particles
have zero rest mass and integer spin S. When expanding the radiation field into multi-
pole moments, the lowest non-vanishing order moment is S. For slowly moving sources
the lowest non-vanishing multipoles dominate, thus gravitational radiation (S = 2) is
quadrupolar, and electromagnetic radiation (S = 1) is predominantly dipolar.
From Equation (2.22) a rough estimate of the gravitational-wave amplitude from an
astrophysical source may be obtained. Components of d2/dt2QTTjk have a typical value
of Enon-symmkin , corresponding to twice the non spherically-symmetric part of the kinetic
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energy inside the source. Restoring G and c in Equation (2.22) yields the scale factor





If one sets Enon-symmkin equal to one solar mass, E
non-symm
kin /c
2 ≈ 1M and if one assumes
the source location at an inter-galactic distance (e.g. the Virgo cluster, r ≈ 18 Mpc),
the components of hTTjk are bound to values of order h
TT
jk . 10−21. While this number
represents an upper-limit estimate, most sources will radiate with significantly smaller
gravitational-wave amplitudes.
Similarly, one may estimate an upper limit for gravitational-wave frequencies. The
Schwarzschild radiusR = 2GM/c2 (in SI units) represents a lower boundary on the size
R of a gravitational-wave source, because it would otherwise be smaller than the hori-
zon size for its mass. Arguing that a source cannot emit gravitational waves at periods











As will be discussed later, Earth-based gravitational-wave detectors are in principle sen-
sitive to frequencies in the range of 1 − 104 Hz. Lower frequencies are only detectable
with spaceborne instruments. Thus, the above relation implies that no system with a
mass larger than about 104M is capable of generating gravitational quadrupole radia-
tion measurable in the sensitive frequency band of Earth-based detectors.
2.2 Direct observation of gravitational waves
Direct observation of gravitational waves relies on their tidal nature. As described
earlier in Section 2.1.2, for detection one has to measure the gravitational tidal force by
monitoring the relative acceleration of test masses, or the periodic tidal deformations of
extended bodies. A gravitational wave propagating in flat spacetime, generates periodic
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perturbations (as illustrated in Figure 2.1), which are described in terms of the Riemann
tensor measuring the curvature of spacetime.
In contrast to telescopes for electromagnetic radiation, gravitational-wave detectors
are practically omni-directional due to a wide quadrupolar antenna-pattern and they mea-
sure a single scalar function of time. Therefore, they are closely analogous to acoustic
microphones rather than optical telescopes.
2.2.1 Resonant-mass detectors
If the masses are not in free motion, but connected by a solid piece of matter, the
gravitational tidal forces then stress the material. Thus, a solid bar is set into oscillation
by these oscillating stresses. When the frequency of the gravitational wave is near the
resonant frequency of the bar, the oscillations produced by the wave can be detected.
The material used for bar detectors is typically material of high Q-factor (rate at which
a vibrating system dissipates energy).
This was the first ground-based detector scheme explored and pioneered by Joseph
Weber at the University of Maryland and at the Argonne National Laboratory in the
1960s [35]. He and his colleagues looked for tidal strains in cylindrical aluminum bars
(with resonant frequency near 1600 Hz) held at room temperature and well isolated from
ground vibrations and acoustic noise in the laboratory [36, 37]. Coincident excitations
of his detectors separated by about 103 km were reported at a rate of approximately
one event per day. Though similar experiments with improved sensitivity carried out
thereafter in other laboratories were unable to reproduce his results, which makes it
therefore seem unlikely that Weber had observed gravitational-wave signals [25].
Nonetheless, Weber’s bar-type detectors have been developed further [38] based on
improved bar materials and cryogenic technology. Current resonant-bar detectors in-
clude the ALLEGRO detector [39] in Louisiana, USA, the EXPLORER detector [40] in
Geneva, Switzerland, the ultra-cryogenic NAUTILUS detector [41] in Frascati, Italy, the
AURIGA detector [42] in Padova, Italy, NIOBE at the University of Western Australia
in Perth [43] and the spherical prototype called MiniGRAIL [44] in Leiden, Nether-
lands. However, resonant-mass detectors still have only a narrow detection bandwidth
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near their resonant frequency, which is mostly around 900 Hz.
The most important noise sources in bar detectors include thermal noise, sensor noise
and quantum noise. Thermal noise is due to Brownian motion of the detector atoms. The
sensor noise is related to the transducer employed to convert the bar’s mechanical energy
into electrical energy. An amplifier increases the signal level to record it. Both of these
components introduce additional noise, limiting the sensitivity to frequencies near the
resonance frequency. The quantum limiting noise is due to the uncertainty principle.
Alternative detector designs using nested cylinders or spheres, or masses designed to
sense multiple modes of vibration might help to improve sensitivity [45].
2.2.2 Laser-interferometric detectors
The idea of using a Michelson interferometer, consisting of a 50/50 beam splitter
and two end test masses (mirrors), to directly observe gravitational radiation has been
discovered by several groups independently [46, 47, 48], leading to the first prototype
detector [49, 50].
The laser-interferometric detector design [31, 32, 33] offers very high sensitivities
over a wide range of frequencies. It involves test masses that are widely separated and
freely suspended as pendulums to isolate against seismic noise and reduce the effects
of thermal noise. If the difference in arm length is held such that the light returning
from the end test masses destructively interferes at the beamsplitter (the dark fringe”
operating point) then nominally no light exits the beamsplitter in the direction of the
output photodiode. Gravitational waves incident normal to the interferometer plane will
produce differential changes in the distance between the corner and end mirrors. For
wavelengths much larger than an interferometer arm, the corresponding changes in the
fringes are proportional to the tidal effects of the impinging gravitational wave. Thus, a
differential strain h(t) on the two arms is produced and light exits the beamsplitter and
produces measurable current at the output photodiode.
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2.2.2.1 Detector response to gravitational waves
In the literature, the measured strain h(t) at the detector due to the effect of an incident
gravitational wave, is derived in two flavors (for example see [22, 24, 25, 51, 52, 27]).
The first one relies on the vanishing proper length along the null geodesic (of the light)
separating the ends of each detector arm. The second is based on geodesic deviation
to calculate the changing distance between the end mirrors and the beam splitter. Finn
[53] has recently pointed out some issues in these “standard” derivation of the interfer-
ometric detector response function, which however fortuitously leave the classic results
unchanged. As Section 2.1.2 has already introduced the concept of geodesic deviation,
hence the second approach to obtain the detector response is briefly summarized in the
following.
Although the interferometer arm length L is large (on a-few-km scale), it is small
compared to the wavelength of the gravitational radiation to be detected [54], fL  1
(recall c = 1), where f is the gravitational-wave frequency. Therefore, during a single
trip of a light ray in one arm, the components of hµν can be regarded as constant.
The deviation vector ξµ connecting the coordinate-fixed worldlines of the beam split-
ter and the end mirror, which are considered as nearby geodesics, satisfies the geodesic
deviation equation (2.16) (cf. Section 2.1.2). The change in the length of ξµ is identified
as the variations in the light travel time between the beam splitter and the end mirror.
Suppose, the beam splitter and the end mirror are at rest relative to each other before the









Note that the gravitational wave acts as a “strain” (usually denoted h) on the detec-
tor, producing fractional length changes: h = 2δL/L, where δL is the distance change
between the beamsplitter and the end mirrors. In interferometric gravitational-wave de-
tectors the observable is the difference in phase of the light wavefronts inbound at the
beam splitter. The changes in the proper distance calculated above are directly related
to the phase shift δϕ accumulated by a photon on a round trip in the interferometer arm
when a gravitational wave is present. This phase shift is δϕ = 4pi δL/λ, where λ is the
light wavelength.
18 Introduction
The gravitational wave induces antisymmetric length changes of the (usually right-
angled) interferometer arms. On the other hand, the laser-light phase noise will enter
symmetrically, simply because the same laser state is feed into the arms via the beam
splitter. This is the major reason for the L-shaped detector layout.
It is conventional to express the observable in terms of the differential changes of the
interferometer arms: The measured scalar strain h(t) due to the effect of a gravitational










= F+(t)h+(t) + F×(t)h×(t) , (2.29)
where ej1 and e
l
2 represent the spatial unit vectors along the first and the second interfer-
ometer arm, respectively. F+,×(t) ∈ [−1, 1] are the so-called antenna-pattern functions,
which describe the sensitivity of the detector with respect to the + and × polarization.
They depend on the direction to the source, the polarization angle of the wave, and on
the detector’s orientation. For Earth-based detectors, F+,× are periodic functions over
one sidereal day, due to the spinning motion of the Earth [55].
2.2.2.2 Noise sources
A primary goal of the experimentalists involved in commissioning the laser-interferometric
detectors is the reduction of noise. The sensitivity at low frequencies ( < 50 Hz ) is lim-
ited by seismic noise, at intermediate frequencies (50 to 150 Hz) by thermal noise, and at
high frequencies ( > 150 Hz ) by laser shot noise. The most important noise sources for
the initial Earth-based interferometric detectors are described in the following.
Seismic noise mostly occurs at low frequencies and decreases with frequency as
1/f 2. These influences occur also as the Earth is in motion because of seismic and
volcanic activities, because of ocean waves hitting the shores, because of the wind, and
because of tidal forces involving the moon. Multi-stage pendulums and other isolation
systems have been development to reduce the seismic noise [56].
Thermal noise occurs as vibrations of the suspension elements. The magnitude of
these motions depends on the temperature. The steel wire suspending the mirror is at
room temperature and thermal motion of the particles in the wire produce motion of the
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mirror and change the arm length. Thermal noise can also drive the normal modes of
the mirrors. By using high-Q material for the suspension elements, one can restrict the
thermal-noise oscillations to a small bandwidth. Thermal noise can be also be produced
when (partly) transmissive components of the interferometer absorb small amounts of
light power, which raises their temperature and changes their refraction index (“thermal
lensing” effects).
Photon shot noise causes statistical fluctuations of the number of photons in the input
beams during the measurement. Using more photons (higher light power) improves the
signal error. As will be discussed below, currently employed light-recycling techniques
overcome this problem and allow to increase light power to build up in the interferometer
arms.
Quantum effects like shot noise also have a conjugate noise. When increasing the
laser power to reduce the shot noise, the position sensing precision improves and even-
tually approaches the Heisenberg principle. Modifying the quantum state of the light, by
so-called “squeezing” of the Heisenberg uncertainty ellipse to reduce the effect of this
uncertainty on the variable being measured, at the expense of its (unmeasured) conju-
gate. Recent progress in implementing the squeezing technique have been reported in
[57].
Gravity gradient noise is due to changes in the local Newtonian gravitational field on
time scales of the measurements. Environmental noise sources, such as seismic waves
are accompanied by changes in the gravitational field, and changes in air pressure are
accompanied by changes in air density. The gravity-gradient noise spectrum falls steeply
with increasing frequency, so for first-generation interferometers this is not a problem,
but may limit the performance of advanced detectors.
2.2.2.3 Current detectors
Today, laser-interferometric gravitational-wave detection is pursued with two comple-
mentary approaches: space-based and Earth-based detectors. A space-based detector
eludes the seismic excitations on Earth and can employ a long arm length of order 1010 m.
Thus it is most sensitive in the frequency band of about 10−4 − 10−1 Hz. In contrast, an
Earth-based detector is limited at low frequencies of a few Hertz by the gravity gradient
and seismic noise, the most sensitive frequency range of about 10− 103 Hz. This thesis
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Figure 2.2: Aerial view of the 4-km LIGO detectors located in in Hanford, Washington,
USA and in Livingston, Louisiana, USA, the GEO 600 detector in Hannover, Germany,
and the 3-km VIRGO detector in Pisa, Italy.
is primarily devoted to the analysis of ground-based detector data, hence the following
elaborates on the laser-interferometric detectors on Earth.
All around the globe, a network of interferometer detectors is currently operational.
These include the three kilometer-scale instruments of LIGO [58, 54] (two with 4-km
and 2-km arm length are located in a common vacuum tube in Hanford, Washing-
ton, USA and one of 4-km arm length in Livingston, Louisiana, USA), the 3-km-long
VIRGO detector [59, 60] (operated by a French-Italian collaboration) in Pisa, Italy, the
GEO 600 detector [61, 62] (operated by a British-German collaboration) in Hannover,
Germany and the TAMA 300 detector [63] in Tokyo, Japan.
The optimal arm length is one quarter of the gravitational wavelength (so that the
light spends half a period in the arms). For instance, a gravitational wave at 150 Hz has a
2000-km wavelength. But the LIGO interferometers have only arms of 4-km length. The
detectors achieve a roughly 100 times longer effective arm length by using Fabry-Perot
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cavities. These are formed by the input test masses and end test masses, to store the light
longer in the arms. In addition, the power-recycling technique [64] makes use of the fact
that the interferometer, when operated at the dark fringe, acts as a compound mirror for
the input laser light. By installing a power recycling mirror before the beamsplitter an
optical cavity is formed which increases the input laser power by a factor of about 40.
This is important because the sensitivity of the detector in the shot-noise-limited regime
increases as the square root of the input laser power.
LIGO, VIRGO and TAMA 300 detectors are configured as power-recycled Michel-
son interferometers with Fabry-Perot arm cavities. The GEO 600 detector does not use
Fabry-Perot arm cavities, but instead a combination of folded arms and dual-recycling
(power recycling and signal recycling [65]). Due to the better seismic isolation system,
the VIRGO instrument has a better low-frequency sensitivity than the LIGO detectors,
and an overall sensitivity comparable to the LIGO detectors. Despite the shorter arm
length of 600 m of GEO 600, the employed advanced technologies (such as signal re-
cycling) enable to achieve a narrow-band sensitivity comparable to that of the km-scale
instruments. TAMA 300 has an arm length of 300 m and was the very first large-scale
interferometer in operation. To exclude acoustic disturbances and fluctuations in the lo-
cal refraction index, the interferometers operate in ultra-high vacuum at pressures below
about 10−13 bar.
2.2.2.4 Future detectors
There are plans to construct further long-baseline instruments. The AIGO detector is
planned to be similar to LIGO and VIRGO, and should be located in Western Australia
[66]. This location, being far from the existing detectors, would improve global detector
network sensitivity with respect to sky position reconstruction [67] and help determining
the polarization of the gravitational-wave observations.
The initial LIGO detectors have recently finished a two-year-long data run during
which a full year of triple-coincidence data was collected at design sensitivity. A large
period of this run was also coincident with the data runs of GEO 600 and VIRGO. The
joint data analysis from this international network of detectors is ongoing. Currently,
the two 4-km LIGO detectors (H1 and L1) were taken offline to implement a number
of incremental upgrades that, based on knowledge of the noise sources limiting initial
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LIGO, will improve their sensitivity by roughly a factor of two. This program is called
Enhanced LIGO [68, 69] and data recording is expected to start in July 2009.
In parallel, construction of Advanced LIGO [70], a major upgrade to LIGO, has
started. Installation and commissioning of Advanced LIGO hardware at the LIGO sites
will begin at the end of the Enhanced LIGO data run in 2011. Once fully commissioned,
the Advanced LIGO detectors should be ten times as sensitive as the initial LIGO de-
tectors. Therefore, Advanced LIGO is expected to guarantee gravitational wave detec-
tion [71]. Further second-generation interferometric detectors, such as Advanced LIGO,
comprise Advanced VIRGO [72] and GEO-HF [73] are also expected to be operational
in a few years with significantly improved sensitivity. Another km-scale cryogenic in-
terferometer, called LCGT [74], is also built in Japan.
2.3 Gravitational-wave sources searched for in the
data of Earth-based detectors
The idea of setting up a laboratory generator of gravitational waves for direct obser-
vations is a rather non-promising one. Following an example given in [24], consider a
man-made gravitational-wave generator consisting of two 103 kg masses held 10 m apart
by a light rigid beam rotating about its center with a frequency of 10 Hz. To estimate
the gravitational-wave amplitude based on Equation (2.26), all the motion is considered
non-spherical, such that Enon-symmkin /c
2 is approximately 108kg. The source distance r
must be at least one wavelength in order to detect the gravitational waves rather than
the nearby Newtonian gravity field. The generator emission will be at twice the rotation
frequency of 20 Hz as the mass distribution is symmetric about the rotation axis, and the
corresponding wavelength will be 1.5×107 m. Given these values the gravitational wave
amplitude hTTjk is estimated as 10
−43, which is about 20 orders of magnitude below the
level current ground-based instruments are able to detect. This shows that human scale
objects are not promising sources of measurable gravitational radiation.
Candidates bearing good prospects for emission of gravitational waves detectable by
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an Earth-based observer can only be massive astrophysical objects. In the following a
brief summary is given of the most promising gravitational-wave source for Earth-based
detectors. A more extensive source overview may be found in [25].
The analysis efforts of ground-based detector data basically fall into four principal
categories based on the different class of gravitational-wave sources one searches for:
coalescing compact binaries, gravitational-wave burst sources, stochastic gravitational-
wave background, and continuous gravitational-wave sources. This thesis is primarily
concerned with searches for previously unknown continuous gravitational-wave sources.
However, in what follows a brief overview of all types of gravitational-wave signals
currently searched for in ground-based detector data is given. Only now technology has
reached a stage where the detectors are built with a sensitivity required to observe such
interesting sources can be envisaged [75].
2.3.1 Coalescing compact binaries
Compact binaries coalescence (CBC) sources are generated during the final evolution
stage of binary systems where the two compact objects merge into one. Several searches
for gravitational waves from coalescing compact binary systems have been performed
[76, 77, 78, 79, 80, 81, 82, 83] for systems of two neutron stars (BNS), two black holes
(BBH), neutron star and black hole (NSBH), and primordial black holes (PBH). The
gravitational wave emission from some parts of the life cycle of compact binary systems
is relatively well-modeled, and the expected frequencies of some systems are near the
most sensitive frequency band of Earth-based interferometric gravitational-wave detec-
tors [84].
CBC sources are expected to emit gravitational radiation in three distinct stages: the
inspiral stage, the merger stage, and the ringdown stage. During the inspiral stage, both
objects of the binary system are well-separated in space and the system evolves in quasi-
circular orbits decaying due radiation reaction. If the orbits are eccentric initially, they
are cirularized quickly through gravitational-wave emission. In this evolution, the two
bodies merge into each other producing a single excited Kerr black hole. In the ring
down stage, the excited black hole looses energy via gravitational-wave emission and
finally forms a Kerr black hole. In the case of a BNS, a hypermassive neutron star might
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be created in the merger stage which eventually will collapse to a black hole [85].
When the binary-system objects spiral inward, their gravitational waves sweep up-
ward in frequency and amplitude. Such a waveform is referred to as a chirp. The wave-
forms at the merger stage can be more complex, depending on the details of the merger,
while the signal from the ring down stage can be decomposed as a superposition of
exponentially damped modes.
So-called “standard candles” are systems of known intrinsic luminosity. Therefore,
their distance can be deduced, so that the apparent luminosity of a particular system is
measured. Gravitationally radiating binaries have this property, if one can measure the
effects of radiation reaction on their orbits [86, 87]. Analog to the “standard candles”
of electromagnetic astronomy, these systems are named “standard sirens”. Any binary
(even with ellipticity and extreme mass ratio) encodes its distance in its gravitational
wave signal. This also permits to measure the Hubble constant [86] or other cosmo-
logical parameters from observing coalescing compact object binaries. However, this
becomes of more interest for the space-borne detectors such as LISA, because observa-
tions of BBH binaries could yield an independent measurement of the acceleration of
the universe [87, 88].
2.3.2 Gravitational-wave burst sources
Gravitational-wave burst sources emit a short-duration transient burst of gravitational
radiation. Possible mechanisms to generate such burst events are thought to happen
during the non-spherical core-collapse of highly evolved massive stars in a supernova,
accretion induced collapse of white dwarfs, and Gamma ray bursts (GRBs). As the
physics is largely unknown for these cases, or too complex as yet to allow computation
of detailed gravitational waveforms. Thus these sources are generally categorized as
“unmodeled burst sources”.
Simulations of gravitational collapse are of current interest in numerical astrophysics
[89], because in most cases predictions for the energy and spectral characteristics of the
emitted gravitational waves can be made [90, 91, 92, 93]. However, such predictions are
still far from the precision needed to build reliable signal template waveforms. Simula-
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tions suggest that the gravitational waves from a typical supernova are produced in the
frequency range of about 200 to 1000 Hz.
The collapse events are typically accompanied by electromagnetic and neutrino emis-
sion so some advantages of triggered searches can be reaped. However, the events often
go unnoticed until some point late in the light curve, which makes extrapolation back
to the collapse event difficult. Detection of gravitational waves from a supernova event
would shed light on these events, as it would provide information from the core impos-
sible to obtain otherwise, even from neutrino observations.
Searches for gravitational burst sources [94, 95, 96, 97, 98, 99, 100, 101, 102, 103,
104, 105] come in two fashions: all-sky searches and externally triggered searches. An
all-sky search is carried out over long stretches of data with no prior information. Ex-
ternally triggered searches use observations, from gamma ray satellites, telescopes or
neutrino detectors for example, to drastically reduce the parameter space of the search.
2.3.3 Stochastic gravitational-wave background
Stochastic gravitational waves are a superposition of numerous discrete systems
which can be either confusion noise stochastic backgrounds or primordial stochastic
backgrounds.
The primordial stochastic backgrounds are relic gravitational waves from the early
evolution of the universe [106]. The background radiation from the Big Bang is very
weak, but observing it is of great interest because it can shed light on the laws of physics
at extremely high energies as it comes nearly unaltered from as early as 10−30 s. Whereas
photons began free streaming about 105 years after the Big Bang when electrons and pro-
tons condensed into atomic hydrogen, the last scattering of gravitational waves occurred
about 10−25 s after the Big Bang [107].
Alternatively, a number of deterministic signals from astrophysical sources can su-
perpose to generate an apparent stochastic background. This astrophysical stochastic
background can be due to a collection of various sources such as rotating neutron stars
[108], binary-neutron stars [109], supernovae [110] or low-mass X-ray binaries [111].
In a single detector, random radiation cannot be distinguished from instrumental
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noise, at least not for short observation times. But over the course of a year, as the de-
tector changes its orientation, the noise from this background should rise and fall in a
systematic way, allowing it to be identified in case the random field is produced by an
anisotropically-distributed set of astrophysical sources. A much better analysis strategy
is cross-correlation between two or more detectors after accounting for the different an-
tenna patterns [112, 113, 114, 115]. In doing cross-correlation one detector data stream
serves as a template for the other. So if the detector data match a correlation larger than
expected is obtained. This technique works well as long as the wavelength of the gravita-
tional waves is longer than the separation between the detectors. Otherwise time delays
for waves reaching one detector before the other degrade the correlation. Because one
detector has as much noise superimposed on its template as the other detector, the sen-
sitivity of this method (amplitude signal-to-noise ratio of the correlated field) increases
only with the fourth root of observing time, which is different from matched-filtering that
is characterized by the gain in signal-to-noise ratio with the square root of observation
time [116, 117].
2.3.4 Continuous gravitational-wave (CW) sources
Continuous gravitational-wave sources are defined by the emission of quasi-mono-
chromatic signals with a slowly varying intrinsic frequency over long periods of time.
CW emitters are thought to consist of compact objects, such as neutron stars, in isolated
or (more rare) binary systems. However, gravitational radiation from the binary motion
is anticipated to come in a lower frequency range where space-based detectors are sen-
sitive, such as the planned LISA mission [118, 119, 120]. Therefore, in the following,
CW emission from spinning stars are discussed, because these are expected to produce
CW signals in the most sensitive frequency band of Earth-based detectors. But still, a
spinning and CW-emitting object can be part of a binary system, in which the binary
motion will Doppler-modulate the CW signals.
2.3. Gravitational-wave sources searched for with Earth-based detectors 27
2.3.4.1 Possible emission mechanisms
Isolated, rapidly rotating compact objects are thought to emit CW signals in the fre-
quency band 10− 103 Hz of Earth-based detectors via a number of possible emission
mechanisms. This Section is based on recent reviews, which may be found in [121, 122,
123, 124, 125]. These include the three classes of (1) non-axisymmetric deformations
of the star [126, 127, 128, 129, 130], (2) spin precession of the star [131, 132], and (3)
excited oscillation modes in the fluid of the star [126, 133, 134]. In addition, there could
also be yet unknown mechanisms which cause CW emission detectable on Earth.
While settling down into its final state, the crust of newborn neutron star solidifies
(crystalizes). Thereby, small non-axisymmetric deviations may occur in the neutron
star’s crust. Although such deformation cannot exist in a perfect fluid star, in a realis-
tic star such deviation may occur due to elastic stresses in the crust or magnetic fields.
These non-axisymmetric deformations (or “mountains”) are considered the most plausi-
ble source of detectable CW signals. The equatorial ellipticity is often used to measure
the deformation expressed in the moments of inertia,  = (Ixx − Iyy)/Izz, and is propor-
tional to the quadrupole moment. This ellipticity is not to be confused with the centrifu-
gal bulge, which is axisymmetric and thus does not lead to gravitational-wave emission.
If such a non-axisymmetric star rotates with a frequency frot, continuous gravitational
waves are emitted at a frequency f = 2frot. Provided that the source is optimally ori-
ented at distance r, the amplitude of the signal at the terrestrial detector for typical values





















where Izz is the star’s principal moment of inertia.
The maximum possible amplitude and ellipticity of neutron stars are highly uncertain
parameters and depend on the breaking strain of the neutron star crust, which is related
to its shear modulus. Estimates are given in [127, 135] and recent simulations [136]
suggest more optimistic values of  . 4 × 10−6 for a 1.4 M and 10 km radius neutron
star. Exotic alternatives to standard neutron stars, such as for instance strange-quark
stars with solid cores or hybrid stars of with normal neutron stars outside a mixed quark
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and baryon matter solid core, are speculated to support considerably larger ellipticites
[130] due a higher shear modulus.
Alternatively, hot newly-formed neutron stars, or stars heated up during accretion
from a companion could also emit continuous gravitational waves. The flow of accretion,
guided by the star’s magnetic field, produces “hot spots” on the surface, which can result
in “hills” in hotter areas and the elliticity might thus build up to maximum value [126].
In addition, the magnetic field itself could also hold the accreted matter in mountains.
The accreted material possesses very high electric conductivity, and thus crosses field
lines slowly, therefore piling up in mountains larger than supported by elasticity alone
[129, 137]. Even for ordinary neutron stars this mechanism could yield ellipticites of a
few times 10−6 [123].
Apart from ellipticities that are basically supported by crustal shear stresses, differ-
ent scenarios causing the ellipticity are possible, such as strong internal magnetic fields
[128]. The neutron star’s interior magnetic field can have a large toroidal part, resulting
from strong differential rotation immediately after the collapse. Then dissipation drives
the symmetry axis of the toroidal magnetic field to orient perpendicular to the rotation
axis, which maximizes the equatorial ellipticity.
If the star’s symmetry axis does not coincidence with the rotation axis, then the star
will precess freely. This wobbling of the star defines the wobble angle θwobble between its














To first order, free precession generates CW signal at two frequencies with f = frot +
fprec and f = 2frot, where the latter is a consequence of the body’s deviation from
axisymmetry and the former one encodes the precessing motion (with fprec  frot).
Although it might be possible that such wobble is sustained longer than thought earlier
[139], the CW amplitude is still expected to be too small for detection by first generation
of detectors.
The third major class of CW emission mechanisms is related to various non-axisym-
metric instabilities of rapidly spinning of neutron stars at their birth or during a phase of
accretion, reviewed in [140, 141]. Among these, the so-called r-modes are fluid oscilla-
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tions driven by the Coriolis force. These modes may be unstable [142, 143, 141] due to
gravitational back reaction, called Chandrasekhar – Friedman – Schutz (CFS) instability.
The CFS instability of the r-modes has been proposed as a CW source with frequency
f ≈ 4frot/3 from newly-born stars [144] and from fast accreting stars [126, 145]. How-
ever, depending on a number of highly uncertain damping-mechanism time scales, the
r-modes in nascent neutron stars are not considered a promising candidate for CW de-
tection, as the emission is expected to be of low amplitude and short-lasting (a few
months). Better detection prospects of r-modes are expected from accreting neutron
stars [146, 147], because emission may be lasting for a few thousand years [148, 140].
2.3.4.2 Surveying the sky for CW sources
Regardless of CW emission, current astrophysical models of stellar evolution suggest
that of order 109 neutron stars should exist in our Galaxy. Out of those, 105 are estimated
to be active radio pulsars. But by now only about 1800 radio pulsars have been observed
through observation of electromagnetic-wave emission [149]. The reasons for this are
related to selection effects, for example the emitted lighthouse-like radio beam is not
intersecting our visual line or the emission is too faint. In fact, surveys of enhanced
sensitivity will increase the number of detected pulsars.
All-sky surveys for CW signals have the potential to reveal entirely new neutron-star
populations [29, 150]. The large population of neutron stars in the Galaxy, of which
most are electromagnetically invisible, might be detected and studied via gravitational
waves.
The distribution of observable CW amplitudes from neutron stars is thought to be
limited by the fact that strong CW emission causes the star to spin down fast and to
move out of the detector’s observation band quickly. In [124] a strong argument is
given stating the maximum expected amplitude of a CW signal that one could hope
to detect at the Earth is bounded by h0 . 4 × 10−24, independent of the deformation
and rotation frequency of the objects. The argument is due to Blandford in [25] and
is based on energetics and statistics, considering a uniform distribution of neutron stars
and assuming that each neutron star “spins down” once. The argument has been recently
revisited [151] in a more general framework, testing Blandford’s argument via evolution
simulations based on a realistic model of our Galaxy. These results give less optimistic
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estimates, reducing the strongest expected CW-signal amplitude by a factor of about 3
for 10−6 ellipticity stars.
Searches for continuous gravitational-wave signals from compact objects are con-
ventionally classified as targeted (known source location and phase evolution), directed
(known source location), or all-sky (no prior source information).
An interesting class of targeted sources are radio pulsars, because their rotation can
be monitored leading to a very good guess of the emitted gravitational waveform to look
for. In addition, their locations are known to high precision. Thus, electromagnetic
observations strongly reduce the possible gravitational-wave parameter space, allowing
very sensitive and computationally feasible searches. In turn, observational upper limits
from targeted searches [122, 152, 153, 154, 155] place constrains on the neutron star
physics. An example of a directed search is found in [156], where only the source sky
position is known and a wide range of possible frequency evolutions is examined.
The main focus of this thesis is the analysis-technique development and application
of all-sky (or wide-parameter-space) surveys. In this type of search no source param-
eters, such as sky position or spin evolution, are known a priori. Due to the weakness
of the expected CW signals as mentioned earlier, their detection requires long integra-
tion times. However, the longer the integration time, the more increases the effective
survey volume and so the size of the parameter space to be probed becomes extremely
large. Hence, the number of signal templates necessary for a reasonable resolution suf-
fers a rapid increase with longer integration times and thus data analysis is severely
limited by computational resources. Therefore, blind searches [157, 158, 1, 159, 2] are
a computationally intensive problem, and require highly efficient analysis techniques
[55, 160, 161, 162, 163, 164, 165, 4], such as will be presented in this dissertation.
Once continuous gravitational waves from a neutron star are confirmed, further follow-
up studies, using longer data sets with refined template grids, are needed to measure
for instance the source’s distance from astrometric timing effects. A distance measure-
ment would allow to determine the star’s quadrupolar deformation or ellipticity, which
in turn would shed some light on the star’s interior composition. However, distance
measurements at the 10% error level will require next-generation detectors [166], such
as Advanced LIGO.
CHAPTER3
Einstein@Home search for CW
sources in S4 LIGO data
Appeared in Physical Review D 79, 022001, (2009)
3.1 Overview and context
As discussed in Section 2.2.2, during the past decade, advances in lasers, optics and
control systems have enabled construction of a new generation of gravitational-wave
detectors [32] that offer the first realistic promise of a direct detection. The Laser Inter-
ferometer Gravitational-wave Observatory (LIGO) [58, 54] is currently the most sensi-
tive of these instruments. In this Chapter, the results of the Einstein@Home search for
continuous gravitational-wave (CW) sources in the data from the fourth LIGO science
run (S4) are presented. The configuration of the LIGO detectors during the S4 run is
described in a separate instrumental paper [167].
Other CW searches of the S4 data with methods different from the ones presented
here have also been carried out [154, 158]. Searches for other signal types (burst, inspi-
ral, stochastic background) have been done [102, 168, 169, 115, 114, 113] with this data
set, too. The results of these searches are all upper bounds, with no detections reported.
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This search looks for continuous gravitational waves which are almost monochro-
matic signals of duration much longer than the observation time. As described in Sec-
tion 2.3.4, these signals have a well-defined frequency on short time-scales, which can
vary slowly over longer times. These types of waves are expected, for example, from
spinning neutron stars with non-axisymmetric deformations. If the system is isolated,
then it loses angular momentum due to the radiation. The spinning motion slows down,
and the gravitational-wave frequency decreases. Gravitational acceleration towards a
large nearby mass distribution can also produce such a frequency drift (of either sign).
Many possible emission mechanisms could lead the to the emission of such waves by
spinning neutron stars, for further details see Section 2.3.4 and Refs. [126, 127, 128,
129, 130, 133, 134, 131, 132].
Using 510 hours of data from the LIGO S4 run, the present search probes a wide
parameter space of possible sources. The search is for CW sources in the frequency
range from 50 to 1500 Hz, with a linear frequency drift f˙ , measured at the solar system
barycenter (SSB), in the range −f/τ < f˙ < 0.1 f/τ , where the minimum spin-down
age τ was 1000 years for signals below 300 Hz and 10 000 years above 300 Hz. The
main computational work of the search has been distributed over approximately 100 000
computers volunteered by the general public. This large computing power allowed the
use of a relatively long coherent integration time of 30 h, despite the large parameter
space searched. A Monte-Carlo based sensitivity estimation shows that in the 100 to
200 Hz band, more than 90% of sources with dimensionless gravitational-wave strain
amplitude greater than 10−23 would have been detected.
This Chapter is organized as follows. Section 3.2 briefly reviews the CW signal de-
tection strategies. Sections 3.3 and 3.4 describe the overall construction of the search,
including the data set preparation, regions of parameter space searched, and the choices
of thresholds and sensitivities. Section 3.5 describes the post-processing pipeline. The
level of sensitivity of the search is estimated in Section 3.6. Section 3.7 describes the
vetoing of instrumental line artifacts and the fraction of parameter space that was there-
fore excluded. Section 3.8 describes the end-to-end validation of the search and the
post-processing pipeline, which was done by injecting simulated CW signals into the
detector hardware. Section 3.9 describes the final results of the search, followed by a
short conclusion.
3.2. Data analysis strategy 33
3.2 Data analysis strategy
If there were no acceleration between the LIGO detectors and the CW sources, then it
would be possible to search for CW signals using only “standard” computing resources,
such as a high-end workstation or a small computing cluster. In this case the analysis
technique would be simple: compute the Fast Fourier Transform (FFT) [170, 171] of
the original time-series data, and search along the frequency axis for peaks in the power
spectrum. Time-domain resampling or similar techniques could be used to compensate
for the effects of a linear-in-time frequency drift.
However, this simple analysis is not possible because of the terrestrial location of the
LIGO detectors: signals that are purely sinusoidal at the source are Doppler-modulated
by the Earth’s motion and thus are no longer sinusoidal at the detector. The Earth’s
rotation about its axis modulates the signal frequency at the detector by approximately
one part in 106, with a period of one sidereal day. In addition, the Earth’s orbit about
the Sun modulates the signal frequency at the detector by approximately one part in 104,
with a period of one year. These two modulations, whose exact form depends upon the
precise sky location of the source, greatly complicate the data analysis when searching
for unknown sources. The search becomes even more complicated if the CW-emitter
is part of a binary star system, since the orbital motion of the binary system introduces
additional modulations into the waveform.
The “brute force” approach to the data analysis problem would employ matched fil-
tering [116, 117], convolving all available data with a family of template waveforms
corresponding to all possible putative sources. The resulting search statistic is called
the F-statistic and was first described in a seminal paper of Jaranowski, Kro´lak, and
Schutz [55]. But even for isolated neutron stars (i.e. which are not in binary systems) the
parameter space of possible sources is four-dimensional, with two parameters required
to describe the source sky position using standard astronomical equatorial coordinates
α (right ascension) and δ (declination), and additional coordinates (f, f˙) denoting the
intrinsic frequency and frequency drift. To achieve the maximum possible sensitivity,
the template waveforms must match the source waveforms to within a fraction of a cycle
over the entire observation time (with current detectors this is months or years). So one
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must choose a very closely spaced grid of templates in this four-dimensional parame-
ter space, and the computational cost exceeds all available computing resources on the
planet [55, 172]. Thus the direct approach is not possible in practice.
More efficient and sensitive methods for this type of search have been studied for
more than a decade and are under development [173, 174, 160, 4]. Here, the frequency-
domain method described in [122, 124] is used to calculate the F-statistic. In order
to maximize the possible integration time, and hence achieve a more sensitive coherent
search, the computation was distributed among approximately 105 computers belonging
to ∼ 5× 104 volunteers in ∼ 200 countries. This distributed computation project, called
Einstein@Home [12], follows the model of a number of other well-known volunteer
distributed computing projects such as SETI@home [175] and Folding@home [176].
3.3 Data selection and preparation
The data for the S4 run was collected between February 22, 2005 and March 23,
2005. The data analyzed consisted of 300 h of data from the LIGO Hanford 4-km (H1)
detector and 210 h of data from the LIGO Livingston 4-km (L1) detector.
The search method used here (explained in detail in Section 3.4) consists of comput-
ing a coherent F-statistic over data segments of 30 h each, and combining these results
via an incoherent coincidence scheme. However, the 30-hour segments have time-gaps,
and the number of templates needed for the coherent F-statistic step grows rapidly as
the gaps get longer. For this reason, the start and end times of the data segments were
selected based on the criteria that the gaps totaled no more than 10 h: each data segment
contains 30 h of science-mode data and lies within a total time span of less than 40 h.
Here and in the following the term “segment” is always used to refer to one of these time
stretches of data, each of which contains exactly Tobs = 30 h of data. The total time
spanned by the data in segment j is written Tspan,j; 30 h < Tspan,j < 40 h.
The data segments consist of uninterrupted blocks of 1800 s of contiguous science-
mode data. This is for technical reasons: the F-statistic code uses Short Fourier Trans-
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Table 3.1: Segments of S4 data used in this search, in order of decreasing sensitivity at
141.3 Hz for H1 and at 135.3 Hz for L1. The columns are the data segment index j, the
GPS start time tj , the GPS end time tendj , and the time spanned Tspan,j = t
end
j − tj .
j Detector tj [s] tendj [s] Tspan,j [s]
1 H1 794461805 794583354 121549
2 H1 794718394 794840728 122334
3 H1 795149016 795285470 136454
4 H1 793555944 793685616 129672
5 H1 795493128 795626713 133585
6 H1 793936862 794078332 141470
7 H1 794885406 795015166 129760
8 H1 794244737 794378322 133585
9 H1 794585154 794714794 129640
10 H1 793766877 793910817 143940
11 L1 795553209 795678679 125470
12 L1 795115986 795246307 130321
13 L1 795408715 795545555 136840
14 L1 794625269 794762685 137416
15 L1 794053883 794197272 143389
16 L1 794206397 794328337 121940
17 L1 794875424 795016053 140629
forms (SFTs) over TSFT = 1800 s as input data, (this data format is described in [177]).
To produce these SFTs, the data is first calibrated in the time domain using the method
described in [178, 179]. Then the data is windowed in 1800 s intervals using a Tukey
window with a characteristic turn-on/turn-off time of 500 ms, followed by an FFT.
Applying the above constraints to the S4 data set yielded a total of Nseg = 17 data
segments (10 from H1, 7 from L1), labeled by j = 1, · · · , 17. The global position-
ing system (GPS) start time of segment j is denoted tj , and these values are listed in
Table 3.1.
The maximum Doppler modulation (from the Earth’s motion about the Sun) is about
one part in 104. Over the length of S4, and in the parameter range considered, the fre-
quency changes due to intrinsic spin-down are smaller still. This means that the CW
signals searched for here always stays within a narrow frequency band, drifting no more
than about ±0.15 Hz from some fiducial frequency. For this reason the input data, span-
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ning the frequency range of 50 to 1500 Hz, is partitioned in the frequency domain into
5800 “slices” of 0.5 Hz plus wings of 0.175 Hz on either side. The size of one such
input data slice is 7 368 000 bytes for H1 (containing 600 SFTs from 10 segments) and
5 157 600 bytes for L1 (containing 420 SFTs from 7 segments).
The detector data contains dozens of narrow-band spectral lines whose origin is in-
strumental, for example the harmonics of the 60 Hz mains frequency, and violin modes
of the mirror suspensions in the range from 342 − 350 Hz (H1) and 335 − 355 Hz (L1).
To simplify later analysis, line features that are known to be instrumental artifacts are
removed (“cleaned”) from the data by replacing the frequency-domain data bins with
computer-generated random Gaussian values. The frequencies of these lines are shown
in Table 3.2. The cleaning algorithm uses a moving-in-frequency median of the power
in individual frequency bins to determine the instrumental noise floor. To prevent bias at
the boundaries of the cleaned regions, the mean of the random values to replace the line
features interpolates linearly between the noise floor at either side of the line feature.
The median noise strain amplitude spectra of the final cleaned H1 and L1 data sets are
shown in Figure 3.1.
3.4 Data processing
Figure 3.2 is a schematic flow-diagram of the Einstein@Home data processing which
is described in this Section and in the following Section on post-processing. It shows
what parts of the analysis were done by project participants, what parts were done on
project servers, and the relationships between these.
3.4.1 BOINC workunit distribution and validation
The computational work of the search is partitioned into 6 731 410 workunits (sepa-
rate computing tasks) and processed using the Berkeley Open Infrastructure for Network
Computing (BOINC) [180, 181, 182]. Because the work is done on computers that are
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Table 3.2: Instrumental lines replaced with Gaussian noise in the input data. The three
columns show the frequency of the fundamental harmonic fLine, the number of harmon-
ics N , and the bandwidth ∆fLine removed on either side of the central frequency (total
bandwidth removed per harmonic is 2∆fLine). In total 77.285556 Hz of H1 data (139114
Fourier bins) and 142.137778 Hz of L1 data (255848 Fourier bins) have been excluded
ab initio from the frequency range 50 Hz ≤ f ≤ 1500 Hz. If ∆fLine = 0 then the line-
cleaning algorithm replaces a single Fourier bin with the average of bins on either side.
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Figure 3.1: Strain amplitude spectral densities
√
Sh(f) of the S4 data from the LIGO
detectors H1 (top) and L1 (bottom). The gray curves are medians of the entire uncleaned
LIGO S4 science-mode data set with a frequency resolution of 0.125 Hz. The black
curves show the cleaned S4 data used in this analysis with a frequency resolution of
0.5 Hz. The top (bottom) plot is the mean of the 10 H1 (7 L1) 30-hour data segments
used in this Einstein@Home analysis.
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Figure 3.2: Schematic overview of the Einstein@Home data-processing and subsequent
post-processing.
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not owned or controlled by our scientific collaboration or institutions, any individual
result could be wrong. Error sources include defective hardware (such as over-clocked
memory), defective software (erroneous system libraries), and malicious users (faking
correct results). To identify and eliminate such errors, BOINC was configured so that
each workunit is done independently by computers owned by at least three different
volunteers.
The most common types of errors (lack of disk space, corrupted or missing input
files, inconsistent internal state, etc.) are detected during program execution. If an error
is detected during run-time, the program reports to the Einstein@Home server that the
workunit was unsuccessful, and BOINC generates another instance of the workunit, to
be sent to another volunteer’s computer. This behavior is repeated as necessary until
three successful results have been obtained.
The three successful results obtained for each workunit are then compared by an au-
tomatic validator, which rejects results that do not agree closely. The validation process
is more complicated than simple byte-by-byte comparison of output files, because Ein-
stein@Home supports multiple computing platforms (Windows, GNU/Linux, Mac OS X
on Intel and PPC, FreeBSD, and Solaris) and differences in CPU hardware, compiler in-
struction ordering, and floating-point libraries mean that correct and valid result files
may exhibit small numerical differences. The automatic validation takes place in two
steps.
The output files have a fixed five-column format and contain 13 000 candidate events,
with one line per candidate event, as described in Section 3.4.3. The first validation step
checks that the file syntax is correct and that each value is within the allowed range for
that column. This detects most file corruption.
Then the validator does comparison of all possible pairs of result files. For a given
pair of result files, the validator checks that corresponding candidate events lie on the
same template grid-point and have F-statistic values that agree to within 1%. Since
each file contains the 13 000 events with the largest values of the F-statistic, numerical
fluctuations in determining the value of F can lead to slightly different lists being re-
turned on different platforms. Hence the validator tolerates unpaired candidate events if
they lie within 1% of the smallest value on the list.
A workunit is validated once it has three results that agree with one another to within
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these tolerances. If the three results do not pass this validation step, the Einstein@Home
server generates more instances of this workunit until three valid results have been ob-
tained. For the search described here, a “post-mortem” analysis of the computation
shows that the probability of a successful but invalid result is small (0.36%), and the
errors which make a successful result invalid are typically unique and irreproducible.
Hence we estimate that it is highly improbable that even a single incorrect result has
been marked as “valid” by the automatic validator.
3.4.2 Workunit design and gridding of search parameter space
The different workunits cover (search) different parts of parameter space. A key de-
sign goal of these workunits is that they should have roughly equal computational run
times, of the order of ∼ 8 h, and that the computational effort to carry out the entire
search should last about 0.5 to 1 years. Another key design goal is that each workunit
uses only a small re-usable subset of the total data set. These allow Einstein@Home vol-
unteers to do useful computations on the one-day time-scale, and minimizes the down-
load burden on their internet connections and on the Einstein@Home data servers.
Each workunit uses only one segment of data over a narrow frequency-range, but
covers the whole sky and the full range of frequency-derivatives f˙ at that frequency.
Therefore, the entire search is divided into computational units over different data seg-
ments and frequency-bands. In the following it will be useful to label the workunits by
three indices (j, k, `), where j = 1, · · · , 17 denotes the data segment, k = 1, · · · , 2900
labels the 0.5 Hz band covered by the input data file, and ` = 1, · · · ,M(j, k) enumer-
ates individual workunits associated with data segment j and frequency band k. Note
that each workunit uses a frequency band that is smaller than the 0.5 Hz covered by the
input data files, i.e. M(j, k) ≥ 1.
3.4.2.1 Search parameter-space grid
The parameter space is gridded in such a way that no point has a “squared-distance”
from its nearest grid point that exceeds a certain “maximal mismatch”. The distance
is defined by a metric on parameter space, first introduced in [173, 174]. The squared
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distance is the fractional loss of squared signal-to-noise ratio (SNR2) due to waveform
mismatch between the putative signal and the template. The search grid was constructed
based on the projected metric on the subspace orthogonal to the frequency direction ∂f
with f˙ = 0.. For any given workunit, the parameter-space grid is a Cartesian product of
uniformly-spaced steps df in frequency, uniformly-spaced steps df˙ in frequency deriva-
tive, and a two-dimensional sky grid, which has non-uniform spacings determined by
the projected metric. For frequencies in the range [50, 290) Hz, the maximal mismatch
was chosen as m = 0.2 (corresponding to a maximal loss in SNR2 of 20%), while in
the range [300, 1500) Hz, the maximal mismatch was m = 0.5. Due to a bug in the
script generating the sky grids, the range [290, 300) Hz, was covered by frequency and
spin-down steps corresponding to m = 0.2, whereas the sky grids were constructed for
m = 0.5. The distribution of actual mismatches in this frequency range will therefore
be somewhat in between those of the low-frequency and high-frequency workunits.
It can be shown [183] that these relatively large mismatches give near-optimal sen-
sitivity for a coherent search at fixed CPU power. Choosing finer grid spacings (i.e. a
smaller mismatch) would require searching more grid-points, thus reducing the maximal
possible coherent integration time. A coarser search grid would allow longer integrations
but at a larger average loss in SNR. Because of these two competing tendencies, the sen-
sitivity as a function of mismatch m has a maximum in the range m ∼ 0.25 − 0.7,
depending on the choice of false-dismissal rate from the grid mismatch. Full details of
the parameter-space grid and workunit construction are given in [183]; a short summary
follows.
3.4.2.2 Search grid in frequency and frequency-derivative







so the frequency-spacing depends on Tspan,j of the data segment j. For the low-frequency
workunits (f < 300 Hz), this results in frequency steps in the range dfj ∈ [3.43, 4.06]µHz,
while for high-frequency workunits dfj ∈ [5.42, 6.41]µHz.
The range of frequency-derivatives f˙ searched is defined in terms of the “spin-down
age” τ ≡ −f/f˙ , namely τ ≥ 1000 years for low-frequency and τ ≥ 10 000 years for
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high-frequency workunits. Neutron stars younger than the limited range of this search
probably would have left a highly visible (Sedov phase) supernova remnant or a pulsar
wind nebula. Thus our search for unknown neutron stars targeted older objects, which
also resulted in less computational cost. The search also covers a small “spin-up” range,








resulting in resolutions df˙j ∈ [1.84, 2.59] × 10−10 Hz/s for low-frequency workunits,
and df˙j ∈ [2.91, 4.09] × 10−10 Hz/s for high-frequency workunits, depending on the
duration Tspan,j of different segments j.
3.4.2.3 Search grid in the sky parameters
The resolution of the search grid in the sky-directions depends both on the start-time
tj and duration Tspan,j of the segment, as well as on the frequency. The number of
grid points on the sky scales as ∝ f 2, and approximately as ∝ T 2.4span,j for the range of
Tspan,j ∼ 30−40 h used in this search. Contrary to the simple uniform spacings in f and
f˙ , the sky grids are computed beforehand and shipped together with the workunits. In
order to simplify the construction of workunits and limit the amount of different input-
files to be sent, the sky grids are fixed over a frequency range of 10 Hz, but differ for each
data segment j. The sky grids are computed at the higher end of each 10 Hz band, so
they are slightly “over-covering” the sky instead of being too coarse. The search covers
a frequency range of 1450 Hz, and so there are 145 different sky grids for each segment.
To illustrate this, four of these sky grids are shown in Figure 3.3 (using the Hammer-
Aitoff sky projection [184]) corresponding to two different data segments at two distinct
frequency bands.
To ensure that each workunit takes a similar amount of CPU time, the total number
of template grid points of each workunit is chosen to be approximately constant for all
workunits. However, in practice, this number can vary by up to a factor of 2 due to
discretization effects. The number of points in the sky grids grows with frequency as
f 2 and the number of points in the spin-down grid grows linearly with f . Thus, to
keep the number of templates (and therefore the CPU time) approximately constant, the
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Figure 3.3: Four different sky grids in Hammer-Aitoff projection. The top row is for
frequency f = 60 Hz and the bottom row is for f = 310 Hz. The left column shows data
segment j = 1 (from H1) with a spanned time of Tspan,1 = 33.8 h, while the right column
shows data segment j = 15 (from L1) with a spanned time of Tspan,15 = 39.8 h. The grid
points are spaced more closely for a longer spanned time, and for a higher frequency.
.
frequency range covered by each workunit decreases as f−3. Hence for fixed j, M(j, k)
is roughly proportional to k3.
3.4.3 The output of a workunit
The result from completing one workunit on an Einstein@Home host computer is a
ZIP-compressed ASCII text file containing the 13 000 candidate events with the largest
values of the F-statistic found over the parameter-space grid points analyzed by that
workunit. Each line of the output file contains five columns: frequency (Hz), right as-
cension angle (radians), declination angle (radians), spin-down-rate (Hz/s) and 2F (di-
mensionless). The frequency is the frequency at the SSB at the instant of the first data
point in the corresponding data segment.
The number 13 000 was decided in advance, when the workunits were first launched
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on the Einstein@Home project, which was about one year before the post-processing
pipeline was developed. The network bandwidth required to retain more than 13 000
candidates per workunit, and the storage space required to preserve them, would have
exceeded the capacity of the Einstein@Home server and its internet connection. For
frequency-band and data segment combinations with small numbers of workunits, for
example the j = 1 data set from 301.0 to 301.5 Hz, almost all of the 13 000 candidate
events are later used in the post-processing pipeline. However (as can be seen later in
Figure 3.4) for most frequency-bands the post-processing pipeline only needed and used
a fraction of the events that were returned.
Returning the “loudest” 13 000 candidate events effectively corresponds to a floating
threshold on the value of the F-statistic. This avoids large lists of candidate events
being produced in regions of parameter space containing non-Gaussian noise, such as
instrumental artifacts that were not removed a priori from the input data.
3.4.4 Total computation time
The analysis of the entire 1450 Hz band computed 2F values for 63 627 287 767 483
distinct points in the four-dimensional parameter space. The bulk of this processing
was carried out on the Einstein@Home project between December 24, 2005 and June
30, 2006, and used approximately 4 × 1011 CPU-seconds, or 13 000 CPU-years. In
any given week, about 60 000 host machines were active. Thus, a typical host machine
contributed about 40% of its potential CPU cycles to the project.
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3.5 Post-processing
As shown previously in Figure 3.2, after result files are returned to the Einstein@Home
servers by project participants, further post-processing is carried out on those servers and
on dedicated computing clusters. The goal of this post-processing pipeline is to identify
consistent candidate events that appear in many of the 17 different data segments.
Here, a consistent (coincident) set of “candidate events” is called a “candidate”.
Candidate events from different data segments are considered coincident if they cluster
closely together in the four-dimensional parameter space. A clustering method using a
grid of “coincidence cells” will reliably detect strong CW signals, which would produce
candidate events with closely-matched parameters.
The post-processing pipeline operates in 0.5 Hz-wide frequency-bands, and can be
summarized in three steps. In step one, the coincident false alarm probability is fixed. In
step two, the frequency values of candidate events are shifted to the same fiducial time.
In step three, a grid of cells is constructed in the four-dimensional parameter space, and
each candidate event is assigned to a particular cell. In the following the details involved
in each step are described.
3.5.1 Preparation and selection of candidate events
In the first step the individual result files are prepared for the later analysis by un-
compressing them and keeping only a subset of the candidate events: from the (j, k, `)’th
workunit only the E(j, k, `) candidate events with the largest values of 2F are retained.
The number of these candidate events is chosen a priori to obtain a pre-determined
fixed false alarm probability. The false alarms should be approximately uniformly dis-
tributed among the workunits, since each workunit examines a similar number of inde-
pendent grid points in parameter space. The number of candidate events is chosen so that
in a 0.5 Hz-wide frequency-band the probability that one or more coincidence cells after
doing the clustering (in step three) has Cmax = 7 or more coincidences is PF = 0.001.
Thus, in the analysis of 2900 such frequency bands, in random noise one would expect
to find only about three candidates with seven or more coincidences. (As explained later
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in Section 3.5.6.1, this overall probability for the entire search is somewhat increased
because the coincidence cell grids are also shifted by half their width in 16 possible
combinations).
In terms of the notation introduced in the previous section, the number of candidate
events kept from the (j, k, `)’th workunit takes the form
E(j, k, `) = Eseg(k)
M(j, k)
, (3.3)
where Eseg(k) is shown in Figure 3.4. Because the individual workunits are constructed
to use approximately the same amount of CPU time, each workunit examines approxi-
mately the same number of templates in parameter space, so the same number of candi-
date events are retained from all workunits which have the same input data file and data
segment. This implies that the number of candidate events that are kept per data segment
j and per frequency band is independent of the data segment j:
M(j,k)∑
`=1
E(j, k, `) = Eseg(k) . (3.4)
Since the sky grids are fixed in 10 Hz intervals, Eseg(k) takes the same value for all values
of k in the range of 20p+ 1, · · · , 20(p+ 1) where p labels the sky grids by an integer in
the range p ∈ 0, · · · , 144.
It is illustrative to look at a specific case. For example consider the 0.5 Hz band
covering [301.0, 301.5) Hz, this band is labeled by k = 503. As is shown in Figure 3.4,
in this band the post-processing pipeline retains Eseg(k = 503) = 24 960 candidate
events from each of the 17 different 30-hour data segments. The 30-hour data segment
from H1 with the shortest time span (j = 1) has approximately 4.3 × 108 templates
divided among just M(j = 1, k = 503) = 2 workunits, so 12 480 candidate events
are retained from each of these workunits. The 30-hour data segment from L1 with
the longest time span (j = 15) has approximately 1.7 × 109 templates divided among
M(j = 15, k = 503) = 7 workunits, so 3 565 candidate events are retained from each
of these workunits. In the later stage of the post-processing, this ensures that each of the
different data segments contributes equally to the probability of generating false alarms
in the coincidence step.
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Figure 3.4: The circles show the number of candidate events Eseg(k) retained per data
segment and per 0.5 Hz frequency band in the post-processing in each 10 Hz band. The
dashed curve represents the number of candidate events which are returned from vol-
unteering hosts participating in Einstein@Home. The strange location of the point at
290 Hz is explained in Section 3.4.2.1.
3.5.2 Number of cells in the post-processing coincidence grid
It is important to calculate the number of coincidence cells in the coincidence grid.
Together with the desired false alarm probability, this determines the number of candi-
date events to retain in the post-processing pipeline.
The number of coincidence cells Ncell(k) contained in each 0.5 Hz frequency band k


















where ∆f denotes the coincidence cell width in frequency, ∆f˙ denotes the width in
spin-down, and ∆α(δ) and ∆δ(δ) denote the coincidence cell widths in right ascension
and declination (both of which vary with declination δ). The choice of the coincidence
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cell sizes will be explained in detail later when step three will be described.
3.5.3 False alarm rate and the number of candidate events
retained
The number of candidate events that must be retained is determined by the number
of cells in the coincidence grid Ncell(k) and by the desired probability of false alarm
PF for false coincidence of candidate events from Cmax or more data segments in each
0.5 Hz band. To relate these quantities, consider the case of random instrumental noise,
in which the candidate events are distributed uniformly about the coincidence grid. Con-
centrate on a single 0.5 Hz band k, and consider the first of the Nseg = 17 data segments.
A total of Eseg(k) candidate events must be distributed uniformly among Ncell(k) coinci-
dence cells. Each candidate event falls in a random coincidence cell, independent of the
locations of the previous candidate events. The probability that the first candidate event
falls in the first coincidence cell is 1/Ncell(k), and hence the probability that the first
coincidence cell remains empty is 1− 1/Ncell(k). If the remaining Eseg(k)− 1 candidate
events fall independently and at random into the coincidence cells, then this generates








Since the first coincidence cell is equivalent to any other, the probability that the candi-
date events from the first data segment populate any given coincidence cell with one or
more candidate events is thus given by






In random noise, the candidate events produced by each different data segment are inde-
pendent, so that the coincidence cells that are “marked” by one or more candidate events
are also described by a (different) binomial distribution. Without loss of generality, again
consider the first coincidence cell. The probability that it contains candidate events from
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b!(a−b)! is the binomial coefficient. Thus the probability per coincidence








[(k)]n[1− (k)]Nseg−n . (3.9)
The probability PF that there are Cmax or more coincidences in one or more of the Ncell
cells per 0.5 Hz band k is
PF(k) = 1− [1− pF(k)]Ncell . (3.10)
If pF(k) 1 and Ncell pF(k) 1 then the false alarm probability PF is approximately
PF(k) ≈ Ncell pF(k). (3.11)
For the desired PF = 0.1% = 10−3 with Cmax = 7 per 0.5 Hz band k, this equation is
solved numerically to find Eseg(k). The results for Eseg(k) are shown in Figure 3.4.
3.5.4 Choice of false alarm probability and detection thresh-
old
The goal of this work is to make a confident detection, not to set upper limits with
the broadest possible coverage band. This is reflected in the choice of the expected false
alarm probability and the choice of a detection threshold.
The detection threshold of 12 events was chosen because, as described in Section 3.8,
the hardware injections are only “turned on” for 12 of the 17 data segments. The detec-
tion threshold ensures that these simulated signals are properly detected by the post-
processing pipeline.
The choice of false alarm probability (PF = 0.1% = 10−3 per 0.5 Hz band to have
coincidences in Cmax = 7 or more data segments) is a pragmatic choice, which leads to
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Table 3.3: False alarm probabilities PF in four different 0.5 Hz frequency bands labeled
by the integer k. The frequency at the lower boundary of the 0.5 Hz band k is denoted
by fk. The number of coincidence cells in the kth half-Hz frequency band is denoted
by Ncell(k). The probability of finding 7 or more coincidences (C ≥ 7) in randomly-
distributed noise is fixed to be 0.1%. The probability of finding 12 or more coincidences
(the detection threshold, C ≥ 12) in random noise varies over two orders of magnitude,
from about 10−15 to 10−13. The probability of finding 14 or more coincidences (C ≥ 14)
in random noise varies from about 10−18 to 10−21.
fk[Hz] k Ncell(k) PF(C ≥ 7) PF(C ≥ 12) PF(C ≥ 14)
50.0 1 734 500 10−3 1.5× 10−13 3.0× 10−18
290.0 481 35 198 800 10−3 8.7× 10−15 5.7× 10−20
301.0 503 2 161 284 10−3 6.7× 10−14 9.9× 10−19
1499.5 2900 233 345 981 10−3 2.2× 10−15 8.4× 10−21
an extremely small false alarm rate at the detection threshold. For actual data, the prob-
ability of finding 7 or more coincidences in a given 0.5 Hz band can be somewhat larger
than the target value of 0.1% because the candidate events are not uniformly distributed
over the grid of coincidence cells and because (as described in Section 3.5.6.1) 16 sets
of coincidence cells are used for each 0.5 Hz band.
In random noise, the probability of reaching the detection threshold of 12 coinci-
dences depends on the number of cells in the coincidence grid, which is a function of
frequency. Some representative numbers are given in Table 3.3; they vary from about
10−15 to 10−13 depending upon the 0.5 Hz band. The false alarm probabilities decrease
very rapidly with increasing coincidence number. For example the probability of finding
14 or more coincidences in random noise varies from about 10−18 to 10−21.
Once might ask why choosing to specify a uniform false alarm probability, across
all frequencies, of 0.1% for Cmax = 7, rather than directly specify a much lower false
alarm probability at the detection threshold C = 12. This was because we wanted the
most significant coincident events due to noise alone to have C values a few less than our
detection threshold, and we wanted these candidates to be uniformly distributed over
frequency bands. Any detected signals could then be compared against fairly uniform
fields of noise candidates in adjacent frequency bands. If a uniform false alarm probabil-
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ity had been specified at the C = 12 level, then the expected noise candidates with C ∼ 7
would not have been uniformly distributed over frequency, due to the differing numbers
of coincidence cells in each frequency band.
The choice of detection threshold and false alarm probability sacrifice a small amount
of sensitivity compared with a higher values, but ensures that high numbers of coinci-
dences are extremely improbable in random noise. A strong signal (say a factor of 1.5
above the upper curve in Figure 3.9 on Page 65) would be expected to produce 15 or
more coincidences in this detection pipeline. With the thresholds that we have adopted,
this would stand out very strongly: the probability of having even one such an event
appear in coincidence in random noise is about 10−22 per 0.5 Hz band.
3.5.5 Shifting candidate-event frequencies to a fixed fiducial
time
In the second step of the post-processing, the frequency value of each retained can-
didate event is shifted to the same fiducial time: the GPS start time of the earliest (j = 4)
data segment, tfiducial = t4 = 793 555 944 s. This shifting is needed because a CW source
with non-zero spin-down would produce candidate events with different apparent fre-
quency values in each data segment. This step would shift these candidate events back
to the same frequency value:
f(tfiducial) = f(tj) + [tfiducial − tj] f˙ , (3.12)
where f˙ and f(tj) are the spin-down-rate and frequency of a candidate event reported
by the search code in the result file, and tj is the time-stamp of the first datum in the
data segment. At the end of the second step, all candidate events for the 0.5 Hz band are
merged into one file.
These candidate events are collected from a frequency interval that is slightly wider
than 0.5 Hz. To see why this is necessary, consider a potential source whose frequency in
the first data segment (j = 4) is at the lower (or upper) boundary of the 0.5 Hz interval.
If the source has the minimum (or maximum) allowed value of f˙ , then in the later data
segments it moves into, or is recorded in, the previous (or next) 0.5 Hz band. This effect
is most apparent for the last j = 11 data segment, as illustrated in Figure 3.5. So in
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Figure 3.5: Additional “wings” at the boundaries of each 0.5 Hz frequency band must
be included in the coincidence analysis stage of the post-processing. This is because
spin-down can carry a source below this half-Hz band, and spin-up can carry it above the
band. To illustrate this, the frequency band k = 498 (covering [299, 299.5) Hz) is (partly)
shown by the dark-gray shaded area. The dashed sloped lines show the boundaries of
the small additional regions (light gray) in frequency space whose candidate events must
also be considered in the post-processing. Because the allowed spin-up range is ten
times smaller than the allowed spin-down range, the upper boundary has a slope ten
times smaller than the lower boundary.
collecting the candidate events for analysis of a given 0.5 Hz band, the frequency range
is enlarged slightly for events coming from later and later data segments, as shown in
Figure 3.5.
3.5.6 Search for coincident candidate events
The third step and final stage of the post-processing is to search for parameter-space
coincidence among the candidate events. If a CW source is present that is strong enough
to be confidently detected, then it would produce large F-statistic values (i.e. candidate
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events) in many or all of the 17 data segments. In addition, the values of the frequency at
the fiducial time f(tfiducial), sky position (given by right ascension α and declination δ),
and spin-down f˙ for these candidate events would agree among all data segments (within
some coincidence “window” or “cell”).
3.5.6.1 Coincidence search algorithm
To find coincidences, a grid of cells is constructed in four-dimensional parameter space,
as described previously. This analysis uses rectangular cells in the coordinates (f , f˙ ,
α cos δ, δ). The dimensions of the cells are adapted to the parameter space search. Each
candidate event is assigned to a particular cell. In cases where two or more candidate
events from the same data segment j fall into the same cell, only the candidate event
having the largest value of 2F is retained in the cell. Then the number of candidate
events per cell coming from distinct data segments is counted, to identify cells with
more coincidences than would be expected by random chance.
The search for coincident cells containing large numbers of candidate events is done
with an efficient code that uses linked-list data structures, N logN sort algorithms, and
logN bisection search algorithms. To ensure that candidate events located on opposite
sides of a cell border are not missed, the entire cell coincidence grid is shifted by half a
cell width in all possible 24 = 16 combinations of the four parameter-space dimensions.
Hence 16 different coincidence cell grids are used in the analysis.
The cells in the coincidence grid are constructed to be as small as possible to reduce
the probability of coincidences due to false alarms. However, since each of the 17 dif-
ferent data segments uses a different parameter space grid, the coincidence cells must
be chosen to be large enough that the candidate events from a CW source (which would
appear at slightly different points in parameter space in each of the 17 data segments)
would still lie in the same coincidence cell.
3.5.6.2 Frequency and spin-down coincidence windows
In frequency, the spacing of the parameter-space grid is largest for the data segment with
the smallest value of Tspan,j , which is the first data segment j = 1. At first, this would
appear to be the correct size ∆f for the coincidence cell in the frequency direction.
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However since the frequency of a candidate event must be shifted to a fixed fiducial
time according to its spin-down value, and since that spin-down value can not be more
accurate than the f˙ spacing, the size of the coincidence cell must be somewhat larger to
accommodate the effects of this discretization error in f˙ . The coincidence window in




dfj + ∆t df˙j
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, (3.13)
where the maximization over j selects the data segment with the smallest Tspan,j (which





tj| = t11 − t4 = 1 997 256 s (3.14)
is the total time span between the latest and earliest data segments. For safety, e.g.
against noise fluctuations that could shift a candidate peak, ∆f has been increased by
a further 40% below 300 Hz, so that the width of the coincidence cell in frequency is
∆f = 0.77× 10−3 Hz, and by 30% above 300 Hz, so that ∆f = 1.08× 10−3 Hz.
For the spin-down parameter, the size of the coincidence cell is given by the largest
df˙j spacing in the parameter space grid, which is also determined by the smallest value
of T span,j . For safety this is also increased by 40% below 300 Hz giving ∆f˙ = 3.7 ×
10−10 Hz s−1, and by 30% above 300 Hz giving ∆f˙ = 5.18× 10−10 Hz s−1.
3.5.6.3 Coincidence windows in apparent sky position
Determining the optimal size for the coincidence cells in the sky coordinate directions
is more difficult. Each of the 17 different data segments uses a different sky grid, as
illustrated in Figure 3.3. Ideally the size of the coincidence cells in these sky directions
must be just large enough to enclose one parameter space grid point from each of the
17 different sky grids. A practical solution to determine the coincidence cells, which
is close to optimal, makes use of an observation concerning the parameter-space metric
that first appears in [162].
To understand the properties of the parameter-space metric, first consider the rela-
tive orders-of-magnitude of the different frequency modulation effects. The fractional
Doppler shift due to the Earth’s annual orbital motion about the Sun has magnitude
|vorbital|/c = 10−4 and the fractional Doppler shift due to the detector’s daily motion
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about the Earth rotation axis has magnitude |vrotational|/c = 10−6. For the Tspan ≈ 40 h
period of a single coherent integration, one can approximate the motion of the Earth’s
center of mass as motion with constant acceleration (along a parabolic trajectory) rather
than as circular motion. The neglected term in the fractional Doppler shift has magni-
tude |v¨orbital|T 2span/2c ≈ |vorbital||ω|2T 2span/2c ≈ 4 × 10−8, where |ω| = 2pi/year is the
magnitude of the Earth’s orbital angular velocity about the sun. This term is a factor of
25 smaller than |vrotational|/c and hence can be neglected. With this approximation, the
orbital motion of the Earth is simply responsible for an apparent shift in the frequency
f and spin-down rate f˙ of a source: the effects of the Earth’s center of mass motion
are degenerate with a shift in frequency and spin-down. So the Earth’s orbital motion
causes a signal only to shift to a different template in f and f˙ ; the Earth’s rotation has a
period of one sidereal day and can not be modeled by a shift in f or f˙ . Note that terms
are neglected only in determining where to place search grid points in parameter space
(because the neglected terms have an insignificant effect on where the grid points are
placed). The actual filtering of the data uses “exact” barycentering routines (total timing
errors below 3µs).
The search grid in parameter space is a Cartesian product of a frequency grid, a
spin-down grid, and a two-dimensional sky grid. Since the search maximizes the detec-
tion statistic over frequency and spin-down, the metric used to place grid points on the
sky [183] may be obtained by minimizing the four-dimensional metric over frequency
and spin-down and projecting it into the sky directions. As shown in the previous para-
graph, this two-dimensional projected sky metric is well-approximated by assuming that
the Earth is spinning about its axis but has its center of mass at rest. If the coherent
integration period is an integer number of days, then by symmetry the two-dimensional
metric on the sky is invariant under rotation about Earth’s axis (∂α is a Killing vector).
This is still an approximate symmetry for the search described here, since the coherent
integration period and Tspan are longer than the rotation period (one day).
One can easily find coordinates in which this approximate sky metric (the four-
dimensional metric, minimized over frequency and spin-down and projected onto the
sky directions) is proportional to diag(1, 1). These new sky-coordinates are obtained by
perpendicular projection of a point on the two-sphere (celestial sphere) vertically down
into the unit radius disk that lies in the equatorial plane. If nˆ denotes a unit vector
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pointing from the SSB to the source the new coordinates are the components of nˆ in
the equatorial plane: nx = cos δ cosα, ny = cos δ sinα. Points which are equally
spaced in these coordinates correspond to equal spacing in Doppler shift, since source
Doppler shift due to the Earth’s rotation is just proportional to the component of the
source direction vector in the equatorial plane. It then follows from rotational invariance
that (with these approximations) the projected sky metric in these coordinates is propor-
tional to diag(1, 1) [185]. The effect may be immediately seen in Figure 3.6: the grid
of “equally-spaced” points forms a (roughly) uniform square grid on the unit radius disk
in the equatorial plane. Computing the Jacobian of the coordinate transformation shows
that in the original coordinates (α, δ) the coordinate-space density of grid points should
be proportional to | cos δ sin δ| = | sin(2δ)|.
This simple behavior of the projected sky metric guides the construction of the
coincidence-windows in the sky directions. Define polar coordinates (r, α) on the unit
radius disk in the equatorial plane by r = cos δ. The coordinate boundaries of uniformly
distributed coincidence cells containing a single parameter-grid point are then given by
r dα = dr = const. When written in terms of the original coordinates this becomes
cos(δ) dα = | sin(δ)| dδ = const. (3.15)
This is not directly useful, because it is singular as δ → 0, but suggests a coincidence
window size which varies with declination according to the model
∆α(δ) = ∆α(0)/ cos(δ) (3.16)
∆δ(δ) =
{
∆δ(0) if |δ| < δc,
∆α(0)/| sin(|δ| − κ∆α(0))| if |δ| ≥ δc.
To ensure continuity at δ = δc, the transition point δc is defined by the condition
∆α(0)/| sin(|δc|−κ∆α(0))| = ∆δ(0). κ is a tuning parameter of order unity, described
below. An example of this coincidence window model is shown in Figure 3.7.
For each of the 145 different 10 Hz bands, the window size is determined by the three
constants ∆α(0), ∆δ(0) and κ. For each sky grid p these values are directly determined
from the sky grids used in the search as follows. For each 10 Hz frequency band the
maximum distances between adjacent declination points to either side are calculated
for each of the 17 sky grids as a function of declination δ. In this way, 17 different
overlaying curves ∆j(δ) (one per data segment) are obtained. These are indicated by the
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Figure 3.6: Example sky grid and its projection onto the equatorial plane. This sky grid
corresponds to the data segment j = 7 used in the frequency range from 60 to 70 Hz.
The top plot shows a Hammer-Aitoff projection of the sky grid. The middle plots show
the projection of the sky-grid points in the northern hemisphere (left column) and in the
southern hemisphere (right column) onto the equatorial plane. The bottom plots show
histograms of cos(δ) and the dashed line represents a linear fit to the distribution showing
its uniformity.
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circles in Figure 3.7 for a representative 510-520 Hz frequency band as illustration. Then
the parameter ∆δ(0) is obtained by considering the maximum separation to either side
between all neighboring declination grid points and between the 17 different sky grids,
increased by a 10% safety factor as
∆δ(0) = 1.1 max
j,δ
{∆j(δ)} . (3.17)
The largest separations near the poles (1.4 < |δ| ≤ pi/2) are then found and increased
by a safety factor of 20% to determine the parameter ∆α(0) via
∆α(0) = 1.2 max
j,δ
{∆j(|δ| > 1.4)} . (3.18)
Finally, the parameter κwas chosen by visually examining diagrams similar to Figure 3.7
for all 145 of the 10 Hz bands. A κ value of 1.5 was found to be sufficient in most cases,
while some bands required somewhat higher or lower values. For each triple of sky-
coincidence parameters, tests were then performed to check that each sky-cell contained
at least one sky-point from each data segment. In Figure 3.7 the complete declination
coincidence window model given by Equation (3.16) is represented by the solid black
curve.
The three parameters for all sky grids as a function of frequency are shown in Fig-
ure 3.8. As stated above, the sky grids are constant for 10 Hz-wide steps in frequency,
and so these parameters vary with the same step-size.
3.5.7 Output of the coincidence search
The output of the post-processing pipeline is a list of the most coincident candidates.
In each frequency band of coincidence-window width ∆f , the coincidence cell con-
taining the largest number of candidate events is found. Thus for each frequency band
the pipeline finds the most coincident candidate maximized over the sky and over the
spin-down parameter-range. The pipeline outputs the average frequency of the coinci-
dence cell, the average sky position and spin-down of the candidate events, the number
of candidate events in the coincidence cell, and the significance of the candidate.
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Figure 3.7: The sky coincidence-window model for the frequency band from 510 −
520 Hz. The horizontal axis shows the declination δ in radians. On the vertical axis, the
circles labeled ∆j(δ) correspond to the maximum distance in radians to neighboring δ-
points on either side. The solid curve shows the declination coincidence-window model
∆δ(δ) with the parameters ∆δ(0) = 0.2489, ∆α(0) = 0.0433, and κ = 1.5 used in this
frequency band. It lies just above the largest declination separations shown. The stars
denote the borders of the declination coincidence cell-grid and the diamonds represent
the borders of the shifted declination coincidence cell-grid.
Figure 3.8: The parameters ∆α(0), ∆δ(0) and κ of the sky coincidence-window model
as a function of the 10 Hz frequency band.
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The “significance” of a candidate was first introduced in [124]. A candidate, consist-
ing of the candidate events 1, . . . , Q, has significance
S(1, . . . , Q) =
Q∑
q=1
(Fq − ln(1 + Fq)) , (3.19)
where Q ≤ 17 is the number of candidate events in the same coincidence cell. To
understand the meaning of the significance, consider the case of pure Gaussian noise
with no signal present. In this case the values of 2F have a central χ2 distribution with





The false alarm probability P0 that 2F exceeds a certain threshold 2F0 when there is no
signal present has the form
P0(2F0) = (1 + F0) e−F0 . (3.21)








P0(2Fq) = 1− e−S , (3.23)
where S = ∑Qq=1− lnP0(2Fq) is exactly the significance defined in Equation (3.19).
Thus ranking candidates by S is equivalent to ranking them by false alarm probability:
candidates with large positive significance would not be expected to occur in Gaussian
random noise. As will be described later in Section 3.9 the significance is used to rank
equally coincident candidates within the same narrow frequency-band. In such cases the
candidate with the largest significance is considered.
The post-processing pipeline has been validated by internal testing, and review within
the LIGO Scientific Collaboration, as well as using simulated CW signals created via so-
called “software injections”. In addition, Section 3.8 presents realistic end-to-end testing
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of the analysis pipeline using “hardware injections”, where simulated isolated-pulsar sig-
nals are physically added into the interferometer control systems to produce instrumental
signals that are indistinguishable from those that would be produced by physical sources
of gravitational waves.
3.6 Estimated sensitivity
The sensitivity of the search is estimated using Monte-Carlo methods for a popula-
tion of simulated sources. The goal is to find the strain amplitude h0 at which 10%, 50%,
or 90% of sources uniformly populated over the sky and in their “nuisance parameters”
(described below) would be detected. As previously discussed, the false alarm proba-
bility (of getting 7 or more coincidences in a 0.5 Hz frequency-band) is of order 10−3.
In this analysis, “detectable” means “produces coincident events in 12 or more distinct
data segments”. The false alarm probability for obtaining 12 or more coincidences in a
0.5 Hz band is of order 10−14, making it extremely unlikely for candidate events from
random noise to show up consistently in 12 or more segments of data. This is therefore
an estimate of the signal strength required for high-confidence detection. The pipeline
developed for this purpose operates in 0.5 Hz frequency bands and consists of testing a
large number of distinct simulated sources (trials) to see if they are detectable. A “trial”
denotes a single simulated source which is probed for detection.
3.6.1 Iteration method
For every trial, source parameters are randomly chosen independent of the previous
trial, except for the intrinsic amplitude h0. For the first trial h0 is set to a starting value
30
√
Sh/30 h. The rule for varying h0 depends upon the last Nlast trials, where N10%last =
100, N50%last = 20, and N
90%
last = 100. In the past Nlast trials, if more than 10%, 50%,
or 90% of simulated sources have been detected then h0 is decreased by 0.25 h0/ntrial
for the following trial, where ntrial is an integer in the range 0 ≤ ntrial ≤ 1000 that is
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incremented with each additional trial. On the other hand, if less than 10%, 50%, 90%
of simulated sources have been detected then h0 is increased by 0.25 h0/ntrial for the
next trial. This process is followed until h0 has converged to a stationary range after
1000 trials. Then the median of h0 is found using the h0-values starting from that trial,
where the desired detection level has been reached the first time during the Nlast trials.
The following describes the pipeline for a single trial.
3.6.2 Population of simulated sources
For each trial, a random source frequency is chosen from a uniform distribution
in a given 0.5 Hz frequency band and a frequency-derivative is drawn from a uniform
distribution in the range covered by the Einstein@Home search. A sky position is chosen
from a uniform distribution on the celestial sphere, and random values are chosen for the
pulsar “nuisance parameters”. These are the inclination parameter cos(ι), initial phase
φ0, and polarization angle ψ as defined in [55], and are all drawn from the appropriate
uniform distributions.
3.6.3 Determination of 2F values for a single simulated source
The noise floors of the different SFTs are estimated at the source’s frequency inter-
vals using a running median with a window of ±25 frequency bins. Figure 3.1 showed
the average of these for the data segments used from each instrument.
Then for each set of parameters the detection statistic 2F is estimated using a semi-
analytic method. From the estimated noise floor at the simulated source’s frequency and
given the other source parameters, the expectation value of the F-statistic is calculated
analytically as given in [55]. A random number is then drawn from a non-central χ2
distribution with four degrees of freedom and with the corresponding mean value.
These random numbers, drawn from the appropriate distribution of 2F values, would
be sufficient to determine the sensitivity of the search, if the template grid in parameter
space were very closely spaced, so that the template bank always contained at least
one waveform that was a very close match to the putative signal. However the grid in
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parameter space used in this search is quite “coarse”, corresponding to a mismatch of
20% below 290 Hz and 50% above 300 Hz, so that the 2F value that would be returned by
the search might be significantly lower than the value drawn from the distribution above.
To account for this effect, the sensitivity prediction considers the mismatch between the
parameters of the simulated signals (determined by a random number generator) and
the template grid points of the search (fixed as described earlier). For each simulated
source, the search grid point that is nearest in the sense of the metric is located. Then,
using the parameter-space metric, the mismatch between the simulated signal and the
closest search template is computed. This gives the fractional amount by which the 2F
value is reduced.
From this ensemble of 2F values, one can determine the number of coincidences
that would be produced by each simulated source. As previously described, the post-
processing sets an effective lower threshold on the F-statistic of the retained candidate
events. For each simulated source, these thresholds are determined by examining the
exact workunits that would have contained the corresponding signal. Then the number
of data segments for which the estimated 2F values are above threshold is counted. If
the 2F values are above threshold in 12 or more of the 17 data segments, the simulated
source is labeled as “detected”, else it is labeled as “undetected”.
3.6.4 Search sensitivity and estimated errors
Shown in Figure 3.9 are the resulting search sensitivity curves as functions of fre-
quency. Each data point on the plot denotes the results of 1000 independent trials. These
show the values of h0 as defined in [55] such that 10%, 50%, and 90% of simulated
sources produce 12 or more coincidences in the post-processing pipeline. The dominant
sources of error in this sensitivity curve are uncertainties in the magnitudes of the LIGO
detector response functions (calibration errors). Details of these frequency-dependent
uncertainties may be found in reference [179]. The uncertainties are typically of order
5% (L1) and 8%(H1) in the frequency band from 50 − 1500 Hz, and are always less
than 10%. Systematic errors, which arise because of the finite number of Monte-Carlo
trials and similar effects, are less than±2%. These can be added in quadrature to the un-
certainties given in [179] to obtain frequency-dependent error bounds in the sensitivity
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Figure 3.9: Estimated sensitivity of the Einstein@Home search for isolated CW sources
in the LIGO S4 data set. The set of three curves shows the source strain amplitudes
h0 at which 10% (bottom), 50% (middle) and 90% (top) of simulated sources would be
confidently detected by the Einstein@Home pipeline (appearing in coincidence in 12 or
more of the 17 data segments). The centers of the circles labeled P0 to P9 give the strain
amplitudes of the S4 hardware injections as listed in Table 3.5. Based on this curve, one
would expect that the simulated signals P3, P4 and P8 could be confidently detected, and
that P0, P1 and P5 would not be detected.
curve. The resulting error in this sensitivity plot is below 10% at all frequencies.
The behavior of the curves shown in Figure 3.9 essentially reflect the instrument
noise given in Figure 3.1. One may fit the curves obtained in Figure 3.9 to the strain noise
power spectral density Sh(f) and then describe the three sensitivity curves in Figure 3.9
by





where the pre-factors RD for different detection probabilities levelsD = 90%, 50%, and
10% are well fit below 300 Hz by R90% = 31.8, R50% = 20.1, and R10% = 12.6, above
300 Hz by R90% = 33.2, R50% = 21.0, and R10% = 12.9.
Some other published CW searches were done at 95% detection confidence. For
comparison in the next section, the sensitivity of this search at that confidence isR95% =
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36.2 below 300 Hz and R95% = 37.9 above 300 Hz. The iteration method previously
described used N95%last = 200.
3.6.5 Comparison with other search and upper-limit methods
The methods used here would be expected to yield very high confidence if a strong
signal were present. It is interesting to compare the sensitivity of this detection method
with the sensitivity of CW upper limits such as that of reference [124]. The sensitivity
of the high-confidence detection method used here is well-described by Equation 3.24.
The same equation describes the results of the S2 F-statistic loudest-event upper limit
analysis [124], but in that work the 95% detection confidence curve has a pre-factor
R95% = 29.5. It is useful to understand the source of this apparent difference in sensitiv-
ity (a factor of 37.9/29.5 = 1.28). There are three main contributors to this difference.
The most significant difference between the two analyses is the spacing of the search
grid templates. In this search, the templates are significantly farther apart (worst-case
50% loss of signal-to-noise ratio, or expected 2F) than in [124], where the worst-case
mismatch was negligible. This effect of employing different mismatches has been stud-
ied by running the sensitivity estimation pipeline using simulated sources only at the
template grid points, and reduces R95% in Equation (3.24) by a factor of 1.17.
Another difference between the two analyses is the detection criteria. In this work,
detection requires a signal to produce 12 or more coincidences between the 17 different
data segments. This corresponds to a false alarm probability (in Gaussian noise) of order
10−14 per 0.5 Hz frequency-band. This is different from [124], where simulated signals
are compared against the loudest candidate found (largest 2F). An equivalent detection
criterion for this work would be to compare the simulated signals against the loudest
candidates (per 0.5 Hz band). These typically had 7 or 8 coincidences, corresponding
to a Gaussian noise false alarm probability of order 10−3 and 10−5, respectively. To
estimate the effect on the sensitivity, the sensitivity estimation pipeline was rerun, but
now requiring the signal to exceed the 2F-thresholds in only 7 of the 17 data segments.
This reduced R95% in Equation (3.24) by an additional factor of 1.14.
The least important difference between the two analyses is the effective threshold
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on the F-statistic. As explained in Sections 3.5.1 and 3.5.3, only a subset of candidate
events with the largest values of 2F are retained in the post-processing, fixing the false
alarm probability. The smallest 2F-value on this list is typically around 28 or slightly
higher. In [124] a fixed threshold of 2F = 20 has been used. Then, events with a
combined significance below S = 64.4 [see Equation (3.19)] were also dropped. While
it is difficult to compare these two criteria, they seem to be fairly close.
Taken together, the differences in grid spacing and detection thresholds are respon-
sible for, and explain, the sensitivity difference in the two analyses (a factor of 1.17 ×
1.14 = 1.33 ≈ 1.28).
3.7 Vetoing of instrumental line artifacts
When the instrument data was prepared and cleaned, narrow-band instrumental line
features of known origin were removed, as previously described in Section 3.3. How-
ever, the data also contained stationary instrumental line features that were not under-
stood, or were poorly understood. These features were not removed from the input data
for the search. As a consequence, the output from the post-processing pipeline contains
instrumental artifacts that in some respects mimic CW signals. But these artifacts tend
to cluster in certain regions of parameter space, and in many cases they can be automat-
ically identified and vetoed. In previous incoherent searches for CW sources in LIGO
data [158] the S-veto method has been employed, which excludes the regions of pa-
rameter space where there is little or no frequency modulation from the Earth’s motion,
leading to a relatively stationary detected frequency. This cannot directly be applied to a
coherent matched-filtering search using the F-statistic. Thus the method used here will
be similar, but arises from a conceptually different approach that is appropriate for an
F-statistic search.
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3.7.1 Parameter space locations of instrumental lines
For a coherent observation of 30 h the parameter-space regions where instrumental
lines tend to appear in certain regions of parameter space. Chapter 5 shows that these re-
gions are determined by global-correlation hypersurfaces of the F-statistic in parameter
space. The locations of such instrumental-line candidate events are found in Section 5.6
to be described by
f˙ +
(ω × vav) · nˆ
c
f(tfiducial) = 0 , (3.25)
where c denotes the speed of light, nˆ is a unit vector pointing to the source’s sky-
location in the SSB frame and relates to the equatorial coordinates α and δ by nˆ =
(cos δ cosα, cos δ sinα, sin δ), ω is the angular velocity vector of the Earth as it or-
bits around the Sun (|ω| ≈ 2pi/year) and vav is the average velocity of the Earth
(|vav| ≈ 9.9×10−5 c). This equation can also be understood on simple physical grounds.
The l.h.s. of Equation (3.25) is the rate of change of detector output frequency, for a
source whose SSB frequency and spin-down are f and f˙ . An instrumental line, which
has fixed detector frequency, mimics such a source when the l.h.s. vanishes.
The potential CW sources whose locations in parameter space are consistent with
Equation (3.25) will not produce a modulation pattern that would distinguish them from
an instrumental line. As the resolution in parameter space is finite, the post-processing
analysis eliminates (vetoes) candidates that satisfy the condition∣∣∣∣ f˙ + (ω × vav) · nˆc f(tfiducial)
∣∣∣∣ <  , (3.26)
where the parameter  > 0 accounts for a certain tolerance needed due to the parameter-





where ∆f denotes width in frequency (corresponding to the coincidence-cell width in
the post-processing) up to which candidate events can be resolved during the character-
istic length of time ∆T , and Ncell represents the size of the vetoed or rejected region,
measured in coincidence cells . In this analysis ∆T = 2 122 735 s (≈ 24 days) is the





tj| = tend11 − t4 . (3.28)
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For potential sources that satisfy (3.26), the modulation due to the Earth’s motion does
not make the signal appear in more than Ncell coincidence cells during ∆T .
3.7.2 Fraction of parameter space excluded by the veto
One can visualize and calculate the volume of the region in four-dimensional param-
eter space that is excluded by this veto. For a given source sky position, Equation (3.26)
is linear in f and f˙ . Thus, for fixed sky position nˆ, the veto condition (3.26) defines
two parallel lines in the (f, f˙)-plane. Candidate events that lie in the region between
the lines are discarded (vetoed). Candidates that lie outside this region are retained (not
vetoed). The locations of these two lines in the (f, f˙) plane depend upon the sky posi-
tion. The fractional volume excluded by the veto depends upon whether or not (as the
source position varies over the sky) the excluded region between the lines lies inside
or outside of the boundaries of the search, or intersects it. In this work, for the search
region −f/τ < f˙ < 0.1 f/τ described in the Abstract, the excluded region lies entirely
within the parameter space above 300 Hz, but crosses the boundaries below 300 Hz. This
is because a wider range of spin-down ages is searched below 300 Hz.
The fractional volume of the region in parameter space excluded by the veto method
may be easily calculated. Since the time ∆T is small compared to one year, one may
use the following approximation
(ω × v av) · nˆ ≈ |ω||v av| cos θ , (3.29)
where θ ∈ [0, pi] is the angle between the SSB-to-Earth vector and the source sky position
nˆ. The veto condition (3.26) may then be rewritten as
|f˙ + γf cos θ| <  , (3.30)
where γ is defined as γ = |ω||v av|/c. For fixed values of f and f˙ the situation is
depicted in Table 3.4. Depending upon the values of (± − f˙)/γf , a part of the sky
might be excluded by the veto. As shown in the Table, there are six possible cases,
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For example in the case (labeled case 4 in Table 3.4) where both cos θ− and cos θ+
lie in the range [−1, 1] then the excluded region of the sky is an annulus defined by







dθ sin θ (3.33)
= 2pi(cos θ− − cos θ+) . (3.34)
The fraction of sky excluded in this case is then
Ω excluded
4pi











In the other cases listed in Table 3.4 the excluded region of the sky might be a cap about








Table 3.4: For given values of frequency f and spin-down f˙ , this shows the fractional volume of the sky excluded by the
veto (3.26). There are six possible cases, depending upon the values of cos θ− and cos θ+. (There are six rather than nine
cases because cos θ+ is never greater than cos θ−.) For the ranges of f and f˙ considered in this work, case 4 applies above
300 Hz. Between 50 Hz and 300 Hz, because of the wider range of f˙ considered, the three cases 4, 5 and 6 are found. Values
of cos θ outside the range [−1, 1] correspond to imaginary (unphysical) values of θ. In such cases the upper and/or lower
limits of integration are replaced by θ = pi or θ = 0 respectively, as can be seen from the final column of this table.
Range of Range of Excluded sky fraction




1 (−∞,−1) (−∞,−1) 0
2 (−∞,−1) [−1, 1] (cos θ− + 1)/2 = (1 + −f˙γf )/2
3 (−∞,−1) (1,∞) 1
4 [−1, 1] [−1, 1] (cos θ− − cos θ+)/2 = /γf
5 [−1, 1] (1,∞) (1− cos θ+)/2 = (1 + +f˙γf )/2
6 (1,∞) (1,∞) 0
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In this search, the fraction of the sky excluded for frequencies f ∈ [300, 1500) Hz has
been fixed at the constant fraction Ωexcluded/4pi = 30%. This is equivalent to choosing 





In this search, the fraction of the sky excluded for frequencies f ∈ [50, 300) Hz has
been chosen to depend upon the value of f˙ . The instruments allow (e.g. compare with
Figure 3.19) the use of a frequency-independent value  = 5.4 × 10−10 Hz/s which
corresponds to N cell = 1.5. Within the region of parameter space which is searched
(−f/τ < f˙ < 0.1 f/τ for τ = 1000 years) cases 4, 5, or 6 from Table 3.4 occur
depending of the spin-down value f˙ . If
f˙ > − |ω||v av|f
c
, (3.39)































f˙ < −− |ω||v av|f
c
, (3.43)
then case 6 applies and none of the sky is excluded by the veto: Ωexcluded = 0. Below
300 Hz, one can compute a uniform average of the excluded sky fraction over the spin-
down range considered in this analysis. As shown in Figure 3.10 this gives an excluded
sky fraction of 36% at 50 Hz and 6% just below 300 Hz.
The resulting fraction of sky excluded by the veto (uniformly averaged over spin-
down) as a function of frequency is shown in Figure 3.10. In this search, the fraction of
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Figure 3.10: The average fraction of sky excluded by the veto method as a function of
frequency, uniformly averaged over the searched spin-down range.
the sky excluded for frequencies f ∈ [300, 1500) Hz has been fixed at the constant frac-
tion 30%. In this search, the fraction of the sky excluded for frequencies f ∈ [50, 300) Hz
has been chosen to depend upon the values of f and f˙ , where the uniform average of
the excluded sky fraction over the spin-down range considered in this analysis is 36% at
50 Hz and 6% just below 300 Hz. In Section 3.9, Figure 3.19 will present a conclusion
diagram illustrating which of the candidates have been vetoed in this search.
3.8 Hardware-injected signals
A good way to test and validate search algorithms and code is to add simulated
signals into the detector’s data stream. This can either be done while the experiment is in
progress (real-time injections) or after the data has been collected (software injections).
If it is done while the experiment is in progress, the simulated signals can either be added
into the hardware (into feedback and error-point control signals) or after data acquisition.
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At the time that the S4 run was carried out, ten simulated CW signals were injected
at the hardware level: using magnetic coil actuators, the interferometer mirrors were
physically made to move as if a gravitational wave was present.
3.8.1 Parameters of hardware injections
Table 3.5 shows the parameters of the hardware injections that were carried out at the
LIGO detectors during the S4 run, mimicking gravitational-wave signals from ten differ-
ent isolated pulsars with different frequencies, sky locations, and frequency derivatives.
The ten artificial pulsars are denoted Pulsar0 to Pulsar9. At the time of the injections,
lack of complete knowledge of the instrument’s response function (calibration) meant
that the actual hardware injections did not actually have the intended strain amplitudes
as given in the Table. The effective strain amplitudes may be computed from correction
factors provided in reference [158]. These factors are 1.12 for all simulated pulsars in
the H1 detector. In the L1 detector, the correction factor is 1.11 for all simulated pulsars,







Table 3.5: Parameters for hardware-injected CW signals during the S4 run, labeled Pulsar0 to Pulsar9. The parameters are
defined at the GPS reference time tref = 793130413 s in the Solar System Barycenter. These are the frequency f(tref), the
spin-down f˙ , the sky position right ascension α and declination δ, the polarization angle ψ, the initial phase Φ0, the incli-
nation parameter cos ι, and the dimensionless strain amplitude h0. Because the calibration was only accurately determined
after S4 was finished, the H1 strain amplitudes should be multiplied by the correction factor 1.12. The L1 amplitudes should
be multiplied by 1.15 for Pulsar1, 1.18 for Pulsar9, and 1.11 for the others.
Name f(tref) [Hz] f˙ [Hz s−1] α [rad] δ [rad] ψ [rad] Φ0 [rad] cos ι [rad] h0
Pulsar0 265.57693318 −4.15× 10−12 1.248817 −0.981180 0.770087 2.66 0.794905 4.93× 10−25
Pulsar1 849.07086108 −3.00× 10−10 0.652646 −0.514042 0.356036 1.28 0.463799 4.24× 10−24
Pulsar2 575.16356732 −1.37× 10−13 3.756929 0.060109 −0.221788 4.03 −0.928575 8.04× 10−24
Pulsar3 108.85715940 −1.46× 10−17 3.113189 −0.583579 0.444280 5.53 −0.080666 3.26× 10−23
Pulsar4 1402.11049084 −2.54× 10−08 4.886707 −0.217584 −0.647939 4.83 0.277321 4.56× 10−22
Pulsar5 52.80832436 −4.03× 10−18 5.281831 −1.463269 −0.363953 2.23 0.462937 9.70× 10−24
Pulsar6 148.44006451 −6.73× 10−09 6.261385 −1.141840 0.470985 0.97 −0.153727 2.77× 10−24
Pulsar7 1220.93315655 −1.12× 10−09 3.899513 −0.356931 0.512323 5.25 0.756814 1.32× 10−23
Pulsar8 193.94977254 −8.65× 10−09 6.132905 −0.583263 0.170471 5.89 0.073904 3.18× 10−23
Pulsar9 763.8473216499 −1.45× 10−17 3.471208 1.321033 −0.008560 1.01 −0.619187 8.13× 10−24
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3.8.2 Duty cycle of hardware injections
During S4 the hardware injections were not active all of the time. Table 3.6 shows
the fractional overlap between the times when the hardware injections were active and
the times of the S4 Einstein@home data segments. As can be seen from the table, the
hardware injections were only turned on during 12 of the data segments analyzed in this
analysis, and for 2 of those 12 data segments, the injections were only turned on for about
20% of the data taking time. In the remaining 10 data segments, the hardware injections
were turned on for almost the entire segment. This needs to be taken into account when
analyzing the Einstein@Home search results for these injections. Because of this, the
maximum possible number of coincidences expected from these simulated signals is 12,
even though 17 data segments are searched.
3.8.3 Results from the hardware injections
For each hardware-injected pulsar signal Table 3.7 compares a prediction for the
outcome of the Einstein@Home search to the actual results found through the Ein-
stein@Home analysis pipeline. The predicted values given in Table 3.7 are obtained
by feeding the sensitivity-estimation pipeline, which was described in Section 3.6, with
the parameters of the simulated pulsars and only considering data segments where the
hardware injections were active.
As shown in Table 3.7 and consistent with Figure 3.9, the hardware-injected signals
Pulsar0, Pulsar1, Pulsar5 and Pulsar6 are too weak to be confidently detected by the
search. In contrast, Pulsar2, Pulsar3, Pulsar4 and Pulsar8 are clearly detected. The
parameters of Pulsar7 and Pulsar9 are such that in both cases the search pipeline found 7
coincidences, but this is consistent with the level of coincidences that would result from
Gaussian noise with no signal present, and so these are not confidently detected.
Figure 3.11 presents the results of the search for all hardware injections. Small sub-
spaces of the search parameter space around the hardware injections are shown, as well
as the locations of the artificial signal parameters. The subspaces considered in Fig-
ure 3.11 and also for the (measured) results presented in Table 3.7 are constrained to a
band of 2 × 10−4 f to either side of the injected frequency. This choice of frequency-
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Table 3.6: The time overlap between the Einstein@Home data segments and the hard-
ware injections. The hardware injections were only turned on about 2/3 of the time.
The columns are data segment index j, detector, the duration of the overlap, and the
fractional overlap (obtained by dividing the third column by 30 h = 108 000 s).
j Detector Overlapping Fractional
Duration [s] Overlap
1 H1 107201 99.3 %
2 H1 107554 99.6 %
3 H1 107272 99.3 %
4 H1 0 0
5 H1 99799 92.4 %
6 H1 0 0
7 H1 101991 94.4 %
8 H1 21268 19.7 %
9 H1 100773 93.3 %
10 H1 0 0
11 L1 23164 21.5 %
12 L1 106760 98.9 %
13 L1 107294 99.4 %
14 L1 102711 95.1 %
15 L1 0 0
16 L1 0 0
17 L1 98696 91.4 %
bandwidth is motivated by the maximum Doppler shift due to the Earth orbital motion.
The significant sky position offset between the a priori location of the simulated
source and the location where the search located the source with respect to the de-
tected signals Pulsar4 and Pulsar8 is explained by the global correlations [3] in parameter
space, which are studied in detail in Chapter 5. This arises because for Pulsar4 and Pul-
sar8, the spin-down range that is searched (region between dashed lines in the far right
column) is too small to include the actual spin-down value used in creating the simulated
signals. Due to the global parameter-space correlations the offset between the actual
and detected spin-down value gives rise to the offset in the sky position. The observed
structure of large-coincident events in the sky is consistent with the global-correlation
hypersurface description in Chapter 5. This is also why Pulsar4 shows a considerable
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Figure 3.11: Einstein@Home results showing the 10 hardware-injected CW signals la-
beled P0 to P9. Here, a narrow band of width 2×10−4 f to either side of each injection’s
frequency f is considered. The color-bar in each plot indicates the number of coinci-
dences. As shown in the color-scale, only candidates having 7 or more coincidences
appear. For each hardware injection a group of three different sub-plots are given repre-
senting different projections of the parameter space. The left sub plot is a Hammer-Aitoff
projection of the entire sky. The middle sub-plot shows declination δ versus frequency
f . The right sub-plot shows spin-down f˙ versus frequency f , where the region between
the two horizontal magenta dashed lines refers to searched range of spin-downs. The
center of a magenta circle represents the location of the injection. P4 and P8 appear at
the wrong sky position because their intrinsic spin-downs lie outside the searched range.
Table 3.7 shows a comparison with the expectations for these simulated signals.
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Table 3.7: The estimated (predicted) and obtained (measured) results for the hardware-
injected pulsar signals. For each simulated signal the predicted number of coincidences
C and a predicted value for the significance S is given, as well as the measured number of
coincidences and measured value for the significance from the Einstein@Home search.
The measured values are obtained by maximizing over a narrow band of 2 × 10−4 f on
either side of the injection frequency, the whole sky and the entire spin-down range. As
explained in the text, Pulsar4 and Pulsar8 are not expected to have the correct signifi-
cance. Pulsar0, Pulsar1, Pulsar5 and Pulsar6 are not listed. They are so weak that they
produce less than 7 coincidences, consistent with random noise containing no signal.
Name Predicted Measured Predicted Measured
C C S S
Pulsar2 12 13 263.1 249.3
Pulsar3 12 12 3160.9 2397.5
Pulsar4 12 12 35108.2 1749.6
Pulsar7 6 7 93.2 100.0
Pulsar8 12 13 3692.6 2263.6
Pulsar9 7 7 131.2 98.9
discrepancy between the significance that would have been expected if the search-grid
had also covered the a priori parameters, and the significance that was actually observed
in the search, as shown in Table 3.7.
3.9 Results
This Section presents the results of the Einstein@Home S4 CW search. Figures 3.12
and 3.13 give a summary of all post-processing results, from 50 to 1500 Hz. In Fig-
ure 3.12 the coincidences and significance of all candidates that have 7 or more coinci-
dences are shown as functions of frequency. Figure 3.13 presents the same information
as given in Figure 3.12, but projected on the sky, and showing all cells that have more
than 7 candidate events.
In Figure 3.13 the number of coincidences is maximized over the entire sky and
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Figure 3.12: Numbers of coincidences of 7 or more (top) and the significance (bot-
tom) of all candidates found in the Einstein@Home post-processing, shown as functions
of frequency. The light-gray shaded rectangular regions highlight the S4 hardware in-
jections, listed in Table 3.5. The data points colored in dark-gray show the candidates
resulting from the hardware-injected CW signals.
full spin-down range. The color indicates the numbers of coincidences, where the same
color-scale has been used in each plot. The maximum possible number of coincidences
ranges from a minimum of 0 to a maximum of 17 (the number of data segments ana-
lyzed). The meaning of 0 coincidences is that there is no candidate event found, 1 co-
incidence means a single candidate events is found (which is always coincident with
itself).
Illustrative examples of different types of typical post-processing results in four indi-
vidual 10 Hz bands are shown in Figures 3.14, 3.15, 3.16, and 3.17. Figure 3.14 shows a
10 Hz frequency band containing pure Gaussian noise. Figure 3.15 shows the frequency
band of the hardware-injected signal Pulsar2. Figure 3.16 shows a “quiet” 10 Hz band
of real instrument data without any “noisy” lines. In contrast to this, Figure 3.17 shows
a noisy band which is polluted by instrumental noise artifacts.
Table 3.8 shows all candidates (cells) which have 10 or more coincidences. In cases
where a set of candidates is clustered together at slightly different frequencies, Table 3.8
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Figure 3.13: All candidates obtained from the post-processing that have more than 7
coincidences, shown in Hammer-Aitoff projections of the sky. The color-bar indicates
the number of coincidences of a particular candidate (cell). The upper plot includes the
S4 hardware-injected pulsars. In the lower plot, bands of 2× 10−4 f width to either side
of the hardware injections’ frequencies f have been removed.
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Figure 3.14: Einstein@Home S4 Post-Processing results for the frequency band 340.0−
350.0 Hz, which is pure Gaussian noise for L1 and mostly Gaussian noise for H1. This
is because in this band the line-cleaning process has replaced all the L1 data and most
of the H1 data with computer-generated random numbers (see Table 3.2). From top to
bottom, left to right, the different plots show the numbers of coincidences in a 3D map of
sky and spin-down, in a 2D plot of declination over frequency, in a 2D Hammer-Aitoff
projection of the sky, and in a histogram as a function of frequency.
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Figure 3.15: Einstein@Home S4 Post-Processing results for the frequency band 570.0−
580.0 Hz including a hardware injected CW signal (Pulsar2). From top to bottom, left
to right, the different plots show the numbers of coincidences in a 3D map of sky and
spin-down, in a 2D plot of declination over frequency, in a 2D Hammer-Aitoff projection
of the sky, and in a histogram as a function of frequency.
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Figure 3.16: Einstein@Home S4 Post-Processing results for a “quiet” frequency band
of real instrumental data from 110.0 − 120.0 Hz. From top to bottom, left to right, the
different plots show the numbers of coincidences in a 3D map of sky and spin-down, in
a 2D plot of declination over frequency, in a 2D Hammer-Aitoff projection of the sky,
and in a histogram as a function of frequency.
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Figure 3.17: Einstein@Home S4 Post-Processing results for a “noisy” frequency band
of data polluted by instrumental noise artifacts from 640.0 − 650.0 Hz. These spectral
features are resonance modes of the mode cleaner optics suspensions. From top to bot-
tom, left to right, the different plots show the numbers of coincidences in a 3D map of
sky and spin-down, in a 2D plot of declination over frequency, in a 2D Hammer-Aitoff
projection of the sky, and in a histogram as a function of frequency.
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lists the bandwidth in frequency covered by these candidates and shows the parameters
of the most coincident candidate. If candidates within these narrow frequency-bands






Table 3.8: The post-processing candidates that have 10 or more coincidences. The frequency fcand corresponds to the most coincident candidate in the band.
The lowest frequency of a candidate in the band is labeled by fstart. The difference from the highest frequency is given by ∆fcand. The parameters δcand, αcand,
f˙cand, Ccand = CH1cand + CL1cand and Scand are for the most significant most coincident candidate within the frequency band, where CH1cand and CL1cand denote the number of
coincidences contributing to Ccand from detector H1 and L1, respectively. The column “Information” lists information about the source. The following are understood
sources of narrow-band line noise in the instrument: “Demod” are the electronics boards that demodulate the signal at the antisymmetric port of the interferometer,
“H1 (or L1) MC 1” is a violin mode resonance of the first mode cleaner mirror, “H1 MC 2/3” are violin mode resonances of the second and third mode cleaner
mirrors,“TM violin” are harmonics of the test mass violin modes, “EX +15v” is a fifteen volt power supply at the end station of the X arm, “EM Interference” is
electromagnetic interference, “H1 Cal” are side-bands of calibration lines at 393.1 Hz and 1144.3 Hz.
fcand [Hz] fstart [Hz] ∆fcand [Hz] δcand [rad] αcand [rad] f˙cand [Hz s−1] Ccand CH1cand CL1cand Scand Information
193.9276 193.9263 0.040112 −0.583514 4.723595 −5.6001× 10−09 13 7 6 2263.6 Pulsar 8
575.1681 575.1562 0.030612 0.285505 3.834511 −5.0913× 10−10 13 7 6 249.3 Pulsar 2
1128.1147 1128.0336 0.220321 −1.395918 0.744273 −3.4249× 10−09 13 10 3 219.3 H1 MC 2/3
108.8549 108.8522 0.008158 −0.705729 3.361465 −4.4362× 10−11 12 9 3 2397.5 Pulsar 3
329.6107 329.5507 0.066447 1.027320 1.336051 −5.7799× 10−10 12 10 2 3127.1 Demod
545.9973 545.9929 0.10958 −0.293877 4.849960 −1.5782× 10−09 12 10 2 893.3 H1 MC 2/3
566.0868 566.0490 0.105853 −1.367663 0.665233 −1.626× 10−09 12 10 2 2340.8 H1 MC 2/3
568.0886 567.9893 0.165769 −1.323532 0.726729 −1.7149× 10−09 12 10 2 4137.7 H1 MC 2/3
648.8288 648.6930 0.206223 −1.232868 1.005733 −1.0298× 10−09 12 10 2 1870.8 H1 MC 1
1143.9976 1143.9182 0.232221 −1.491264 1.314456 −7.7434× 10−10 12 10 2 1028.8 H1 Cal
1144.5198 1144.4533 0.228407 −1.535248 4.497733 −2.5257× 10−11 12 10 2 989.8 H1 Cal
1289.6769 1289.5081 0.242915 1.461093 0.266878 −2.0949× 10−09 12 10 2 493.7 H1 MC 1
1402.2838 1402.2677 0.063117 1.025583 2.502838 −3.8482× 10−09 12 6 6 1749.6 Pulsar 4
329.7593 329.7396 0.066078 −1.536179 4.887048 −5.5375× 10−10 11 10 1 3038.3 Demod
335.7735 335.7100 0.065415 0.469606 0.955884 −1.0646× 10−09 11 10 1 298.5 EM Interference
545.9232 545.8662 0.063608 −1.060735 1.078303 −8.032× 10−10 11 10 1 196.8 H1 MC 2/3
564.1219 564.0096 0.113783 0.386877 1.111355 −1.6868× 10−09 11 10 0 1069.3 H1 MC 2/3
646.3758 646.3206 0.127884 −1.281366 0.897933 −1.8931× 10−09 11 10 1 3202.7 H1 MC 1
1092.1387 1091.9671 0.217482 −0.523866 1.302500 −6.4347× 10−11 11 10 1 196.7 H1 MC 2/3
1136.2217 1136.1460 0.168345 −1.216945 0.935876 −3.4811× 10−09 11 10 1 165.6 H1 MC 2/3
1142.8210 1142.7200 0.23173 −1.310037 1.114563 −3.5022× 10−09 11 10 1 250.7 H1 Cal
1145.8318 1145.6515 0.231067 1.330065 0.976422 −2.0297× 10−10 11 10 1 256.4 H1 Cal
1376.7370 1376.4697 0.271536 0.201677 1.282354 −2.3875× 10−09 11 9 2 165.0 TM violin
1388.6402 1388.4070 0.279967 1.176082 0.850794 −2.8907× 10−09 11 10 1 200.0 TM violin
56.9966 56.9966 −0.935903 0.150238 −1.5029× 10−09 10 8 2 136.7 EM Interference
329.4918 329.4784 0.021358 −1.307440 4.692056 −5.2405× 10−10 10 10 0 1137.8 Demod
392.8322 392.8322 −1.210088 1.268596 −1.069× 10−09 10 9 1 150.9 H1Cal
393.4060 393.4057 0.000342 0.632053 1.270922 −1.1043× 10−09 10 9 1 154.7 H1Cal
646.7224 646.7224 0.002174 −1.446520 0.825633 −1.8813× 10−09 10 3 7 2774.4 L1 MC 1
648.4132 648.4132 0.024291 1.319729 1.033730 −1.8479× 10−09 10 3 7 5067.5 L1 MC 1
658.6353 658.6353 0.000055 −0.470832 4.762475 −1.6992× 10−09 10 3 7 261.4 EX +15v
777.9202 777.8377 0.117087 1.511859 4.010213 −5.6101× 10−10 10 3 7 1951.7 EM Interference
1296.4962 1296.4962 −0.993190 4.557370 −1.0022× 10−09 10 3 7 247.1 L1 MC 1
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Table 3.9 shows the same information after the veto method described in Section 3.7
has been applied, for candidates with 9 or more coincidences. There are no candidates
that exceed the predefined detection threshold of appearing in 12 or more data segments.
(Note that this would be a threshold for initiating a more extensive investigation of the





Table 3.9: Post-processing candidates that have 9 or more coincidences and that are not excluded by the veto. The frequency
fcand corresponds to the most coincident candidate in the band. The lowest frequency of a candidate in the band is labeled
by fstart. The difference from the highest frequency is given by ∆fcand. The parameters δcand, αcand, f˙cand, Ccand = CH1cand +CL1cand
and Scand are for the most significant most coincident candidate within the frequency band, where CH1cand and CL1cand denote
the number of coincidences contributing to Ccand from detectors H1 and L1, respectively. The column “Information” lists
information about the source. The following are understood sources of narrow-band line noise in the instrument: “Demod”
are the electronics boards which demodulate the signal at the antisymmetric port of the interferometer, “H1 MC 2/3” are
violin mode resonances of the second and third mode cleaner mirrors,“EM Interference” is electromagnetic interference,
“H1 Cal” are side-bands of a 1144.3 Hz calibration line. For the single candidate labeled “Unknown” in the last column
no instrumental source could be confidently identified, however the 9 coincidences are far below the confident-detection
threshold.
fcand [Hz] fstart [Hz] ∆fcand [Hz] δcand [rad] αcand [rad] f˙cand [Hz s−1] Ccand CH1cand CL1cand Scand Information
193.9276 193.9261 0.040646 −0.583514 4.723595 −5.6001× 10−09 13 7 6 2263.6 Pulsar 8
575.1681 575.1562 0.039394 0.285505 3.834511 −5.0913× 10−10 13 7 6 249.3 Pulsar 2
108.8549 108.8518 0.008506 −0.705729 3.361465 −4.4362× 10−11 12 9 3 2397.5 Pulsar 3
1402.2838 1402.2488 0.08678 1.025583 2.502838 −3.8482× 10−09 12 6 6 1749.6 Pulsar 4
545.9987 545.9568 0.141563 −0.398855 5.013332 −4.6693× 10−10 11 10 1 794.1 H1 MC 2/3
56.9966 56.9963 0.000933 −0.935903 0.150238 −1.5029× 10−09 10 8 2 136.7 EM Interference
329.4849 329.4833 0.005843 −0.344739 5.171401 −5.6694× 10−10 10 10 0 1024.0 EM Interference
329.6040 329.6040 −0.439100 1.006331 −5.2546× 10−10 10 9 1 2625.6 EM Interference
329.7434 329.7413 0.032463 −0.338712 5.025108 −5.6923× 10−10 10 9 1 2490.4 EM Interference
567.9984 567.9984 0.051768 −0.353846 5.116972 −1.5532× 10−09 10 9 1 409.3 EM Interference
69.6964 69.6964 −1.223613 4.232687 −5.4823× 10−10 9 9 0 130.3 EM Interference
317.4207 317.4207 1.389330 2.663214 −8.0338× 10−10 9 3 6 157.8 EM Interference
329.5615 329.5615 −1.027976 3.822726 −6.3014× 10−10 9 7 2 2176.0 Demod
335.7541 335.7141 0.056927 1.395059 3.271989 −6.362× 10−10 9 9 0 259.3 EM Interference
795.4783 795.4783 0.245291 3.211417 −1.4374× 10−09 9 7 2 110.7 EM Interference
1092.1564 1092.1564 −0.252089 1.099873 −2.1099× 10−11 9 8 1 147.1 H1 MC 2/3
1117.3032 1117.3032 −0.207300 4.051169 −3.3192× 10−09 9 4 5 116.1 Unknown
1145.6678 1145.6678 −0.247554 5.067301 −3.1679× 10−09 9 6 3 168.7 H1 Cal
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Figure 3.18 shows all candidates from the post-processing results that have not been
discriminated by the veto introduced in Section 3.7. Figure 3.19 illustrates the fraction of
candidates that has been excluded by the veto. Removing fractional bands of 2× 10−4 f
around the frequencies f of the S4 hardware injections, the veto discriminates 99.5% of
all candidates that have more than 7 coincidences.
3.10 Conclusion
This work has led to the first published scientific results from the Einstein@Home
project, which was launched in February 2005. While no credible CW sources were
found in this search of LIGO S4 data, the results clearly establish that this type of dis-
tributed computing project can carry out a credible and sensitive search for such signals.
A similar search (also with a 30-hour time baseline) has also been completed using
840 h of data from the beginning of the S5 science run. The results from the analysis of
this data set are presented in Chapter 4, using methods similar to those employed here.
The post-processing methods introduced here, have also been applied in an all-sky
search for CW sources in NAUTILUS bar-detector data, which will be described in the
Appendix A. In this analysis, half a year of data over the frequency band of 922.2 to
923.2 Hz, the spindown range of −1.463 × 10−8 to 0 Hz/s and over the entire sky have
been searched.
Future Einstein@Home searches overcome some of the sensitivity limitations dis-
cussed at the end of Section 3.6 by doing the incoherent step (called “post-processing”
here) on the host machines. This allows the use of the closer-to-optimal threshold of
2F ∼ 5, so those searches are expected to be the most sensitive blind CW searches that
will be possible using LIGO data. Results from those searches should become avail-
able within the next one to two years, and are expected to offer more than one order of
magnitude improvement in strain sensitivity compared with the work presented here.
In the longer term, further increases in sensitivity will result from improvements in
the detectors. This year, LIGO has begun its S6 run with an “enhanced” detector con-
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Figure 3.18: Candidates not eliminated by the veto. This shows Hammer-Aitoff sky
projections of all candidates obtained from post-processing that had more than 7 coinci-
dences and that passed the veto. The upper plot includes the S4 hardware injections. The
lower plot removes bands of 2× 10−4 f width to either side of the hardware injections’
frequencies f . In comparison to Figure 3.13, after excluding the hardware injections, the
veto rejects 99.5% of all candidates.
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Figure 3.19: Conclusion diagram of candidates discriminated by the veto method. All
candidate cells obtained from post-processing that have more than 7 coincidences are
shown, where the color-bar indicates the number of coincidences of a particular cell. The
vertical axis represents the veto quantity on the left-hand side of (3.26), as a function of
frequency. Candidates located below the magenta line are eliminated by the veto. The
four accumulations of highly coincident cells above the magenta line are the hardware
injected pulsars, which are not eliminated by the veto.
figuration that should improve on S5 sensitivity by at least a factor of two. By 2014,
an advanced LIGO detector configuration should give at least another factor of five im-
provement. By combining these data sets with those from LIGO’s international partner
projects VIRGO and GEO 600, there is real hope that the first direct CW detection can
be made using methods like the ones described here.
CHAPTER4
Einstein@Home search for CW
sources in early S5 LIGO data
Appeared in Physical Review D 80, 042003, (2009)
4.1 Overview and context
The previous Chapter described the results of the Einstein@Home search for contin-
uous gravitational-wave (CW) signals in the data from LIGO’s fourth science run (S4)
[1]. The work presented in this Chapter extends this search, using more sensitive data in
form of 840 hours from 66 days of LIGO’s fifth science run (S5), and a refined search
configuration.
Because of the weakness of the CW signals buried in the detector noise, the data
analysis strategy is critical. A powerful detection method is given by coherent matched-
filtering. This means one convolves all available data with a set of template waveforms
corresponding to all possible putative sources. The resulting detection statistic has been
first derived in [55] and is commonly referred to as the F-statistic (see Section 5.2 for a
more detailed description).
The parameter space to be scanned for putative signals from isolated neutron stars is
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four-dimensional, with two parameters required to describe the source sky position using
standard astronomical equatorial coordinates α (right ascension) and δ (declination),
and additional coordinates (f, f˙) denoting the intrinsic frequency and frequency drift.
To achieve the maximum possible sensitivity, the template waveforms must match the
source waveforms to within a fraction of a cycle over the entire observation time (months
or years for current data samples). So one must choose a very closely spaced grid of
templates in this four-dimensional parameter space. This makes the computational cost
of the search very high, and therefore limits the search sensitivity [172].
To maximize the possible integration time, and hence achieve a more sensitive search,
the computation was distributed via the volunteer computing project Einstein@Home
[12]. This large computing power allowed the use of a comparably long coherent in-
tegration time of 30 h, despite the enormously large parameter space searched. Thus,
the present search method is based on coherent matched-filtering in the form of the
F-statistic over 30-hour-long data segments and subsequent incoherent combination of
F-statistic results via an efficient coincidence strategy.
In this analysis, the data is searched for CW signals with frequencies f in the range
from 50 to 1500 Hz, with a linear frequency drift f˙ in the range −f/τ < f˙ < 0.1 f/τ ,
for a minimum spin-down age τ of 1 000 years for signals below 400 Hz and 8 000 years
above 400 Hz. Despite probing a slightly larger parameter space in comparison to the
antecedent S4 search, this analysis additionally achieves 3 times better sensitivity. In the
125 to 225 Hz band, more than 90% of sources with dimensionless gravitational-wave
strain tensor amplitude greater than 3× 10−24 would have been detected.
The methods used here are further described in Sections 4.2 – 4.4. Estimates of the
sensitivity of this search and results are in Sections 4.5 and 4.6, respectively. Previously,
other all-sky searches for CW sources using LIGO S4 and S5 data, which combine power
from many short coherent segments (30-minute intervals) of data, have been reported by
the LIGO Scientific Collaboration [158, 159]. However, this Einstein@Home search
explores large regions of parameter space which have not been analyzed previously with
LIGO S5 data. The sensitivity of the results here are compared with previous searches
in Section 4.7, and conclusions are given in Section 4.8.
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4.2 Data selection and preparation
The LIGO S5 data analyzed in the present work was collected between November
19, 2005 and January 24, 2006. The total data set covering frequencies from 50 Hz
to 1500 Hz consisted of 660 h of data from the LIGO Hanford 4-km (H1) detector and
180 h of data from the LIGO Livingston 4-km (L1) detector. The configuration of the
LIGO detectors during the S5 run is described in [186].
The data preparation method is essentially identical to that of the previous S4 analy-
sis. Therefore only a brief summary of the main aspects is given here; further details are
found in Chapter 3 and references therein. The data set has been divided into segments
of 30 h each. However, the 30-hour long data segments are not contiguous, but have time
gaps. Since the number of templates required increases rapidly with observation span,
the 30 h of data for each segment were chosen to lie within a time span of less than 40 h.
In what follows, the notion of “segment” will always refer to one of these time stretches,
each of which contains exactly T = 30 h of data. The total time spanned by a given data
segment j is denoted by Tspan,j and conforms to 30 h < Tspan,j < 40 h.
Given the above constraints, a total of Nseg = 28 data segments (22 from H1, 6 from
L1) were obtained from the early S5 data considered. These data segments are labeled
by j = 1, . . . , 28. Table 4.1 lists the GPS start time along with the time span of each
segment.
In this analysis, the maximum frequency shift of a signal over the length of any
given data segment and parameter-space range examined is dominated by the Doppler
modulation due to the Earth’s orbital motion around the solar system barycenter (SSB),
while the effects of frequency change resulting from intrinsic spin-down of the source
are smaller. The orbital velocity of the Earth is about v/c ≈ 10−4, hence a signal
will always remain in a narrow frequency band smaller than ±0.15 Hz around a given
source frequency. Therefore, for each detector the total frequency range from 50 Hz to
1500 Hz is broken up into 2900 slices, each of 0.5 Hz bandwidth plus overlapping wings
of 0.175 Hz on either side.
The detector data contains numerous narrow-band noise artifacts, so-called “lines”,
which are of instrumental origin, such as harmonics of the 60 Hz mains frequency. Prior
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Table 4.1: Segments of early S5 data used in this search. The columns are the data
segment index j, the GPS start time tj and the time spanned Tspan,j .
j Detector tj [s] Tspan,j [s]
1 H1 816397490 140768
2 H1 816778879 134673
3 H1 816993218 134697
4 H1 817127915 137962
5 H1 817768509 142787
6 H1 817945327 143919
7 H1 818099543 139065
8 H1 818270501 143089
9 H1 818552200 134771
10 H1 818721347 138570
11 H1 818864047 134946
12 H1 819337064 143091
13 H1 819486815 120881
14 H1 819607696 116289
15 H1 819758149 136042
16 H1 820482173 143904
17 H1 820628379 138987
18 H1 821214511 126307
19 H1 821340818 126498
20 H1 821630884 141913
21 H1 821835537 138167
22 H1 821973704 142510
23 L1 818812286 130319
24 L1 819253562 140214
25 L1 819393776 126075
26 L1 819547883 138334
27 L1 820015400 121609
28 L1 821291797 140758
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Figure 4.1: Strain amplitude spectral densities
√
Sh(f) of the cleaned data from the
LIGO detectors H1 and L1. The curves in the top (bottom) panel are the harmonic mean
of the 22 H1 (6 L1) 30-hour segments of S5 data used this Einstein@Home analysis.
to the analysis, line features of understood origin (at the time before the launch of the
search) were removed (“cleaned”) from the data by substitution of the frequency-domain
data bins with random Gaussian noise. Table 4.2 shows the frequencies of lines excluded
from the data. The harmonic mean noise strain amplitude spectra of the final cleaned H1
and L1 data sets are shown in Figure 4.1.
98 Einstein@Home search for CW sources in early S5 LIGO data
Table 4.2: Instrumental-noise lines cleaned from H1 and L1 data. The three columns
show the central frequency fLine, the bandwidth ∆f
(<)
Line removed below the central fre-
quency and the bandwidth ∆f (>)Line removed above the central frequency. Thus the to-
tal bandwidth removed per central frequency is ∆f (<)Line + ∆f
(>)
Line. In addition, at each
harmonic of the 60 Hz mains frequency, the same bandwidth is also removed. A zero
bandwidth indicates that the line-cleaning algorithm replaces in these cases a single
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4.3 Data processing
Chapter 3, describing the previous Einstein@Home search in S4 data, presented in
detail the data processing scheme. For the purpose of the present search the same data
processing infrastructure is employed. Hence, here only a short summary thereof is
given, pointing out the minimal changes applied in setting up the present analysis.
The total computation of the search is broken up into 16 446 454 workunits. Each
workunit represents a separate computing task and is processed using the Berkeley Open
Infrastructure for Network Computing (BOINC) [180, 181, 182]. To eliminate errors and
weed out results that are wrong, each workunit is independently processed by at least two
different volunteers. Once two successful results for a workunit are returned back to the
Einstein@Home server, they are compared by an automatic validator, which discards
results that differ by more than some allowed tolerance. New workunits are generated
and run independently again for such cases.
In searching for periodic gravitational-wave signals, each workunit examines a dif-
ferent part of parameter space. A key design goal is that the computational effort to
conduct the entire analysis should take about 6− 7 months. An additional design goal is
to minimize the download burden on the Einstein@Home volunteers’ internet connec-
tions and also on the Einstein@Home data servers. This is accomplished by letting each
workunit use only a small re-usable subset of the total data set, so that Einstein@Home
volunteers are able to carry out useful computations on a one-day time scale.
Each workunit searches only one data segment over a narrow frequency range, but
covering all of the sky and the entire range of frequency derivatives. The workunits
are labeled by three indices (j, k, `), where j = 1, . . . , 28 denotes the data segment,
k = 1, . . . , 2900 labels the 0.5 Hz frequency band and ` = 1, . . . ,M(j, k) enumerates
the individual workunits pertinent to data segment j and frequency band k.
In each segment the F-statistic is evaluated on a grid in parameter space. Each
parameter-space grid is constructed such that grid points (templates) are not further apart
from their nearest neighbor by more than a certain distance. The distance measure is
defined from a metric on parameter space, first introduced in [173, 174], representing
the fractional loss of squared signal-to-noise ratio (SNR2) due to waveform mismatch
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between the putative signal and the template. For any given workunit, the parameter-
space grid is a Cartesian product of uniformly-spaced steps df in frequency, uniformly-
spaced steps df˙ in frequency derivative, and a two-dimensional sky grid, which has
non-uniform spacings determined by the metric [183, 1].
For frequencies in the range [50, 400) Hz, the maximal allowed mismatch was chosen
as m = 0.15 (corresponding to a maximal loss in SNR2 of 15%), while in the range
[400, 1500) Hz, the maximal mismatch was m = 0.4. It can be shown [183, 1], that
these choices of maximal mismatch enable a coherent search of near-optimal sensitivity
at fixed computational resources.
The step-size in frequency f obtained from the metric depends on Tspan,j of the jth
data segment: dfj = 2
√
3m/(piTspan,j). In the low-frequency range this results in fre-
quency spacings in the range dfj ∈ [2.97, 3.67]µHz, while for high-frequency workunits
dfj ∈ [4.85, 6.0]µHz.
The range of frequency derivatives f˙ searched is defined in terms of the “spin-
down age” τ ≡ −f/f˙ , namely τ ≥ 1000 years for low-frequency and τ ≥ 8 000 years
for high-frequency workunits. As in the S4 Einstein@Home search, these ranges were
guided by the assumption that a nearby very young neutron star would correspond to
a historical supernova, supernova remnant, known pulsar, or pulsar wind nebula. The
search also covers a small “spin-up” range, so the actual ranges searched are f˙ ∈
[−f/τ, 0.1f/τ ]. In f˙ the grid points are spaced according to df˙j = 12
√
5m/(pi T 2span,j),
resulting in resolutions df˙j ∈ [1.60, 2.44] × 10−10 Hz/s for low-frequency workunits,
and df˙j ∈ [2.61, 3.99]× 10−10 Hz/s for high-frequency workunits.
The resolution of the search grid in the sky depends on both the start time tj and
duration Tspan,j of the segment, as well as on the frequency f . The number of grid
points on the sky scales as ∝ f 2, and approximately as ∝ T 2.4span,j for the range of
Tspan,j ∼ 30− 40 h used in this search. As was done in the previous S4 analysis, to
simplify the construction of workunits and limit the number of different input files to
be sent, the sky grids are fixed over a frequency range of 10 Hz, but differ for each data
segment j. The sky grids are computed at the higher end of each 10 Hz band, so they are
slightly “over-covering” the sky at lower frequencies within the band. The search covers
in total a frequency band of 1450 Hz, thus there are 145 different sky grids for each data
segment.
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The output from one workunit in the low (high) frequency range contains the top
1 000 (10 000) candidate events with the largest values of the F-statistic. In order to bal-
ance the load on the Einstein@Home servers, a low-frequency workunit returns a factor
of 10 fewer events, because low-frequency workunits require runtimes approximately 10
times shorter than high-frequency workunits. For each candidate event five values are
reported: frequency (Hz), right ascension angle (radians), declination angle (radians),
frequency derivative (Hz/s) and 2F (dimensionless). The frequency is the frequency at
the SSB at the instant of the first data point in the corresponding data segment. Return-
ing only the “loudest” candidate events effectively corresponds to a floating threshold on
the value of the F-statistic. This avoids large lists of candidate events being produced in
regions of parameter space containing non-Gaussian noise, such as instrumental artifacts
that were not removed a priori from the input data because of unknown origin.
4.4 Post-processing
After results for each workunit are returned to the Einstein@Home servers by project
volunteers, post-processing is conducted on those servers and on dedicated computing
clusters. The post-processing has the goal of finding candidate events that appear in
many of the 28 different data segments with consistent parameters.
In this search, the post-processing methods are the same as used for the Einstein@Home
S4 search of Chapter 3. Therefore, this Section only summarizes the main steps.
A consistent (coincident) set of “candidate events” is called a “candidate”. Candidate
events from different data segments are considered coincident if they cluster closely to-
gether in the four-dimensional parameter space. By using a grid of “coincidence cells”,
the clustering method can reliably detect strong signals, which would produce candi-
date events with closely-matched parameters in many of the 28 data segments. The
post-processing pipeline operates in 0.5 Hz-wide frequency bands, and performs the fol-
lowing steps described below.
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4.4.1 The post-processing steps
A putative source with non-zero spin-down would generate candidate events with
different apparent frequency values in each data segment. To account for these effects,
the frequencies of the candidate events are shifted back to the same frequency value
at fiducial time tfiducial via f(tfiducial) = f(tj) + (tfiducial − tj) f˙ , where f˙ and f(tj) are
the spin-down rate and frequency of a candidate event reported by the search code in
the result file, and tj is the time-stamp of the first datum in the jth data segment. The
fiducial time is chosen to be the GPS start time of the earliest (j = 1) data segment,
tfiducial = t1 = 816 397 490 s.
A grid of cells is then constructed in the four-dimensional parameter space to find
coincidences among the 28 different data segments. The coincidence search algorithm
uses rectangular cells in the coordinates (f, f˙ , α cos δ, δ). The dimensions of the cells
are adapted to the parameter-space search grid (see below). Each candidate event is
assigned to a particular cell. In cases where two or more candidate events from the same
data segment j fall into the same cell, only the candidate event having the largest value
of 2F is retained in the cell. Then the number of candidate events per cell coming from
distinct data segments is counted, to identify cells with more coincidences than would
be expected by random chance.
To ensure that candidate events located on opposite sides of a cell border are not
missed, the entire cell coincidence grid is shifted by half a cell width in all possible
24 = 16 combinations of the four parameter-space dimensions. Hence, 16 different
coincidence cell grids are used in the analysis.
4.4.2 Construction of coincidence windows
The coincidence cells are constructed to be as small as possible to reduce the prob-
ability of false alarms. However, since each of the 28 different data segments uses a
different parameter space grid, the coincidence cells must be chosen to be large enough
that the candidate events from a source (which would appear at slightly different points
in parameter space in each of the 28 data segments) would still lie in the same coinci-
dence cell.
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In the frequency direction, the size ∆f for the coincidence cell is given by the largest
search grid spacing in f (for the smallest value of Tspan,j) plus the largest possible offset
in spin-down: ∆f = maxj (dfj + ∆t df˙j), where the maximization over j selects the
data segment with the smallest Tspan,j (which is j = 6) and ∆t = |maxj tj −minj tj| =
t22−t1 = 5 576 214 s is the total time span between the latest and earliest data segments.
For safety, e.g. against noise fluctuations that could shift a candidate peak, ∆f has been
increased by a further 30%, so that the width of the coincidence cell in f below 400 Hz
is ∆f = 1.78 mHz and ∆f = 2.9 mHz above 400 Hz.
In the frequency-derivative direction, the size of the coincidence cell is given by
the largest df˙j spacing in the parameter space grid, which is also determined by the
smallest value of Tspan,j . For safety this is also increased by 30%, so that ∆f˙ = 3.18×
10−10 Hzs−1 below 400 Hz and ∆f˙ = 5.19× 10−10 Hzs−1 above 400 Hz .
In sky position, the size of the coincidence cells is guided by the behavior of the
parameter-space metric. As described in Chapter 3, the density of grid points in the
sky is approximately proportional to | cos(δ) sin(δ)| ∝ | sin(2δ)|, and it follows from
Section 3.5.6 that cos(δ) dα = | sin(δ)| dδ = const. Because of the singularity when δ →
0, a useful model for the coincidence window size varying with declination is given by
∆α(δ) = ∆α(0)/ cos(δ) (4.1)
∆δ(δ) =
{
∆δ(0) if |δ| < δc,
∆α(0)/| sin(|δ| − κ∆α(0))| if |δ| ≥ δc.
To ensure continuity at δ = δc, the transition point δc is defined by the condition
∆α(0)/| sin(|δc| − κ∆α(0))| = ∆δ(0). The tuning parameter κ is chosen based on
visual inspection to be κ = 1.5 in this search. The values of ∆α(0) and ∆δ(0) are
directly determined from the sky grids (cf. Section 3.5.6). Figure 4.2 shows these pa-
rameters for all sky grids as a function of frequency. As stated above, the sky grids are
constant for 10 Hz-wide steps in frequency, and so these parameters vary with the same
step-size.
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Figure 4.2: The parameters ∆α(0) and ∆δ(0) of the sky coincidence-window model as
a function of the 10 Hz frequency band. The vertical dashed line at 400 Hz indicates the
separation between the low and high frequency ranges.
4.4.3 Output of the post-processing
The output of the post-processing is a list of the candidates with the greatest number
of coincidences. The possible number of coincidences ranges from a minimum of 0 to a
maximum of 28 (the number of data segments analyzed). The meaning of C coincidences
is that there are C candidate events from different data segments within a given coinci-
dence cell. In each frequency band of coincidence-window width ∆f , the coincidence
cell containing the largest number of candidate events is found. The pipeline outputs
the average frequency of the coincidence cell, the average sky position and spin-down
of the candidate events, the number of candidate events in the coincidence cell, and the
“significance” of the candidate. The significance of a candidate, first introduced in [124]




(Fq − ln(1 + Fq)) , (4.2)
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where Fq is the F-statistic value of the qth candidate event in the same coincidence cell,
which harbors a total of C candidate events.
4.4.4 False alarm probability and detection threshold
The central goal of this search is to make a confident detection, not to set upper limits
with the broadest possible coverage band. This is reflected in the choice of detection
threshold based on the expected false alarm rates. In this search the background level of
false alarm candidates is expected at 10 coincidences (out of 28 possible). As a pragmatic
choice, the threshold of confident detection is set at 20 coincidences, which is highly
improbable to arise from random noise only. These settings will be elucidated in the
following.
To calculate the false alarm probabilities, consider the case where Eseg(k) candidate
events per data segment obtained from pure Gaussian noise are distributed uniformly
about Ncell(k) independent coincidence cells in a given 0.5 Hz band k. Assuming the
candidate events are independent, the probability pF(k; Cmax) per coincidence cell of
finding Cmax or more candidate events from different data segments has been derived








[(k)]n[1− (k)]Nseg−n , (4.3)
where (k) denotes the probability of populating any given coincidence cell with one or







Finally, the probability PF(k; Cmax) that there are Cmax or more coincidences in one or
more of the Ncell cells per 0.5 Hz band k is
PF(k; Cmax) = 1− [1− pF(k; Cmax)]Ncell . (4.5)
Figure 4.3 shows the dependence of PF(k; Cmax) on the frequency bands for different
values of Cmax. One finds that the average false alarm probability of obtaining 10 or more
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Figure 4.3: False alarm probabilities PF(k; Cmax) as a function of frequency band (la-
beled by k) for different values of Cmax ∈ {10, 14, 17, 20, 25}. The dashed horizontal
lines represent the corresponding average across all frequencies. The vertical dashed
line at 400 Hz indicates the separation between the low and high frequency ranges.
coincidences is approximately 10−3. This means, in our analysis of 2900 half-Hz fre-
quency bands, only a few candidates are expected to have 10 or more coincidences. Thus
this will be the anticipated background level of coincidences, because from pure random
noise one would not expect candidates of more than 10 coincidences in this analysis. In
contrast, the false alarm probability of reaching the detection threshold of 20 or more
coincidences per 0.5 Hz averaged over all frequency bands is about 10−21. Therefore,
this choice of detection threshold makes it extremely improbable to be exceeded in case
of random noise.
During parts of the LIGO S5 run ten simulated CW signals were injected at the hard-
ware level by modulating the interferometer mirror positions via signals sent to voice
actuation coils surrounding magnets glued near the mirror edges. The hardware injec-
tions were scheduled with overall duty cycle of about 50% during S5 to minimize poten-
tial interference for other gravitational-wave searches. Thus, in only 12 (of the 28) data
segments chosen for this search were these hardware injections active more than 90%
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of the time. Therefore, the hardware injections are not expected to meet the detection
condition defined above, simply because they were inactive during a large fraction of the
data used in this analysis. For future science runs improved understanding will allow the
hardware injections to be activated permanently.
4.5 Estimated sensitivity
The methods used here would be expected to yield very high confidence if a strong
signal were present. To estimate the sensitivity of this detection scheme, Monte-Carlo
methods are used to simulate a population of sources. The goal is to find the strain ampli-
tude h0 at which 10%, 50%, or 90% of sources uniformly populated over the sky and in
their “nuisance parameters” would be confidently detected. In this analysis, “detectable”
means “produces coincident events in 20 or more distinct data segments”. As discussed
above, the false alarm probability for obtaining such a candidate in a given 0.5 Hz band
is of order 10−21. This is therefore an estimate of the signal strength required for high-
confidence detection. For this purpose, the pipeline developed in Section 3.6 is run
here, using the input data of the present analysis. A large number of distinct simulated
sources (trials) are tested for detection. A “trial” denotes a single simulated source which
is probed for detection.
Figure 4.4 shows the resulting search sensitivity curves as functions of frequency.
Each data point on the plot denotes the results of 1 000 independent trials. These show
the values of h0 as defined in [55] such that 10%, 50%, and 90% of simulated sources
are confidently detected in the post-processing pipeline.
The dominant sources of error in these sensitivity curves are uncertainties in cal-
ibration of the LIGO detector response functions (cf. [159]). The uncertainties range
typically from about 8% to 15%, depending on frequency.
The behavior of the curves shown in Figure 4.4 essentially reflects the instrument
noise given in Figure 4.1. One may fit the curves obtained in Figure 4.4 to the shape of
the harmonic-mean averaged strain noise power spectral density Sh(f). Then the three
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Figure 4.4: Estimated sensitivity of the Einstein@Home search for isolated CW sources
in the early LIGO S5 data. The set of three curves shows the source strain amplitudes
h0 at which 10% (bottom), 50% (middle) and 90% (top) of simulated sources would be
confidently detected (i.e., would produce at least 20 coincidences out of 28 possible) in
this Einstein@Home search.
sensitivity curves in Figure 4.4 are described by





where the pre-factors RD for different detection probabilities levelsD = 90%, 50%, and
10% are well fit below 400 Hz by R90% = 29.4, R50% = 18.5, and R10% = 11.6, and
above 400 Hz by R90% = 30.3, R50% = 19.0, and R10% = 11.8.
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4.6 Results
4.6.1 Vetoing Instrumental-noise lines
At the time the instrument data was prepared and cleaned, narrow-band instrumen-
tal line features of known origin were removed, as previously described in Section 4.2.
However, the data also contained stationary instrumental line features that were not un-
derstood, or were poorly understood, and thus were not removed a priori. After the
search had been conducted, at the time the post-processing started, the origin of more
stationary noise lines became known. Therefore, these lines, whose origin was tracked
down after the search, are excluded (cleaned a posteriori) from the results. A list of the
polluted frequency bands which have been cleaned a posteriori is shown in Table 4.3.
However, noise features still not understood instrumentally at this point were not re-
moved from the results. As a consequence, the output from the post-processing pipeline
contains instrumental artifacts that in some respects mimic CW signals. But these arti-
facts tend to cluster in certain regions of parameter space, and in many cases they can be
automatically identified and vetoed as done in previous searches [158, 1]. The method
used here is derived in Chapter 5 and a detailed description of its application is found
in Section 5.6.
For a coherent observation time baseline of 30 h the parameter-space regions where
instrumental lines tend to appear are determined by global-correlation hypersurfaces of
the F-statistic (see Chapter 5). On physical grounds, in these parameter-space regions
there is little or no frequency Doppler modulation from the Earth’s motion, which can
lead to a relatively stationary detected frequency. Thus, according to Section 5.6, the
locations of instrumental-noise candidate events are described by∣∣∣ f˙ + f vj
c
· nˆ
∣∣∣ <  , (4.7)
where c denotes the speed of light, nˆ is a unit vector pointing to the source’s sky-
location in the SSB frame and relates to the equatorial coordinates α and δ by nˆ =
(cos δ cosα, cos δ sinα, sin δ), vj is the orbital velocity of the Earth at the midpoint of
the jth data segment (|vj| ≈ 10−4 c). The parameter  accounts for a certain tolerance
needed due to the parameter-space gridding and can be understood as  = ∆f/Nc ∆T ,
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Table 4.3: Frequencies of instrumental lines that have been excluded a posteriori from
the post-processed search results. Each column shows the central frequency fLine around
which a bandwidth of ∆fLine = fLine × 10−4 has been removed on either side. The
cleaned bandwidth corresponds to the maximum possible frequency shift due to the
global parameter-space correlations (see Chapter 5). On physical grounds this is re-
lated to the maximum possible Doppler shift due to the orbital velocity of the Earth,















































where ∆f denotes width in frequency (corresponding to the coincidence-cell width in
the post-processing) up to which candidate events can be resolved during the charac-
teristic length of time ∆T , and Nc represents the size of the vetoed or rejected region,
measured in coincidence cells. In this analysis ∆T = 5 718 724 s (≈ 66 days) is the total
time interval spanned by the input data.
Because false alarms are expected at the level of 10 coincidences, candidates that sat-
isfy Equation (4.7) for more than 10 data segments are eliminated (vetoed). The fraction
of parameter space excluded by this veto is determined by Monte-Carlo simulations to be
about 13%. From Equation (4.7) it follows that for fixed frequency the resulting fraction
of sky excluded by the veto (uniformly averaged over spin-down) is greatest at lowest
frequencies and decreases approximately as f−1 for higher frequencies. Section 3.7.2




Figures 4.5 and 4.6 summarize all post-processing results from the entire search
frequency range of 50 Hz to 1500 Hz, for each frequency coincidence cell maximized
over the entire sky and full spin-down range.
In Figure 4.5a all candidates that have 7 or more coincidences are shown in a sky
projection. The color scale is used to indicate the number of coincidences. The most
prominent feature still apparent forms an annulus of high coincidences in the sky, in-
cluding the ecliptic poles, a distinctive fingerprint of the Instrumental-noise lines [3].
To obtain the results shown in Figure 4.5b, the set of candidates is cleaned a posteriori
by removing strong Instrumental-noise lines, whose origin became understood after the
search was begun, and excluding the hardware injections. Finally, in Figure 4.5c the
parameter-space veto is applied and coincidence cells which contain candidate events
from a single detector only are excluded, too.
In Figure 4.6a the coincidences and significance of all candidates that have 7 or more
coincidences are shown as a function of frequency. From this set of candidates the
hardware injections are excluded, strong Instrumental-noise lines of known origin are
removed, the parameter-space veto is applied and finally single-detector candidates are
excluded to obtain Figure 4.6b.
As can be seen from Figures 4.5c and 4.6b there are no candidates that exceed the
predefined detection threshold of 20 coincidences (which would initiate more a exten-
sive investigation). The largest number of coincidences found is 10, which is at the
background level of false alarms expected from random noise only. From these candi-
dates having 10 coincidences, Table 4.4 lists the ten most significant ones.




Figure 4.5: Sky maps of post-processing results. Candidates having more than 7 coinci-
dences are shown in Hammer-Aitoff projections of the sky. The color-bar indicates the
number of coincidences of a particular candidate (cell). The top plot (a) shows the co-
incidence analysis results. In (b), a posteriori strong lines of known instrumental origin
and hardware injections are removed. The bottom plot (c) is obtained by additionally
applying the parameter-space veto and excluding single-detector candidates. Note that
in every sky map the regions of lower coincidences near the equatorial plane (colored




Figure 4.6: The top plot (a) shows the post-processing candidates having more than 7
coincidences as function of frequency. The light-gray shaded rectangular regions high-
light the frequency bands of the hardware injections. The dark-gray data points show
the candidates resulting from the hardware-injected CW signals. In (b), the final results
are shown after exclusion of instrumental lines of known origin and hardware injections,


















Table 4.4: The ten most significant post-processing candidates that have 10 or more coincidences. The frequency of each
candidate fcand refers to the fiducial GPS time tfiducial = 816 397 490 s. The parameters δcand, αcand, f˙cand, Ccand = CH1cand + CL1cand
and Scand are for the most-significant, most-coincident candidate with the given frequency of fcand, where CH1cand and CL1cand
denote the number of coincidences from detectors H1 and L1, respectively.
fcand [Hz] δcand [rad] αcand [rad] f˙cand [Hz s−1] Ccand CH1cand CL1cand Scand PF per 0.5Hz
543.810438 0.6823 5.9944 −3.24× 10−10 10 8 2 160.9 7.2× 10−5
1151.534608 1.1330 5.4462 2.11× 10−11 10 4 6 154.3 1.4× 10−3
1395.351068 −1.1928 2.5980 −3.92× 10−9 10 8 2 150.4 7.1× 10−4
1249.855062 −1.2380 6.0203 −2.43× 10−9 10 8 2 144.2 4.5× 10−3
1311.458030 −0.5143 6.1638 −3.32× 10−9 10 8 2 142.8 1.7× 10−3
1033.967720 0.6002 5.3133 −1.83× 10−9 10 8 2 142.7 1.2× 10−3
851.799376 1.1071 3.2019 −7.79× 10−10 10 8 2 142.1 4.1× 10−4
665.944644 −0.4602 2.3638 −1.28× 10−9 10 6 4 141.9 1.0× 10−3
669.187638 −0.6928 3.0333 −1.58× 10−9 10 7 3 141.6 1.0× 10−3
1443.831722 0.7046 6.0788 −4.47× 10−9 10 7 3 141.5 3.5× 10−3
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4.7 Comparison with previous searches
The previous Chapter reported on the results of the Einstein@Home search for CW
signals in the LIGO S4 data. The present work extends this search analyzing more
sensitive LIGO S5 data while using the same methods described in Chapter 3. Therefore,
this section elucidates the changes in configuration of the search and post-processing.
First, not only is more sensitive data used here, but also a larger total volume of
data is searched compared to Einstein@Home S4 search. The number of 30-hour data
segments analyzed increased from 17 to 28.
In addition, the template grids used in each data segment of this search were con-
structed to be denser, reducing the possible loss of signals due to mismatch in the tem-
plate waveforms. Compared to the previous search in S4 data, where a maximal mis-
match of m = 0.2 (m = 0.5) was used in the low (high) frequency range, here templates
are placed on a grid of higher density using m = 0.15 (m = 0.4) in the low (high)
frequency range.
Moreover, in the high-frequency range a larger range of possible spin-downs is
searched. The S4 analysis searched over minimum spin-down ages greater than 10 000 yr
for frequencies in the higher range (f > 300 Hz), whereas this analysis searches over
minimum spin-down ages greater than 8 000 yr for frequencies in the higher range (f >
400 Hz). The different partitioning of frequencies into the low and high ranges (split at
300 Hz in S4, split at 400 Hz here) is a consequence of an optimization study reflecting
the overall most sensitive search at given computing power.
This search presented here analyzed in total about three times more workunits than in
the S4 search. In searching the S4 data, each workunit returned the top 13 000 candidate
events, whereas this search is designed to keep only the top 1 000 (10 000) candidate
events in the low (high) frequency range. This configuration has the purpose of balancing
the load on the Einstein@Home servers, which receive the workunit results. A low-
frequency workunit returns a factor of 10 fewer events, because these were designed to
last approximately 10 times less than each high-frequency workunit.
Finally, based on the estimates presented in Section 4.5, the present search is overall
about a factor of three more sensitive than the previous S4 search. This improvement is
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Figure 4.7: Comparison of search parameter spaces in the plane of frequency and fre-
quency derivative. The dark-gray region refers to this Einstein@Home all-sky analysis
in early S5 LIGO data. The light-grey area corresponds to the recent all-sky PowerFlux
search in early S5 LIGO data.
a consequence of using more sensitive detector data in combination with a finer-spaced
template bank.
The methods used here, as well as in the S4 paper, would be expected to give very
high confidence if a strong enough signal were present in the data. It is interesting to
compare the sensitivity of this detection scheme with the sensitivity of upper limits such
as presented recently in [159]. Based on the PowerFlux method [158], that analysis set
strain upper limits at the 95% confidence level in the frequency range of 50 – 1100 Hz
and the frequency-derivative range of −5× 10−9 − 0 Hz s−1 using 7 147 h of early S5
LIGO data, about 8.5 times more data than was used here. Note that this Einstein@Home
search explores substantially larger parts of parameter space in frequency and frequency
derivative, as shown in Figure 4.7.
The upper-limit worst-case results of [159] for the equatorial sky region are remark-
ably close to the 90%-detection-level h0-values of Figure 4.4. However, these PowerFlux
upper limits refer to the most unfavorable polarization and sky position. A population-
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based upper limit over all sky locations and polarizations would be lower.
On the other hand, another key difference between the PowerFlux upper limits pro-
cedure and the sensitivity estimation carried out here is the detection criteria. In the
present work, detection requires a signal to generate 20 or more coincidences among the
28 different data segments. This corresponds to a false alarm probability in Gaussian
noise of the order 10−21 per 0.5 Hz frequency band. This is different from [159], where
simulated signals are compared to the strongest candidates found. Thus, an equivalent
detection criterion for this work would be to compare the signals against the strongest
candidates in each 0.5 Hz band. These are typically 10 coincidences, which relates to a
Gaussian noise false alarm rate of order 10−3. One can estimate the effect on sensitivity
by recomputing the sensitivity estimation of Section 4.5, but requiring each signal to
produce only 10 coincidences. This reduces the prefactors RD given above by a factor
of 1.24.
Apart from the larger parameter space searched, the present analysis is achieving
roughly comparable sensitivity to [159] in spite of searching 8.5 times less data. Much
of this effectiveness is due to the increased coherent integration time (30 hours versus 30
minutes), which is only possible due to the great amount of computing power donated
by the tens of thousands of Einstein@Home volunteers.
4.8 Conclusion
Using early fifth-science-run LIGO data this Chapter described the results from the
Einstein@Home search for unknown CW sources, extending the previous Einstein@Home
search in LIGO S4 data presented in Chapter 3. The sensitivity of the present analysis
improves upon the previous Einstein@Home S4 search by a factor of about three. Addi-
tionally, in large regions of the parameter space probed, this analysis yields the currently
most sensitive all-sky search results for CW sources.
No credible periodic gravitational-wave signal was found. Over a 100 Hz-wide band
around the detectors’ most sensitive frequencies, more than 90% of sources with dimen-
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sionless gravitational-wave strain amplitude greater than 3 × 10−24 would have been
detected.
While no statistically significant signal was observed in this analysis, the results
demonstrate the capability of public distributed computing to accomplish a sensitive
CW search for the benefit of future searches.
The sensitivity of the present analysis is essentially limited by the first-stage thresh-
old onF-statistics forced by the limited data volume which can be returned from the par-
ticipating clients. The successor Einstein@Home searches currently underway carry out
the incoherent combination ofF-statistic results on the client machines (done here in the
post-processing once results were sent back), using techniques such as will be presented
in Chapter 6. This makes it possible to set a much lower (sensitivity-optimized) first-
stage threshold on F-statistics. Hence, results from the new search promise a significant
enhancement in the overall sensitivity for a continuous gravitational-wave detection.
CHAPTER5
Global correlations in the coherent
statistic for CW detection
Appeared in Physical Review D 78, 102005, (2008)
5.1 Overview and context
The emission of continuous gravitational waves (CW) is expected, for instance,
from spinning neutron stars with non-axisymmetric deformations, as described in Sec-
tion 2.3.4. If the system is isolated, it is losing angular momentum through radiation and
is slowing down. Therefore the gravitational-wave frequency would be slowly decreas-
ing for this long-lasting type of signal. Such CW sources are among the primary targets
of Earth-based, laser-interferometric and resonant-bar detectors.
The terrestrial location of the detectors generates a Doppler modulation of the sig-
nal caused by the detector’s motion relative to the solar system barycenter (SSB). The
observed phase therefore depends on “phase parameters”, which describe the intrinsic
frequency evolution and the source’s sky location. In addition, there is a time-varying
amplitude modulation due to the antenna patterns changing with the Earth’s spinning
motion. The latter variations depend on the “amplitude parameters”, which are the two
polarization amplitudes, and the polarization angle of the gravitational wave.
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More than a decade ago, Jaranowski, Kro´lak and Schutz have determined the coher-
ent detection statistic to extract CW signals buried in the detector noise [55]. This data
analysis scheme is based on the principle of maximum likelihood detection leading to
coherent matched filtering. It was shown, that the amplitude parameters together with
the initial-phase parameter can be eliminated by analytically maximizing the detection
statistic, such that the search space is just the phase parameters: sky position, frequency
and frequency time-derivatives. This detection statistic is commonly referred to as the
F-statistic. For a given sequence of data, wide-band all-sky searches evaluate the F-
statistic over a large number of template-grid points in parameter space. The parameters
of the templates for which a predetermined threshold is exceeded are registered as can-
didate events for potential gravitational-wave signals.
In the local parameter-space neighborhood of a given signal one can define a met-
ric [174, 160, 187] from the fractional loss in expected F-statistic. This fractional loss
defines the dimensionless “mismatch” µ. Let p define a vector of phase parameters
for a template. If pS denotes the signal’s phase parameters, then the metric gij(pS) is
obtained by Taylor-expanding the mismatch at pS with respect to the small parameter




This Chapter presents a comprehensive study of the global parameter-space correla-
tions in the coherent detection statistic for continuous gravitational-wave searches. The
global parameter-space regions are identified where the detection statistic F is expected
to have large values close to maximal without restriction to the local neighborhood of the
signal location. Here, these regions are referred to as the “ global large-value structure”.
To find the global large-value structure of the F-statistic, a simplified detection statis-
tic F? (approximating F) is considered. The locations in parameter space where F? is
expected to be maximal are referred to as the “global maximum structure”. For increas-
ing parameter offsets from the given signal’s parameters this global maximum structure
of F? (and therefore also the global large-value structure of F) is found to become sig-
nificantly different from the local approximation obtained from the metric.
A previous study [188] examined monochromatic signals in the restricted phase-
parameter space of sky location and frequency. It was shown that in an approximate
detection statistic, such signals can generate “circles in the sky” while searching a range
of template frequencies. The collection of these circles forms a two-dimensional hyper-
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Figure 5.1: Schematic drawing of intersection of two representative global-correlation
hypersurfaces H1 and H2. The region of intersection, shown by the solid black curve,
describes the global maximum structure of the simplified detection statistic F?, because
the expectation value of F? is maximal in these locations. For illustration purposes
only two hypersurfaces are shown, whereas in general one might need to consider more
hypersurfaces.
surface in the three-dimensional parameter space, described by a single equation. Here,
even in this restricted parameter space, this hypersurface is only an approximation of the
description of the global maximum structure of the F?-statistic to first order in observa-
tion time T .
The present work shows that the global maximum structure of the detection statis-
tic F? is described by a separate equation for each order of T . The solution to each of
these equations is a different hypersurface in parameter space. Therefore, it is this fam-
ily of global-correlation hypersurfaces, which describes the global maximum structure
of F?: The detection statistic F? is expected to be maximal at the intersection of these
hypersurfaces. This idea is illustrated schematically in Figure 5.1. The same results also
apply when considering the generalization to non-monochromatic signals allowing for
an intrinsic frequency evolution of the source.
The global maximum structure of the detection statistic from stationary instrumental-
noise artifacts is also described by the global-correlation equations. This permits the
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construction of a veto method which excludes false candidate events as will be illus-
trated, too.
Section 5.2 of this Chapter briefly reviews the matched-filtering method for CW
sources. Section 5.3 describes an approximate signal model which leads to the simpli-
fied detection statistic allowing the analytical exploration of its global maximum struc-
ture. Section 5.4 presents the global-correlation equations of the phase-parameter space
and illustrates the geometry of the global-correlation hypersurfaces. In addition, the
search-parameter regions are derived for which the approximations used are valid. In
Section 5.5 the predictions made by the global-correlation hypersurfaces are compared
to a fully coherent F-statistic search in data sets of software-simulated sources with no
detector noise as well as of hardware-injected CW signals in the presence of real detec-
tor noise. In Section 5.6 the global large-value of the detection statistic which is caused
by stationary instrumental-noise artifacts mimicking astrophysical sources is found to be
also well described by the global-correlation equations, and thus a veto method is con-
structed. Section 5.7 discusses the effects of the Earth’s spinning motion in the context
of the present topic. Finally a concluding section follows.
5.2 Coherent detection of continuous gravitational-
wave signals
In the absence of any signal, the detector output data time series x(t) at detector
time t only contains noise n(t), which is assumed to be a zero-mean, stationary and
Gaussian random process. If a signal h(t) is present, the noise is assumed to be additive,
x(t) = n(t) +h(t). Denote by tssb the time measured at the solar system barycenter. For
a detector at fixed position and orientation, at the SSB the continuous gravitational-wave
signal is described by a sinusoid of constant amplitude and a phase given by
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where Φ0 is the initial phase, f (0) ≡ f denotes the frequency, and f (k>0) the kth fre-
quency time-derivative, defining every parameter f (k) at t = 0 at the SSB. The inte-
ger s > 0 denotes the number of frequency time-derivatives to be taken into account,
therefore it is set f (k>s) = 0. In the case of an isolated rapidly rotating neutron star with
non-axisymmetric deformations and negligible proper motion 1, the waveforms corre-
sponding to the plus (+) and cross (×) polarizations are
h+(t) = A+ sin Ψ(t), h×(t) = A× cos Ψ(t). (5.2)
The Earth’s motion with respect to the SSB leads to Doppler effects causing ampli-
tude and phase modulations of the CW signal received at the detector. Define n as the
constant unit vector pointing from the SSB to the source. Neglecting relativistic and






where the vector r(t) connects from the SSB to the detector, and c is the speed of light.
It is shown in [55] that the resulting phase evolution of the continuous gravitational-
















The received signal is also amplitude modulated by the varying antenna-pattern of the
detector due to its motion with the rotation of the Earth. The dimensionless signal re-
sponse function h(t) of an interferometric detector to a weak plane gravitational wave in
the long-wavelength approximation is a linear combination of the form:
h(t) = F+(t)h+(t) + F×(t)h×(t), (5.5)
where F+,× are called the antenna-pattern functions, resulting in the amplitude modula-
tions from Earth’s spinning motion. They lie in the range −1 ≤ F+,× ≤ 1, and depend
1 The effects of the neutron star’s proper motion in this context are discussed in [189, 172]. Assuming
an extreme case where the star moves with respect to the SSB at 103 km/s and its distance to the detector to
be at 40 pc, over 120 days of observation, fitting factors (fraction of signal-to-noise ratio when using a filter
not perfectly matching to a signal) greater than 99% are obtained. In addition, in this work observation
times of order a few days, much less than 120 days, are considered and therefore the proper-motion effects
are neglected.
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on the orientation of the detector and source, and on the polarization angle ψ of the
waves.
The optimal detection statistic [55, 117] in the maximum-likelihood sense is obtained










where Sh is the one-sided noise strain spectral density which is assumed to be constant





x(t) y(t) dt, (5.7)
centering the coherent observation-time interval of duration T around t = 0. Replacing
the amplitude parameters in Equation (5.6) by their values which maximize ln Λ, the so-
called maximum likelihood (ML) estimators, defines the coherent detection statistic F
as
F ≡ ln Λ ML. (5.8)
5.3 Matched-filtering detection statistic of a sim-
plified signal model
5.3.1 The simplified signal model
The phase of the continuous gravitational-wave signal is expected to change very
rapidly at the detector site on the Earth over a characteristic time length of typically
less than ten seconds, whereas the amplitude of the signal changes with a period of one
sidereal day. As a result [189], the detection of a CW signal requires an accurate model
of its phase, because even 1/4 of a cycle difference between template and signal can
lead to a loss in signal-to-noise ratio of 10%. Whereas modeling of its amplitude is less
critical. Therefore, the antenna pattern functions F+,× are assumed to be constant, so
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that the signal model (5.5) becomes
h(t) = A1 cos Φ(t) + A2 sin Φ(t) , (5.9)
where A1,2 are defined to be the constant effective amplitudes. The validity of this ap-
proximation is investigated using Monte-Carlo simulations in [189].
The vector r(t) connecting the SSB and the detector can be decomposed into an
orbital component r orb(t) and a spin component r spin(t) as
r(t) = r orb(t) + r spin(t) , (5.10)
where r orb(t) represents the vector from the SSB to the Earth’s barycenter, and r spin(t)
is the vector from the Earth’s barycenter to the detector. Thus, substituting the decompo-
sition (5.10) into Equation (5.4) one can write separately the orbital component φ orb(t)









+ φ orb(t) + φ spin(t), (5.11)
where




















The orbital motion of the Earth has a period of one year, so its angular frequency is
Ω orb = 2pi/1 yr. Fully coherent all-sky searches for observation times T much larger
than a few days are computationally prohibitive [55, 160]. Thus for computationally
feasible coherent searches or coherent stages of hierarchical multistage searches [164,
165] the typical observation time baseline would be of order a few days. Therefore, only
observation times T are considered, which are much shorter than one year: Ω orbT  2pi.
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where r (`)orb(t0) denotes the `th derivative with respect to time of r orb(t) evaluated at t0.
Without loss of generality one may choose t0 = 0 as the midpoint of the observation of
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Together with Equation (5.14) the orbital component of the phase (5.12) can be written
as
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The spinning motion of the Earth has a period of one sidereal day (1 sd), which
translates into an angular frequency of Ω spin = 2pi/1 sd. The corresponding average
velocity of v spin/c ≈ 10−6 is two orders of magnitude smaller than the corresponding
orbital velocity, v orb/c ≈ 10−4. In what follows, we neglect the contribution of the spin
component φ spin(t) to the phase (5.11). Section 5.7 will discuss in detail the effects of
the spin component φ spin(t) in terms of the matched-filtering amplitude.
Using φ orb(t) in the form of Equation (5.16), we refer to Φ orb(t) as the “orbital phase
model”:
Φ orb(t) ≡ 2pi
[
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where the coefficients um of the power series are defined by
u0 ≡ 2pif ξ · n, (5.19a)
u1 ≡ 2pi
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5.3.2 The simplified matched-filtering detection statistic
By analogy to Equation (5.6), we refer to ln Λ? as the log likelihood function of the
simplified CW signal model described in previous Section 5.3.1. Maximization of ln Λ?
with respect to the unknown amplitudes A1,2 yields their ML estimators. By substituting
the ML estimators back into ln Λ?, the simplified detection statistic F? is defined as






where the detection-statistic amplitude X has been defined through
X ≡ (x||e−iΦ orb), (5.21)
using the orbital phase model Φ orb.
For further simplicity consider a data set x(t) which only contains unit-amplitude
signal s(t), such that
x(t) = <[s(t)]. (5.22)
Let the phase-parameter vector pS = ({f (k)S },nS) define the phase ΦSorb(t) of the signal.
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and one obtains x(t) = cos ΦSorb(t). The difference in phase ∆Φ orb(t) between the phase
ΦSorb(t) of the signal and the phase Φ orb(t) of a template p = ({f (k)},n) is defined by
∆Φ orb(t) ≡ ΦSorb(t)− Φ orb(t). (5.24)
The maximization of F? is equivalent to maximizing |X |2. Using Equation (5.23)



















ei∆Φ orb(t) dt. (5.26)
Thus, Equation (5.26) shows that |X | has a global maximum of |X | = 1, if during the




Later, we will demonstrate that for the orbital phase model, unity of |X | can be
obtained not only for the case where all individual phase parameters exactly match
(∆f (k) ≡ f (k)S − f (k) = 0, ∆n ≡ nS − n = 0) and so ∆Φ orb(t) = 0, but also for
different non-zero offsets (∆f (k) 6= 0,∆n 6= 0) which compensate each other to achieve
∂∆Φ orb(t)/∂t ≈ 0 and thus lead to a value of |X | close to unity.
5.4 Global-correlation hypersurfaces in parameter
space
5.4.1 The global-correlation equations
The central goal of this work is to identify those locations in parameter space where
the simplified detection statistic F? is maximal, which corresponds to regions where
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|X |2 is one. Consistent with Equations (5.18), (5.19) and (5.24), the differences between
the coefficients um of the template’s phase and the coefficients uSm of the signal’s phase
are defined by
∆um ≡ uSm − um . (5.28)





















It is apparent that |X | does not depend upon the zero-order term ∆u0, and therefore the
same holds for the detection statistic F?. The values of ∆um for which |X | attains its








m−1 = 0, (5.31)
the following central result is obtained: the family of global-correlation equations
which describes the global maximum structure of F?,
∆um = 0, (5.32)
where m > 0, because F? is independent of ∆u0. Because (1, t, t2, . . . ) is a basis of the
vector space of real polynomials, the zero vector can only be represented by the trivial
linear combination, which is given by Equation (5.32).
Thus, the first global-correlation equation given by ∆u1 = 0 can be rewritten as
f + f ξ (1) · n+ f (1) ξ · n = K1, (5.33)
where K1 ≡ uS1/2pi represents a constant defined by the signal’s phase parameters. As
a side remark, it should be mentioned that Equation (5.33) is a generalization of the
first-order global-correlation equation found in [188] to signals with non-zero frequency
time-derivatives. But in order to describe qualitatively the global maximum structure of
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the simplified detection statistic in parameter space, considering only the first order (as
done in [188]) might not be sufficient. As a matter of fact, this is shown in Section 5.4.4
and will be confirmed by analyzing simulated signals later on.
Therefore, continuing to the next order in time, one obtains from the second condi-
tion ∆u2 = 0 the following relation,
f (1) + f ξ (2) · n+ 2f (1) ξ (1) · n+ f (2) ξ · n = K2, (5.34)
where the constant K2 ≡ uS2/2pi is defined by the signal’s phase parameters.
In general, this scheme can extended to arbitrary order m > 0. Thus, the family of
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where the signal’s phase parameters determine the constant Km ≡ uSm/2pi. In the fol-
lowing the geometry of the solution to the family of equations given by (5.35) will be
explored and the hypersurfaces they describe in parameter space will be illustrated.
5.4.2 The geometry of the global-correlation equations
Let the space of phase parameters p = ({f (k)},n) be a manifold denoted by P .
Previously we defined n as a unit vector pointing to the source’s sky location in the
SSB frame of reference. A position on the sky can be determined by two indepen-
dent coordinates, for example one can use equatorial coordinates of right ascension
(RA) and declination, denoted by α and δ, respectively. In these coordinates: n =
(cos δ cosα, cos δ sinα, sin δ). Recall that the integer s is related to the number of spin-
down parameters considered (f (k>s) = 0), thus the phase-parameter space dimensional-
ity is s+ 3.
By inspection of Equation (5.35), it is obvious that for a given continuous gravitational-
wave signal the set of solutions to each global-correlation equation ∆um = 0, is a hy-
persurface in the search parameter space P . Denoting each hypersurface by Hm one
may write
Hm = {p ∈ P : ∆um = 0}, (5.36)
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given the signal’s phase parameters uSm. The dimensionality of each hypersurfaceHm is
s+ 2.
Using the parameters um of Equation (5.19), we define the vector u ≡ ({um})=
(u1, u2, . . . ) and denote the corresponding parameter-space manifold by U . Let the vec-
tor uS ∈ U denote the signal’s parameters, and define the difference ∆u = uS − u =
(∆u1,∆u2, . . . ). Considering the detection-statistic amplitude |X | as a function of ∆u,
then this function is extremal with respect to the parameter um along the hypersur-






Obviously, on the intersection of these hypersurfaces Hm at ∆u = 0, |X | is maximum
with respect to all the parameters um: ∇ |X (∆u = 0)| = 0. Thus, it follows that the sim-
plified detection statistic F? is also expected to be maximal at the intersection of these
hypersurfaces. Therefore, the global maximum structure is defined by the intersection
of the global-correlation hypersurfaces Hm. This idea has been shown schematically
in Figure 5.1. In the absence of noise, all candidate events produced by a given CW
signal which follows the simplified model introduced in Section 5.3.1 will be located on
the hypersurface H1, described by Equation (5.33). From all candidate events located
onH1 those will belong to loudest ones (have largest values of F?) which are located at
the intersection with hypersurface H2, which is described by Equation (5.34). For each
higher order m this behavior carries itself forward in the same way.
5.4.3 Visualization of the global-correlation hypersurfaces
As an illustrative example visualization of the geometrical structure formed by the
global-correlation hypersurfaces (5.35), we choose the four-dimensional phase-parameter
space (s = 1). Thus, the four dimensions are sky position (right ascension α and dec-
lination δ), the frequency f , and the first spin-down parameter f (1). For demonstration
purposes, consider an exemplary continuous gravitational-wave signal with the phase
parameters fS = 100.0 Hz, αS = 2.0 rad, δS = −1.0 rad and f (1)S = −10−10 Hz/ s.
In this illustration, assume that we have a bank of templates available covering the
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whole sky, the entire Doppler frequency band 2, fS ± fS × 10−4, and for the spin-down
value of f (1) = −10−11 Hz/s. The attentive reader will notice that the signal’s spin-down
value is not covered by this template value, but mismatched by an order of magnitude.
This choice will demonstrate that due to the parameter-space correlations the signal is
still expected to be detected in such a search, producing a detection-statistic maximum-
structure which is predicted by the global-correlation equations.
The global-correlation equations only form ≤ 2 have to be considered in the present
example, because contributions to |X | in (5.30) from terms beyond second order are
negligible, as will be shown later in Section 5.4.4. There, the neglected third-order
term in Equation (5.30) is estimated and found to be irrelevant, in the case of the signal
investigated here, and for observation times T approximately less than 61 hours.



















































Figure 5.2 shows |X | given by Equation (5.38) as a function of the dimensionless
parameters ∆u1T and ∆u2T 2. This figure visualizes the fact that when one moves away
in parameter space from the global-correlation hypersurfaces at ∆um = 0 to increasing
non-zero values of ∆um, the detection-statistic amplitude |X | decreases rapidly from its
maximum of one towards zero, as is shown in Figure 5.2.
As mentioned earlier, the two equations from the family of global-correlation equa-
tions (5.35) to be considered for the example signal studied here are:
f + f ξ (1) · n+ f (1) ξ · n = K1, (5.40a)
f (1) + f ξ (2) · n+ 2f (1) ξ (1) · n = K2, (5.40b)
2 The maximum Doppler frequency shift due to the Earth motion is given approximately by the max-
imum Earth’s orbital velocity vorb/c ≈ 10−4.
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Figure 5.2: Illustration of the simplified detection-statistic amplitude |X | for m ≤ 2,
given by Equation (5.38), as a function of the dimensionless parameters ∆u1T and
∆u2T
2.




K1 = fS + fS ξ
(1) · nS + f (1)S ξ · nS, (5.41a)
K2 = f
(1)
S + fS ξ
(2) · nS + 2f (1)S ξ (1) · nS. (5.41b)
Figure 5.3 presents the visualization of the hypersurfaces H1 and H2 described by
Equations (5.40a) and (5.40b) for the given CW signal. As described in Section 5.4.2,
when choosing s = 1, then we have dimH1 = dimH2 = 3.
In Figure 5.3 the subspace {f,n} is shown at the fixed target spin-down of f (1) =
−10−11 Hz/ s. The hypersurface described by Equation (5.40a) for the fixed f (1) is
depicted three-dimensionally in Figure 5.3a. The 3D plot of Figure 5.3b shows the hy-
persurface defined by Equation (5.40b) for the same signal and same template values.
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(a) Global-correlation hypersurface H1 and con-
tour lines of constant frequency shown in the sky.
(b) Global-correlation hypersurface for H2 and
contour lines of constant frequency shown in the
sky (all close to each other).
(c) Superposition of global-correlation hypersur-
faces H1,2, and their frequency contour lines in
the sky.
Figure 5.3: The global-correlation hypersurfaces H1 (∆u1 = 0) and H2 (∆u2 = 0) for
a given CW signal shown in the three-dimensional subspace {f,n} at the fixed target
spin-down of f (1) = −10−11 Hz/ s. Each plot refers to GPS time 793555944 s. The
phase parameters of the signal are αS = 2.0 rad, δS = −1.0 rad, fS = 100.0 Hz, f (1)S =
−10−10Hz/ s, as indicated by the black cross (black circle) in the subspace {f,n} (in
the sky plane). In (c) the superposition of (a) and (b) illustrates the locations of expected
maximum detection statistic along the intersection curve of both hypersurfaces. In each
plot the light solid contour lines in the sky of constant f (and f (1)) are of H1, the dark
solid contour lines are the ones of H2. These contours of both hypersurfaces actually
describe circles on the three-dimensional sky sphere, see Figure 5.4 for corresponding
Hammer-Aitoff sky projections. In the sky subspace of this example, the intersection
curve approximately coincides with the contours of H2, and due to the mismatch in
spin-down the intersection curve does not pass through the signal’s true sky-location.
The black dotted-dashed curve represents the ecliptic.
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(a) Unit sphere with contour lines (circles) of
global-correlation hypersurfacesH1,2.
(b) Hammer-Aitoff sky projection showing the contour lines
(circles) of global-correlation hypersurfacesH1,2.
Figure 5.4: (Continuation of Figure 5.3) The global-correlation hypersurfaces H1
(∆u1 = 0) and H2 (∆u2 = 0) for a given CW signal shown in the two-dimensional
sky subspace at the fixed target spin-down, see Figure 5.3 for further details. In each
plot the light solid contour lines in the sky of constant f (and f (1)) are of H1, the dark
solid contour lines are the ones ofH2. These contours of both hypersurfaces, shown in a
Hammer-Aitoff projection in (b), actually describe circles on the three-dimensional unit
sphere as is visualized by (a). In the sky subspace of this example, the intersection curve
approximately coincides with the contours ofH2, and due to the mismatch in spin-down
the intersection curve does not pass through the signal’s true sky-location. The black
dotted-dashed curve represents the ecliptic.
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Finally, Figure 5.3c combines Figures 5.3a and 5.3b showing both hypersurfaces and
illustrating their intersection. Along this intersection curve of both hypersurfaces, |X |
(and so F?) is expected to be maximal for the CW signal examined in this example.
The contour lines of constant f (and f (1)) in the sky of both hypersurfaces are shown on
the three-dimensional unit-sphere by Figure 5.4a and in a 2D Hammer-Aitoff projection
by Figure 5.4b. Here, in the sky subspace the intersection curve of H1 and H2 (corre-
sponding to maximal detection statistic) approximately coincides with the contours of
H2.
5.4.4 Validity estimation of the global-correlation hypersur-
face description
This section discusses how many hypersurfaces have to be considered in order to
describe the detection-statistic maximum-structure. In other words, the question is in-
vestigated, in which region of the search parameter space and at which order m the
power series (5.29) can be truncated to approximate the matched-filtering amplitude |X |
better than a certain fractional loss one tolerates.
For a given order m, one can estimate the contributions from the next-order term
in the matched-filtering amplitude |X |. As was done earlier in Section 5.4.3, here we
consider again the four-dimensional parameter space {f, f (1),n} of “typical” wide-band
all-sky CW searches, with f ≤ 1 kHz, |f (1)| < f/τ min, and a minimum spin-down age
of τ min = 50 yrs.
To investigate the contribution from the first-order term in Equation (5.30) to |X |,









Figure 5.5a shows |X1| as a function of the dimensionless parameter ∆u1 T . As already
explained earlier, |X1| attains its global maximum of one, when ∆u1 = 0, which is the
first order global-correlation equation. If one requires for instance |X1| ≥ 0.9, using
Equation (5.42) this yields the condition |∆u1|T ≤ 1.57. When expressing ∆u1 in
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terms of the original phase parameters using (5.19), one obtains
|∆u1| . 2pi
[
|∆f | (1 + ξ (1))+ 2fS ξ (1)
+|∆f (1)|ξ + 2|f (1)S | ξ
]
. (5.43)
But for typical wide-band all-sky CW searches with coherent observation times T of
a day or a few days, according to Equation (5.43) |∆u1|T can be considerably larger
than 1.57. Therefore, it is clear that the first-order term in Equation (5.30) contributes
significantly to the matched-filtering amplitude |X | and obviously cannot be neglected.
Similarly, we estimate the contribution from the second-order term given that ∆u1 =
0 and by ignoring terms with m > 2 in Equation (5.30). We calculate the corresponding





















In Figure 5.5b, |X2| is shown as a function of ∆u2 T 2. Obviously, |X2| attains the max-
imum of one at the second order global-correlation hypersurface, which is described by
∆u2 = 0. One finds that |X2| ≥ 0.9 as long as |∆u2|T 2 ≤ 6.11. Reexpressing ∆u2 in










+ 2|f (1)S |ξ (1)
]
. (5.45)
But according to Equation (5.45) for typical wideband all-sky CW searches with coher-
ent observation times T of a day or a few days, |∆u2|T can take values considerably
larger than 6.11. Therefore, the second-order term in Equation (5.30) also contributes
significantly to the matched-filtering amplitude |X | and cannot be neglected.
Continuing this scheme to the next order in t, the contribution from the third-order
term in Equation (5.30) is considered. Given ∆u1 = 0 and ∆u2 = 0, we estimate the
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(a) (b)
(c) (d)
Figure 5.5: Estimating the number of global-correlation hypersurfaces which contribute
significantly to the detection statistic. In each plot both axes are dimensionless. For
further details the reader is referred to the text.
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ta−1 e−t dt. (5.48)
As can also be seen from Figure 5.5c, where ∆u3 T 3 is plotted against |X3|, requiring
|X3| ≥ 0.9 leads to the condition |∆u3|T 3 ≤ 9.79. By rewriting ∆u3 using again the









ξ (3) ≈ Ω2orb
v orb
c
and ξ (2) ≈ Ω orb v orb
c
, (5.50)
a condition is obtained regarding the observation time T for which the contribution to








Ω orb + |f (1)S |
)−1]1/3
. (5.51)
In the example presented in Section 5.4.3, a signal is considered with fS = 100.0 Hz
and f (1)S = 10
−10 Hz/ s. In this case, according to Equation (5.51) the third order can
be neglected for observation times T . 61 h. For a similar signal and search, but for
instance at fS = 1000.0 Hz the third-order term is expected to be non-significant only
for observation times T . 28 h.
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However, considering cases where the third order in t is non-negligible, an analogous





























Figure 5.5d shows |X4| as a function of ∆u4 T 4. From the condition |X4| ≥ 0.9 follows
|∆u4|T 4 ≤ 27.78. Using this, analogously to Equations (5.49) and (5.51), an approx-
imate condition upon T can be found, which in the case of the present example signal
yields that |X4| ≥ 0.9 for T being approximately less than 10 days. As for the wide-band
all-sky CW searches described earlier, coherent observation times are typically only of
one day or a few days, this means that in practice contributions from the fourth-order
term in Equation (5.30) to |X | are insignificant in such cases.
5.5 Predictions by the global-correlation equations
versus full F-statistic
In this section the analytical predictions of the global-correlation equations (5.35)
based on the simplified detection statisticF? are compared to the results of fully coherent
searches using the detection statistic F in different data sets containing artificial CW
signals. The computation of the full F-statistic includes effects of amplitude modulation
and involves precise calculation of the detector position with respect to the SSB using
an accurate ephemeris model.
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Table 5.1: Amplitude and phase parameters introduced in Section 5.3.2 of the two
software-simulated continuous gravitational-wave signals.
Signal A+ A× ψ [rad] Φ0 [rad]
1 1.0 0.5 1.0 2.0
2 1.0 0.0 0.0 0.0
Signal αS [rad] δS [rad] fS [Hz] f
(1)
S [Hz/s]
1 and 2 2.0 −1.0 100.0 −10−10
5.5.1 Comparison with the F-statistic for software-simulated
signals with no detector noise
Different data sets have been prepared each containing one of two different software-
simulated CW signals without noise. A F-statistic search has been conducted in each
data set. The software tools used for data production as well as for data analysis are part
of the LSC Algorithm Library Applications [8].
The signal parameters defining the two simulated sources are given in Table 5.1. In
both cases the phase parameters are chosen to be identical. These are also the same
phase parameters of the signal generating the hypersurfaces illustrated in Figures 5.3
and 5.4. Therefore, solely based on the global-correlation equations one expects the F-
statistic to have a global large-value structure very similar to the one shown by Figures
5.3 and 5.4. To investigate the impact of the antenna pattern functions distinct amplitude
parameters have been chosen here, as given by Table 5.1. For every set of simulated
data the detector position refers to the LIGO Hanford 4-km (H1) detector, and the time
of reference is chosen to be global positioning system GPS time 793555944 s consistent
with Figures 5.3 and 5.4.
As listed by Table 5.2, for each data set containing the same signal different searches
have been conducted, where the coherent observation time T has been varied between
from 10 hours up to 2 sidereal days. In each search consisting of evaluating the F-
statistic on a grid of templates, an isotropic sky grid with equatorial spacing of 0.02 rad,
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Table 5.2: Comparison of predictions by the global-correlation equations based the sim-
plified detection statistic F? with the fully coherent F-statistic search results using data
sets containing software-simulated continuous gravitational-wave signals. The search
labels, listed in the first column, containing the number 1 (number 2) refer to data sets
containing only Signal 1 (Signal 2), whereas labels with different letters correspond to
different observation times, as can be seen from the second column. From the obtained
results the maximum relative deviations from the predicted frequencies are specified in
the third column.
Search Coherent obser- Maximum deviation
label vation time T |fF − fF? |/fF?
A1 10 hours 2.5× 10−6
B1 1 sidereal day 2.2× 10−6
C1 30 hours 2.0× 10−6
D1 2 sidereal days 3.2× 10−6
A2 10 hours 2.6× 10−6
B2 1 sidereal day 2.4× 10−6
C2 30 hours 2.3× 10−6
D2 2 sidereal days 3.5× 10−6
spacings of 1/(2T ) in the frequency-interval f ∈ [99.8, 100.2] Hz and a fixed spin-down
template of f (1) = −10−11 Hz/ s have been employed.
First, we compare the results of the searches with the prediction by the global-
correlation Equation (5.40a) forming the hypersurface H1, shown in Figure 5.3a. For
each sky position and spin-down template-grid point where the F-statistic search re-
ported a candidate event with frequency fF , one can calculate the relative deviation to
the predicted frequency fF? obtained from Equation (5.40a) by |fF − fF?|/fF? . For
each search the maximum relative deviations between predicted fF? and measured fF
over the entire sky (and spin-down) are specified in Table 5.2, and are of order 10−6.
The corresponding average relative deviations are typically even one order of magni-
tude smaller. As in the simplified phase model (5.17) the Earth’s spinning component
has been neglected, here the observed frequency-deviations are consistent with the fact
that the relative corrections to the frequency modulation originating from the Earth’s
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spinning velocity are of magnitude v spin/c ≈ 10−6.
Finally, Figures 5.6, 5.7, 5.8 and 5.9 present the results of each F-statistic search
projected on the sky. As one is only interested in the loudest F-statistic values, only
strong candidate events from the ones reported in the different searches A1,B1,C1 and
D1 above a threshold of 2F ≥ 2000 are shown, and for the searches A2, B2, C2 and
D2 a threshold of 2F ≥ 1250 is set. These thresholds were chosen to reduce the data
volume to process and are based the expected global maximum values of 2F . These
thresholds guarantee that candidate events with F-statistic values at least larger than
≈ 15% of the global maximum are retained in each search. This thresholding is justified
because comparing candidate events with very small detection-statistic values to the
global maximum are not of interest in this work.
As shown earlier in Figures 5.3 and 5.4, in the two-dimensional sky projection the
intersection curve of hypersurfaces H1 and H2 approximately coincides with the con-
tours (of constant f and f (1)) of H2 in the sky. Thus, the dark circle in Figure 5.4b
representing the contours of hypersurface H2 also describes the predicted global max-
imum structure of the detection statistic in the sky. In fact, this prediction is actually
observed in qualitatively good agreement with the F-statistic search results shown in
Figures 5.6, 5.7, 5.8 and 5.9. One finds that for coherent observation times less than one
sidereal day (in searches A1 and A2), the locations of the predicted global maximum
structure are only faintly visible in the results, because this feature is still hidden due to
the Earth’s spin component [see Figures 5.6a and 5.6b]. For coherent observation times
beyond one period of the Earth’s spinning motion, the results clearly show the locations
of large F-values as predicted [see Figures 5.7a – 5.9b]. As will be discussed later in
Section 5.7, the Earth’s spinning motion only varies the detection statistic within the
global-correlation-equations predicted (and observed) regions.
5.5.2 Comparison with the F-statistic for a hardware-injected
signal in detector noise
For so-called “hardware injections” simulated signals are physically added into the
detector control systems to produce instrumental signals that are similar to those that
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(a) Results of F-statistic search A1 (T = 10 h).
(b) Results of F-statistic search A2 (T = 10 h).
Figure 5.6: Hammer-Aitoff sky projections of results from fully coherent F-statistic
searches in the data sets A1 and A2 (both of duration T = 10 h), as described in Ta-
ble 5.2. Each data set contained one of the two software-simulated CW sources defined
in Table 5.1, where both signals 1 and 2 have identical phase parameters, but differ-
ent amplitude parameters. The left (right) plot shows candidate events registered in the
search A1 (A2) above a threshold of 2F ≥ 2000 (2F ≥ 1250). The colorbar indi-
cates the values of 2F × 10−4. The corresponding analytical prediction by the global-
correlation equations has been illustrated earlier by Figure 5.4b.
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(a) Results of F-statistic search B1 (T = 1 sd).
(b) Results of F-statistic search B2 (T = 1 sd).
Figure 5.7: (Continuation of Figure 5.6) Hammer-Aitoff sky projections of results from
fully coherentF-statistic searches in the data sets B1 and B2 (both of duration T = 1 sd),
as described in Table 5.2. The left (right) plot shows candidate events registered in the
search B1 (B2) above a threshold of 2F ≥ 2000 (2F ≥ 1250). The colorbar indicates the
values of 2F × 10−4. The corresponding analytical prediction by the global-correlation
equations has been illustrated earlier by Figure 5.4b.
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(a) Results of F-statistic search C1 (T = 30 h).
(b) Results of F-statistic search C2 (T = 30 h).
Figure 5.8: (Continuation of Figure 5.7) Hammer-Aitoff sky projections of results from
fully coherentF-statistic searches in the data sets C1 and C2 (both of duration T = 30 h),
as described in Table 5.2. The left (right) plot shows candidate events registered in the
search C1 (C2) above a threshold of 2F ≥ 2000 (2F ≥ 1250). The colorbar indicates the
values of 2F × 10−4. The corresponding analytical prediction by the global-correlation
equations has been illustrated earlier by Figure 5.4b.
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(a) Results of F-statistic search D1 (T = 2 sd).
(b) Results of F-statistic search D2 (T = 2 sd).
Figure 5.9: (Continuation of Figure 5.8) Hammer-Aitoff sky projections of results from
fully coherentF-statistic searches in the data sets D1 and D2 (both of duration T = 2 sd),
as described in Table 5.2. The left (right) plot shows candidate events registered in
the search D1 (D2) above a threshold of 2F ≥ 2000 (2F ≥ 1250). The colorbar
indicates the values of 2F×10−4. The corresponding analytical prediction by the global-
correlation equations has been illustrated earlier by Figure 5.4b.
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are expected to be produced by astrophysical sources of gravitational waves. Through
magnetic coil actuators the interferometer mirrors are made to physically move as if a
gravitational wave was present.
Here, we choose 30 hours of data (lying within a time span of less than 38 hours)
containing a hardware injection from LIGO’s fourth science run (S4) of the LIGO Liv-
ingston 4-km (L1) detector. The GPS time of reference is 795408715 s. During this
data segment the hardware injection was activated 99.4% of the time. The signal’s phase
parameters are defined by αS = 3.7579 rad, δS = 0.0601 rad, fS = 575.163636 Hz, and
f
(1)
S = −1.37 × 10−13Hz/ s, at the segment’s starting time. The amplitude parameters
are A+ = 7.48 × 10−24, A× = −7.46 × 10−24, ψ = −0.22 rad and the initial phase
is Φ0 = 4.03 rad. In this segment of data an all-sky F-statistic search has been carried
out in the frequency interval of f ∈ [575.048, 575.221] Hz, and in the spin-down range
f (1) ∈ [−1.04 × 10−9, 1.04 × 10−10] Hz/ s. The grid of templates employed spacings
of 5.70×10−6 Hz in f -direction, separations of 3.23×10−10 Hz/ s in f (1)-direction, and
an isotropic sky grid with equatorial spacing of 0.03 rad.
In Figure 5.10 the results of the actual F-statistic search are shown and compared to
the prediction by the global-correlation hypersurfaces. As the search covers a range of
spin-down templates there will be distinct contours of hypersurface H2 corresponding
to each f (1)-template. Therefore, the structure of maximum detection statistic F? is
expected to be an annulus in the sky referring to the magenta region in Figure 5.10b.
This annulus is framed by the different contour lines of H2 which correspond to the
minimum (dark-brown colored) and maximum (black colored) value of f (1) searched.
Qualitatively, the large-value structure of F that is visible, is in good agreement with
the predicted structure based on the global-correlation hypersurfaces. In Figure 5.10a
the F-statistic results only faintly reproduce the entire predicted structure because of
the Earth’s spinning motion. Section 5.7 will discuss and explain analytically how the
Earth’s spinning motion varies the detection statistic within the regions determined by
the global-correlation hypersurfaces.
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(a) Results of a coherent all-sky F-statistic search in a data set containing
a hardware-injected signal. The colorbar indicates the values of 2F .
(b) Prediction of the global maximum structure of the detection-statistic
based on the global-correlation hypersurfaces.
Figure 5.10: Comparing the F-statistic results (a) for a hardware-injected CW signal
with the theoretical prediction (b) by the global-correlation equations. Both plots show
Hammer-Aitoff projections of the sky. The sky location of the simulated signal is rep-
resented by the black cross in (b). The magenta region in (b) represents the predicted
structure of maximum detection statistic F? and is observed to agree qualitatively well
with the actual F-statistic results (a) from the hardware injection in real detector data.
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5.6 Vetoing instrumental noise artifacts
A typical feature of the data from an interferometric gravitational-wave detector are
narrow-band noise artifacts, so-called “lines”, which are of instrumental origin. As a
consequence, the results of a search for continuous gravitational-wave sources contain
instrumental artifacts that in some respects mimic CW signals. But these artifacts tend
to cluster in certain regions of parameter space. For the case of incoherent searches
as reported in [158], candidate events in such parameter-space regions were identified
and discriminated. Here, we propose a similar veto method also suitable for coherent
CW searches, such as those presented in Chapters 3 and 4. Using the global-correlation
equations found in this work, the goal is to identify those regions in parameter space
where instrumental noise lines can imitate a real signal by producing large detection-
statistic values. In such a case these candidate events could automatically be vetoed.
For simplicity, we consider the same four-dimensional parameter space as used in
Section 5.4.2 consisting of {f, f (1),n} and that T has a value, such that third-order
contributions to |X | are insignificant (cf. Section 5.4.4). Thus, the global-correlation
equations of relevance are the same as in the example studied in Section 5.4.3. These
were given by Equations (5.40a) and (5.40b). It is obvious that the frequency of a sta-
tionary instrumental line is independent of the Earth’s position in its orbit around the
sun. This decoupling is achieved by setting nS = 0. For a stationary instrumental line
originating from the detector it also holds that f (1)S = 0. In this case the constantsK1,2 in
Equations (5.40a) and (5.40b) simplify to K1 = fS and K2 = 0. Thus, the two relevant
global-correlation equations are of the following form,
f + f ξ (1) · n+ f (1) ξ · n = fS, (5.53a)
f (1) + f ξ (2) · n+ 2f (1) ξ (1) · n = 0. (5.53b)
As stated earlier, for a given f (1), Equation (5.53a) describes a three-dimensional hyper-
surface in the subspace {f,n}. On this hypersurface the detection statistic will attain
its maximum along the intersection curve with the hypersurface described by Equa-
tion (5.53b). In a projection into the sky subspace this intersection curve approximately
coincides with the contours (of constant f and f (1)) of hypersurface (5.53b). Therefore
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Equation (5.53b) describes the region in the sky for which potential CW signals do not
produce a modulation pattern that would distinguish them from an instrumental line.
Using this knowledge one can discriminate (veto) candidate events which satisfy
Equation (5.53b). As the resolution in parameter space is finite, the following veto con-
dition results: ∣∣∣ f (1) + f ξ (2) · n+ 2f (1) ξ (1) · n ∣∣∣ < ε, (5.54)





where ∆f cell denotes the resolution in the frequency-direction (width of cells), N cell the
number of cells one tolerates during a characteristic length of time ∆T .
One can visualize and calculate the volume of the region in four-dimensional parame-
ter space which is excluded by this veto. For a given source sky position, Equation (5.54)
is linear in f and f (1). Thus, for fixed sky position n, the veto condition defines two par-
allel lines in the {f, f (1)}− plane. Candidate events which lie in the region between the
lines are discarded (vetoed). Candidate events which lie outside this region are retained
(not vetoed). The locations of these two lines in the {f, f (1)} − plane depends upon the
sky position. The fractional volume excluded by the veto depends upon whether or not
(as the source position varies over the sky) the excluded region between the lines lies
inside or outside of the boundaries of the search, or intersects it. Alternatively, for a
given value of f and f (1), one can calculate the portion of the sky which is excluded by
the veto, depending upon the ranges of parameter space searched. The details of such a
calculation for a particular search have been in Section 3.7.2.
Figure 5.11 illustrates the veto method for an example noise line. Thereby, Fig-
ure 5.11a presents the results of a fully coherent matched-filtering search using the F-
statistic for a 30-hour observation time. The data set analyzed contains a detector-noise
line, which is in this case a violin mode resonance of the mode cleaner mirrors of the
LIGO Hanford 4-km (H1) detector. In Figure 5.11b, a comparison with the theoreti-
cal prediction by the global-correlation equations given by (5.53a) and (5.53b) is made
featuring a very good agreement. Thus the veto will be very efficient in excluding the
parameter-space regions of largest 2F-values produced by instrumental lines.
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(a) Results of a coherent all-sky F-statistic search in a data set containing
an instrumental noise line. The colorbar indicates the values of 2F .
(b) Prediction of the global maximum structure of the detection statistic
based on the global-correlation hypersurfaces.
Figure 5.11: Comparing the results of a fully coherent matched-filtering search using
the F-statistic (a) with the theoretical prediction (b) by the global-correlation equations
for a given instrumental-noise feature mimicking a real CW signal. Both plots show
Hammer-Aitoff projections of the sky. The all-sky search was carried out in a 0.5 Hz
frequency-band f ∈ [568.0, 568.5] Hz and for a range of frequency time-derivatives
f (1) ∈ [−3.63 × 10−9, 3.63 × 10−10] Hz/ s, for an observation time of T = 30 h. The
GPS time of reference is 795149016 s. The upper plot (a) shows all candidate events
reported by the search above a detection-statistic threshold of approximately 50% of the
largest 2F-value found. The frequency of the instrumental-noise line present in this data
set is a resonance violin mode of the mode cleaner mirrors of the LIGO Hanford 4-km
(H1) detector. The magenta region in (b) of maximum expected detection statistic agrees
well with the F-statistic results (a) from the real instrumental line.
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Note that this veto excludes only the loudest candidate events (of largest 2F), but
as shown in Figure 5.11 an instrumental line is capable of contaminating large parts of
the sky due to the global correlations (depending on the search parameters). Therefore
in some cases it might be necessary to increase the tolerance-parameter ε artificially to
account for these effects if necessary. However, in a F-statistic search one is interested
in the strongest candidate events arising from the background level. Thus in eliminating
such false instrumental-noise events the veto condition presented is very efficient as these
regions are well described. This veto method as presented here have been applied in the
Einstein@Home searches described in previous Chapters 3 and 4.
5.7 Effects of the diurnal spinning motion of the
Earth
By considering the Earth’s spinning motion in the phase model, we here investigate
the variation of the detection statistic along the predicted global maximum structure
by the global-correlation hypersurfaces. In other words, given the solution ∆um = 0,
which are the the global-correlation hypersurfaces, we study how the spin component
φ spin(t) of Equation (5.13) in the phase model (5.4) modulates the detection statistic in
the locations consistent with this solution. In order to simplify this discussion, in what
follows frequency time-derivatives in the spin component φ spin(t) are ignored to obtain
φ spin(t) ≈ 2pi f r spin(t) · n
c
. (5.56)
Thus, the phase difference between the spin component of the signal φSspin(t) and a tem-
plate φ spin(t) is given by
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defining the vector
∆k ≡ 2pi (nSfS − nf) . (5.58)
Taking into account ∆φ spin(t) in the detection-statistic amplitude and provided that
∆um = 0, one has to compute the following integral




ei∆φ spin(t) dt . (5.59)
For observation times T relevant to CW searches (of order days), the phase modula-
tion due to the spinning motion of the Earth is oscillatory, because it has a period of one
sidereal day Ω spin = 2pi/1 sd. Therefore, in order to evaluate (5.59) we follow a route
previously taken in [190, 188], which makes use of the Jacobi–Anger identity:





where Jn(z) is the n-th Bessel function of the first kind. This identity allows to ex-
pand exponentials of trigonometric functions in the basis of their harmonics. To employ
the Jacobi–Anger expansion we rewrite Equation (5.57) by approximating the diurnal





∆k‖ sinλ+ ∆k⊥ cosλ cos (φ0 + Ωspint)
]
, (5.61)
where R E is the radius of the Earth, λ is the latitude of the detector, ∆k‖ is the absolute
value of the component of the vector ∆k parallel to the rotation axis, ∆k⊥ is the absolute
value of the component of ∆k orthogonal to the rotation axis, and φ0 is determined by
∆k at t = 0. Defining
∆φ spin,‖ ≡ R E
c
∆k‖ sinλ, (5.62)
∆u spin ≡ R E
c
∆k⊥ cosλ, (5.63)
the Jacobi–Anger identity is applied:
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Figure 5.12 shows |X spin| for the two LIGO detectors as a function of T and ∆u spin.
It is obvious that for the observation time being an integer multiple ` of the Earth’s
spin period, such that T = 2pi`/Ω spin, Equation (5.65) then simplifies to |X spin| =
|J0(∆u spin)|, because only the term corresponding to n = 0 does not vanish. By in-
spection, we find that this is also approximately the case for all observation times of one
day or longer, as can be seen from Figure 5.12. Therefore, |X spin| is approximated for
T & 2pi/Ω spin (which is also the regime relevant to CW searches) by
|X spin| ≈ |J0(∆u spin)|. (5.66)
Figures 5.13, 5.14 and 5.15 illustrate |J0(∆u spin)| over the entire sky for the three differ-
ent cases studied previously in this Chapter: the software-injected signal, the hardware-
injected signal and the instrumental-noise line. Comparing Figure 5.13 with Figures
5.6–5.9, Figure 5.14 with Figure 5.10a, and Figure 5.15 with Figure 5.11a, one finds
that the variation of the F-statistic in the regions determined by the global-correlation
hypersurfaces (locations consistent with ∆um = 0) can in fact be recovered.
To illustrate better why the Earth’s orbital motion determines the regions of largest
detection-statistic and the Earth’s spinning motion only modulates the detection-statistic
within these regions, the examples presented in Figure 5.16 are considered. There, as a
basis of comparison to |X spin| of Equation (5.66) we use |X | of Equation (5.38) of the or-
bital phase model form ≤ 2. As shown in Section 5.4.4, higher orders ofm are insignif-
icant for the example cases considered. Figure 5.16 compares |X | and |X spin| as func-
tions of sky position for the given signal phase parameters. In the two diagrams 5.16a
and 5.16c, the sky has been sliced along α at constant declination δ = δS, and for fixed




In the plots 5.16b and 5.16d, the sky has been sliced along declination δ at constant right
ascension α = αS, and for the remaining template parameters coinciding with the sig-
nal’s parameters. The essential observation is that |X | drops off much more rapidly com-
pared to |X spin|. Therefore, |X | dominantly determines the global maximum structure of
the detection statistic, whereas |X spin| only modulates the detection statistic within these
regions where |X | is maximal.
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(a) LIGO Hanford detector
(b) LIGO Livingston detector
Figure 5.12: The simplified detection-statistic amplitude |X spin| for phase-mismatch
only in the spin component of the phase model as a function of observation time T and
dimensionless parameter-mismatch ∆u spin as defined in Equation (5.63), for the two
LIGO detectors. For observation times beyond T & 2pi/Ω spin, a good approximation of
|X spin| is given by the dominant term |J0(∆u spin)|.
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(a)
(b)
Figure 5.13: Shown is |X spin| ≈ |J0(∆u spin)| over the entire sky using equatorial coor-
dinates of right ascension α and declination δ for the software-simulated signal studied
previously in this Chapter [cf. Figures 5.6–5.9]. The top plot shows |J0(∆u spin)| as
functions of α and δ. The bottom plot is a two-dimensional Hammer-Aitoff projection
of the sky, illustrating the contours of |J0(∆u spin)|.
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Figure 5.14: Shown is |X spin| ≈ |J0(∆u spin)| over the entire sky using equatorial co-
ordinates of right ascension α and declination δ for the hardware-injected signal studied
previously in this Chapter [cf. Figure 5.10a]. The top plot shows |J0(∆u spin)| as func-
tions of α and δ. The bottom plot is a two-dimensional Hammer-Aitoff projection of the
sky, illustrating the contours of |J0(∆u spin)|.
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Figure 5.15: Shown is |X spin| ≈ |J0(∆u spin)| over the entire sky using equatorial co-
ordinates of right ascension α and declination δ for the instrumental-noise line studied
previously in this Chapter [cf. Figure 5.11a]. The top plot shows |J0(∆u spin)| as func-
tions of α and δ. The bottom plot is a two-dimensional Hammer-Aitoff projection of the
sky, illustrating the contours of |J0(∆u spin)|.
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(a) The software-injected signal. (b) The software-injected signal.
(c) The hardware-injected signal. (d) The hardware-injected signal.
Figure 5.16: Comparison of |X | (solid curves) computed using Φ orb(t) and |X spin|
(dashed curves) calculated using φ spin(t) as functions of sky position. In (a) and (b) the
signal’s phase parameters correspond to the software injection of Section 5.5.1, and (c)
and (d) refer to the hardware-injected signal introduced in Section 5.5.2. In (a) and (c),
|X | and |X spin| are shown as functions of right-ascension (RA) template-value α for the
given signal-value αS, while fixing the remaining template parameters to perfectly match
the signal’s parameters, δS = δ, fS = f and f
(1)
S = f
(1). Whereas in (b) and (d), |X |
and |X spin| are shown as functions of declination template-value δ, while the remaining
template parameters coincide with the signal’s phase parameters. One can see that |X |
decreases much more rapidly compared to |X spin|. Therefore |X | dominantly determines
the global maximum structure of the detection statistic.
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5.8 Conclusions
The family of global-correlation hypersurfaces derived here provides an approximate
analytical description of the global large-value structure of the coherent detection statis-
tic F in the phase-parameter space of continuous gravitational-wave searches.
For observation times longer than one sidereal day, but still much smaller compared
to one year, it is the orbital motion of the Earth which generates a family of global-
correlation equations. The solution to each of these equations is a different hypersurface
in parameter space. The detection statistic is expected to have large values at the in-
tersection of these hypersurfaces. In this context, the Earth’s spinning motion plays a
minor role, because it only varies the detection statistic within the intersection regions
determined by the global-correlation hypersurfaces.
While embedding previously published results [188] in the present theory, this work
leads to a substantially improved understanding of the global correlations in the coherent
detection statistic.
In a comparison study with results of the F-statistic from numerically simulated as
well as from hardware-simulated signals in the presence of noise, the analytical predic-
tions by the global-correlation equations have been qualitatively well recovered.
The improved understanding of the global correlations in the coherent detection
statistic presented here leads to a number of applications for CW searches. In this Chap-
ter, one direct application has been described: The global large-value structure of the
detection statistic produced by stationary instrumental-noise lines mimicking astrophys-
ical sources is also well described by the global-correlation equations. This permitted
the construction of a veto method, where such false candidate events are excluded.
Moreover, reparameterization of the original phase parameters by the parameters um
from the global-correlation equations offers evident advantages in solving further prob-
lems related to CW searches. For example using the um-parameters can help in placing
templates more efficiently. As these parameters “absorb” the global correlations lead-
ing to a linear phase model, the metric in these parameters will be explicitly flat, which
means independent of the parameters (cf. [185, 4]).
Furthermore, exploiting the global parameter-space correlations, an enhanced hier-
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archical search scheme is obtained via reparameterizing the phase parameters of the
candidate events based on um-parameters. In fact, this gives rise to a novel type of
hierarchical semi-coherent search technique for CW sources: the Global-Correlation
Transform (GCT) method [4]. Typically, in such a multistage scheme [164, 165] one
breaks up the data set into a sequence of short data segments, of which each segment
is analyzed coherently in a first stage. This is followed by an incoherent combination
of the coherent results from each segment. The GCT technique, which is described in
the next Chapter, achieves significantly improved sensitivity compared to conventional
semi-coherent methods at even lower computational cost.
CHAPTER6
New method for CW detection
exploiting global correlations
Appeared in Physical Review Letters 103, 181102, (2009)
6.1 Overview and context
As mentioned in the introductory Chapter 2, direct detection of gravitational waves
is the most significant remaining test of Einstein’s General Theory of Relativity, and will
become an important new astronomical tool.
Section 2.3.4 described various possible generation mechanisms [133, 127, 128,
131, 130] of continuous gravitational-wave (CW) signals from rapidly rotating neutron
stars. Most such stars are electromagnetically invisible, but might be detected and stud-
ied via gravitational waves. Recent simulations of neutron star populations [191, 151,
136] suggest that CW sources might eventually be detected with new instruments such
as LIGO [58, 54]. World-wide efforts are underway to search for CW signals [158,
1, 12] and observational upper limits already place some constraints on neutron star
physics [155, 159].
Fully coherent searches (over realistic ranges of parameter space and year-long ob-
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servation times) for unknown sources of continuous gravitational waves are computa-
tionally prohibitive. Less expensive hierarchical searches divide the data into shorter
segments which are analyzed coherently, then detection statistics from different seg-
ments are combined incoherently. This Chapter presents an improved method for the
incoherent combination scheme, the Global Correlation Transform (GCT), which ex-
ploits global parameter-space correlations in the coherent detection statistic. Application
to simulated data shows significant sensitivity improvements compared with previously
available methods, increasing the spatial volume probed by more than two orders of
magnitude at lower computational cost.
6.2 Fully coherent CW matched filtering: F-statistic
Because the expected CW signals are weak, sensitive data analysis methods are
needed to extract these signals from detector noise. A powerful method is derived in
Ref. [55]. This scheme is based on the principle of maximum likelihood detection,
which leads to coherent matched filtering. Rotating neutron stars emit monochromatic
CW signals, apart from a slowly changing intrinsic frequency. But the terrestrial detec-
tor location Doppler-modulates the amplitude and phase of the waveform, as the Earth
moves relative to the solar system barycenter (SSB). The parameters describing the sig-
nal’s amplitude variation may be analytically eliminated by maximizing the coherent
matched-filtering statistic [55]. The remaining search parameters describing the signal’s
phase are the source’s sky location, frequency and frequency derivatives, and the result-
ing coherent detection statistic is called the F-statistic (cf. Section 5.2).
This work considers isolated CW sources whose frequency varies linearly with time
in the SSB frame. The corresponding phase parameter-space P is four-dimensional.
Standard “physical” coordinates on P are the frequency f(t0) at some fiducial time t0,
the frequency’s first time derivative f˙ , and a unit vector n =(cos δ cosα, cos δ sinα,
sin δ) on the two-sphere S2, pointing from the SSB to the source. Here α and δ are right
ascension and declination. Thus, a point in parameter space p ∈ P may be labeled by
p = {f(t0), f˙ ,n}. The F-statistic Fp[h] is a functional of the detector data set h, and is
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a function of the point in parameter space p ∈ P .
All-sky searches for unknown CW sources using the F-statistic are computationally
expensive. For maximum sensitivity, one must convolve the full data set with signal
waveforms (templates) corresponding to all possible sources. But the number of tem-
plates required for a fully coherent search increases as a high power of the observation
time. For one year of data, the computational cost to search a realistic range of param-
eter space exceeds the total computing power on Earth [160, 55]. Thus a fully-coherent
search is limited to much shorter observation times. The problem is addressed by using
hierarchical semi-coherent search methods as follows.
6.3 Hierarchical semi-coherent search strategies
In hierarchical semi-coherent search methods the data is broken into segments of
duration T , where T is much smaller than one year. Each segment is analyzed coher-
ently, computing the F-statistic on a coarse grid of templates. Then the F values from
all segments (or statistics derived from F) are incoherently combined using a common
fine grid of templates. Such a strategy is referred to as “semi-coherent”, because phase
information is discarded between segments.
Originally, hierarchical semi-coherent search methods were designed to combine the
simple Fourier power of successive short Fourier-transformed segments (typically with
T = 30 min). In this case, the maximum possible segment length is short, because of
the requirement that the signal power should not be spread over more than one Fourier
frequency bin by the signal’s Doppler shift [192].
The Stack-Slide method [162] adds Fourier power along paths of frequency bins
corresponding to the signal frequency, in close analogy to the Radon transform. The
Powerflux method [158, 159] is another variant thereof, summing weighted power taking
into account non-stationarities of the noise and the direction-dependent detector antenna
patterns.
The Hough transform method [161, 163, 164, 157, 158], on the other hand, sums bi-
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nary number counts instead of power. Number counts are obtained by setting a threshold
on power, and adding 1 if the threshold is exceeded and 0 otherwise. The final number
count is the total number of threshold crossings along a time-frequency path of a putative
signal.
6.3.1 F-statistic based hierarchical searches
In recent years, the availability of increased computational resources make it possible
to use substantially longer coherent integration times T up to a day or longer.
However, the same semi-coherent techniques have still been continued to use while
employing the F-statistic rather than Fourier power. Thereby, the Stack-Slide method
[165] sums F values along putative signal tracks in the time-frequency plane. The
Hough transform method [164] sums H(F − Fth) where Fth is a constant predefined
threshold. The Heavyside function H(x) is unity for positive x and vanishes elsewhere.
This latter technique is currently used by Einstein@Home [12], a public distributed com-
puting project carrying out the most sensitive blind CW searches.
A central long-standing problem in these semi-coherent methods is the design of,
and link between, the coarse and fine grids. Current methods, while creative and clever,
are arbitrary and ad hoc constructions. This work removes all arbitrariness by finding
the optimal solution for the incoherent step through rigorous mathematical derivation.
The key quantity is the fractional loss, called mismatchM, in expected F-statistic (or
sum of F-statistics in the incoherent step) for a given signal p at a nearby grid point p′.
Locally Taylor-expandingM (to quadratic order) in the differences of the coordinates
{f(t0), f˙ ,n} of p and p′ defines a signature (+,+,+,+) metric ds2 [173, 174, 160,
187]. Current methods consider parameter correlations in F to linear order in T and
discard higher orders in T from the metric.
The F-statistic has strong global correlations [188, 3] in the physical coordinates
{f(t0), f˙ ,n}, that extend outside the region in which the mismatch is well-approximated
by the local metric given above. Recent work [3] has shown that (for a given signal) the
region where the expected F-statistic has maximal value may be described by a separate
equation for each order of T , when T is small compared to one year. The solutions to
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each equations is a hypersurface, whose intersections describe the global correlations in
F-statistic.
For currently used values of T (a day or longer) it is also crucial to consider the
fractional loss and global structure ofF to second-order in T [3]. For source frequencies
above 1 kHz and for values of T longer than about 60 h, additional orders in T would be
needed.
6.4 The GCT method
This work exploits the global correlations in the coherent detection statistic F to
construct a significantly improved semi-coherent search technique for continuous grav-
itational waves. We call the new method “Global Correlation Transform” (GCT). The
GCT technique leads to the optimal solution for the incoherent combination step and
makes four important improvements.
First, the advanced understanding of the global correlations yields new coordinates
which enable to obtain the first analytical solution for the incoherent-step metric.
Second, previous approaches obtain the fine grid in an ad hoc manner, while refining
in three dimensions, f˙ and n. Here, the derivation of the incoherent-step metric gives
rise to refine fine grid in only one dimension, f˙ . This greatly reduces the computational
cost at equal detection sensitivity, although it also reduces the accuracy with which the
parameters of a source are estimated. But this is a very profitable trade, because in a
hierarchical search the primary goal of the first stages is to discard the uninteresting
regions of parameter space. Later follow-up stages use longer coherent integrations to
more accurately determine the source parameters.
Third, existing techniques combine the coherent results less effectively than the GCT,
because they do not use metric information beyond linear order in T . This gives the GCT
higher sensitivity at equal computational cost.
Fourth, the GCT can simultaneously do a Stack-Slide-like summing of F values and
a Hough-like summing of H(F −Fth), with a lower total computational cost than either
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one of these methods individually.
For a given CW source with realistic phase parameter values (f ≤ 1 kHz, |f˙ | ≤
f/50 yr) and coherent data segment lengths T ≤ 60 h, the global-correlation structure
of theF-statistic is well described by the first- and second-order global-correlation equa-
tions [3]:
ν(t) = f(t) + f(t)ξ˙(t) · n+ f˙ ξ(t) · n ,
ν˙(t) = f˙ + f(t)ξ¨(t) · n+ 2f˙ ξ˙(t) · n ,
where f(t) ≡ f(t0) + (t− t0)f˙ . (6.1)
Here ξ(t) ≡ rorb(t)/c, with rorb(t) denoting the vector from the Earth’s barycenter to the
SSB, and c the speed of light. Apart from an overall factor, the quantities ν(t) and ν˙(t)
are called the “global-correlation parameters”. They can be interpreted as the source’s
instantaneous frequency and frequency derivative at the detector, at detector time t.
The global-correlation parameters provide new coordinates (ν and ν˙) on P . It is
useful to also introduce new (real-valued) sky coordinates nx and ny (as in [185]):
nx(t) + i ny(t) = f(t) τE cos δD cos δ e
i[α−αD(t)]. (6.2)
Here τE = RE/c ≈ 21 ms is the light travel time from the Earth center to the detector,
and αD(t), δD are the detector position at time t. The metric separation ds2 is
ds2/(2pi)2 = dν2 T 2/12 + γ2 dν˙2 T 4/720 + dn2x/2
+ dn2y/2− dν dny T/(pi`) + dν˙ dnx T 2/(pi`)2 . (6.3)
In defining differences in coordinates {ν, ν˙, nx, ny}, the time t in Equations (6.1) and
(6.2) is the midpoint of the data segment spanning times [t− T/2, t+ T/2], and γ = 1.
To simplify the form of the metric, T is taken to be a positive integer number ` of sidereal
days.
The new coordinates {ν, ν˙, nx, ny} have important advantages over the original co-
ordinates {f, f˙ ,n}. The metric is explicitly coordinate-independent (showing that P is
flat). In fact, the region around a point p in which the mismatchM is well-approximated
by ds2 is much larger. Using {ν, ν˙, nx, ny} coordinates the metric ds2 remains accurate
up toM = 0.3. In contrast, in the {f, f˙ ,n} coordinates ds2 can yield errors greater than
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10% for mismatches as small as 0.001. In part, this is because the metric in {f, f˙ ,n}
varies significantly over theM = 0.3 region.
Consider a segment of data hp which contains a strong CW source with phase pa-
rameters p. If the sky separation patch is small enough to neglect the dnx and dny
terms in Equation (6.3), then Fp′ [hp] is extremized for all p′ that have the same global-
correlation parameters ν and ν˙ as p. This set of points in P forms a two-dimensional
surface dν = dν˙ = 0. Thus, for all sources within the sky patch, there exists a different
(f, f˙) pair with those same values of ν and ν˙. This property is exploited by the GCT
algorithm.
6.5 An implementation of the GCT method
6.5.1 The coherent stage
To start, the data set is divided into N segments of length T (potentially including
short gaps in operation) labeled by the integer j = 1, ..., N . The segments span time







is the fiducial time.
Every segment is analyzed coherently on a coarse grid in phase parameter space P .
This grid is constructed so that no point in P is farther than a specified distance from
some coarse-grid point, where the distance measure is defined by the metric above. To
simplify the grid construction, large frequency bands are analyzed by breaking them
into many narrow sub-bands. For each data segment j, and at each coarse grid point,
the F-statistic is evaluated, and “stats” are obtained. Here, the word “stat” denotes the
two-tuple (Fj, H(Fj −Fth)).
For simplicity, the same coarse grid is used for all data segments, being the Cartesian
product of a rectangular grid in f, f˙ and a grid on the sky-sphere n ∈ S2. The spacings
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where m is the one-dimensional metric mismatch parameter [cf. Equations (3.1) and
(3.2)]. The spacing of the coarse sky grid is chosen so that the dnx and dny terms in
Equation (6.3) may be neglected. When orthogonally projected onto the equatorial unit




pif τE cos δD
. (6.7)
6.5.2 The incoherent combination stage
The incoherent step combines the “stats” obtained by the coherent analysis, using a
fine grid in P . At each point in the fine grid, a “stat” value is obtained by summing one
stat value from each of the N coarse grids. The coarse grid point is the one with the
same sky position as the fine grid point, which has the smallest separation in the global
correlation parameters, calculated using the metric Equation (6.3) above. The final result
is a “stat” value at each point on the fine grid. The first element of the stat is the sum of
theF-statistic values from the coarse grid points. The second element is a number count,
reflecting the number of data segments in which Fth was exceeded. A detectable CW
signal leads to a fine-grid point with a high number count and a large sum ofF-statistics.
The spacing of the fine grid is determined from the metric for the fractional loss of
the expected
∑N
j=1Fj due to parameter offsets between a putative signal location and a
fine grid point at the fiducial time t0. This may be calculated as in [162], by averaging
the coarse-grid metric over the N different segments. Since each coarse-grid metric is
no longer calculated at the data-segment midpoints (but at t0), the coefficients change
between segments because of the time-dependence of the parameter-space coordinates.
For our choice of t0 and T , the only additional term in the metric Equation (6.3) that does
not average to zero is (tj − t0)2T 2dν˙2/12, and the averaged metric takes a diagonal form
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with diagonal elements identical to Equation (6.3) but with





(tj − t0)2 , (6.8)
where the parameter offsets in Equation (6.3) are calculated at the fiducial time t0. Thus,
the fine grid may be identical to the coarse grid except that the spacing ∆f˙ is smaller by
a factor γ, which is of order N when the number of data segments is large. No further
refinement in frequency or sky position is needed. Coherent integration over the total
observation time would require refining both ∆f˙ and ∆f (increasing points∝ N3), plus
similar sky refinements.
6.6 GCT versus Hough performance
6.6.1 Application to simulated data
Monte-Carlo simulations are used to illustrate the improved performance of the GCT
compared with the conventional Hough transform method. The software tools used are
part of LALApps [8] and employ accurate barycentering routines with timing errors
below 3µs.
To provide a realistic comparison, simulated data sets covered the same time intervals
as the input data used for the current (S5R5) Einstein@Home search [12]. Those data,
from LIGO Hanford (H1, 4km) and LIGO Livingston (L1, 4km), are not contiguous,
but contain gaps when the detectors are not operating. The total time interval spanned is
about 264 days, containing 121 data segments of duration 25 h (so approximately ` = 1).
The false alarm probabilities are obtained using 5 000 simulated data sets with differ-
ent realizations of stationary Gaussian white noise, with one-sided strain spectral density√
Sh = 3.25× 10−22 Hz−1/2. To find the detection probabilities, different CW signals
with fixed strain amplitude h0 are added. The remaining simulated-source parame-
ters (as defined in [55]) are randomly drawn from a population uniformly distributed
in cos(inclination angle ι), polarization angle ψ, initial phase φ0, the entire sky, in the
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Figure 6.1: Comparison of receiver operating characteristic curves. The curve labeled
“GCT, summing F” refers to the GCT method using the summing-F-statistics mode of
operation, “GCT, number count” denotes the results from the GCT method using the
number-count mode of operation, and “Conventional Hough” indicates the results for
the conventional Hough transform method currently is use. Because the number count
(using Fth = 2.6) is discrete, the latter two curves consist of discrete points. In both
modes of operation, the GCT performs significantly better than the conventional Hough
method.
frequency range of f(t0) ∈ [100.1, 100.3] Hz, and over a range in frequency derivative
of f˙ ∈ [−1.29,−0.711] nHz/s.
6.6.2 Results
Figure 6.1 compares the performance of the two methods. The receiver operating
characteristic is the detection probability as a function of false alarm probability, at fixed
source strain amplitude h0 = 6× 10−24. Because the number count (using Fth = 2.6) is
discrete, the two “curves” in Figure 6.1 consist of discrete points. The GCT (using either
number counts or summed F as a detection statistic) is superior to the conventional
Hough method.
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Figure 6.2: Probability of detection as a function of source strain amplitude h0, at a
fixed false alarm probability of 1%. The curve labeled “GCT, summing F” refers to the
GCT method using the summing-F-statistics mode of operation, “GCT, number count”
denotes the results from the GCT method using the number-count mode of operation,
and “Conventional Hough” indicates the results for the conventional Hough transform
method currently is use. For each of the three sets of points, the continuous curve in
the background represents a polynomial fit to the discrete data points. In both modes of
operation, the GCT performs significantly better than the conventional Hough method.
In addition, the GCT is computationally faster. This comparison used identical co-
herent stages (m = 0.3, with 2 981 coarse-grid points) for the GCT and conventional
Hough method. But in the incoherent combination stage, the GCT and the conventional
Hough method used different fine grids. The GCT fine grid had 506 times as many points
as the coarse grid, but the Hough fine grid had 7 056 times as many points. In spite of
using 14 times fewer fine-grid points, the GCT gave substantially higher sensitivity.
Figure 6.2 shows another comparison of the GCT and Hough method. It compares
the detection efficiencies for different values of source strain amplitude h0, at a fixed
1% false alarm probability. As above, each point in Figure 6.2 is obtained by analyz-
ing 2 000 simulated data sets. Again, the GCT in both modes of operation performs
substantially better than the Hough method. For example, compare the source strain am-
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plitude h0 needed to obtain 90% detection probability. The strain required by the GCT in
number-count operation mode is smaller by a factor of about six than the strain needed
by the Hough method, making the “distance reach” [55] of the GCT six times larger.
This increases the number of potentially detectable sources by more than two orders of
magnitude, since the “visible” spatial volume increases as the cube of the distance. In
fact the lower computational cost of the GCT would also allow increases inN or T , even
further improving the sensitivity.
These results are qualitatively independent of frequency, as confirmed in additional
comparisons.
6.7 Conclusions
A new semi-coherent technique for detecting continuous gravitational-wave sources
has been described. In contrast to previous approaches, the GCT exploits global para-
meter-space correlations in the coherent detection statistic F to optimally solve the sub-
sequent incoherent combination step. For coherent integration times T ≤ 60 h, the
global correlations are well-described by the second-order (in T ) formulae presented
here. The method should also be extendible to longer coherent integration times by in-
cluding higher orders in T . It could also be extended to search for CW signals from
non-isolated sources (i.e. in binary systems) as well as to space-based detectors. The
method also has applicability in radio, X- and γ-ray astronomy, such as in searches for
weak radio or γ-ray pulsars, or pulsations from low-mass X-ray binaries.
Realistic Monte-Carlo simulations show that the GCT is much more sensitive than
the Hough transform method (currently the most sensitive CW search technique). The
GCT is also computationally simpler, and more efficient.
The LIGO Scientific Collaboration is currently working to deploy the GCT on the
Einstein@Home project [12], starting with LIGO S6 data. The combination of new and
more sensitive search techniques, plus new and more sensitive data, greatly increases the
chance of making the first gravitational wave detection of a CW source. The detection
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of CW signals will provide new means to discover and locate neutron stars, and will




Gravitational waves as predicted by Einstein’s General Theory of Relativity have so
far eluded direct observation. In recent years, substantial advances in the field have
enabled to construct a new generation of gravitational-wave observatories that offer the
first realistic promise of a direct detection.
The long-lasting type of signals from continuous gravitational-wave (CW) sources,
such as rapidly spinning neutron stars, are expected to be relatively weak and thus may
be the hardest to detect, while also requiring the largest computational demand due to
the great number of wave cycles. But given the possibility of year-long observations,
CW signals could also yield the most precise information about their source and their
emission mechanism is likely to be determined.
A CW detection could also mark the beginning of a survey for an electromagneti-
cally invisible neutron-star population, which could well be much larger than conven-
tional pulsars. Besides, the gravitational-wave window may also reveal CW sources
not anticipated in our current thinking, which is so far largely based on electromagnetic
observations of the universe.
The work presented in this dissertation is streamlined towards the goal of detect-
ing CW signals from previously unknown sources through the development, study and
application of enhanced data-analysis techniques.
An all-sky search for CW sources has been presented using 510 h of LIGO S4
data. The main computational work of the search has been distributed over hundreds
of thousands of computers via the volunteer computing project Einstein@Home. This
enormous computing capacity has allowed the exploration of a wide parameter space,
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despite of using comparably long coherent integration times of 30 h, subdividing the
510 h of data into 17 segments. To enhance the sensitivity of the search by combining
the coherent-analysis results from the 17 data segments, a highly efficient coincidence
scheme has been developed and applied in a post-processing stage. Moreover, the sen-
sitivity of the search has been estimated through Monte-Carlo methods. In addition, a
veto method has been implemented to discriminate parts of parameter space contami-
nated by instrumental artifacts. While no credible CW source has been found, in the
100 to 200 Hz band, more than 90% of sources uniformly populated with dimensionless
strain amplitude greater than 10−23 would have been detected.
Using 840 h of early S5 LIGO data, a further broadband all-sky CW search with
Einstein@Home has been presented. The 840 h have been analyzed coherently over
30 h in each of 28 data segments. The subsequent post-processing has efficiently com-
bined these 28 coherently-analyzed segments. Despite probing a slightly larger param-
eter space, this analysis has achieved 3 times better sensitivity over the antecedent S4
search. Over large parts of parameter space these are the most sensitive CW search re-
sults to date. In the 125 to 225 Hz band, more than 90% of sources with strain amplitude
greater than 3× 10−24 would have been detected.
Furthermore, a comprehensive study of the global parameter-space correlations in
the coherent statistic for CW detection has been carried out. The novel insights obtained
have proven to be the key to further important improvements of crucial aspects for CW
data analysis, which include the following:
• The better understanding of the global correlations has allowed the construction of
a veto method for coherent searches which excludes false candidate events from
stationary instrumental-noise artifacts (“lines”).
• The global correlations give rise to new coordinates on the parameter space which
in turn lead to a flat parameter-space metric (being explicitly coordinate-indepen-
dent) for coherent searches. This enormously simplifies the template-grid con-
struction.
• Additionally, the region around a point in parameter space where the fractional
loss in coherent detection statistic is well-approximated by the metric is much
larger using these new coordinates based on the global correlations. In fact, there
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is indication that in these coordinates the number of templates required to cover
the parameter space scales with coherent observation time like T 3, for T values
of practical interest (1 day up to a few days). In contrast, employing conventional
coordinates a scaling of T 5 applies, which has been used so far. Thus, this is a
critical improvement, because the number computations is what ultimately limits
the search sensitivity.
• The new coordinates derived from the global correlations have also allowed to
calculate a metric for the incoherent combination step in hierarchical searches for
the first time. This has been long-standing problem in CW data analysis.
• In consequence, a new hierarchical semi-coherent search technique has been de-
veloped (referred to as GCT method), exploiting the improved understanding of
the global correlations. The GCT method has shown substantially increased search
sensitivity (by factor of about 6) in comparison to previously available methods at
even lower computational cost. It is therefore a significant advance for deep all-sky
broadband CW surveys.
These novel aspects require further study and investigation, which is subject to ongoing
and future work.
Comparing the different search techniques presented in this dissertation, significant
advances in terms of increasing sensitivity have been made. This progress is shown in
an artistic illustration in Figure 7.1a. Assuming a population of CW sources uniformly
distributed, the volume of space probed, growing with the cube of distance reached, is
shown for the different types of searches. The Einstein@Home LIGO S4 search pre-
sented in Chapter 3 is labeled by “E@H S4” in Figure 7.1a. As described in Chapter
4, this search has been extended to about 3 times better sensitivity using early S5 LIGO
data, in addition to using a refined search setup [labeled “E@H S5R1” in Figure 7.1a].
The analysis currently underway on the Einstein@Home project employs an implemen-
tation of the Hough transform method as given in [164] and uses 121 S5 data segments
of 25 h from both 4-km LIGO detectors. This search improves upon the first S5 analysis
by a factor of about 4 [labeled “E@H S5R5 (Hough method)” in Figure 7.1a]. Using this
same data set, the GCT technique introduced in Chapter 6 is expected to yield a drastic
improvement over the conventional Hough method by factor of about 6 [labeled “E@H
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Figure 7.1: Artistic illustration of the relative increase in spatial volume probed for a
uniform population of sources. In (a), the sensitivity increase associated with the differ-
ent CW search techniques presented in this dissertation is shown. The label “E@H S4”
refers to the S4 Einstein@Home search (cf. Chapter 3), “E@H S5R1” references the first
S5 Einstein@Home search (cf. Chapter 4), “E@H S5R5 (Hough method)” indicates the
currently ongoing Einstein@Home search based on the conventional Hough transform
method, and “E@H S5R5 (GCT method)” relates to GCT technique (cf. Chapter 6) as-
suming the same data set. For comparison, in (b), taken from [193], the enhancement
in instrument sensitivity of the planned Advanced LIGO detector over initial LIGO is
indicated.
S5R5 (GCT method)” in Figure 7.1a]. In fact, the lower computational cost of the GCT
method could also be reinvested to even further improve the sensitivity.
In Figure 7.1a the detector instrument performance has been assumed not to change
substantially, while the sensitivity enhancements shown arise primarily from advances
in data analysis. For comparison, Figure 7.1b illustrates the increase in volume of space
captured resulting from improving the detector instruments, while using the same data
analysis method. As visualized in Figure 7.1b, the planned Advanced LIGO detector
improves the sensitivity (and so the distance reach) by more than a factor of 10 beyond
initial LIGO.
Thus Figure 7.1 clearly demonstrates the significance of the GCT method for all-
sky broadband CW data analyses with Earth-based detectors. Therefore, further work
is currently in progress to use the GCT method on the Einstein@Home project to ana-
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lyze the future LIGO S6 data, replacing the currently used implementation of the Hough
transform technique. The combination of new and more sensitive search techniques,
plus new and more sensitive data, greatly increases the chance of the first detection of a
CW source. Given the current progress and the encouraging prospects of future devel-
opments, there is reason to be optimistic that listening to the tones of an astrophysical
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A.1 Overview and context
This Chapter presents results from analyzing data from the NAUTILUS resonant bar
detector [41] for continuous gravitational-wave (CW) signals. Over the frequency band
of [922.2; 923.2] Hz and the spin-down range of [−1.463 × 10−8; 0] Hz/s and over the
entire sky, this search analyzes about half a year of NAUTILUS data collected in the
year 2001. The data is divided into segments of 2 sidereal days. Each segment of data is
analyzed coherently using matched filtering in the form of the F-statistic [55, 117].
In this analysis, a low threshold has been set on the F-statistic to obtain a set of
candidates that are further examined for coincidences among various data segments. For
some candidates the change of the signal-to-noise ratio has also been investigated when
increasing the coherent observation time from 2 to4 days. No evidence of gravitational-
wave signals was found. Therefore, upper limits have been placed on the dimensionless
gravitational-wave amplitude over the parameter space searched. Depending on fre-
quency, the upper limits range from 3.4× 10−23 to 1.3× 10−22.
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Previous analyses of bar detector data for CW signals include the search of the galac-
tic center and the globular cluster 47 Tucanae with the ALLEGRO detector [194], the
search of the galactic center using the EXPLORER detector data [195], and an all-sky
search using the EXPLORER data [196, 197].
Section A.2 presents the data analysis methods used in this search. Section A.3
outlines the search procedure. In Section A.4, the analysis of the candidates is discussed.
This analysis consists of two parts: the first part is the search for coincidences among the
candidates obtained from a different data segments and the second part is an investigation
of the increase in signal-to-noise ratio of candidates when increasing the observation
time. In Section A.5, upper limits are imposed on the gravitational-wave amplitude over
the parameter space that has been searched.
A.2 Data analysis methods
In order to search for gravitational waves from long lived periodic sources here the
the maximum likelihood (ML) method is used. For the case of Gaussian noise the ML
method consists of linearly filtering the data with a template matched to the signal that
one is searching for. The main complication of the matched filtering is that the sig-
nal depends on several unknown parameters. This requires evaluation of the likelihood
function over a large parameter space. In order to minimize the computation time we use
several data analysis tools. Firstly, we find the maximum likelihood estimators of some
parameters (4 in the case of a CW signal from a rotating neutron star) in a closed ana-
lytic form, thereby reducing the dimensionality of the parameter space to be searched.
This likelihood function over the reduced parameter space is the F-statistic, which is
derived in [55]. Secondly, data of length equal to an integer multiple of a sidereal day is
analyzed. This leads to a considerable simplification of the F-statistic and consequently
reduces the number of numerical operations to evaluate it. The F-statistic for an obser-
vation time equal to an integer number of sidereal days is given in Section III. of [185].
Thirdly, optimal numerical algorithms are used, in particular the Fast Fourier Transform
(FFT) [170, 171] in order to calculate the F-statistic efficiently. Fourthly the number
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of F-statistic calculations is minimized over the parameter space by solving a covering
problem for this space [198, 199]. Below, the latter two data analysis tools are explained
in more detail. The response function of a resonant bar detector to a gravitational-wave
signal from a spinning neutron star is summarized in Section 2.1 of [197].
Fast Fourier Transform. Estimates have shown [160, 172] that for the bandwidth
and the spin-down range presently searched, only one frequency-derivative (spin-down)
parameter is needed to be taken into account in order to reasonably match the signal.
Consequently, the phase modulation function φ(t) of the waveform is given by
φ(t) = ω0t+ ω1t




where ω0 is angular frequency and ω1 is the spin-down parameter, n0 is the constant
unit vector in the direction of the star in the Solar System Barycenter (SSB) reference
frame (it depends on the right ascension α and the declination δ of the source), and rd
is the vector joining the SSB with the detector and c is the speed of light. The detection




x(t) a(t) e−iφ(t) dt, (A.2)
where x(t) is the data stream, a(t) is the amplitude modulation function that depends
on δ and α. The above integral is not a Fourier transform because the frequency ω0 in
the phase multiplies the term n0 · rd(t) which is a non linear function of time. In order
to convert the integral into a Fourier transform we introduce the following interpolation
procedure. The phase φ(t) [Equation (A.1)] can be written as
φ(t) = ω0[t+ φm(t)] + φs(t), (A.3)
where
φm(t) ≡ n0 · rd(t)
c
, (A.4)
φs(t) ≡ ω1t2 + 2n0 · rd(t)
c
ω1t. (A.5)
The functions φm(t) and φs(t) do not depend on the angular frequency ω0. One may




x(t) a(t) e−iφs(t) exp
{− iω0[t+ φm(t)]} dt. (A.6)
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The integral (A.6) can be interpreted as a Fourier transform (and computed efficiently
with an FFT), if φm = 0. In order to convert equation (A.6) to a Fourier transform we
introduce a new time variable tb, so called barycentric time [200, 55],
tb ≡ t+ φm(t). (A.7)







Thus in order to compute the integral (A.6), we first multiply the data x(t) by the function
a(t) exp[−iφs(t)] for each set of the parameters ω1, δ, α and then resample the resulting
function according to equation (A.7). At the end the FFT is performed.
The covering problem. The covering problem is related to finding the minimum
number of templates in the parameter space [199], so that the fractional loss in signal
to ratio is not less than 1 −MM (MM is the minimal match parameter introduced by
Owen [174]). In order to solve the covering problem we introduce a useful approximate
model of the gravitational-wave signal from a rotating neutron star. The model relies on
(i) neglecting all spin-downs in the phase modulation due to motion of the detector with
respect to the SSB; and (ii) discarding the component of the vector rd (connecting the
SSB and the detector) which is perpendicular to the ecliptic plane. These approximations
lead to the following phase model of the signal:
φlin(t) = ω0t+ ω1t
2 + α1µ1(t) + α2µ2(t), (A.9)
where α1 and α2 are new constant parameters,
α1 ≡ ω0(sinα cos δ cos ε+ sin δ sin ε), (A.10)
α2 ≡ ω0 cosα cos δ, (A.11)
where ε is the obliquity of the ecliptic and where µ1(t) and µ2(t) are known functions of
time,
µ1(t) ≡ RyES(t) +RyE(t) cos ε, (A.12)
µ2(t) ≡ RxES(t) +RxE(t). (A.13)
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RxES is the x-component of the vector joining the center of Earth and the SSB, and R
x
E
is the x-component of the vector joining the center of Earth and the detector. RyES(t)
and RyE(t) are the corresponding y-components. We also neglect the slowly varying
modulation of the signal’s amplitude, so finally we approximate the whole signal h(t)
by





where A0 and φ0 are the constant amplitude and initial phase, respectively. The above
signal model is called linear because it has the property that its phase given by Equa-
tion (A.9) is a linear function of the parameters. It is shown in [189] that the above
model is a good approximation to the accurate response of the detector to the GW signal
in the sense that the Fisher matrix for the linear model reproduces well the Fisher matrix
for the accurate model. Thus whenever a Fisher matrix is needed, the Fisher matrix for
the linear model can be used as an approximation to the Fisher matrix for the accurate
model. The great advantage of the linear model is that components of its Fisher matrix
are constant, independent of the values of the parameters. In order to solve the covering
problem for the parameter space we use the Fisher matrix as a metric on the parameter
space. Because the components of the Fisher matrix are constant the grid is uniform
what greatly simplifies its construction. In our search, as a grid we use the hypercu-
bic lattice [198]. However we have an additional constraint. In order to apply the FFT
algorithm the nodes of the grid must coincide with the Fourier frequencies. We have con-
structed a suitable grid by performing rotations and dilatations of the original hypercubic
lattice. The grid is constructed in the parameters ω0, ω1, α1, α2 and then transformed to
parameters ω0, ω1, δ, α for which the F-statistic is calculated.
The linear parametrization has one more application. We use it in order to calcu-
late the threshold for the F-statistic corresponding to a certain false alarm probability.
Namely, using the linear parametrization the parameter space is divided into cells as ex-
plained in [55, 172]. All the cells are exactly the same and their number Nc is easily
calculated using the Fisher matrix (see Section III. B of [172]). The false alarm proba-
bility α is the probability that F exceeds threshold Fo in one or more cells and is given
by
α = 1− [1− PF (Fo)]Nc , (A.15)
where PF is the false alarm probability for a single cell.
190 Search for CW sources in NAUTILUS data
A.3 Search procedure
We have searched the data collected by the NAUTILUS detector in the year 2001.
The bandwidth of [922.2; 923.2] Hz, where the detector is most sensitive, has been an-
alyzed. We have divided the data into segments which span two sidereal days. We
have assumed a minimum pulsar spin-down age τmin equal to 1000 yrs and so we have
searched the negative frequency time derivatives in the range of [−1.463×10−8; 0] Hz/s.
For this τmin and two days of the observation time it is sufficient to include only one
spin-down in the phase [160, 172]. Each two day sequence was analyzed coherently
using the F-statistic. We have used the constrained hypercubic grid as explained in the
previous section. For the grid construction we have assumed the minimal match param-
eter MM =
√
3/2 [174]. Using this minimal-match value our grid consists of around
3.1× 1013 grid points (219 frequency bins, ∼ 103 spin-down parameters, ∼ 6× 104 sky
positions). The threshold on 2F corresponding to 1% false alarm probability has been
calculated using Equation (A.15) and is around 72. In order to compensate the loss of
signal-to-noise ratio (SNR) due to the discreteness of the grid, imperfect templates and
numerical approximation in evaluation of theF-statistic (resampling procedure) we have
adopted two lower thresholds on 2F equal to 40 and 50. We have registered parameters
of all templates which crossed the threshold of 40. For threshold crossings of 50 we have
performed a verification procedure. The verification procedure consisted of calculating
the F-statistic for the template parameters of the candidate using a 4-day segment of
data involving the original 2-day segment. For a true gravitational-wave signal by this
procedure one would expect an increase of signal-to-noise ratio by
√
2. In total, 93 data
segments of 2-day duration have been analyzed. In Figure A.1 we have presented the
two-sided amplitude spectrum of the NAUTILUS detector data that we have analyzed.
The spectrum was obtained in the following way. We have estimated the power spectrum
density in each of the 93 2-day data sequences and then we have taken the square root
of the average of the 93 power spectra. The best sensitivity is around 5× 10−22 Hz−1/2.
Moreover we have obtained the rms error of our power spectrum estimate by calculating
the variance from the estimates of the spectra of in each of the 93 data segments. The
relative 1σ error in the amplitude power spectrum is around 18%.
During the search we have obtained 537 665 380 candidates above the 2F-threshold
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Figure A.1: Estimation of the two-sided amplitude spectrum of the NAUTILUS data in
the year 2001 and the rms error of the estimate. The thick line shows the estimate and
the two thin lines correspond to the 1σ error.
of 40 and 9 038 817 above the 2F-threshold of 50.
A.4 Analysis of candidates
A.4.1 Signal-to-noise ratio of the candidates
In Figure A.2, a histogram of the frequencies of all the candidates above the 2F-
threshold of 50 is plotted. The histogram shows an excess of candidates in the frequency
band of [922.4; 922.6] Hz. This excess is a result of the presence of an instrumental
noise interference in the data that appears as a series of harmonics in the bandwidth
of the detector. One of the harmonics is located in the subband [922.2; 923.2] Hz. The
effect of the harmonic is visible in our estimate of the spectrum (Figure A.1) and appears
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Figure A.2: Histogram of the frequencies of candidates obtained in the search of all 93
2-day data segments above a 2F-threshold of 50.
as a bump in the band [922.5; 922.6] Hz.
As a first step in the candidate analysis, the increase in signal-to-noise ratio has been
calculated when increasing the observation time from 2 to 4 days. This has been carried
out for all the candidates above the threshold of 2F = 50. Figure A.3 shows the highest
increase in SNR for candidates when going from a 2-day data segment to the 4-day one.
The maximum is calculated for each of the 93 data segments analyzed. Typically, the
highest gain in the signal-to-noise found is1.2. This should be compared with the theo-
retical gain of
√
2 of SNR when we increase the observation time by a factor of 2. The
instrumental noise interference present in the data to which we attribute these maximum
SNR increases does not gives a higher increase of the SNR because its frequency changes
erratically over the observation time of days and it cannot reproduce the Doppler shift of
a real CW signal modulated by detector motion with respect to the SSB. Assuming that
the 2-day sequence is independent of the 4-day sequence we could perform the F -test
that consists of calculation of the ratio F of the F-statistic for 4 days observation time
and the F-statistic for 2 days observation time. Taking as the null hypothesis for the
test that data is only Gaussian noise the 2F-statistic has the central χ2 distribution with
4-degrees of freedom and the ratio F has Fisher-Snedeckor distribution F (4, 4). The
typical highest value of F for a given data segment is around 1.5 The probability of F
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Figure A.3: Highest increase (vertical axis) in signal-to-noise ratio for candidates in
each of the 93 data segments analyzed. The 2-day segments of Nautilus 2001 data are
numbered form 1 to 182. The missing lines in the plot indicate that the corresponding
data segment has not been analyzed.
crossing the threshold 1.5 is around 37%. This would give a high confidence that data is
noise only. Unfortunately this is only a crude approximation because the 2-day sequence
is contained in the 4-day one and the assumption of independence of the two F-statistic
is not fulfilled.
A.4.2 Coincidences among the candidates from different data
segments
Candidates from different data segments are considered coincident if they cluster
closely together in the four-dimensional parameter space (ω0, ω1, δ, α). We employ the
clustering method described in Chapter 3, which uses a grid of “coincidence cells”. This
method will reliably detect strong signals which would produce candidates with closely-
matched parameters in many of the different data segments.
In a first step, the frequency value of each candidate above the threshold of 2F = 40
is shifted to the same fiducial time: the GPS start time of the earliest (j = 1) segment,
tfiducial = t1 = 662 547 735.9988098 s. Defining T0 to be the time span of two sidereal
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days, the frequencies of the candidates are shifted to tfiducial via
ω0(tfiducial) = ω0(tj) + (j − 1) 2ω1T0 , (A.16)
where tj is the starting time of the j’th data segment, given by tj = tfiducial + (j − 1)T0.
To find coincidences, a grid of cells is constructed such that the cells are rectangular
in the coordinates (ω0, ω1, δ, α cos δ). The dimensions of the cells are adapted to the
parameter space search. Thus, the cells are constructed to be as small as possible to
reduce the probability of coincidences due to false alarms. However, since each of the
93 different data segments uses a slightly different parameter space grid, the coincidence
cells must be chosen to be large enough that the candidates from a source (which would
appear at slightly different points in parameter space in each of the 93 data segments)
would still lie in the same coincidence cell. As a conservative choice we use cell sizes
in ω0 of 5.8 × 10−4 Hz, in ω1 of 2.08 × 10−11 Hz s−1, and an isotropic cell grid in the
sky with equatorial spacing of 0.028 rad. Each candidate event is assigned to a particular
cell. In cases where 2 or more candidate events from the same data segment j fall into the
same cell, only the candidate having the largest value of 2F is retained in the cell. Then
the number of candidate events per cell coming from distinct data segments is counted.
From the 93 different data segments, this coincidence method found that we get can-
didates which appear consistently in no more than 4 data segments uniformly over the
search bandwidth, where there are no instrumental interferences. This is the background
of the number of coincidences. We would like to test the null hypothesis that the coin-
cidences are result of the noise only. Let us assume that the parameter space is divided
into Ncell independent coincidence cells, the candidate events are independent and the
probability for a candidate event to fall into any given coincidence cell is 1 = 1/Ncell.
Thus probability  that a given coincidence cell is populated with one or more candidate
event is given by
 = 1− (1− 1
Ncell
)εseg , (A.17)
where εseg is the number of candidate events per data segment. The probability pF that
any given coincidence cell contains candidate events from Cmax or more distinct data








n(1− )Nseg−n . (A.18)
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Finally the probability PF that there is Cmax or more coincidences in one or more of the
Ncell cells is
PF = 1− (1− pF )Ncell . (A.19)
The expected number of cells with Cmax or more coincidences is given by
NF = Ncell pF . (A.20)
In our case the number of cells is given by Ncell = 5.9 × 1010, the number of data seg-
ments is Nseg = 93, and the number of candidates per data segment is εseg = 5.8× 106.
From Equation (A.19) we find that the probability of finding Cmax = 4 or more coinci-
dent candidates is almost one. Thus for the background coincidences we can accept the
null hypothesis that they are from noise only with a high confidence.
As shown in Figure A.4, over the bandwidth [922.4; 922.6] Hz we find an excess
of coincidences with the maximum of 8 coincidences. By Equation (A.19), the false
alarm probability associated with 8 or more coincidences is of the order of 10−11 and
thus they cannot be attributed to noise. We consider these coincidences to be due to the
instrumental interference present in the data.
A.5 Upper limits
The verification procedure consisting of coincidences among the candidates from
distinct data segments and an analysis of the increase of signal-to-noise ratio presented in
Section A.4 did not produce convincing evidence of a gravitational-wave signal. There-
fore, we proceed to estimate the upper limits for the amplitudes of the gravitational-wave
signals in the parameter space that we have searched. Detection of a signal is signified
by a large value of the F-statistic that is unlikely to arise from the noise-only distribu-
tion. If instead the value of F is consistent with pure noise with high probability we can
place an upper limit on the strength of the signal. One way of doing this is to take the
loudest event obtained in the search and solve the equation
P = PD(ρul,Floudest) , (A.21)
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Figure A.4: Results of the coincidence search among the candidates from different data
segments. The different plots show the numbers of coincidences (color-coded) in a 3D
map of sky and spin-down (a), in a 2D Hammer-Aitoff projection of the sky (b), in a 2D
plot of declination over frequency (c), and in a histogram as a function of frequency (d).
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for signal-to-noise ratio ρul, where PD is the detection probability, Floudest is the value of
the F-statistic corresponding to the loudest event, and P is a chosen confidence. Then
ρul is the desired upper limit with confidence P . We can also obtain an upper limit ρul




[1− PD(ρul,Floudest s)] , (A.22)
where Floudest s is the threshold corresponding to the loudest event in s’th search and L
is the number of searches. Here P is the probability that a signal with signal-to-noise
ratio ρul crosses the threshold Floudest s in at least one of the L independent searches. To
calculate ρul we assume that the data have a Gaussian distribution and consequently the
probability of detection PD has a non-central χ2 distribution with 4 degrees of freedom
and the noncentrality parameter equal to ρ2ul . We have investigated this assumption by
obtaining histograms of the 2F-statistic values of the candidates and comparing them to
the central χ2 distribution with 4 degrees of freedom. The result is shown in Figure A.5.
There is an overall qualitative agreement of candidates distributions with the theoretical
one. However, the candidates distributions do not pass a goodness-of-fit test for a χ2
distribution at the significance level of 5%.
In order to translate the upper limit on the SNR into an upper limit on the gravitational-
wave amplitude, Equation (93) of [55] is used for the SNR of a CW signal averaged over









where S(f) is one-sided spectral density at frequency f . We have used Equations (A.22)
and (A.23) to obtain upper limits in 0.1 Hz bands over the bandwidth [922.2; 923.2] Hz
that we have searched. The upper limit results are presented in Figure A.6. Assumed
Gaussian noise, we have chosen the confidence P = 90% and the upper limits is de-
noted by h90%o . The best upper limit obtained is equal to 3.4 × 10−23 at a frequency of
922.55 Hz. Using a 1σ rms error of the amplitude power spectrum estimate, we reckon
that this upper limit has likewise an error of 18%.
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Figure A.5: Probability distribution of 2F-statistic values of the candidates. The light
lines are obtained from histograms of the 2F values of each data segment. The thick line
represents the theoretical central χ2 distribution with 4 degrees of freedom.
Figure A.6: Upper limits based on the loudest candidate for 0.1 Hz frequency bands
over the 1 Hz bandwidth searched.
APPENDIXB
Search for tight binary radio
pulsars in Arecibo radio data
B.1 Overview and context
Radio pulsars are neutron stars with an immensely strong magnetic field. They rotate
and accelerate electrons in their vicinity to close to the speed of light. These electrons
emit polarized light in a narrow cone. When this cone sweeps across the line of sight to
Earth, the radio emission may be observed regularly, just like a lighthouse. Some radio
pulsars are also seen in visible light, X- and gamma rays.
So far, pulsars have been the primary way that neutron stars can be observed. About
1800 of them are known today [149]. Only a tiny fraction of pulsars is in binary systems
where their masses can be determined. The known sample is not large enough to deter-
mine a firm upper mass limit, which would in turn give more detailed insight into the
physics of such extremely dense forms of matter.
Radio pulsars in short-orbit binary systems form an interesting subclass of neu-
tron stars. These provide an excellent laboratory for testing relativistic gravitational
physics in the strong-field regime. They also lead to valuable information regarding
the inspiral rates for Galactic binary neutron star systems, which particularly relevant to
gravitational-wave searches.
The search for binary pulsars in very tight binary orbits on the order of minutes is
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fundamentally limited by the computational resources available. In the past years, the
concept of volunteer computing, such as the CW search project of Einstein@Home, has
emerged for solving many such problems.
Using some fraction of the Einstein@Home power, the present project aims to search
PALFA radio data from the Arecibo telescope for binary pulsars with orbital periods as
short as 11 minutes. Mostly based on [6, 201, 202], a brief summary of this search
project will be given in the following.
B.2 Pulsars in circular orbits
Since the search targets are pulsars with short orbital periods, the orbits of the system
are assumed to be circularized. The phase model φ(t) for signal with spinning frequency
f is given by
φ(t) = 2pif [t+ τ sin (Ωorbt+ ψ0)] , (B.1)
where τ = rorb sin(ι) denotes the projected orbital radius with inclination angle ι,
Ωorb = 2pi/Porb is the orbital angular velocity and ψ0 is the initial orbital phase. Summa-
rizing the search parameters in vectorial from of Λ = (f,Ωorb, τ, ψ0), one may rewrite
Equation (B.1) in terms of the resampled time t′(t,Λ) as
φ(t′,Λ) = 2pif t′(t,Λ) + φ0 . (B.2)
Thus, proper resampling of the time series allows to remove the Doppler modulation due
to the binary motion from the signal. In a next step, the resampled time series is simply
Fast Fourier transformed (FFT) searching for many different values of f in parallel.
Because the signals of radio pulsars are not sinusoidal but pulsed, the frequency
analysis will show frequency components at the fundamental frequency f and at higher
harmonics (integer multiples of f . Summing these components is a well-known trick to
improve sensitivity. The radio intensity waveform of the pulsed signal can be written as





′,Λ) + φ0,n) . (B.3)
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Searches for new binary radio pulsars so far were either so-called “acceleration
searches” [203] or “sideband searches” [204]. The former correct for the varying time-
delays by using an approximation of the binary orbit which is valid only if the observa-
tion time is much less than the orbital period of the binary system. The latter is efficient
only when many binary orbits are visible during the observation time. There is a gap
between those methods where both experience a large loss in sensitivity. The present
search uses data sets covering 5 minutes of observation. Thus, the acceleration search
becomes significantly less sensitive for orbital periods shorter than 50minutes. The side-
band search loses sensitivity for orbital periods longer than 3 minutes. Using the com-
plete sinusoidal signal phase model (without any approximations) as done here will close
the resulting gap and can correct for binary periods down to 11 minutes, meaning where
one may ”see” up to half an orbit of such a binary with its strong Doppler variations.
B.3.1 Detection statistic









with ∆φn(t′,Λ0,Λ) defining the phase difference between the signal phase described by
Λ0 and the template phase characterized by Λ:
∆φn(t
′,Λ0,Λ) = n [φ(t′(t,Λ0))− φ(t′(t,Λ))] . (B.5)
The power from all harmonics will be incoherently combined by harmonic summing.
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B.3.2 Mismatch
The so-called mismatch µ leading to a loss in signal power due to imperfectly match-
ing the signal phase is defined by
µ = 1− P(Λ0,Λ)P(Λ0,Λ0) . (B.6)
Taylor-expanding the above right-hand side to quadratic order in the parameter offsets
defines a metric gjk on the signal manifold as
µ = gjk(Λ0) ∆Λ
j∆Λk +O[(∆Λ)3] . (B.7)
This metric can be used as a distance measure on the parameter space, which is a com-
mon approach used in gravitational-wave data analysis [173, 174, 160, 187] to address
the template placement problem. The elements of the phase metric are obtained as
gjk(Λ0) = 〈∂jφ ∂kφ〉 − 〈∂jφ〉〈∂kφ〉 , (B.8)
where where ∂jφ represents the partial derivative of φ with respect to the jth parameter





q(t) dt . (B.9)
B.3.3 Template placement
Because this search is for previously unknown sources, a large number of possible
signal templates have to be probed.
In doing the FFT, the frequency dimension has to be treated separately from the other
parameters by constructing the frequency-projected metric
γjk = gjk − gfj gfk
gff
. (B.10)
Thus, templates have to be placed in the “orbital ” parameters Ωorb, τ and ψ0.
For each orbital template the time series is resampled and analyzed for periodicities
using the FFT plus subsequent harmonic summing.
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Traditionally, the template bank is based on a lattice using the underlying parameter-
space metric of Equation (B.8), such that the maximum possible mismatch for any signal
is less than some predefined value. If the metric components are not constant over the
parameter space the construction of a lattice-based template bank can become fairly
complicated.
One way out is given by the random template bank approach [205]. The idea behind
is to relax the requirement of a complete coverage to a certain confidence η < 1, and
templates are thrown randomly onto the parameter space. The required number of tem-
plates to throw is related to the square root of the metric determinant. Apart from the
obvious simplicity of this approach, also surprisingly efficient results are achieved. In
particular in higher dimensions, this approach becomes extremely efficient compared to
full lattice coverings. As the metric in the present case is non-constant over the param-
eter space, this space is divided into smaller patches over which the metric is assumed
not to vary and the proper number of templates is then randomly placed.
B.3.4 PALFA search
The PALFA search [206] uses the 7-beam ALFA receiver and the Wideband Arecibo
Pulsar Processors (WAPPs) at the 305 m dish of the Arecibo radio observatory in Puerto
Rico. In this survey, 256-channel radio spectra over a band of 100 MHz centered at
1.4 GHz are generated every 64µs and 2 bytes per sample are stored.
The search covers regions of sky close to the Galactic plane (|b| . 5◦), in the inner
Galaxy (40◦ . ` . 70◦) and in the anticenter direction (170◦ . ` . 210◦). Preliminary
estimates indicate that this survey could potentially find hundreds of new pulsars and
might be able for the first time to find pulsars in extreme binary systems. So far, other
searches have discovered 48 new pulsars.
B.3.5 The search pipeline
The raw data of PALFA observations comes in stretches of 268 s at a sample rate
of 64µs over a 100-MHz-wide band of 256 channels. First, some data conditioning is
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carried out. This involves removal of narrow- and wideband strong burst-like and weak
radio frequency interferences in time and frequency domain.
The second step is called de-dispersion. Because the pulsar radio signals interact
with the interstellar medium, dispersion of the pulse signal results [207]. As radio tele-
scopes observe a wide band of radio frequencies, this dispersion effect has to be cor-
rected for by adjusting the radio frequency dependent delay of the pulsar-signal arrival
time. Since the exact amount of dispersion depends on the unknown distance to the pul-
sar and the number of electrons along this distance, a number of different trial values of
dispersion is considered and each of the resulting data sets is searched independently.
In this analysis 628 different dispersion measure (DM) trial values in the range of 0 to
1002.4 pc cm−3 are used. This process is done on the Einstein@Home servers.
Third, the de-dispersed time series are sent out to the Einstein@Home volunteers.
Their computers perform the demodulation step by resampling the de-dispersed time se-
ries according to each template of the random bank. This is followed by computing the
FFT and harmonic summing of power to increase sensitivity to narrow pulses. Informa-
tion about any statistically significant candidates is returned back to the Einstein@Home
servers.
The final post-processing involves procedures as identifying multiple instances of
the same candidate, folding of the time series for promising candidates, and inspection
of further diagnostic figures.
B.3.6 Search parameter space scanned
Due to the finite computing resources available the fraction of parameter space ana-
lyzed is constraint to astrophysically interesting regions. The search is for a minimum
neutron star mass of 1.2 M and a maximum companion mass of 1.6 M. The minimum
orbital period searched for is 11 minutes, up to spin frequencies of 400 Hz and summa-
tion of up to 16 harmonics. The random template is designed to cover η = 90% of the
parameter space with mismatch µ ≤ 0.2. In addition, the time series is downsampled by
a factor of 2, and single-byte precision is used.
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To shed some light on the search parameter-space structure, the loss in power at
different parameter-space locations for a given signal is investigated in the absence of
noise and dispersion. For this purpose, the obtained signal power is calculated on an ex-
tremely dense (“over-covering”) grid in parameter space. The result of one such example
in shown in Figure B.1. The iso-mismatch contours (of constant power loss) are quite
extended in parameter space, revealing the strong global correlations present among the
search parameters (f,Ωorb, τ, ψ0).
For testing purposes of the search pipeline, data sets containing simulated Gaus-
sian noise in addition to binary pulsar signals have been prepared, including dispersion
effects. These data sets are subsequently analyzed using the random template bank con-
structed with maximum 0.2 mismatch at η = 90% confidence. In addition, this search
involves the same analysis for different DM trials values, because the simulated sig-
nals have been artificially dispersed. The results for two simulated signals are shown
in Figure B.2. The search pipeline has well recovered the injected signals. However,
the iso-mismatch contours are also quite extended in parameter space as already shown
earlier in Figure B.1. The strong global correlations present among the search param-
eters cause offsets from the true signal parameters in Figure B.2, In particular for the
low-spinning-frequency example. This is also part of the reason why the best-found
projected orbital radius τ of the first simulated signals is offset from the signal’s true
value.
B.5 Current status
The project is currently processing input data at a daily rate of about 20 minutes of
survey observation time. The observations themselves are taken at a rate 70 minutes per
day. So far, the total data processed comprises about 17 hours.
A number of improvements to different parts of the search pipeline are currently un-
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Figure B.1: Visualizition of the global correlations among the physical signal param-
eters shown in different projections of the search parameter space, and in the absence
of noise. The simulated signal shown has the parameters f = 150 Hz, Porb = 1000 s,
τ = 0.12 s, ψ0 = 1.2. In each plot the signal location is indicated by the black “+”. The
color code corresponds to normalized power.
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Figure B.2: Results of searching data sets containing simulated binary radio pulsar sig-
nals in different projections of the search parameter space. The color code corresponds
to the statistical significance obtained for each template. The injected signal location is
indicated by the white dotted lines. The left column refers to a simulated signal with
parameters f = 10 Hz, Porb = 1500 s, τ = 0.2 s, ψ0 = 0, and DM = 50 pc cm−3. The
right column refers to a simulated signal with parameters f = 100 Hz, Porb = 800 s,
τ = 0.1 s, ψ0 = pi, and DM = 230 pc cm−3. Both injected signals have 5% duty cycle
and Gaussian pulse profile.
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der development. Some of the improvements will result from using the enormous com-
puting capabilities of GPUs (Graphics Processing Units). However, this requires some
translation of the software code written for CPUs into GPU-suitable code. In addition,
further code optimization is planned regarding the different platforms Einstein@Home
volunteers use. Once these enhancements are in place, there is realistic promise that the
project’s data processing rate should surpass realtime processing speed.
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