We present the Voigt profile analysis of 132 intervening C iv+C iii components associated with optically-thin H i absorbers at 2.1 < z < 3.4 in the 19 highquality UVES/VLT and HIRES/Keck QSO spectra. For log N C iv ∈ [11.7, 14.1],
INTRODUCTION
Observational constraints on the interaction between galaxies and their surrounding medium are important for improving our understanding of how galaxies obtain their gas supply, grow over cosmic times and enrich their surroundings. In the current standard, simplified Λ-CDM (cold dark matter) picture, the distribution of CDM grows hierarchically out of the initial density fluctuation by gravity, forming intersecting filamentary and sheet-like structures (Navarro et al. 1996; Bullock et al. 2001) . The intergalactic medium (IGM), mostly consisting of hydrogen and helium, follows the underlying dark matter distribution. Eventually, the IGM cools down to form galaxies at the center of CDM halos located at the density peaks in the filamentary struc-⋆ E-mail: kim@oats.inaf.it ture. In return, galaxies and quasars photoionise the IGM and eject processed materials into the halo and the IGM through galactic winds. Galactic winds enrich the IGM, suppress star formation in galaxies and heat the gas around them, while the intergalactic gas continuously falls into the CDM halos and the large-scale gaseous filaments. This ongoing process results in a complicated cosmic web of gas, galaxies and underlying CDM (Cen et al. 1994; Davé et al. 1999; Keres et al. 2005; Oppenheimer & Davé 2009; Steidel et al. 2010; Wiersma et al. 2010; Cen & Chisari 2011; van de Voort et al. 2011; Shen et al. 2013) .
Observational constraints on the relationship between the properties of surrounding gas and galaxies thus provide important tests for models of structure formation, galaxy formation/evolution, and past and ongoing star formation. The IGM is a diffuse, warm photoionised plasma, and the properties we may infer are the physical gas density, temper-ature, metallicity and line-of-sight length. These properties as a function of impact parameters, the projected distance from a galaxy to the absorbing gas, are one of the observational goals in the IGM study. Nonetheless, even without time-intensive deep galaxy surveys around QSO sightlines to estimate impact parameters, obtaining the IGM gas properties is still in its own right well worthwhile to constrain theoretical predictions.
The IGM is well observed through rich absorption lines blueward the Lyα emission line in the spectra of background QSOs, therefore often referred as "absorbers" or "absorption lines". The majority of these lines are due to the resonance line transition by diffuse intervening neutral hydrogen H i with the H i column density at log NH i ∈ [12, 17] 1 , often referred as the Lyα forest regardless of its metal association. There is also a small contribution from metal transitions, which is mostly associated with H i absorbers at log NH i 14 Songaila 1998; Ellison et al. 2000) . Due to its high temperature and a low density, the Lyα forest does not have in-situ star formation. Therefore, metals associated with the low-density forest should have been transferred from somewhere. The most promising candidate with the most abundant observational support is galacticscale outflows driven by supernovae.
Bipolar galactic outflows are ubiquitous both at high and low redshifts (Strickland et al. 1998; Martin 2005; Shapley et al. 2006; Strickland & Heckman 2009; Rupke & Veilleux 2013) . High-NH i systems with log NH i 17 are directly associated with intervening galaxies at both high and low redshifts (Bergeron 1986; Steidel & Hamilton 1992; Le Brun et al. 1997; Fynbo et al. 2010; Werk et al. 2013) , while the association with galaxies of the Lyα forest is less clear (Wakker & Savage 2009; Rudie et al. 2013; Liang & Chen 2014) . Despite the large scatter, absorption strengths of both H i and metals are anti-correlated with impact parameters (Lanzetta & Bowen 1990; Lanzetta et al. 1995; Wakker & Savage 2009; Steidel et al. 2010; Tumlinson et al. 2011; Bordoloi et al. 2014; Liang & Chen 2014) . The H i gaseous halo is larger than metal-enriched halo, with the latter being about ∼ 200 kpc (Brooks et al. 2011; Cen & Chisari 2011; Shen et al. 2013 ). In addition, Bouché et al. (2012) found that their 11 Mg ii absorber-galaxy pairs at z ∼ 0.1 follow a different absorption strength-impact parameter relation between the absorbers closer to the minor axis and the major axis, evidence of an outflow origin of Mg ii absorbers. Similarly, Lehner et al. (2013) found a bimodal metallicity distribution in the 28 absorbers with log NH i ∈ [16.2, 18 .5] at z < 1 and interpreted the bimodality due to galactic winds and inflowing gas, respectively.
In general, cosmological numerical simulations have successfully reproduced the observations. They predict that bipolar outflows originated in the disk disperse a metal-enriched gas into the halo along the minor axis of star-forming galaxies at larger distance than the 1 The logarithmic value of a quantity Q is expressed unitless as being divided by its unit before converted into the logarithmic value, such as log N H i = log(N H i /cm −2 ). When the unit is noted for clarity, it is listed inside the bracket. major axis, since the interstellar medium (ISM) density in the disk is lower along the minor axis. When the line of sight passes through closer to galaxies, i.e. at small impact parameters, the absorption system has a higher metallicity, with more metal species at a wider range of ionisation states and greater absorption strengths including H i (Aguirre et al. 2001; Cen & Chisari 2011; van de Voort et al. 2011; Oppenheimer et al. 2012; Shen et al. 2013; Barai et al. 2013) . These simulations also suggest that some fraction of metals escapes from halos of parents galaxies into the intergalactic space. The escaped metals become associated with low-NH i absorbers often at 2 virial radii, and even in the IGM filaments without any galaxies within 0.5-1 Mpc. The details of this process depend on when and where galactic outflows occur and how galactic outflows and infalling gas interact with each other.
For an absorbing gas produced by a single element, i.e. the majority of the IGM H i gas, there exists no robust observational constraint on the physical properties, except for an upper limit on the gas temperature from the absorption line width. When more than two elements having a very different mass display a similar profile with each other, implying they are produced by the same gas, the temperature and non-thermal motion of the gas can be directly estimated from comparing their absorption line widths. When there exist more than 2 ionic transitions from the same metal element, such as C iv, C iii and C ii, a simple assumption on the ionisation mechanism such as photoionisation and collisional ionisation can be applied to derive other gas properties, if a radiation field to which absorbers are exposed can be provided. Note that only a range of the carbon abundance can be estimated from the photoionisation assumption if only H i and C iv are available.
The most commonly used tracer of metals associated with the Lyα forest is C iv doublet λλ1548.204, 1550.778 Schaye et al. 2003) 2 , since its rest-frame wavelength longer than H i Lyα λ1215.670 places C iv redward the Lyα emission line of the QSO, free of the forest H i blends. Although C ii λ1334.532 can be outside the Lyα forest, it is usually detected with high-NH i absorbers Boksenberg & Sargent 2015) . While C iii λ977.020 is commonly found for low-NH i absorbers, its much shorter rest-frame wavelength often locates it in the wavelength regions severely contaminated by high-order H i Lyman lines and of less reliable continuum placement.
The observational difficulty to detect C iii and a lack of C ii of the forest H i often leave C iv the sole metal ion used to infer the physical structure of the low-NH i forest. The carbon abundance based on the H i and C iv profile fitting at log NH i 14.5 has been estimated to be ∼ 10 −2.5 solar with a large scatter in photoionisation equilibrium (PIE) Hellsten et al. 1997; Rauch et al. 1997; Simcoe et al. 2004 ). On the other hand, the statistical pixel optical depth analysis of H i and C iv probing lower-NH i ends than the profile fitting analysis estimates that the median forest carbon abundance is ∼ 10 −3.5 solar with a overdensity and z dependence (Schaye et al. 2003) .
Theories indicate that C iv associated with the forest is produced by a radiatively cooling non-equilibrium gas once shock-heated by supernovae-driven galactic outflows and/or hot stars, and that it is now exposed to the external UV background radiation produced by QSOs and galaxies (Wiersma et al. 2009; Cen & Chisari 2011; van de Voort et al. 2011; Oppenheimer & Schaye 2013) . When an initially hot gas cools radiatively below ∼ 10 6.7 K, the gas is no longer in collisional ionisation equilibrium (CIE) and it remains over-ionised due to cooling occurring faster than recombination. Presence of radiation to a radiatively cooling non-CIE gas reduces a gas cooling rate at the gas temperature T ∼ 10 4 − 10 5 K by a large factor, which changes the thermal and ionisation states of the gas (Wiersma et al. 2009; van de Voort et al. 2011; Oppenheimer & Schaye 2013) . By comparison, for a lowdensity gas in CIE without any external radiation, C iv peaks at T ∼ 10 5 K. The ionisation fraction of a given metal element is only a function of the gas temperature and the ratio of C iii and C iv is about 1 at T ∼ 10 5 K (Gnat & Sternberg 2007) . For a low-density PIE gas, the C iv fraction rapidly increases from T ∼ 10 5.4 K to T ∼ 10 4.9 K, then becomes rather independent of T at T 10 4.9 K. The ratio of C iii and C iv is ∼ 1 at T ∼ 10 4.2 − 10 5.0 K (Oppenheimer & Schaye 2013 ).
Here we present the results from a detailed Voigt profile analysis and photoionisation modelling of optically-thin H i absorbers associated with C iv and C iii at 2.1 < z < 3.4. The selected C iv components have log NC iv ∈ [11.7, 14.0], which is a much lower NC iv range than the galaxy-galaxy pairs study by Steidel et al. (2010) at z ∼ 2.3, log NC iv 13.5 and most studies based on the absorption strengthimpact parameters. Being optically thin, i.e. log NH i 17.2, these C iii-selected absorbers do not require any complicated radiative transfer effect as is the case for optically thick Lyman limit absorbers. Comparing the predicted column densities based on photoionisation modelling with the observed ones enables us to test the basic assumption on the IGM physics such as photoionisation and hydrostatic equilibrium. It also provides a more robust estimate of the predicted physical properties of the C iv-enriched low-NH i gas, which is less well constrained observationally and can shed a light on the enrichment mechanism in the low-density universe. We have found evidence that optically-thin H i absorbers aligned (or tied in the profile fitting analysis to be specific) both with C iv and C iii can be classified into two populations as high-and low-metallicity branch absorbers at the boundary of carbon abundance of one tenth of solar. Each branch follows its own different scaling relation between various observed and derived physical parameters. This paper is organised as follows. Section 2 describes the sample, and gives details of the Voigt profile fitting analysis. The direct observables of the C iii absorbers including the gas temperature are presented in Section 3. The extensive photoionisation modellings are summarised in Section 4, using the photoionisation code Cloudy version c13.03 (Ferland et al. 2013 ). The main findings on bimodality in observed/derived physical parameters of optically-thin H i+C iv+C iii absorbers are presented and discussed in Sections 5 and 6, and summarised in Section 7.
QSO SAMPLE

Data
A total of 19 QSO spectra were used to search for C iii, with the 17 spectra taken with the UVES on the VLT and the remaining 2 spectra with the HIRES on Keck. These spectra were chosen from the larger sample analysed in Kim et al. (2015) , to include only the spectra covering a longer wavelength region useful for the C iii search. The Kim et al. (2015) sample was chosen to study the low-density IGM, i.e. containing no strong damped Lyα systems and not many Lyman limit systems in one sightline, from the UVES and HIRES archives and includes only the QSO spectra with the high signal-to-noise ratio (S/N) and the long, continuous wavelength coverage to cover high-order H i Lyman series. The details on the data treatment can be found in Kim et al. (2015) . The resolution is ∼ 6.7 km s −1 (or R ∼ 45, 000) and the wavelength is in the heliocentric velocity frame. To avoid the proximity effect, wavelength regions within 5000 km s −1 of the QSO Lyα emission line were excluded in each case. No further exclusion was done, e.g. in the regions near a subdamped Lyα absorber. As the C iii rest-frame wavelength 977.020Å is around Lyγ λ972.536, it is located in the shorter wavelength region usually having a lower S/N. Therefore, only the wavelength region with S/N 5 per pixel was included in the C iii search. Table 1 gives the basic properties of the spectra and the redshift range searched for C iii.
For the rest of this study, the listed S/N is per pixel. All the atomic wavelengths are in the rest frame, unless stated otherwise.
Voigt profile fitting
Basic assumptions
The most physically useful approach where high resolution, high S/N spectra of QSOs are available is to decompose absorption profiles into several discrete components, assuming Voigt profiles for each component. The profile fitting analysis provides redshifts, column densities in cm −2 and line widths in km s −1 (as the Doppler parameter or the b parameter). For a Maxwellian velocity distribution, the b parameter (= √ 2σ, where σ is the standard deviation) is related to the temperature and the non-thermal motion of the gas:
where k is the Boltzmann constant, T is the thermal gas temperature in K, mM is the atomic mass of the element M and bnt is the Gaussian non-thermal line width in km s −1 . The thermal line with is b 2 th = 2kT /mM. When two different elements give rise to lines which have a similar profile shape and so the absorbing material in which they arise is probably co-spatial, Eq. 1 can be used to estimate a thermal and nonthermal contribution in the gas motion (Carswell et al. 2012; Dutta et al. 2014 ).
The search and the profile fitting of C iii λ 977
To search for C iii λ 977 and to measure the line parameters, we used the same line lists of 19 QSOs analysed by Kim et al. (2015) . These lists are complete in the redshift range for which high-order Lyman lines of higher-z H i absorbers affect the C iii region of interest. In order for further physical analysis to be meaningful, such as photoionisation modelling, C iii and C iv have to be produced in the same gas cloud. We assumed that the ion components having the same velocity structure are co-spatial.
For every C iv component associated with opticallythin H i, we searched for narrow lines at the expected C iii λ 977 positions based on the velocity structure of C iv. If the expected C iii candidates occur inside saturated lines or are severely blended with other lines, these C iii candidates were discarded. Only when C iii candidates are clean and/or blends around the candidates can be securely estimated from other identified and fitted lines, these were flagged as potential C iii components. This means that all the C iii components corresponding to a multi-component C iv absorber are not necessarily clean. Even when part of multi-component C iii profiles is clean, the line parameters of clean components could be still obtained and useful. The C iii candidates were then re-fitted with VPFIT version 10.2 (Carswell & Webb 2014) , using its default restframe wavelengths and the oscillator strengths. To satisfy a condition of being co-spatial, when the C iii and C iv components have similar redshifts (within 1.5 km s −1 of each other), their redshifts and Doppler parameters were constrained to be the same. For velocity differences larger than that value, it was not generally possible to get good fits for sharp lines if the redshifts were constrained in that way. The redshifts and Doppler parameters of any H i components clearly corresponding to C iii and C iv within 15 km s −1 were also tied to their values, but for H i the Doppler parameter was constrained so that the temperature T 0 and bnt 0 (see Eq. 1). Note that tying one H i component with the corresponding C iv sometimes significantly changes the line parameter of other nearby, tied/untied H i components in multi-component H i absorbers, i.e. a consequence of the Voigt profile fitting results not being unique, nor objective (Kirkman & Tytler 1997; Kim et al. 2013 ). In addition, not all H i components within 15 km s −1 from C iv can be tied successfully. Where an appropriate H i component is measured, the best-fit values of T and bnt were determined by VPFIT. The value 15 km s −1 was adopted for similar reasons to the C iii/C iv difference limit. It is larger here because the H i lines are almost invariably broader than both the C iv and C iii lines, and generally have a larger redshift error (the median is ∼ 8 km s −1 ). If a single H i component is aligned with a C iv component within 15 km s −1 , but there are another nearby, strong C iv components within the associated H i line width, then it is not physically meaningful to include more H i components to be associated to all the C iv components. Therefore, we did not tie H i and C iv in this case.
During the fitting process the continuum level was adjusted as necessary to obtain a good fit to the data. The nonzero flux level of saturated lines often shown in the UVES spectra was also taken into account. This line-fitting-andcontinuum-adjustment iteration was repeated until a satisfactory fit was achieved with the normalised χ 2 ∼ < 1.3. In addition to C iii λ 977, a search was made for corresponding C ii λλ 1334.532, 1036.336. When detected these were fitted in the same way as the C iii line. This generally gave only upper limits to the C ii column density for systems where the Lyman limit is optically thin.
The detection limit for any line depends on the local S/N and the b parameter. For C iii λ 977, it is more complicated since C iii is located in heavily blended regions with a uncertain continuum placement. Therefore, we use a lowerend NC iii of fitted C iii components as a representative detection limit, though because of blending with Lyman forest lines the real limit will be higher in some individual cases. As for C ii, we take the median upper limit of C ii in absorptionfree C ii regions, as a majority of our C iv+C iii pairs are not associated with C ii. Representative detection limits are log N H i, lim ∼ 12.5, log N C iv, lim ∼ 11.8, log N C iii, lim ∼ 11.7 and log N C ii, lim ∼ 12.0, although occasionally lower column density systems are found in high S/N regions.
2.3 Description of the C iii sample 2.3.1 Examples of C iii absorbers Figure 1 presents a velocity plot (the relative velocity v versus the normalised flux) of four C iii absorbers in our sample. The left panel shows a clean, certain C iii absorber whose component structure is the same as the one of H i and C iv. The second panel illustrates an uncertain C iii component Figure 1 . The relative velocity v versus normalised flux of 4 C iii absorbers. The zero relative velocity is set to be at the C iv flux minimum, which is also set to be the redshift of a C iii absorber. The redshift and the QSO name are listed on top of each panel. The black histogram is the observed spectrum, while the coloured, smooth profile is the generated profile from the fitted line parameters. The centroid of each components marks with thick vertical ticks. Thick ticks of a same colour indicate the tied components. The blue-coloured smooth profile indicates upper limits. Uncertain C iii components are indicated with a thin green tick. The thin brown H i profile indicates an individual H i component near the region of interest, while the thick brown H i profile is the absorption profile from all the shown H i components. Metal lines are not shown to make a plot less complicated. The thick red H i profile delineates only the H i components in the velocity range covered by C iv and C iii in the plot. The thick green curve in the C iii panel shows the working continuum used in the VPFIT C iii fit. This is a combination of the final continuum, high-order Lyman lines, Lyman limit continuum depression and metal lines, while in some cases H i Lyα near the expected C iii is also included in order to remove a contribution of its broad wing, but never on top of C iii. Left panel: a certain, clean C iii absorber. The redshift and line width of H i, C iv and C iii are tied. This absorber is suitable for the photoionisation modelling. Second panel: C iii at v = 0 km s −1 has the same velocity structure with H i and C iv at v = 0 km s −1 . However, C iii at v = −41 km s −1 is shifted by 7 ± 11 km s −1 from C iv at v = −34 km s −1 and has a narrower b. Third panel: C iii is blended with other absorptions. Since the absorption from high-order Lyman lines is well constrained, indicated with the dark green profile, C iii in red profile is also reasonably well measured. Fourth panel: the C iv absorptions at v = −75, and + 52 km s −1 display a narrow component on top of a much broader component, while H i at the same relative velocity does not suggest the same component structure. The narrow C iv component was assigned to the seemingly single H i component. Refer to the online version for clarity.
at v = −41 km s −1 . It is shifted by 7 ± 11 km s −1 from the certain C iv at v = −34 km s −1 . The large velocity difference and the different profile shape suggests that the component at v = −41 km s −1 is not likely to be C iii. Even if its identification is correct, the velocity shift implies that C iii and C iv are not produced by the same gas, thus not suitable for the photoionisation modelling to derive any physical parameters. The third panel illustrates a C iii absorber blended with high-order Lyman lines. The thick green profile indicates the contribution from the blended lines by high-order H i lines and identified metal lines. The red profile delineates the entire C iii absorption profile around the region. As blending in this case is well constrained from the highorder H i fit including all the identified metal lines, the C iii line parameters are also reasonably well measured.
The fourth panel of Fig. 1 shows an example of two C iv components at the same relative velocity. The C iv absorption at v = +52 km s −1 displays a narrow component on top of a much broader component. On the contrary, the H i component at the same relative velocity does not indicate the same two-component structure. At v = +52 km s −1 , the broader C iv b parameter is 16.6 km s −1 , while the single H i b parameter is 13.0 km s −1 . For a gas producing both H i and C iv absorptions under the same physical condition, a C iv b parameter cannot be larger than a H i b parameter. A thermally broadened H i produced by the same C iv gas with bC iv = 16.6 km s −1 should have bH i = 57.5 km s −1 .
Interestingly, the opposite type of absorption profile occurs occasionally at lower redshifts where blending is negligible so that the component structure can be seen more clearly. For example, the z = 0.22601 O vi absorber toward HE0153-4520 has a narrow H i component on top of a broader component, with the latter being associated with a single, broader O vi . If the overall physical conditions of metal-enriched intervening gas does not change significantly with redshifts, in the case of our C iii absorber, a strong blending in H i could have caused us to miss any broader H i coexisting with the broader C iv component. However, the current data do not require a broader H i. Here the narrow C iv component was assigned to the apparent, single H i component. Similarly, the C iv absorption at v ∼ −75 km s −1 has the narrow and broader components almost on top of each other. The velocity difference is only 2 ± 2 km s −1 , so forcing them to have the same redshift is easily possible. Again, the narrow C iv component was tied with the apparent, single H i component. The overlaid red curve is the final continuum, which was extrapolated at 3466Å. The top arrows indicate the useful wavelength ranges for C iii and H i. For H i we exclude the proximity effect zone within 5,000 km s −1 of the Lyα emission, which is indicated with the tick blue vertical tick at 5203Å. C iii corresponding to H i is then at 4112Å . In this object several high-N H i absorbers depress the continuum of the QSO blueward their observed Lyman limit. Blue dashed line illustrates one such absorber at z ∼ 2.967, shown with a vertical line at Lyα connected to the downward arrow at the Lyman limit depression at ∼ 3622Å.
Selecting the clean C iii components
C iii λ 977 is a single line which falls in the Lyα forest region. Consequently, a careful choice of C iii components is required to compile a sample where the Lyman forest contamination is less severe, and so reliable C iii line parameters may be determined.
(i) Figure 2 is an example where the C iii is in a wavelength region where the continuum of the background QSO is depressed due to Lyman continuum absorption from high-column density H i systems. The continuum placement around C iii regions below such depressions is difficult to determine and is unreliable. If the continuum placement around the C iii region is highly uncertain despite the available high-order Lyman lines, these C iii components were discarded.
(ii) Any C iii component displaying a velocity difference larger than 1.5 km s −1 from the corresponding C iv component was classified as uncertain and not used in the analysis. The velocity difference could be caused by many things, such as inaccurate wavelength calibration in the low-S/N C iii region, incorrect identification or unrecognised weak blending. It can also be due to a physical origin such as the C ivproducing gas not being co-spatial with the C iii-producing gas, e.g. if C iv is produced in the outer transition region of a hot-temperature gas cooling rapidly and C iii is in a cool, dense core. With the excellent wavelength calibration of UVES and HIRES spectra within 1 km s −1 uncertainty, inaccurate wavelength calibration is not a likely cause.
(iii) When there exists no obvious absorption in the expected C iii position, upper limits were calculated, following the procedure described in Jorgenson et al. (2014) . C iii components with upper limits were included in the further analysis.
(iv) Fitted C iii components were also checked for saturation, based on the flat-bottomed core of a line profile. We note that NC iii of a flat-bottomed-core profile is not necessarily a lower limit, as VPFIT looks for a best-fit NC iii, unlike the apparent optical depth analysis (Savage & Sembach 1991) . However, when a C iii component has a boxy shape, we note its NC iii as a lower limit.
(v) Since C iv is usually found in high-S/N spectral regions and C iii in low-S/N regions, sometimes a C iii corresponding to a C iv component in an absorption wing or in a broad profile is not required, i.e. no need of C iii for a certain C iv. Moreover, some expected C iii components occurs in severely blended regions. In such cases, we did not estimate upper limits of C iii components, since upper limits are not very meaningful. Without a corresponding certain C iii, these C iv components were not included in the analysis.
(vi) Since the H i absorbers were selected to be optically thin in the Lyman continuum, most C iv components in the sample do not have an associated C ii. When C ii λλ 1334.53 or 1036.33 is not detected in absorption-free regions, upper limits for NC ii are also estimated.
All the blending possibilities and the continuum placement uncertainties were taken into account when C iii λ 977 was selected and profile-fitted. Unfortunately the C iii line is a singlet, so there is no obvious way to recognise weak H i Lyα blending on top of C iii. The requirement that C iii has the same redshift and Doppler parameter as C iv helps somewhat, but does not guarantee a clean or robust C iii identification. As a result, any C iii column density in the sample could well be an upper limit only.
With no other selection criterion except the apparent cleanness of C iii, our C iii selection might be considered biased in favour of narrower C iii over broader. We searched for a corresponding C iii component candidate to a corresponding, detected C iv component, regardless of the C iv line width. With a "tied" profile fit, a validity of C iii component fits depend mostly on blending with H i with confusion introduced by continuum uncertainty and a low S/N.
Blending by H i should be random in each analysed C iii region, since the z and NH i distributions of H i Lyα can be considered to be random over a small redshift range Kim et al. 2001) . In addition, a strong H i blending would not produce a similar C iii profile shape as C iv. If H i blending does not change the C iii profile shape, it is likely to be weak, i.e. NC iii would not be affected by a large factor. As our C iii sample is mostly unsaturated and narrow, the fitted C iii column density should not be far off from the true C iii column density.
Continuum uncertainty and a low S/N are mostly against a detection of weak and broad C iii components. However, as long as H i blending is weak, a "tied" profile fit and a known C iv velocity structure enable us to obtain all the corresponding C iii components, regardless of line widths. We iterated the tied fits several times with a slightly different continuum adjustment each time and found a best-fit for a given C iii absorber in order to minimise the selection bias against weak and broad C iii. We note that not all analysed C iii regions have a low S/N and a highly uncertain continuum placement. The continuum placement uncertainty in the C iii region is generally up to 5 to 10%, since we have fitted all the available H i Lyman series and identified metal lines affecting the C iii region. When C iii is fairly unblended or blending is well-characterised, the continuum uncertainty is less than 5%. Any small continuum adjustments at this level do not change the fitted column density of C iii more than ∼0.1 dex. We discarded any C iii located in a region having a large continuum uncertainty.
Weak H i blending and continuum uncertainty would increase the scatter in any correlation involving with NC iii, but would not alter any obvious trends between real physical parameters.
The final C iii sample
As our main interest is the low-density absorbing gas, only C iv systems associated with Lyman continuum opticallythin H i absorbers at log NH i < 17.2 were chosen to look for relatively clean C iii. From 19 QSOs, a total of 53 C iv systems was selected, consisting of 155 C iv components. Out of 155, 23 C iv components were found to be associated with a blended or a shifted C iii. Therefore, any analysis involving C iii is restricted to 132 tied (or aligned) C iii+C iv component pairs. Of these, 104 have clean C iii (not saturated, nor upper limits), in 4 it is saturated and in 24 only upper-limits could be obtained. In this work, we use the term C iv system in a conventional sense, i.e. an isolated, possibly complex, C iv absorption feature. Examples are shown in Fig. 1 . In general, a continuous C iv absorption profile associated with optically-thin H i absorbers spans less than 500 km s −1 . Components refer to the individually fitted absorption lines at some specific redshift as determined by VPFIT.
Although C iv and C iii have associated H i, these do not always show the same velocity structure. In part this is due to the fact that H i has a larger thermal width than C iv and C iii for the same temperature, and it is more difficult to separate these broader lines into distinct components. The number of the tied H i+C iv component pairs from 155 C iv components in 53 C iv systems is 54, i.e. about 35% of the analysed C iv sample. Recall that we tied components only if the velocity difference between the corresponding C iii and C iv (H i and C iv) components is less than 1.5 km s −1 (15 km s −1 ), as explained Section 2.2.2. Out of 54 tied H i+C iv pairs, 33 pairs also have a tied C iii component, while 17 and 4 pairs have a upper-limit and a blended/uncertain C iii component, respectively. Since the latter does not have a clean associated C iii detected, they are not in the sample of 132 C iv+C iii pairs, but included only in the analysis of the temperature and non-thermal motion in Section 3.
The tied H i+C iv component pairs are further classified into 2 subclasses, certain and uncertain. Even if an isolated C iv component is well-aligned with a cleanly separable H i component, the pair is labelled uncertain if C iv is located in the low-S/N spectral region since the C iv line parameters are then not well-determined, e.g. the z = 2.572434 pair toward HE2347−4342. In addition, when a weak C iv component exists nearby with a strong C iv component clearly tied with a single H i component, this pair is also classified as uncertain. For example, the two H i+C iv pairs at v = −75 and +52 km s −1 in the fourth panel of Fig. 1 are both classified as uncertain. There are 40 certain and 14 uncertain tied H i+C iv pairs. Figure 3 displays the redshift distributions of 53 C iii systems and 132 C iv+C iii components in our sample. About 40% of the C iii absorbers is at 2.3 < z < 2.5. An apparent deficiency of C iii systems at z ∼ 2.6 is an observational bias, caused by a lower number of QSOs covered at Redshift distributions of 53 C iii systems, 132 C iii components including 24 upper limits and 108 detected C iii components, and 54 tied H i+C iv pairs. The green histogram shows the covered redshift range by 19 QSOs multiplied by 100 times for clarity. Without incompleteness correction for C iii recovery rate mainly due to blending and low-S/N, the number of C iii absorbers is not a physically-meaningful detection rate.
that redshift range. We note that there is no incompleteness correction for C iii which might have been missed because of heavy blending, low-S/N or unreliable continuum placement. Therefore, the redshift distribution of analysed C iii in Fig. 3 should not be used as a physically meaningful number density evolution of C iii absorbers with redshift. Table 2 lists the line parameters of H i, C iv, C iii and C ii components in our 53 C iii systems, including uncertain and upper-limit components. The entire Table 2 and the velocity plot of entire 53 C iii systems similar to Fig. 1 are published electronically. The velocity plots also include uncertain C iii components marked with a thin light green tick. These have either a significantly shifted velocity centroid or are located in the profile wing for which the fitted line parameter is very uncertain. These are not included in the further analysis. Unless stated otherwise, all the analyses in this study are based on individual components.
COLUMN DENSITY AND DOPPLER PARAMETER DISTRIBUTIONS
Using the fitted ion column densities and Doppler parameters of H i, C iv and C iii given in Table 2 , we examine their distributions and look for any correlations between them.
The H i+C iv+C iii sample
First, in order to see whether or not our C iii sample represent a typical set of IGM absorbers, we consider the Doppler parameter vs column density distributions for C iv and H i for our selected samples and compare these with the distributions for the populations as a whole. Figure 4 shows the log NC iv-log bC iv distribution of C iv for those with associated C iii, set against 431 C iv components with log NC iv ∈ [11.5, 15.0] at 2.1 < z < 3.4 from the 19 QSOs The tied component is grouped with a group number. A component marked with "x" indicates a component with no other corresponding ions or a uncertain C iii component with a certain C iv. c The relative velocity is centred at the C iv flux minimum. Only the z-reference-ion C iv has an error. d For a tied fit, only the reference ion C iv is provided with a fit error for the tied parameters z and b. e The relative velocity ranged over which useful C iii components are found.
listed in Table 1 including C iv associated with opticallythick absorbers. As can be seen from the figure, those components for which only upper limits could be measured for C iii tend to correspond to lower C iv column densities, while the few saturated C iii lines correspond to higher C iv column densities. Given that the current sample consists of 132 C iii+C iv components pairs, only about 31% (132 out of 431) of all the C iv components are suitable for any further analysis. Note that this is not an actual C iv+C iii association rate, however, it may be taken as a lower limit. Unlike C iv, blending of C iii λ977 with Lyα forest lines reduces the effective S/N. Therefore, C iii is not always be detected at the nominal limit for the S/N where it occurs.
As with C iv, we may examine the NH i-bH i diagram for the H i components. This is shown in the left panel of Fig. 5 , with gray data points indicating 3956 H i components in the 19 QSOs with log NH i ∈ [12.2, 17.0] at 2.1 < z < 3.4 . The H i components highlighted here are those 54 components which have well-aligned associated C iv with or without detected C iii. For these, we estimate the temperature T and turbulent Doppler parameter bnt by constraining the redshifts to be the same and tying the Doppler parameters using Eq. 1. In order to distinguish it from the gas temperature derived from a photoionisation model, we note the temperature calculated from the line widths by VPFIT as T b in this study.
Four green crosses represent a H i+C iv pair dominated by non-thermal broadening, as discussed in Section 3.3. They do not seem to occur in any preferred area, although Grey open circles indicate the distribution for 3956 H i components with log N H i ∈ [12.2, 17.0] from the 19 QSOs, shown without errors for clarity. These are from the high-order Lyman fit using all the available high-order lines to obtain more robust line parameters of saturated lines used in the current study, including the tied parameter fits. Filled circles indicate 33 H i components with well-aligned C iv and C iii with errors where these are larger than the symbol size. Open squares denote the 17 wellaligned H i+C iv components with C iii upper limits, and magenta open diamonds are the 4 such components with blended C iii. The dashed line indicates the H i detection limit, while the red solid line shows the cut-off b as a function of N H i at < z > = 2.4 taken from Rudie et al. (2012) . Green crosses represent the nonthermally broadened components, which have the gas temperature less than 5000 K. Some of the grey data points below the cutoff-b line will be unidentified metal lines. upper-limit and 4 lower-limit C iii components, respectively. Only errors larger than the symbol size are displayed. Dotted lines indicate a one-to-one relation. Dashed lines represent a robust least squares fit: log N C iii = A + B × log N C iv , while A = (−5.61 ± 1.44, −5.03 ± 2.06, −7.16 ± 2.44) and B = (1.44 ± 0.11, 1.39 ± 0.16, 1.57 ± 0.19) at 2.1 z 3.4, 2.1 z 2.6 and 2.6 z 3.4, respectively. it could be caused by a small-number statistics. All of them have a low temperature at T b 5000 K.
Only ∼1% (54 out of 3956) of all the H i components can be used for estimating the gas temperature and non-thermal motion in this study. This low fraction is mainly because a majority of low-NH i, intervening H i have no associated C iv above the detection limit. In addition, the fraction is further reduced by the requirement that C iii be measurable, since the tied H i+C iv sample is taken from the C iv+C iii sample.
The lower cutoff-b as a function of NH i, log bH i = 1.244 + 0.156 × (log NH i − 13.6) at < z > = 2.4 (Rudie et al. 2012) , is shown in the left panel of Fig. 5 . This cutoff-bH i line is important as it is often used to estimate the IGM gas temperature Ricotti et al. 2000; Rudie et al. 2012; Bolton et al. 2014 ). The Rudie et al. (2012) minimum NH i-bH i relation also appears to fit well for the general Lyα forest in this study. Almost all of our tied H i+C iv pairs in the NH i-bH i plane lie close to the cutoff-b line, except a few pairs above the red solid line. Except 4 H i+C iv pairs dominated by a non-thermal broadening (green crosses), the tied H i+C iv pairs without C iii (open squares) have a temperature at log T b = 4.3-5.5. For the H i+C iv pairs with C iii, the temperature spans a lower T b range at log T b = 3.9-5.5, with 73% having log T b 4.5. This implies that some of H i+C iv pairs with C iii upper limits is due to a higher temperature. Indeed, many outliers above the red solid line are NC iii-upper-limit pairs.
Unlike the C iv+C iii pairs, the H i+C iv pairs do not sample a wide range of column density and b value of H i. Although there is no well-defined one-to-one relation between T and b or between the volume density and NH i, a lack of tied pairs with a larger b or a smaller NH i implies that our tied pairs do not include a higher-temperature gas and a lower density gas, but sample a gas within a limited physical condition. This is in part caused by the observational bias, since a larger thermal width of H i compared to C iv does not allow to recognise closely adjacent H i components as precisely as C iv in a multi-component C iv absorber.
Unlike H i in the left panel, C iv in the tied H i+C iv pairs in the right panel of Fig. 5 displays a wider range of column density and b. Combined with the NH i-bH i distribution, C iv components of the tied pairs is not expected to show very well-correlated relations with H i components, i.e. NC iv is not a well-behaved function of NH i.
Correlations between NH i, NC iv and NC iii
A straightforward quantity to consider is the NC iv-NC iii relation. For the collisional ionisation equilibrium (CIE), the ratio of two ions depends on the gas temperature. For the photoionisation equilibrium (PIE), the ratio depends largely on the ionisation parameter, the ionising photon flux divided by the gas density. Figure 6 illustrates the NC iv -NC iii relation for three different redshift ranges, 2.1 z 3.4, 2.1 z 2.6, and 2.6 z 3.4, along with least-squares fits for clean C iii detections only, i.e. excluding upper limits and lower limits. The division redshift is simply chosen from Fig. 3 , which shows an apparent dip in the number distribution of C iii systems at z ∼ 2.6 due to the observational bias. There are no indications of any redshift evolution of the NC iv-NC iii relation. For a given NC iv, the spread in NC iii is σ ∼ 0.3 dex, when fitted to a Gaussian.
For the full redshift range, NC iii ∝ N 1.42±0.11 C iv at log NC iv ∈ [11.7, 14.1]. However, at log NC iv ∼ 14, NC iii is lower than expected from the dashed line, suggesting that the log-linear relation between NC iii and NC iv might well break down at higher NC iv. However, given only a few C iv components at log NC iv 13.6, any firm conclusions cannot be drawn. At the same time, due to a lack of enough data at high-NC iv ends, a one-to-one relation could be a good approximation between NC iv and NC iii. A lack of high-NC iv Figure 7 . N C iii /N C iv as a function of N C iii (left panel) and of N C iv (right panel) at 2.1 < z < 3.4. All the symbols are the same as in Fig. 6 . The magenta dashed line in the left panel represents a least-square fit of clean C iii detections excluding lower and upper limits: log N C iii /N C iv = (−4.94 ± 0.16) + (0.38 ± 0.01) × log N C iii . In the right panel, the solid line is a least-square fit:
Figure 8. N C iii /N C iv as a function of z at 2.1 < z < 3.4. Filled symbols are the C iv+C iii pairs with cleanly detected C iii. Open symbols with upward and downward arrows indicate the C iv+C iii pairs with lower-limit C iii and upper-limit C iii, respectively. The pairs belonging to the same system are coded with the same colour. Refer to the online version for clarity.
components is in part due to the fact that the number density of higher-NC iv components is smaller (Kim et al. 2013) .
Even though NC iii increases faster than NC iv , NC iii is lower than NC iv at log NC iv 13 and is higher at log NC iv 13. Therefore, the mean NC iii/NC iv is < NC iii/NC iv > = 1.0 ± 0.3 at 2.1 < z < 3.4 for the C iv components aligned with the clean C iii components. If the C iii+C iv gas is in CIE, < NC iii/NC iv > ∼ 1 suggests the gas temperature of ∼ 10 5 K (Gnat & Sternberg 2007) . For the PIE gas, < NC iii/NC iv > indicates T ∼ 10 4.2−5 K (Oppenheimer & Schaye 2013) . Figure 7 displays NC iii/NC iv as a function of NC iii (left panel) and of NC iv (right panel), respectively. In the left panel, NC iii/NC iv increases with NC iii as expected, since NC iii increases faster than NC iv . On the other hand, NC iii/NC iv seems to suggest a weak decrease with NC iv in the right panel (solid line). This is mainly caused by the data points having a lower NC iii than the log-linear relation at log NC iv ∼ 14 as seen in Fig. 6 . The same data points are scattered at log NC iv ∈ [13.0, 14.2] and log NC iii/NC iv ∈ [−1.0, 0.0] in the right panel. This leads to a weak decrease of NC iii/NC iv with NC iv .
The redshift evolution of NC iii/NC iv is presented in Fig. 8 . Filled and open symbols indicate the C iv+C iii pairs with clean C iii and C iii limits, respectively. There is a large spread of ∼1 dex in NC iii/NC iv even within the same system, as commonly seen in the high-NH i absorbers, cf. Boksenberg & Sargent (2015) . This suggests that the C ivbearing gas components within a system have a range of internal conditions.
There are only a small number of tied H i+C iv+C iii components, so the NH i-NC iv and the NH i-NC iii relations are poorly constrained and are effectively scatter plots (Fig. 9) . However, when tied C iii trios shown as filled circles are grouped into 2 classes as high-metallicity branch absorbers and low-metallicity branch absorbers introduced in Section 1 and discussed in Section 5, there seems a trend. For high-metallicity branch absorbers (clean, filled circles), NH i roughly increases with NC iv and NC iii. On the other hand, low-metallicity branch absorbers embedded with a larger green open circle show no correlation. Muzahid et al. (2012) for O vi at z ∼ 2.3. Only the H i+O vi pairs whose velocity difference is less than 10 km s −1 are included. Lower right: the gas temperature as a function of log N H i . The four non-thermally broadened absorbers are not included.
In Fig. 10 , the detected data points on the NH i-NC iii/NC iv plane (left panel) and on the NC iv/NH i-NC iii/NC iv plane (right panel) suggest no correlation. Since the upper limits on both planes have the values similar to the detected ones, the lack of correlation between these quantities is reasonable. This means that both NC iv and NC iii increase with NH i in a roughly similar way, even with the larger scatter at higher NC iii and NC iv seen in Fig. 7 .
The gas temperature and the non-thermal motion
A comparison of the Doppler parameters of C iv and H i for the 54 tied H i+C iv pairs is shown in Fig. 11 (upper left panel). Table A1 lists the line parameters of individual tied components, their derived gas temperature T b and nonthermal bnt parameter. A majority of the pairs are close to being thermally dominated, while the 4 pairs are turbulently broadened. These 4 tied pairs are at z = 2.937304 toward HE0940-1050, z = 2.787112 toward HE2347-4342, z = 2.456208 toward PKS0329-255 and z = 2.248307 toward Q0329-385 with the gas temperature of 92 K, 12830 K, 538 K and 385 K, respectively. These pairs have the same b value for H i and C iv, therefore, the gas temperature cannot be constrained at all. With b = 42.6, 23.6, 25.4 and 8.5 km s −1 , respectively, the non-thermally broadened absorbers seem to prefer a larger b, but with only 4 absorbers, no firm conclusion cannot be drawn.
The non-thermal and thermal contributions to the H i+C iv pairs are more clearly seen in the upper-right panel, which shows the histogram of the ratio of the non-thermal energy to the total energy, b 2 nt /(b 2 th + b 2 nt ). For about 59% of the H i+C iv pairs (32 out of 54), the non-thermal energy is less than 10 %. The median bnt and b th are 7 km s −1 and 22 km s −1 , respectively. When bC iv 20 km s −1 , there is a possibility that a seemingly single-component C iv breaks into many weaker components in a higher-S/N spectrum, in which case a contribution by non-thermal broadening could be smaller.
The lower-left panel shows the distribution of the gas temperature for both the full and "certain" samples. While a broader H i or C iv component could reveal a multicomponent nature in much higher-S/N spectra, log T b 5 is also expected since intergalactic C iv is produced by radiatively cooling gas once shock-heated to log T b 7 and now exposed to the UVB (Cen & Chisari 2011; Shen et al. 2013) .
For the 54 tied pairs, the mean temperature of the full and certain samples is < log T b > = 4.27 ± 1.00 and < log T b > = 4.25 ± 1.14, respectively. The median temperature is log T b,med = 4.47 and log T b,med = 4.48 for the full and certain samples, respectively. When excluded 4 nonthermally broadened pairs, for the full sample, < log T b > = 4.52 ± 0.33 and log T b,med = 4.48. Considering a large error, our mean temperature of the 54 pairs is consistent with the one, < log T b > = 4.58, found by Rauch et al. (1996) from the 26 C iv+Si iv pairs at the similar redshifts. When excluded non-thermal pairs, our mean temperature of the 50 pairs is in better agreement with the Rauch's mean temperature, although C iv+Si iv pairs typically sample a higher-NH i absorber than typical H i+C iv pairs without associated Si iv.
Since our H i+C iv pairs do not have any unusual selection criterion apart from being kinematically simple, we may assume that this small number of pairs is a representative of typical optically-thin C iv-bearing gas found in the spectra of high-z QSOs. The T b distribution is well-approximated by a Gaussian peaking at log T b ∼ 4.43 with 1σ = 0.27 and log T b ∼ 3.5-5.5. Considering that C iv peaks at log T ∼ 5 in CIE, the observed temperature distribution implies that the H i+C iv gas samples both photoionised and collisionally ionised C iv. This C iv temperature distribution is very similar to the simulated result for log NC iv ∈ [12, 14] at z = 2.6 by Cen & Chisari (2011) . The H i+C iv+C iii trios excluding lower-limit NC iii components account for only 61% (33 out of 54) of the total sample, but show a similar T b distribution.
For comparison, the lower-left panel also shows the temperature estimates from the observed b parameters of aligned H i+O vi at z ∼ 2.3 taken from Muzahid et al. (2012) . Muzahid et al.' s O vi temperature distribution is very similar to our C vi temperature distribution. This is not what is expected from simulations, which predicts that O vi is produced by higher temperature gas than C iv (Cen & Chisari 2011). However, the detection of high temperature, and hence broad, O vi lines in the Lyα forest is difficult, since they are more likely to be misidentified as H i. This bias may be responsible for part of the discrepancy.
The lower-right panel of Fig. 11 displays log T b as a function of NH i. It shows that the gas temperature does not correlate with NH i, which is expected from the optically thin PIE gas. We have found that there is no noteworthy correlations between bnt, T b , z, NC iv or NC iii.
In summary, our data suggest that most of the tied low-NH i absorbers located around the cutoff-b line are thermally broadened, with a small contribution from turbulent motion. The result also confirms that the cutoff-b line is a valid tool to probe the IGM temperature. H i+C iv pairs display a wide range of the temperature at log T b ∈ [3.5, 5.5], with a few non-thermally broadened pairs with log T b 3.7. The temperature distribution peaks at log T b ∼ 4.4, implying that a majority of C iv is photoionisation dominated.
PHOTOIONISATION MODELLING
Basic assumptions
The narrow line width of the low-density Lyα forest implies that photoionisation is the dominant ionisation mechanism rather than collisional ionisation (Bergeron & Stasińska 1986; Haehnelt et al. 1996) . Theories reproducing the general observed properties of the H i forest also predict that the forest is photoionised by the external UV background (UVB) contributed both from QSOs and galaxies, assuming it in photoionisation equilibrium (Bergeron & Stasińska 1986; Cen et al. 1994; Haehnelt et al. 1996; Theuns et al. 1998; Schaye 2001; Davé et al. 2010) .
There are several critical pre-requirements for the photoionisation modelling to be valid. First, all the absorption lines of interest should be produced in the same gas. Thus, for a constant gas temperature through the region, ionic absorption components can be used only when their velocity structure is the same. Second, the absorption lines should be properly resolved and deblended so that reliable column densities and line widths can be determined. Third, there should exist a H i component clearly associated with other ionic transitions of interest. The ratio of ionic column densities is insensitive to the metallicity and NH i for the ionization parameter −3.0 log U 0, a U range for typical Lyα absorbers. However, as one of our scientific interests is to estimate the carbon abundance, NH i is necessary to break the degeneracy. Fourth, more than two ionic transitions of the same metal species should be present. In general, the metallicity and the gas density (or the ionisation parameter U ) are unknown. When only one ionic transition is available, a different combination of the metallicity and density predicts the same column density. Additional ionic transitions break this degeneracy.
These requirements imply that photoionisation modelling should be applied only on clean, individual components, as opposed to total column densities obtained by adding up all the components of an absorption system. If a physical condition of gas producing each component of a multi-component system is similar, the total column densities of the system can be used, i.e. the derived physical parameters of the system approximate the average of the individual components. However, there is no solid physical reason to assume that each component is produced by gas under a similar gas density, temperature and carbon abundance. In fact, the large spread in NC iii/NC iv within a given system as shown in Fig. 8 hints that a physical condition might be different among components in the same system.
Of the 155 C iv components in our sample, only the 54 components (35%) have well-aligend H i, and of these only the 33 components have H i, C iv and detected C iii (no lower limits) components at the same relative velocity. Of the 33 trios, the z = 2.456208 trios toward PKS0329-255 is non-thermally broadened with T b 538 K. With a detected high-ion C iv and such a low gas temperature, this absorber is likely to be out of photoionisation equilibrium with the external UV background. Therefore, this trio is excluded in the further photoionisation analysis. Four trios of the 32 also show clean, un-saturated C ii. This provides more stringent constraints and a check on the validity of the photoionisation modelling: z = 2.462358 (Q0002-422), z = 2.462044 (Q0002-422), z = 2.444109 (Q0453-423) and z = 2.442644 (Q0453-423). About one third of C ii-free components is associated with Si iv (sometimes Si iii and Si ii as well), while the rest is Si iv-free, as listed in the last columns of Table A2 and A3.
Cloudy modelling
We used the photoionisation code Cloudy version c13.03 (Ferland et al. 2013 ). The gas was assumed to be a uniform slab in thermal and ionisation equilibrium with a constant density exposed to the external UVB. The Cloudy-default solar abundance pattern is assumed, with a solar carbon Figure 13 . Three examples of Cloudy-predicted column densities log N c(X) as a function of ionisation parameter U , where Nc(X) is the predicted column density of C iv, C iii and C ii for different UV background radiations. Cloudy-predicted Nc(C iv), Nc(C iii) and Nc(C ii) are shown as solid blue, dot-dashed magenta and dashed green curves, respectively. The allowed column density range from the observations is indicated by thicker curves and the horizontal dotted lines with the same colour as the curves. The sky-blue-shaded region is the best-fit U value for observed column densities. The fiducial UVB was chosen to be the latest Haardt-Madau (HM) UVB 2012 version contributed both by QSOs and galaxies (Q+G) (Haardt & Madau 2012) . The main observational inputs for theoretical UVB models, such as the relative contributions of QSOs and galaxies and the UV photon escape fraction as a function of redshift, are still poorly known, and this leads to large uncertainties in the models (Bolton et al. 2005; Shapley et al. 2006; Faucher-Giguère et al. 2008; Siana et al. 2010; Haardt & Madau 2012; Barger et al. 2013) . Therefore, we also used the Cloudy-default HM UVB 2005 version for QSOs-only (Q) and for Q+G for comparison.
Based on the inversion method to reconstruct the spectral shape of the UVB from metal absorbers at 1.8 < z < 2.9, Agafonova et al. (2007) claimed that the intergalactic He ii Lyα absorption modulates and fluctuates the UVB spectral shape from a QSO-dominated UVB without a need of additional sources such as starburst galaxies. However, their reconstruction was mostly based on border-line Lyman limit systems at log NH i 16.7, where a radiative transfer effect by the internal He ii Lyα absorption is important with their estimate on NHe ii/NH i of 50-150. By comparison, all of our sample but one have log NH i 15.2. In addition, at 2.2 < z < 2.8 where most of our sample belong to, NHe ii/NH i has been found to be 50-80 (Reimers et al. 1997; Shull et al. 2010; Syphers & Shull 2013) . Therefore, the internal He ii Lyα absorption would not change the spectral shape of the UVB significantly in our case. Although the intensity and spectral shape of the UVB are likely to fluctuate, we assume that a uniform UVB is a good approximation to our optically-thin C iii absorbers. Moreover, Bolton & Viel (2011) found that any realistic UVB fluctuations would not have a significant effect on the intergalactic C iv and Si iv from a variety of toy UVB models. shapes, especially at 1 Ryd around the H i ionisation edge, since the galaxy contribution is predominantly low-energy photons with energies < 1 Ryd. Although the intensity of the HM Q+G 2012 is likely to be a factor of 3 to 5 too low at z ∼ 0, it is consistent with other measurements at z ∼ 2-3, the redshift range of our interest (Kollmeier et al. 2014; Shull et al. 2015) .
The degree of ionisation depends on the intensity and spectral shape of the UVB as well as the density of the gas. The ionisation level depends mainly on the ionisation parameter U = nγ /nH, where nγ is the number density of (hydrogen) ionising photons and nH is the total (neutral and ionised) hydrogen volume density. For a chosen UVB and the observed NH i as the stopping criterion of Cloudy, a determination of U is sufficient to derive the hydrogen density. In the low-density limit, the metallicity does not strongly affect the ionisation structure, but becomes important for the thermal balance since cooling is then dominated by the atomic line cooling rather than the recombination or bremstrahulung. In the low-metallicity limit, the relative ionic ratio is independent of the metallicity (Osterbrock 1974 ).
We generated a grid of models for each H i+C iv+C iii component trio. We varied [C/H] and nH with a logarithmic step size of 0.1 or 0.05. For each absorber, the observed column densities with their fit errors and the Cloudy-predicted column densities were compared for a given [C/H] and ionisation parameter U in order to find the best-fit model. Figure 13 shows three such examples. The left panel shows a typical absorber in our sample, for which a wellmeasured single U matches NC iv and NC iii simultaneously. All of our H i+C iv+C iii sample without C ii have a welldetermined U and [C/H] regardless of a given UVB. Unsurprisingly, whenever C ii is included, the Cloudy solution is not as good as the C ii-free trios since the ionisation is now set by two ratios rather than one, so a single ionisation parameter may not provide an adequate description, if the spectral shape assumed for the ionising flux is incorrect, or if we are dealing with a multiphase medium. The middle and right panels of Fig. 13 show two of such examples under the HM Q+G 2012 UVB. In the middle panel, a single U matches the observed column density of C iv, C iii and C ii within errors. On the other hand, the right panel shows the worst case in our sample, in that no single best-fit U is found to reproduce the observation within errors. This absorber is fit slightly better for the HM Q 2005, but not significantly.
Caveats
In the presence of the UV background, when a metalenriched hot gas cools down or is mixed with the lowdensity H i, these processes result in a change in the thermal and ionisation states of the metal-enriched gas, a departure from an equilibrium state. As a result, even for the same H i column density ranges at log NH i ∈ [13, 15], C ivenriched H i is expected to have a higher gas temperature and a higher [C/H] than the typical Lyα forest, whether C iv is collisionally ionised or photoionised (Cen & Chisari 2011; Shen et al. 2013) . However, the degree of this departure from photoionisation equilibrium in the metal-enriched forest gas is not observationally constrained (Haehnelt et al. 1996; Oppenheimer et al. 2012) , and this is one of our objectives in this study.
At z ∼ 2.4 and at the cosmic mean density, log nH ∼ −6.72+3×log(1+z) ∼ −5.13 (Wiersma et al. 2009 ). For an absorber below this density, the Hubble expansion should be taken into account. The density of most C iii absorbers in our sample is −5 < log nH < −4 as shown in Section 5.1. For most C iii absorbers, the Hubble expansion does not play a significant role.
In addition, for the HM Q+G 2012, the photoionisation time scale is 1/ΓH i ∼ 1.04 × 10 12 sec ∼ 3.3 × 10 4 yrs, where ΓH i is the H i photoionisation rate (Haardt & Madau 2012) . The dynamical time scale is t dyn = 1/ √ Gρ ∼ 1.16 × 10 10 yrs, where G is the gravitational constant and ρ is the gas mass density (Schaye 2001) . The photoionisation time scale is much shorter than the dynamical time scale. Therefore, we ignore the Hubble expansion and any dynamical evolution in the photoionisation model, i.e. assuming a static absorber. Of 32 tied trios, 4 trios are found to be associated clearly with C ii λ 1334 or λ 1036 or both. While 20 C iii absorbers have absorption-free C ii regions, therefore, a reliable NC ii upper limit, 8 C iii absorbers have the C ii region of λ 1334 and 1036 blended or unreliable, as noted in Table A2 . Four trios with C ii have highest NC iii/NC iv values as well as the lower gas temperature at log T b 4.17. There are no other clear distinctions between C ii absorbers and upper-limit-NC ii absorbers. Since 8 C iii absorbers with a blended C ii region have a lower NC iii/NC iv and higher T b , we expect them to have NC ii similar to our assumed NC ii detection limit of log NC ii ∼ 12.0, if they are associated with C ii.
Results and systematic uncertainties
The Cloudy results of the 32 tied components are tabulated in Table A2 for the HM Q+G 2012, including the observed column densities with their fit errors.
Yielding a formal 1σ error of Cloudy-predicted parameters is not trivial, since they are correlated without errors. Instead, we use a rough acceptable ranges of [C/H] and log U as a [C/H] error and as a relative error substitute for other parameters. As seen in Fig. 13 , the predicted column density has a upward parabola curve as a function of log U . When an observed column density error is small and the intercepting U is located in the steeper side of the parabola curve, both [C/H] and log U can be estimated within 0.05 dex. On the other hand, when the observed column density error is large and the intercepting U occurs at near the flatter top of the upward parabola curve, log U is less sharply estimated, with larger than 0.1 dex for an acceptable log U range. In general, [C/H] is better estimated than U . About 47% of the sample under the HM Q+G 2012 have both [C/H] and log U estimates within 0.05 dex.
In the following analysis, the plotted error on the Cloudy-predicted parameters except [C/H] are not real 1σ errors, but just an illustration based on the uncertainty on log U , i.e. a larger acceptable log U range translates into a larger, assumed relative error. Figure 14 presents the comparisons of the predicted parameters [C/H] and T between the three UVBs used. Any differences in the inferred carbon abundance or the temperature are effectively just a small rescaling, with the absorbers having C ii being somewhat discrepant in the HM Q+G 2005 and the HM Q 2005 cases. When considered only C iv and C iii excluding C ii, [C/H] and log U of the 4 C iv+C iii+C ii absorbers are lower by ∼0.2 dex and higher by ∼0.3 dex, respectively. Their Cloudy-predicted parameters (sky-blue squares) are also perfectly on the one-to-one relation with other C ii-free absorbers. Other parameters such as the total hydrogen volume density and the line-of-sight length also have a similar behaviour. In short, the predicted physical parameters for one of the UVBs can be roughly scaled from the ones for the other two UVBs. As long as each absorber is exposed to a similar UVB (one of our assumptions), the evidence for bimodal distributions of observed and derived physical parameters does not depend on which of the three HM UVBs is used, though the absolute values of each derived parameter do.
The UV backgrounds
We note that the 4 C ii absorbers fit slightly better to the HM Q 2005 background than both HM Q+G UVBs, in particular, the z = 2.462044 absorber toward Q0002-422. However, this does not necessarily imply that all tied C iii absorbers are exposed to the UVB similar to the HM Q 2005. Considering that the shape of the UVB at high redshifts is not observationally well constrained, all the assumed UVBs are equally adequate for our data within more realistic errors. 
Validity of the photoionisation modelling
A way to check whether or not C iii absorbers are in photoionisation equilibrium (PIE) is to compare the VPFITderived gas temperatures T b from Eq. 1 and the Cloudypredicted temperatures. Figures 15 and 16 present the ratio of T b and Cloudy-predicted temperatures TPIE as a function of NH i, and of z and T b , respectively.
In Fig. 15 , most data points are reasonably close to the T b /TPIE = 1 line, but there are some outliers, with about 25% of the C iii absorbers having a temperature difference T b − TPIE larger than 50% of the Cloudy model temperature TPIE. The absorbers with a large temperature difference have a higher NC iv than the one with a similar NH i. For log NH i 14, in most cases T b /TPIE ∼ 1, implying that the absorbers are roughly in PIE. It is not straightforward to draw any clear conclusions at log NH i 14.0 as there are only a few data points, but they seem to show larger departures from PIE.
In most cases, C iii absorbers with a large departure from PIE show a higher T b than the PIE-predicted TPIE. As the PIE temperature is determined by photoionisation heating and atomic line cooling in the low-density limit, a higher observed temperature T b compared to TPIE strongly suggests that these absorbers are exposed to additional heating source compared to other absorbers having T b more closer to their PIE temperature.
The median temperature ratio is (T b /TQ 05)med = 1.03, (T b /TQ+G 05)med = 0.92 and (T b /TQ+G 12)med = 0.97, respectively. The mean temperature ratio is < T b /TQ 05 > = 1.46±1.26, < T b /TQ+G 05 > = 1.11±0.74 and < T b /TQ+G 12 > = 1.31±0.90, respectively. These values indicate that overall in our sample, the HM Q+G 2012 produces the predicted temperature similar to the observed T b , while the HM Q 2005 has the largest number of the discrepant absorbers, 10 out of 32 absorbers. This is why the HM Q+G 2012 was taken as a fiducial UVB. However, we note that the HM Q 2005 predicts a better match for the cluster of data points at log NH i ∈ [14, 15].
The left panel of Fig. 16 shows that the VPFIT and Cloudy temperatures differ most often at lower z, though the small number of components at z > 2.6 means that we cannot draw any firm conclusions. The right panel of Fig. 16 implies that most absorbers have log TQ+G 12 ∼ 4.5 due to the imposed PIE condition at low [C/H] (see Section 5.2). Absorbers with a large temperature discrepancy tend to have a larger T b .
The combining results from T b /TPIE as a function of NH i and z suggest that C iii component trios with log NH i 14 or at lower redshifts are less likely to be in PIE.
The photoionisation modelling with a fixed temperature
Since the gas temperature derived from the b parameter is a direct estimate from the observations, the Cloudy-predicted PIE temperature may not be appropriate. Therefore, another set of the Cloudy grid models was run with the fixed constant temperature T b for each C iii absorber. We used only the HM Q+G 2012 for the fixed T b model, since predicted parameters for a different HM UVB can be roughly scaled from the HM Q+G 2012 and any correlations between parameters are not altered significantly due to a different UVB among the three HM UVBs. Figure 17 compares the carbon abundance [C/H], ionisation parameter U , hydrogen density nH and line-of-sight length L for PIE and non-PIE (with a fixed temperature T b ) models. As expected, the 8 absorbers embedded in a magenta open square display larger discrepancies, while the remaining 24 absorbers do not show any significant difference. This is due to the fact that for a low-density, low-metallicity PIE gas, the internal thermal balance is independent of nH but sensitive to the relative abundance of ions.
The mean departure from PIE is < ∆[C/H] > = −0.04± 0.16, < ∆ log U > = −0.02±0.14, < ∆ log nH > = 0.02±0.14, and < ∆ log L > = 0.05 ± 0.36, respectively. While the mean departure from PIE is negligible, the scatter is not. The lineof-sight length L = NH/nH shows the largest departure, as L ∝ T 0.41 and other parameters have a smaller T dependence (Schaye 2001) .
DERIVED PROPERTIES OF THE WELL-ALIGNED H I+C IV+C III COMPONENTS
In this section, we present our main results based on the non-PIE Cloudy modelling with a fixed temperature T b for the HM Q+G 2012 UVB. Whenever necessary, the difference from the PIE model is also discussed. Predicted parameters for the PIE assumption, i.e. a free-fit temperature model, are subscripted with "PIE", while parameters from the non- PIE T b model are noted with a subscript "temp". The column density range for the 32 tied H i+C iv+C iii component trios is log NH i ∈ [12.9, 16.0], log NC iv ∈ [11.8, 13.8] and log NC iii ∈ [11.7, 13.8], respectively. For the 4 absorbers, C ii λ 1334 or λ 1036 or both is also detected at log NC ii ∈ [12.2, 12.7]. Note that apart from the observed column density and b value of H i and C iv along with the gas temperature T b , all of the parameters presented in this Section are Cloudypredicted. We also stress that despite all the caveats in the Cloudy-modelling and a choice of the UVB discussed in Section 4, our main results are not altered by them.
Carbon abundance, NH i, NC iv and line-of-sight length
Among the correlations between various observed and predicted parameters, two of the most unexpected correlations are presented in Fig. 18 . In the upper left panel, the line-ofsight length, L = NH/nH, is shown as a function of NC iv for the non-PIE model. The lower left panel presents the same parameter space for the PIE model, with the middle left panel displaying the difference between the two models. As L is dependent on T 0.41 (Schaye 2001) , which is also dependent on U and [C/H], there is a larger difference between the non-PIE T b and PIE models shown in the middle left panel.
In both left panels, despite a few interlopers, the NC iv-L plane can be clearly divided into two regions, suggesting that our optically-thin C iii absorbers may consist of two distinct populations. Table 3 .
A similar behaviour is seen in the [C/H]-NC iv relation in the upper and lower right panels of Fig. 18 , where there is a segregation of C iii absorbers into two distinct regions as a high-or a low-metallicity branch, divided at [C/H]temp ∼ −1.0. Again, the yellow-shaded (gray-shaded) region shows a fit to the data points embedded in a blue (green) open circles as in the left panels, with the fit results listed in Table 4 .
Most C iii absorbers having Ltemp ∼ 200 kpc have [C/H]temp −1.0, which increases with NC iv . As noted in Tables A2 and A3 , none of these low-metallicity branch absorbers is associated with Si iv, which is usually found with C iv at log NC iv 13.0 (Shen et al. 2013) . These lowmetallicity branch absorbers have a saturated H i Lyα absorption profile with a weak C iv. The C iii components at v = 0 km s −1 in the second panel of Fig. 1 provides a good example of low-metallicity branch absorbers.
Absorbers with a higher [C/H]temp show an opposite trend in that [C/H]temp anti-correlates with NC iv. Highmetallicity branch absorbers further seem to be grouped into two subclasses, 1) part of a multi-component, strong C iv complex with a saturated H i Lyα or 2) associated with a strong C iv and unsaturated H i Lyα. Most of the former subclass, complex high-metallicity branch absorbers, are associated with Si iv. The C iii components at v = +52 and v = −75 km s −1 in the right panel of Fig. 1 are an example of high-metallicity branch absorbers, which is part of a C iv complex. A good example of the latter subclass, simple high-metallicity branch absorbers, is shown in the left panel of Fig. 1 . However, on top of a small-number statistics, sim- ple high-metallicity branch absorbers sometimes occur in the vicinity of complex high-metallicity branch absorbers. Therefore, our data cannot clearly distinguish the two subclasses, however, suggest that high-metallicity branch absorbers could be a mixed bag of more kinematically complex absorbers than low-metallicity branch ones. In Fig. 18 , 4 sky-blue circles are C ii absorbers when NC ii is excluded, i.e. C ii absorbers are treated as C ii-free absorbers. No significant difference is found between the two subsamples, in that no C ii high-metallicity branch absorbers become low-metallicity branch absorbers even if C ii was ignored. This implies that the overall observational trends would hold, even if some of upper-limit-NC ii or blended-C ii absorbers are in fact associated with C ii. Since a similar behaviour is found for other correlations, no further consideration on possibly missed C ii above the C ii detection limit is included. However, we present the Cloudy-predicted parameters of 4 C ii absorbers when excluded C ii as sky-blue symbols if appropriate.
For high-metallicity branch absorbers, as there are correlations between [C/H]temp and NC iv as well as Ltemp and NC iv, a correlation between [C/H]temp and Ltemp is also expected. This is shown in the left panel of Fig. 19 . Although overall an anti-correlation can be assumed, lowmetallicity branch absorbers show a large spread of 1 dex in log Ltemp for a given [C/H] They are all simple high-metallicity branch absorbers, characterised by a stronger C iv than typical H i absorbers with a similar NH i.
The right panel of Fig. 19 presents Ltemp as a function of total (neutral + ionised) hydrogen volume density nH, temp. Low-metallicity branch absorbers have a lower log nH, temp ∈ [−5.2, −4.3] with a mean of < log nH, temp > = −4.70 ± 0.28, slightly higher than the cosmic mean number density at z ∼ 2.4. High-metallicity branch absorbers have a higher nH, temp ranged at log nH, temp ∈ [−4.5, −3.3]. Compared to the warm ionised gas in the Milky Way with a comparable temperature range, our C iii absorbers have about two orders of magnitude lower nH, temp (Haffner et al. 2009 ). The 4 C ii-free absorbers with Ltemp 1 kpc, marked with an absorber number next to the data points, have a smaller Ltemp than expected from the fit for log nH, temp ∼ −4.2. Relations between the carbon abundance [C/H]temp and various parameters are shown in Fig. 20 . The left panel illustrates a PIE gas for the HM Q+G 2012 background. For a low-density gas in the presence of a UVB, the ratio of ionic abundances does not depend on the metallicity at less than 10 −1 solar, i.e. [C/H] does not play a significant role in the internal ionisation structure. A gas at higher temperature cools to an equilibrium temperature Teq and a gas at lower temperature gets heated to Teq. This temperature for the HM Q+G 2012 is log Teq ∼ 4.5, as clearly seen in the left panel. As expected, low-metallicity branch absorbers marked as green symbols have a temperature around Teq. When the metallicity is higher than 10 −1 solar, the radiative metal line cooling becomes important, which decreases Teq. A slight departure from the general trend by C ii-enriched absorbers is due to their higher nH.
In the second panel of higher T b than Teq for all but one of these absorbers suggests that they have a higher heating rate, i.e. experiencing a recent cooling from a hotter gas or exposed to additional radiation.
The observed total (thermal and non-thermal) bH i increases weakly as [C/H]temp decreases, as seen in the third panel. Naturally, absorbers with a higher T b tend to have a higher bH i, as the non-thermal contribution to the observed line width is not significant. There is no clear trend between [C/H]temp and non-thermal motion bnt in the right panel.
The left panel of Fig. 21 implies that NC iii/NC iv increases with the total hydrogen volume density. On the other hand, the right panel shows that the line-of-sight length of high-metallicity branch absorbers is mostly independent of NC iii/NC iv at Ltemp 20 kpc. Low-metallicity branch absorbers at Ltemp 20 kpc tend to be NC iii/NC iv 1, simply because that they have log NC iv 13 (Fig. 6 ). When combined the left panel with the right one, lowmetallicity branch absorbers tend to have a lower nH, temp at a larger Ltemp, a good agreement with what simulations have predicted (Cen & Chisari 2011; van de Voort et al. 2011; Shen et al. 2013 ).
Redshift evolution of carbon abundance
Despite the small number of absorbers at z > 2.6, we checked whether there is noticeable redshift evolution in the [C/H]temp distribution. Figure 22 shows the redshift distribution of [C/H]temp, and, to represent it in another way, the number of C iii absorbers as a function of [C/H]temp for redshift ranges 2.1 < z < 2.6 and 2.6 < z < 3.4 as well as for the whole sample.
At z ∼ 2.4 in the upper left panel, the C iii absorbers display a large range of the carbon abundance at is probably due to lower-S/N data and a smaller number of sightlines. However, a lack of absorbers at [C/H]temp ∈ [−0.8, 0.4] is not an observational bias, since these absorbers have a stronger C iv compared to a typical absorber with a similar NH i, thus easy to detect. At z ∼ 2.4, high-metallicity branch absorbers account for about 50% of C iii absorbers. If a relative fraction of [C/H]temp is similar at both redshift ranges, 5 ± 2 absorbers with [C/H]temp ∈ [−0.8, 0.4] are expected at z ∼ 2.9. Therefore, this lack of high-metallicity branch absorbers at z ∼ 2.9 is probably real. In short, the [C/H]temp distribution is more skewed toward a higher [C/H]temp at lower z, implying a metallicity evolution. The simulated temperature distribution by Cen & Chisari (2011) is similar to the observed one shown in Section 3.3. The same simulation predicts that for log NC iv ∈ [12, 14], the metallicity distribution has a narrow (broad) Gaussian distribution covering −3.0 ∼ −1.0 (−3.0 ∼ −0.5) with a peak at −2.1 (−2.0) at z = 4 (z = 2.6). This is roughly consistent with the Cloudy-predicted [C/H] distribution, except that the same simulation does not reproduce absorbers with [C/H] −0.5 at log NC iv ∈ [12, 14] . A similar discrepancy is also seen in Figs. 1 and 3 by Shen et al. (2013) . Considering that the line-of-sight length of C iii absorbers with [C/H]temp −0.5 is less than 1 kpc (Fig. 19) , the discrepancy may be due to an insufficient resolution to resolve these absorbers in simulations.
Total hydrogen volume density, total hydrogen column density and NH i
Correlations between the observed H i column density, the total hydrogen volume density and the total hydrogen column density are presented in the upper panels of Fig. 23 . In the upper left panel, the dashed line shows the NH i-nH relation derived by for a self-gravitating, photoionised H i gas in local hydrostatic equilibrium. The Schaye NH i-nH relation requires the H i photoionisation rate, the gas temperature and the gas mass fraction. We used the H i photoionisation rate Γ = 9.575 × 10 −13 sec −1
for our fiducial HM Q+G 2012 UVB at z = 2.4. The gas temperature was calculated using Cloudy as a function of Figure 23 . Upper panels: the total hydrogen density n H, temp as a function of N H i (left panel) and the total hydrogen column density (N H i + N H ii ) as a function of N H i (right panel), respectively. All the symbols are the same as in Fig. 21 . In the left panel, the dashed line indicates the Schaye N H i -n H relation at z = 2.4, n H, temp = −13.65 + 0.65 × N H i , while the solid line is the Schaye relation shifted down by 0.6 dex to match lowmetallicity branch absorbers noted as green symbols. The yellowshaded region indicates a fit to the high-metallicity branch absorbers when 4 absorbers with log n H −4 (C ii-enriched absorbers) are excluded, log n H, temp = −3.49 − 0.06 × log N H i . In the right panel, the solid line shows the least-square fit: log N H, temp = 2.25 + 1.12 × log N H i . Lower panels: the difference between the non-PIE T b and PIE models for the HM Q+G 2012 UVB. Refer to the online version for clarity.
NH i for the HM Q+G 2012 at z = 2.4, while the gas mass fraction was used as his default value.
Unlike the theoretical prediction, the observed and predicted parameters indicate no well-defined relation between nH, temp and NH i for the full sample. This departure from the Schaye relation is not due to the fact that the observed data cover an extended redshift range 2.1 < z < 3.4, while the calculated Schaye relation is at z = 2.4, since input parameters do not change significantly at 2.1 < z < 3.4. Nor is it due to the imposed non-PIE condition, since the difference between the non-PIE and PIE models is negligible.
If the 4 C ii-enriched absorbers at log nH −4 are excluded, the NH i-nH plane is reminiscent of the NC iv-[C/H]temp plane in Fig. 18 . The total hydrogen density nH of low-metallicity branch absorbers (green symbols) increases with NH i, while nH of high-metallicity branch absorbers in the yellow-shaded region is almost independent of NH i. Interestingly, if the Schaye relation is shifted down by 0.6 dex, it matches low-metallicity branch absorbers. The shift in the normalisation from the Schaye equation can be caused by many factors, such as an incorrect temperature dependence. For example, the metal cooling in the gas could change the internal ionisation and thermal structure, while the Schaye relation does not account for any metals associated with the forest.
A group of absorbers at (log NH i, log nH, temp) ∼ (13.2, −4.3), marked with an absorber number, is simple high-metallicity branch absorbers characterised by a higher NC iv rather than typical H i with a similar NH i. If these absorbers are excluded, high-metallicity branch absorbers including 4 C ii absorbers in red roughly follow the Schaye relation. In fact, C iii absorbers can be viewed to be confined by the dashed (the Schaye relation) and solid lines on the log NH i-log nH, temp plane. This suggests that overall the basic assumptions of the Schaye relation are not far-fetched despite being too simplistic and that the individual absorber differs from each other, having an intrinsic scatter in the gas temperature, the gas density and the metallicity even at the same overdensity.
A non-PIE condition introduces a large scatter on the NH i-NH, temp plane in the upper right panel, although a general trend exists. A large scatter at log NH i ∼ 14.5 is due to the large scatter in nH for the same NH i range. Due to a higher nH, temp, the 4 C ii-enriched absorbers have a lower NH compared to C ii-free absorbers with a similar NH i. Again, there is a suggestion that high-metallicity and lowmetallicity branch absorbers follow a different scaling relation. The difference between the non-PIE and PIE models is < ∆ log NH > = 0.07 ± 0.30, implying that on average there is no significant systematic difference in NH between PIE and non-PIE models.
Carbon abundance, line-of-sight length and NH i
In Subsection 5.1, we suggested that C iii absorbers consist of 2 distinct populations based on the NC iv-[C/H]temp and NC iv -Ltemp relations. In Subsections 5.2-5.4, these two populations are shown to follow their own scaling relations between various observed and predicted physical parameters. In this Subsection, we present similar relations to those explored in Subsection 5.1, but here for NH i instead of NC iv.
In Fig. 24 , the entire NH i-Ltemp plane can be viewed as a scatter plot, with a spread of 2-3 dex in Ltemp for a given NH i. However, only a few data points are clustered around a least-square fit to the full sample, shown as a solid line. Indeed, except at log NH i ∼ 14.5, no C iii absorbers are along the log Ltemp ∼ 1.4 line at other NH i, implying that the NH i-Ltemp plane is also interpreted better in terms of two populations. For both branch absorbers, Ltemp increases as NH i increases, but with a different scaling relation as tabulated in Table 3 . The non-PIE nature disperses lowmetallicity branch absorbers in to a wider Ltemp range.
Similarly, tied C iii absorbers on the NH i-[C/H]temp plane tend to lie distinctly above or below the least-square fit line rather than on it, with a division at [C/H]temp ∼ −1.0. For both branch absorbers, [C/H]temp decreases as NH i increases. Table 4 lists the scaling relation for each population. Note that low-metallicity branch absorbers show an anti-correlation between NH i and [C/H]temp, an opposite trend from the NC iv-[C/H]temp relation. Since only a few absorbers have a large difference from the PIE model shown in the middle right panel, the non-PIE nature does not alter the relation.
THE ORIGIN OF THE BIMODALITY OF C III ABSORBERS
Implication from the equivalent width and impact parameter relation
Numerical simulations predict that the projected NH i around galaxies (the total NH i integrated along a sightline long enough to contain galaxies and their surrounding in a simulation box) decreases with a galactocentric distance in a well-defined way, depending on the galaxy potential (Cen & Chisari 2011; Shen et al. 2013; Shull 2014) . There is a large scatter, but the observed H i rest-frame equivalent width (REW -used as a proxy for the H i column density) roughly decreases with the galaxy impact parameter both at low redshifts Wakker & Savage 2009; Liang & Chen 2014) and at high redshifts (Steidel et al. 2010) . The observed C iv REW also decreases with the impact parameters, but much more steeply so that C iv reaches to its detection limit at a smaller impact parameter than H i Steidel et al. 2010; Liang & Chen 2014) . A large scatter in the relation is reduced when the impact parameter is normalised with the galaxy luminosity or the virial radius (Stocke et al. 2013; Liang & Chen 2014; Shull 2014) . Since the H i distribution around galaxies is influenced by the galaxy potential, the projected NH i is a better physical parameter than a geometrical impact parameter, i.e. at the same impact parameter, a more massive galaxy has a larger REW. In short, the projected (or integrated) NH i is a normalised impact parameter by the galaxy potential, as long as H i gas is not significantly disturbed kinematically, such as nearby supernova explosions. Compared to the impact parameter normalised by a virial radius, the integrated NH i is a simple and straightforward parameter, since 1) obtaining an impact parameter requires a time-intensive deep galaxy survey around target QSOs, 2) the galaxy survey is flux-limited, biasing toward brighter galaxies especially at high redshifts and 3) assigning a single galaxy to a single absorber is not unambiguous due to the galaxy clustering or no nearby galaxies above a detection limit ( Simulations also predict that the projected gas metallicity (the metal mass density divided by the total mass density) distribution around a star-forming galaxy is bipolar, since metals are transported to galactic halo and the surrounding IGM by galactic outflows which tend to propagate along the minor axis where the ISM density is low. The higher-metallicity gas at [Z/H] −0.5 is close to the minor axis, while the gas at [Z/H] ∈ [−2.5, −1.0] is far from the galaxy along the minor axis (i.e. has a larger impact parameter) or is more uniformly distributed along the major axis from a small to large impact parameter beyond the virial radius, cf. Fig. 1 of Shen et al. (2013) . For an optically-thin gas at log T ∼ 3.9-5.1 exposed to the HM Q+G 2012 UVB, the dominant ions of carbon is C iii and C iv. Therefore, the projected NC iv is roughly proportional to [C/H]temp, and the distribution of observed NC iv is expected to follow the [Z/H] distribution predicted by simulations.
Origin of high-metallicity branch absorbers
Based on the observational and theoretical results in Subsection 6.1, including an observational suggestion of bimodal metallicity distribution of Mg ii absorbers at z < 1 (Bouché et al. 2012; Lehner et al. 2013) , it is not unreasonable that C iii absorbers could consist of two populations.
For high-metallicity absorbers, their predicted line-ofsight length increases with observed NC iv and NH i up to ∼ 20 kpc, roughly a size of an extended optical disk or inner halo (Brooks et al. 2011) . The positive correlation between the line-of-sight length and the observed column density is reminiscent of high ions, such as C iv, N v and O vi, in the Milky Way, where the column density of high ions increases with the distance to the background hot star in the Milky Way disk (Jenkins 1978; Lehner et al. 2011 ). This has been interpreted to imply that the number of intervening, randomly distributed, distinct high-ion gas clouds in the Milky Way increases as the distance to the star increases.
Our 12 high-metalliciy branch absorbers can be further classified into two subclasses. About 67% (8 out of 12) of high-metallicity branch absorbers are part of a multicomponent C iv complex, having several, nearby C iv clumps within ∼ 200 km s −1 . Therefore, it is not implausible that a seemingly single C iv component is in fact a composite of several smaller gas clouds in extended disks, inner halos or outflowing gas and our 6.7 km s −1 spectral resolution is not sufficient enough to resolve them. All of them are associated with Si iv, indicative of higher density and higher metallicity, thus closer to galaxies compared to Si iv-free C iv absorbers (Shen et al. 2013) .
Simple high-metallicity branch absorbers (the absorber number #14, 15, 30 and 32) are associated with strong C iv and weak H i. They have Ltemp 1 kpc and supersolar metallicity. Outliers in several well-characterised correlations presented in Section 5 mostly belong to this subclass. This subclass was studied extensively by Schaye et al. (2007) , which characterises this subclass as having a supersolar metallicity, a size of about 100 pc and a life time of ∼ 6 × 10 6 years, i.e. they are not self-gravitating. Schaye et al. (2007) conclude that these absorbers are caught in the process of transporting metals into the IGM. Since there are only 4 absorbers at Ltemp 0.35 kpc in this subclass and since they are usually outliers, it is not clear whether simple high-metallicity branch absorbers are also unresolved multi-component gas clouds in extended disks/inner halos like complex high-metallicity branch absorbers.
From Figs 18 and 24, the carbon abundance of highmetallicity branch absorbers is anti-correlated with NC iv and NH i with
and
This implies that NC iv and NH i of high-metallicity branch absorbers cannot be used as a proxy of impact parameter, which seems to conflict with simulations and observations as discussed above.
This apparent discrepancy is mainly caused by the fact that NC iv and NH i plotted in Figs 18 and 24 are for an individual component. On the other hand, simulations use the projected total column density of H i or C iv, not an individual component, as well as the averaged gas metallicity along the sightline. To be a fair comparison, NC iv and NH i in Figs. 18 and 24 should be summed up all the components within a given velocity range appropriate for intervening galaxies and [C/H]temp should be an average of these individual components. Unfortunately, due to the kinematically complicated component structure of complex highmetallicity absorbers, there is no one-to-one correspondence between H i and C iv components, and it is not possible to derive [C/H]temp of all the individual C iv components.
The anti-correlation between [C/H]temp and column density can be better understood, when combined with the [C/H]temp-Ltemp anti-correlation. Since there is a slight difference between H i and C iv distributions due to non-uniform nH, peculiar velocity, UVB and metallicity (Cen & Chisari 2011) , the Ltemp dependence on the column density of H i and C iv is expected to be different. From Figs. 18 and 24, for high-metallicity branch absorbers,
which leads to
This is the anti-correlation between [C/H]temp and Ltemp displayed in Fig. 19 , caused by the fact that a higher amount of NH i is added up along the same line-of-sight than NC iv. Due to a higher NH i than NC iv for a larger-Ltemp absorber, even if it is a unresolved component, [C/H]temp decreases with Ltemp.
Combined with an anti-correlation between Ltemp and [C/H]temp, the anti-correlation between [C/H]temp and NC iv or NH i suggests that [C/H]temp decreases when a C ivenriched gas is dispersed in to a larger distance or expands to be mixed with an adjacent low-metallicity ISM/halo gas.
Origin of low-metallicity branch absorbers
For low-metallicity branch absorbers, the median Ltemp is ∼ 233 kpc, ranged from 20 to 480 kpc. In addition to [C/H]temp −1 and the total hydrogen density at nH, temp ∈ [−5.2, −4.3], close to the cosmic mean density, the line-ofsight length argument is in favour of their origin as a galactic halo and the surrounding IGM filaments.
Their [C/H]temp is ∝ 1.13 × log NC iv and ∝ −0.91 × log NH i. This reflects that NC iv/NH i (a proxy for [C/H]temp) decreases with NH i, as NC iv is almost independent of NH i with a large scatter (Fig. 9) . Being almost independent of Ltemp on NH i and NC iv, the opposite trend of [C/H]temp on NC iv and NH i implies that 1) C iv (and hence C iii) is not likely to be homogeneously mixed with H i at the scale of ∼ 200 kpc or 2) an expansion of C iv gas into the ambient medium with time increases a line-of-sight length for some gas clouds with a similar NC iv .
SUMMARY
We have analysed the physical properties of 53 intervening, optically-thin C iv+C iii systems at 2.1 < z < 3.4 in the 19 high-quality optical spectra taken with the UVES at the VLT and HIRES at Keck with ∼ 6.7 km s −1 resolution. The selected systems have the same velocity structure in both C iv and C iii (also C ii λλ 1334, 1036 if detected), and were fitted with Voigt profiles with the same fixed redshift and line widths (or b parameters) for each corresponding component when the velocity centroid difference between untied C iv and C iii is less than 1.5 km s −1 . When a clean, separable H i component for each corresponding C iv exists within 15 km s −1 , the H i component was fitted with the same redshift and appropriate line width to build a sample of tied (aligned) H i+C iv+C iii component trios, i.e. kinematically simple absorbers.
The 53 C iii systems consists of 155 C iv components. Out of 155, 132 C iv components are associated with the tied C iii (104 clean detections, 4 lower limits and 24 upper limits) and 23 C iv components have either blended C iii regions or shifted C iii. 54 C iv components (35%, 54/155) have the tied H i, while 33 components (21%, 33/155) have both tied H i and C iii with well-measured C iii column densities.
For the 132 tied C iv+C iv components at log NC iv ∈ [11.7, 14.1] and log NC iii ∈ [11.5, 14.0] for clean C iii:
, with lower (higher) NC iii at log NC iv 13 ( 13). There is a suggestion of the breakdown of this linear relation at higher-NC iv ends. The mean ratio of NC iii and NC iv is < NC iv/NC iv > = 1.0 ± 0.3, with a negligible redshift evolution.
(ii) For the C iv+C iii components with a tied H i, no systematic trend is found in NC iii/NC iv as a function of NH i, implying that both NC iii and NC iv behave in a similar way to NH i.
From the 54 tied H i+C iv component pairs at log NH i ∈ [12.2, 16.0] and log NC iv ∈ [11.8, 13.8]:
(i) The tied C iv components cover the wide range of column densities and b parameters in the NC iv −bC iv plane. On the other hand, most tied H i components are located along the cutoff-b line on the NH i-bH i plane. This suggests that the tied pairs only sample an gas having a specific physical condition, not a representative of the entire low-NH i absorber.
(ii) The temperature T b estimated from the line widths of H i and C iv is well-approximated to a Gaussian peaking at log T b ∼ 4.4 ± 0.3 at a range of log T b ∼ 3.5-5.5, implying that the tied H i+C iv pairs sample both photoionised and collisionally ionised C iv. Excluding 4 pairs non-thermally broadened, the mean and median gas temperatures are < log T > = 4.52 ± 0.33 and log T median = 4.48.
(iii) The median non-thermal line width and thermal line width are b nt,median = 7 and b th,median = 22 km s −1 . About 59% (32 out of 54) of the pairs has the non-thermal energy contribution to the total energy less than 10%, meaning that the majority of the pairs near the cutoff-bH i are thermally broadened.
Including 4 C ii-enriched C iii absorbers, but excluding one non-thermal absorber, 32 C iii absorbers have tied H i, C iv and C iii, with log NH i ∈ [12.9, 16.0], log NC iv ∈ [11.8, 13.8], log NC iii ∈ [11.7, 13.8] and log NC ii ∈ [12.2, 12.7], respectively. We have built the Cloudy photoionisation models for three theoretical UV background radiation models, the Haardt-Madau (HM) 2005 UV background contributed both by QSOs and galaxies (Q+G) and only by QSOs (Q) as well as our fiducial HM Q+G 2012 model. As the Cloudy-predicted gas temperature for a photoionisation equilibrium (PIE) gas is different from the gas temperature T b , the non-PIE Cloudy model with the fixed temperature T b was also built for the HM Q+G 2012, which is our fiducial model to derive the physical parameters of 32 tied C iii absorbers, subscripted with "temp".
(i) About 25% of the absorbers has more than 50% difference between T b and TPIE, with a higher T b for all the highly discrepant absorbers but one. This implies that the PIE assumption is not likely to hold in these absorbers, probably due to recent cooling from a hotter gas or additional radiation. There is a suggestion that more absorbers show a larger temperature difference at lower redshifts and at log NH i 14.
(ii) The Cloudy-predicted parameters do not show a strong discrepancy between the non-PIE T b and the PIE models for the same UVBs. However, the non-PIE condition increases a scatter in any PIE correlations.
(iii) There is evidence of two populations of kinematically simple, optically-thin C iii absorbers, occupied in a distinct region on the various parameter spaces with their own scaling relation. High-metallicity (low-metallicity) branch absorbers have the carbon abundance [C/H]temp −1.0 ( −1.0) and a line-of-sight length Ltemp 20 kpc ( 20 kpc).
(iv) High-metallicity branch absorbers are either complex with multi-component C iv mostly associated with Si iv, or simple, sometimes having super-solar metallicity, which are characterised by stronger C iv than the usual H i absorbers with a similar NH i. Considering their higher T b than TPIE and higher [C/H]temp, simple high-metallicity branch absorbers are likely to be radiatively cooling gas from a higher temperature and/or to be expanding. Outliers from any wellcharacterised correlations are mostly simple high-metallicity branch absorbers or 4 absorbers associated with C ii.
(v) High-metallicity branch absorbers have a lower gas temperature than low-metallicity branch absorbers having log T b ∼ 4.5, due to an increased cooling rate by a higher [C/H]temp. The total (neutral and ionised) hydrogen volume density is log nH, temp ∈ [−4.5, −3.3], about an order of magnitude higher than low-metallicity branch absorbers. Compared to the warm ionised gas in the Milky Way with a comparable temperature range, high-metallicity absorbers have two orders of magnitude lower nH, temp.
(vi) For high-metallicity branch absorbers, Ltemp ∝ N 2.17 C iv and and Ltemp ∝ N 0.50 H i
upto Ltemp 20 kpc, roughly a size of intervening disks or inner halos. This trend is similar to what is observed for high ions in the Milky Way. The observations imply that 1) a seemingly single-component profile of C iv and H i is in fact an ensemble average of many components unresolved in our spectra and 2) a larger lineof-sight length passes through more numbers of randomly distributed H i and C iv gas clouds in extended disks or outflowing gas in inner halos.
(vii) For high-metallicity branch absorbers, [C/H]temp is anti-correlated as ∝ −1.04×log NC iv and ∝ −0.40×log NH i, implying that the total NH i integrated along the same sightline is larger than the total NC iv. Since the relative fraction between C iii and C iv for optically-thin gas exposed to the HM Q+G 2012 UVB is similar as a function of NH i, a larger
(viii) Low-metallicity branch absorbers do not have associated Si iv and have log nH, temp ∈ [−5.3, −4.2]. This corresponds to a cosmic over-density of 0.3-13, which is for a typical low-density intergalactic H i gas, not in a collapsed object. Their gas temperature is close to the PIE equilibrium temperature at log T b ∼ 4.5 at the low-metallicity regime, except a few outliers with a higher T b , probably due to recent cooling.
(ix) For low-metallicity branch absorbers, Ltemp ∝ N (x) For low-metallicity branch absorbers, [C/H]temp ∝ 1.13 × log NC iv and ∝ −0.91 × log NH i. This reflects that NC iv /NH i (a proxy for [C/H]temp) decreases with NH i, as NC iv is almost independent of NH i with a large scatter. The opposite trend of [C/H]temp on NC iv and NH i implies that 1) C iv and C iii are not likely to be homogeneously mixed with H i at the scale of ∼ 200 kpc or 2) an expansion of C iv gas into the ambient medium with time increases a line-of-sight length for some gas clouds with a similar NC iv.
(xi) At 2.1 < z < 2.6, [C/H]temp spans a wide range from −2.7 to 0.4, with the mean value of −1.0 ± 1.0. Its distribution has a long Gaussian tail at low carbon abundance. On the other hand, at 2.6 < z < 3.4, C iii absorbers have a smaller range of [C/H]temp at −2.1 to −0.9, with the mean value of −1.6 ± 0.4. There is a lack of data points at [C/H]temp −0.8, which is not an observational bias as these absorbers are easy to detect.
(xii) The total hydrogen density nH , temp does not follow the theoretical NH i-nH relation by Schaye (2001) for a self-gravitating, metal-free PIE gas in local hydrostatic equilibrium, since our C iii absorbers sample a gas in a wide range of physical conditions. However, when excluded simple high-metallicity branch absorbers, the remaining highmetallicity branch absorbers satisfy the Schaye relation. Low-metallicity branch absorbers follows the Schaye relation if shifted down by 0.6 dex.
(xiii) The evidence for bimodal distributions in the observed and derived physical parameters for optically-thin C iii absorbers is largely independent of the choice of UVB, as long as all the C iii absorbers are exposed to a similar UVB.
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