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“To me, you are still nothing more than a little boy who is just like a hundred
thousand other little boys. And I have no need of you. And you, on your part, have
no need of me. To you I am nothing more than a fox like a hundred thousand other
foxes. But if you tame me, then we shall need each other. To me, you will be unique
in all the world. To you, I shall be unique in all the world....”
— Antoine de Saint-Exupéry, The Little Prince
vSummary
Trees are a fundamental notion in graph theory and combinatorics as well as a basic object for data
structures, algorithms in computer science, statistical physics and the study of epidemics propagating
in a network. In recent years, (random) trees have been the subject of many studies and various prob-
abilistic techniques have been developed to describe their behaviors in different settings. In the first
part of this thesis, we consider Bernoulli bond-percolation on large random trees. This means that each
edge in the tree is removed with some fixed probability and independently of the other edges, inducing
a partition of the set of vertices of the tree into connected clusters. We are interested in the supercritical
regime, meaning informally that with high probability, there exists a giant cluster, that is of size compa-
rable to that of the entire tree. We study the fluctuations of the size of such giant component, depending
on the characteristics of the underlying tree, for two family of trees: b-ary recursive trees and scale-free
trees. The approach relies on the analysis of the behavior of certain branching processes subject to rare
neutral mutations.
In the second part, we study the procedure of cutting-down a tree. We destroy a large tree by
removing its edges one after the other and in uniform random order until all the vertices are isolated.
We then introduce a random combinatorial object, the so-called cut-tree, that represents the genealogy
of the connected components created during the destruction. We investigate the geometry of this cut-
tree, that depends of course on the nature of the underlying tree, and its implications on the multiple
isolation of vertices. The study relies on the close relationship between the destruction process and
Bernoulli bond percolation on trees.
In the last part of this thesis, we consider asymptotics of large multitype Galton–Watson trees. They
are a natural generalization of the usual Galton-Watson trees and describe the genealogy of a population
where individuals are differentiated by types that determine their offspring distribution. During the
last years, research related to these trees has been developed in connection with important objects and
models of growing relevance in modern probability such as random planar maps and non-crossing
partitions, to mention just a few. We are more precisely interested in the asymptotic behavior of a
function encoding these trees, the well-known height process. We consider offspring distributions that
are critical and belong to the domain of attraction of a stable law. We show that these multitype trees
behave asymptotically in a similar way as the monotype ones, and that after proper rescaling, they
converge weakly to the same continuous random tree, the so-called stable Lévy tree. This extends the
result obtained by Miermont [1] in the case of multitype Galton-Watson trees with finite variance.
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Zusammenfassung
Bäume gehören zu den grundlegenden Begriffen der Graphentheorie und der Kombinatorik. Sie finden
Anwendung in Datenstrukturen, Algorithmen in den Computerwissenschaften, statistischer Physik
und bei der Untersuchung der Ausbreitung von Epidemien in Netzwerken. (Zufalls-)Bäume waren in
den letzten Jahren immer wieder Gegenstand von Forschungen und verschiedenste Techniken wurden
entwickelt um ihr Verhalten in unterschiedlichen Umgebungen zu beschreiben.
Im ersten Teil dieser Arbeit betrachten wir die Bernoulli Kantenperkolation auf grossen Zufalls-
bäumen. Das heisst, wir entfernen jede Kante des Baums mit einer fixen Wahrscheinlichkeit und
unabhängig von den anderen Kanten. Auf diese Weise erhalten wir eine Partition der Menge der
Knoten des Baumes in miteinander verbundene Cluster. Wir interessieren uns dabei für den superkri-
tischen Verlauf, grob gesagt heisst das, dass mit einer hohen Wahrscheinlichkeit ein grosses Cluster
existiert, dessen Grösse mit der Grösse des gesamten Baumes vergleichbar ist. Wir untersuchen die
Schwankungen in der Grösse einer solchen Komponente in Abhängigkeit der Charakteristik des ihr
zugrundeliegenden Baumes für zwei verschiedene Familie von Bäumen: b-näre rekursive Bäume und
skalenfreie Bäume. Unser Ansatz beruht auf der Analyse des Verhaltens von Verzweigungsprozessen,
wobei wir seltene, neutrale Mutationen zulassen.
Im zweiten Teil untersuchen wir ein Verfahren bei dem wir einen Baum fällen. Das heisst, wir zer-
stören einen grossen Baum indem wir nacheinander seine Kanten in einer zufälligen, gleichverteilten
Reihenfolge entfernen bis alle seine Knoten isoliert sind. Wir führen den sogenannten cut-tree ein, ein
zufälliges kombinatorisches Objekt, welcher die Abstammung der miteinander verbundenen Kompo-
nenten, die durch die Zerstörung entstanden sind beschreibt. Wir untersuchen die Geometrie dieses
cut-trees, welche von dem ihr zugrundeliegenden Baumes und dessen Implikationen auf die Isolation
der Knoten abhängt. Wir stützen uns dabei auf die enge Verbindung zwischen diesem Zestörung-
prozess und der Bernoulli Kantenperkolation.
Im letzten Teil der Arbeit untersuchen wir das asymptotische Verhalten von Multityp-Galton-Watson
Bäumen. Diese sind die natürliche Verallgemeinerung des üblichen Galton-Watson Baums und beschrei-
ben die Abstammung einer Population wenn die Individuen verschiedenen Typen angehören welche
die Nachkommensverteilung bestimmen. In den letzten Jahren wurden Multityp-Bäume im Zusam-
menhang mit immer wichtiger werdenden Objekten und Modellen wie z.B. planaren Zufallskarten
oder nicht-kreuzende Partitionen erforscht. Wir interessieren uns für das asymptotische Verhalten des
Höheprozesses, einer Funktion welche relevante Informationen über den Baum enthält. Wir Betra-
chten kritische Nachkommensverteilungen welche zum Anziehungsbereich einer stabilen Verteilung
gehören. Wir zeigen, dass diese Multityp-Bäume ein ähnliches asymptotisches Verhalten wie übliche
Galton-Watson Bäume haben, und dass sie nach einer geeigneter reskalierung in Verteilung gegen den
selben stetigen Zuffalsbaum, den sogenannten stablilen Lévy-Baum konvergieren. Dies ist eine Er-
weiterung eines Resultats von Miermont [1], welches den Fall von Multityp-Galton-Watson Bäume mit
endlicher Varianz behandelt.
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1CHAPTER 1
Introduction
“Begin at the beginning," the King said gravely, “and go on till
you come to the end: then stop."
— Lewis Carroll, Alice in Wonderland
This thesis consists of three main chapters whose common point is the study of different asymptotic
behaviors for random trees. We first consider supercritical Bernoulli bond-percolation on large random
trees, based on the article [2]. Then, we focus on another transformation of trees which bears close con-
nection with percolation, the so-called destruction process; this is based on the work [3]. Finally, we
study large multitype Galton-Watson trees, based on the article [4]. In this introductory chapter, we
start by giving an informal description of the content of this thesis and provide some required back-
ground. The new results developed in this work are stated in the next three chapters which can be read
independently.
1.1 Discrete random trees
Discrete random trees are special class of random graphs: they may be usually defined as connected
graphs without cycles, and are often generated by some random procedure that describes how the edges
or vertices are distributed. Let us explain briefly the terms appearing in this definition. A graph is a pair
G = (V,E), where V is the set of vertices and E is a subset of V ×V , called the edge set. An edge is a pair
of different vertices. A path in a graph is a sequence of vertices where each successive pair of vertices is
an edge in the graph. A finite path whose first and last vertices are the same is called cycle. Finally, we
say that the graph is connected if there is a path from any of its vertices to any other. Therefore, most of
the properties of trees are basic of graph theory whose foundation was laid down by Paul Erdo˝s [5, 6,
7].
Let T be a tree with its respective set of vertices and edges. Throughout this work we consider rooted
trees, that is, we distinguish a vertex which we call the root. This allows us to describe trees easily in
terms of generations or levels. In words, the root is always the unique vertex at 0-th generation. The
neighbors or children of the root constitute the first generation, and in general the vertices at distance
k from the root form the k-th generation. The number of neighbors of a vertex v in T or the number of
vertices that are adjacent to v is called the degree. Furthermore, vertices with degree one (except for the
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root) are usually called leaves or external vertices and the remaining ones internal vertices.
In the rest of this section we introduce two families of discrete random trees: increasing trees and
Galton-Watson trees (more generally multitype Galton-Watson trees).
1.1.1 Increasing trees
A tree on an ordered set of vertices, say [n] = {1, . . . , n}, is called increasing if when rooted at 1, the
sequence of vertices along any branch from the root to a leaf increases; see Figure 1.1. The terminology
comes from the fact that such trees can be constructed recursively, incorporating each vertex one after
other in some order to built a growing tree; see for example Drmota [8] for details and further references.
1
2
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7
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FIGURE 1.1: An example of increasing tree with set of vertices [11] = {1, . . . , 11}.
Uniform random recursive tree. An important example, considered by Moon [9] and Flajolet and
Steyaert [10], is the uniform random recursive tree. They arise for instance in computer science as data
structures, or as simple epidemic models. An uniform random recursive tree on [n] can be inductively
constructed by the following algorithm: we start from the tree T1 with a single vertex 1 (the root), and
then successively, for every k = 2, . . . , n, the vertex k is added to the tree Tk−1, attached by an edge to a
vertex chosen uniformly at random among the k − 1 already present.
Scale-free random trees. The scale-free random trees form a family of random trees that grows fol-
lowing a preferential attachment algorithm, and they are used commonly to model complex real-word
networks. The name comes from Barabási and Albert [11] where this type of model was introduced in a
more general version, in general yielding graphs rather than trees. It is important to point out that this
model had been consider earlier by Szyman´sky [12] under the name of nonuniform random recursive
trees. Such trees are constructed recursively as follows: Fix a parameter β ∈ (−1,∞), and start for n = 1
from the unique tree T1 on {1, 2} which has a single edge connecting 1 and 2. Then suppose that Tn
has been constructed for some n ≥ 1, and for every i ∈ {1, . . . , n + 1}, denote by dn(i) the degree of
the vertex i in Tn. Conditionally given Tn, the tree Tn+1 is derived from Tn by incorporating an edge
between the new vertex n+ 2 and a vertex vn ∈ {1, . . . , n+ 1} chosen at random according to the law
P(vn = i|Tn) = dn(i) + β
2n+ β(n+ 1)
, i ∈ {1, . . . , n+ 1}.
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The preceding expression defines a probability since the sum of the degrees of a tree with n+ 1 vertices
equals 2n. We observe that in the boundary case β → ∞ where vn becomes uniformly distributed on
[n + 1], the algorithm yields a uniform random recursive tree. On the other hand, when β = 0, the
procedure leads a so-called plane-oriented recursive tree; see for example [12].
b-ary recursive trees (b ≥ 2). The b-ary recursive trees are mostly used for storing and searching data.
The process to build a b-ary recursive tree starts at n = 1 from the tree T1 with one internal vertex
(which corresponds to the root) and b external vertices. Then, we suppose that Tn has been constructed
for some n ≥ 1 that is a tree with n internal vertices and (b − 1)n + 1 external ones (also called leaves).
Then choose an external vertex uniformly at random and replace it by an internal vertex to which b new
leaves are attached. In this way one continues. In the case b = 2, the algorithm yields a so-called binary
search tree; see for instance Mahmoud [13] and Figure 1.2 for an ilustration.
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FIGURE 1.2: A binary search tree with set of vertices [12] = {1, 2, . . . , 12}
1.1.2 Galton-Watson trees
Galton-Watson trees are an important and well-studied class of random trees in probability theory, they
can be described as the genealogy of a Galton-Watson process started with one ancestor; these random
trees are chosen to be rooted and ordered. They arises as building blocks of many different models of
random graphs, such as Erdo˝s and Rényi graphs or random planar maps, and appear also in combina-
torics in relation to simply-generated trees. We next recall the standard formalism for family trees, first
introduced by Neveu in [14].
Plane trees. Let U be the set of all labels:
U =
∞⋃
n=0
Nn,
where N = {1, 2, . . . } and with the convention N0 = {∅}. An element of U is a sequence u = u1 · · ·uj of
positive integers, and we call |u| = j the length of u (with the convention |∅| = 0). If u = u1 · · ·uj and
v = v1 · · · vk belong to U , we write uv = u1 · · ·ujv1 · · · vk for the concatenation of u and v. In particular,
note that u∅ = ∅u = u. For u ∈ U and A ⊆ U , we let uA = {uv : v ∈ A}, and we say that u is a prefix
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(or ancestor) of v if v ∈ uU , in which case we write u ` v. Recall that the set U comes with a natural
lexicographical order ≺, such that u ≺ v if and only if either u ` v, or u = wu′, v = wv′ with nonempty
words u′, v′ such that u′1 < v′1.
A rooted planar tree t is a nonempty, finite subset of U which satisfies the following conditions:
1. ∅ ∈ t, we called it the root of t.
2. For u ∈ U and i ∈ N, if ui ∈ t then u ∈ t, and uj ∈ t for every 1 ≤ j ≤ i.
We let T be the set of all rooted planar trees. We call vertices (or individuals) the elements of a tree
t ∈ T, the length |u| is called the height (generation) of u ∈ t. We write ct(u) = max{i ∈ Z+ : ui ∈ t} for
the number of children of u. The vertices of t with no children are called leaves.
In addition to trees, we are also interested in forest. A forest f is a nonempty subset of U of the form
f =
⋃
k
kt(k), k ∈ {1, 2, . . . ,m}, m ∈ N ∪ {∞},
where (t(k)) is a finite or infinite sequence of trees, which are called the components of f . In words,
a forest may be thought of as a rooted tree where the vertices at height one are the roots of the forest
components. We let F be the set of rooted planar forests. For f ∈ F, we define the subtree fu = {v ∈ U :
uv ∈ f} ∈ T if u ∈ f , and fu = ∅ otherwise. We then observe that the tree components of f are f1, f2, . . . .
We call |u| − 1 the height of u ∈ f . Notice that that notion of height differs from the convention on trees
because we want the roots of the forest components to be at height 0.
Galton-Watson trees. Let µ be a probability measure on Z+ such that µ({1}) < 1 (nondegenerating
condition). We define the law Pµ of a Galton-Watson tree with offspring distribution µ by
Pµ (T = t) =
∏
u∈t
µ ({ct(u)}) ,
where T : T → T is the identity map. This explicit formula is originally due to Otter [15]. We then say
that a T-value random variable T is a Galton-Watson tree with offspring distribution µ when it has law
Pµ. Let
m =
∑
z∈Z+
zµ({z})
be the mean number of the offspring distribution µ. Recall that µ is called sub-critical if m < 1, critical
if m = 1 and super-critical if m > 1.
On the other hand, for an integer r ≥ 1, we define Pµ,r the law of Galton-Watson forest with r tree
components and offspring distribution µ as the image measure of
⊗r
j=1 Pµ by the map
(t(1), . . . , t(r)) 7−→ ∪rk=1kt(k),
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i.e., it is the law that makes the identity map F : F → F the random forest whose trees components
F1, . . . , Fr are independent with law Pµ. Similarly, we can define the law of Galton-Watson forest with
an infinite number of tree components.
We are further interested in multitype Galton-Watson trees, they are a natural generalization of
Galton-Watson trees that describe the genealogy of a population where individuals are differentiated
by types that determine their offspring distribution. The different types may correspond to actual dif-
ferent mutant forms of an organism or some other similar property. We then introduce the notion of
d-type rooted planar tree by adding marks on the tree structure.
Multitype plane trees. For d ∈ N, we call [d] = {1, . . . , d} the set of types. Then, a d-type rooted planar
tree, or simply a multitype tree is a pair (t, et), where t ∈ T and et : t → [d] is a function such that
et(u) corresponds to the type of a vertex u ∈ t. We let T(d) be the set of d-type rooted planar trees. For
i ∈ [d], we write c(i)t (u) = max{j ∈ Z+ : uj ∈ t and et(uj) = i} for the number of offsprings of type i of
u ∈ t. Then, ct(u) =
∑
i∈[d] c
(i)
t (u) is the total number of children of u ∈ t. Analogous definitions hold
for d-type rooted planar forests (f , ef ), whose set will be denoted by F(d).
Multitype Galton-Watson trees. For d ∈ N, let µ = (µ(1), . . . , µ(d)) be a family of distributions on the
space Zd+ of integer-valued non-negative sequences of length d such that there exists at least one i ∈ [d]
so that
µ(i)
z ∈ Zd+ :
d∑
j=1
zj 6= 1

 > 0
(nondegenerating condition). We define the law P(i)µ of a d-type Galton-Watson tree (or multitype
Galton-Watson tree) rooted at a vertex of type i ∈ [d] and with offspring distribution µ by
P
(i)
µ (T = t) =
∏
u∈t
c
(1)
t (u)! . . . c
(d)
t (u)!
ct(u)!
µ(et(u))
({
c
(d)
t (u), . . . , c
(d)
t (u)
})
,
where T : T(d) → T(d) is the identity map (see e.g., [16], or Miermont [1] for a formal construction
of a probability measure on T(d)). We then say that a T(d)-value random variable T with law P(i)µ is a
multitype Galton-Watson tree with offspring distribution µ and root of type i ∈ [d]. Denote by
mij =
∑
z∈Zd+
zjµ
(i)({z}), for i, j ∈ [d],
the mean number of children of type j, given by an individual of type i. We then let M := (mij)i,j∈[d]
be the mean matrix of µ. Recall that if M is irreducible, then according to Perron-Frobenius theorem, M
has a unique eigenvalue ρ which is simple, positive and with maximal modulus; see Chapter V of [17].
We then say that µ is sub-critical if ρ < 1, critical ρ = 1 and super-critical if ρ > 1.
Similarly, for x = (x1, . . . , xr) a finite sequence with terms in [d], we define Pxµ the law of multitype
Galton-Watson forest with roots of type x and with offspring distribution µ as the image measure of
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⊗r
j=1 P
x
µ by the map
(t(1), . . . , t(r)) 7−→ ∪rk=1kt(k),
i.e., it is the law that makes the identity map F : F(d) → F(d) the random forest whose trees compo-
nents F1, . . . , Fr are independent with respective laws P
(x1)
µ , . . . ,P
(xd)
µ . A similar definition holds for an
infinite sequence x ∈ [d]N.
1.2 Percolation on random trees
Consider a tree structure Tn on a finite set of vertices, say [n] := {1, . . . , n}, rooted at 1. We then perform
Bernoulli bond percolation with parameter pn ∈ (0, 1) that depends on the size of the original tree (i.e.
the total number of vertices). So each edge is removed with probability 1 − pn and independently of
the other edges, inducing a partition of the set of vertices into connected clusters; see Figure 1.3. We are
interested in the supercritical regime, in the sense that there exists a cluster whose size Γn satisfies that
n−1Γn converges in law to some non-degenerate random variable, when n→∞. We then call Γn giant.
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FIGURE 1.3: An increasing tree on the left, and the percolated tree on the right.
A result due to Bertoin [18] provides a simple criterion for the existence of giant percolation clusters
in large trees, depending of course on the nature of the tree and regimes of percolation parameter. Infor-
mally, Bertoin has shown that for a fairly general family of trees, the supercritical regime corresponds
to parameters of the form pn = 1 − c/`(n), where c > 0 is fixed and `(n) is an estimate of the height
of a typical vertex in the tree Tn. In several examples, the function ` is simply given by ` = lnn. For
instance, this happens for some important families of random trees, such as uniform random recursive
trees, binary search trees, scale-free random trees, etc.; see Section 1.1.1, Drmota [8] and Barabási [11].
Aldous [19] considered different class of examples, including the case when Tn is a Cayley tree of size n
(i.e. a tree picked uniformly at random among the nn−2 trees on [n]), for which `(n) =
√
n.
Let us merely recall the case of uniform random recursive trees. Let T (r)n be a uniform random
recursive tree on [n] and perform Bernoulli bond percolation with parameter
pn = 1− c
lnn
, (1.1)
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where c > 0 is fixed. It easy to show that this choice of the percolation parameter corresponds pre-
cisely to the supercritical regime, more precisely the size Γn of cluster containing the root satisfies that
limn→∞ n−1Γn = e−c in probability. We briefly sketch the proof of this result, referring to [18] for de-
tails. Pick a vertex un uniformly at random in [n], and denote its distance to the root by hn. It is well
known that hn ∼ lnn (see Section 6.2.5 in [8]), and since the first moment of n−1Γn coincides with the
probability that un is connected to the root, one gets
E[n−1Γn] = E
[(
1− c
lnn
)hn] ∼ e−c.
Similarly, let vn be a second uniform vertex chosen independently of the first, then the easy fact that the
height of the branch point of un and vn remains stochastically bounded (see for instace [20]) yields the
second moment estimate E[(n−1Γn)2] ∼ e−2c, from which the law of large numbers for Γn follows. A
natural problem is then to study its fluctuations.
Schweinsberg [21] (see also Bertoin [22] for an alternative approach) has shown that in the case of
uniform random recursive trees, the fluctuations of the cluster containing the root are non-Gaussian.
Specifically
(n−1Γn − e−c) lnn− ce−c ln lnn d−−−→
n→∞ −ce
−c(Z + ln c), (1.2)
where the variable Z has the continuous Luria-Delbrück distribution, that is, its characteristic function
is given by
E[eiθZ ] = exp
(
−pi
2
|θ| − iθ ln |θ|
)
, θ ∈ R.
We stress that this distribution arises in the limit theorem for sums of positive i.i.d. variables in the
domain of attraction of completely asymmetric Cauchy process; see e.g. Möhle [23]. On the other hand,
it was further observed in relation with a random algorithm for the isolation of the root, introduced by
Meir and Moon [24] (in which edges are successively removed from the root cluster). In the context of
uniform random recursive tree by Drmota et al. [25] and Iksanov and Möhle [26], and for random split
trees by Holmgren [27, 28].
In Chapter 2, we investigate analogously the fluctuations of the giant cluster resulting from super-
critical Bernoulli bond percolation in the case where Tn is a b-ary recursive trees with n internal vertices.
More precisely, we perform Bernoulli bond percolation with parameter given by (1.1) that just as the
case of the random recursive trees, it corresponds to the supercritical regime. This follows from the fact
that the b-ary recursive trees have also logarithmic height, i.e. the height of typical vertex is approxi-
mately `(n) = (b lnn)/(b − 1) (see Devroye [29]). Then, one can verify that percolation then produces a
giant cluster whose size C(p)0 satisfies
lim
n→∞n
−1C(p)0 = e
− b
b−1 c in probability.
We then establish the following limit theorem in law, which shows that the fluctuations of the giant
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cluster in the case of the b-ary recursive trees are also described by the continuous Luria-Delbrück dis-
tribution.
Theorem 1.1. Set β = b/(b− 1), and assume that the percolation parameter pn is given by (1.1). Then, there is
the weak convergence
(n−1C(p)0 − e−βc) lnn− βce−βc ln lnn d−−−→n→∞ −βce
−βcZc,β
where
Zc,β = Z − κβ + ln(βc) (1.3)
with Z having the continuous Luria-Delbrück distribution,
κβ = 1− 1
β
+
1
β
∞∑
k=2
(β)k
k!
(−1)k
k − 1 , (1.4)
and (x)k = x(x− 1) · · · (x− k + 1), for k ∈ N and x ∈ R, is the Pochhammer function. In particular, for b = 2,
i.e. for the binary search tree case, κ2 = 1.
It should be noted the close similarity with the result for uniform recursive trees. It is remarkable
that the normalizing functions and the limit in Theorem 1.1 only depend on the parameter β = b/(b− 1)
through some constants. Observe that the left-hand side of (1.2) is the same as in Theorem 1.1 for β = 1;
however the expressions (1.3) and (1.4) do not make sense β = 1 !
The basic idea of Schweinsberg [21], for establishing the result (1.2) for uniform recursive trees relies
on the estimation of the rate of decrease of the number of blocks in the Bolthausen-Sznitman coalescent,
using the construction due to Goldschmidt and Martin [30] of the latter in terms of uniform recursive
trees. On the other hand, the alternative approach of Bertoin [22] makes use on the remarkable coupling
due to Iksanov and Möhle [26] connecting the Meir and Moon [24] algorithm for the isolation of the root,
with a certain random walk in the domain of attraction of the completely asymmetric Cauchy process.
These approaches depend crucially on the splitting property (see Section 3.1 in Bertoin [22]) which fails
for the b-ary recursive trees. We thus have to use a different argument, although some guiding lines are
similar to [22].
Essentially, we consider a continuous time version of the growth algorithm of the b-ary tree which
bears close relations to Yule processes. The connection between recursive trees and branching processes
is well-known, we make reference to Chauvin, et. al. [31] for the binary search trees and Bertoin and
Uribe Bravo [32] for the case of scale-free trees. In this way, we adapt the recent strategy of [32]. Roughly
speaking, incorporating percolation to the algorithm yields systems of branching processes with muta-
tions, where a mutation event corresponds to disconnecting a leaf from its parent, and simultaneously
replacing it by an internal vertex to which b new leaves are attached. Each percolation cluster size can
then be thought of as a sub-population with some given genetic type. Hence the problem is reduced to
study the fluctuations of the size of the sub-population with the ancestral type, which corresponds to
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the number of internal vertices connected to the root cluster.
This approach also allows us to study the fluctuations of the size of the giant cluster resulting from
supercritical Bernoulli bond percolation on scale-free trees. More precisely, consider a scale-free tree
T
(a)
n of parameter a ∈ (−1,∞) with set of vertices [n] (see Section 1.1.1). It has been observed by Bertoin
and Uribe Bravo [32] that the percolation parameter (1.1) corresponds to the supercritical regime, and
then the size of the cluster Γ(α)n containing the root satisfies
lim
n→∞n
−1Γ(α)n = e
−αc in probability,
where α = (1 + a)/(2 + a). We then have the following analogous result to Theorem 1.1.
Theorem 1.2. Set α = (1 + a)/(2 + a), and assume that the percolation parameter pn is given by (2.1). Then,
there is the weak convergence(
n−1Γ(α)n − e−αc
)
lnn− αce−αc ln lnn d−−−→
n→∞ −αce
−αcZ ′c,α
where
Z ′c,α = Z − κ′α + ln (αc)
with Z the continuous Luria-Delbrück distribution and
κ′α = 1−
1
α
+
1
α
∞∑
k=2
(α)k
k!
(−1)k
k − 1 .
1.3 Cutting-down random trees
Let Tn be a tree on a finite set of vertices, say [n] := {1, . . . , n}, rooted at 1. Imagine that we destroy it by
cutting its edges one after the other, in a uniform random order. After n − 1 steps, all edges have been
destroyed and all the vertices are isolated. Meir and Moon [24, 33] initiated the study of such procedure
by considering the number of cuts required to isolate the root, when the edges are removed from the
current component containing this distinguished vertex. More precisely, they estimated the first and
second moments of this quantity for two important trees families, Cayley trees and uniform random
recursive trees. Concerning Cayley trees and other families of simply generated trees, a weak limit
theorem for the number of cuts to isolate the root vertex was proven by Panholzer [34] and, in greater
generality by Janson [35] who also obtained the result for complete binary trees [36]. Holmgren [27,
28] extended the approach of Janson to binary search trees and to the family of split trees. For random
recursive trees a limit law was obtained, first by Drmota et al. [25] and reproved using a probabilistic
approach by Iksanov and Möhle [26].
We observe that during the destruction process, the cut of an edge induces the partition of the subset
(or block) that contains this edge into two sub-blocks of [n]. We then encode the destruction of Tn by a
rooted binary tree, which we call the cut-tree and denote by Cut(Tn). The cut-tree has internal vertices
given by the non-singleton connected components which arise during the destruction, and leaves which
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correspond to the singletons {1}, . . . , {n} (these can be identified as the vertices of Tn). More precisely,
the Cut(Tn) is rooted at the block [n], then we build it inductively: we draw an edge between a parent
block B and two children blocks B′ and B′′ whenever an edge is removed from the subtree of Tn with
set of vertices B, producing two subtrees B′ and B′′. See Figure 1.4 for an illustration.
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[11] = {1, . . . , 11}
{1, 3, 4, 5, 9, 11}
{1, 5, 9}
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FIGURE 1.4: A tree of size eleven with the order of cuts on the left, and the corresponding
cut-tree on the right
Roughly speaking, cut-trees describe the genealogy of connected components appearing in this
edge-deletion process. They are especially useful in the study of the number of cuts needed to isolate
any given subset of distinguished vertices, when the connected components which contain no distin-
guished points are discarded as soon as they appear. For instance, the number of cuts required to isolate
k distinct vertices v1, . . . , vk coincides with the total length of the cut-tree reduced to its root and k leaves
{v1}, . . . , {vk} minus (k − 1), where the length is measured as usual by the graph distance on Cut(Tn).
This motivated the study of the cut-tree for several families of trees. Bertoin [37] considered the cut-tree
of Cayley trees, and more generally, Bertoin and Miermont [38] dealt with critical Galton-Watson trees
with finite variance and conditioned to have size n. Bertoin [39] studied the uniform random recur-
sive trees, Dieuleveut [40] the Galton-Watson trees with offspring distribution belonging to the domain
of attraction of a stable law of index α ∈ (1, 2], and Broutin and Wang [41] the so-called p-trees. Re-
cently, Addario-Berry, Dieuleveut and Goldschmidt [42] developed a general framework for the study
of cut-trees of real trees. They described the asymptotic behavior (in distribution) of the cut-trees when
n→∞, for these classes of trees. However, we stress that the definition of the cut-tree differs slightly in
these works, depending on the context.
In Chapter 3, we provide a general criterion for the convergence of the rescaled Cut(Tn) when the
underlying tree Tn is star-shaped. Informally, we assume that the last common ancestor of two randomly
chosen vertices is close to the root, after proper rescaling, with high probability. We consider also that
Tn has a small height of order o(
√
n), in the sense that that the distance (the number of edges) between
its root 1, and a typical vertex in Tn is of this order o(
√
n). In this direction, Sections 1.3.1 and 1.3.2
are devoted to recall the concept of real trees, and present the Gromov-Prokhorov topology in order to
give a precise mathematical meaning to the convergence of rescaled discrete trees towards continuous
objects. We then state the main result of Chapter 3 in Section 1.3.3.
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1.3.1 Real trees
The following formal definition of real trees may be found for instance in Dress et. al. [43] or Evans [44].
A real tree is a metric space (T , d) which satisfies the following two properties:
1. For every x, y ∈ T , there is a unique isometric map ϕx,y : [0, d(x, y)] → T such that ϕx,y(0) = x
and ϕx,y(d(x, y)) = y.
2. For every x, y ∈ T and every continuous injective map f : [0, 1] → T such that f(0) = x and
f(1) = y, we have f([0, 1]) = ϕx,y([0, d(x, y)]).
This is a continuous analog of the graph-theoretic definition of a tree as a connected graph with
no cycle, that is, any two points in the metric space are linked by a geodesic path, which is the only
simple path connecting these points, up to reparametrization. In this work, we consider rooted real
tree T = (T , d, ρ), i.e. a real tree (T , d) with a distinguished element ρ ∈ T called the root. In what
follows, real trees will always be rooted, even if this is not mentioned explicitly. We also assume that the
metric space (T , d) is complete and separable, unless we specify otherwise. In particular, when (T , d) is
a compact metric space we call T compact real tree.
Example 1.1. A construction of some particular cases of such metric spaces has been given by Aldous [19] and is
described by Duquesne and Le Gall [45] in a more general setting. Let g : [0,∞) → [0,∞) be a continuous and
compactly supported function such that g(0) = 0. We define a pseudo-distance on [0,∞) by setting
dg(s, t) = g(s) + g(t)− 2 min
r∈[s,t]
g(r)
for every 0 ≤ s ≤ t and the equivalence relation on [0,∞) by setting s dg∼ t if and only if dg(s, t) = 0. Consider the
quotient space Tg = [0,∞)\ dg∼ equipped with the distance induced by dg; we keep the notation dg for simplicity.
Denote by pg : [0,∞) → Tg the canonical projection. Then Tg = (Tg, dg, pg(0)) is a compact real tree (see
Theorem 2.1 in [45]).
1.3.2 Gromov-Prokhorov topology
Let (E, δ) be a Polish space and denote by C(E) the set of closed sets of E. Let M1(E) denote the
set of all Borel probability measures on E. We recall the definition of the Prokhorov metric: for every
µ, ν ∈M1(E),
δEP = inf{ε > 0 : µ(A) ≤ ν(Aε) + ε and ν(A) ≤ µ(Aε) + ε for any A ∈ C(E)},
where Aε = {x ∈ E : δ(x,A) < ε} is the ε-enlargement of A. It is well-known (see e.g. Billingsley [46])
that (M1(E), δEP ) is a Polish space, and that the topology generated by δEP is that of weak convergence.
We say that a quadruple (X, d, x, ν) is a pointed measured metric space (or sometimes pointed met-
ric measure spaces) if (X, d) is a separable and complete metric space, x ∈ X is a distinguished element
called the root and ν is a Borel probability measure on (X, d). In order to compare two pointed mea-
sured metric spaces, we use the Gromov-Prokhorov distance: for every pointed measured metric spaces
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(X, d, x, ν) and (X ′, d′, x′, ν ′), we set:
dGP(X,X
′) = inf{δEP (φ ? ν, φ′ ? ν ′)}
where the infimum is taken over all possible choices of a metric space (E, δ) and root-preserving iso-
metric embeddings φ : X → E and φ′ : X ′ → E, and φ ? ν, φ′ ? ν ′ denote the the push-forward of µ, µ′
by φ, φ′, respectively.
Note that the function dGP is a pseudo-distance; two pointed measured metric spaces (X, d, x, ν)
and (X ′, d′, x′, ν ′) are called isometry-equivalent if there exists a root-preserving, bijective isometry that
maps X onto X ′ and such that the push-forward of ν by the isometry is ν ′. We denote by M the set of
equivalence classes of pointed measured metric. It is also convenient to agree that for a > 0, aX denotes
the same space (X, d, x, ν) but with distance rescaled by the factor a, i.e. (X, ad, x, ν). We recall also that
the space (M, dGP) is a separable and complete metric space; see [47, 48].
Example 1.2. A real tree (T , d, ρ) is a particular case of pointed metric space. Moreover, a real tree (T , ρ, d)
equipped with a Borel probability measure ν on (T , d) is a pointed measured metric space which is known in the
literature as a measured real tree. In particular, for the real tree Tg = (Tg, dg, pg(0)) described in Example 1.1, we
consider the push-forward of the Lebesgue measure on the support of g by pg.
We then view the Cut(Tn) for n ≥ 1 as a sequence random variables with values in M (i.e. a se-
quence of real random tree). For convenience, we adopt a slightly different point of view for Cut(Tn)
than the usual for finite trees, focusing on leaves rather than internal nodes. Specifically, we set [n]0 =
{0, 1, . . . , n} where 0 corresponds to the root [n] of Cut(Tn) and 1, . . . , n to the leaves (i.e. i is identified
with the singleton {i}). We consider the random pointed metric measure space ([n]0, δn, 0, µn) where δn
is the random graph distance on [n]0 induced by the cut-tree, 0 is the distinguished element, and µn is
the uniform probability measure on [n] extended by µn(0) = 0. That is, µn is the uniform probability
measure on the set of leaves of Cut(Tn). We point out that the combinatorial structure of the cut-tree
can be recovered from ([n]0, δn, 0, µn), so by a slight abuse of notation, we refer to Cut(Tn) as the latter
pointed metric measured space.
Finally, let us give a simple characterization of the convergence in the sense of the pointed Gro-
mov–Prokhorov topology due to Löhr [49]. A sequence (Xn, dn, xn, νn) of pointed measured metric
spaces converges in the Gromov-Prokhorov sense to an element ofM, say (X∞, d∞, x∞, ν∞), if and only
if the following holds: for n ≥ 0, set ξn(0) = ρn and let ξn(1), ξn(2), . . . be a sequence of i.i.d. random
variables with law νn, then
(dn(ξn(i), ξn(j)) : i, j ≥ 0) d−−−→
n→∞ (d∞(ξ∞(i), ξ∞(j)) : i, j ≥ 0)
in the sense of finite-dimensional distributions and where ξ∞(0) = ρ∞ and ξ∞(1), ξ∞(2), . . . is a se-
quence of i.i.d. random variables with law ν∞.
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One can interpret (d∞(ξ∞(i), ξ∞(j)) : i, j ≥ 0) as the matrix of mutual distances between the
points of an i.i.d. sample of (X∞, d∞, x∞, ν∞). Moreover, it is important to point out that by the Gro-
mov’s reconstruction theorem in [50], the distribution of the above matrix of distances characterizes
(X∞, d∞, x∞, ν∞) as an element of M.
1.3.3 Convergence of the cut-tree
In this section, we state the main result of Chapter 3 which is a limit theorem for the rescaled Cut(Tn).
First we need to introduce some notation. Recall that Tn is a tree with set of vertices [n] = {1, . . . , n},
rooted at 1. Let u, v be two independent uniformly distributed random vertices on [n] = {1, . . . , n}. Let
dn be the graph distance in Tn, and ` : N → R+ be some function such that limn→∞ `(n) = ∞. We
introduce the following hypothesis:
1
`(n)
(dn(1, u), dn(u, v))
d−−−→
n→∞ (ζ1, ζ1 + ζ2). (H)
where ζ1 and ζ2 are i.i.d. variables in R+ with no atom at 0. This happens with ζi a positive constant for
some important families of random trees, such as uniform recursive trees, scale-free random trees and
b-ary recursive trees; see Drmota [8] and Barabási [11].
Remark 1.1. We observe that
dn(u, v) = dn(1, u) + dn(1, v)− 2dn(1, u ∧ v),
where u ∧ v is the last common ancestor of u and v in Tn. Then, the condition (H) readily implies that
lim
n→∞ `(n)
−1dn(1, u ∧ v) = 0,
in probability. Informally, the assumption (H) is saying that the branching points of Tn are close to the root (after
rescaling), with high probability. We say that these trees are star-shaped.
We observe that (H) entails that
1
`(n)
dn(u, v)
d−−−→
n→∞ ζ1 + ζ2,
then we consider the next technical condition
lim
n→∞E
[
`(n)
dn(u, v)
1{u6=v}
]
= E
[
1
ζ1 + ζ2
]
<∞. (H ′)
We write
λ(t) = E[e−tζ1 ], for t ≥ 0,
for the Laplace transform of the random variable ζ1 and denote a = E[1/ζ1] which can be infinite. We
define the bijective mapping Λ : [0,∞)→ [0, a) by
Λ(t) =
∫ t
0
λ(s)ds, for t ≥ 0,
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where Λ(∞) = limt→∞ Λ(t) = a, and write Λ−1 for its inverse mapping.
Recall that we view Cut(Tn) as a pointed measured space.
Theorem 1.3. Suppose that (H) and (H ′) hold with ` such that `(n) = o(
√
n). Furthermore, assume that a <∞.
Then as n→∞, we have the following convergence in distribution in the sense of the pointed Gromov-Prokhorov
topology:
`(n)
n
Cut(Tn)
d−−−→
n→∞ Iµ.
where Iµ is the pointed measure metric space given by the interval [0, a], pointed at 0, equipped with the Euclidean
distance, and the probability measure µ given by∫ a
0
f(x)µ(dx) = −
∫ a
0
f(x) dλ ◦ Λ−1(x) (1.5)
where f is a generic positive measurable function. The result still valid when a = ∞, and then one considers the
interval [0,∞), pointed at 0, equipped with the same distance and measure.
Theorem 4.1 extends the result of Bertoin [39] for the convergence of the rescaled cut-tree associated
with uniform random recursive trees in the sense of Gromov-Prokhorov topology. More precisely, it
has been shown in [39] for a uniform random recursive tree T (r)n of size n that upon rescaling the graph
distance of Cut(T (r)n ) by a factor n−1 lnn, the latter converges in probability in the sense of pointed
Gromov-Hausdorff-Prokhorov distance to the unit interval [0, 1] equipped with the Euclidean distance
and the Lebesgue measure, and pointed at 0. The basic idea in [39] for establishing the result for uniform
random recursive trees relies crucially on a coupling due to Iksanov and Möhle [26] that connects the
destruction process in this family of trees with a remarkable random walk. However, this coupling is
not fulfilled in general for the trees we are interested in, and thus we have to use a fairly different route.
On the other hand, we stress that Theorem 4.1 does not apply for the family of critical Galton-Watson
trees conditioned to have size n considered by Bertoin and Miermont [38] and Dieuleveut [40] since they
do not satisfy the condition (H), and the height of a typical vertex is not of the order o(
√
n). We believe
that the threshold
√
n appearing in this work is critical, and that for trees with larger heights (of order√
n or larger) the limit of their rescaled cut-tree is a random tree, and not a deterministic one. For in-
stance, in the case when T (c)n is a Cayley tree of size n, it has been shown in [37] that n−1/2Cut(T
(c)
n )
converges in distribution to a Brownian Continuum Random tree, in the sense of Gromov-Hausdorff-
Prokhorov. This uses crucially a general limit theorem due to Haas and Miermont [51] for so-called
Markov branching trees. This has been extended in [38] to a large family of critical Galton-Watson trees
with finite variance, and by Dieuleveut [40] when the offspring distribution belongs to the domain of
attraction of a stable law of index α ∈ (1, 2], both in the sense of Gromov-Prokhorov. We point out that
in [40] the limit is a stable random tree of index α.
Loosely speaking, our approach relies on the introduction of a continuous version of the cutting
down procedure, where edges are equipped with i.i.d. exponential random variables and removed at a
time given by the corresponding variable. Following Bertoin [52], we represent the destruction process
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up to a certain finite time as a Bernoulli bond-percolation, allowing us to relate the tree components
with percolation clusters. We then develop the ideas in [52] used to analyze cluster sizes in supercritical
percolation, and study the asymptotic behavior of the process that counts the number of edges which
are remove from the root as time passed, which is closely related with the distance induced by the cut-
tree. Finally, we make use of the convenient characterization of Löhr [49] for the Gromov-Prokhorov
topology in order to get the convergence of the cut-tree.
In Chapter 3, we also present some applications of Theorem 1.3 on the isolation of multiple vertices,
which extend the results of Kuba and Panholzer [53], and Baur and Bertoin [54] for uniform random
recursive trees. More precisely, let u1, u2, . . . denote a sequence of i.i.d. uniform random variables in
[n] = {1, . . . , n}. We write Zn,j for the number of cuts which are needed to isolate u1, . . . , uj in Tn.
Corollary 1.1. Suppose that (H) and (H ′) hold with ` such that `(n) = o(
√
n). Then as n→∞, we have that(
`(n)
n
Zn,j : j ≥ 1
)
d−−−→
n→∞ (max(U1, U2, . . . , Uj) : j ≥ 1)
in the sense of finite-dimensional distributions, where U1, U2, . . . is a sequence of i.i.d. random variables with law
µ given in (1.5).
In particular, when the hypotheses (H) and (H ′) hold with ζ1 ≡ 1, we observe that the variables
U1, U2, . . . have the uniform distribution on [0, 1], and moreover,
`(n)
n Zn,j converges in distribution to
a beta(j, 1) random variable. For example, this is the case of uniform random recursive trees, binary
search trees, scale-free random trees, etc.; see Section 1.1.1.
As another application, for j ≥ 2 we consider the algorithm for isolating the vertices u1, . . . , uj with
a slight modification, we discard the emerging tree components which contain at most one of these j
vertices. We stop the algorithm when the j vertices are totally disconnected from each other, i.e. lie in
j different tree components. We write Wn,2 for the number of steps of this algorithm until for the first
time u1, . . . , uj do not longer belong to the same tree component, moreoverWn,3 for the number of steps
until the first time, the j vertices are spread out over three distinct tree components, and so on, up to
Wn,j , the number of steps until the j vertices are totally disconnected.
Corollary 1.2. Suppose that (H) and (H ′) hold with ` such that `(n) = o(
√
n). Then as n→∞, we have that(
`(n)
n
Wn,2, . . . ,
`(n)
n
Wn,j
)
d−−−→
n→∞
(
U(1,j), . . . , U(j−1,j)
)
,
where U(1,j) ≤ U(2,j) ≤ · · · ≤ U(j−1,j) denote the first j − 1 order statistics of an i.i.d. sequence U1, . . . , Uj of
random variables with law µ given in (1.5).
As before, when (H) and (H ′) hold with ζ1 ≡ 1, the variables U1, U2, . . . have the uniform distribu-
tion on [0, 1], and then, `(n)n Wn,j converges in distribution to a beta(1, j) random variable, and
`(n)
n Wn,j
converges in distribution to a beta(j − 1, 2) law.
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1.4 Scaling limits for multitype Galton-Watson trees
Galton-Watson branching processes are elementary models for the dynamics of a population, where at
every generation each individual reproduces according to the same distribution, independently of the
others. Natural generalizations of Galton-Watson processes are multitype Galton-Watson processes in
which individuals have types that affect their reproduction law; see [55] for a introduction to these pro-
cesses. An important object of study related to Galton-Watson processes is their underlying genealogical
tree, the so-called Galton-Watson tree. Essentially, Galton-Watson trees describe the genealogical struc-
ture of the population as a planar rooted tree, with edges connecting parents to children; see Section
1.1.2 for a formal description. In a natural way, one defines a multitype Galton-Watson tree by incorpo-
rating the information about the types into the genealogical structure. Moreover, one can then consider
multitype Galton-Watson forests, which are finite or infinite collections of genealogical trees related to
independent multitype Galton-Watson processes.
It is well-known that the study of Galton-Watson trees is often reduced to analyze the behavior of
renormalized functions that encode them. The idea of using encoding functions lies in the fact they
have interesting probabilistic properties, and moreover there are many strategies available to prove a
functional convergence. We describe in Section 1.4.1 three classical functions encoding the same rooted
planar tree, namely the height process, the contour process, and the Lukasiewicz path. In Section 1.4.2,
we recall two further Polish topologies on sets of trees. We then consider in Section 1.4.3 continuous
analogous objects: we recall the definition of the Brownian continuum trees and the stable continuum
tree. We present in Section 1.4.4 the results developed in Chapter 4.
1.4.1 Coding Galton-Watson trees
We fix for the whole section a rooted planar tree t ∈ T and we denote by #t its total progeny (or total
number of vertices). Let us write by ∅ = u(0) ≺ u(1) ≺ · · · ≺ u(#t − 1) the list of vertices of t in
lexicographical order.
Height process. Recall that for a vertex u ∈ t, we denote by |u| its generation. We follows Le Gall and
Le Jan [56] and define a process Ht = (Htn, n ≥ 0) by
Htn = |u(n)| for every 0 ≤ n < #t,
with the convention thatHtn = 0 for n ≥ #t. Sometimes it is convenient to think ofHt as the continuous
function on R+, obtained by linear interpolation t→ (1−{t})Htbtc+ {t}Htbtc+1, where {t} = t−btc. The
height process is thus the sequence of generations of the individuals of t visited in lexicographical order.
It is easy to check that Ht fully characterizes the tree.
Contour process. To define the contour process of t, imagine a particle that visits continuously all the
edges at unit speed, from the left to the right, starting from the root (assuming that each edge has length
one): after having reached u(n), the particle goes to the individual u(n + 1), taking the shortest path.
For 0 ≤ t ≤ 2(#t − 1), we let Ctt be the height of the particle at time t, i.e. its distance to the root. The
process Ct = (Ctt , 0 ≤ t ≤ 2(#t − 1)) is called the contour process of t. We observe that the contour
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process visits each edge of t exactly two times. Then, the contour process can be recovered from the
height process through the following transform. We set
bn = 2n−Htn, for 0 ≤ n < #t and b#t = 2(#t− 1).
We observe that 0 = b0 < b1 < · · · < b#t−1 < b#t = 2(#t − 1). Then, for 0 ≤ n < #t − 1 and
t ∈ [bn, bn−1),
Ctt =
{
Htn − (t− bn) if t ∈ [bn, bn+1 − 1)
t− bn+1 +Htn+1 if t ∈ [bn+1 − 1, bn+1),
and
Ctt = H
t
#t−1 − (t− b#t−1) if t ∈ [b#t−1, b#t).
Lukasiewicz path. Define W t = (W tn, 0 ≤ n < #t) by W t0 = 0 and for every 0 ≤ n < #t,
W tn+1 = W
t
n + ct(u(n))− 1,
where we recall that ct(u) denotes the number of children of a vertex u ∈ t. One can easily checks that
W tn ≥ 0 for every 0 ≤ n < #t, and that W t#t = −1. Observe that the jumps of W t are not smaller than
−1. On the other hand, the height process of a tree t can be recovered from its Lukasiewicz path by the
following formula (see Corollary 2.2. of [56]):
Htn = Card
{
0 ≤ j < n : W tj = inf
j≤k≤n
W tk
}
, 0 ≤ n < #t. (1.6)
An important feature of this last encoding is that the Lukasiewicz path associated with a Galton-
Watson tree with offspring distribution µ behaves as random walk starting from 0 with step distribution
µ({· + 1}) and stopped at the first hitting time of −1 (see e.g. Le Gall and Le Jan [56]). In contrast, the
height process and the contour process are not Markovian in general.
Finally, we can extend the definition of the height process, the contour process and the Lukasiewicz
path of a rooted planar forest f ∈ F; see for example [57]. Recall that for vertex u ∈ f of the forest, we
call |u| − 1 its height or generation (the convention differs with the one of trees because we want the
roots of f to be at height 0). Let f1, f2, . . . be a forest the tree components of the forest f . For r ≥ 1, set
nr = #f1 + · · ·+ #fr with n0 = 0. We define
Hfnr+k = H
fr+1
k and W
f
nr+k = W
fr+1
k − r, 0 ≤ k < #fr+1
and
Cft+2nr+2r = C
fr+1
t , t ∈ [0, 2(#fr+1 − 1)).
Observe that (nr : r ≥ 0) is the set of integers such that Hfk = 0. Consequently, the excursions of
18 Chapter 1. Introduction
(Hfn : n ≥ 0) above 0 are the (Hfnr+k : 0 ≤ k ≤ #fr+1). To the r-th tree of f corresponds the r-th excur-
sion of above level zero of Hf and this excursion coincides with its height process.
We stress that similar definitions hold in a straightforward way for multitype plane tree and forest
by forgetting their marks.
1.4.2 Gromov-Hausdorff-Prokhorov topology
Let (E, δ) be a Polish space and denote by K(E) the set of compact sets of E. We next recall the Haus-
dorff distance on K(E):
δEH = inf{ε > 0 : A ⊂ Bε and B ⊂ Aε} for every A,B ∈ K(E).
where Aε = {x ∈ E : δ(x,A) < ε} is the ε-enlargement of A. We then use the Gromov-Hausdorff
distance to compare two pointed compact metric spaces, say (X, d, x) and (X ′, d′, x′): set
dGH(X,X
′) = inf{δEH(φ(X), φ′(X ′)) ∨ δEH(φ(x), φ′(x′))}
where the infimum is taken over all possible choices of a metric space (E, δ) and root-preserving iso-
metric embeddings φ : X → E and φ′ : X ′ → E.
Recall that in Section 1.3.2, we introduce the Gromov-Prokhorov topology in order to compare two
pointed metric measured spaces by equipping the spaces (X, d, x) and (X ′, d′, x′) with Borel probabil-
ity measures ν and ν ′ respectively. We can consider both the metric and the measure with the Gro-
mov–Hausdorff–Prokhorov distance to compare pointed compact measured metric spaces:
dGHP(X,X
′) = inf{δEH(φ(X), φ′(X ′)) ∨ δEP (φ ? ν, φ′ ? ν ′) ∨ δEH(φ(x), φ′(x′))},
where again the infimum is taken over all possible choices of a metric space (E, δ) and root-preserving
isometric embeddings φ : X → E and φ′ : X ′ → E, and φ ? ν, φ′ ? ν ′ denote the the push-forward of µ,
µ′ by φ, φ′, respectively.
The functions dGH and dGHP as the Gromov-Prokhorov are also pseudo-distances. We say that two
pointed compact metric spaces (X, d, x) and (X ′, d′, x′) are isometry-equivalent if there exists a root-
preserving, bijective isometry that mapsX ontoX ′. Recall also that two pointed compact measured met-
ric spaces (X, d, x, ν) and (X ′, d′, x′, ν ′) are called isometry-equivalent if in addition the push-forward of
ν by the isometry is ν ′. We shall always implicitly identify two equivalent spaces: we denote by Mc the
set of equivalence classes of pointed compact metric spaces and by Mc the set of equivalence classes of
pointed compact measured metric spaces. Recall that the spaces (Mc, dGH) and (Mc, dGHP) are separable
and complete metric spaces; see [47, 48, 58].
Example 1.3. A finite plane tree can be seen as a pointed (compact) metric space, when endowed with the graph
distance. Furthermore, it can be turned into a real tree, by replacing each edge by a line segment of unit length;
the associated function g is the linear interpolation of the contour process (see Section 3.2.1 in [51] for a detailed
description).
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Denote next by Tc the set of all equivalence classes of compact real trees, by Tc the set of all equiv-
alence classes of compact measured real trees. It is well-know that the space Tc is a closed subspace of
(Mc, dGH) and the space Tc is a closed subspace of (Mc, dGHP); see [59, 47].
Recall that in Example 1.1, we describe a procedure to construct real trees by using continuous and
compactly supported functions. We conclude this subsection with an important result due to Duquesne
and Le Gall that allows us to compare real trees Tg and Tg′ coded by two different function g and g′.
Lemma 1.1. ([45]) Let g, g′ : [0,∞) → [0,∞) be two continuous functions with compact support such that
g(0) = g′(0) = 0. Then,
dGH(Tg, Tg′) ≤ 2‖g − g′‖, (1.7)
where ‖ · ‖ = g 7→ supx∈(0,∞) |g(x)| is the uniform norm.
Thanks to this result, we can indeed define a random real tree as the tree Tg coded by a random
function g, i.e. that the map g 7→ Tg is measurable. Moreover, we note that for a sequence of coding
functions (gn)n≥1 such that gn → g for the uniform topology, we have that Tgn → Tg for the Gromov-
Hausdorff-Prokhorov topology.
1.4.3 Continuum random trees
In this section, we recall the definition of Brownian continuum random tree and more generally the
stable continuum random tree. We define them as real trees encoded by the analog in continuous-time
of the discrete height process associated with a Galton-Watson tree.
The Brownian continuum tree. First, we recall the definition of the normalized Brownian excursion
e = (et, 0 ≤ t ≤ 1). Intuitively, the process e may be thought as a standard Brownian motion con-
ditioned to remain nonnegative on [0, 1] and take the value 0 at time 1. However, the latter event has
probability 0. On the other hand, there are several possible explicit descriptions of this process. For
instance, let B(3,1) be a Bessel Bridge of dimension 3 over [0, 1], we then set
et = B
(3,1)
t , for 0 ≤ t ≤ 1;
see for example Theorem 4.2 in [60]. The process e takes values in the Polish space C([0, 1],R) of real-
valued continuous functions on [0, 1] equipped with the uniform distance on all the compact subsets
of [0, 1]. We then define the Brownian continuum random tree (abbreviated as CRT for “Continuum
Random Tree”) as the random compact metric space (T2e, d2e) coded by twice the normalized Brownian
excursion. In the pioneer works [19, 61], Aldous introduced the continuum random tree as the limit of
rescaled Galton-Watson trees conditioned on its total progeny for offspring distributions having finite
variance. Specifically, he proved that their properly rescaled contour functions converge in distribution
in the functional sense to the normalized Brownian excursion, which codes the continuum random tree
as the contour function does for discrete trees.
Theorem 1.4. ([61]) Let µ be a critical probability measure on Z+ with variance σ2 ∈ (0,∞). Let T be a
Galton-Watson distributed according to Pµ. For every n ≥ 1 for which Pµ(·|#T = n) is well defined, we have
20 Chapter 1. Introduction
that (
σ√
2n
CT#Tt, 0 ≤ t ≤ 1
)
d−−−→
n→∞ (2et, 0 ≤ t ≤ 1) ,
where the convergence is in distribution in C([0, 1],R), under Pµ(·|#T = n).
It then follows from Lemma 1.1 that, under the assumptions of Theorem 1.4, a Galton-Watson condi-
tioned on its total progeny converges once its distances are properly rescaled to the CRT for the Gromov-
Hausdorff-Prokhorov topology. More precisely, let Tn denote a Galton-Watson tree conditioned to have
n vertices, for every n ≥ 1 for which Pµ(#T = n) > 0. Then,
σ√
n
Tn
d−−−→
n→∞ T2e
for the Gromov-Hausdorff-Prokhorov topology, where Tn is equipped with the graph distance and the
uniform probability measure on the set of vertices.
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FIGURE 1.5: Simulation of T2e and e (by Igor Kortchemski).
This has motivated the study of the convergence of other rescaled paths obtained from Galton-
Watson trees possibly with infinite variance, such as the Lukasiewicz path and the height process; see
Section 1.4.1. Duquesne and Le Gall [62] obtained in full generality an unconditional version of Aldous’
result. More precisely, they showed that the concatenation of rescaled height processes (or rescaled con-
tour functions) converges in distribution to the so-called continuous-time height process associated to
a spectrally positive Lévy process. We next recall the particular case when the offspring distribution
belongs to the domain of attraction of a stable law of index α ∈ (1, 2] which leads to the definition of the
stable continuum random tree.
The stable continuum tree. Let µ be a probability measure on Z+. Recall that µ is in the domain
of attraction of a stable law of index α ∈ (1, 2] if: either the variance of µ is positive, finite and α =
2, or µ([j,∞)) = j−αL(j) for j ≥ 1, where L : R+ → R+ is a function such that L(x) > 0 for x
large enough and limx→∞ L(tx)/L(x) = 1 for all t > 0 (such function is called slowly varying). In
this framework, Duquesne [57] extended Theorem 1.4 by showing that the height processes and the
Lukasiewicz path of Galton-Watson trees conditioned on having n vertices converge in distribution to
the normalized excursion Y excα = (Y exct , 0 ≤ t ≤ 1) and continuous-time height processHexcα = (Hexct , 0 ≤
t ≤ 1) of a strictly stable spectrally positive Lévy process of index α; see Appendix A for a definition of
these objects. Let D([0, 1],R) the Polish space of càglàd functions on [0, 1] endowed with the Skorokhod
topology.
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Theorem 1.5. ([57]) Let µ be a critical probability measure on Z+ in the domain of attraction of a stable of index
α ∈ (1, 2]. Let T be a Galton-Watson tree distributed according to Pµ. For every n ≥ 1 for which Pµ(·|#T = n)
is well defined, there exists a sequence of positive real numbers Bn →∞ such that((
1
Bn
W Tb#Ttc,
Bn
n
HT#Tt,
Bn
n
CT#Tt
)
, 0 ≤ t ≤ 1
)
d−−−→
n→∞
((
Y exct , H
exc
t , H
exc
t/2
)
, 0 ≤ t ≤ 1
)
,
where the convergence is in distribution in D([0, 1],R)⊗ C([0, 1],R)⊗ C([0, 1],R), under Pµ(·|#T = n).
Following Duquesne and Le Gall [57] we define the α-stable continuum random tree as the random
compact metric space (THexcα , dHexcα ) encoded by the normalized excursion of the height process Hexcα .
We stress that in the Brownian case Hexc2 =
√
2 · e, where e is the normalized Brownian excursion.
Therefore, Theorem 1.5 could be also stated purely within the real tree formalism. Lemma 1.1 implies
that under the above assumptions, a Galton-Watson conditioned on its total progeny converges after a
proper rescaling to the α-stable continuum tree for the Gromov-Hausdorff-Prokhorov topology.
FIGURE 1.6: Simulation of THexcα , respectively for α equals 1.1 and 1.5 (by Igor Kortchemski).
The stable continuum forest. Similarly, we can define the α-stable continuum random forest. First,
we recall that a real forests is any countable collection of real trees; see Section 1.3.1. Then, the α-
stable continuum random forest FH(α) is the real forest coded by the continuous-time height process
associated with a strictly α-stable spectrally positive Lévy process H(α) = (Ht, t ≥ 0); see Appendix A.
Informally, following the idea of Example 1.1 every excursion above level zero of H(α) corresponds to a
tree component of FH(α) . In the Brownian case, α = 2, the process H(2) is proportional to the reflected
Brownian motion and such definition of a Brownian forest has already been introduced in Pitman [63],
Proposition 7.8. The stable forest also arises as the limit of large Galton-Watson forests with offspring µ
in the domain of attraction of a stable law of index α ∈ (1, 2]. In this case, with slight abuse of notation,
let us denote by Pµ the law of a Galton-Watson forest with offspring distribution µ.
Theorem 1.6. ([62]) Let µ be a critical probability measure on Z+ in the domain of attraction of a stable of index
α ∈ (1, 2]. Let F = (F1, F2, . . . ) be a Galton-Watson forest distributed according to Pµ. Then, there exists a
sequence of positive real numbers Bn →∞ such that
Bn
n
(F1, . . . , Fn)
d−−−→
n→∞ FH(α)
for the Gromov-Hausdorff topology, where the Galton-Watson forest is equipped with the usual graph distance.
This is a consequence of Lemma 1.1, and Theorems 2.3.2 and 2.4.1 in [62] that show that the properly
rescaled contour process and height process associated with a Galton-Watson forest, under the above
22 Chapter 1. Introduction
assumptions, converge to the continuous-time process Hα which encodes the α-stable continuum ran-
dom forest.
As a last remark, let us mention that in both theorems it is possible to give an explicit expression of
the sequence (Bn)n≥1 in terms of the offspring distribution µ. The formula is slightly complicated and
we refer Theorem 1.10 in [64].
1.4.4 Convergence theorem for multitype Galton-Watson tree
Chapter 4 has been motivated by the following result of Miermont [1], which extends the classic results
of monotype Galton-Watson trees. More precisely, Miermont establishes that the properly rescaled crit-
ical multitype Galton-Watson forest with finitely many types converges to the Brownian forest in the
Gromov-Hausdorff sense, under the hypotheses that the offspring distribution is irreducible and has
finite covariance matrix. Moreover, under an additional exponential moment assumption, he also es-
tablished that conditionally on the number individuals of a given type, the multitype Galton-Watson
tree converges to the CRT. More recently, de Raphelis [65] has extended Miermont’s result for multi-
type Galton-Watson forest with infinitely many types, under similar assumptions. Informally speaking,
these results claim that multitype Galton-Watson trees behave asymptotically in a similar way as the
monotype ones, at least in the finite variance case. Therefore, this suggests that we should expect an
analogous behavior for multitype Galton-Watson trees that satisfy different hypotheses.
In Chapter 4, we show an analogue result for critical multitype Galton-Watson forest with finitely
many types whose offspring distribution is still irreducible, but belongs to the domain of attraction of a
stable law. More precisely, for d ∈ N, consider a d-type offspring distribution µ = (µ(1), . . . , µ(d)) on Zd+
and define its Laplace transforms ϕ = (ϕ(1), . . . , ϕ(d)) by
ϕ(i)(s) =
∑
z∈Zd+
µ(i)({z}) exp(−〈z, s〉), for i ∈ [d],
where s = (s1, . . . , sd) ∈ Rd+ and 〈x, y〉 is the usual scalar product of two vectors x, y ∈ Rd. We let 0 be
the vector of Rd+ with all components equal to 0, and for i, j ∈ [d], we denote by
mij = −∂ϕ
(i)
∂sj
(0) =
∑
z∈Zd+
zjµ
(i)({z})
the mean number of children of type j, given by an individual of type i. Let M := (mij)i,j∈[d] be the
mean matrix of µ, and mi = (mi1, . . . ,mid) ∈ Rd+ be the mean vector of the measure µ(i).
Recall also that if M is irreducible, then according to Perron-Frobenius theorem, M admits a unique
eigenvalue ρ which is simple, positive and with maximal modulus; see Chapter V of [17]. We then say
that µ is sub-critical if ρ < 1, critical ρ = 1 and supercritical if ρ > 1.
Main assumptions. We assume that the offspring distribution µ =
(
µ(1), . . . , µ(d)
)
on Zd+ satisfies the
following conditions:
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(H1) µ is irreducible, non-degenerate and critical. We then let a = (a1, . . . , ad) and b = (b1, . . . , bd) be
the corresponding right and left 1-eigenvectors of M such that 〈a, 1〉 = 〈a,b〉 = 1.
(H2.1) Let ∆ be a nonempty subset of [d]. For every i ∈ ∆, there exists αi ∈ (1, 2] such that the Laplace
transform of µ(i) satisfies
ψ(i)(s) := − logϕ(i)(s) = 〈mi, s〉+ |s|αiΘ(i) (s/|s|) + o(|s|αi), as |s| ↓ 0,
for s ∈ Rd+ and where
Θ(i)(s) =
∫
Sd
|〈s,y〉|αiλi(dy),
with λi a finite Borel non-zero measure on Sd = {y ∈ Rd : |y| = 1} such that for αi ∈ (1, 2), λi has
support in {y ∈ Rd+ : |y| = 1}. We write | · | for the Euclidean norm.
(H2.2) For i ∈ [d] \∆, the Laplace transform of µ(i) satisfies
ψ(i)(s) := − logϕ(i)(s) = 〈mi, s〉+ o(|s|αi), as |s| ↓ 0.
where αi = minj∈∆ αj .
Let us comment on these assumptions. Let ξ1, ξ2, . . . be a sequence of i.i.d. random variables on Zd+
with common distribution µ(i) satisfying (H2.1). We observe that
− logE
[
exp
(
−
〈
1
n1/αi
n∑
k=1
(ξk −mi) , s
〉)]
→
n→∞ |s|
αiΘ(i) (s/|s|) , s ∈ Rd+, (1.8)
Then, we conclude that
1
n1/αi
n∑
k=1
(ξk −mi) d−−−→
n→∞ Yαi , (1.9)
where Yαi is a αi-stable random vector in Rd+ which Laplace exponent satisfies
ψYαi (s) = |s|αiΘ(i) (s/|s|) , s ∈ Rd+.
Sato’s book [66] and [67] are good references for background on multivariate stable distributions. On
the other hand, we notice from (1.8) that the equation (1.9) is equivalent to the hypothesis (H2.1). We
point out that in the monotype case, i.e. d = 1, the condition (H2.1) may be thought as the analogous
assumption made in [57] and [68], in order to get the convergence of the rescaled monotype Galton-
Watson tree to the continuum stable tree. Finally, for i ∈ [d] \ ∆, let µ(i) be a measure that satisfies the
hypothesis (H2.2). We can rewrite the expression of its Laplace exponent in the following way
ψ(i)(s) := − logϕ(i)(s) = 〈mi, s〉+ |s|αiΘ(i) (s/|s|) + o(|s|αi), as |s| ↓ 0,
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for s ∈ Rd+ and where
Θ(i)(s) =
∫
Sd
|〈s,y〉|αiλi(dy),
with λi ≡ 0. Recall that αi = minj∈∆ αj for i ∈ [d] \∆. This will be useful for the rest of the introduction.
Let us now write α = mini∈[d] αi and λ¯ =
∑
i∈[d] 1{α=αi}aiλi. We then define
c¯ = (〈a,Θ(b)〉)1/α =
(∫
Sd
|〈b,y〉|αλ¯(dy)
)1/α
,
where Θ(s) = (Θ(1)(s)1{α=α1}, . . . ,Θ
(d)(s)1{α=αd}) ∈ Rd+, for s ∈ Rd+. We notice that c¯ 6≡ 0 due to (H2.1).
This constant will play a role similar to the constant defined in equation (2) of [1], i.e., it corresponds to
the total variance of the offspring distribution µ, when the covariance matrices are finite.
We can now state the main result of Chapter 4. Recall from Section 1.4.3 that we write FH(α) for
α-stable continuum random forest.
Theorem 1.7. Let F = (F1, F2, . . . ) be a d-type GW forest distributed according to Px, for some arbitrary
x ∈ [d]N. Then,
c¯
n1−1/α
(F1, . . . , Fn)
d−−−→
n→∞ FH(α)
for the Gromov-Hausdorff topology, where F is equipped with the graph distance.
Next, for n ≥ 0, we let Υfn be the index of the tree component to which uf (n) belongs.
Theorem 1.8. For i ∈ [d], let F be a d-type GW forest distributed according to Piµ, where i = (i, i, . . . ). Then,
under Piµ, we have the following convergence in distribution for the Skorokhod topology on the space D(R+,R)
of càdlàd functions: (
1
n1/α
ΥFbnsc, s ≥ 0
)
d−−−→
n→∞
(
− c¯
bi
Is, s ≥ 0
)
,
where Is is the infimum at time s of the strictly α-stable spectrally positive Lévy process.
Let us briefly explain our approach, which relies on a remarkable decomposition of d-type forests
into monotype forests introduced in [1]. The plan is to compare the corresponding height processes of
the multitype Galton-Watson forest and the monotype Galton-Watson forest, and show that they are
close for the Skorohod topology. We then pull back the known results of Duquesne and Le Gall [62]
on the convergence of the rescaled height process of monotype Galton-Watson forests to the multitype
Galton-Watson forest. Another important ingredient is the following estimate for the repartion of ver-
tices of either type that may be of independent interest.
Proposition 1.1. For n ≥ 0, we let Λfi (n) be the number of type i vertices standing before the (n + 1)-th vertex
in depth-first order. Then, for i ∈ [d] and any x ∈ [d]N, under Pxµ, we have that(
ΛFi (bnsc)
n
, s ≥ 0
)
→
n→∞ (ais, s ≥ 0) ,
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in probability, for the topology of uniform convergence over compact subsets of R+.
This result is know as convergence of types theorem, see for example [17].
We also present two applications of Theorem 1.7. We provide a limit theorem for the maximal height
of a vertex in a multitype Galton-Watson tree that generalizes the result of Miermont [1] on the finite
covariance case. The second application involves a particular multitype Galton-Watson tree, known as
alternating two-type Galton-Watson tree, in which vertices of type 1 only give birth to vertices of type
2 and vice versa. We establish a conditioned version of Theorem 1.7 for this special tree. In particular,
this family of two-type GW trees appears frequently in the study of random planar maps [69, 70], per-
colation on random triangulations and looptrees [71], non-crossing partitions [72], to mention couple of
examples.
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CHAPTER 2
Percolation on random trees
“It is an old maxim of mine that when you have excluded the
impossible, whatever remains, however improbable, must be the truth."
— Sir Arthur Conan Doyle, The Adventure of the Beryl Coronet
In this chapter, we study the fluctuations of the giant cluster resulting from supercritical Bernoulli
bond percolation on large b-ary trees and scale-free random trees. This is based on the article [2].
2.1 Introduction and main result
We start by recalling the percolation dynamics on trees. Consider a large tree Tn on a finite set of vertices
say [n] := {1, . . . , n}, rooted at 1. We then perform Bernoulli bond percolation with parameter pn ∈ (0, 1)
that depends on the size of that tree (the total number of vertices), that is, each edge is removed with
probability 1 − pn and independently of the other edges, inducing a partition of the set of vertices into
connected clusters. Recall that we are interested in the supercritical regime, in the sense that with high
probability, there exists a giant cluster of size comparable to n, and its complement has also a size of
order n. Theorem 1 in [18] shows that for fairly general families of trees,the supercritical regime corre-
sponds to parameters of the form pn = 1− c/`(n), where c > 0 a fixed parameter and `(n) is an estimate
of the height of a typical vertex in the tree structure.
Recall that in the case of the uniform random recursive trees `(n) = lnn, so choosing the percolation
parameter so that
pn = 1− c
lnn
, (2.1)
where c > 0 is fixed, corresponds to the supercritical regime. Therefore, the size Γn of the largest cluster
resulting from Bernoulli bond percolation satisfies limn→∞ n−1Γn = e−c in probability. On the other
hand, Schweinsberg [21] has shown that its fluctuations are non-Gaussian. More precisely,
(n−1Γn − e−c) lnn− ce−c ln lnn⇒ −ce−c(Z + ln c), (2.2)
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where⇒ means convergence in law as n → ∞ and the variable Z has the continuous Luria-Delbrück
distribution, i.e. its characteristic function is given by
E[eiθZ ] = exp
(
−pi
2
|θ| − iθ ln |θ|
)
, θ ∈ R.
The main purpose of this chapter is to investigate the case of large random b-ary recursive trees
(b ≥ 2). Recall that the process to build a b-ary recursive tree starts at n = 1 from the tree T1 with one
internal vertex (which corresponds to the root) and b external vertices. Then, we suppose that Tn has
been constructed for some n ≥ 1 that is a tree with n internal vertices and (b − 1)n + 1 external ones
(also called leaves). Then choose an external vertex uniformly at random and replace it by an internal
vertex to which b new leaves are attached. In this way one continues. Recall also that the case b = 2,
the algorithm yields a so-called binary search tree. We consider that the size of the tree is the number of
internal vertices.
Then we perform Bernoulli bond percolation with parameter given by (2.1) on a random b-ary re-
cursive tree of size n, which corresponds precisely to the supercritical regime as the case of the random
recursive trees. Roughly speaking, since the b-ary recursive trees have also logarithmic height, i.e. the
height of typical vertex is approximately `(n) = (b lnn)/(b − 1) (see Javanian and Vahidi-Asl [73]), one
can verify that percolation then produces a giant cluster whose size C(p)0 (number of internal vertices)
satisfies
lim
n→∞n
−1C(p)0 = e
− b
b−1 c in probability.
We now state the central result of this chapter, which shows that the fluctuations of the giant cluster
in the case of the b-ary recursive trees are also described by the continuous Luria-Delbrück distribution.
Theorem 2.1. Set β = b/(b − 1), and assume that the percolation parameter pn is given by (2.1). Then as
n→∞, there is the weak convergence
(n−1C(p)0 − e−βc) lnn− βce−βc ln lnn⇒ −βce−βcZc,β
where
Zc,β = Z − κβ + ln(βc) (2.3)
with Z having the continuous Luria-Delbrück distribution,
κβ = 1− 1
β
+
1
β
∞∑
k=2
(β)k
k!
(−1)k
k − 1 , (2.4)
and (x)k = x(x− 1) · · · (x− k + 1), for k ∈ N and x ∈ R, is the Pochhammer function. In particular, for b = 2,
i.e. for the binary search tree case, κ2 = 1.
The rest of this chapter is organized as follows. In Section 2.2, we consider a continuous time version
of the growth algorithm of the b-ary tree which bears close relations to Yule processes. The connection
between recursive trees and branching processes is well-known, we make reference to Chauvin, et.
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al. [31] for the binary search trees and Bertoin and Uribe Bravo [32] for the case of scale-free trees.
In this way, we adapt the recent strategy of [32]. Roughly speaking, incorporating percolation to the
algorithm yields systems of branching processes with mutations, where a mutation event corresponds
to disconnecting a leaf from its parent, and simultaneously replacing it by an internal vertex to which
b new leaves are attached. Each percolation cluster size can then be thought of as a sub-population
with some given genetic type. This lead us to investigate in the fluctuations of the size of the sub-
population with the ancestral type, which corresponds to the number of internal vertices connected to
the root cluster. Then in Section 2.3, we make the link with percolation on b-ary recursive trees in order
to prove Theorem 2.1. Finally, we show in Section 2.4 that the present approach also applies to study
the fluctuations of the size of the giant cluster for percolation on scale-free trees.
2.2 Yule process with rare mutations
The purpose of this section is to introduce a system of branching process with rare mutations, which is
quite similar to the one considered in [32], although there are also some key differences (in particular,
death may occur causing the extinction of sub-population with the ancestral type). Then we focus on
estimating the size of the sub-population with the ancestral type, when the total population in the sys-
tem grows and the mutation parameter depends of the size of the latter.
We consider a population in which each individual is either a clone (i.e. an individual with the
ancestral type) or a mutant with some genetic type. A clone individual lives for an exponential time
of parameter 1, and gives birth at its death to b clones with probability p ∈ (0, 1), or b mutants that
share the same genetic type with probability 1− p. A mutant individual lives for an exponential time of
parameter 1, and gives birth at its death to b children of the same genetic of its parent. More precisely,
the evolution of the population system is described by the process Z(p) = (Z(p)(t) : t ≥ 0), where
Z(p)(t) = (Z
(p)
0 (t), Z1(t), . . . ), for t ≥ 0,
is a collection of nonnegative variables which represents the current size of the sub-populations. At
the initial time, the sub-populations Zi(0) of type i ≥ 1 are zero, and Z(p)0 (0) = b which is the size of
the ancestral population. Formally, we take Z(p) to be a pure-jump Markov chain whose transitions are
described as follows. When at state z = (zi : i ≥ 0), our process jumps to a state z˜ = (z˜i : i ≥ 0) where
z˜j = zj for j 6= k and z˜k = zk + (b− 1) at rate{
pz0 if k = 0,
zk if k 6= 0.
This corresponds to a reproduction event in the sub-population with type k. Otherwise, the process
jumps from z to zˆ = (zˆi : i ≥ 0) at rate (1 − p)z0 where, if k is the first index such that zk = 0, then
zˆ0 = z0 − 1, zˆk = b, and zˆj = zj for j 6= 0, k. This corresponds to a mutation event of the sub-population
with the ancestral type.
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The process of the total size of the population in the system
Z(t) = Z
(p)
0 (t) +
∑
i≥1
Zi(t), t ≥ 0,
is distributed as a Yule process, where each individual lives for an exponential time of parameter 1
and gives birth at its death to b children, which then evolve independently of one another according
to the same dynamics as their parent, no matter the choice of p. Clearly, the process of the size of the
sub-population with the ancestral type Z(p)0 is a continuous time branching process, with reproduction
law given by the distribution of bp, where p stands for a Bernoulli random variable with parameter p.
Moreover, if for i ≥ 1, we write
a
(p)
i = inf{t ≥ 0 : Zi(t) > 0},
for the birth time of the sub-population with type i, then each process
(Zi(t− a(p)i ) : t ≥ a(p)i )
is a branching process with the same reproduction law as Z starting from b. Indeed, the different popu-
lations present in the system (i.e., those with strictly positive sizes) evolve independently of one another.
The following statement is just a formal formulation of the previous observation which should be plain
from the construction of Z(p); it is essentially Lemma 1 in [32].
Lemma 2.1. The processes (Zi(t− a(p)i ) : t ≥ a(p)i ) for i ≥ 1 form a sequence of i.i.d. branching process with the
same law as Z and with starting value b. Further, this sequence is independent of that of the birth-times (a(p)i )i≥1
and the process Z(p)0 of the sub-population with ancestral type.
We are now ready to present the main result of this section. We henceforth assume that the parameter
p = pn is given by (2.1) and for simplicity, we write p rather than pn, omitting the integer n from the
notation. We consider the time
τ(n) = inf{t ≥ 0 : Z(t) = (b− 1)n+ 1},
when the total population has size (b − 1)n + 1. The size of the sub-population with the ancestral type
at this time is given by
Gn := Z
(p)
0 (τ(n)).
Theorem 2.2. Set β = b/(b− 1). As n→∞, there is the weak convergence(
n−1Gn − 1
β − 1e
−βc
)
lnn− β
β − 1ce
−βc ln lnn⇒ − β
β − 1ce
−βc
(
Zc,β + 1− 1
β
)
,
where Zc,β is the random variable defined in (2.3).
We stress that this result also allows us to deduce the fluctuations of the number of mutants in the
total population, since this quantity is given by (b− 1)n+ 1−Gn.
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The rest of this section is devoted to the proof of Theorem 2.2. Our approach is similar to that in [22].
Broadly speaking, we divide the study of the fluctuations in two well-defined phases. The crucial point
is to obtain a precise estimate of the number ∆n of mutants when the total population of the system
attains the size (b− 1)bln4 nc+ 1; this can be viewed as the germ of the fluctuations of (b− 1)n+ 1−Gn.
Then, we resume the growth of the system from size (b − 1)bln4 nc + 1 to the size (b − 1)n + 1 and
observe that the sub-population with the ancestral type grows essentially regularly. We point out that
even though the study of these two phases plays a key role in [22], the tools developed here to deal with
each phase are much different from those used there.
2.2.1 The germ of fluctuations
In this first phase, we observe the growth of the system of branching processes until the time
τ(ln4 n) = inf{t ≥ 0 : Z(t) = (b− 1)bln4 nc+ 1},
which is when the total size of the population reaches (b− 1)bln4 nc+ 1, and our purpose in this section
is to estimate precisely the number ∆n of mutants in the total population at this time, that is
∆n = (b− 1)bln4 nc+ 1− Z(p)0 (τ(ln4 n)).
We stress that the threshold (b − 1) ln4 n + 1 is somewhat arbitrary, and any power close to 4 of lnn
would work just as well. However, as is remarked by Bertoin in [22], it is crucial to choose a threshold
which is both sufficiently high so that fluctuations are already visible, and sufficiently low so that one
can estimate the germ with the desired accuracy.
We start by setting down the key results that lead us to the main result of this section, in order to
give an easier articulation of the argument. In this direction, it is convenient to introduce the number
∆0,n of mutants at time
τ0(ln
4 n) = inf{t ≥ 0 : Z(p)0 (t) = (b− 1)bln4 nc+ 1},
which is when the size of the sub-population with the ancestral type reaches (b− 1)bln4 nc+ 1, i.e.
∆0,n = Z(τ0(ln
4 n))− (b− 1)bln4 nc − 1.
This will be useful since the distribution of ∆0,n is easier to estimate than that of ∆n. Then, we
establish the following limit theorem in law that relates the fluctuations of ∆0,n with the continuous
Luria-Delbrück variable Z .
Proposition 2.1. As n→∞, there is the weak convergence
∆0,n
ln3 n
− 3 β
β − 1c ln lnn⇒
β
β − 1c
(
Zc,β + 1− 1
β
)
where Zc,β is the random variable defined in (2.3).
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As we are interested in estimate the number ∆n of mutants in the total population at time τ(ln4 n),
and we know the behavior of ∆0,n, the purpose of the next lemma is to point out that these two quanti-
ties are close enough when n→∞. We need to introduce the notation:
An = Bn + o(f(n)) in probability,
where An and Bn are two sequences of random variables and f : N → (0,∞) is a function, to indicate
that |An −Bn|/f(n)→ 0 in probability when n→∞.
Lemma 2.2. We have
∆n = ∆0,n + o(ln
3 n) in probability.
It then follows from Proposition 2.1 that ∆n and ∆0,n have the same asymptotic behavior. Specifi-
cally:
Corollary 2.1. As n→∞, there is the weak convergence
∆n
ln3 n
− 3 β
β − 1c ln lnn⇒
β
β − 1c
(
Zc,β + 1− 1
β
)
where Zc,β is the random variable defined in (2.3).
The above result will be sufficient for our purpose. We now prepare the ground for the proofs
of Proposition 2.1 and Lemma 2.2. Recall that we wish to study the behavior of the number ∆0,n of
mutants at time τ0(ln4 n), which is easier than that of ∆n, thanks to Lemma 2.1. In words, at time
τ0(ln
4 n) there is an independence property between the mutant sub-populations, and the process that
counts the number of mutation events, which allows us to express ∆0,n as a random sum of independent
Yule processes. Clearly, the above is not possible at time τ(ln4 n) due to the lack of independence within
the sub-populations. Formally, we start by writing
M(t) = max{i ≥ 1 : Zi(t) > 0}
for the number of mutations that have occurred before time t ≥ 0. Lemma 2.1 ensures that M is inde-
pendent of the processes (Zi(t− a(p)i ) : t ≥ a(p)i ) for i ≥ 1. In addition, we note that the jump times of M
are in fact a(p)1 < a
(p)
2 < · · · . This enables us to express the total mutant population at time t as,
Zm(t) =
M(t)∑
i=1
Zi(t− a(p)i ),
and we are thus interested in
∆0,n = Zm(τ0(ln
4 n)). (2.5)
We now turn our attention to study the fluctuations of ∆0,n through the analysis of its characteristic
function. In this direction, we will be mainly interested in the following feature of Zm(t).
Lemma 2.3. We have for t ≥ 0 and θ ∈ R.
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i) The characteristic function of Z(t) started from Z(0) = b,
ϕt(θ) = E
[
eiθZ(t)
∣∣Z(0) = b] = ( eiθ(b−1)e−(b−1)t
1− eiθ(b−1) + eiθ(b−1)e−(b−1)t
) b
b−1
. (2.6)
ii) We have
E[eiθZm(t)] = E
[
exp
(
(1− p)
∫ t
0
Z
(p)
0 (t− s) (ϕs(θ)− 1) ds
)]
. (2.7)
Proof. Recall that the processes (Zi(t − a(p)i ) : t ≥ a(p)i ) for i ≥ 1 are i.i.d. branching process with the
same law as Z with starting value b. Then according to page 109 in Chapter III of Athreya and Ney
[17], their characteristic function is given by the expression (2.6). We now observe from the dynamics
of Z(p) that the counting process M has jumps at rate (1 − p)Z(p)0 . Moreover, conditionally on Z(p)0 , the
process Zm is a non homogeneous filtered Poisson process whose characteristic function can be written
in terms of the characteristic function of Zi. By extending equation (5.43) of Parzen [74] slightly to allow
the underlying Poisson process to be non homogeneous, we obtain
E
[
eiθZm(t)
∣∣ (Z(p)0 (s) : 0 ≤ s ≤ t)] = exp((1− p) ∫ t
0
Z
(p)
0 (s) (ϕt−s(θ)− 1) ds
)
, (2.8)
for t ≥ 0 and θ ∈ R. Hence our claim follows after taking expectations on both sides of the equation and
make a simple change of variables.
We recall some important properties of the branching processes Z and Z(p)0 , which will be useful
later on. The process
W (t) := e−(b−1)tZ(t), t ≥ 0
is a nonnegative square-integrable martingale which converges a.s. and in L2(P), and we write W (∞)
for its terminal value. Furthermore W (∞) > 0 a.s. since Z can not become extinct (we also pointed out
that Z never explodes a.s.). Similarly, the process
W
(p)
0 (t) = e
−(bp−1)tZ(p)0 (t), t ≥ 0
is a martingale which terminal value is denoted by W (p)0 (∞). In addition, following the proof of Lemma
3 in [32] we have
Lemma 2.4. It holds that
lim
p→1,t→∞
Ez
[
sup
s≥t
∣∣∣W (p)0 (s)−W (∞)∣∣∣2] = 0.
In particular, W (p)0 (∞) converges to W (∞) in L2(P) as p→ 1.
34 Chapter 2. Percolation on random trees
We next estimate the characteristic function of Zm(t) given in (2.7), but we still need some additional
notation. For t ≥ 0,
I(p)(t) = (1− p)
∫ t
0
Z
(p)
0 (t− s)(ϕs(u)− 1)ds
and
I
(p)
m (t) = (1− p)W (p)0 (∞)e(b−1)t
∫ t
0
e−(b−1)s(ϕs(u)− 1)ds,
where u = θ/
(
βc ln3 n
)
for θ ∈ R and β = b/(b− 1).
Lemma 2.5. We have
lim
n→∞
(
I(p)(τ0(ln
4 n))− I(p)m (τ0(ln4 n))
)
= 0 in probability.
Proof. Define the function
I
(p)
a (t) = (1− p)W (p)0 (∞)e(bp−1)t
∫ t
0
e−(bp−1)s(ϕs(u)− 1)ds, t ≥ 0,
which is simply obtained by replacing b by bp in the exponential terms of I(p)m (t). We first prove that
lim
n→∞
(
I(p)(τ0(ln
4 n))− I(p)a (τ0(ln4 n))
)
= 0 in probability. (2.9)
In this direction, we observe from the triangle inequality that∣∣∣I(p)(τ0(ln4 n))− I(p)a (τ0(ln4 n))∣∣∣
≤ (1− p)e(bp−1)τ0(ln4 n)
∫ τ0(ln4 n)
0
|W (p)0 (τ0(ln4 n)− s)−W (p)0 (∞)||ϕs(u)− 1|e−(bp−1)sds. (2.10)
We define
A(p) :=
3
2(bp− 1) sups≥0 e
(bp−1)s/3|W (p)0 (s)−W (p)0 (∞)|,
and since Lemma 2 in [32] shows that A(p) is bounded in L2(P), we have by the Markov inequality that
lim
n→∞
(
ln−
1
3 n
)
A(p) = 0 in probability. (2.11)
We set tn = (b− 1)−1 ln lnn and recall that ϕt(u) fulfills (2.6). Hence from the inequality |eix − 1| ≤ 2
for x ∈ R, we have that
|ϕt(u)− 1| ≤ 2. (2.12)
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Then,
(1− p)e(bp−1)τ0(ln4 n)
∫ τ0(ln4 n)
τ0(ln
4 n)−tn
|W (p)0 (τ0(ln4 n)− s)−W (p)0 (∞)||ϕs(u)− 1|e−(bp−1)sds
≤ 2(1− p)
∫ tn
0
|W (p)0 (s)−W (p)0 (∞)|e(bp−1)sds
≤ 2(1− p)
(
ln
2
3 n
)
A(p). (2.13)
On the other hand, from (2.6) and the inequality |eix − 1| ≤ |x| for x ∈ R, we get that
|ϕt(u)− 1| ≤ b|u|e(b−1)t, (2.14)
which implies that
(1− p)e(bp−1)τ0(ln4 n)
∫ τ0(ln4 n)−tn
0
|W (p)0 (τ0(ln4 n)− s)−W (p)0 (∞)||ϕs(u)− 1|e−(bp−1)sds
≤ (1− p)b|u|e(b−1)τ0(ln4 n)
∫ τ0(ln4 n)
tn
|W (p)0 (s)−W (p)0 (∞)|e−(b−1)se(bp−1)sds
≤ 2b|u|(1− p)
(
ln−
1
3 n
)
A(p)e(b−1)τ0(ln
4 n). (2.15)
We recall that u = θ/
(
βc ln3 n
)
, and p = pn is given by (2.1). Then from (2.10), (2.13), and (2.15)
follow that∣∣∣I(p)(τ0(ln4 n))− I(p)a (τ0(ln4 n))∣∣∣ ≤ 2(c+ (b− 1)|θ| (ln−4 n) e(b−1)τ0(ln4 n))(ln− 13 n)A(p).
We observe that since Z(p)0 (τ0(ln
4 n)) = (b− 1)bln4 nc+ 1, Lemma 2.4 ensures that
lim
n→∞
(
ln−4 n
)
e(b−1)τ0(ln
4 n) =
b− 1
W (∞) in probability, (2.16)
where W (∞) is strictly positive almost surely. Thus, we deduce (2.9) from (2.11) by letting n → ∞ in
the last inequality.
Next, we prove that
lim
n→∞
(
I
(p)
m (τ0(ln
4 n))− I(p)a (τ0(ln4 n))
)
= 0 in probability, (2.17)
by proceeding similarly as the proof of (2.9). We observe for the triangle inequality that∣∣∣I(p)m (τ0(ln4 n))− I(p)a (τ0(ln4 n))∣∣∣
≤ (1− p)W (p)0 (∞)
∫ τ0(ln4 n)
0
∣∣∣1− eb(1−p)(s−τ0(ln4 n))∣∣∣ |ϕs(u)− 1|e−(b−1)(s−τ0(ln4 n))ds. (2.18)
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We set tn = (b− 1)−1 ln lnn again. Hence from the inequality (2.12) we have that
(1− p)W (p)0 (∞)
∫ τ0(ln4 n)
τ0(ln
4 n)−tn
∣∣∣1− eb(1−p)(s−τ0(ln4 n))∣∣∣ |ϕs(u)− 1|e−(b−1)(s−τ0(ln4 n))ds
≤ 2(1− p)W (p)0 (∞)
∫ τ0(ln4 n)
τ0(ln
4 n)−tn
∣∣∣1− eb(1−p)(s−τ0(ln4 n))∣∣∣ e−(b−1)(s−τ0(ln4 n))ds
= 2(1− p)W (p)0 (∞)
∫ tn
0
∣∣∣1− e−b(1−p)s∣∣∣ e(b−1)sds.
Then by making the change of variables x = e(b−1)s, we get that
(1− p)W (p)0 (∞)
∫ τ0(ln4 n)
τ0(ln
4 n)−tn
∣∣∣1− eb(1−p)(s−τ0(ln4 n))∣∣∣ |ϕs(u)− 1|e−(b−1)(s−τ0(ln4 n))ds
≤ 2
b− 1(1− p)W
(p)
0 (∞)
∫ lnn
1
(
1− x−β(1−p)
)
dx
≤ 2
b− 1(1− p)W
(p)
0 (∞)
(
1− (lnn)−β(1−p)
)
lnn. (2.19)
On the other hand, from the inequality (2.14) we have that
(1− p)W (p)0 (∞)
∫ τ0(ln4 n)−tn
0
∣∣∣1− eb(1−p)(s−τ0(ln4 n))∣∣∣ |ϕs(u)− 1|e−(b−1)(s−τ0(ln4 n))ds
≤ (1− p)b|u|e(b−1)τ0(ln4 n)W (p)0 (∞)
∫ τ0(ln4 n)
tn
(
1− e−b(1−p)s
)
ds
≤ b
2
2
(1− p)2|u|e(b−1)τ0(ln4 n)W (p)0 (∞)(τ0(ln4 n))2. (2.20)
Recall that u = θ/
(
βc ln3 n
)
, and p = pn is given by (2.1). Then from (2.18), (2.19), and (2.20) follow that∣∣∣I(p)m (τ0(ln4 n))− I(p)a (τ0(ln4 n))∣∣∣
≤ 2b(b− 1)cW (p)0 (∞)
(
1− e−βc ln lnnlnn + |θ|(τ0(ln4 n))2e(b−1)τ0(ln4 n) ln−5 n
)
.
We deduce from (2.16) that
lim
n→∞
τ0(ln
4 n)
4(b− 1)−1 ln lnn = 1 in probability,
and since limn→∞W
(p)
0 (∞) = W (∞) in L2(P) from Lemma 2.4, we get (2.17) from (2.16) by letting
n→∞ in the last inequality. Finally, our claim follows by combining (2.9) and (2.17).
We observe that thanks to (2.6), the integral I(p)m can be computed explicitly.
Lemma 2.6. We have for t ≥ 0,∫ t
0
e−(b−1)s(ϕs(u)− 1)ds = 1− e
iu(b−1)
(b− 1)eiu(b−1)
(
β ln(1− eiu(b−1) + eiu(b−1)e−(b−1)t) + κb,u(t)
)
,
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where
κb,u(t) =
∞∑
k=2
(β)k
k!
(eiu(b−1) − 1)k−1
k − 1
(
1− 1
(1− eiu(b−1) + eiu(b−1)e−(b−1)t)k−1
)
, (2.21)
and (·)k is the Pochhammer function.
Proof. Define the function
f(λ) =
∫ t
0
e−(b−1)r
( e−λ(b−1)e−(b−1)r
1− e−λ(b−1) + e−λ(b−1)e−(b−1)r
)β
− 1
 dr, λ ≥ 0.
Hence by setting x = 1− e−λ(b−1) + e−λ(b−1)e−(b−1)r and yλ = e−λ(b−1) for convenience, we have that
f(λ) =
1
(b− 1)yλ
∫ 1
1−yλ+yλe−(b−1)t
((
x+ yλ − 1
x
)β
− 1
)
dx.
Moreover, using a well-known extension of Newton’s binomial formula, we get
f(λ) =
1
(b− 1)yλ
∞∑
k=1
(β)k
k!
(yλ − 1)k
∫ 1
1−yλ+yλe−(b−1)t
x−kdx,
where (·)k is the Pochhammer function. Note that the series converges absolutely since β > 0 and
|yλ − 1|/x ≤ 1, for 1− yλ + yλe−(b−1)t ≤ x ≤ 1. Then straightforward calculations yield
f(λ) =
1− yλ
(b− 1)yλ
(
β ln(1− yλ + yλe−(b−1)t) + κ′b,λ(t)
)
,
where
κ′b,λ(t) =
∞∑
k=2
(β)k
k!
(yλ − 1)k−1
k − 1
(
1− 1
(1− yλ + yλe−(b−1)t)k−1
)
.
We note that the function f allows an analytic extension to {λ ∈ C : Re λ ≥ 0}. Then by taking into
account the principal branch of the complex logarithm, we conclude that
f(−iu) =
∫ t
0
e−(b−1)r
( eiu(b−1)e−(b−1)r
1− eiu(b−1) + eiu(b−1)e−(b−1)r
)β
− 1
dr,
and our assertion follows by observing that κ′b,λ(t) = κb,u(t) when λ = −iu.
We are now able to establish Proposition 2.1.
Proof of Proposition 2.1. Fix θ ∈ R and define mn = βc ln3 n. From the identity (2.5) and Lemma 2.3, the
characteristic function of m−1n ∆0,n − (β − 1)−1 lnmn is given by
E
[
eiθ(m
−1
n ∆0,n−(β−1)−1 lnmn)
]
= E
[
exp
(
I(p)(τ0(ln
4 n))− iθ(β − 1)−1 lnmn
)]
.
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Recall that by Lemma 2.5 we have
lim
n→∞
(
I(p)(τ0(ln
4 n))− I(p)m (τ0(ln4 n))
)
= 0 in probability.
Then, we must verify that
lim
n→∞
(
I
(p)
m (τ0(ln
4 n))− iθ(β − 1)−1 lnmn
)
= −iθ(β − 1)−1
(
κβ − 1 + 1
β
)
− iθ(β − 1)−1 ln |(β − 1)−1θ| − 1
2
pi|(β − 1)−1θ| (2.22)
in probability. In this direction, we define yu = eiu(b−1) for convenience and recall also from Lemma 2.6
that
I
(p)
m (τ0(ln
4 n))
= (1− p)W (p)0 (∞)e(b−1)τ0(ln
4 n) 1− yu
(b− 1)yu
(
β ln(1− yu + yue−(b−1)τ0(ln4 n)) + κb,u(τ0(ln4 n))
)
,
where κb,u(τ0(ln4 n)) is defined in (2.21) and u = θ/
(
βc ln3 n
)
. We know from Lemma 2.4 that
lim
n→∞ e
−(b−1)τ0(ln4 n)Z(τ0(ln4 n)) = lim
n→∞ e
−(bp−1)τ0(ln4 n)Z(p)0 (τ0(ln
4 n)) = W (∞)
in probability, and limn→∞W
(p)
0 (∞) = W (∞) in L2(P). Hence since p = pn fulfilled (2.1), we deduce
that
lim
n→∞
(1− p)W (p)0 (∞)e(b−1)τ0(ln
4 n)
(b− 1)c ln3 n = 1 in probability.
On the other hand,
yu = 1 +O
(
1
mn
)
and mn (1− yu) = −iθ(b− 1) +O
(
1
mn
)
,
and since b− 1 = (β − 1)−1, we deduce that
lim
n→∞
(
I(p)m (τ0(ln
4 n))− iθ(β − 1)−1 lnmn
)
= −iθ(β − 1)−1 ln(−iθ(β − 1)−1)− iθ(β − 1)−1
(
κβ − 1 + 1
β
)
in probability, which implies (2.22). Finally, we observe from (2.8) and the modulus inequality for con-
ditional expectation that ∣∣∣exp(I(p)(τ0(ln4 n))− iθ(β − 1)−1 lnmn)∣∣∣ ≤ 1.
Therefore, by the dominated convergence theorem we conclude that the Fourier transform of m−1n ∆0n −
(β − 1)−1 lnmn converges pointwise as n tends to infinity to the continuous function
θ 7→ exp
(
−iθ(β − 1)−1
(
κβ − 1 + 1
β
)
− iθ(β − 1)−1 ln |(β − 1)−1θ| − 1
2
pi|(β − 1)−1θ|
)
,
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and then our claim follows for the continuity theorem for Fourier transforms.
We now turn our attention to the proof of Lemma 2.2.
We imagine that we begin our observation of the system of branching processes with rare mutations
Z(p) once it has reached the size (b − 1)bln4 nc + 1, that is, from the time τ(ln4 n). We thus write Z ′ =
(Z ′(t) : t ≥ 0) for the process of the total size of the population started from Z ′(0) = (b − 1)bln4 nc + 1,
which has the same law of the Yule process Z described at the beginning of Section 2.2. We introduce
the time
τ ′(ln4 n) = inf{t ≥ 0 : Z ′(t) = Z(τ0(ln4 n))},
at which it hits Z(τ0(ln4 n)). Equivalently, τ ′(ln4 n) is the time needed to have a population with the
ancestral type of size (b− 1)bln4 nc+ 1. We shall first estimate this quantity.
Lemma 2.7. We have
lim
n→∞ τ
′(ln4 n) = 0 in probability.
Proof. We know that
lim
n→∞ e
−(b−1)τ(ln4 n)Z(τ(ln4 n)) = W (∞) in probability.
By definition of the time τ(ln4 n), we have Z(τ(ln4 n)) = (b− 1)bln4 nc+ 1, hence
lim
n→∞
τ(ln4 n)
4(b− 1)−1 ln lnn = 1 in probability.
On the other hand, from Lemma 2.4 we have that
lim
n→∞ e
−(bp−1)τ0(ln4 n)Z(p)0 (τ0(ln
4 n)) = W (∞) in probability.
Recall that p = pn is given by (2.1), and observe that Z
(p)
0 (τ0(ln
4 n)) = (b− 1)bln4 nc+ 1. Hence
lim
n→∞ e
−(bp−1)(τ(ln4 n)−τ0(ln4 n)) = 1 in probability,
and our claim follows from the identity τ ′(ln4 n) = τ0(ln4 n)− τ(ln4 n).
We observe that the population at time τ(ln4 n) when we start our observation consists of ∆n mutants
and (b − 1)bln4 nc + 1 − ∆n individuals of the ancestral type. Then, we write Z ′(p)0 = (Z ′(p)0 (t) : t ≥ 0)
for the process that counts the number of individuals with the ancestral type, which has the same law
as Z(p)0 but starting from Z
′(p)
0 (0) = (b− 1)bln4 nc+ 1−∆n. We recall that
W ′(t) := e−(b−1)tZ ′(t) and W ′(p)0 (t) := e
−(bp−1)tZ ′(p)(t), t ≥ 0
are nonnegative square-integrable martingales which converge a.s. and in L2(P).
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Proof of Lemma 2.2. An application of Doob’s inequality (see, e.g., Equation (6) in [75]) shows for all η > 0
that
lim
n→∞P
(∣∣∣e−(b−1)τ ′(ln4 n)Z ′(τ ′(ln4 n))− Z ′(0)∣∣∣ > η ln3 n) = 0
and using the fact that Z ′(p)0 (0) ≤ (b− 1)bln4 nc+ 1, we also get
lim
n→∞P
(∣∣∣e−(bp−1)τ ′(ln4 n)Z ′(p)0 (τ ′(ln4 n))− Z ′(p)0 (0)∣∣∣ > η ln3 n) = 0.
Then, since ∆0,n = Z ′(τ ′(ln4 n))− (b− 1)bln4 nc − 1, ∆n = (b− 1)bln4 nc+ 1− Z ′(p)0 (0), and Z ′(0) =
(b− 1)bln4 nc+ 1, one readily gets
∆n −∆0,n
= Z ′(τ ′(ln4 n))
(
e−(b−1)τ
′(ln4 n) − 1
)
− Z ′(p)0 (τ ′(ln4 n))
(
e−(bp−1)τ
′(ln4 n) − 1
)
+ o(ln3 n)
in probability. We next note from Lemma 2.7 that
Z
′(p)
0 (τ
′(ln4 n))
(
e(1−p)τ
′(ln4 n) − 1
)
= o(ln3 n) in probability,
which yields
∆n −∆0,n =
(
W ′(τ ′(ln4 n))−W ′(p)0 (τ ′(ln4 n))
)(
1− e(b−1)τ ′(ln4 n)
)
+ o(ln3 n)
in probability. Since by Lemma 2.2 we have that
lim
n→∞
(
1− e(b−1)τ ′(ln4 n)
)
= 0 in probability,
we must verify that
W ′(τ ′(ln4 n))−W ′(p)0 (τ ′(ln4 n)) = o(ln3 n) in probability,
in order to get the result of Lemma 2.2. We observe from properties of square-integrable martingales
that
E
[(
W ′(τ ′(ln4 n))
)2]
= E
[[
W ′
]
τ ′(ln4 n)
]
where
[
W ′
]
t
=
∑
0≤s≤t
e−2(b−1)s|Z ′(s)− Z ′(s−)|2 for t ≥ 0.
A straightforward calculation shows that the compensator of jump process [W ′] is
〈W ′〉t = (b− 1)2
∫ t
0
e−2(b−1)sZ ′(s)ds for t ≥ 0,
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that is [W ′]t − 〈W ′〉t is a local martingale. Thus,
E
[(
W ′(τ ′(ln4 n))
)2]
= E
[
〈W ′〉τ ′(ln4 n)
]
≤ E [〈W ′〉∞] = (b− 1)((b− 1)bln4 nc+ 1).
Hence by the Markov inequality we have that
W ′(τ ′(ln4 n)) = o(ln3 n) in probability.
Similarly one gets
W
′(p)
0 (τ
′(ln4 n)) = o(ln3 n) in probability,
from where our claim follows.
2.2.2 The spread of fluctuations
The purpose here is to resume the growth of the system of branching processes with rare mutation from
the size (b−1)bln4 nc+1 to the size (b−1)n+1 and observe that the germ of the fluctuations ∆n spreads
regularly. In this direction, we proceed similarly as the last part of the preceding section. We recall that
Z ′ denotes the process of the total population started from Z ′(0) = (b− 1)bln4 nc+ 1. We consider
τ ′(n) = inf{t ≥ 0 : Z ′(t) = (b− 1)n+ 1},
the time needed for the total population to reach size (b− 1)n+ 1. Hence, in the notation of Theorem 2.2
Gn = Z
′(p)
0 (τ
′(n)),
where as the previous section, we write Z ′(p)0 for the process that counts the number of individuals with
the ancestral type starting from Z ′(p)0 (0) = (b− 1)bln4 nc+ 1−∆n.
We have now all the ingredients to establish Theorem 2.2.
Proof of Theorem 2.2. Again from the estimate of Equation (6) in [75], we get for all η > 0 that
lim
n→∞P
(∣∣∣((b− 1)n+ 1)e−(b−1)τ ′(n) − (b− 1) ln4 n− 1∣∣∣ > η ln3 n) = 0,
this yields
e(b−1)τ
′(n) =
n
ln4 n
+ o
(
1
lnn
)
in probability. (2.23)
On the other hand, using the fact that Z ′(p)0 (0) ≤ (b− 1)bln4 nc+ 1, we also get
lim
n→∞P
(∣∣∣e−(bp−1)τ ′(n)Z ′(p)0 (τ ′(n))− Z ′(p)0 (0)∣∣∣ > η ln3 n) = 0,
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and deduce that
Gn = e
(bp−1)τ ′(n)((b− 1) ln4 n−∆n) + o
( n
lnn
)
in probability.
Next, it is convenient to apply Skorokhod’s representation theorem and assume that the weak con-
vergence in Corollary 2.1 holds almost surely. Hence
Gn = e
(bp−1)τ ′(n)
(
(b− 1) ln4 n− β
β − 1c ln
3 n
(
3 ln lnn+
(
Zc,β + 1− 1
β
)))
+ o
( n
lnn
)
in probability. We next note from (2.23) that
e(bp−1)τ
′(n) = e−βc
n
ln4 n
+ 4βce−βcn
ln lnn
ln5 n
+ o
(
n
ln5 n
)
in probability. Recall that β = b/(b− 1), then
Gn =
1
β − 1e
−βcn+
β
β − 1ce
−βcn
ln lnn
lnn
− β
β − 1ce
−βc n
lnn
(
Zc,β + 1− 1
β
)
+ o
( n
lnn
)
in probability, which completes the proof.
2.3 Proof of Theorem 2.1
Our approach is based in the introduction of a continuous version of the construction of a b-ary re-
cursive tree that enables us to superpose Bernoulli bond percolation dynamically in the tree structure.
We begin at time 0 from the tree with just one internal vertex which corresponds to the root having b
external vertices. Once the random tree with size n ≥ 1 has been constructed, we equip each of the
(b − 1)n + 1 external vertices with independent exponential random variables ζi of parameter 1. Then,
after a waiting time equal to mini∈{1,...,(b−1)n+1} ζi, one of the external vertices is chosen uniformly at
random and is replaced it by the internal vertex n + 1 to which b new leaves are attached. We observe
that mini∈{1,...,(b−1)n+1} ζi is exponentially distributed with parameter (b− 1)n+ 1.
We denote by T (t) the tree which has been constructed at time t ≥ 0, and by |T (t)| its size, i.e. the
number of internal vertices. The process of the size (|T (t)| : t ≥ 0) is clearly Markovian and if we define
γ(n) = inf{t ≥ 0 : |T (t)| = n}, n ≥ 1,
then T (γ(n)) is a version of the b-ary recursive tree of size n, Tn. However for our purpose it will be
more convenient work with the process Y defined by
Y (t) = (b− 1)|T (t)|+ 1, t ≥ 0 (2.24)
with starting value Y (0) = b. It should be clear that Y is a Yule process as described in Section 2.2, i.e. it
has jumps of size b− 1 and unit birth rate per unit population size. We also point out that the process Y
gives us the number of external vertices on the tree.
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We next superpose Bernoulli bond percolation with parameter p = pn defined in (2.1) to the growth
algorithm in continuous time of the b-ary recursive tree. We follow the approach developed by Bertoin
and Uribe Bravo [32] but with a slight modification. We draw an independent Bernoulli random vari-
able p with parameter p, each time an internal vertex is inserted. The edge which connects this new
internal vertex is cut at its midpoint when p = 0 and remains intact otherwise. This disconnects the tree
into connected clusters which motivates the following. We write T (p)(t) for the resulting combinatorial
structure at time t. So, the percolation clusters of T (t) are the connected components by a path of intact
edges of T (p)(t).
Let T (p)0 (t) be the subtree that contains the root. We write H
(p)
0 (t) for the number of half-edges
pertaining to the root cluster at time t. So that, its number of external vertices is given by
Y
(p)
0 (t) = (b− 1)|T (p)0 (t)|+ 1−H(p)0 (t).
We are now be able to observe the connection with the system of branching processes with rare
mutations described in the preceding section. It should be plain from the construction that the size
of the root-cluster at time t, i.e. Y (p)0 (t), of T (t) after percolation with parameter p, coincides with the
number of individuals with the ancestral type Z(p)0 (t) in the system Z
(p) of branching processes with
rare mutations of Section 2.2. In fact, we already mentioned that the process Y has the same random
evolution as the process of the total size in the system Z. Recall that the algorithm for constructing a
b-ary recursive tree is run until the time
γ(n) = inf{t ≥ 0 : |T (t)| = n} = inf{t ≥ 0 : Y (t) = (b− 1)n+ 1}
when the structure has n internal vertices. Then, the size C(p)0 of the percolation cluster containing the
root when the tree has n internal vertices satisfies
C
(p)
0 = |T (p)0 (γ(n))|.
In addition, it should be plain that
Y
(p)
0 (γ(n)) = (b− 1)C(p)0 + 1−H(p)0 (γ(n)),
coincides with the number of individuals with the ancestral type in the branching system Z(p), at time
when the total population reaches the size (b−1)n+ 1, i.e. Gn, according to the notation of Theorem 2.2.
Hence in order to establish Theorem 2.1, it is sufficient to get an estimate of the number of half-edges
pertaining to the root-subtree at time γ(n).
Lemma 2.8. We have
lim
n→∞
lnn
n
H
(p)
0 (γ(n)) = ce
−βc in probability.
Proof. We observe that the processes
H
(p)
0 (t)− (1− p)
∫ t
0
Y
(p)
0 (s)ds and Y
(p)
0 (t)− (bp− 1)
∫ t
0
Y
(p)
0 (s)ds, t ≥ 0
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are martingales. Thus,
L(p)(t) := H
(p)
0 (t)−
1− p
bp− 1Y
(p)
0 (t), t ≥ 0
is also a martingale. Observe that since p = pn satisfies (2.1), for n large enough such that 2/(b + 1) ≤
p ≤ 1, its jumps |L(p)(t)− L(p)(t−)| have size at most b. Since there are at most n jumps up to time γ(n),
the bracket of L(p) can be bounded by [L(p)]γ(n) ≤ b2n. Hence we have
lim
n→∞E
(∣∣∣∣ lnnn L(p)(γ(n))
∣∣∣∣2
)
= 0. (2.25)
On the other hand, we know from Lemma 2.4 that
lim
n→∞ e
−(b−1)γ(n)Y (γ(n)) = lim
n→∞ e
−(bp−1)γ(n)Y (p)0 (γ(n)) = W (∞) in probability
which implies that
lim
n→∞
Y
(p)
0 (γ(n))
n
= (b− 1)e−βc in probability,
and the result follows readily from (2.25), the above limit and the fact that 1− p = o(1).
Therefore, from the identity
C
(p)
0 =
Y
(p)
0 (γ(n))− 1 +H(p)0 (γ(n))
(b− 1) ,
Theorem 2.2 applies to Y (p)0 (γ(n)) and Lemma 2.8 yields the result of Theorem 2.1.
2.4 Percolation on scale-free trees
We conclude this work by showing that the approach used in the proof of Theorem 2.1 can be also
applied to study percolation on scale-free random trees. Recall that they form a family of random trees
on a set of ordered vertices, say {0, 1, . . . , n}, that grow following a preferential attachment algorithm.
Specifically, fix a parameter a ∈ (−1,∞), and start for n = 1 from the tree T (a)1 on {0, 1} which has a
single edge connecting 0 and 1. Suppose that T (a)n has been constructed for some n ≥ 2, and for every
i ∈ {0, 1, . . . , n}, denote by dn(i) the degree of the vertex i in T (a)n . Then conditionally given T (a)n , the tree
T
(a)
n+1 is built by adding an edge between the new vertex n+ 1 and a vertex vn in T
(a)
n chosen at random
according to the law
P
(
vn = i|T (a)n
)
=
dn(i) + a
2n+ a(n+ 1)
, i ∈ {0, 1, . . . , n}.
Clearly, the preceding expression defines a probability measure since the sum of the degrees of a
tree with n+ 1 vertices equals 2n. Note also that when one lets a→∞ the algorithm yields an uniform
recursive tree since vn becomes uniformly distributed on {0, 1, . . . , n}. We then perform Bernoulli bond
percolation with parameter given by (2.1), i.e. pn = 1 − c/ lnn, where c > 0 is fixed. It has been
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observed by Bertoin and Uribe Bravo [32] that this choice of the percolation parameter corresponds to
the supercritical regime. More precisely, the size of the cluster Γ(α)n containing the root satisfies
lim
n→∞n
−1Γ(α)n = e
−αc in probability,
where α = (1 + a)/(2 + a). We are interested in the fluctuations of Γ(α)n , and show that an analogous
result to Theorem 2.1 holds for large scale-free random trees.
Theorem 2.3. Set α = (1 + a)/(2 + a), and assume that the percolation parameter pn is given by (2.1). Then as
n→∞, there is the weak convergence(
n−1Γ(α)n − e−αc
)
lnn− αce−αc ln lnn⇒ −αce−αcZ ′c,α
where
Z ′c,α = Z − κ′α + ln (αc) (2.26)
with Z the continuous Luria-Delbrück distribution and
κ′α = 1−
1
α
+
1
α
∞∑
k=2
(α)k
k!
(−1)k
k − 1 .
We now focus on the proof of Theorem 2.3. We follow the route used in the proof of Theorem 2.1,
and we analyze a system of branching processes with rare neutral mutations. We point out that in order
to avoid repetitions, some technical details will be skipped.
We start by considering a pure birth branching process Z(a) = (Z(a)(t) : t ≥ 0) in continuous
space, that has only jumps of size 2 + a, and with unit birth rate per unit population size. We shall
be mainly interested in a class of population systems which arises by incorporating mutations to the
preceding branching process. More precisely, we describe the evolution of such a system by a process
Z(p,a) = (Z(p,a) : t ≥ 0), where for each t ≥ 0, Z(p,a)(t) = (Z(p,a)0 (t), Z(a)1 (t), . . . ) is a collection of
nonnegative variables. At the initial time, all the sub-populations Z(a)i (0) of type i ≥ 1 are taken to be
equal to zero, and Z(p,a)0 (0) = 2 + 2a which is the size of the ancestral (or clone) population. We consider
that at rate p per unit population size, the clone population produces 2 + a new clones, and that at rate
1− p per unit population size, they always create a single mutant population of a new type of size 1 + a.
The new mutant populations behave as the process Z(a) but starting from 1 + a. Clearly, the sum over
all sub-populations
Z(a)(t) = Z
(p,a)
0 (t) +
∑
i≥1
Z
(a)
i (t), t ≥ 0,
evolves as the pure birth branching process described at the beginning of this paragraph.
We next observe the growth of the system of branching process Z(p,a) until the time
τ (a)(ln4 n) = inf{t ≥ 0 : Z(a)(t) = (2 + a)bln4 nc+ a},
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which is when the total size of the population reaches (2 + a)bln4 nc+ a. Our first purpose is to estimate
precisely the number ∆(α)n of mutants at this time. This stage corresponds to the analysis of the germ,
and approach line will be similar to that in Section 2.2.1. In this direction, it will be useful to study the
number of mutants ∆(α)0,n at time
τ
(a)
0 (ln
4 n) = inf{t ≥ 0 : Z(p,a)0 (t) = (2 + a)bln4 nc+ a}
whose distribution is easier to estimate than that of ∆(α)n . We shall establish the following limit theorem
in law that is equivalent to the Proposition 2.1.
Proposition 2.2. As n→∞, there is the weak convergence
∆
(α)
0,n
ln3 n
− 3 α
1− αc ln lnn⇒
α
1− αc
(
Z ′c,α + 1−
1
α
)
where Z ′c,α is the random variable defined in (2.26).
Before proving the Proposition 2.2, it is convenient to introduce the following representation of the
total mutant population as we have done in Section 2.2.1. For i ≥ 1, we write
b
(p)
i = inf{t ≥ 0 : Z(a)i (t) > 0},
for the birth time of the sub-population with type i. Then the processes (Z(a)i (t− b(p)i ) : t ≥ b(p)i ) form a
sequence of i.i.d. branching processes with the same law as Z(a) but starting value 1 + a, which is inde-
pendent of the birth-times (b(p)i )i≥1 and the process Z
(p,a)
0 . Moreover, this sequence is also independent
of the process that counts the number of mutation events which is defined by M (a)(t) = max{i ≥ 1 :
Z
(a)
i (t) > 0}. Thus, since the jump times of M (a) are in fact b(p)1 < b(p)2 < . . . , we can express the total
mutant population at time t ≥ 0 as,
Z
(a)
m (t) =
M(a)(t)∑
i=1
Z
(a)
i (t− b(p)i ).
We observe that for i ≥ 1, the process ((2 +a)−1Z(a)i (t− b(p)i ) : t ≥ b(p)i ) is a Yule branching process in
continuous space with birth rate 2 +a per unit population size. Then similarly as we obtained the result
in Lemma 2.3, we get for t ≥ 0 and θ ∈ R,
E[eiθZ
(a)
m (t)] = E
[
exp
(
(1− p)
∫ t
0
Z
(p,a)
0 (t− s)(ϕ(a)s (θ)− 1)ds
)]
(2.27)
where
ϕ
(a)
t (θ) = E
[
eiθZ
(a)(t)
∣∣Z(a)(0) = 1 + a] = ( eiθ(2+a)e−(2+a)t
1− eiθ(2+a) + eiθ(2+a)e−(2+a)t
)α
with α = (1 + a)/(2 + a).
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At this point, the difference between the constants in Theorem 2.1 and Theorem 2.3 must be evident,
mostly due to the different behavior of the branching processes associated to the b-ary recursive trees
and scale-free random trees. Essentially, the constant κβ of Theorem 2.1 depends of the characteristic
function (2.6) through the computations made in Lemma 2.6, which is clearly distinct from (2.27).
We are now able to establish Proposition 2.2.
Proof of Proposition 2.2. We fix θ ∈ R and define mn = αc ln3 n. Since we have the identity ∆(α)0,n =
Z
(a)
m (τ
(a)
0 (ln
4 n)), it follows from (2.27) that the characteristic function of m−1n ∆
(α)
0,n − (1 − α)−1 lnmn is
given by
E
[
eiθ(m
−1
n ∆
(α)
0,n−(1−α)−1 lnmn)
]
= E
[
exp
(
I(p,a)(τ
(a)
0 (ln
4 n))− (1− α)−1 lnmn
)]
, (2.28)
where
I(p,a)(t) = (1− p)
∫ t
0
Z
(p,a)
0 (t− s)(ϕ(a)s (u)− 1)ds for t ≥ 0,
and u = θ/(αc ln3 n). Next, a similar computation as the proof of Lemma 2.5 shows that
lim
n→∞
(
I(p,a)(τ
(a)
0 (ln
4 n))− I(p,a)m (τ (a)0 (ln4 n))
)
= 0 in probability, (2.29)
where
I(p,a)m (t) = (1− p)W (p,a)0 (∞)e(2+a)t
∫ t
0
e−(2+a)s(ϕ(a)s (u)− 1)ds for t ≥ 0.
and W (p,a)0 (∞) is the terminal value of the martingale W (p,a)0 (t) = e−(1+p(1+a))tZ(p,a)0 (t). Moreover, the
integral of the previous expression can be computed explicitly,∫ t
0
e−(2+a)s(ϕ(a)s (u)− 1)ds =
1− eiu(2+a)
(2 + a)eiu(2+a)
(
α ln(1− eiu(2+a) + eiu(2+a)e−(2+a)t) + κ′α,u(t)
)
,
with
κ′α,u(t) =
∞∑
k=2
(α)k
k!
(eiu(2+a) − 1)k−1
k − 1
(
1− 1
(1− eiu(2+a) + eiu(2+a)e−(2+a)t)k−1
)
.
Hence from Lemma 3 in [32] (which is the analog of Lemma 2.4), we conclude after some computations
that
lim
n→∞
(
I
(p,a)
m (τ
(a)
0 (ln
4 n))− iθ(1− α)−1 lnmn
)
= −iθ(1− α)−1
(
κ′α − 1 +
1
α
)
− iθ(1− α)−1 ln |(1− α)−1θ| − 1
2
pi|(1− α)−1θ|
in probability, and our claim follows from (2.29), by letting n→∞ in (2.28).
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It follows now readily from the same arguments that we have developed to show Lemma 2.2 that
∆
(α)
n and ∆
(α)
0,n have the same asymptotic behavior. Specifically, we have:
Corollary 2.2. As n→∞, there is the weak convergence
∆
(α)
n
ln3 n
− 3 α
1− αc ln lnn⇒
α
1− αc
(
Z ′c,α + 1−
1
α
)
where Z ′c,α is the random variable defined in (2.26).
Similarly as in Section 2.2.2, we now resume the growth of the system of branching process with
rare mutation from the size (2 + a)bln4 nc + a to the size (2 + a)n + a, and show that the fluctuations
of ∆(α)n spread regularly. In this direction, we write Z ′(a) = (Z ′(a)(t) : t ≥ 0) for the process of the
total size of the population started from Z ′(a)(0) = (2 + a)bln4 nc + a, which has the same law as the
branching process Z(a). We observe that the population at the time when we restart our observation
consists of ∆(α)n mutants and (2 + a)bln4 nc + a − ∆(α)n individuals with the ancestral type. Then, we
write Z ′(p,a)0 = (Z
′(p,a)
0 (t) : t ≥ 0) for the process that counts the number of clone individuals, which has
the same law as Z(p,a)0 but starting from Z
′(p,a)
0 (0) = (2 + a)bln4 nc+ a−∆(α)n . We consider the time
τ ′(a)(n) = inf{t ≥ 0 : Z ′(a)(t) = (2 + a)n+ a}.
Then the number of individuals with the ancestral type at time when the total population generated
by the branching process reaches (2 + a)n+ a is given by
G(α)n = Z
′(p,a)
0 (τ
′(a)(n)).
We are now able to state the following analog of Theorem 2.2.
Theorem 2.4. Set α = (1 + a)/(2 + a). As n→∞, there is the weak convergence(
n−1G(α)n −
1
1− αe
−αc
)
lnn− α
1− αce
−αc ln lnn⇒ − α
1− αce
−αc
(
Z ′c,α + 1−
1
α
)
,
where Z ′c,α is the random variable defined in (2.26).
Proof. We recall that
W ′(a)(t) := e−(2+a)tZ ′(a)(t) and W ′(p,a)0 (t) := e
−(1+p(1+a))tZ ′(p,a)(t), t ≥ 0
are nonnegative square-integrable martingales which converge a.s. and in L2(P). Hence from the esti-
mate of Equation (6) in [75], we get for all η > 0 that
lim
n→∞P
(∣∣∣((2 + a)n+ a)e−(2+a)τ ′(a)(n) − ((2 + a)bln4 nc+ a)∣∣∣ > η ln3 n) = 0,
this yields
e(2+a)τ
′(a)(n) =
n
ln4 n
+ o
(
1
lnn
)
in probability.
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On the other hand, using the fact that Z ′(p,a)0 (0) ≤ (2 + a)bln4 nc+ a, we also get
lim
n→∞P
(∣∣∣e−(1+p(1+a))τ ′(a)(n)Z ′(p,a)0 (τ ′(a)(n))− Z ′(p,a)0 (0)∣∣∣ > η ln3 n) = 0,
and deduce that
G(α)n = e
(1+p(1+a))τ ′(a)(n)((2 + a) ln4 n−∆(α)n ) + o
( n
lnn
)
in probability.
Skorokhod’s representation theorem enables us to assume that the weak convergence in Corollary 2.2
holds almost surely. Hence
G(α)n = e
(1+p(1+a))τ ′(a)(n)
(
(2 + a) ln4 n− α
1− αc ln
3 n
(
3 ln lnn+ Z ′c,α + 1−
1
α
))
+ o
( n
lnn
)
in probability. It follows that
G(α)n =
1
1− αe
−αcn+
α
1− αce
−αcn
ln lnn
lnn
− α
1− αce
−αc n
lnn
(
Z ′c,α + 1−
1
α
)
+ o
( n
lnn
)
in probability, which completes the proof.
We have now all the ingredients to establish Theorem 2.3.
Proof of Theorem 2.3. We follow Bertoin and Uribe Bravo [32], and we consider a continuous time version
of the growth algorithm with preferential attachment as we have done for the b-ary recursive trees.
We start at 0 from the tree {0, 1}, and once the random tree with size n ≥ 2 has been constructed,
we equip each vertex i ∈ {0, 1, . . . , n} with an exponential random variable ζi of parameter dn(i) + a,
independently of the other vertices. Then the next vertex n + 1 is attached after time mini∈{0,1,...,n} ζi at
the vertex vn = argmini∈{0,1,...,n}ζi. Let us denote by T
(a)(t) the tree which has been constructed at time
t, and by |T (a)(t)| its size, i.e. its number of vertices. It should be plain that if we define
γ(a)(n) = inf{t ≥ 0 : |T (a)(t)| = n+ 1},
then T (a)
(
γ(a)(n)
)
is a version of a scale-free tree of size n + 1, T (a)n . Furthermore, the process Y (a)
defined by
Y (a)(t) = (2 + a)|T (a)(t)| − 2, t ≥ 0,
is a pure branching process with initial value Y (a)(0) = 2a + 2 that has only jumps of size 2 + a, and
with unit birth rate per unit population size. Then we incorporate Bernoulli bond percolation to the
algorithm similarly to how we did in Section 2.2 for the b-ary recursive trees. We draw an independent
Bernoulli random variable p with parameter p, each time an edge is inserted. If p = 1, the edge is
left intact, otherwise we cut this edge at its midpoint. We write T (p,a)(t) for the resulting combinatorial
structure at time t. Hence the percolation clusters of T (a)(t) are the connected components by a path
of intact edges of T (p,a)(t). Let T (p,a)0 (t) be the subtree that contains the root. We write H
(p,a)
0 (t) for the
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number of half-edges pertaining to the root cluster at time t and set
Y
(p,a)
0 (t) = (2 + a)|T (p,a)0 (t)|+H(p,a)0 (t)− 2.
We now observe the connection with the system of branching processes with rare mutations Z(p,a).
It should be plain from the construction that Y (p,a)0 has the same random evolution as the process of
the number of individuals with the ancestral type Z(p,a)0 (t). In fact, the process Y
(a) coincides with the
process of the total size Z(a). Then, the size Γ(α)n of the percolation cluster containing the root when the
structure has size n+ 1 satisfies Γ(α)n = |T (p,a)0 (γ(a)(n))|. In addition, it should be plain that
Y
(p,a)
0 (γ
(a)(n)) = (2 + a)Γ(α)n +H
(p,a)
0 (γ
(a)(n))− 2, (2.30)
coincides with the number of individuals with the ancestral type in the branching system Z(p,a), at time
when the total population reaches the size (2 + a)n + a, i.e. G(α)n . Then, in order to establish Theorem
2.3, it is sufficient to get an estimate of the number of half-edges pertaining to the root-subtree at time
γ(a)(n). We follow the route of Lemma 2.8 and observe that the process
L(p,a)(t) := H
(p,a)
0 (t)−
1− p
1 + p+ pa
Y
(p,a)
0 (t), t ≥ 0
is a martingale whose jumps have size at most 2 + a. Since there are at most n jumps up to time γ(a)(n),
the bracket of L(p,a) can be bounded by [L(p,a)]γ(a)(n) ≤ (2 + a)2n. Hence we have
lim
n→∞E
(∣∣∣∣ lnnn L(p,a)(γ(a)(n))
∣∣∣∣2
)
= 0.
On the other hand, from Lemma 3 in [32] we get that
lim
n→∞ e
−(2+a)γ(a)(n)Y (a)(γ(a)(n)) = lim
n→∞ e
−(1+p(1+a))γ(a)(n)Y (p,a)0 (γ
(a)(n)) = W (a)(∞)
in probability, whereW (a)(∞) is defined as the terminal value of the martingaleW (a)(t) = e−(2+a)tY (a)(t).
Thus, we have that
lim
n→∞
lnn
n
H
(p,a)
0 (γ
(a)(n)) = ce−αc in probability,
and the result in Theorem 2.3 follows from Theorem 2.4 and the identity (2.30).
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CHAPTER 3
Cutting-down random trees
“It’s the questions we can’t answer that teach us the most. They teach
us how to think. If you give a man an answer, all he gains is a little
fact. But give him a question and he’ll look for his own answers."
— Patrick Rothfuss, The Wise Man’s Fear
In this chapter, we study the asymptotic behavior of the cut-tree associate with the destruction proce-
dure of a random tree described in the Section 1.3. For instance, we consider uniform random recursive
trees, binary search trees and scale-free random trees. This is based on the article [3].
3.1 Introduction and main result
3.1.1 General introduction
Let us first recall the definition of cut-tree introduced by Bertoin [39]. Consider a tree Tn on a finite set
of vertices, say [n] := {1, . . . , n}, rooted at 1. We associate with Tn a random rooted binary tree Cut(Tn)
with n leaves which records the genealogy induced by the the destruction process of Tn: each vertex of
Cut(Tn) corresponds to a subset (or block) of [n], the root of Cut(Tn) is the entire set [n] and its leaves are
the singletons {1}, . . . , {n}. We remove successively the edges of Tn in a uniform random order; at each
step, a subtree of Tn with set of vertices, say, B , splits into two subtrees with sets of vertices, say, B′ and
B′′ respectively; in Cut(Tn), B′ and B′′ are the two offsprings of B . Notice that, by construction, the set
of leaves of the subtree of Cut(Tn) that stems from some block coincides with this block. See Figure 3.1
for an illustration.
The cut-tree is an interesting tool to study the isolation of nodes in a tree. As an example, sample k
vertices uniformly at random with replacement in the tree Tn, say, U1, . . . , Uk. Then independently, start
the fragmentation of the tree as described above but in addition, each time the removal of an edge cre-
ates a connected component which does not contain any of the k selected vertices, discard immediately
the latter component. This dynamics stop when the tree is reduced to the k selected singletons. It should
be plain that the subtrees which are not discarded correspond to the blocks of the tree Cut(Tn) reduced
to its branches from its root to the k leaves {U1}, . . . , {Uk}. As a consequence, the number of steps of
this isolation procedure is given by the number of internal nodes of this reduced tree or, equivalently,
its length minus the number of distinct leaves plus one; in the case k = 1, the latter is simply the height
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1
2
3
4
5
6
7
8
9
10
11
i
ii
iii
iv
v
vi
vii
viii
ix
x
[11] = {1, . . . , 11}
{1, 3, 4, 5, 9, 11}
{1, 5, 9}
{1, 5}
{1} {5}
{9}
{3, 4, 11}
{3, 11}
{3} {11}
{4}
{2, 6, 7, 8, 10}
{2, 8}
{2} {8}
{6, 7, 10}
{6, 7}
{6} {7}
{10}
FIGURE 3.1: A tree of size eleven with the order of cuts on the left, and the corresponding
cut-tree on the right
of a uniform random leaf in Cut(Tn).
On the other hand, Baur [76] has recently introduced another tree associated to the destruction pro-
cess of uniform random recursive trees, called tree of components. Informally, one considers a dynam-
ically version of the cutting procedure, where edges are equipped with i.i.d. exponential clocks and
deleted at time given by the corresponding variable. Then, each removal of an edge gives birth to a new
tree component, which sizes and birth times are encoding by a tree-indexed process. He used this tree
of components to study cluster sizes created from performing Bernoulli bond percolation on uniform
random recursive trees. We do not study the tree of components in this work but, we think would be
of interest, and may be seen as a complement of the cut-tree. However, a common feature with our
analysis is that, it is useful to consider a continuous time version of the destruction process.
In this chapter, we study the behavior of Cut(Tn) when the tree Tn is star-shape, that is, the last
common ancestor of two randomly chosen vertices is close to the root (after proper rescaling) with high
probability. We consider also that Tn has a small height of order o(
√
n), in the sense that that the dis-
tance (the number of edges) between its root 1, and a typical vertex in Tn is of this order o(
√
n) For
instance, this is the case for uniform random recursive trees, binary search trees, scale-free random trees
and regular trees; see for example Drmota [8] and Barabási [11]. Informally, the main result provides
a general criterion, depending on the nature of Tn, for the convergence in distribution of the rescaled
Cut(Tn) when n→∞.
We next introduce the necessary notation and recall some relevant results on the topological space
of trees. This, we will enables us to state our main result in Section 3.1.3.
3.1.2 Measured metric spaces and the Gromov-Prokhorov topology
We begin by introducing some basic facts about topological space of trees in which limits can be taken,
and define the limit objects. A pointed metric measure space is a quadruple (T , d, ρ, ν) where (T , d) is a
separable and complete metric space, ρ ∈ T a distinguished element called the root of T , and ν a Borel
probability measure on (T , d). This quadruple is called a real tree if in addition, T is a tree, in the sense
that it is a geodesic space for which any two points are connected via a unique continuous injective
path up to re-parametrization. This is a continuous analog of the graph-theoretic definition of a tree
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as a connected graph with no cycle. For sake of simplicity, we frequently write T to refer to a pointed
metric measure space (T , d, ρ, ν). We say that two measured rooted spaces (T , d, ρ, ν) and (T ′, d′, ρ′, ν ′)
are isometry-equivalent if there exists a root-preserving, bijective isometry φ : supp(µ) ∪ {ρ} → T ′
(here supp is the topological support) such that the image of ν by φ is ν ′. This defines an equivalence
relation between pointed metric measure spaces, and we note that representatives (T , d, ρ, ν) of a given
isometry-equivalence class can always be assumed to have supp(µ) ∪ {ρ} = T . It is also convenient
to agree that for a > 0, aT denotes the same space T but with distance rescaled by the factor a, i.e.
(T , ad, ρ, ν).
It is well-known that the set M of isometry-equivalence classes of pointed metric spaces is a Polish
space when endowed with the so-called Gromov-Prokhorov topology see Section 1.3.2. This topology
was introduced by Greven, Pfaffelhuber and Winter in [77] under the name of Gromov-weak topology.
We can then view the Cut(Tn) for n ≥ 1 as a sequence random variables with values in M (i.e. a se-
quence of real random tree). For convenience, we adopt a slightly different point of view for Cut(Tn)
than the usual for finite trees, focusing on leaves rather than internal nodes. More precisely, we set
[n]0 = {0, 1, . . . , n} where 0 correspond to the root [n] of Cut(Tn) and 1, . . . , n to the leaves (i.e. i is
identified with the singleton {i}). We consider the random pointed metric measure space ([n]0, δn, 0, µn)
where δn is the random graph distance on [n]0 induced by the cut-tree, 0 is the distinguished element,
and µn is the uniform probability measure on [n] extended by µn(0) = 0. That is, µn is the uniform
probability measure on the set of leaves of Cut(Tn). We point out that the combinatorial structure of the
cut-tree can be recovered from ([n]0, δn, 0, µn), so by a slight abuse of notation, sometimes we refer to
Cut(Tn) as the latter pointed metric measure space.
Finally, we recall a convenient characterization of the Gromov-Prokhorov topology that relies on the
convergence of distances between random points. A sequence (Tn, dn, ρn, νn) of pointed measure metric
spaces converges in the Gromov-Prokhorov sense to an element of M, say (T∞, d∞, ρ∞, ν∞), if and only
if the following holds: for n ∈ {1, 2, . . . } ∪ {∞}, set ξn(0) = ρn and let ξn(1), ξn(2), . . . be a sequence of
i.i.d. random variables with law νn, then
(dn(ξn(i), ξn(j)) : i, j ≥ 0)⇒ (d∞(ξ∞(i), ξ∞(j)) : i, j ≥ 0)
where⇒means convergence in the sense of finite-dimensional distribution, ξ∞(0) = ρ∞ and ξ∞(1), ξ∞(2),
. . . is a sequence of i.i.d. random variables with law ν∞; see for example Corollary 8 of [49]. One can
interpret (d∞(ξ∞(i), ξ∞(j)) : i, j ≥ 0) as the matrix of mutual distances between the points of an i.i.d.
sample of (T∞, d∞, ρ∞, ν∞). Moreover, it is important to point out that by the Gromov’s reconstruction
theorem in [50], the distribution of the above matrix of distances characterizes (T∞, d∞, ρ∞, ν∞) as an
element of M.
3.1.3 Main result
We first introduce notation and hypotheses which will have an important role for the rest of the work.
Recall that Tn is a tree with set of vertices [n] = {1, . . . , n}, rooted at 1. We denote by u and v two
independent uniformly distributed random vertices on [n]. Let dn be the graph distance in Tn, and
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` : N→ R+ be some function such that limn→∞ `(n) =∞. We introduce the following hypothesis
1
`(n)
(dn(1, u), dn(u, v))⇒ (ζ1, ζ1 + ζ2). (H)
where ζ1 and ζ2 are i.i.d. variables in R+ with no atom at 0. This happens with ζi a positive constant
for some important families of random trees, such as uniform recursive trees, regular trees, scale-free
random trees and binary search trees (and more generally b-ary recursive trees). In Section 3.4, we
consider a different class of examples where the variable ζi is not a constant, which results of the mixture
of similar trees satisfying the hypothesis (H).
Remark 3.1. We observe that
dn(u, v) = dn(1, u) + dn(1, v)− 2dn(1, u ∧ v),
where u ∧ v is the last common ancestor of u and v in Tn. Then, the condition (H) readily implies that
lim
n→∞ `(n)
−1dn(1, u ∧ v) = 0,
in probability. Moreover, if for each fixed k ∈ N, we denote by Lk,n the length of the tree Tn reduced to k vertices
chosen uniformly at random with replacement and its root 1, i.e. the minimal number of edges of Tn which are
needed to connect 1 and such vertices, we see that (H) is equivalent to
1
`(n)
(L1,n, L2,n)⇒ (ζ1, ζ1 + ζ2).
We then write
λ(t) = E[e−tζ1 ], for t ≥ 0,
for the Laplace transform of the random variable ζ1. We henceforth denote
a = E[1/ζ1],
which can be infinite. We define the bijective mapping Λ : [0,∞)→ [0, a) by
Λ(t) =
∫ t
0
λ(s)ds, for t ≥ 0,
where Λ(∞) = limt→∞ Λ(t) = a, and write Λ−1 for its inverse mapping. Observe that (H) entails that
1
`(n)
dn(u, v)⇒ ζ1 + ζ2,
then we consider the next technical condition
lim
n→∞E
[
`(n)
dn(u, v)
1{u6=v}
]
= E
[
1
ζ1 + ζ2
]
<∞. (H ′)
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Theorem 3.1. Suppose that (H) and (H ′) hold with ` such that `(n) = o(
√
n). Furthermore, assume that a <∞.
Then as n→∞, we have the following convergence in distribution in the sense of the pointed Gromov-Prokhorov
topology:
`(n)
n
Cut(Tn)⇒ Iµ.
where Iµ is the pointed measure metric space given by the interval [0, a], pointed at 0, equipped with the Euclidean
distance, and the probability measure µ given by∫ a
0
f(x)µ(dx) = −
∫ a
0
f(x) dλ ◦ Λ−1(x) (3.1)
where f is a generic positive measurable function. The result still valid when a = ∞, and then one considers the
interval [0,∞), pointed at 0, equipped with the same distance and measure.
Theorem 3.1 does not apply for the family of critical Galton-Watson trees conditioned to have size
n considered for Bertoin and Miermont [38] and Dieuleveut [40] since they do not satisfy the condition
(H), and the height of a typical vertex is not of the order o(
√
n). For instance, the case when Tn is a Cay-
ley tree (conditioned Galton-Watson tree with Poisson offspring distribution), for which it is know that
`(n) =
√
n and the variable Li,n in Remark 3.1, for i = 1, 2, is a chi-variable with 2k degrees of freedom;
see for example Aldous [61]. Then, we believe that the threshold
√
n appearing in this work is critical,
i.e. for trees with larger heights the limit of their rescaled cut-tree is a random tree, and not a determin-
istic tree. For instance, when T (c)n is a Cayley tree of size n, it has been shown in [37] that n−1/2Cut(T
(c)
n )
converges in distribution to a Brownian Continuum Random tree, in the sense of Gromov-Hausdorff-
Prokhorov. This has been extended in [38] to a large family of critical Galton-Watson trees with finite
variance, and by Dieuleveut [40] when the offspring distribution belongs to the domain of attraction of
a stable law of index α ∈ (1, 2], both in the sense of Gromov-Prokhorov. We point out that in [40] the
limit is a α-stable continuum random.
On the other hand, Bertoin [39] has shown that for uniform random recursive tree T (r)n of size n that
upon rescaling the graph distance of Cut(T (r)n ) by a factor n−1 lnn, the latter converges in probability
in the sense of pointed Gromov-Hausdorff-Prokhorov distance to the unit interval [0, 1] equipped with
the Euclidean distance and the Lebesgue measure, pointed at 0. The proof of this result uses crucially
a coupling due to Iksanov and Möhle [26] that connects the destruction process in this family of trees
with a remarkable random walk, which is not fulfilled in general for trees we are interested. Thus, we
have to used a fairly different route.
The plan of the rest of this chapter is as follows. In section 3.2, we introduce a continuous version
of the cutting down procedure, where edges are equipped with i.i.d. exponential random variables and
removed at time given by the corresponding variable. Following Bertoin [52] we then represent the
destruction process up to a certain finite time as a Bernoulli bond-percolation, allowing us relate the
tree components with percolation clusters. We then study the behavior of the number of edges which
are remove from the root cluster as time passed, which is closely related with the distance induced by
the cut-tree. We then establish our main result Theorem 3.1 in Section 3.3. In Section 3.4, we provide
some examples of trees that fulfill the hypotheses (H) and (H ′). Then in Section 3.5 we present some
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applications on the isolation of multiple vertices, which extend the results of Kuba and Panholzer [53],
and Baur and Bertoin [54] for uniform random recursive trees. Finally, Section 3.6 is devoted to the proof
of a technical result about the shape of scale-free random trees, which may be of independent interest.
3.2 Cutting down in continuous time
The purpose of this section is to study the destruction dynamics on a general sequence of random trees
Tn. We consider a continuous time version of the destruction process in which edges are removed in-
dependently one of the others at a given rate. We establish the link with Bernoulli bond-percolation
and deduce some properties related to the destruction process, which will be relevant for the proof of
Theorem 3.1.
Recall that for each fixed k ∈ N, we denote by Lk,n the length of the tree Tn reduced to k vertices
chosen uniformly at random with replacement and its root 1. Recall also the Remark 3.1 and then
consider the following weaker version of the hypothesis (H),
1
`(n)
Lk,n ⇒ ζ1 + · · ·+ ζk, (Hk)
where ζ1, . . . is a sequence of i.i.d. variables in R+ with no atom at 0, and the convergence in (Hk) is in
the sense of one-dimensional distribution, i.e. for each fixed k. We stress that the hypothesis (H) implies
(Hk) for k = 1, 2.
We then present the continuous time version of the destruction process. We attach to each edge e of
Tn an independent exponential random variable e(e) of parameter 1/`(n), and we delete it at time e(e).
After the (n−1)th edge has been deleted, the tree has been destructed, and the process ends. Rigorously,
let e1, . . . , en−1 denote the edges of Tn listed in the increasing order of their attached exponential random
variables, i.e. such that e(e1) < · · · < e(en−1). Then at time e(e1), the first edge e1 is removed from Tn,
and Tn splits into two subtrees, say τ1n and τ∗n , where τ1n contains the root 1. Next, if e2 connects two
vertices in τ∗n then at time e(e2), τ∗n splits in two tree components. Otherwise, τ1n splits in two subtrees
after removing the edge e2. We iterate in an obvious way until all the vertices of Tn have been isolated.
Define pn(t) = exp(−t/`(n)) for t ≥ 0, and observe that the probability that a given edge has not
yet been removed at time t in the continuous time destruction process is pn(t). Thus, the configuration
observed at time t is precisely that resulting from a Bernoulli bond percolation on Tn with parameter
pn(t). Further, Bertoin [18] proved that when the hypothesis (Hk) is fulfilled for k = 1, 2, the percolation
parameter pn(t) corresponds to the supercritical regime, in the sense that with high probability, there
exists a giant cluster, that is of size (number of vertices) comparable to that of the entire tree. Thus
focusing on the evolution of the tree component which contains the root 1, we write Xn(t) for its size at
time t ≥ 0; plainly Xn(t) ≤ n. We shall establish the following limit theorem which is an improvement
of Corollary 1 (i) in [18].
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Proposition 3.1. Suppose that (Hk) holds for k = 1, 2. Then, we have that
lim
n→∞ sups≥0
|n−1Xn(s)− λ(s)| = 0 in probability. (3.2)
Proof. It follows from Corollary 1(i) in [18] that for t ≥ 0
lim
n→∞n
−1Xn(t) = λ(t) in probability,
where λ(t) = E(e−tζ1) for t ≥ 0, when ever (Hk) holds for k = 1, 2. Then by the diagonal procedure, we
may extract from an arbitrary increasing sequence of integers a subsequence, say (nl)l∈N, such that with
probability one,
lim
l→∞
n−1l Xnl(s) = λ(s) for all rational s ≥ 0.
As s → Xn(s) decreases, and s → λ(s) is continuous, the above convergence holds uniformly on [0, t]
for an arbitrary fixed t > 0, i.e.
lim
l→∞
sup
0≤s≤t
|n−1l Xnl(s)− λ(s)| = 0 a.s.. (3.3)
On the other hand, we observe that lims→∞ λ(s) = 0. Then for ε > 0, we can find tε > 0 andN(ε) > 0
such that
sup
s>tε
|n−1l Xnl(s)− λ(s)| < ε for nl > N(ε), a.s.,
and therefore, our claim follows by combining (3.3) and the above observation.
It is interesting to recall that the reciprocal of Proposition 3.1 holds. More precisely, Corollary 1 (ii)
in [18] shows that (Hk), for k = 1, 2, form a necessarily and sufficient condition for (3.2).
In order to make the connexion with the discrete destruction process introduced at the beginning of
this work, which is the one we are interested in, we now turn our attention to the numberRn(t) of edges
of the current root component which have been removed up to time t in the procedure described above.
We observe that every jump of the process Rn = (Rn(t) : t ≥ 0) corresponds to removing an edge from
the root component according to the discrete destruction process. We interpret the latter as a continuous
time version of a random algorithm introduced by Meir and Moon [24, 33] for the isolation of the root.
Recall also that
Λ(t) =
∫ t
0
λ(s)ds, for t ≥ 0.
Lemma 3.1. Suppose that (Hk) holds for k = 1, 2, with ` such that `(n) = o(
√
n). Then, we have for every fixed
t > 0
lim
n→∞ sup0≤s≤t
∣∣∣∣`(n)n Rn(s)− Λ(s)
∣∣∣∣ = 0 in probability.
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Proof. We denote by Xn = (Xn(t) : t ≥ 0) the process of the size of the root cluster. The dynamics of the
continuous time destruction process show that the counting process Rn grows at rate `(n)−1(Xn − 1),
which means rigorously that the predictable compensator ofRn(t) is absolutely continuous with respect
to the Lebesgue measure with density `(n)−1(Xn(t)− 1). In other words,
Mn(t) = Rn(t)−
∫ t
0
`(n)−1(Xn(s)− 1)ds
is a martingale; note also that its jumps |Mn(t)−Mn(t−)| have size at most 1. Since there are at most n−1
jumps up to time t, the bracket of Mn can be bounded by [Mn]t ≤ n − 1. By Burkholder–Davis–Gundy
inequality, we have that
E[|Mn(t)|2] ≤ n− 1,
and in particular, since we assumed that `(n) = o(
√
n),
lim
n→∞E
[∣∣∣∣`(n)n Mn(t)
∣∣∣∣2
]
= 0. (3.4)
On the other hand, since (Hk) holds for k = 1, 2, Proposition 3.1 and dominated convergence entail
lim
n→∞
`(n)
n
∫ t
0
`(n)−1(Xn(s)− 1)ds =
∫ t
0
λ(s)ds in probability.
Hence from (3.4) we have that
lim
n→∞
`(n)
n
Rn(t) = Λ(t) in probability,
and since t → Rn(t) increases, by the diagonal procedure as in the proof of Proposition 3.1, our claim
follows.
We continue our analysis of the destruction process, and prepare the ground for the main result
of this section, which is the estimation of the number of steps in the algorithm for the isolating the
root which are needed to disconnect (and not necessarily isolate) a vertex chosen uniformly at random
from the root component. We start by studying the analogous quantity in continuous time. For each
fixed n ∈ N, we denote by u1, u2, . . . a sequence of i.i.d. vertices in [n] = {1, . . . , n} with the uniform
distribution. Next, for every i ∈ N, we write Γ(n)i the first instant when the vertex ui is disconnected
from the root component. We shall establish the following limit theorem in law.
Proposition 3.2. Suppose that (Hk) holds for k = 1, 2. Then as n→∞, the random vector
(Γ
(n)
i : i ≥ 1)⇒ (γi : i ≥ 1)
in the sense of finite-dimensional distribution, where γ1, γ2, . . . are i.i.d. random variables inR+ with distribution
given by P(γ1 > t) = λ(t) for t ≥ 0.
3.2. Cutting down in continuous time 59
Proof. We observe that for every j ∈ N and t1, . . . , tj ≥ 0, there is the identity
P(Γ(n)1 > t1, . . . ,Γ
(n)
j > tj) = P(u1 ∈ T (1)n (t1), . . . , uj ∈ T (1)n (tj)),
where T (1)n (t) denotes the subtree at time t which contains the root 1. Recall that u1, . . . , uj are i.i.d.
uniformly distributed vertices, which are independent of the destruction process. On the other hand,
for t ≥ 0 the variable n−1Xn(t) is the proportion of vertices in the root component at time t, and rep-
resents the conditional probability that a vertex of Tn chosen uniformly at random belongs to the root
component at time t. We thus have
P(Γ(n)1 > t1, . . . ,Γ
(n)
j > tj) = E
[
n−j
j∏
i=1
Xn(ti)
]
.
Since (Hk) holds for k = 1, 2, we conclude from Proposition 3.1 that
lim
n→∞P(Γ
(n)
1 > t1, . . . ,Γ
(n)
j > tj) =
j∏
i=1
λ(ti),
which establishes our claim.
We are now in position to state the main result of this section. We provide a non-trivial limit in
distribution for the number Y (n)i of cuts (in the algorithm for isolating the root) which are needed to
disconnect a vertex chosen uniformly at random, say ui, from the root component.
Corollary 3.1. Suppose that (Hk) holds for k = 1, 2, with ` such that `(n) = o(
√
n). Then as n → ∞, we have
that (
`(n)
n
Y
(n)
i : i ≥ 1
)
⇒ (Yi : i ≥ 1)
in the sense of finite-dimensional distribution, where Y1, Y2, . . . are i.i.d. random variables on [0, a) where a =
Λ(∞), and with distribution given by
E[f(Y1)] = −
∫ a
0
f(x)dλ ◦ Λ−1(x), (3.5)
where f is a generic positive measurable function.
Proof. Recall that Rn(t) denotes the number of edges of the root component which have been removed
up to time t in the continuous procedure described above. We recall also that Γ(n)i denotes the first instant
when the vertex ui, chosen uniformly at random, has been disconnected from the root component.
Hence we have the following identity,
Y
(n)
i = Rn(Γ
(n)
i ) for i ∈ N.
It follows from Lemma 3.1 and Proposition 4.3 that
lim
n→∞
(
`(n)
n
Rn(Γ
(n)
i )− Λ(Γ(n)i )
)
= 0 in probability,
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and therefore, as n→∞, we have that(
`(n)
n
Y
(n)
i : i ≥ 1
)
⇒ (Λ(γi) : i ≥ 1)
in the sense of finite-dimensional distribution, where γ1, γ2, . . . are i.i.d. random variables in R+ with
distribution given by P(γ1 > t) = λ(t). Finally, we only need to verify that the law of Λ(γ1) is given by
(3.5). We observe that by dominated convergence λ is differentiable, and we denote by λ′ its derivative.
Then for f a generic positive measurable function that
E [f (Λ(γ1))] = −
∫ ∞
0
f (Λ(x))λ′(x)dx.
On the other hand, we observe that Λ is an increasing continuous and differentiable function whose
derivative is never 0. Hence
E [f (Λ(γ1))] = −
∫ Λ(∞)
0
f (x)
λ′ ◦ Λ−1(x)
λ ◦ Λ−1(x) dx
= −
∫ Λ(∞)
0
f (x) dλ ◦ Λ−1(x),
which completes the proof.
Corollary 3.1 will have a crucial role in the proof of Theorem 3.1. This result will enable us to get a
precise estimate of distances in the cut-tree.
Finally, let N (u)(n) be the number of remaining cuts that are needed to isolate a vertex chosen uni-
formly at random, say u, once it has been disconnected from the root component. The next proposition
establishes a criterion which ensures that N (u)(n) is small compared to n/`(n) with high probability.
This technical ingredient will be useful later on in the proof of Theorem 3.1.
Proposition 3.3. Assume that (H) and (H ′) hold with ` such that `(n) = o(
√
n). Then we have
lim
n→∞
`(n)
n
N (u)(n) = 0 in probability.
Proof. We write R(u)n (t) for the number of edges that have been removed up to time t from the tree
component containing the vertex u, and Γn the first instant when the vertex u has been disconnected
from the root cluster; in particular,
lim
t→∞R
(u)
n (Γn + t)−R(u)n (Γn) = N (u)(n).
Let X(u)n (t) be the size of the subtree containing the vertex u at time t. Since each edge is removed with
rate `(n)−1, independently of the other edges, the process
M (u)n (t) = R
(u)
n (Γn + t)−R(u)n (Γn)−
∫ t
0
`(n)−1(X(u)n (Γn + s)− 1)ds, t ≥ 0,
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is a purely discontinuous martingale with terminal value
lim
t→∞M
(u)
n (t) = N
(u)(n)−
∫ ∞
0
`(n)−1(X(u)n (Γn + s)− 1)ds.
Further, its bracket can be bounded by [M (u)n ]t ≤ n− 1. Then since we assume that `(n) = o(
√
n),
lim
n→∞E
[∣∣∣∣`(n)n N (u)(n)−
∫ ∞
0
n−1(X(u)n (Γn + s)− 1)ds
∣∣∣∣2
]
= 0.
Therefore, it only remains to prove that
lim
n→∞E
[∫ ∞
0
n−1(X(u)n (Γn + s)− 1)ds
]
= 0. (3.6)
Let T (u)n (s) denote the subtree at time s which contains the vertex u. We observe that
E
[∫ ∞
0
n−1(X(u)n (Γn + s)− 1)ds
]
= E
[∫ ∞
0
n−1(X(u)n (s)− 1)1{Γn≤s}ds
]
= E
[∫ ∞
0
n−1(X(u)n (s)− 1)1{1/∈T (u)n (s)}ds
]
.
We note that a vertex v chosen uniformly at random in [n] and independent of u belong to the same
cluster at time t if and only if no edge on the path form u and v has been removed at time t. Recall that
the probability that a given edge has not yet been removed at time t is exp(−t/`(n)) in the continuous
time destruction process. Recall that dn denotes the graph distance in Tn, and u ∧ v the last common
ancestor of u and v. Then, we have that
E
[
n−1(X(u)n (t)− 1)1{1/∈T (u)(t)}
]
= n−1E
 ∑
i∈[n]\u
1{
i∈T (u)n (t), 1/∈T (u)n (t)
}

= E
[(
e
− dn(u,v)
`(n)
t − e−
L2,n
`(n)
t
)
1{v 6=u}
]
,
where L2,n is the length of the tree Tn reduced to the vertex u, v and its root. Then,
E
[∫ ∞
0
n−1(X(u)n (Γn + s)− 1)ds
]
= E
[(
`(n)
dn(u, v)
− `(n)
L2,n
)
1{v 6=u}
]
. (3.7)
On the other hand, since
`(n)
L2,n
1{v 6=u} ≤
`(n)
dn(u, v)
1{v 6=u},
it is not difficult to see from Remark 3.1 that the assumption (H ′) implies that
lim
n→∞E
[
`(n)
L2,n
1{v 6=u}
]
= E
[
1
ζ1 + ζ2
]
<∞.
Therefore, we get (3.6) by letting n→∞ in (3.7).
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3.3 Proof of Theorem 3.1
In this section, we prove our main result, Theorem 3.1, on the behavior of the cut-tree of the random tree
Tn. We stress that during the proof we consider that the tree Tn is a deterministic tree. This will clearly
imply the result for random trees. In this direction, we recall that we view the Cut(Tn) as the pointed
metric measure space ([n]0, δn, 0, µn), where 0 corresponds to the root and 1, . . . , n to the leaves, δn the
graph distance induced by the cut-tree, and µn the uniform probability measure on [n] with µn(0) = 0.
We assume that a = Λ(∞) <∞. We then recall that Iµ denotes the pointed measure metric space given
by the interval [0, a], pointed at 0, equipped with the Euclidean distance, and the probability measure µ
given in (3.1), i.e. ∫ a
0
f(x)µ(dx) = −
∫ a
0
f(x) dλ ◦ Λ−1(x),
where f is a generic positive measurable function. We stress that in the case a = ∞ the proof follows
along the same lines as that of a < ∞. Then, Iµ denotes the pointed measure metric space given by the
interval [0,∞), pointed at 0, equipped with the Euclidean distance and the measure µ.
We recall that to establish weak convergence in the sense induced by the Gromov-Prokhorov topol-
ogy, we shall prove the convergence in distribution of the rescaled distances of Cut(Tn). Specifically, for
every n ∈ N, set ξn(0) = 0 and consider a sequence (ξn(i))i≥1 of i.i.d. random variables with law µn. We
will prove that (
`(n)
n
δn(ξn(i), ξn(j)) : i, j ≥ 0
)
⇒ (δ(ξ(i), ξ(j)) : i, j ≥ 0)
in the sense of finite-dimensional distribution, where ξ(0) = 0 and (ξ(i))i≥1 is a sequence of i.i.d. ran-
dom variables on R+ with law µ. Furthermore, δ(ξ(i), ξ(j)) = |ξ(i) − ξ(j)| since δ is the Euclidean
distance, and in particular, δ(0, ξ(i)) = ξ(i).
The key idea of the proof relies in the relationship between the distance in Cut(Tn), and the number
of cuts needed to disconnect certain number of vertices in Tn. Indeed, the height of the leaf {i} in Cut(Tn)
is precisely the number of cuts needed to isolate the vertex i in Tn. Therefore, it will be convenient to
think in (ξn(i))i≥1 as a sequence of i.i.d. vertices in [n], with the uniform distribution.
Proof of Theorem 3.1. We observe that for i ≥ 1,
δn(ξn(0), ξn(i)) = δn(0, ξn(i))
is precisely the number of cuts which are needed to isolate the vertex ξn(i). For each n ∈ N, we denote
by δ(1)n (0, ξn(i)) the number of cuts which are needed to disconnect the vertex ξn(i) from the root com-
ponent, and by η(ξn(i)) the remaining number of cuts which are needed to isolate the vertex ξn(i) after
it has been disconnected. Clearly, we have
δn(0, ξn(i))− δ(1)n (0, ξn(i)) = η(ξn(i)).
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Since the condition (H ′) holds, Proposition 3.3 implies that limn→∞ n−1`(n)η(ξn(i)) = 0 in probability
for i ≥ 1. Therefore, the assumption (H) entails according to Corollary 3.1 that(
`(n)
n
δn(0, ξn(i)) : i ≥ 0
)
⇒ (ξ(i) : i ≥ 0)
in the sense of finite-dimensional distribution. Essentially, we follow the same argument to show that
the preceding also holds jointly with(
`(n)
n
δn(ξn(i), ξn(j)) : i, j ≥ 1
)
⇒ (δ(ξ(i), ξ(j)) : i, j ≥ 1) (3.8)
which is precisely our statement.
In this direction, for i, j ≥ 1, we denote by δ(2)n (ξn(i), ξn(j)) the number of cuts which are needed
to isolate the vertices ξn(i) and ξn(j). We also write δ
(3)
n (ξn(i), ξn(j)) for the number of cuts (in the
algorithm for isolating the root) until for the first time, the vertices ξn(i) and ξn(j) are disconnected.
Hence from the description of the cut-tree, it should be plain that
δn(ξn(i), ξn(j)) = (δ
(2)
n (ξn(i), ξn(j)) + 1)− (δ(3)n (ξn(i), ξn(j))− 1). (3.9)
Next we observe that
δ(3)n (ξn(i), ξn(j))−min(δ(1)n (0, ξn(i)), δ(1)n (0, ξn(j))) ≤ η(ξn(i)) + η(ξn(j)),
and
δ(2)n (ξn(i), ξn(j))−max(δ(1)n (0, ξn(i)), δ(1)n (0, ξn(j))) ≤ η(ξn(i)) + η(ξn(j)).
Since the assumption (H) and (H ′) hold, it follows from Proposition 3.3 that
lim
n→∞
`(n)
n
(η(ξn(i)) + η(ξn(j))) = 0 in probability.
Moreover, Corollary 3.1 implies that(
`(n)
n
δ(3)n (ξn(i), ξn(j)) : i, j ≥ 1
)
⇒ (min(ξ(i), ξ(j)) : i, j ≥ 1) ,
and (
`(n)
n
δ(2)n (ξn(i), ξn(j)) : i, j ≥ 1
)
⇒ (max(ξ(i), ξ(j)) : i, j ≥ 1)
hold jointly. Therefore, since δ is the Euclidean distance, the convergence in (3.8) follows from the
identity (3.9).
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3.4 Examples
In this section, we present some examples of trees that fulfilled the conditions of Theorem 3.1. But first,
we observe that when the hypotheses of the latter are satisfied with ζ1 ≡ 1, the probability measure µ
given in (3.1) corresponds to the Lebesgue measure on the unit interval [0, 1]. The above follows from
the fact that λ(t) = e−t for all t ≥ 0. Then we have the following interesting consequence of Theorem
3.1.
Corollary 3.2. Suppose that (H) and (H ′) hold, with ζ1 ≡ 1 and ` such that `(n) = o(
√
n). Then as n → ∞,
we have the following convergence in the sense of the pointed Gromov-Prokhorov topology:
`(n)
n
Cut(Tn)⇒ I1.
where I1 is the pointed measure metric space given by the unit interval [0, 1], pointed at 0, equipped with the
Euclidean distance and the Lebesgue measure.
A natural example is the class of random trees with logarithmic heights, i.e. which fulfill hypothesis
(H) with `(n) = c lnn for some c > 0, such as binary search trees, regular trees, uniform random
recursive trees, and more generally scale-free random trees. We are now going to prove that (H ′) is also
satisfied for the previous families of trees and therefore their rescaled cut-tree converges in the sense of
Gromov-Prokhorov topology to I1.
1. Binary search trees. A popular family of random trees used in computer science for sorting and
searching data is the binary search tree. More precisely, a binary search tree is a binary tree in which
each vertex is associated to a key, where the keys are drawn randomly from an ordered set, we say
{1, . . . , n}, until the set is exhausted. The first key is associated to the root. The next key is placed at the
left child of the root if it is smaller than the root’s key and placed to the right if it is larger. Then one
proceeds progressively, inserting key by key. When all the keys are placed one gets a binary tree with
n vertices. For further details, see e.g. [8]. Theorem S1 in Devroye [78] shows that the hypothesis (H)
holds with `(n) = 2 lnn. Hence in order to be in the framework of Corollary 3.2 all that we need is to
check that this family of trees fulfills the hypothesis (H ′), namely
lim
n→∞E
[
2 lnn
dn(u, v)
1{u6=v}
]
=
1
2
,
where u and v are two vertices chosen uniformly at random with replacement from the binary search
tree of size n. In this direction, we pick 0 < ε < (2 ln 2)−1 and consider the function φε given by φε = 0
on [0, ε], φε = 1 on [2ε,∞), and φε linear on [ε, 2ε]. We observe that
lim
n→∞E
[
2 lnn
dn(u, v)
φε
(
dn(u, v)
2 lnn
)
1{u6=v}
]
=
1
2
φε
(
1
2
)
.
Further, we note that φε(1/2)→ 1 as ε→ 0. Then, it is enough to prove that
lim
ε→0
lim sup
n→∞
E
[(
2 lnn
dn(u, v)
− 2 lnn
dn(u, v)
φε
(
dn(u, v)
2 lnn
))
1{u6=v}
]
= 0, (3.10)
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in order to show (H ′). We write Xi(n, k) for the number of vertices at distance k ≥ 1 from the vertex i
in a binary search tree of size n. Then
E
[(
2 lnn
dn(u, v)
− 2 lnn
dn(u, v)
φε
(
dn(u, v)
2 lnn
))
1{u6=v}
]
≤ E
[
2 lnn
dn(u, v)
1{dn(u,v)≤2ε lnn, u 6=v}
]
≤ 2 lnn
n2
n∑
i=1
b2ε lnnc∑
k=1
1
k
E[Xi(n, k)].
Since each vertex in a binary search tree has at most two descendants, we observe that E[Xi(n, k)] ≤
3 · 2k−1. Then
E
[(
2 lnn
dn(u, v)
− 2 lnn
dn(u, v)
φε
(
dn(u, v)
2 lnn
))
1{u6=v}
]
≤ 3 lnn
n
b2ε lnnc∑
k=1
2k
k
≤ 6 lnn
n
22ε lnn,
and therefore we get (3.10) by letting n→∞ and ε→ 0.
More generally, one can consider a generalization of the binary search trees, namely the b-ary recursive
trees and check that these fulfill the conditions of Corollary 3.2 with `(n) = bb−1 lnn; we refer to Devroye
[29].
2. Scale free random trees. The scale-free random trees form a family of random trees that grow
following a preferential attachment algorithm, and are used commonly to model complex real-word
networks; see Barabási and Albert [11]. Specifically, fix a parameter α ∈ (−1,∞), and start for n = 1
from the tree T (α)1 on {1, 2} which has a single edge connecting 1 and 2. Suppose that T (α)n has been
constructed for some n ≥ 2, and for every i ∈ {1, . . . , n + 1}, denote by gn(i) the degree of the vertex i
in T (α)n . Then conditionally given T
(α)
n , the tree T
(α)
n+1 is built by adding an edge between the new vertex
n+ 2 and a vertex vn in T
(α)
n chosen at random according to the law
P
(
vn = i|T (α)n
)
=
gn(i) + α
2n+ α(n+ 1)
, i ∈ {1, . . . , n+ 1}.
We observe that when one lets α → ∞ the algorithm yields an uniform recursive tree. It is not difficult
to check that the condition (H) in Corollary 3.2 is fulfilled with `(n) = 1+α2+α lnn; see for instance [32].
Then, it only remains to check the hypothesis (H ′). We only prove the latter when α = 0, the general
case follows similarly but with longer computations. We then follow the same route as the case of the
binary search trees. Pick ε > 0 and consider the same function φε that we defined previously. Therefore,
it is enough to show that
lim
ε→0
lim sup
n→∞
E
[(
lnn
2dn(u, v)
− lnn
2dn(u, v)
φε
(
2dn(u, v)
lnn
))
1{u6=v}
]
= 0,
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where u and v are two independent uniformly distributed random vertices on T (0)n . We observe that
E
[(
lnn
2dn(u, v)
− lnn
2dn(u, v)
φε
(
2dn(u, v)
lnn
))
1{u6=v}
]
≤ E
[
lnn
2dn(u, v)
1{dn(u,v)≤ 12 ε lnn, u 6=v}
]
. (3.11)
We write Zi(n, k) for the number of vertices at distance k ≥ 1 from the vertex i. Then,
E
[
lnn
2dn(u, v)
1{u6=v}1{dn(u,v)≤ 12 ε lnn}
]
≤ lnn
n2
n+1∑
i=1
b 1
2
ε lnnc∑
k=1
1
k
E[Zi(n, k)]
≤ lnn
n2
z−
1
2
ε lnn
n+1∑
i=1
E[Gin(z)],
for z ∈ (0, 1), where Gin(z) =
∑∞
k=0 z
kZi(n, k + 1). We claim the following.
Lemma 3.2. There exists z0 ∈ (0, 1) such that we have that
E[Gin(z0)] ≤ e
1+z0
2 n
1+z0
2 , for i ≥ 1 and n ≥ 1.
The proof of the above lemma relies in the recursive structure of the scale-free random tree and for now
it is convenient to postpone its proof to Section 3.6. We then consider z0 such that the result of Lemma
3.2 holds and 0 < ε < (z0 − 1)(ln z0)−1. Then
E
[
lnn
2dn(u, v)
1{u6=v}1{dn(u,v)≤ 12 ε lnn}
]
≤ e 1+z02 z−
1
2
ε lnn
0 n
− 1−z0
2 lnn
and therefore, the right-hand side in (3.11) tends to 0 as n→∞.
Similarly, one can easily check that the uniform random recursive trees fulfill the hypotheses of Corol-
lary 3.2 with `(n) = lnn; see Chapter 6 in [8].
3. Merging of regular trees. Our next example provides a method to build trees that fulfill the condi-
tions of Theorem 3.1 and where the random variable ζ1 in hypothesis (H) is not a constant. Basically, the
procedure consists on gluing trees which satisfy the assumptions of Corollary 3.2. In this example, we
consider a mixture of regular trees but one may consider other families of trees as well. For a fixed inte-
ger r ≥ 1, let (di)ri=1 denote a positive sequence of integers. Next, for i = 1, . . . , r, let hi(m) : R+ → R+
be a function with limm→∞ hi(m) =∞. Moreover, we assume that
d
h1(m)
1 ∼ dh2(m)2 ∼ · · · ∼ dhr(m)r ,
when m → ∞. Then, let T (di)ni be a complete di-regular tree with height bhi(m)c. Since there are dji
vertices at distance j = 0, 1, . . . , bhi(m)c from the root, its size is given by
ni = ni(m) = di(d
bhi(m)c
i − 1)/(di − 1).
In particular, one can check that the assumptions in Theorem 3.1 are fulfilled with `(ni) = lnni. We
now imagine that we merge all the r regular trees into one common root which leads us to a new tree
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T
(d)
n of size n =
∑r
i=1 ni + 1 − r. Then, we observe that the probability that a vertex of T (d)n chosen
uniformly at random belongs to the tree T (di)ni converges when m→∞ to 1/r. Then, one readily checks
that this new tree satisfies the hypothesis (H) with `(n) = lnn and ζi a random variable uniformly
distributed in the set {1/ ln d1, . . . , 1/ ln dr}. Furthermore, since the number of descendants of each
vertex is bounded, it is not difficult to see that also fulfills the condition (H ′). Therefore, Theorem 3.1
implies that n−1 lnnCut(T (d)n ) converges in distribution in the sense of pointed Gromov-Prokhorov to
the element Iµ(d) ofM, which corresponds to the interval [0, a), pointed at 0, equipped with the Euclidean
distance, and the probability measure µ(d) given by (3.1) with λ(t) = 1r
∑r
i=1 e
− t
ln di for t ≥ 0.
3.5 Applications
We now present a consequence of Theorem 3.1 which generalizes a result of Kuba and Panholzer [53],
and its recent multi-dimensional extension shown by Baur and Bertoin [54] on the isolation of multiple
vertices in uniform random recursive trees. Let u1, u2, . . . denote a sequence of i.i.d. uniform random
variables in [n] = {1, . . . , n}. We write Zn,j for the number of cuts which are needed to isolate u1, . . . , uj
in Tn. We have the following convergence which extends Corollary 4 in [54].
Corollary 3.3. Suppose that (H) and (H ′) hold with ` such that `(n) = o(
√
n). Then as n→∞, we have that(
`(n)
n
Zn,j : j ≥ 1
)
⇒ (max(U1, U2, . . . , Uj) : j ≥ 1)
in the sense of finite-dimensional distributions, where U1, U2, . . . is a sequence of i.i.d. random variables with law
µ given in (3.1).
Proof. For a fixed integer j ≥ 1, u1, . . . , uj are j independent uniform vertices of Tn, or equivalently, the
singletons {u1}, . . . , {uj} form a sequence of j i.i.d. leaves of Cut(Tn) distributed according the uniform
law. Denote by Rn,j the subtree of Cut(Tn) spanned by its root and j i.i.d. leaves chosen according
to the uniform distribution on [n]. Similarly, write Rj for the subtree of Iµ spanned by 0 and j i.i.d.
random variables with law µ, say U1, . . . , Uj . We adopt the framework of Aldous [19], and see both
reduced trees as combinatorial trees structure with edge lengths. Therefore, Theorem 3.1 entails that
n−1`(n)Rn,j converges weakly in the sense of Gromov-Prokhorov to Rj as n → ∞. In particular, we
have the convergence of the lengths of those reduced trees,(
`(n)
n
|Rn,1|, . . . , `(n)
n
|Rn,j |
)
⇒ (|R1|, . . . , |Rj |) .
It is sufficient to observe that |Rj | = max(U1, . . . , Uj).
In particular, when the hypotheses (H) and (H ′) hold with ζ1 ≡ 1, we observe from Corollary 3.2
that the variables U1, U2, . . . have the uniform distribution on [0, 1], and moreover,
`(n)
n Zn,j converges in
distribution to a beta(j, 1) random variable.
As another application, for j ≥ 2 we consider the algorithm for isolating the vertices u1, . . . , uj with
a slight modification, we discard the emerging tree components which contain at most one of these j
vertices. We stop the algorithm when the j vertices are totally disconnected from each other, i.e. lie in j
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different tree components. We writeWn,2 for the number of steps of this algorithm until for the first time
u1, . . . , uj do not longer belong to the same tree component, moreoverWn,3 for the number of steps until
the first time, the j vertices are spread out over three distinct tree components, and so on, up to Wn,j ,
the number of steps until the j vertices are totally disconnected. We have the following consequence of
Corollary 3.1, which extends Corollary 4 in [54].
Corollary 3.4. Suppose that (H) and (H ′) hold with ` such that `(n) = o(
√
n). Then as n→∞, we have that(
`(n)
n
Wn,2, . . . ,
`(n)
n
Wn,j
)
⇒ (U(1,j), . . . , U(j−1,j)) ,
where U(1,j) ≤ U(2,j) ≤ · · · ≤ U(j−1,j) denote the first j − 1 order statistics of an i.i.d. sequence U1, . . . , Uj of
random variables with law µ given in (3.1).
Proof. Recall the notation of Corollary 3.1, and write Y (n)i for the number of cuts which are needed to
disconnect the vertex ui from the root component. We then observe that if we write Y
(n)
1,j ≤ Y (n)2,j ≤ · · · ≤
Y
(n)
j−1,j for the first order statistics of the sequence of random variables Y
(n)
1 , . . . , Y
(n)
j , it follows from
Proposition 3.3 that
lim
n→∞
`(n)
n
(Wn,i − Y (n)i−1,j) = 0 in probability.
Therefore, our claim follows immediately from Corollary 3.1.
As before, when (H) and (H ′) hold with ζ1 ≡ 1, the variables U1, U2, . . . have the uniform distribu-
tion on [0, 1], and then, `(n)n Wn,j converges in distribution to a beta(1, j) random variable, and
`(n)
n Wn,j
converges in distribution to a beta(j − 1, 2) law.
3.6 Proof of Lemma 3.2
The purpose of this final section is to establish Lemma 3.2. The proof relies on the recursive structure
of the scale-free random trees, and our guiding line is similar to that in [79] and [80]. We recall that we
only consider the case when the parameter α of the scale-free random tree is zero, but that the general
case can be treated similarly.
Recall that the construction of the scale-free tree starts at n = 1 from the tree T (0)1 on {1, 2} which
has a single edge connecting 1 and 2. Suppose that T (0)n has been constructed for some n ≥ 2, then
conditionally given T (0)n , the tree T
(0)
n+1 is built by adding an edge between the new vertex n + 2 and a
vertex vn in T
(0)
n chosen at random according to the law
P
(
vn = i|T (0)n
)
=
gn(i)
2n
, i ∈ {1, . . . , n+ 1}.
where gn(i) denotes the degree of the vertex i in T
(0)
n . Let Zi(n, k) denote the number of vertices at
distance k ≥ 0 from the vertex i after the n-th step. We are interested in the expectation of the generating
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function
Gin(z) =
∞∑
k=0
Zi(n, k + 1)zk, n ≥ 1,
for z ∈ (0, 1). In particular, G1n(·) is the so-called height profile function; see Katona [79, 80] for several
results related to this function. To compute E[Gin(z)] we use the evolution process of the construction
of T (0)n and conditional expectation. Let Fn denote the σ-field generated by the first n steps in the
procedure. The number of vertices at distance k from i increases by one or does not change. Then for
n ≥ i− 1,
E[Zi(n+ 1, 1)|Fn] = (Zi(n, 1) + 1)Z
i(n, 1)
2n
+ Zi(n, 1)
(
1− Z
i(n, 1)
2n
)
=
2n+ 1
2n
Zi(n, 1),
and for k > 1 we have
E[Zi(n+ 1, k)|Fn]
= (Zi(n, k) + 1)
Zi(n, k) + Zi(n, k − 1)
2n
+ Zi(n, k)
(
1− Z
i(n, k) + Zi(n, k − 1)
2n
)
=
2n+ 1
2n
Zi(n, k) +
1
2n
Zi(n, k − 1),
where Z1(0, k) = 0 and Zi(i − 2, k) = 0 for 2 ≤ i ≤ n + 1. Taking the expectation this leads to the
recurrence relation
E[Gin+1(z)] =
2n+ 1 + z
2n
E[Gin(z)].
Since G11(z) = G
2
1(z) = 1, the above recursive formula leads to
E[G1n(z)] = E[G2n(z)] =
n−1∏
j=1
2j + 1 + z
2j
, (3.12)
and for 3 ≤ i ≤ n+ 1
E[Gin(z)] =
 n−1∏
j=i−1
2j + 1 + z
2j
E[Gii−1(z)]. (3.13)
with the convention that
∏n−1
j=n
2j+1+z
2j = 1. We point out that G
i
n(z) = 0 for n ≤ i − 2. We have the
following technical result which will be crucial in the proof of Lemma 3.2.
Lemma 3.3. For 2 ≤ i ≤ n, we have that
E[Gin(z)Zi(n, 1)]
=
 n−1∏
j=i−1
2j + 2 + z
2j
E[Gii−1(z)] + n−1∑
k=i−1
 n−1∏
j=k+1
2j + 2 + z
2j
 1
2k
E[Zi(k, 1)],
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and
E[G1n(z)Z1(n, 1)] =
n−1∏
j=1
2j + 2 + z
2j
+
n−1∑
k=1
n−1∏
j=k
2j + 2 + z
2j
 1
2k
E[Z1(k, 1)].
Proof. We only prove the case when 2 ≤ i ≤ n, the case i = 1 follows exactly by the same argument. For
n ≥ i− 1 ≥ 1, we observe that Gin+1(z) = Gin(z) +Kin(z) where
P(Kin(z) = zk−1|Fn) =
{
Zi(n,k)+Zi(n,k−1)
2n k > 1
Zi(n,1)
2n k = 1,
and Zi(n+ 1, 1) = Zi(n, 1) +Bin where
P(Bin = 1|Fn) = 1− P(Bin = 0|Fn) =
Zi(n, 1)
2n
.
This yields
E(Kin(z)|Fn) =
1 + z
2n
Gin(z), and E(Bin|Fn) = E(Kin(z)Bin|Fn) =
Zi(n, 1)
2n
.
Then, it follows that
E[Gin+1(z)Zi(n+ 1, 1)] = E[(Gin(z) +Kin(z))(Zi(n, 1) +Bin)|Fn]
=
2n+ 2 + z
2n
E[Gin(z)Zi(n, 1)] +
1
2n
E[Zi(n, 1)].
Since Zi(i− 1, 1) = 1, this recursive formula yields to our result.
Next, we observe that for 1 ≤ i ≤ n + 1 the variable Zi(n, 1) is the degree of the vertex i after the
n-step, which first moment is given by (see [81])
E[Z1(n, 1)] =
n−1∏
j=1
2j + 1
2j
, and E[Zi(n, 1)] =
n−1∏
j=i−1
2j + 1
2j
, for 2 ≤ i ≤ n+ 1 (3.14)
with the convention that
∏n−1
j=n
2j+1
2j = 1.
We recall some technical results that will be useful later on. We have the following well-known
inequality,
1 + x ≤ ex, x ∈ R. (3.15)
Then, we can easily deduce that
n−1∏
j=i−1
2j + 2 + z
2j
≤ e 2+z2
(
n− 1
i− 1
) 2+z
2
and
n−1∏
j=i−1
2j + 1
2j
≤ e 12
(
n− 1
i− 1
)
, (3.16)
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for 2 ≤ i ≤ n. We recall also that by the Euler-Maclaurin formula we have that
n∑
j=1
(
1
j
)s
=
(
1
n
)s−1
+ s
∫ n
1
bxc
xs+1
dx, with s ∈ R \ {1},
for n ≥ 1. Then,
n∑
j=1
(
1
j
)s
≤
(
1 +
s
1− s
)
n1−s, for s ∈ (0, 1), (3.17)
and
n∑
j=1
(
1
j
)s
≤ s
s− 1 , for s > 1. (3.18)
Lemma 3.4. There exists z0 ∈ (0, 1) such that
E[Gii−1(z0)] ≤ (i− 1)
1+z0
2 , for i ≥ 2. (3.19)
Proof. First, we focus on finding the correct z0. For i ≥ 4, let vi be the parent of the vertex i which is
distributed according to the law
P
(
vi = j|T (0)i−2
)
=
Zj(i− 2, 1)
2(i− 2) , j ∈ {1, 2, . . . , i− 1}.
Then, we have that
E[Gii−1(z)] = 1 + zE[G
vi
i−2(z)]
= 1 + z
i−1∑
j=1
E[Gji−2(z)1{vi=j}]
= 1 +
z
2(i− 2)
i−1∑
j=1
E[Gji−2(z)Z
j(i− 2, 1)]. (3.20)
We observe that Lemma 3.3, (3.14) and (3.16) imply after some computations that
E[Gjn−2(z)Z
j(n− 2, 1)]
≤ e 2+z2
(
n− 3
j − 1
) 2+z
2
E[Gjj−1(z)] + e 122 (j − 1)− 3+z2
n−4∑
k=j−1
(
1
k
) 3+z
2
+ 1
2
e
1
2
(
1
(n− 3)(j − 1)
) 1
2
for 2 ≤ j ≤ n− 3. Then the inequalities (3.17) and (3.18) imply that
n−3∑
j=2
E[Gjn−2(z)Z
j(n− 2, 1)]
≤ e 2+z2 (n− 3) 2+z2
n−3∑
j=2
(
1
j − 1
) 2+z
2
E[Gjj−1(z)] + e
1
2
3 + z
1 + z
(n− 3) 12
+ e 12
(n− 3) 12
,
(3.21)
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for n ≥ 5. Similarly, one gets that
E[G1n−2(z)Z1(n− 2, 1)] ≤ e
2+z
2 (n− 3) 2+z2 + e
3+z
2
2
3 + z
1 + z
(n− 3) 2+z2 (3.22)
and
E[Gn−2n−2(z)Z
n−2(n− 2, 1)] ≤ e 2+z2 E[Gn−2n−3(z)] +
1
2
(n− 3)−1, (3.23)
for n ≥ 4. Next, we define the functions
A1n(z) =
(
e
2+z
2 +
e
1+z
2
2
3 + z
1 + z
)
(n− 3)− 12 , A2n(z) =
(
e
2+z
2 +
1
2
(n− 3)− 3+z2
)
(n− 3)−1
and
A3n(z) = 2e
2+z
2 + e
1
2 (n− 3)− 4+z2 + e 3+z2 3 + z
1 + z
,
for n ≥ 4 and z ∈ (0, 1). Then one can find z0 ∈ (0, 1) such that
3−
1+z0
2 +
z0
2
(
A14(z0) +A
2
4(z0) +A
3
4(z0) +
1
2
)
≤ 1.
Now, we proceed to prove by induction (3.19) with z0 ∈ (0, 1) such that the previous inequality is
satisfied. For i = 2, 3, it must be clear since
E[G21(z0)] = 1 and E[G32(z0)] = 1 + z0.
Suppose that it is true for i = n − 1 ≥ 2. We observe from (3.20) and the inequalities (3.21), (3.22) and
(3.23) that
E[Gnn−1(z0)] ≤ 1 + (n− 1)
1+z0
2
z0
2
(
A1n(z0) +A
2
n(z0) +
1
2
+A3n(z0)
)
≤ (n− 1) 1+z02
(
3−
1+z0
2 +
z0
2
(
1
2
+A14(z0) +A
2
4(z0) +A
3
4(z0)
))
≤ (n− 1) 1+z02 ,
the second inequality is because the functions A1n(·), A2n(·) and A1n(·) are decreasing with respect to n
and the last one is by our choice of z0.
Finally, we have all the ingredients to prove Lemma 3.2.
Proof of Lemma 3.2. We deduce from the inequality (3.15) that for n ≥ 2 we have
n−1∏
j=i−1
2j + 1 + z
2j
≤ e 1+z2
(
n− 1
i− 1
) 1+z
2
for i ≥ 2.
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We consider z0 ∈ (0, 1) such that equation (3.19) in Lemma 3.4 is satisfied. Then from (3.12) and (3.13)
we have that
E[G1n(z0)] ≤ e
1+z0
2 n
1+z0
2 for i ≥ 1 and n ≥ 1,
which is our claim.
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CHAPTER 4
Scaling limits for multitype Galton-Watson trees
“I don’t want whatever I want. Nobody does. Not really. What kind of
fun would it be if I just got everything I ever wanted just like that, and
it didn’t mean anything? What then?"
— Neil Gaiman, Coraline
In this chapter, we study the behavior of large multitype Galton-Watson trees, as presented in Section
1.4. This work is based on the article [4].
4.1 Introduction
In [19, 61], Aldous introduced the continuum random tree as the limit of rescaled Galton-Watson (GW)
trees conditioned on the total progeny, in the case where the offspring distribution has finite variance.
More precisely, he proved that the properly rescaled contour process of the conditioned GW tree con-
verges in the functional sense to the normalized Brownian excursion. The latter codes the continuum
random tree. This result has motivated the study of the convergence of other rescaled paths obtained
from GW trees such as the Lukasiewicz path and the height process. Duquesne and Le Gall [62] showed
that the concatenation of rescaled height processes (rescaled contour functions and Lukasiewicz path)
converge in distribution to the continuous-time height process associated to a spectrally positive Lévy
process. In particular, when the offspring distribution belongs to the domain of attraction of a stable
law of index α ∈ (1, 2], Duquesne [57] showed that the height processes of GW trees conditioned on
its total progeny converge in distribution to the normalized excursion of the continuous-time height
process associated with a strictly stable spectrally positive Lévy process of index α. Later, Miermont [1]
extends the previous results to multitype GW trees. Recall that multitype GW trees are a generalization
of usual GW trees that describe the genealogy of a population where individuals are differentiated by
types that determine their offspring distribution. Miermont establishes the convergence of the rescaled
height process of critical multitype GW trees with finitely many types to the reflected Brownian mo-
tion, under the hypotheses that the offspring distribution is irreducible and has finite covariance matrix.
Moreover, under an additional exponential moment assumption, he also established that conditionally
on the number individuals of a given type, the limit is given by the normalized Brownian excursion. de
Raphelis [65] has extended the unconditional result in [1] for multitype GW trees with infinitely many
types, under similar assumptions.
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In the present chapter, we aim to extend the previous results to critical multitype GW trees with
finitely many types whose offspring distribution is still irreducible, but may have infinite variance.
More precisely, we are interested in establishing scaling limits for their associated height processes,
when the offspring distributions belong to the domain of attraction of a stable law where the stability
indices may differ. This will lead us to modify and extend the results of Miermont in [1].
In the rest of the introduction, we will describe our setting more precisely and give the exact defi-
nition of multitype GW trees. We then provide the main assumptions on the offspring distribution in
Section 4.1.2. This will enable us to state our main results in Section 4.4.2.
4.1.1 Multitype plane trees and forests
We recall the standard formalism for family trees. Let U be the set of all labels:
U =
∞⋃
n=0
Nn,
where N = {1, 2, . . . } and with the convention N0 = {∅}. An element of U is a sequence u = u1 · · ·uj of
positive integers, and we call |u| = j the length of u (with the convention |∅| = 0). If u = u1 · · ·uj and
v = v1 · · · vk belong to U , we write uv = u1 · · ·ujv1 · · · vk for the concatenation of u and v. In particular,
note that u∅ = ∅u = u. For u ∈ U and A ⊆ U , we let uA = {uv : v ∈ A}, and we say that u is a prefix
(or ancestor) of v if v ∈ uU , in which case we write u ` v. Recall that the set U comes with a natural
lexicographical order ≺, such that u ≺ v if and only if either u ` v, or u = wu′, v = wv′ with nonempty
words u′, v′ such that u′1 < v′1.
A rooted planar tree t is a finite subset of U which satisfies the following conditions:
I. ∅ ∈ t, we called it the root of t.
II. For u ∈ U and i ∈ N, if ui ∈ t then u ∈ t, and uj ∈ t for every 1 ≤ j ≤ i.
We let T be the set of all rooted planar trees. We call vertices (or individuals) the elements of a tree
t ∈ T, the length |u| is called the height of u ∈ t. We write ct(u) = max{i ∈ Z+ : ui ∈ t} for the number
of children of u. The vertices of t with no children are called leaves. For t a planar tree and u ∈ t, we
let tu = {v ∈ U : uv ∈ t} be the subtree of t rooted at u, which is itself a tree. The remaining part
[t]u = {u} ∪ (t \ utu) is called the subtree of t pruned at u. The lexicographical order ≺ will be called
the depth first order on t.
In addition to trees, we are also interested in forests. A forest f is a nonempty subset of U of the form
f =
⋃
k
kt(k),
where (t(k)) is a finite or infinite sequence of trees, which are called the components of f . In words,
a forest may be thought of as a rooted tree where the vertices at height one are the roots of the forest
components. We let F be the set of rooted planar forests. For f ∈ F, we define the subtree fu = {v ∈ U :
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uv ∈ f} ∈ T if u ∈ f , and fu = ∅ otherwise. Also, let [f ]u = {u} ∪ (f \ ufu) ∈ F. With this notation, we
observe that the tree components of f are f1, f2, . . . . We let cf (u) be the number of children of u ∈ f . In
particular, cf (∅) ∈ N∪ {∞} is the number of components of f . We call |u| − 1 the height of u ∈ f . Notice
that that notion of height differs from the convention on trees because we want the roots of the forest
components to be at height 0.
Let d ∈ N, we call [d] = {1, . . . , d} the set of types. A d-type planar tree, or simply a multitype
tree is a pair (t, et), where t ∈ T and et : t → [d] is a function such that et(u) corresponds to the
type of a vertex u ∈ t. We let T(d) be the set of d-type rooted planar trees. For i ∈ [d], we write
c
(i)
t (u) = max{j ∈ Z+ : uj ∈ t and et(uj) = i} for the number of offspring of type i of u ∈ t. Then,
ct(u) =
∑
i∈[d] c
(i)
t (u) is the total number of children of u ∈ t. Analogous definitions hold for d-type
rooted planar forests (f , ef ), whose set will be denoted by F(d). For sake of simplicity, we shall fre-
quently denote the type functions et, ef by e when it is free of ambiguity, and will even denote elements
of T(d), F(d) by t or f , without mentioning e. Moreover, it will be understood then that tu, fu, [t]u, [f ]u
are marked with the appropriate function.
Finally, for t ∈ T(d) and i ∈ [d], we let t(i) = {u ∈ t : et(u) = i} be the set of vertices on t bearing the
type i, and f (i) the corresponding notation for the forest f ∈ F(d).
4.1.2 Multitype offspring distributions
We set Z+ = {0, 1, 2, . . . } and d ∈ N. A d-type offspring distribution µ = (µ(1), . . . , µ(d)) is a family of
distributions on the space Zd+ of integer-valued non-negative sequences of length d. It will be useful to
introduce the Laplace transforms ϕ = (ϕ(1), . . . , ϕ(d)) of µ by
ϕ(i)(s) =
∑
z∈Zd+
µ(i)({z}) exp(−〈z, s〉), for i ∈ [d],
where s = (s1, . . . , sd) ∈ Rd+ and 〈x, y〉 is the usual scalar product of two vectors x, y ∈ Rd. We let 0 be
the vector of Rd+ with all components equal to 0. Then, for i, j ∈ [d], we define the quantity
mij = −∂ϕ
(i)
∂sj
(0) =
∑
z∈Zd+
zjµ
(i)({z})
that corresponds to the mean number of children of type j, given by an individual of type i. We let
M := (mij)i,j∈[d] be the mean matrix of µ, and mi = (mi1, . . . ,mid) ∈ Rd+ be the mean vector of the
measure µ(i).
We say that a measure µ on Zd+ is non-degenerate, if there exists at least one i ∈ [d] so that
µ(i)
z ∈ Zd+ :
d∑
j=1
zj 6= 1

 > 0.
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The offspring distribution that we consider in this work are assumed to be non-degenerate in order to
avoid cases which will lead to infinite linear trees.
Definition 4.1. The mean matrix (or the offspring distribution µ) is called irreducible, if for every i, j ∈ [d], there
is some n ∈ N so that m(n)ij > 0, where m(n)ij is the ij-entry of the matrix Mn.
Recall also that if M is irreducible, then according to the Perron-Frobenius theorem, M admits a
unique eigenvalue ρ which is simple, positive and with maximal modulus. Furthermore, the corre-
sponding right and left eigenvectors can be chosen positive and we call them a = (a1, . . . , ad) and
b = (b1, . . . , bd) respectively, and normalize them such that 〈a, 1〉 = 〈a,b〉 = 1; see Chapter V of [17]. We
then say that µ is sub-critical if ρ < 1, critical ρ = 1 and supercritical if ρ > 1.
Main assumptions. Throughout this work, we consider an offspring distribution µ =
(
µ(1), . . . , µ(d)
)
on Zd+ satisfying the following conditions:
(H1) µ is irreducible, non-degenerate and critical.
(H2.1) Let ∆ be a nonempty subset of [d]. For every i ∈ ∆, there exists αi ∈ (1, 2] such that the Laplace
transform of µ(i) satisfies
ψ(i)(s) := − logϕ(i)(s) = 〈mi, s〉+ |s|αiΘ(i) (s/|s|) + o(|s|αi), as |s| ↓ 0,
for s ∈ Rd+ and where
Θ(i)(s) =
∫
Sd
|〈s,y〉|αiλi(dy),
with λi a finite Borel non-zero measure on Sd = {y ∈ Rd : |y| = 1} such that for αi ∈ (1, 2), λi has
support in {y ∈ Rd+ : |y| = 1}. We write | · | for the Euclidean norm.
(H2.2) For i ∈ [d] \∆, the Laplace transform of µ(i) satisfies
ψ(i)(s) := − logϕ(i)(s) = 〈mi, s〉+ o(|s|αi), as |s| ↓ 0.
where αi = minj∈∆ αj .
Let us comment on these assumptions:
1. We notice that criticality, hypothesis (H1), implies finiteness of all coefficients of the mean matrix
M.
2. For i ∈ [d], we say that µ(i) has finite variance when
∂2ϕ(i)
∂sj∂sk
(0) <∞, for j, k ∈ [d].
We then write Q(i) for its covariance matrix. In particular, when µ(i) satisfies the condition (H2.1)
with αi = 2, one can easily verify that it possess finite variance and that it does not have variance
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when αi ∈ (1, 2). This shows that our assumptions on the offspring distribution are less restrictive
than the ones made in [1], where the author assumes finiteness of the covariance matrices.
3. In the case when µ(i) has finite variance, one can consider a measure λi on Sd such that
Θ(i)(s) = 〈s,Q(i)s〉, s ∈ Rd+;
see for example Section 2.4 of Samorodnitsky and Taqqu [67].
4. Let ξ1, ξ2, . . . be a sequence of i.i.d. random variables on Zd+ with common distribution µ(i) satis-
fying (H2). We observe that
− logE
[
exp
(
−
〈
1
n1/αi
n∑
k=1
(ξk −mi) , s
〉)]
→
n→∞ |s|
αiΘ(i) (s/|s|) , s ∈ Rd+, (4.1)
Then, we conclude that
1
n1/αi
n∑
k=1
(ξk −mi) d−−−→
n→∞ Yαi , (4.2)
where Yαi is a αi-stable random vector in Rd+ whose Laplace exponent satisfies
ψYαi (s) = |s|αiΘ(i) (s/|s|) , s ∈ Rd+.
Sato’s book [66] and [67] are good references for background on multivariate stable distributions.
On the other hand, we notice from (4.1) that the equation (4.2) is equivalent to the hypothesis
(H2.1).
5. We point out that in the monotype case, that is d = 1, the condition (H2) may be thought as
the analogous assumption made in [57] and [68], in order to get the convergence of the rescaled
monotype GW tree to the continuum stable tree.
6. For i ∈ [d] \ ∆, let µ(i) be a measure that satisfies the hypothesis (H2.2). We can rewrite the
expression of its Laplace exponent in the following way
ψ(i)(s) := − logϕ(i)(s) = 〈mi, s〉+ |s|αiΘ(i) (s/|s|) + o(|s|αi), as |s| ↓ 0,
for s ∈ Rd+ and where
Θ(i)(s) =
∫
Sd
|〈s,y〉|αiλi(dy),
with λi ≡ 0. Recall that αi = minj∈∆ αj for i ∈ [d]\∆. This will be useful for the rest of the chapter.
Finally, let α = mini∈[d] αi and λ¯ =
∑
i∈[d] 1{α=αi}aiλi. We define
c¯ = (〈a,Θ(b)〉)1/α =
(∫
Sd
|〈b,y〉|αλ¯(dy)
)1/α
,
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where Θ(s) = (Θ(1)(s)1{α=α1}, . . . ,Θ
(d)(s)1{α=αd}) ∈ Rd+, for s ∈ Rd+. We notice that c¯ 6≡ 0 due to (H2.1).
This constant will play a role similar to the constant defined in equation (2) of [1], i.e., it corresponds to
the total variance of the offspring distribution µ, when the covariance matrices are finite.
4.1.3 Multitype Galton-Watson trees and forests
Let µ be a d-type offspring distribution. We define the law P(i)µ (or simply P(i)) of a d-type GW tree (or
multitype GW tree) rooted at a vertex of type i ∈ [d] and with offspring distribution µ by
P(i) (T = t) =
∏
u∈t
c
(1)
t (u)! . . . c
(d)
t (u)!
ct(u)!
µ(et(u))
({
c
(d)
t (u), . . . , c
(d)
t (u)
})
,
where T : T(d) → T(d) is the identity map (see e.g., [16], or Miermont [1] for a formal construction
of a probability measure on T(d)). In particular, under the criticality assumption, (H1), the multitype
GW trees with offspring distribution µ are almost surely finite. Similarly, for x = (x1, . . . , xr) a finite
sequence with terms in [d], we define Pxµ (or simply Px) the law of multitype GW forest with roots of
type x and with offspring distribution µ as the image measure of
⊗r
j=1 P
(xj) by the map
(t(1), . . . , t(r)) 7−→ ∪rk=1kt(k),
i.e., it is the law that makes the identity map F : F(d) → F(d) the random forest whose trees components
F1, . . . , Fr are independent with respective laws P(x1), . . . ,P(xd). A similar definition holds for an infi-
nite sequence x ∈ [d]N.
We then say that a F(d)-value random variable F is a multitype GW forest with offspring distribution
µ and roots of type x when it has law Px. Similarly, a T(d)-value random variable T with law P(i) is a
multitype GW tree with offspring distribution µ and root of type i ∈ [d].
4.1.4 Main results
In this section, we state our main results on the asymptotic behavior of d-type GW trees with offspring
distribution satisfying our main assumptions. In this direction, we first recall the definition of the dis-
crete height process associated to a forest f ∈ F.
Let us denote by #t the total progeny (or the total number of vertices) of t. Similarly, #f represents
the total progeny of the forest f . Let ∅ = ut(0) ≺ ut(1) ≺ · · · ≺ ut(#t − 1) be the list of vertices of t in
depth-first order. The height process Ht = (Htn, n ≥ 0) is defined by Htn = |ut(n)|, with the convention
that Htn = 0 for n ≥ #t. For the forest f , we let 1 = uf (0) ≺ uf (1) ≺ · · · ≺ uf (#f − 1) be the depth-first
ordered list of its vertices, and write Hf = (Hfn, n ≥ 0) by Hfn = |uf (n)| − 1, for 0 ≤ n < #f . Detailed
description and properties of this object can be found for example in [57].
Let Y (α) = (Ys, s ≥ 0) be a strictly stable spectrally positive Lévy process with index α ∈ (1, 2] with
Laplace exponent
E[exp(−λYs)] = exp(−sλα),
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for λ ∈ R+.
We can now state our main result.
Theorem 4.1. Let F be a d-type GW forest distributed according to Px, for some arbitrary x ∈ [d]N. Then,
under Px, the following convergence in distribution holds for the Skorohod topology on the space D(R+,R) of
right-continuous functions with left limits:(
1
n1−1/α
HFbnsc, s ≥ 0
)
d−−−→
n→∞
(
1
c¯
Hs, s ≥ 0
)
,
where H stands for the continuous-time height process associated with the strictly stable spectrally positive Lévy
process Y (α).
In particular, we notice that this result implies the convergence in law of the d-type GW forest prop-
erly rescaled towards the stable forest of index α for the Gromov-Hausdorff topology; see for example
Lemma 2.4 of [82]. On the other hand, when α = 2, it is well-known that (Hs, s ≥ 0) is proportional
to the reflected Brownian motion. The notion of height process for spectrally positive Lévy process has
been studied in great detail in [62].
Next, for n ≥ 0, we let Υfn be the first letter of uf (n), with the convention that for n ≥ #f , it equals
the number of components of f . In words, Υfn is the index of the tree component to which uf (n) belongs.
Theorem 4.2. For i ∈ [d], let F be a d-type GW forest distributed according to Pi, where i = (i, i, . . . ). Then,
under Pi, we have the following convergence in distribution in D(R+,R):(
1
n1/α
ΥFbnsc, s ≥ 0
)
d−−−→
n→∞
(
− c¯
bi
Is, s ≥ 0
)
,
where Is is the infimum at time s of the strictly stable spectrally positive Lévy process Y (α).
Let us explain our approach while we describe the organization for the rest of the chapter. We begin
by exposing in Section 4.2.1 the key ingredient, that is, a remarkable decomposition of d-type forests
into monotype forests. The plan then is to compare the corresponding height processes of the multitype
GW forest and the monotype GW forest, and show that they are close for the Skorohod topology. In
this direction, we will need to control the shape of large d-type GW forests. First, we establish in Section
4.2.2 sub-exponential tail bounds for the height and the number of tree components of d-type GW forests
that may be of independent interest. Secondly, we estimate in Section 4.2.3 the asymptotic distribution
of vertices of the different types. To be a little more precise, Proposition 4.4 provides a convergence of
types theorem for multitype GW trees, which extends Theorem 1 (iii) in [1], for the infinite variance
case. Roughly speaking, it shows that all types are homogeneously distributed in the limiting tree. We
conclude with the proofs of Theorem 4.1 and 4.2 in Section 4.3 by pulling back the known results of
Duquesne and Le Gall [62] on the convergence of the rescaled height process of monotype GW forests
to the multitype GW forest. Finally, in Section 4.4, we present two applications. The first one is an
immediate consequence of Theorem 4.1 and 4.2 which provides information about the maximal height
of a vertex in a multitype GW tree. Our second application involves a particular multitype GW tree,
known as alternating two-type GW tree which appears frequently in the study of random planar maps.
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We establish a conditioned version of Theorem 4.1 for this special tree.
The global structure of the proofs is close to that [1]. Although we will try to make this work as self-
contained as possible, we will often refer the reader to this paper when the proofs are readily adaptable,
and will rather focus on the new technical ingredients. One difficulty arises from the fact that we are
assuming weaker assumptions on the offspring distribution than in [1], we do not assume a finitess of
the covariances matrices of the offspring distributions and this forces us to improve some of Miermont’s
estimates.
4.2 Preliminary results
Through this section unless we specify otherwise, we let F be d-type GW forest with law Px where
x ∈ [d]N and such that its offspring distribution µ = (µ(1), . . . , µ(d)) satisfies the main assumptions.
More precisely, it is important to keep in mind that there is a nonempty subset ∆ of [d] such that the
family of distributions (µ(i))i∈∆ satisfy (H2.1) while the remainder (µ(i))i∈[d]\∆ fulfills (H2.2).
4.2.1 Decomposition of multitype GW forests
In this section, we introduce the projection function Π(i) defined by Miermont in [1] that goes from the
set of d-types planar forests to the set of monotype planar forests. Roughly speaking, the function Π(i)
removes all the vertices of type different from i and then it connects the remaining vertices with their
most recent common ancestor, preserving the lexicographical order. More precisely, set a d-type forest
f ∈ Fd and let v1 ≺ v2 ≺ · · · be the vertices of f (i) listed in depth-first order such that all ancestors of vk
have types different from i. They will be the roots of the new forest. We then build a forest Π(i)(f) = f ′
with as many tree components as there are elements in {v1, v2, . . . }. Recursively, starting from the set
of roots 1, 2, . . . of f ′, for each u ∈ f ′, we let vu1, vu2, . . . , vuk be vertices of (vufvu) \ {vu} arranged in
lexicographical order and such that:
I. They have type i, i.e. ef (vuj) = i for 1 ≤ j ≤ k,
II. All their ancestors on (vufvu) \ {vu} have types different from i (if any).
Then, we add the vertices u1, . . . , uk to f ′ as children of u, and continue iteratively. See Figure 4.1 for an
example when d = 3.
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f2f1
Π(1)(f) : Π(2)(f) : Π(3)(f) :
f :
FIGURE 4.1: A realization of the projection Π(i) for a three-type planar forest with two tree
components, type 1 vertices represented with circles, type 2 vertices with triangles and type
3 vertices with diamonds.
We have the following key result:
Proposition 4.1. Let x ∈ [d]N and i ∈ [d]. Then, under the law Px, the forest Π(i)(F ) is a monotype GW forest
with critical non-degenerate offspring distribution µ¯(i) that is in the domain of attraction of a stable law of index
α = minj∈[d] αj . More precisely, the Laplace exponent of µ¯(i) satisfies
ψ¯(i)(s) = s+
1
ai
(
c¯
bi
s
)α
+ o(sα), s ↓ 0,
where s ∈ R+.
The proof of this proposition is based in an inductive argument that consists in removing types one
by one until we are left with a monotype GW forests. More precisely, we suppose that the vertices with
type d are removed from the forest f ∈ F(d). We point out that one can delete any other type similarly.
We let v1 ≺ v2 ≺ . . . be the vertices of f listed in depth-first order such that ef (vi) 6= d and ef (v) = d for
every v ` vi. These are the vertices of f with type different from d which do not have ancestors of type
d. We build a forest Π˜(f) = f˜ recursively. We start from the set {v1, v2, . . . } and for each vu ∈ f˜ , we let
vu1 ≺ · · · ≺ vuk be the descendants of vu in f such that:
I. They have type different from d.
II. For 1 ≤ j ≤ k, all the vertices between vu and vuj have type d (if any).
Then, we add these vertices to f˜ , and continue in an obvious way. We naturally associate the type ef to
the vertices of Π˜(f). In the sequel, we refer to this procedure as the d- to (d− 1)-type operation.
The following lemma shows that after performing the d-to (d − 1)-type operation in the multitype
GW forest F , we obtain a (d − 1)-type GW forest which offspring distribution still satisfying our main
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assumptions. First, we fix some notation. We denote by m˜d the vector in Rd−1+ with entries
m˜dk =
mdk
1−mdd , for k ∈ [d− 1],
and for j ∈ [d− 1], we write m˜j for the vector in Rd−1+ with entries
m˜jk = mjk +
mjdmdk
1−mdd , for k ∈ [d− 1].
We stress that due to the irreducibility assumption on the mean matrix M of the measure µ, we have
that 1−mjj > 0 for all j ∈ [d]. Thus, all the previous quantities are finite.
Lemma 4.1. Let x ∈ [d]N. Then, under the law Px, the forest Π˜(F ) is a non-degenerate, irreducible, critical
(d− 1)-type GW forest. Moreover, its offspring distribution µ˜ = (µ˜(1), . . . , µ˜(d−1)) has Laplace exponents
ψ˜(j)(s) = 〈m˜j , s〉+ |s|α˜j Θ˜(j) (s/|s|) + o(|s|α˜j ), |s| ↓ 0,
for j ∈ [d− 1], s ∈ Rd−1+ , α˜j = min(αj , αd) and
Θ˜(j)(s) =
∫
Sd
|〈s, y˜ + ydm˜d〉|α˜j λ˜j(dy),
where λ˜j = 1{α˜j=αj}λj + 1{α˜j=αd}
mjd
1−mddλd, y = (y1, . . . , yd) ∈ Rd and y˜ = (y1, . . . , yd−1) ∈ Rd−1.
It is important to stress that λ˜j ≡ 0 when j, d ∈ [d] \ ∆, and otherwise it is non-zero (recall the last
comment after the introduction of the main assumptions in Section 4.1.2).
Proof. The fact that Π˜(F ) is a non-degenerate, irreducible, critical (d − 1)-type GW forest follows from
Lemma 3 (i) in [1]. Moreover, we deduce from this same lemma (see specifically equations (8) and (9) in
[1]) that the offspring distribution µ˜ = (µ˜(1), . . . , µ˜(d−1)) has Laplace exponents
ψ˜(j)(s) = ψ(j)(s, ψ˜(d)(s)),
for j ∈ [d− 1] and s ∈ Rd−1+ , where ψ˜(d) is implicitly defined by
ψ˜(d)(s) = ψ(d)(s, ψ˜(d)(s)).
This is obtained by separating the offspring of each individual with types equal and different from d.
In order to understand the behavior of ψ˜(j) close to zero, we start by analyzing the one of ψ˜(d). In
this direction, we observe from our main assumptions on the offspring distribution µ that
ψ˜(d)(s) = (1−mdd)〈m˜d, s〉+mddψ˜(d)(s) + |(s, ψ˜(d)(s))|αdΘ(d)
(
(s, ψ˜(d)(s))
|(s, ψ˜(d)(s))|
)
+ o(|(s, ψ˜(d)(s))|αd)
= 〈m˜d, s〉+ 1
1−mdd |(s, ψ˜
(d)(s))|αdΘ(d)
(
(s, ψ˜(d)(s))
|(s, ψ˜(d)(s))|
)
+ o(|(s, ψ˜(d)(s))|αd),
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as |s| ↓ 0. We also notice that
ψ˜(d)(s) = 〈m˜d, s〉+ o(|s|), as |s| ↓ 0. (4.3)
On the one hand, from the above estimate, we know that
〈(s, ψ˜(d)(s)),y〉 = 〈s, y˜ + ydm˜d〉+ ydo(|s|), as |s| ↓ 0,
Thus,
|(s, ψ˜(d)(s))|αdΘ(d)
(
(s, ψ˜(d)(s))
|(s, ψ˜(d)(s))|
)
=
∫
Sd
|〈(s, ψ˜(d)(s)),y〉|αdλd(dy)
=
∫
Sd
|〈s, y˜ + ydm˜d〉|αd λd(dy) + o(|s|αd)
On the other hand, from (4.3), we have that
〈(s, ψ˜(d)(s)), (s, ψ˜(d)(s))〉 = 〈s, s〉+ 〈s, m˜d〉2 + o(|s|2), as |s| ↓ 0.
Then, the previous estimates yield that
ψ˜(d)(s) = 〈m˜d, s〉+ 1
1−mdd |s|
αdΘ˜(d) (s/|s|) + o(|s|αd), |s| ↓ 0, (4.4)
where
Θ˜(d)(s) =
∫
Sd
|〈s, y˜ + ydm˜d〉|αd λd(dy), for s ∈ Rd−1+ .
Finally, from (4.3), (4.4) and our assumption on the Laplace exponent ψ(j), the claim follows by similar
computations.
We notice that after performing the d- to (d−1)-type operation, we are left with a non-degenerate, ir-
reducible, critical (d−1)-type GW forest whose offspring distribution µ˜ has mean matrix M˜ = (m˜jk)j,k∈[d−1].
Lemma 4.1 shows that this matrix has spectral radius 1 and moreover, it is not difficult to check that its
left and right 1-eigenvectors a˜, b˜ satisfying 〈a˜,1〉 = 〈a˜, b˜〉 = 1 are given by
a˜ =
1
1− ad (a1, . . . , ad) and b˜ =
1− ad
1− adbd (b1, . . . , bd).
We are now able to establish Proposition 4.1.
Proof of Proposition 4.1. The fact that Π(i)(F ) is a monotype GW forest with critical non-degenerate off-
spring distribution is a consequence of Lemma 4.1 by following exactly the same argument as the proof
of Proposition 4 (i) in [1]. Roughly speaking, the idea is to remove the types different from i one by
one through the d- to (d − 1)-type operation, and noticing that the hypotheses of the GW forest under
consideration are conserved at every step until we are left with a critical non-degenerate monotype GW
forest. Thus, it only remains to show that the offspring distribution of Π(i)(F ) is in the domain of attrac-
tion of a stable law of index α = minj∈[d] αj . We prove this by induction on d, in the case i = 1, without
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losing generality. The case d = 1 is obvious. So suppose d ≥ 2. We apply the d- to (d− 1)-type operation
through Lemma 4.1, and use the induction hipothesis to conclude that the offspring distribution µ¯(1) of
Π(1)(F ) satisfies
ψ¯(1)(s) = s+
1
a˜1
(
c˜
b˜1
)α
+ o(sα), s ↓ 0,
for s ∈ R+ and where c˜ = (〈a˜, Θ˜(b˜)〉)1/α, with
Θ˜(s) =
(
Θ˜(1)(s)1{α=α˜1}, . . . Θ˜
(d−1)(s)1{α=α˜d−1}
)
,
as in Lemma 4.1. On the other habd, we first observe that for j ∈ [d− 1], we have
Θ˜(j)(b˜) =
∫
Sd
|〈b˜, y˜ + ydm˜d〉|α˜j λ˜j(dy)
=
∫
Sd
∣∣∣〈b˜, y˜〉+ yd〈b˜, m˜d〉∣∣∣α˜j λ˜j(dy)
=
(
1− ad
1− adbd
)α˜j ∫
Sd
∣∣∣∣∣
d−1∑
k=1
bkyk + yd
d−1∑
k=1
bk
mdk
1−mdd
∣∣∣∣∣
α˜j
λ˜j(dy)
=
(
1− ad
1− adbd
)α˜j
Θ˜(j)(b),
where for the last equality, we use the fact the b is the right 1-eigenvector of the mean matrix M, that is,∑
k∈[d] bkmdk = bd. Then, from the previous identity, we have that
〈a˜, Θ˜(b˜)〉 =
(
1− ad
1− adbd
)α(d−1∑
k=1
a˜kΘ
(k)(b)1{α=αk} + Θ
(d)(b)1{α=αd}
d−1∑
k=1
a˜k
mkd
1−mdd
)
=
(1− ad)α−1
(1− adbd)α 〈a,Θ(b)〉,
where in the last equality, we now use that a is the left 1-eigenvector of the mean matrix M, i.e.,∑
k∈[d] akmkd = ad. Therefore, the fact that µ¯
(1) belongs to the domain of attraction of a stable law
of index α follows by induction and the above equality.
Following Miermont [1], we are interested in keeping the information of the number vertices that we
delete during the projection Π(i). More precisely, for f ∈ F(d), recall that Π(i)(f) is the monotype forest
obtained by removing all the vertices with type different from i. Then, for a vertex u ∈ Π(i)(f) with
children u1, . . . , uk, we let fvu , fvu1 , . . . , fvuk be the subtrees of the original forest f rooted at u, u1, . . . , uk,
respectively. Then, we let
Nij(u) = #
{
w ∈ fvu \
(
k⋃
r=1
fvur
)
: ef (w) = j
}
, for j ∈ [d] \ {i},
be the number of type j vertices that have been deleted between u and its children. We also let
Nˆij(n) = # {v ∈ fn : ef (v) = j and ef (w) 6= i for all w ` v} , for j ∈ [d] \ {i},
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be the number of type j vertices of the n-th tree component of f that lie below the first layer of type i
vertices, i.e. the number of type j vertices of fn that do not have ancestors of type i.
f2
f1
f :
N12(u(3)) = 4
N13(u(3)) = 1
Nˆ12(1) = Nˆ13(1) = 0
Nˆ12(2) = 2
Nˆ13(2) = 0
1
92 1110
161412
63 5
18
212019
22 24 S
177 8 13
23 25 26
4 15
FIGURE 4.2: A representation of the quantities N1j and Nˆ2j , for a three-type planar forest
with two tree components, type 1 vertices represented with circles, type 2 vertices with
triangles and type 3 vertices with diamonds.
The following proposition provides information about the distribution of the previous quantities.
Proposition 4.2. Let 1 = u(0) ≺ u(1) ≺ · · · ≺ u(#Π(i)(f) − 1) be the list of vertices of Π(i)(f) in depth-first
order and let x ∈ [d]N. Then, under the law Px and for each i ∈ [d]:
(i) For every j ∈ [d]\{i}, the random variables (Nij(u(n)), n ≥ 0) are i.i.d. Moreover, their Laplace exponents
satisfy
φij(s) := − log Ex [exp (−sNij(u(0)))] = aj
ai
s+ cijs
α + o(sα), as s ↓ 0,
where s ∈ R+, α = minj∈[d] αj and cij > 0 a constant. In particular, Ex[Nij(u(0))] = aj/ai.
(ii) For every j ∈ [d] \ {i}, the random variables (Nˆij(n), n ≥ 1) are independent, and their Laplace exponents
satisfy
φˆij(s) := − log Ex
[
exp
(
−sNˆij(n)
)]
=
(
cˆijs+ cˆ
′
ijs
αˆi + o(sαˆi)
)
1{xn 6=i}, as s ↓ 0,
for s ∈ R+, some constants cˆij > 0 and cˆ′ij ≥ 0 (that depends on xn) and where αˆi = minj∈[d]\{i} αj .
The idea of the proof is based in a similar induction argument as in the one of Proposition 4.1, by
making use of the d- to (d − 1)-type operation Π˜. In this direction, we notice that the left and right
1-eigenvectors a, b of M satisfy, for 1 ≤ j ≤ d,
aj =
d∑
i=1
aimij and bi =
d∑
j=1
bjmij
for 1 ≤ i ≤ d. In particular, when d = 2, a simple computation shows that
a2
a1
=
m12
1−m22 =
1−m11
m21
and
b2
b1
=
m21
1−m22 =
1−m11
m12
.
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This will be useful in a moment.
Proof of Proposition 4.2.
(i) The fact that for every j ∈ [d] \ {i}, the random variables (Nij(u(n)), n ≥ 0) are i.i.d. has been proven
in Proposition 4 (ii) of [1]. Basically, this follows from Jagers’ theorem on stopping lines [83]. We then
focus on the second part of the statement, and for simplicity, we prove this in the case i = 1, without
losing generality. In this direction, for f ∈ F(d) and u ∈ Π˜(f), we let N˜(u) be the number of d-type
vertices that have been deleted between u and its children during this procedure. For j ∈ [d− 1], we let
u(j)(0) ≺ u(j)(1) ≺ . . . be the type j vertices of F arranged in depth-first order. Then, Lemma 3 (ii) in
[1] ensures that under Px, the d − 1 sequences (N˜(u(j)(n)), n ≥ 0) are independent and formed of i.i.d.
elements. Further, their Laplace exponents φ˜(j) respectively satisfy
φ˜(j)(s) = ψ(j)(0, φ˜(d)(s))
for s ∈ R+, 0 the vector of Rd−1+ with all components equal to 0, and where φ˜(d) is implicitly given by
φ˜(d)(s) = s+ ψ(d)(0, φ˜(d)(s)). (4.5)
Thus, from our main assumptions on the offspring distribution, it is not difficult to check by following
the same reasoning as the proof of Lemma 4.1 that
φ˜(j)(s) =
mjd
1−mdd s+ c˜jds
α˜j + o(sα˜j ), as s ↓ 0,
where α˜j = min(αj , αd) and the constant c˜jd = 0 if j, d ∈ [d] \∆ and c˜jd > 0 otherwise (recall the main
assumptions (H2.1) and (H2.2)).
Let now proceed to prove our statement. In the monotype case, d = 1, there is nothing to show. For
the case d = 2, one checks from the previous discussion that the Laplace exponent of N12(u(0)) satisfies
φ12(s) =
m12
1−m22 s+ c˜12s
α˜1 + o(sα˜1), as s ↓ 0.
On the other hand, we know that that m12/(1−m22) = a2/a1.
We now consider case d ≥ 3. We apply the operation Π˜, d−2 times, removing the types d, d−1, . . . , 3
one after the other. We then obtain a two-type GW forest and we observe that the number of type 2
vertices that have only the root as type 1 ancestor is precisely the number of type 2 individuals that are
trapped between two generations of Π(1)(F ). Therefore, in view of the d = 2 case above, it is not difficult
to see that the Laplace exponent of N12(u(0)) satisfies
φ12(s) =
a2
a1
s+ c12s
α + o(sα), as s ↓ 0,
for some constant c12 > 0. Finally, our claim follows by symmetry.
(ii) This is obtained by a similar induction argument. We only need to notice that for i ∈ [d] and j ∈
[d] \ {i}, Nˆij(n) = 0 when xn = i.
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4.2.2 Sub-exponential Bounds
The following lemma gives an exponential control on the height and number of components related to
the n first vertices in d-type GW forests. This extends Lemma 4 in [1] which considers the finite variance
case. Recall that for a forest f ∈ F, we let 1 ≺ uf (0) ≺ uf (1) ≺ · · · ≺ uf (#f −1) be the depth-first ordered
list of its vertices. Recall also that Υfn is the index of the tree component to which uf (n) belongs.
Lemma 4.2. There exist two constants 0 < C1, C2 < ∞ (depending only on µ) such that for every n ∈ N,
x ∈ [d]N and η > 0,
Px
(
max
0≤k≤n
|uF (k)| ≥ n1−1/α+η
)
≤ C1(n+ 1) exp (−C2nη)
and
Px
(
ΥFn ≥ n1/α+η
)
≤ C1 exp (−C2nη) .
Proof. We observe that under Px and independently of x, we have that
max
0≤k≤n
|uF (k)| ≤
∑
i∈[d]
max
0≤k≤n
∣∣∣uΠ(i)(F )(k)∣∣∣ and ΥFn ≤∑
i∈[d]
ΥΠ
(i)(F )
n ,
where each of the forests Π(i)(F ), for i ∈ [d], are critical non-degenerate monotype GW forests with
offspring distribution in the domain of attraction of a stable law of index α ∈ (1, 2] by Proposition 4.1.
Therefore, from the above inequalities, it is enough to prove the result only for the case d = 1.
In this direction, let µ be a critical non-degenerate offspring distribution on Z+, with Laplace expo-
nent given by
ψ(s) = s+ csα + o(sα), as s ↓ 0,
for α ∈ (1, 2], s ∈ R+ and c > 0 a constant. Let P be the law of a monotype GW forest with an infinite
number of components and offspring distribution µ. We then let F be a monotype GW forest with law
P.
It is well-known ([62], Section 2.2) that |uF (k)| − 1 has the same distribution as the number of weak
records for a random walk with step distribution µ({·+ 1}) on {−1} ∪Z+, from time 1 up to time k. We
denote byW = (Wn, n ≥ 0) such random walk and we also consider that is defined on some probability
space (Ω,A,P). It is important to point out that W is the well-known Lukasiewicz path associated with
the GW forest with offspring distribution µ. By assumption, the step distribution of this random walk
is centered and in the domain of attraction of stable law of index α ∈ (1, 2]. That is, Wn/n1/α converges
in distribution towards a stable law of index α as n→∞. We fix τ0 = 0 and write τj , j ≥ 0, for the time
of the j-th weak record of (Wn, n ≥ 0). Therefore, from [84] and Theorems 1 and 2 in [85], the sequence
of random variables (τj − τj−1, j ≥ 1) is i.i.d. with Laplace exponent given by
κ˜(λ) = − logE [exp (−λτ1)] = C˜1λ1−1/α + o(λ1−1/α), as λ ↓ 0, (4.6)
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for some constant C˜1 > 0. We then bound the first probability by
P
(
max
0≤k≤n
|uF (k)| ≥ n1−1/α+η
)
≤ (n+ 1) max
0≤k≤n
P
(
|uF (k)| ≥ n1−1/α+η
)
.
Then, we notice that for 0 ≤ k ≤ n and m ∈ N, we have that
P (|uF (k)| − 1 ≥ m) = P
 m∑
j=1
(τj − τj−1) ≤ k
 ≤ eE
exp
− m∑
j=1
τj − τj−1
k
 ≤ exp (1−mκ˜(1/n)) ,
where for the last inequality, we use the monotonicity of κ˜. Taking m =
⌈
n1−1/α+η
⌉− 1 and using (4.6),
we get the first bound for large n and thus for every n up to tuning the constants C1, C2.
The proof for second bound is very similar. For j ≥ 1, let #Fj be the number of vertices of the
j-th tree component of the forest F . By the Otter-Dwass formula (see, e.g., [63], Chapter 5), under P,
(#Fi, i ≥ 1) is a sequence of i.i.d. random variables with common distribution
P (#F1 = n) = n
−1P (Wn = −1) .
Using again the fact that the step distribution of (Wn, n ≥ 0) is centered and in the domain of attraction
of a stable law of index α, we obtain that
P (#F1 = n) = C˜2n
−1−1/α + o(n−1−1/α), as n→∞,
where C˜2 > 0 is some positive constant; see for example Lemma 1 in [68]. Therefore, an Abelian theorem
([84], Theorem XIII.5.5) entails that the Laplace exponent κ of the distribution of #F1, under P, satisfies
κ(λ) = C˜3λ
1/α + o(λ1/α), as λ ↓ 0, (4.7)
for some constant C˜3 > 0. Noticing that
{
ΥFn (n) ≥ m
}
=
{∑m−1
i=1 #Fi ≤ n
}
, the second bound is then
obtained analogously as the first one. Finally, we tune up the constants C1, C2 so that they match to both
cases.
4.2.3 Convergence of types
In order to compare the height process of the monotype GW forest Π(i)(F ), i ∈ [d], with that of the
d-type GW forest F , we must estimate the number of vertices of F that stand between a type i vertex
of Π(i)(F ) and one of its descendants. This is the purpose of the following result. Before that, we need
some further notation.
Definition 4.2. We say that a sequence of positive numbers (zn, n ≥ 0) is exponentially bounded if there are
positive constants c, C > 0 such that zn ≤ Ce−cn for some ε > 0 and large enough n. In order to simplify
notations and avoid referring to the changing ε’s and the constants c and C, we write zn = oe(n) in this case.
For a d-type forest f ∈ F(d) and a vertex u ∈ f , we let Ancuf (i) be the number of type i ancestors
of a vertex u. We provide the following key estimate for the height process which is the analogue of
Proposition 5 in [1].
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Proposition 4.3. For every γ > 0 and x ∈ [d]N, we have that
max
i∈[d]
Px
(
max
0≤k≤n
∣∣∣∣∣HFk − Anc
u(k)
F (i)
aibi
∣∣∣∣∣ > n1/2−1/2α+γ
)
= oe(n).
The proof of this statement follows exactly from the same argument in [1] and a detailed proof would
be cumbersome. So, we leave the details to the interedted reader.
On the other hand, observe that the height process of the monotype GW forest Π(i)(F ) does not
visit the vertices of type different from i, in words, it goes faster than the the height process of the
d-type GW forest F . Then, in order to slow down the height process of Π(i)(F ), we must adjust the
time. We conclude this section with the following result which takes care of the number of vertices with
type different from i that stands between two consecutive type i vertices in Π(i)(F ). More precisely, for
f ∈ F(d) and n ≥ 0, we let
Λfi (n) = # {0 ≤ k ≤ n : ef (uf (k)) = i}
be the number of type i vertices standing before the (n+1)-th vertex in depth-first order. We let u(i)(0) ≺
u(i)(1) ≺ . . . be the type i vertices of f arranged in depth-first order, and we also consider the quantity
Gfi (n) = #{u ∈ f : u ≺ u(i)(n)}, with the convention Gfi (#f (i)) = #f . Similar notation holds if we
consider trees instead of forests. Recall that a = (a1, . . . , ad) is the left 1-eigenvector of the mean matrix
M.
Proposition 4.4. For i ∈ [d] and for any x ∈ [d]N, under Px, we have that(
ΛFi (bnsc)
n
, s ≥ 0
)
→
n→∞ (ais, s ≥ 0) ,
in probability, for the topology of uniform convergence over compact subsets of R+.
Proof. We only need to prove that for i ∈ [d], ε > 0 and for any x ∈ [d]N, we have that
Px
(∣∣GFi (n)− a−1i n∣∣ > εn) = 0, (4.8)
as n → ∞. This will imply the convergence in probability for every rational number s of GFi (bnsc)n−1
towards a−1i s as n → ∞. Then, an application of Skorohod’s representation theorem and a standard
diagonal procedure entail that the above convergence holds for the uniform topology over compact
subsets of R+. Finally, one notices that ΛFi is the right-continuous inverse function of GFi which leads to
our statement.
In this direction, for f ∈ F(d), we recall that Π(i)(f) denotes the monotype forest obtained after
applying the projection function described in Section 4.2.1. Recall that for k ≥ 0 and j ∈ [d] \ {i},
Nij(k) := Nij(u
(i)(k)) denotes the number of type j vertices that have been deleted between u(k) and its
children during the operation Π(i). Similarly, we define the quantity N ′ij(k) which counts only the type
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j vertices that come before u(i)(n) in depth-first order. Since
∑
j 6=i aj/ai = 1− 1/ai, we notice that
Gfi (n)− a−1i n =
∑
j 6=i
(
Rf1(j;n) +R
f
2(j;n) +R
f
3(j;n)
)
, (4.9)
for n ≥ 0 and where for j ∈ [d] \ {i},
Rf1(j;n) =
n−1∑
k=0
(
N ′ij(k)−Nij(k)
)
1{u(i)(k)`u(i)(n)}, R
f
2(j;n) =
Υfn∑
k=1
Nˆij(k),
and
Rf3(j;n) =
n−1∑
k=0
(Nij(k)− aj/ai) .
We next estimate the probability that these tree terms are large, when we consider a d-type GW forest.
We fix ε > 0, 0 < δ < 1/α and write zn = n1−1/α+δ. We observe that
∣∣∣Rf1(j;n)∣∣∣ ≤ n−1∑
k=0
Nij(k)1{u(i)(k)`u(i)(n)}.
and
#{k ≥ 0 : u(i)(k) ` u(i)(n)} ≤ Ancu(i)(n)f (i) ≤ max0≤k≤nH
Π(i)(f)
k .
Thus, according to our estimate for the height of GW forests in Lemma 4.2, we get that
Px
(∣∣RF1 (j;n)∣∣ > εn1+δ) ≤ Px
bznc∑
k=0
Nij(k) > εn
1+δ
+ oe(n).
Moreover, for every β ∈ (0, 1/2),
Px
(∣∣RF1 (j;n)∣∣ > εn1+δ)
≤ Px

bznc∑
k=1
Nij(k) > εn
1+δ
 ∩ {∀k ∈ {0, 1, . . . , bznc} : Nij(k) < (1− β)εn1+δ}

+ Px
(
max
1≤k≤bznc
Nij(k) > (1− β)εn1+δ
)
+ oe(n). (4.10)
We recall that under Px, the random variables (Nij(k), k ≥ 0) are i.i.d. with law in the domain of
attraction of a stable law of index α ∈ (1, 2] by Proposition 4.2 (i). Then,
Px
(
max
0≤k≤bznc
Nij(k) > (1− β)εn1+δ
)
= 1−
(
1−Px
(
Nij(0) > (1− β)εn1+δ
))bznc
= 0,
as n → ∞. On the other hand, the first term in the right-hand side of (4.10) also tends to 0 as n → ∞.
To see this, note that the event in the first term may hold only if there are two distinct values of k ∈
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{0, 1, . . . , bznc} such that Nij(k) ≥ βεn/bznc. We thus conclude that
Px
(∣∣RF1 (j;n)∣∣ > εn1+δ)→ 0, as n→∞. (4.11)
Following exactly the same argument, using the bound in Lemma 4.2 on the number of components of
d-type GW forests and Proposition 4.2 (ii), we obtain that
Px
(∣∣RF2 (j;n)∣∣ > εn1+δ)→ 0, as n→∞. (4.12)
Finally, the estimate
Px
(∣∣RF3 (j;n)∣∣ > εn1+δ)→ 0, as n→∞, (4.13)
follows by the law of large numbers, since Proposition 4.2 (i) entails that the mean of Nij(0) is aj/ai.
Therefore, the estimates (4.11), (4.12) and (4.13), when combined with (4.9) imply the convergence
(4.8).
4.3 Proof of Theorem 4.1 and 4.2
In this section, we prove our main results.
Proof of Theorem 4.1. We observe that for n ≥ 0 and any s ≥ 0, we have∣∣∣∣∣∣∣HFbnsc −
H
Π(i)(F )
ΛFi (bnsc)−1
aibi
∣∣∣∣∣∣∣ ≤
∣∣∣∣∣HFbnsc − Anc
u(bnsc)
F (i)
aibi
∣∣∣∣∣+ 1aibi
∣∣∣HΠ(i)(F )
ΛFi (bnsc)−1
−Ancu(bnsc)F (i)
∣∣∣ .
By Proposition 4.3, under Px, the first term on the right hand side tends to 0 in probability as n → ∞,
uniformly over compact subsets of R+. On the other hand, from equation (15) in [1], we get that∣∣∣HΠ(i)(F )
ΛFi (bnsc)−1
−Ancu(bnsc)F (i)
∣∣∣ ≤ ∣∣∣HΠ(i)(F )
ΛFi (bnsc)−1
−HΠ(i)(F )
ΛFi (bnsc)
∣∣∣+ 1.
Recall that under Px, Π(i)(F ) is a critical non-degenerate monotype GW forest in the domain of attrac-
tion of a stable law of index α ∈ (1, 2] by Proposition 4.1. Then, Theorem 2.3.2 in [62] implies that
1
n1−1/α
max
0≤k≤n
∣∣∣HΠ(i)(F )k−1 −HΠ(i)(F )k ∣∣∣ →n→∞ 0,
in probability, under Px, and it follows that(
1
n1−1/α
(
HFbnsc −
1
aibi
H
Π(i)(F )
ΛFi (bnsc)
)
, s ≥ 0
)
→
n→∞ 0 (4.14)
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in probability for the topology of uniform convergence over compact sets of R+. Finally, Proposition 4.4
and Theorem 2.3.2 in [62] imply that
(
1
n1−1/α
H
Π(i)(F )
ΛFi (bnsc)
, s ≥ 0
)
d−−−→
n→∞
(
a
1/α
i bi
c¯
Hais, s ≥ 0
)
.
Moreover, we deduce from the scaling property of the height processH that (Hais, s ≥ 0) d= (a1−1/αi Hs, s ≥
0); see, e.g., Section 3.1 in [62]. Therefore, the result in Theorem 4.1 follows now from (4.14).
Let us now prove Theorem 4.2.
Proof of Theorem 4.2. For n ≥ 0, i ∈ [d] and any s ≥ 0, we recall that ΛFi (bnsc) denotes the number of type
i individuals standing before the (bnsc + 1)-th individual in depth-first order which we called u(bnsc).
Since all the roots of the forest F have type i, we claim that
Υ
Π(i)(F )
ΛFi (bnsc)
= Υbnsc.
To see this, we observe that u(bnsc) and the last vertex of type i before u(bnsc) in depth-first order be-
long to the same tree component. Therefore, the label of the tree component of F containing u(bnsc) is
the same as the label of the tree component of Π(i)(F ) containing the ΛFi (bnsc)-th vertex.
Let WΠ
(i)(F ) = (W
Π(i)(F )
n , n ≥ 1) be the Lukasiewicz path associated with monotype GW forest
Π(i)(F ) (see proof of Lemma 4.2 for the definition) which according to Proposition 4.1 has offspring
distribution that belongs to the domain of attraction of a stable law of index α ∈ (1, 2]. We need the
following property of Lukasiewicz path,
inf
0≤k≤n
W
Π(i)(F )
k = −ΥΠ
(i)(F )
n ,
for n ≥ 1; see for example [57]. The result now follows from Corollary 2.5.1 in [57] and similar arguments
as at the end of proof of Theorem 4.1.
4.4 Applications
4.4.1 Maximal height of multitype GW trees
In this section, we present a natural consequence of Theorems 4.1 and 4.2 which generalizes the result
of Miermont [1] on the maximal height in the finite covariance case. For a tree t ∈ T, we let ht(t) be the
maximal height of a vertex in t. Recall that Is is the infimum at time s of the strictly stable spectrally
positive Lévy process Y (α).
Corollary 4.1. For i ∈ [d], let T be a d-type GW tree distributed according to P(i) whose offspring distribution
satisfies the main assumptions. Then,
lim
n→∞nP
(i) (ht(T ) ≥ n) = bi(α− 1) ((α− 1)c¯)
α
1−α .
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Proof. The proof of this assertion is very similar of Corollary 1 in [1]. The only difference that we are
now considering that the rescaled height process of multitype GW forest converges to height process
associated with the strictly stable spectrally positive Lévy process Y (α). Let F be a d-type GW forest
distributed according to P(i) whose offspring distribution satisfies the main assumptions. For k ≥ 1, we
denote by τk the first hitting time of k by (ΥFn , n ≥ 0) and for x ≥ 0, we write %x for the first hitting time
of x by −I = (−Is, s ≥ 0). From Theorem 4.1 and 4.2, we have that(
1
n
HF
n
α
α−1 s
, 0 ≤ s ≤ τn
)
d−−−→
n→∞
(
1
c¯
Hs, 0 ≤ s ≤ %bic¯−1
)
,
under P(i). Let (Fk, k ≥ 1) be the tree components of the multitype GW forest F . Then, the above
convergence implies that
lim
n→∞P
(i)
(
max
1≤k≤n
ht(Fk) < n
)
= P
(
Hs ≤ c¯, for all 0 ≤ s ≤ %bic¯−1
)
= exp
(
−bi
c¯i
N
(
1
c¯
supH ≥ 1
))
= exp
(
−bi(α− 1) ((α− 1)c¯)
α
1−α
)
,
where N is the Itô excursion measure of Y (α) above its infimum (see e.g. Chapter VIII.2 in [86] for
details), and where we have used the Corollary 1.4.2 in [62] for the equality. Recall that under P(i), the
tree components (Fk, k ≥ 1) are independent multitype GW trees. Therefore, the identity
P(i)
(
max
1≤k≤n
ht(Fk) < n
)
=
(
1−P(i) (ht(T ) ≥ n)
)n
.
yields our claim.
4.4.2 Alternating two-type GW tree
We consider a particular family of multitype GW trees known as alternating two-type GW trees, in
which vertices of type 1 only give birth to vertices of type 2 and vice versa. More precisely, given two
probability measures µ(1)2 and µ
(2)
1 on Z+, we consider a two-type GW tree where every vertex of type 1
(resp. type 2) has a number of type 2 (resp. type 1) children distributed according to µ(1)2 (resp. µ
(2)
1 ), all
independent of each other. We denote byµalt the offspring distribution on Z2+ of this particular two-type
GW tree. We let
m12 =
∑
z∈Z+
zµ
(1)
2 ({z}) and m21 =
∑
z∈Z+
zµ
(2)
1 ({z})
be the means of the measures µ(1)2 and µ
(2)
1 , respectively. We make the assumption that µ
(1)
2 ({1}) +
µ
(2)
1 ({1}) < 2 to exclude degenerate cases, and also exclude the trivial case m1m2 = 0. We observe
that the mean matrix associated with µalt is irreducible and it admits ρ = m1m2 as a unique positive
eigenvalue. We then say that µalt is sub-critical if m1m2 < 1, critical if m1m2 = 1 and supercritical if
m1m2 > 1. In the sequel, we assume that offspring distribution is also critical. We observe then that the
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normalized left and right 1-eigenvectors are given by
a = (a1, a2) =
(
1
1 +m1
,
1
1 +m2
)
, and b = (b1, b2) =
(
1 +m1
2
,
1 +m2
2
)
.
Following the notation of Section 4.1.3, we denote by P(i)alt the law of a two-type GW tree with off-
spring distribution µalt and root type i ∈ [2], i.e., it is the law of an alternating two-type GW tree with
root type i. We make the next extra assumptions on the offspring distribution:
(H′1) µ
(1)
2 is a geometric distribution, i.e. there exists p ∈ (0, 1) such that
µ
(1)
2 ({z}) = (1− p)pz, z ∈ Z+.
We observe that its Laplace exponent satisfies
ψ1(s) =
p
1− ps+
1
2
p
(1− p)2 s
2 + o(s2), s ↓ 0,
for s ∈ R+. In particular, m1 = p/(1− p).
(H′2) µ
(2)
1 is in the domain of attraction of a stable law of index α ∈ (1, 2], that is, its Laplace exponent
satisfies
ψ2(s) = m2s+ s
αL(s) + o(sα), s ↓ 0,
for s ∈ R+ and where L : R+ → R+ is a slowly varying function at zero.
The following result is a conditioned version of Theorem 4.1 for this particular two-type GW tree.
More precisely, we show that after a proper rescaling the height process of a critical alternating two-type
GW tree whose offspring distribution satisfies (H′1) and (H′2) converges to the normalized excursion of
the continuous-time height process associated with a strictly stable spectrally positive Lévy process with
index α. We stress that the improvement of the convergence in Theorem 4.1 is because we are able to es-
tablish a conditioned version of Proposition 4.4 for this very particular GW tree. This allows us to adapt
the proof of Theorem 2 in [1], in the case where only the geometric part of the offspring distribution
does have small exponential moments.
Before providing a rigorous statement, we need to introduce some further notation. We consider a
function L¯ : R+ → R+ given by
L¯(s) =
(
1
2
p
(1− p)2a1b
2
21{α=2} + a2b
α
1L(s)
)
, for s ∈ R+, (4.15)
which is a slowly varying function at zero. We write L˜ : R+ → R+ for a slowly varying function at
infinity that satisfies
lim
s→∞
(
1
L˜(s)
)α
L¯
(
1
s1/αL˜(s)
)
= 1,
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This function is known in the literature as the conjugate of L¯. The existence of such a function is due to
a result of de Bruijn; for a proof of this fact and more information about conjugate functions, see Section
1.5.7 in [87]. In what follows, we let (Bn, n ≥ 1) be a sequence positive integers such thatBn = L˜(n)n1/α.
Finally, recall from the beginning of Section that Ht = (Htn, n ≥ 0) denotes the height process of the
tree t ∈ T.
Theorem 4.3. Let T be an alternating two-type GW tree distributed according to P(1)alt . Then for j = 1, 2, under
the law P(1)alt (·|#T (j) = n), the following convergence in distribution holds on D([0, 1],R):(
Bn
n
HTb#Tsc, 0 ≤ s ≤ 1
)
d−−−→
n→∞
(
a
1/α−1
j H
exc
s , 0 ≤ s ≤ 1
)
,
where Hexc is the normalized excursion of the continuous-time height process process associated with a strictly
stable spectrally positive Lévy process Y (α) = (Ys, s ≥ 0) of index α and with Laplace exponent E(exp(−λYs)) =
exp(−sλα), for λ ∈ R+.
In recent years, this special family of two-type GW trees has been the subject of many studies due
to their remarkable relationship with the study of several important objects and models of growing rel-
evance in modern probability such that random planar maps [70], percolation on random maps [71],
non-crossing partitions [72], to mention just a few. On the other hand, up to our knowledge the result
of Theorem 4.3 has not been proved before under our assumptions on the offspring distribution. There-
fore, we believe that this may open the way to investigate new aspects related to the models mentioned
before.
The proof of Theorem 4.3 relies on some intermediate results. We let T be a two-type GW tree with
law P(1)alt . We first characterize the law of the reduced forest Π
(j)(T ), for j = 1, 2.
Corollary 4.2. For j = 1, 2, under the law P(1)alt , the tree Π
(j)(T ) is a critical monotype GW forest with non-
degenerate offspring distribution µ¯j in the domain of attraction of a stable law of index α, i.e., its Laplace exponent
satisfies that
ψ¯j(s) = s+
1
aj
(
s
bj
)α
L¯(s) + o(sα), s ↓ 0.
for s ∈ R+ and where the function L¯ is defined in (4.15).
Proof. The results follows from Lemma 4.1, after some simple computations.
The next step in order to pass from unconditional statements to conditional ones is the following
estimate for the number of vertices of some specific type in multitype GW trees.
Lemma 4.3. Let T be a d-type GW tree distributed according to P(i), for i ∈ [d]. Then, for every j ∈ [d]:
(i) For some constant Cij > 0, we have that
P(i)
(
#T (j) = n
)
= Cijn
−1−1/α + o(n−1−1/α), as n→∞,
98 Chapter 4. Scaling limits for multitype Galton-Watson trees
where it is understood that the limit is taken along values for which the probability on the left-hand side is strictly
positive.
(ii) The laws of the number of tree components of Π(j)(T ), under P(i)(·|#T (j) = n), converge weakly as
n→∞.
Proof. This very similar to Lemma 6 and Lemma 7 in [1] and the proof is carried out with mild modifi-
cations.
Finally, the last ingredient is a conditioned version of Proposition 4.4 for the alternating two-type
GW tree.
Proposition 4.5. For j = 1, 2, under P(1)alt (·|#T (j) = n), we have that(
ΛTj (b#Tsc)
n
, 0 ≤ s ≤ 1
)
→
n→∞ (s, 0 ≤ s ≤ 1) ,
in probability.
Proof. We prove the statement only when j = 1. The case j = 2 follows by making occasional changes
in the proof below, observing that
ΛT1 (#T ) + Λ
T
2 (#T ) = #T
(1) + #T (2) = #T.
We based our proof on a bijection G due to Janson and Stefánsson [88] which maps the alternating
two-type GW tree to a standard monotype GW tree. More precisely, the tree G(T ) has the same vertices
as T , but edges are different and are defined as follows. For every type 1 vertex uwe repeat the following
operation: let u0 be the parent of u (if u 6= ∅) and we list the children of u in lexicographical order
u1 ≺ u2 ≺ · · · ≺ uk. If u 6= ∅ draw the edge between u0 and u1 and then edges between u1 and
u2, . . . , uk−1 and uk and finally between uk and u. If u is a type 1 vertex and a leaf this reduces to draw
the edge between u0 and u. One can check that G(T ) defined by this procedure is a tree and rooted at
the corner between the root of T and its first child. Roughly speaking, this mapping has the property
that every vertex of type 1 is mapped to a leaf, and every type 2 vertex with k ≥ 0 children is mapped
to a vertex with k + 1 children (the interest reader is referred to Section 3 in [88], for details). Moreover,
Janson and Stefánsson showed that under P(1)alt , G(T ) is a monotype GW tree with offspring distribution
given by
ν({0}) = 1− p, and ν({z}) = pµ2({z}), for z ∈ N.
We notice that ΛT1 (#T ) = #T
(1) is exactly the number of leaves of the monotype GW tree G(T ).
Then, Lemma 2.5 in [64] which is a law of large numbers for the number of leaves of monotype GW
trees, implies that for every ε > 0,
P
(1)
alt
(
sup
0≤s≤1
∣∣∣∣ΛT1 (b#Tsc)#Ts − (1− p)
∣∣∣∣ > ε∣∣∣#T ≥ n) = oe(n).
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We observe that the left 1-eigenvector a1 = 1− p. By Lemma 4.3, we deduce that
P
(1)
alt
(
sup
0≤s≤1
∣∣∣∣ΛT1 (b#Tsc)#Ts − a1
∣∣∣∣ > ε∣∣∣#T (1) = n) = oe(n). (4.16)
Then, if we admit for a while that
P
(1)
alt
(∣∣∣∣#Tn − 1a1
∣∣∣∣ > ε∣∣∣#T (1) = n) = oe(n). (4.17)
We conclude the proof by combining the above estimate and (4.16).
Let us now turn to the proof of (4.17). First, we observe that for 0 < ε < a−11 , we have that
P
(1)
alt
(∣∣∣∣#Tn − 1a1
∣∣∣∣ > ε,#T (1) = n) = P(1)alt (#T > ( 1a1 + ε
)
n,#T (1) = n
)
+ P
(1)
alt
(
#T <
(
1
a1
− ε
)
n,#T (1) = n
)
. (4.18)
The idea is to show that the two term on the right-hand side are oe(n). We start with the first term. We
notice that
P
(1)
alt
(
#T >
(
1
a1
+ ε
)
n,#T (1) = n
)
≤
∞∑
k=n
P
(1)
alt
(
#T = k,#T (1) <
(
1
a1
+ ε
)−1
n
)
By recalling that #T (1) is the number of leaves of the monotype GW tree G(T ), Lemma 2.7 (ii) in [64]
implies that terms in the sum are oe(n). This entails that the first term on the right-hand side of (4.18) is
oe(n). We now focus on the second term. We write
P
(1)
alt
(
#T >
(
1
a1
+ ε
)
n,#T (1) = n
)
≤
b(a−11 −ε)nc∑
k=n
P
(1)
alt
(
#T = k,#T (1) >
(
1
a1
− ε
)−1
n
)
By using Proposition 1.6 in [64], we get that
P
(1)
alt
(
#T >
(
1
a1
+ ε
)
n,#T (1) = n
)
≤
b(a−11 −ε)nc∑
k=n
1
n
P
(1)
alt
(
1
r
k∑
r=1
1{Xr=−1} >
(
1
a1
− ε
)−1)
,
where (Xr, r ≥ 1) is a sequence of i.i.d. random variables with common distribution ν({· + 1}) on
{−1} ∪ Z+. Then, an application of Lemma 2.2 (i) in [64] shows that this is oe(n). Therefore, we have
proved that
P
(1)
alt
(∣∣∣∣#Tn − 1a1
∣∣∣∣ > ε,#T (1) = n) = oe(n). (4.19)
Finally, an appeal to Lemma 4.3 (i) completes the proof of (4.17).
We have now all the ingredients to give the proof of Theorem 4.3.
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Proof of Theorem 4.3. Recall from Corollary 4.2 that Π(j)(T ) under P(1)alt is a non-degenerate, critical GW
forest with offspring distribution µ¯j in the domain of attraction of a stable law of index α ∈ (1, 2]. Thus,
by first conditioning on the number of tree components, we obtain using Lemma 4.3 (ii) and Theorem
3.1 [57] that under P(1)alt (·|#T (j) = n),(
Bn
n
H
Π(j)(T )
bnsc , 0 ≤ s ≤ 1
)
d−−−→
n→∞
(
a
1/α
j bjH
exc
s , 0 ≤ s ≤ 1
)
,
where the convergence is in distribution on D([0, 1],R). To see this, we observe that conditional on
the number of tree components to be r, the GW forest Π(j)(T ) is composed of r independent GW trees
with the same offspring distribution µ¯j . On the other hand, conditioning the sum of their size to be
n, only one of these trees has size of order n, while the other r − 1 trees have total size o(n) with high
probability. This implies that the latter do not contribute to the limit. We refer to Theorem 5.4 in [89] for
details. Then, from Proposition 4.5, we obtain that under P(1)alt (·|#T (j) = n),(
Bn
n
H
Π(j)(T )
ΛTj (b#Tsc)
, 0 ≤ s ≤ 1
)
d−−−→
n→∞
(
a
1/α
j bjH
exc
s , 0 ≤ s ≤ 1
)
, (4.20)
in distribution.
On the other hand, recall from the proof of Theorem 4.1 that for n ≥ 0 and any s ≥ 0, we have∣∣∣∣∣∣∣HTb#Tsc −
H
Π(j)(T )
ΛTj (b#Tsc)
ajbj
∣∣∣∣∣∣∣ ≤
∣∣∣∣∣HTb#Tsc − Anc
u(b#Tsc)
T (j)
ajbj
∣∣∣∣∣+Rn(s), (4.21)
where
|Rn(s)| ≤ 1
ajbj
(
2 max
0≤k≤n
∣∣∣HΠ(j)(T )k−1 −HΠ(j)(T )k ∣∣∣+ 1) .
Therefore, it must be clear that our claim follows from the convergence (4.20) by providing that the two
terms on the right-hand side of (4.21) are o(n/Bn) in probability, uniformly in s ∈ [0, 1].
In this direction, we observe from (4.19) that P(1)alt (#T > δn|#T (j) = n) = oe(n) for any δ > a−1j .
Combining this with Proposition 4.3, we have for 0 < γ < 12(1− 1/α) and some C > 0 that
P
(1)
alt
(
Bn
n
max
0≤k≤#T
∣∣∣∣∣HTk − Anc
u(k)
T (j)
ajbj
∣∣∣∣∣ ≥ n− 12 (1−1/α)+γ∣∣∣#T (j) = n
)
≤ Cn1+1/αP(1)alt
(
Bn
n
max
0≤k≤bδnc
∣∣∣∣∣HTk − Anc
u(k)
T (j)
ajbj
∣∣∣∣∣ ≥ n− 12 (1−1/α)+γ
)
+ oe(n) = oe(n),
where P(1)alt is the law of alternating two-type GW forest with all its root having type 1. This shows that
first term on the right-hand side of (4.21) is o(n/Bn) in probability, uniformly in s ∈ [0, 1].
4.4. Applications 101
Finally, let Υj be the number of tree components of Π(j)(T ). Then the law of Π(j)(T ) under the
measure P(1)alt (·|Υj = r) is that of a monotype GW forest with r tree components. Using Theorem 5.4 in
[89], one concludes that for ε > 0,
lim
n→∞P
(1)
alt
(
sup
0≤s≤1
Bn
n
|Rn(s)| ≥ ε
∣∣∣#T (j) = n,Υj = r) = 0.
By Lemma 4.3 (ii), we know that the laws of Υj under P(1)alt (·|#T (j) = n) are tight as n varies. Thus, we
deduce that the second term on the right-hand side of (4.21) is also o(n/Bn) in probability, uniformly in
s ∈ [0, 1].
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APPENDIX A
The continuous-time height process
We define the paths which are the analogs in continuous-time of the Lukasiewicz path and the discrete
height process introduced in Section 1.4.1. We recall some definitions, properties and constructions with
no proof and refer the interesting reader to Bertoin [86] and Duquesne [62] for more details. In this di-
rection, let us introduce first some required notation. Let I ⊂ R be an interval. We denote by C(I,R) the
space of real-valued continuous functions on I equipped with the uniform distance on all the compact
subsets of I , which makes it a Polish space. We also denote by D(I,R) the space of càdlàd functions on
I endowed with the Skorokhod topology, making it a Polish space (see Chapter 3 in [46] and Chapter
IV in [90] for definitions and usual properties of the Skorokhod topology).
Fix α ∈ (1, 2] and consider a random process Y (α) = (Yt, t ≥ 0) with paths in the set D([0,∞),R),
which has independent and stationary increments, no negative jump and such that
E[exp(−λYt)] = exp(tλα), for λ > 0.
Such a process is called a strictly stable spectrally positive Lévy process of index α. An important feature
of Y α is the scaling property: for every c > 0,
(c−1/αYct, t ≥ 0) = (Yt, t ≥ 0) in distribution.
In particular, for α = 2 the process Y (2) is
√
2 times the standard Brownian motion on the line. For
0 ≤ s ≤ t, we set
Is,t = inf
s≤r≤t
Yr and It = inf
0≤r≤t
Yr.
We write H(α) = (Ht, t ≥ 0) for the continuous-time height process associated with Y (α). In the Brown-
ian case, the height process is Ht = Xt − It and obviously has continuous paths. Otherwise, we define
the height process by
Ht = lim
ε→0
1
ε
∫ t
0
1{Ys<Is,t+ε}ds,
where the limit exists in probability. The process H(α) admits a continuous modification by Theorem
4.7 in [56], and from now on we consider only this modification. Let us give a briefly explanation for
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this definition; see Chapter 1 in [62] for further details. For t > 0, we let Yˆ (t) = (Yˆ (t)s , 0 ≤ s ≤ t) be the
time-reversed process of Y (α) defined by Yˆ (t)s = Yt−Y(t−s)−. We set Sˆ(t)s = sup0≤r≤s Yˆ (t)r . It is possible to
prove thatHt has the same law as the local time at time t (suitably normalized) of the process Sˆ(t)− Yˆ (t).
Then Ht corresponds intuitively to the “measure” of the set {0 ≤ s ≤ t : Ys = Is,t}, by analogy with the
discrete case (1.6). The role of the Lukasiewicz path is played by the stable Lévy process Y (α). Next, one
can deduce from the scaling property of Y (α) that H(α) satisfies
(c−1+1/αHct, t ≥ 0) = (Ht, t ≥ 0) in distribution.
In addition, the excursions of H(α) above 0 coincide with excursions of Y (α) − I above 0, where I =
(Is, s ≥ 0).
The normalized excursions Y excα = (Y exct , t ≥ 0) and Hexcα = (Hexct , t ≥ 0) are defined from Y (α) and
H(α) as follows. We consider the times g
1
= sup{s ≥ 1 : Ys = Is} and ζ1 = inf{s > 1 : Ys = Is} − g1. For
0 ≤ t ≤ 1, we then define:
(Y exct , H
exc
t ) =
(
ζ
− 1
α
1
(
Yg
1
+ζ1t − Yg1
)
, ζ
1
α
−1
1 Hg1+ζ1t
)
.
The process Hexcα is called the normalized excursion of the height process H(α). Moreover, almost surely
we have that Hexc0 = H
exc
1 = 0 and H
exc
t > 0 for all 0 < t < 1. On the other hand, the process H
exc
α takes
values in the Polish space C([0, 1],R), and Xexcα takes value in the set D([0, 1],R). We stress that in the
Brownian case Hexc2 =
√
2 · e, where e is the normalized Brownian excursion.
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