We answer in the affirmative a recently-posed question that asked if there exists an "untypical" convex mapping cone -i.e., one that does not arise from the transpose map and the cones of k-positive and k-superpositive maps. We explicitly construct such a cone based on atomic positive maps. Our general technique is to consider the smallest convex mapping cone generated by a single map, and we derive several results on such mapping cones. We use this technique to also present several other examples of untypical mapping cones, including a family of cones generated by spin factors. We also provide a full characterization of mapping cones generated by single elements in the qubit case in terms of their typicality.
Introduction
As an attempt to classify positive maps between operator algebras, one of us introduced the concept of mapping cones [Stø86] , which in the finite-dimensional case are closed cones of positive maps that are closed under the composition with completely positive maps. Very few examples of mapping cones have so far been exhibited, namely those which arise naturally from completely positive maps, k-positive maps and k-superpositive maps and their composition with the transpose map. In [Sko11a] , one of us posed the problem of whether there exist other mapping cones than those described above. In the present paper we answer this question in the affirmative as we exhibit several other examples of mapping cones, thus showing that the theory of positive maps is very complicated, even in the case of 3 × 3 matrices.
1
Our main approach to this problem is to consider convex mapping cones that are generated by small sets of positive maps -that is, the smallest convex mapping cone that contains a given set of maps. We show that in many cases, the mapping cone generated by a single map gives a well-known typical mapping cone, such as the cone of completely positive maps or the cones of k-superpositive maps. We then provide several examples to show that untypical mapping cones can also arise naturally in this way. In particular, we show that the convex mapping cone generated by an atomic map is always untypical, we provide examples of non-atomic maps that generate untypical mapping cones, and we completely characterize whether such cones are typical or untypical in the case of 2 × 2 matrices.
These results are of interest in quantum entanglement theory, where mapping cones have been shown to play an important role [SSŻ09, SS12] , as the cones of k-positive, ksuperpositive, completely positive, and completely co-positive maps all arise frequently in this setting [HHH96, Per96, HSR03, CK06, HHHH09] . We consider a natural partial order that arises from our method of generating mapping cones, and briefly consider its implications in entanglement theory. In particular, we show that it is related to the notion of optimality of entanglement witnesses introduced in [LKCH00] .
In Section 2 we introduce our notation and the typical mapping cones of k-positive and k-superpositive maps. In Section 3 we show how to construct a minimal convex mapping cone containing a given set of positive maps, and use this construction to build untypical convex mapping cones in Section 4. We present another in-depth example in Section 5, where we construct a family of untypical mapping cones based on spin factors. We show that these mapping cones are analogous to the cones of k-superpositive maps in a natural way. We close in Section 6 by considering a partial order based on the generation of mapping cones that measures how well one set of positive maps detects entanglement compared to another set.
Notation and Preliminaries
We use H to denote a finite-dimensional Hilbert space and L(H) the space of linear maps on H. If we wish to emphasize the dimension n of a Hilbert space then we will write it as H n . If X ∈ L(H) is positive then we write X ≥ 0.
Many of the cones of operators and linear maps that we deal with will be inspired by the cone of separable operators, which is particularly important in quantum information theory.
Note that without loss of generality we can choose each Y i and Z i to have rank one. More generally, we say that the Schmidt number [TH00] of an operator 0 ≤ X ∈ L(H) ⊗ L(H) (denoted by SN(X)) is the smallest integer k so that we can write X = i v i v
Cones of Positive Maps
A map Φ : L(H) → L(H) is said to be positive if Φ(X) ≥ 0 whenever X ≥ 0. Similarly, Φ is called k-positive if id k ⊗Φ is positive, where id k denotes the identity map on L(H k ), and Φ is called completely positive if Φ is k-positive for all k ∈ N. Also, Φ is called k-copositive if Φ is k-positive, where t is the transpose map on L(H). We will use P k (L(H)) and CP(L(H)) to denote the sets of k-positive and completely positive maps on L(H) respectively. We may abbreviate this notation as simply P k or CP when the Hilbert space the maps act on is understood or unimportant. Note that P k and CP are cones (i.e., they are closed under multiplication by non-negative scalars), closed, and convex.
Given an operator A ∈ L(H), we define the adjoint map Ad A : L(H) → L(H) by Ad A (X) = AXA * , where A * is the Hermitian adjoint of A. It is clear that Ad A is always completely positive. A well-known characterization of completely positive maps [Cho75a] says that CP(L(H n )) = P n (L(H n )) and furthermore that Φ is completely positive if and only if there exist operators A i ∈ L(H) such that Φ = i Ad A i . In other words, the adjoint maps are the extreme points of the set of completely positive maps.
Given a fixed orthonormal basis
The operator C Φ is called the Choi matrix of Φ. For us, it will be useful to know that Φ is completely positive if and only if C Φ is positive.
In the case when we can write Φ = i Ad A i with rank(A i ) ≤ k for all i, Φ is called k-superpositive [SSŻ09] (or simply superpositive [And04] in the k = 1 case), and we denote these cones by SP k (L(H)) or simply SP k . In quantum information theory, superpositive maps are usually called entanglement-breaking maps [HSR03] because they are exactly the maps with the property that (id ⊗ Φ)(X) is separable for all X ≥ 0. More generally, Φ is k-superpositive if and only if SN((id ⊗ Φ)(X)) ≤ k for all X ≥ 0, if and only if SN(
Given a cone of positive maps M ⊆ P 1 , we define the cone of Choi matrices C M := {C Φ : Φ ∈ M} and the cone of dual maps
Mapping Cones
A mapping cone [Stø86] is a nonzero closed cone M ⊆ P 1 with the property that Φ • Ω • Ψ ∈ M whenever Ω ∈ M and Φ, Ψ ∈ CP. The cones P k of k-positive maps and SP k of k-superpositive maps are the prototypical examples of mapping cones and can be seen repeatedly in recent work on mapping cones [JS12, Sko11a, SSŻ09, SS12, Stø11a]. Other well-known examples of mapping cones include those of the form M • t := {Φ • t : Φ ∈ M}, where M is equal to either P k or SP k . Furthermore, the intersection M 1 ∩ M 2 of two mapping cones M 1 and M 2 is again a mapping cone, as is the sum M 1 ∨ M 2 := {Φ + Ψ :
In [Sko11a] it was noted that all convex mapping cones that have been considered in the past can be constructed via the methods described in the previous paragraph. Hence any mapping cone arising from
was called typical, and it was asked whether or not there exist convex mapping cones that are untypical. We construct such convex mapping cones in Sections 4 and 5, which shows that they really do provide a non-trivial generalization of the cones of k-positive and k-superpositive maps.
Convex Mapping Cones Generated by Small Sets of Maps
In a sense, there is nothing particularly special about the transpose map t and its appearance in the definition of a typical convex mapping cone. The cone CP • t is the smallest convex mapping cone containing t, but there is no reason that we can't similarly define the smallest convex mapping cone containing any other given set of positive maps. Indeed, for any set of positive maps Q ⊂ P 1 , we define the convex mapping cone generated by Q as follows:
It is clear that M Q is convex and a mapping cone, and furthermore that it is the smallest convex mapping cone such that contains Q. That is, if M is a convex mapping cone such that M ⊇ Q, then M ⊇ M Q . Furthermore, for any sets
Thus it is of particular interest to understand the convex mapping cones M Q , where Q is a singleton set, since all convex mapping cones can be obtained by adding these cones together.
Note that the mapping cone generated by Q has a natural interpretation in quantum information theory if we use the Jamio lkowski-Choi isomorphism. For example, in the simplest case of a singleton set, the set of Choi matrices of maps in M {Φ} is exactly the set { i Ad A i ⊗B i (C Φ )}. That is, it is the set of operators that can reached from C Φ via maps of the form i Ad A i ⊗B i , which are called separable maps [CDKL01, Rai97] . The problem of determining what types of operators can be reached from a given operator by applying separable maps is a distillation problem. For example, it is often asked whether a given operator can be distilled via a separable map into the "maximally-entangled" operator n i,j=1 e i e j * ⊗ e i e j * [HHH98] . Equivalently, this is the problem of determining whether or not id ∈ M {Φ} (and hence CP ⊆ M {Φ} ).
We now present some special cases of singleton sets Q that generate well-known mapping cones.
Proof. Trivial, as the composition and sum of completely positive maps is again completely positive.
Proof. Because SP 1 is a convex mapping cone, it follows that M {Ω} ⊆ SP 1 by the fact that M {Ω} is the smallest convex mapping cone containing Ω. To see the other inclusion, recall [Stø86, Lemma 2.4] that if M is any convex mapping cone then M ⊇ SP 1 , so M {Ω} ⊇ SP 1 .
Our next result of this type concerns the reduction map R : L(H n ) → L(H n ) defined as follows:
The map R is clearly positive because Tr(X) ≥ X whenever X ≥ 0. However, it is easily-verified that R is not completely positive (or even 2-positive [Tom85] ). The positivity properties of R have led to it playing an important role in quantum information theory [CAG99, HH99] .
Proof. To see that M {R•t} ⊆ SP 2 , it is enough to show that R • t ∈ SP 2 . To this end, we consider its Choi matrix:
which evidently has Schmidt number no larger than 2. It follows that
Propositions 1, 3, and 4 show that there are singleton sets Q such that M Q = SP k for k ∈ {1, 2, n}. Our final result of this type demonstrates that there is in fact a singleton set
To see the other inclusion, consider an arbitrary map Φ ∈ SP k , written in the form Φ = i Ad A i with rank(A i ) ≤ k for all i. Because of this rank condition, there exist operators {B i } and
We now have seen that there are singleton sets that give rise to the cones SP k (and also SP k • t) for any 1 ≤ k ≤ n. The analogous problem of generating P k and P k • t, however, is much more difficult. In the n = 2 case, we have
However, when n ≥ 3 it is the case that P 1 is not generated by any finite (or even countable) set of maps [Sko12] . In general we are not aware of an answer to the question of whether or not there exists a finite set Q k such that M Q k = P k for 1 < k < n.
Examples of Untypical Mapping Cones
In the previous section we showed that the mapping cone generated by a single map, in many cases, gives a well-known typical mapping cone. In contrast, we now present several examples of maps that generate mapping cones that are untypical. In particular, we show that all atomic maps lead to untypical mapping cones, yet there are many nonatomic maps that also give rise to untypical mapping cones. We also completely characterize (un)typicality of mapping cones generated in this way in the n = 2 case.
Atomic Maps Generate Untypical Mapping Cones
We now specialize to the case when Q = {Φ}, where Φ :
is an atomic map -that is, a positive map that can not be written as a sum of a 2-positive and a 2-copositive map. Atomic maps exist exactly when n ≥ 3, and the most famous example is the Choi map [Cho75b] defined by
There has been much work done recently to construct positive atomic maps when n = 3 [TT88, CKL92, Osa91, BFP04, Hal06]. We now show that any such map generates an untypical mapping cone.
Proof. The only typical mapping cone not contained in P 2 ∨ (P 2 • t) is P itself. Since Φ / ∈ P 2 ∨ (P 2 • t), we only need to show that M {Φ} = P 1 . To this end, we show that id / ∈ M {Φ} . To see why this claim holds, note that id is extreme in the set of positive maps, so if id ∈ M {Φ} there must exist A, B ∈ L(H n ) such that id = Ad A • Φ • Ad B . Since id has full rank as a linear operator, each of A and B must be invertible, so Ad A −1 • id • Ad B −1 = Φ, which is completely positive. Since Φ is not completely positive, this is a contradiction, so M {Φ} must be untypical. 6
Note that the results of [Mar10] imply that an extreme positive map is either of the form Ad A , Ad A • t, or it is atomic. Therefore, Theorem 6 applies to all extreme positive maps that are not of the form Ad A or Ad A • t.
Untypical Mapping Cones Arising from Non-Atomic Positive Maps
As another example of how untypical mapping cones can arise, we present the following (slightly technical) theorem, which is proved via a series of lemmas throughout this section. Note that we use supp(U) to denote the support of the operator U ∈ L(H n ).
Before proving Theorem 7, we note that the following operators U, V ∈ L(H 3 ) satisfy all of its hypotheses and thus provide a concrete example of such an untypical mapping cone:
The corresponding map Φ := Ad U + Ad V acts as follows:
The only slightly non-trivial property of U, V , and Φ that needs to be checked is that Φ / ∈ P 2 • t. To see this, one can verify that 
so Φ is not an element of P 2 • t, as desired. We now prove Theorem 7 via a series of lemmas. 
We can thus replace A by Arange(U) and thus assume A is invertible. Then UB = A −1 U and V B = λA −1 U, so V B = λUB. By Equation (3) it follows that range(V B) ⊆ range(U)range(V ). Then rank(AV B) ≤ 1, which contradicts the fact that rank(U) = 2, except when λ = 0. In this case, V B = 0. Thus range(B) ⊆ ker(V ), which has dimension 1, by hypothesis. Then rank(B) ≤ 1, which is impossible since AUB = U, which has rank 2.
Lemma 9. Under the hypotheses of Theorem 7, Ad U / ∈ M {Φ} .
Proof. Assume that Ad U ∈ M {Φ} . Because Ad U is an extremal element of the cone P 1 , it is also extremal in M {Φ} . Hence there exist A, B ∈ L(H n ) such that
By using extremality of Ad U in P 1 again, we see that there exist α, β > 0 such that Ad AU B = αAd U and Ad AV B = βAd U .
It follows that there exist x, y ∈ C with |x| = |y| = 1 such that AUB = x √ αU and
we can reduce this system of equalities slightly to AUB = U, AV B = λU. By Lemma 8, this gives a contradiction and proves the result.
It is worth observing that Lemmas 8 and 9 generalize slightly to the case where U, V ∈ L(H n ) have rank(U) = rank(V ) = k > n/2 and range(U) ∩ range(V ) has dimension at most k − 1. The lemmas as-stated arise in the n = 3, k = 2 case, which is the case of interest to us.
Lemma 10. Under the hypotheses of Theorem 7, we have the following:
(1) M {Φ} ⊆ P 2 • t, and
Proof. The first fact is true because Φ ∈ P 2 • t (by hypothesis). The second fact is a consequence of Lemma 9 and Ad U ∈ SP 2 .
To show that M {Φ} is not typical, it is now sufficient to prove the following.
Lemma 11. If K is a typical mapping cone then at least one of the following conditions holds:
, the assertion of the lemma is clearly true. It suffices to note that the operations ∩ and ∨ preserve the disjunction of conditions (1) and (2).
It follows from comparing Lemmas 10 and 11 that the mapping cone M {Φ} is untypical, which proves Theorem 7.
Untypical Mapping Cones Within 2-Superpositives
In Section 4.1 we saw that there are many untypical mapping cones that are not contained within P 2 ∪ (P 2 • t). In Section 4.2 we then saw untypical mapping cones contained within SP 2 but not contained in P 2 • t. We now demonstrate that there are also many untypical mapping cones contained in SP 2 ∩ (SP 2 • t). First, it will be useful to prove the following lemma, similar to Lemma 11 above.
Lemma 12. If K is a typical mapping cone, it must satisfy one of the following two properties
, the assertion of the lemma is clearly true. Similarly as in Lemma 11, the operations ∩ and ∨ preserve the disjunction of conditions (1) and (2).
To show that there exists a large family of untypical mapping cones contained in SP 2 ∩ SP 2 • t, let us recall the results of a recent paper [Sko11b] by one of the authors. In the paper, a family of extreme PPT states of rank 4 in 3 × 3 systems was characterized by their SL (3, )⊗SL (3, ) equivalence to projections onto orthogonal complements of orthonormal unextendible product bases (UPBs), cf. also [BDM + 99, LMS10].
Definition 13 (Unextendible product basis). A set of product vectors {u i ⊗ v i } i=1,2,...,k ⊂ m ⊗ n , k mn is called an (orthogonal) unextendible product basis (UPB) if the vectors φ i ⊗ ψ i are mutually orthogonal and there is no additional product vector, orthogonal to all of them. We call a UPB orthonormal if the vectors φ i ⊗ ψ i are normalized.
In the following, we shall prove that the inverse Jamio lkowski-Choi transforms of all the PPT states considered in [Sko11b] generate untypical mapping cones. Here, by the Jamio lkowski-Choi transformation we mean the map J : Φ → C Φ , where C Φ is the Choi matrix of Φ. We recall [Sko11b] that an entangled PPT state ρ of rank four in 3 × 3 systems must have six product vectors {φ i ⊗ ψ i } 6 i=1 in its kernel. It was proved in [Sko11b] that some quintuple, chosen from the six product vectors, span ker(ρ) and thus they must form a general unextendible product basis (gUPB), i.e. there is no product vector in their orthogonal complement. Without loss of generality, we may assume that the five product vectors are φ i ⊗ψ i for i = 1, 2, . . . , 5. The gUPB condition for
, every triple of vectors is linearly independent. For our purposes, it will be useful to prove that, in fact, any quintuple of vectors in {φ i ⊗ ψ i } 6 i=1 actually form a gUPB. First of all, any basis of ker(ρ), consisting of product vectors, must be a gUPB, as the range of ρ, equal to ker(ρ) ⊥ , cannot contain a product vector, cf. Corollary 3.12 in [Sko11b] . Since we assumed that the vectors {φ i ⊗ ψ i } 5 i=1 span ker(ρ) and φ 6 ⊗ ψ 6 ∈ ker(ρ), we must have
for some λ i ∈ , i = 1, 2, . . . , 5. Actually, we can prove that λ i = 0 for all i. In [Sko11b] , it was shown that λ 4 = 0, for which the assumption that
is a gUPB, as well as Lemma 3.3 of [Sko11b] was used. Neither the gUPB property nor the lemma depend on the ordering of the vectors φ i ⊗ ψ i , i = 1, 2, . . . , 5. Hence λ 4 = 0 implies that λ i = 0 for all i = 1, 2, . . . , 5. As a consequence, each of five-element subsets of {φ i ⊗ ψ i } 6 i=1 must span kerρ. Therefore each of them has to be a gUPB.
Let
be five arbitrary product vectors in the kernel of ρ. By repeating the argument of [Sko11b, Sections E and F], one can show that there exists precisely one SL (3, ) ⊗ SL (3, ) transformation ρ → Ad A⊗B (ρ) = (A ⊗ B)
* ρ (A ⊗ B) that brings ρ to the form
where χ > 0 and the vectorsφ
χ j ∈ ∀ j , form an orthonormal UPB. This leads us to the following Proposition 14. Let ρ be an entangled PPT state of rank 4 in a 3 × 3 system. There exist precisely six transformations ρ → Ad A⊗B (ρ)
A, B ∈ SL (3, ) that bring ρ to the form
is an orthonormal UPB.
Proof. Let us choose A, B ∈ SL (3, ) such that Ad A⊗B (ρ) is of the form (8). Clearly, the vectors (A ⊗ B) φ j ⊗ψ j for j = 1, 2, . . . , 5 belong to ker(ρ), so that
for some χ ′ i ∈ . Thus, we must havẽ
for some five-element subset
and some χ j ∈ . As we remarked above, there exist presicely one suitable transformation ρ → Ad A⊗B (ρ), A, B ∈ SL (3, ) for each choice of
. This gives us at most six different transformations that bring ρ to the form (8). We need to show that no pair of them coincide.
Without loss of generality, we may confine our discussion to transformations
and {φ j ⊗ ψ j } 6 j=2 to the UPB form. Assume for the moment that a single A −1 ⊗B −1 does tha job for both
. By the argument of [Sko11b, Section F], we must require Ad A⊗B to bring ρ to the form (8), whereφ j ⊗ψ j is a transform of {φ i ⊗ ψ i } 5 i=1 , and similarly for {φ j ⊗ ψ j } 6 j=2 . Thus, we must have
for some χ, χ ′ > 0. Consequently, the subspaces spanned by
are both orthogonal to
and
j=2 must span different subspaces, which is a contradiction. A simple consequence of the above result is the following.
Proposition 15. Let ρ be an entangled 3 × 3 (unnormalized) quantum state of the form
is an orthonormal UPB in 3 ⊗ 3 . There exist at most five other states of the form (12), equivalent to ρ via transformations ρ → Ad A⊗B (ρ) = (A ⊗ B) * ρ (A ⊗ B), where A, B ∈ GL (3, ).
Proof. Since ρ is a PPT entangled state of rank four in a 3 × 3 system, by Proposition 14, there exist precisely six transformations ρ → Ad A⊗B (ρ) with A, B ∈ SL (3, ) that bring ρ to the form (12), multiplied by some χ > 0. Since ρ is itself of the form (12), there exist at most five other states of the form χ I − Theorem 16. Let Φ denote the inverse of the Jamio lkowski-Choi transform a 3 × 3 (unnormalized) state
is an orthonormal unextendible product basis in 3 ⊗ 3 . Then the mapping cone M {Φ} generated by Φ is untypical.
Proof. By Remark 3.22 of [Sko11b] , we know that ρ and (id ⊗ t)(ρ) are of Schmidt rank 2, hence Φ ∈ SP 2 ∩ SP 2 • t, cf. e.g. [SSŻ09] . We also have Φ ∈ SP 1 as a consequence of non-separability of ρ. If we prove that SP 2 ∩ SP 2 • t ⊂ M {Φ} , Lemma 12 will tell us that M {Φ} is not a typical mapping cone. Let us denote by J the Jamio lkowski-Choi map, i.e. J : Φ → C Φ . If SP 2 ∩ SP 2 • t was contained in M {Φ} , all the maps of the form
for some orthonormal UPB {ṽ j ⊗w j } 5 j=1 would have to be contained in M {Φ} . Due to the extremality ofΦ, cf.
[LMS10], we would need to havẽ
for some A, B ∈ GL (3, ), which translates to
where both {v i ⊗ w i } 5 i=1 and {ṽ j ⊗w j } 5 j=1 are orthonormal unextendible product bases. However, we know from Proposition 15 that the above equality can hold for at most five choices of the unextendible product basis
. For other choices of {ṽ j ⊗w j } 5 j=1 , the equality cannot hold. Consequently, there exist maps Φ of the form (14) that are not elements of M {Φ} . SinceΦ ∈ SP 2 ∩ SP 2 • t, we obtain SP 2 ∩ SP 2 • t ⊂ M {Φ} , which implies that M {Φ} is an untypical mapping cone, by Lemma 12.
Typical and Untypical Mapping Cones in the n = 2 Case
The examples in the previous sections demonstrate some different untypical mapping cones when the dimension n ≥ 3. However, we have not yet seen any untypical convex mapping cones in the n = 2 case. We now characterize convex mapping cones generated by single maps in the n = 2 case and show that, while there are only four different typical convex mapping cones in this setting, there are many untypical mapping cones.
Proposition 17. The only four typical convex mapping cones in P 1 (L(H 2 )) are P 1 , CP, CP • t, and SP 1 .
Proof. It is well-known that CP ∨ (CP • t) = P 1 and CP ∩ (CP • t) = SP 1 in this case [Stø63, Wor76] , so the result is trivial.
We now consider how we might construct an untypical mapping cone from a single map, in the same manner as was done in Sections 4.1 and 4.2.
Theorem 18. Let Φ : L(H 2 ) → L(H 2 ) be a positive map. The following characterizes when M {Φ} is typical or untypical:
Proof. Condition (a) is true (regardless of n) by Proposition 3. To see (f), note that if M {Φ} were typical, it would have to equal P 1 since Φ is not a member of any of the other three typical convex mapping cones. In particular, this would imply that id, t ∈ M {Φ} . Since id is an extreme point of the set of positive maps, there must exist A, B ∈ L(H 2 ) such that Ad A • Φ • Ad B = id. As in the proof of Theorem 6, A and B must be invertible because id has full rank as a linear operator, so Φ = Ad A −1 • Φ • Ad B −1 . This implies that Φ is completely positive, which is a contradiction and completes the proof. Note that because t is also extreme in the set of positive maps, we could have similarly gotten a contradiction by showing that if t ∈ M {Φ} then Φ ∈ CP • t. be the n-fold tensor product of σ 3 with itself and define
. . .
Then the real linear span V k := span{I, s 1 , s 2 , . . . , s k } (for 1 ≤ k ≤ 2n) is a spin factor of dimension k + 1 (our decision to use the first k s i 's is merely for convenience, as spin factors obtained by choosing a different set of k of these operators are isomorphic). We can regard V 2k−1 and V 2k as contained in L(C 2 k ) in the obvious way -see [HOS84] for further details. If H = C 2 k ⊗ H m then the span of the set {I ⊗ I m , s 1 ⊗ I m , s 2 ⊗ I m , . . . , s k ⊗ I m } is also a spin factor, which we denote V k ⊗ I m .
For the remainder of this section, we use τ to denote the tracial state -i.e., the trace functional normalized so that τ (I) = 1. The positive projection E k onto V k is given by [ES79] 
and the positive projection F k onto V k ⊗ I m is given by
where
Analogy with k-Positive and k-Superpositive Maps
We now present some results that help us discuss the mapping cones generated by the projections E k and F k onto the spin factors V k and V k ⊗ I m , respectively. We will see that there is a natural analogy between the cones of k-superpositive maps and these cones, and similarly their dual cones are analogous in a natural way to the cones of k-positive maps.
Proof. The formula for M • {Φ} is given by [Stø11b] . Since the dual cone of any typical mapping cone is again typical, the result follows from Theorem 6.
We expect that the following lemma is well-known, but we have not been able to find a reference for it. 
For the "only if" direction, let ψ i (i = 1, 2) be positive linear functionals on L(H m ) with ψ i (I m ) = 1. Define ω := ψ 1 ⊗ ψ 2 . Since P 1 (H) is the dual cone of SP 1 (H), it follows from [Stø11b] that Φ ⊗ ω is positive. Thus Φ ⊗ ψ 1 ⊗ ψ 2 is positive, so Φ ⊗ ψ 1 is positive by the first part of this proof.
By Lemma 20, if Φ ∈ P 1 (H) then
where E k and F k are the projections onto the spin factors V k and V k ⊗ I m , respectively. . One important distinction between these two cases, however, arises from the fact that E k (and hence F k ) is atomic for k = 2, 3, 5 [Rob85] . It follows from Theorem 6 that the cones M F k (which are analogous to the k-superpositive maps) and M • F k (which are analogous to the k-positive maps) are untypical when k = 2, 3, 5.
Also, much like we have SP 1 ⊂ SP 2 ⊂ · · · , we have a natural family of inclusions in this setting as well. Because we have F k = P F k+1 , where P is the conditional projection of the C * -algebra generated by V k+1 onto that generated by V k , it follows that M F 1 ⊂ M F 2 ⊂ · · · .
The Partial Order Induced by Mapping Cones
The method of generating mapping cones of Section 3 leads to a natural partial order on positive maps (or even sets of positive maps). We write Φ Ψ if M {Φ} ⊇ M {Ψ} , and we note that " " is a partial order on the set of positive maps if we identify Φ with Ψ whenever M {Φ} = M {Ψ} . We write Φ ≈ Ψ in this case. It would be interesting to have an alternate characterization of when Φ ≈ Ψ, but we leave this as an open problem.
This partial order has a natural interpretation in quantum information theory. If Φ Ψ, then we can think of Φ as being better at detecting entanglement than Ψ. Indeed, if Φ Ψ then there exist {A i } and {B i } such that Ψ = i Ad A i • Φ • Ad B i . It is then easily-verified that if X ≥ 0 then (id n ⊗ Ψ)(X) 0 implies that (id n ⊗ Φ)(X) 0. Using the terminology of [LKCH00] , this means that Φ is "finer" than Ψ, which means that any entanglement detected by Ψ is also detected by Φ.
However, the reverse implication does not hold -there are positive maps Φ, Ψ such that Φ is finer than Ψ, but Φ Ψ. To see this, recall from [LKCH00] that Φ is finer than Ψ if and only if there is a completely positive map Ω such that Ψ = Φ + Ω. Let n ≥ 3 and let P 1 and P 2 be nonzero orthogonal projections in L(H n ) such that rank(P 1 ) ≥ 2, with sum P 1 + P 2 = I. Let Φ : L(H n ) → L(H n ) be a positive (but not completely positive) map satisfying Φ = Ad P 1 • Φ • Ad P 1 and define Ω := Ad The reverse implication also does not hold in the n = 2 case. Given any map Ψ ∈ P 1 \(CP • t) in this case, there is always a finer positive map Φ ∈ CP • t (since we can write Ψ = Ω + Φ for some Ω ∈ CP, Φ ∈ CP • t). However, there clearly is no map Φ ∈ CP • t with Φ Ψ, since Ψ / ∈ CP • t ⊇ M {Φ} . As an example to illustrate the relationship between this partial order and entanglement detection, recall the reduction map R(X) = Tr(X)I − X. It was shown in Proposition 4 that R • t ∈ SP 2 (so in particular, R • t is completely positive). It follows that Φ • t = R for the completely positive map Φ := R • t, so t R. This tells us that t is more useful for entanglement detection than R, as any entanglement detected by R must also be detected by t; a fact that is well-known [HH99] .
