In this paper, we introduce a new approach for the convergence problem of optimized Schwarz methods by studying a generalization of these methods for a semilinear elliptic equation. We study the behavior of the algorithm when the overlapping length is large. 
Introduction
The Schwarz method was invented by Schwarz and then recovered by Lions in the three papers [12] [13] [14] . Based on the work of Lions in [12] , the optimized Schwarz methods were introduced (see [7, 8] ), in order to improve the performance of classical Schwarz method, by using some new transmission conditions in the place of the Dichrichlet one, inspired by the work of Lions. However, there are not many tools to study the convergence of the methods. For the optimized Schwarz methods, the main techniques are to use the Fourier transform (see [2, [5] [6] [7] [8] [9] ) and the energy estimates (see [3, 10, 11, 15] ).
It is known through practical implementation of the algorithm that when the overlapping length is large, the algorithms always converge, but there is no rigorous proof for this. In this paper, we try to give a new approach to the convergence problem of optimized Schwarz methods, by studying theoretically the convergence problem when the overlapping length is large. We introduce a generalization of the optimized Schwarz methods for a semilinear elliptic equation and then study the wellposedness and convergence of the algorithm.
The paper is organized as follows. In Section 3, we introduce the definition of the algorithm, the main results and some notations that will be used in the next sections. The proof of Theorem 2.2, about the existence and uniqueness of the global problem, is given in Section 2. In Section 4, we prove the well-posedness of the algorithm. Section 5 is devoted to the proof of the convergence of the algorithm.
The main results
We consider the following class of elliptic equations − ∆ ( ) + ( ) ( ) = ( ( )) in Ω = (−R R) N and = 0 on ∂Ω
where R is some large positive number, and impose the following conditions on it (E1) ∀ α, β in R, for a.e. in Ω,
(Ω) and there exists λ > 0 such that 0 < C < λ ≤ ( ) for a.e. in Ω.
Remark 2.1.
Condition (E2) is assumpted in order to keep the coercivity of the elliptic operator as shown in the existence proof, which relies on the fixed point theorem for contraction maps. Indeed, the conditions that we present here are quite normal and generalizing the result to higher nonlinearity is a difficult task, and it goes beyond the purpose of our paper. Notice that similar types of elliptic operators were considered in [13] with Dirichlet boundary conditions.
Theorem 2.2.
Equation (1) has a unique solution in H 2 (Ω).
We define a nonlinear optimized Schwarz (NOSM), which is a generalization of the optimized Schwarz methods (OSMs) with Robin transmission conditions, for Equation (1) . Schwarz algorithm with these nonlinear Robin transmission condition in the nonoverlapping case where already proposed in [3] . However they have not been completely analyzed in that paper.
Definition 2.3.
Divide Ω into two Ω 1 , 
where 1 , 2 are coefficients of the algorithm satisfying the following conditions.
(P1) 1 and 2 are continuous and increasing functions from R to R; 1 (0) = 2 (0) = 0. (P2) There exists a positive constant P such that, for all ,
Remark 2.4.
If 1 (ζ) = ζ and 2 (ζ) = − ζ, ∀ζ ∈ R where , are positive numbers, Algorithm (2) becomes the optimized domain decomposition methods with Robin transmission conditions in [2, [5] [6] [7] [8] 10] . With the purpose of giving an abstract theory of the convergence of the algorithm, we give a transmission condition which is more general than the usual ones.
Theorem 2.5.
The NOSDDM defined in Definition 2 3 is well posed, in the sense that (2) 
Remark 2.7.
Finding the smallest value for L 0 to converge is an interesting problem that will be treated in a different paper.
Proof of Theorem 2.2
Fix in L 2 (Ω), by a standard Lax-Milgram argument, there exists a unique solution in
and
subtract the two equations and choose φ to be
Equations (4) and (5) imply that
Condition (E2) and Inequality (6) imply that
(Ω) such that T = and this is also the unique solution of
The fact that belongs to H 2 (Ω) can be inferred from the results in section 6.3, [4] .
Proof of Theorem 2.5
The well-posedness of the algorithm, i.e. the existence and uniqueness of solutions to the subdomain problems follow from the theory of (S) + operator in [17, Chapter 27]): we prove that the subequation is indeed an equation of an (S) + operator and the existence result follows directly from the classical theory. Before proving the theorem, we recall the following definition (see [17, Chapter 27]) Definition 4.1.
Let be a mapping from H
, we say that (i) is demicontinuous if it has the following property: Let { } be a sequence in H 1 (Ω) such that { } converges strongly to in H 1 (Ω), then ( ) converges weakly to ( ) in H 1 (Ω).
(ii) is of class (S) + if is demicontinuous and has the following property: Let { } be a sequence in H 1 (Ω) such that { } converges weakly to in H 1 (Ω). Then { } converges strongly to in
(iii) is pseudomonotone, if for any sequence { } such that converges weakly to in H 1 (Ω) and lim sup →∞ ( ) − ≤ 0, it follows that { ( )} converges weakly to ( ) in (H 1 (Ω)) * and lim →∞ ( ) − = 0.
Consider the following linear operators from H
where , F , satisfy Conditions (E1), (E2), and (E3); satisfies Conditions (P1), (P2) of 1 and 2 ; and ∈ L 2 (∂Ω).
The operator S defined in (8) is pseudomonotone.
Proof. We prove the lemma in two steps.
Step 1: S 1 is an (S) + and pseudomonotone operator on H 1 (Ω). (Ω). Combining all the above facts, we get tends to as tends to infinity, which means S 1 is an (S) + and then a pseudomonotone operator.
Step 2: S is pseudomonotone.
Let { } be a sequence converging weakly to in H 1 (
(Ω), and their traces are bounded in L 2 (∂Ω). This implies the existence of a positive constant K 3 such that 
Lemma 4.3.

S is coercive.
Proof. In order to study the coercivity of S, we consider the quantity S where is any element of H 1 (Ω).
here we use the hypotheses (E1) and (P1).
From these calculations, we can see that
The coercivity of S has been proved.
Proof of Theorem 2.5. We prove the well-posedness of the algorithm by induction. Suppose hat the algorithm is well posed up to step , consider the problems on the subdomains at step + 1.
Consider the problem on Ω 1 , since 2 is in H 2 (Ω 2 ),
. As a result, the following operator is well defined 
Proof of Theorem 2.6
We define some important notations which will be used later in the section.
• Define the function δ
where is the Euclidean distance in Ω.
Let α, β be positive constants to be chosen later, for in Ω 1 , define 
Similarly, define for in Ω 2 ,
We consider the equation of 1 Use as a test function for (10)
or
Consider the first term on the left hand side of (12)
Use (13) in (12) to get
here we use Condition (P1). Suppose that α < √ 2λ, consider the first term on the right hand side of (14)
Using (14) in (14), we get
Consider the function ( ) = − C 2 −1 with in [C +∞), we have ( ) = 1 + C 2 −2 > 0, then ( ) is increasing. This implies
Replace (15) into (15) to get (16),
which implies
Replace (18) into (17) to get
Consider the first term on the right hand side of (19), by the trace theorem
where M 1 is a constant and 1 is a constant to be chosen later.
Consider the integral in the first term on the right hand side of (20), we have the following estimate
Replace (21) into (20) 2
Using the same argument for the second term on the right hand side of (19), we have the estimate
Now, we estimate the last terms on the right hand side of (19)
Combine (22), (23), (24) with (19), we get
Which implies
Similarly, we have the following estimate for the errors on the subdomain Ω
Choosing β < α < √ 2λ, and put
then sum (26) and (27) with the notations (28) from 2 to to get
=1 Ω The theorem has been proved.
