Abstract Wikipedia is the largest online encyclopedia, and utilized as machine-knowledgeable and semantic resources. Links within Wikipedia indicate that two articles or parts of them related about their topics. Existing link detection methods focus on article titles because most of links in Wikipedia point to article titles. But there are a number of links in Wikipedia pointing to corresponding segments, because the whole article is too general and it is hard for readers to obtain the intention of the link. We propose a method to automatically predict whether the link target is a specific segment and provide which segment is most relevant. We propose a combination method of Latent Dirichlet Allocation (LDA) and Maximum Likelihood Estimation (MLE) to represent every segment as a vector, and then we obtain similarity of each segment pair. Finally we utilize variance, standard deviation and other statistical features to predict the results. We also try Word2Vector model to embed all the segments into a semantic space and calculate cosine similarities between segment pairs, then we utilize Random Forest to train a classifier to predict link scopes. Through evaluations on Wikipedia articles, our method achieved reasonable results.
Introduction
shows an example that an editor modified the link target from the article title to the specific segment. In article "Super Mario 64" there is a link, first pointed to article GameCube, and then the editor corrected the link to the segment "Controll er".
Fig. 1. Wikipedia links
Current link detection methods are focused on article titles [1, 2, 7, 11, 12] . They often first generate a candidate set for an article by utilizing existing connections of art icles, then rank all articles in the candidate set, and select the most similar article as the final result. But in our case, it is hard to generate a candidate set by using existing connections, due to shortage of links that point to segment titles. Besides, the length of segment texts are usually short, so it is necessary to improve vector representation of segment texts, so that we can obtain better similarity comparisons between segment pairs which helps in ca ndidate set generating process.
In this paper, we discuss the following link suggestion problem: Given a link source, which is a position in a Wikipedia article, we find the most related link target, which is either a whole article, or a segment in an article.
Our previous research utilized LDA based features to train a classifier to predict link target [ 16] . In this paper our approach employs Latent Dirichlet Allocation (L DA) [3, 4] method for topic detection, where segments are repr esented as vectors of word probabilities. To improve acc uracies of conventional LDA-based methods, we have combined LDA with Maximum Likelihood Estimation (MLE) in a nonlinear way, which enables us to compute semantic similarities on the segment level [16] . In this paper, considering about effectiveness of word co-occurrence, we utilize features based on Normalized Pointwise Mutual Information (NPMI) [5] , to measure likelihoods of words co-occurring in different segments.
We also evaluate similarities between different segments, utilizing word embedding. Word2vec [13, 14] is an open source project released by Google which achieve s state of the art performances in various natural language tasks. A number of researches proved that word2vec performs very well in calculating text similarity, especially on texts that have specific patterns such as wordvec("king")-wordvec(queen)≈ wordvec("man")-wordvec(woman).
It is hard to predict whether a link should point to a segment, by only using similarities between segment pairs.
We compute similarities between one target segment and all the segments in another article, to obtain similarity distributions in one article. We define statistical features based on these similarity distributions. Then we train a classifier to determine whether the link should point to a specific segment rather than the whole article. When we confirm that the link should point to a segment, we compare the similarities between segment pairs to find the most related segment. To solve the imbalanced data problem, we utilize the logistic regression as a filter before final prediction.
In order to improve the result, we propose a stacking model to replace a single classifier. Our evaluation results
show that our method is effective.
The rest of this paper is organized as follows. Section 2 shows related work. Section 3 introduces our assumption and proposed method. In Section 4 we describe our dataset in detail, explain our experimental process and we present evaluation results in various situations. In Section 5, we address a conclusion and future work. 
Related work

Representing segments as vectors
We argue that linked articles bring additional information to the central article and affect the topics of the central article. The LDA model [3, 4 ] is a popular model that can extract topics from the corpus. Figure 2 shows the structure of LDA model, where documents are regarded as topic distribution and topic is regarded as a word distr ibution. A document d is sampled from a topic tion , and a topic z is represented over words by word distribution .
F i g . 2 . LDA generation process
So we can obtain the probability of a term in a doc ument by the following formula:
Here, ̂ and ̂ are the posterior estimates of and , respectively. LDA does not perform very well on long tail words, so there are a number of variants over the basic LDA model. One of the variants is to combine LDA and Maximum Likelihood Estimation. The authors of [8, 9, 15, 17, 18] utilize linear combination of word -level probability from LDA, document -level probability and collection-level probability to smooth the results. The document-level probability and collection-level probability are obvious parts which can be observed by simple term occurrences. The LDA model can extract the word probability from latent topics which can be regarded as latent part. However, the existing methods adopted a li near combination of obvious part and latent part. But in the assumption of LDA, the word probability of the document is based on the corpus while the document -level probability is based on the current document, so linear combin ations may not be the best choices, because it is ad hoc to current corpus. To optimize the combination method, we propose the following nonlinear combination of the obv ious part and latent part:
Here, is the number of terms appearing in the se gment. The first part of the formula is the probability of the word appearing in the document by term frequencies. The weight proportion of the obvious part and latent part will affect the word probability. This document -level probability is combined with the collection -level probability by the smoothing parameter . We adjust the value of to optimize the obvious part. Smoothing parameter is to adjust the ratio of the obvious part and latent part. By these two formulae, we can obtain the probabilities of all the words in the corpus. People utilize perplexity to evaluate the language model. The perplexity is smaller when the fitness between the model and data is better. In our experiment, we need to determine the best parameters. We put the experiment data into the formula and select the parameters based on which the perplexity is minimal .
We represent each segment as a vecto r, whose element is the probability of the segment generating the word. We could use all the words in the corpus as elements of the vector. But to reduce the dimensions of the vectors, we only select words which appear in more than three se gments.
Another popular method of present document as a vector is the word2vec model. Its input is large text corpus and output is the word vector for each unique word.
Word2vec model embeds all the words into a low dimension space, which all the word is one point at this space and the distance between two words can present its similarity. Document2vec model can present the document to vector, but for new document it needs retrain the model .
Our test data is different from training data, so it does not fit for our algorithm. We select the word2vec model as our vector arithmetic.
Pointwise Mutual Information (PMI) is a measure if association used in information theory and statistics. In NLP task, PMI has been often used for finding colloc ations and association between words. It measures how likely two words are to co -occur. Our object is to compute the similarity between two segments but not words.
Mihalcea propose a method to compute the similarity between two sentences based on the normalized PMI of all word pairs in these two sentences. [10] The scoring function is as follow:
Where maxSim(w,S2 (1) ) is the maximum lexical similarity between the word w in segment S 1 (2) and all the words in segment S 2 (1) calculated by normalized PMI. idf(w) is the inverse document frequency of the word w calculated from the corpus. This similarity score has a value between 0 and 1, with a score of 1 indicating identical segments, and a score of 0 indicating no semantic overlap between the two segments. By this method, we do not present segments as vectors but directly calcula te segment pair similarities.
Obtaining Similarity Distributions
After representing each segment as a vector, we use c osine similarity to measure the similarity between two segments. We need to evaluate the similarity distribution between segment SA in articles A and each segment in article B. So for SA in article A, and the link from SA that point to article B, we compute the similarity between SA and each segment in B. distributions. We introduce the following features from three aspects.
Feature Extraction
Range of similarity distribution
Similarities between pairs of segments are measured by segment vectors based on either TIFIDF or LDA. One article consists of multiple segments, so we obtain a ve ctor of segment similarities for one article. We note that similarity values are so diverse between articles.
Therefore, we characterize these simi larity vectors by descriptive statistics of similarity distributions of the following: The number of the segments in the article, and maximum, minimum and mean of the similarity values of the segments in the article.
Dispersion of similarity distribution
Based on our assumption, if a link points to a segment there will be at least one segment in the link target article which is highly similar to the link source. In an ideal 
Outliers
According to our assumption, if a link points to a se gment title, then it is more likely that there exists an outlier segment, having an outstandingly larger similarity than other segments. We adopt the conventional concept of outliers such that, if the difference between one segment and mean is more than the double of the standard deviation, then we believe the segment is an outlier. If the difference is more than triple of the standard deviation, the segment is a large outlier. In this paper, we use the number of large outliers in one article as a feature.
Filtering
In Wikipedia the number of link point to segment and point to article title is imbalance. Our previous method used under-sampling method to balance the training data.
In this paper, we first train a logistic regression model to predict the probability of the link should be point to se gment. Then we filter the test data by filtering the sample with low probability, and using RF model to predict the last samples.
Prediction
We train a classifier based on the above features to predict whether a target link points to article title or a specific segment. The features we introduced are statistical measures on similarity distributions, which do not have obvious linear relationships. So we utilize the nonlinear classifier model random forest [ 6] as our classifier.
In most machine learning tasks, ensemble model is much better than unique model. We propose a stacking model to replace unique random forest, only using random forest as the top classifier in the stack top.
F i g . 3 . Stacking model
As Fig3 shows, we have 3 features set, we stack these 3 feature set and regard the lower layer result as the higher layer 's new feature.
When the target link is predicted as pointing to a se gment, we need to determine which segment should be pointing to. In this step, instead of simply selecting the most similar segment as the result, we also require that the selected segment must be an outlier in the similarity di stribution.
Experiment Evaluation
Dataset
Featured articles are considered to be high -quality articles in Wikipedia, and they are well organized and mai ntained. We adopt links from featured articles as our golden standard, assuming that they are appropriately given, so that these links point to segments when there are specifically relevant segments in the target articles. We ra ndomly selected 1000 featured articles as our dataset. 
Experiment preparement
In the step of presenting segment, in word2vec model, In this experiment, we use sampling negatives to balance the dataset. We randomly sample negatives several times, and train the classifier.
We do experiments on unique random forest as the classifier and stacking model as the classifier. We set the default parameters 50 trees in the forest and the deep is 5 .
For the filter we utilize logistic regression which penalty is L2 to avoid over fitting. We set filter threshold as 0.5.
On the prediction results, we calculate average prec ision, recall, and F1-score.
Feature importance
Before we test in the dataset, first we have to measure whether our features are effective to distinguish the pos itive class. We use correlation analysis methods to test relationship between each feature and the reference data.
Mann-Whitney is a nonparametric test of the null h ypothesis that two samples come from the same population against an alternative hypothesis, such that a particular population tends to have larger values than the other. The test results are shown in Table 2 .
From this test we can find max similarity, mean similarity, variance, standard deviation, small similarity ou tlier are related to the reference classification. But in our assumption, the large similarity outlier should be related.
For further analysis, we performed Two -Sample Kolmogorov-Smirnov test. This is a nonparametric test for equality of continuous, one-dimensional probability distributions that can be used to compare a sample with a reference probability distribution (one -sample K-S test), or to compare two samples (two -sample K-S test). The results are shown in Table 3 . Table 3 that the small similarity outlier is not very effective, but from these two tests, we can see variance and standard deviation are strongly effective.
So the test results support our assumption. These i mportance results indicate that our features are effective and the classifier is expected to distinguish segment links via these features.
Baseline
Previous researches are all focusing on linkability to 2.1% The second step is to determine which segment is most relevant to the link source. In our method, for a link in the source segment the most similar segment is sele cted, based on cosine similarities between two segments. After that, we calculate whether the most similar segment is an outlier in the entire similarity distribution. If the outlier is satisfied, we select the segment as our prediction result.
The result is shown in Table 8 . 
Discussion
From Table 4 to Table 8 , the results show that our method is most accurate to predict links pointing to segments. Our method performs better than the baseline.
Correlation analysis shows that our statistics features on similarity distributions are effeciti ve, to capture patterns when segment-level links occur.
Our method works well when the positive and negative samples are balanced to 1:1. However, even though we already use the sampling method to balance the dataset, the influence of imbalance data is still strong. We can find that when the ratio of postives and negatives is more than 10:1, precision goes down significantly. We still need to improve to deal with imbalanced datasets, since most of the real world data is imbalanced.
As our dataset is imbalanced, we can observe that the sampling process is very i mportant in our method. Table 9 shows that if we ignore the sampling process, the F1 score decreases a lot.
T a b l e 9 . Pos:Neg=1:10 We also compare the result of filteri ng and without filtering. The Table 11 shows that filtering performs well in our task. It increases precision a lot, but decreases recall less, and finally increasing the F1 score. Table 12 shows when we select different filter threshold, the result will change a lot. If the filter is strict, false positive samples increase a lot and recall decrease. If the filter is general, the false negative samples will increase, it will decrease the precision value. In our experiment, we set the threshold as 0.5, it ge ts best result. 18.0 52.9 26% Besides set a filter, we also stack the features into a stacking model. Usually the top layer should be the most accuracy features so we set W2V features in top layer. 
Conclusion and future work
In this paper, we proposed an text similarity based algorithm to determine whether links in Wikipedia articles point to a related segment, or article title. We believe that our research is the first work of link detection on segment level. Our approach is combining the LDA model with MLE with a nonlinear combination. But it can still be improved, we currently use document length to smooth the obvious part. Further improvements over parameter optimizations can be expected. We also compare LDA based method with word2vec model and PMI based method. We introduced statistical features on segment similarity distributions, to train a classifier for predicting whether a link points to segments or article titles. Our method performs well when the dataset is balanced. In future work, we plan to design a strong feature to improve accuracies when the dataset is much imbalanced. We also try to utilize category hierarchies when selecting the most related segment.
