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Abstrak
Pada paper ini diperkenalkan sebuah disain baru memori yang kami sebut MAM (Multi-mode Access Memory).
Sesuai namanya, memory ini dapat diakses dengan beberapa mode antara lain mode RAM, CAM dan Shift.
Memori jenis ini telah dibuktikan memberikan manfaatnya yang besar dibidang pengolahan citra paralel
terutama untuk memproses masalah citra yang bersifat lokal (misalnya: filtering, edge detection dan lain-lain)
dan regional (misalnya: labeling, perhitungan luas dan keliling objek, dan lain-lain) dengan kompleksitas
algoritma yang sangat baik yaitu O(n) untuk citra nxn pixel. Sedangkan bila menggunakan memori RAM
mencapai O(n2). Pada paper ini dibahas prinsip dasar memori MAM tersebut, aplikasi dan performansinya untuk
arsitektur paralel citra berjenis 1d. Penelitian ini merupakan bagian dari proyek pengembangan arsitektur paralel
citra optimal yang didanai oleh ITSF (Indonesia Toray Science Foundation).
Kata kunci : Memori asosiatif, CAM, Pengolahan citra, Pengolahan paralel, Labeling.
Abstract
This paper presents a new design of memory called MAM (Multi-mode Access Memory). According to its name,
this memory can be accessed using some modes e.g. RAM, CAM, and Shift. This type of memory provides a
significant benefit in the field of image processing particularly to process the local (e.g. filtering, edge detection,
etc) and regional image problems (e.g. labeling, area and perimeter of objects, etc). For an image of nxn pixels,
the complexities obtained were very excellent, in O(n). However, these complexities could reach O(n2) when
RAM memory was used. In this paper, the principle of MAM, its applications, and its performances were
discussed. This research was a part of the optimal parallel architecture for image processing development
project granted by ITSF (Indonesia Toray Science Foundation).
Keywords : Associative memory, CAM, Image processing, Parallel processing, Labeling.
Pendahuluan
Memori merupakan salah satu bagian terpenting
pembentuk arsitektur paralel pengolahan citra.
Dalam literatur terdapat berbagai jenis tipe
memori antara lain yang terkenal adalah RAM
(Random Accces Memori) dan CAM (Content
Addressable Memori). Dari survey kami
terdahulu [1] dapat disimpulkan bahwa memori
jenis RAM memegang peranan terhadap
algoritma pengolahan citra lokal sedangkan
CAM terhadap algoritma bertipe regional.
Jaringan interkoneksi memegang peranan
terhadap algoritma global. Sedangkan prosesor
hanya memegang peranan pada algoritma tipe
lokal saja.
Kebanyakan arsitektur paralel 1d (1 dimensi
dengan  n  Processor  Element)  yang  ada  meng-
                                                                                                 
Catatan: Diskusi untuk makalah ini diterima sebelum tanggal 1
November 2002. Diskusi yang layak muat akan diterbitkan pada
Jurnal Teknik Elektro volume 3, nomor 1, Maret 2003.
gunakan memori jenis RAM sehingga tidak
memungkinkan untuk melakukan operasi aso-
siatif yang sangat dibutuhkan oleh algoritma
berjenis regional. Sedangkan arsitektur berjenis
2d secara sifat dasarnya sudah memiliki sifat
asosiatif karena topologi prosesornya yang saling
berhubungan satu sama lain secara spasial.
Memori CAM dapat menyelesaikan algoritma
bertipe regional dengan rata-rata kompleksitas
O(n). Untuk algoritma yang sama dikerjakan
dengan memori RAM menghasilkan komplek-
sitas lebih tinggi O(n2) yang berarti lebih buruk.
Atau dengan kata lain dengan CAM dapat
dihasilkan kecepatan n kali lebih cepat
dibandingkan dengan penggunaan RAM.
Dalam rangka merancang arsitektur paralel yang
optimal, kami mencoba untuk memanfaatkan
keunggulan yang diberikan oleh memori CAM
untuk mengusulkan suatu memori jenis baru
yang merupakan kombinasi dari beberapa fungsi
antara lain RAM, CAM dan Shift. Memori ini
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kami sebut dengan MAM (Multi-mode Access
Memori).
Tujuan dari makalah ini adalah:
· memperkenalkan prinsip dan design MAM,
· membahas aplikasinya baik dari segi arsi-
tektur maupun algoritmanya.
· menyajikan performansinya.
· menjajaki kemungkinan membangun sebuah
arsitektur paralel optimal citra
Penelitian ini merupakan bagian dari proyek
pengembangan arsitektur paralel optimal yang
disponsori oleh ITSF (Indonesia Toray Science
Foundation).
Memory CAM: State-of-the-art
Memori CAM adalah memori yang peng-
alamatannya berdasarkan isinya. Memori CAM
termasuk tipe memori yang cukup tua
keberadaannya dan telah banyak dijumpai dalam
literatur namun manfaatnya jarang dibahas untuk
arsitektur paralel pengolahan citra. Memori ini
diperkenalkan pertama kali oleh Slade, dkk pada
tahun 1956 [2]. Memori ini dikenal dengan nama
lain misalnya memori asosiatif, memori dengan
data yang dialamati, memori katalog, dll [3][4].
Pada paper ini kami mengadopsi nama yang
paling sering digunakan dalam literatur yaitu
CAM dan Memori asosiatif.
Istilah CAM banyak juga dijumpai dibidang
Neural Network untuk menyatakan suatu memori
yang isinya (dalam bentuk pattern) dapat
dipanggil kembali bila pada inputnya diberikan
bentuk pattern tersebut seperti layaknya memori
otak manusia. CAM dalam konteks Pengolahan
Paralel (CAM_PP) ini sama persis fungsinya
dengan CAM dalam konteks Neural Network
(CAM_NN). Bedanya adalah CAM_NN bersifat
massively-parallel sedangkan CAM_PP tidak.
Keistimewaan dari memori CAM adalah dapat
menggantikan m buah data dalam waktu konstan
O(1) atau hanya dalam sekali siklus instruksi
yang mana bila dikerjakan oleh memori RAM
akan memakan waktu O(m).
Memori CAM memberikan manfaat yang besar
dalam aplikasi praktis, misalnya Transformasi
Hough [5], labeling paralel [9], penjejakan wajah
[6], jaringan lokal [7], kompresi gambar [8] dan
aplikasi lain yang digambarkan dalam [9][10].
Walaupun cukup banyak manfaat dan aplikasi-
nya namun tipe ini tetap jarang dikenal
dibandingkan dengan memori RAM. Keter-
batasan produk ini dipasaran membuatnya jarang
dipakai dalam disain [10]. Dalam dunia arsit-
ektur paralel tipe memori ini hanya digunakan
pada pengembangan STARAN pada 1972
[11][12].
1. Sel CAM
R
C
Data
Address
SR
SC
Gambar 1. Sel CAM
Sebuah sel CAM dibentuk dari sebuah sel
memori R dan komparator C (Gambar1) Sebuah
sel CAM akan memberikan jawaban/respon
melalui output SC jika SR=Address. Output
komparator ini kemudian dapat digunakan untuk
merealisir operasi-operasi asosiatif.
2. Memori asosiatif
SCAM_1
SC_1
SCAM_2
SC_2
SCAM_n
SC_n
Data
Out
Data
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Address
Gambar 2. Memori Asosiatif
Manfaat CAM terlihat jika n buah sel dibentuk
secara paralel (Gambar2). Konfigurasi ini
dikenal dengan nama memori asosiatif yang
memungkinkan kita untuk melakukan operasi-
operasi asosiatif dengan jumlah n berapapun
dalam waktu konstan O(1). Padahal untuk
operasi yang sama memori RAM membutuhkan
waktu O(n). Pengalamatan memori asosiatif
berarti membandingkan secara paralel isi dari
setiap sel CAM dengan suatu nilai Address. Tipe
pengalamatan ini dapat menghasilkan apa yang
disebut “multiple-response” (Gambar 3). Dari
keadaan inilah muncul beberapa jenis operasi
asosiatif (lihat paragraf berikut). Keadaan ini
dapat dianalogikan seperti sebuah pertanyaan
dari seorang guru kepada muridnya, “Siapa yang
memiliki buku ini, angkat tangan?”. Pertanyaan
ini memungkinkan guru tersebut mengetahui
beberapa jawaban sekaligus.
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5 3 1 3 5 2 3 3
1 1 1 1
Address=3
Gambmr 3. Multiple-response
Bentuk umum dari memori asosiatif adalah
prosesor asosiatif [4]. Prosesor asosiatif sudah
pasti memiliki sifat memori asosiatif, sedangkan
kebalikannya belum tentu.
3. Operasi-operasi asosiatif
Multiple-response dari sel CAM dapat digunakan
baik secara langsung maupun tidak. Untuk hal
pertama, berarti kita membahas operasi deter-
minasi jumlah sel penjawab. Sedangkan pada
kasus kedua, berarti kita membahas operasi
identifikasi sel penjawab [4]. Operasi-operasi ini
sebenarnya penting tapi sulit direalisir sebab
pengolahan jawaban harus dilakukan secara
paralel. Dalam hal yang kedua pembahasan lebih
mengarah ke operasi pembacaan atau penulisan.
Jika jawaban-jawaban digunakan untuk mem-
validasi suatu operasi internal dalam sel untuk
misalnya penulisan data, maka operasi ini
disebut auto-asosiatif [13] (Gambar 4).
SCAM_1
SC_1
SCAM_2 SCAM_n
Data
Out
Data
In
Address
SC_2 SC_n
Gambar 4. Operasi Auto-asosiatif
Jika jawaban-jawaban digunakan untuk mem-
validasi suatu operasi diluar sel, dalam hal ini
untuk penulisan data maka ini disebut dengan
operasi hetero-asosiatif (Gambar 5).
SCAM1_1 SCAM1_2 SCAM1_n
Data
Out
Data
In
Address
SCAM2_1 SCAM2_2 SCAM2_n
CAM Baris 1
CAM Baris 2
Gambar 5. Operasi Hetero-asosiatif
· Determinasi jumlah sel penjawab
Mengetahui jumlah sel penjawab bisa menarik
untuk beberapa aplikasi. Misalnya pada aplikasi
jaringan lokal dimana administrator ingin
mengetahui banyaknya dan mengidentifikasi
workstation-workstation yang aktif. Circuit yang
merealisir aplikasi ini sudah dikomersialisasikan
[7].
Bentuk operasi yang paling sederhana adalah
mendeteksi ada atau tidaknya sel penjawab
sedangkan yang lebih kompleks adalah meng-
identifikasi sel penjawab. Identifikasi ini dapat
digunakan untuk sorting data.
· Identifikasi sel penjawab
Bentuk operasi ini adalah menyeleksi satu sel
diantara sel-sel penjawab. Penyeleksian bisa
dilakukan baik secara acak maupun secara
prioritas. Pendekatan yang paling mudah adalah
melakukan operasi penggeseran dan mendeteksi
jawaban pertama yang muncul.
· Operasi penulisan CAM pada mode auto-
asosiatif
5 3 1 3 5 2 3 3
Address=3
Data=7
CAM sebelum
penulisan
5 7 1 7 5 2 7 7
CAM setelah
penulisan
Gambar 6. Penulisan CAM Auto-asosiatif
Definisi penulisan CAM pada mode auto-
asosiatif dari suatu Data D dengan Address A,
misalnya, adalah pencarian secara paralel semua
sel berisi A dan meng-updatenya dengan data D.
Operasi ini dikenal pula dengan sebutan PSMU
(Paralel Search and Multiple Update) [9].
Operasi ini digambarkan dengan algoritma
berikut:
For I=0 to n-1 do (in paralel),
if CAM[i]==AlamatCAM
then CAM[i]=DataCAM
end_if
end_for
Operasi penulisan CAM pada mode auto-
asosiatif diilustrasikan dengan Gaambar 6.
· Operasi penulisan CAM pada mode hetero-
asosiatif
Operasi penulisan CAM pada mode Hetero-
asosiatif ini diilustrasikan pada Gambar 7.
Misalnya ada dua baris CAM berisi 8 sel dengan
masing-masing sebuah harga. Definisi penulisan
CAM pada mode hetero-asosiatif dari Data=7
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dengan Address=3 adalah pencarian secara
paralel pada CAM baris 1, seluruh sel berisi
harga 3 dan menggantikannya dengan harga 7
seluruh CAM baris 2 yang berindeks sama.
5 3 1 3 5 2 3 3
Address=3
Data=7
CAM baris 1
sebelum penulisan
6 1 5 9 7 4 4 3
CAM baris 2
sebelum penulisan
5 3 1 3 5 2 3 3
CAM baris 1
setelah penulisan
6 7 5 7 7 4 7 7
CAM baris 2
setelah penulisan
Gambar 7. Penulisan CAM Hetero-asosiatif
· Operasi pembacaan CAM
Operasi pembacaan data CAM secara umum
tidak diimplementasikan sebab secara definisi,
alamat adalah sama dengan data itu sendiri.
Memory MAM: Prinsip
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Gambar 8. Sebuah sel MAM
Secara prinsip, memori MAM merupakan
gabungan dari 3 buah fungsi akses: RAM, CAM
dan Shift. Sebuah sel MAM memiliki m buah
register R dan sebuah komparator C (Gambar 8).
Register R merupakan register B bit yang dapat
menyimpan data dan menggesernya kekiri atau
kekanan. Komparator dipergunakan untuk
mengalamati sel dengan cara membandingkan
Address (data eksternal) dengan data internal
melalui switch SW2. Hasil perbandingan
digunakan untuk mengaktifkan data menuju
kedalam R ataupun keluar R melalui SW1. SW3
dipergunakan untuk memilih data yang akan
dikeluarkan ke port Data I/O dari R.
1. Bank MAM
Beberapa buah sel MAM yang diparalel dapat
membentuk sebuah bank MAM yang terdiri dari
n sel untuk citra berukuran nxn (Gambar 9).
Bank MAM ini memiliki port Control, Data
(in/out), Address, Data Stream In dan Data
Stream Out. Dua port terakhir ini dipergunakan
untuk memasukkan dan mengeluarkan data video
secara cepat dengan mode FIFO. Input/Output
data stream ini dapat bersifat internal dan
eksternal yang diatur melalui switch internal.
Sel
MAM0
Sel
MAM1
Sel
MAMn
Control
Data
Address
Data
Stream
In
Data
Stream
Out
Gambar 9. N sel MAM membentuk sebuah bank
MAM
2. Fungsi-fungsi MAM
Sebuah bank MAM memiliki 13 instruksi yang
dapat dilihat pada Tabel 1. Selected-row Address
dipergunakan untuk memilih baris mana pada
bank yang akan dibandingkan. Modified-row
Address dipergunakan untuk memilih baris mana
yang akan dimodifikasi. RAM/CAM address
dipergunakan untuk memilih suatu lokasi (bila
RAM mode diaktifkan) dan memilih suatu isi
(bila CAM mode diaktifkan). Data I/O
dipergunakan untuk menentukan nilai data yang
akan diberikan atau nilai data yang akan
diterima.
Untuk mode CAM-Write, bila Selected-
Row_Address=Modified-Row_Address maka
operasi ini dikenal dengan auto-asosiatif. Bila
tidak maka dikenal dengan operasi hetero-
asosiatif. CAM-Write ada 2 jenis: CAM-Write-
Ext-data dan CAM-Write-Int-data. Pada CAM-
Write-Ext-data, data penggantinya berasal dari
eksternal dalam hal ini dari Data I/O. Sedangkan
pada CAM-Write-Int-data, data penggantinya
berasal dari internal dalam hal ini dari Register
yang dipilih.
Instruksi Shift digunakan untuk menggeser data
kekiri atau kekanan. Sedangkan instruksi Rotate
digunakan untuk memutar data kekanan atau
kekiri. Sebuah instruksi yang sangat bermanfaat
adalah instruksi Frame-Capture. Instruksi ini
dipergunakan untuk mengambil satu frame pada
stream video 30 frame per detik.
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Karena total instruksi sebanyak 13 maka jumlah
bit untuk memilih instruksi tersebut adalah
sebesar 4 bit (konstan). Untuk Selected-Row dan
Modified-Row Address adalah sebesar m bit.
Sedangkan untuk RAM/CAM Address dan Data
I/O adalah sebesar 2logn bit (untuk citra nxn).
Aplikasi MAM pada Arsitektur dan
Algoritma Paralel
Sebuah model arsitektur paralel 1d dapat
dibangun dari n bank MAM, n PE (Processor
Element) dan jaringan interkoneksi (Gambar 10).
Model ini adalah generalisasi dari arsitektur
spesifik untuk proses labeling citra yang telah
kami kembangkan terdahulu [14][15][16][17].
Secara umum model ini dapat dijelaskan sebagai
berikut. Sebuah bank MAM apapun melalui
jaringan interkoneksi dapat diakses oleh
sembarang PE. Begitupun sejumlah k bank
MAM (0<kn) dapat diakses oleh sejumlah k PE
(0<kn). Pada mode tulis, satu atau beberapa
bank dapat ditulis oleh sebuah PE. Pada mode
baca, satu atau beberapa PE dapat membaca
sebuah bank MAM.
Algoritma citra lokal dan regional telah berhasil
dipecahkan dengan MAM secara efisien dan
optimal. Algoritma lokal misalnya Filtering dan
Edge detection. Sedangkan algoritma regional
misalnya, perhitungan luas dan keliling objek.
Untuk lebih jelasnya algoritma tersebut dapat
mengacu pada [19][20][21][22].
PE1
PE2
PEn
Interkoneksi
Bank MAM1
Bank MAM2
Bank MAMn
Video In
Gambar 10. Arsitektur paralel 1d dapat dibangun
dengan N buah bank MAM
Hasil dan Performansi
Hasil yang didapat dengan menggunakan model
arsitektur yang telah didefinisikan pada paragraf
sebelumnya diberikan pada Tabel 2. Tabel ini
menunjukkan perbandingan kompleksitas algo-
ritma yang dicapai dengan arsitektur jenis lain.
Tabel ini mengacu pada hasil survey yang telah
kami lakukan sebelumnya [1]. Disini kita lihat
bahwa dengan MAM, untuk algortima lokal dan
regional didapatkan kompleksitas optimal O(n).
Sedangkan untuk algoritma bertipe global
berhasil mendapatkan kompleksitas yang relatif
kecil O(nlogn), namun masih belum optimal.
Proses labeling objek yang pernah diujicobakan
dengan menggunakan memori MAM yang di-
implementasikan pada sebuah arsitektur paralel
dedicated [16] menunjukkan hasil yang sangat
mengagumkan yaitu 0,416 ms jauh mening-
galkan lawan-lawannya sesama arsitektur 1d
(Tabel 3). Hasil ini dicapai dengan hanya meng-
gunakan 256 PE untuk citra 512x512 dan clock
sebesar 100 ns. Satu-satunya yang dapat menan-
dingi adalah arsitektur IUA namun dengan
262144 PE!.
Tabel 1: Instruksi bank MAM
Control Address Data I/O
Operation mode (4 bit) Selected-row
Address (m bit)
Modified-row
Address (m bit)
RAM/CAM
Address
(2logn bit)
Data In
(2logn bit)
Data Out
(2logn bit)
1 RAM-Write Row-selected X Indeks lokasi Data In X
2 RAM-Read Row-selected X Indeks lokasi X Data Out
3 CAM-Write-Ext-data-‘=’ Row-selected Row-modified Indeks Isi Data In X
4 CAM-Write-Ext-data-‘>’ Row-selected Row-modified Indeks Isi Data In X
5 CAM-Write-Ext-data-‘<’ Row-selected Row-modified Indeks Isi Data In X
6 CAM-Write-Int-data-‘=’ Row-selected Row-modified Indeks Isi X X
7 CAM-Write-Int-data-‘>’ Row-selected Row-modified Indeks Isi X X
8 CAM-Write-Int-data-‘<’ Row-selected Row-modified Indeks Isi X X
9 Shift-Right Row-selected X X X X
10 Shift-Left Row-selected X X X X
11 Rotate-Right Row-selected X X X X
12 Rotate-Left Row-selected X X X X
13 Frame-capture Row-selected X X X X
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Hasil simulasi yang telah kami lakukan untuk
memori MAM ini dapat dilihat pada [18].
Tabel 3. Perbandingan kecepatan arsitektur
dengan memori MAM dan arsitektur paralel
lainnya
Arsitektur Jumlah
Prosesor
Ukuran Citra
(pixel)
Clock
(ns)
Waktu proses
labeling (ms)
Encore Multimax 20 512x512 22700
Butterfly 100+ 512x512 7200
Non-Von
Supercomputer
512x512 1000
Connection Machine 512x512 400
Hierarchical Bus
Architecture
100+ 512x512 370
MPP 16384 128x128 100 94,6
WARP 512x512 75
Cube 256 512x512 14
Systolic 512 512x512 25 13,5
Mosaic 16384 512x512 6
Sympati 32 512x512 4,9/scanning
GFLOPS 256 256x256 100 3,5
Arsitektur dengan
MAM
256 512x512 100 0,416
IUA 262144 512x512 0,005
Kesimpulan
Pada paper ini telah diperkenalkan prinsip dan
disain sebuah memori baru MAM (Multi-mode
Access Memori). Memori ini telah menunjukkan
manfaatnya yang sangat besar untuk bidang
pengolahan citra paralel. Memori ini mem-
berikan hasil yang sangat siknifikan dalam hal
penyelesaian algoritma-algoritma citra bersifat
regional dan asosiatif dengan kompleksitas O(n)
yang mana dengan memori RAM konvensional
dikerjakan dengan kompleksitas O(n2).
Begitupun untuk algoritma bertipe lokal, MAM
dapat memberikan kompleksitas O(n) yang mana
tipe algoritma ini tidak dapat diselesaikan hanya
dengan memori CAM. Dari 3 jenis algoritma
pengolahan citra (lokal, regional dan global)
hanya algoritma global saja yang belum sanggup
diselesaikan dalam waktu O(n) oleh MAM.
Untuk mendapatkan struktur paralel yang
optimal, ketiga jenis algoritma harus mendapat-
kan kompleksitas algoritma O(n). Sehingga
penelitian kami berikutnya diarahkan pada
pengembangan jaringan interkoneksinya.
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Y O(n)
G£n
Y O(nlogn)
G£n
N O(Ön)
G=n
N O(Ön)
G=n
N O(1) N
90° rotation
(Global)
O(n²) O(n²) N O(n) Y O(n) Y O(nlogn) N O(n) N O(n) N O(1) N
180°
rotation
(Global)
O(n²) O(n²) N O(n) Y O(n) Y O(nlogn) N O(n) N O(n) N O(1) N
Labeling
(Regional)
O(n²*) O(n²) N O(n²) N O(n²) N O(n) Y O(log n) N O(log n) N O(1) N
Perimeter
(Regional)
O(n²) O(Cn) N O(Cn) N O(Cn) N O(n) Y O(n) N O(n) N O(1) N
Area
(Regional)
O(n²) O(Cn) N O(Cn) N O(Cn) N O(n) Y O(n) N O(n) N O(1) N
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