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On integral basis of pure number fields
ANUJ JAKHAR∗ SUDESH K. KHANDUJA†‡ AND NEERAJ SANGWAN§
Abstract
Let K = Q( n
√
a) be an extension of degree n of the field Q of rational numbers, where the
integer a is such that for each prime p dividing n either p ∤ a or the highest power of p
dividing a is coprime to p; this condition is clearly satisfied when a, n are coprime or a is
squarefree. The present paper gives explicit construction of an integral basis of K along
with applications. This construction of an integral basis of K extends a result proved in
[J. Number Theory, 173 (2017), 129-146] regarding periodicity of integral bases of Q( n
√
a)
when a is squarefree.
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1
1 Introduction and Statement of Results
Discriminant is a valuable tool to find a Z-basis for the ring AK of algebraic integers in
an algebraic number field K. To describe a Z-basis of AK (called an integral basis of K)
is in general a difficult task. The problem of computation of integral basis specially for
pure algebraic number fields has attracted the attention of several mathematicians. In
1900, Dedekind [1] described an integral basis of pure cubic fields. Westlund [9] in 1910
gave an integral basis for all fields of the type Q( p
√
a) having prime degree p over Q. In
1984, Funakura [2] determined an integral basis of all pure quartic fields. In 2015, Hameed
and Nakahara [5] provided an integral basis of those pure octic fields Q( 8
√
a), where a is a
squarefree integer. In 2017, Gaál and Remete [3] gave a construction of integral basis of
K = Q( n
√
a) where the integer a is squarefree and 3 ≤ n ≤ 9; they further proved that if
a, a′ are squarefree integers which are congruent modulo nn0 , n0 being the largest square
dividing nn and if θ, θ′ are roots of the irreducible polynomials xn− a, xn− a′ respectively,
then an element 1
q
(c0 + c1θ + · · ·+ cn−1θn−1) with ci, q ∈ Z, is an algebraic integer if and
only if so is 1
q
(c0 + c1θ
′ + · · · + cn−1θ′n−1). This result they expressed by saying that the
integral bases of the fields Q( n
√
a) are periodic in a with period nn0 when a is squarefree.
In the present paper, our aim is to give an explicit construction of an integral basis of
pure fields of the type K = Q( n
√
a) where for each prime p dividing n, either p does not
divide a or the highest power of p dividing a is coprime to p; this condition is satisfied
when either (a, n) = 1 or a is squarefree. Moreover, we shall quickly deduce from our
construction that the integral bases of the fields Q( n
√
a), a being squarefree, are periodic
in a with period np1 · · · pk, where p1, · · · , pk are the distinct primes dividing n. We shall
use the following theorem proved in ([4], [6]).
Theorem 1.A. Let K = Q(θ) be an algebraic number field with discriminant dK, where θ
is a root of an irreducible polynomial f(x) = xn − a belonging to Z[x]. Let
k∏
i=1
psii ,
l∏
j=1
q
tj
j be
the prime factorizations of n, |a| respectively. Let mj , ni and ri stand respectively for the
integers gcd(n, tj),
n
p
si
i
and vpi(a
pi−1−1)−1. Assume that a is n-th power free and for each
i, either vpi(a) = 0 or vpi(a) is coprime to pi. Then
dK = (−1)
(n−1)(n−2)
2 sgn(an−1)(
k∏
i=1
pvii )
l∏
j=1
q
n−mj
j ,
where vi equals nsi − 2ni
min{ri,si}∑
j=1
p
si−j
i or nsi according as ri > 0 or not.
The basic idea of our construction of integral basis Q( n
√
a) has been derived from two
lemmas which are stated below and will be proved in the next section. These lemmas lead
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to a method to construct certain algebraic integers in K which play a significant role in
the formation of integral basis of K. The proofs of all our results in the paper are based
on elementary algebraic number theory and are self contained. In what follows, θ is a root
of an irreducible polynomial xn − a ∈ Z[x], where |a| is n-th power free which is expressed
as
n−1∏
j=1
a
j
j where aj ’s are squarefree numbers which are relatively prime in pairs. For a real
number λ, ⌊λ⌋ will stand for the greatest integer not exceeding λ. For 0 ≤ m ≤ n− 1, Cm
will stand for the number
n−1∏
j=1
a
⌊ jm
n
⌋
j . Keeping in mind that θ
n = a, it can be easily seen
that the element θ
m
Cm
satisfies the polynomial xn − sgn(a)m
n−1∏
j=1
a
jm−n⌊ jm
n
⌋
j and hence is an
algebraic integer.
With above notation, we shall prove the following two lemmas in the next section.
Lemma 1.1. Let K = Q(θ) with θ a root of an irreducible polynomial xn − a ∈ Z[x].
Let s ≥ 1 be the highest power of a prime number p dividing n. Assume that p does not
divide a and the integer r = vp(a
p−1 − 1) − 1 is positive. Corresponding to a number k,
1 ≤ k ≤ min{r, s}, let b′ be an integer satisfying ab′ ≡ 1 (mod pk+1) and a′ be given by
(b′)p
s−k−1
or b′ according as k < s or not. Let n′ denote the integer n
pk
. If ηk is the element
pk−1∑
j=0
(
a′θn
′
)j
of K, then
ηk
pk
is an algebraic integer.
Lemma 1.2. Let xn − a, p, s and r be as in Lemma 1.1. For any given integer m, 0 ≤
m ≤ n − 1, let km be the largest non-negative integer not exceeding min{r, s} such that
m = n − n
pkm
+ jm with jm ≥ 0. Let b′m be an integer satisfying ab′m ≡ 1 (mod pkm+1)
and a′m be given by (b
′
m)
ps−km−1 or b′m according as km < s or not. Let n
′
m stand for the
integer n
pkm
and wm be an integer such that wmCm(a
′
m)
pkm−1 ≡ 1(mod pkm). Let δm stand
for the element wmCmθ
jm
pkm−2∑
j=0
(
a′mθ
n′m
)j
or 0 of Z[θ] according as km > 0 or km = 0, then
θm + δm
pkm Cm
is an algebraic integer.
For reader’s convenience we first describe an explicit integral basis of K (with K as in
Theorem 1.A) when its degree is power of a prime.
Theorem 1.3. Let K = Q(θ) with θ a root of an irreducible polynomial xp
s−a belonging to
Z[x] of degree power of a prime p, where |a| is ps-th power free which is expressed as
ps−1∏
j=1
a
j
j,
aj’s being squarefree numbers relatively prime in pairs. Assume that p does not divide the
gcd of a and vp(a). Let r, d denote respectively the integers vp(a
p−1− 1)− 1 and min{r, s}.
For 0 ≤ m < ps, let km stand for the largest non-negative integer not exceeding d such that
3
m ≥ ps−ps−km and jm be given by m = ps−ps−km+jm. Let Cm stand for
ps−1∏
j=1
a
⌊ jm
ps
⌋
j . When
m ≥ φ(ps)1, fix any integer a′m congruent to a(p−2)(ps−km−1) or ap−2 modulo pkm+1 according
as km < s or km = s. Let wm belonging to Z be such that wmCm(a
′
m)
pkm−1 ≡ 1 (mod pkm)
and δm denote the element wmCmθ
jm
pkm−2∑
i=0
(a′mθ
ps−km )i when m ≥ φ(ps). Then the following
hold:
(i) If r = 0 or −1, then {1, θ
C1
, θ
2
C2
, · · · , θps−1
Cps−1
} is an integral basis of K.
(ii) If r ≥ 1, then {1, θ
C1
, θ
2
C2
, · · · , θϕ(ps)−1
Cϕ(ps)−1
} ∪ { θm+δm
pkmCm
| ϕ(ps) ≤ m ≤ ps − 1} is an integral
basis of K.
Theorem 1.3 will be deduced as a corollary to our main theorem which will be stated
after giving some examples illustrating Theorem 1.3.
Example 1.4. Let K = Q(θ), where θ is a root of x8−17·72 and AK be the ring of algebraic
integers of K. We retain the notations of Theorem 1.3. Here a = 17 ·72, p = 2, s = 3, r ≥ 5
as a ≡ 1 (mod 26). One can verify that Cm = 1 or 7 according as 0 ≤ m ≤ 3 or 4 ≤ m ≤ 7.
It can be easily checked that k0 = k1 = k2 = k3 = 0, k4 = k5 = 1, k6 = 2, k7 = 3, j4 =
0, j5 = 1, j6 = 0 and j7 = 0. Keeping in mind a ≡ 1 (mod 26) we see that a′m = 1
works for 0 ≤ m ≤ 7. Accordingly one can choose w4 = w5 = 1, w6 = 3 and w7 = 7.
Therefore with δm as defined in Theorem 1.3, we have δ4 = 7, δ5 = 7θ, δ6 = 21(θ
4 + θ2 + 1)
and δ7 = 49(
∑6
j=0 θ
j). Substituting for Cm, km and δm in the integral basis described in
Theorem 1.3, we see that the set {1, θ, θ2, θ3, θ4+7
14
, θ
5+7θ
14
,
θ6+21(θ4+θ2+1)
28
,
θ7+49(
6∑
j=0
θj)
56
} is an
integral basis of K.
Example 1.5. Let K = Q(θ) with θ a root of x9 − 26. With notations as in Theorem
1.3, here p = 3, s = 2, a = 26 and r ≥ 2. Since a is a squarefree integer, |a| = a1
and hence Cm = a
⌊m
9
⌋
1 = 1 for each m ≤ 8. It can be easily checked that km = 0 for
0 ≤ m ≤ 5, k6 = k7 = 1, k8 = 2, j6 = 0, j7 = 1 and j8 = 0. Here a′m = −1 works
for m = 6, 7, 8 and accordingly we may choose wm = 1 for these values of m. Thus
we have δ6 = −θ3 + 1, δ7 = −θ4 + θ and δ8 =
∑7
j=0(−θ)j. Therefore by Theorem 1.3,
{1, θ, θ2, θ3, θ4, θ5, θ6−θ3+1
3
, θ
7−θ4+θ
3
,
θ8+
7∑
j=0
(−θ)j
9
} is an integral basis of K.
Before explicitly stating an integral basis of Q( n
√
a), we introduce some notation.
Let K = Q(θ) be an algebraic number field with θ a root of an irreducible polynomial xn−a
belonging to Z[x] where |a| is a n-th power free integer which is expressed as ∏n−1j=1 ajj, aj
1Note that m ≥ φ(ps) if and only if km ≥ 1.
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being squarefree numbers relatively prime in pairs. Let n =
k∏
i=1
psii , |a| =
∏l
j=1 q
tj
j be the
prime factorizations of n, |a| and let ri be as in Theorem 1.A. For 0 ≤ m ≤ n − 1, Cm
will stand for the number
n−1∏
j=1
a
⌊ jm
n
⌋
j . We shall denote by S the set {i | 1 ≤ i ≤ k, ri ≥ 1}.
For i ∈ S, denote min{ri, si} by di. Note that for such an index i, pi does not divide a, for
otherwise ri = vpi(a
pi−1− 1)− 1 = −1 < 0. Since the interval [0, n− 1] can be partitioned
into the union ∪di−1ki=0[n − npkii , n −
n
p
ki+1
i
) ∪ [n − n
p
di
i
, n − 1] of pairwise disjoint intervals, it
follows that given any non-negative integer m not exceeding n−1, it belongs to one of these
intervals and hence there exists a largest integer ki,m, 0 ≤ ki,m ≤ di and a non-negative
integer ji,m such that m = n − n
p
ki,m
i
+ ji,m. For 0 ≤ m ≤ n − 1, let Sm denote the subset
of S defined by Sm = {i ∈ S | ki,m ≥ 1}. Fix a pair (i,m) with i ∈ Sm. Choose an integer
b′i,m such that ab
′
i,m ≡ 1 mod(pki,m+1i ) and set a′i,m = (b′i,m)p
si−1−ki,m
i or b′i,m according as
1 ≤ ki,m < si or ki,m = si. Corresponding to the pair (i,m), denote the integer n
p
ki,m
i
by
ni,m. Let wi,m be an integer such that wi,mCm(a′i,m)
p
ki,m
i −1 ≡ 1(mod pki,mi ); such wi,m exists
because pi ∤ Cma′i,m. Define δi,m belonging to Z[θ] by δi,m = wi,mCmθ
ji,m
p
ki,m
i
−2∑
r=0
(a′i,mθ
ni,m)r.
Let zi,m stand for the number
∏
j∈Sm\{i}
p
kj,m
j for i ∈ Sm. Since gcd{zi,m | i ∈ Sm} = 1,
there exist integers ui,m such that
∑
i∈Sm
ui,mzi,m = 1. Let βm equal
∑
i∈Sm
ui,mzi,mδi,m or 0
according as Sm 6= ∅ or Sm = ∅. Observe that the highest power of θ occuring in δi,m is
ji,m + n− 2ni,m = m− ni,m < m and hence the same holds for βm. Note that when Sm is
a singleton set consisting of {i}, then zi,m being an empty product is 1 and βm = δi,m.
With the above notations, we shall prove the following theorem.
Theorem 1.6. Let K = Q(θ) with θ having minimal polynomial xn − a over Q where a
is an n-th power free integer and for every prime pi dividing n either pi ∤ a or vpi(a) is
coprime to pi. Let n =
k∏
i=1
psii , S, Cm, ki,m and βm be as in the above paragraph. Then the
following hold:
(i) If S = ∅, then
{
θm
Cm
∣∣∣∣ 0 ≤ m ≤ n− 1
}
is an integral basis of K.
(ii) If S 6= ∅, then

1,
θm + βm
Cm
∏
i∈S
p
ki,m
i
∣∣∣∣ 1 ≤ m ≤ n− 1

 is an integral basis of K.
Remark 1.7. In the paragraph preceding Theorem 1.6, note that b′i,m can be chosen to be
any integer which is congruent to api−2 modulo p
ki,m+1
i because a
pi−1 ≡ 1 (mod pri+1i ) and
ki,m ≤ ri.
The following theorem which improves the results of Theorems 2, 3 of [3] will be quickly
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deduced from the above theorem.
Theorem 1.8. Let n ≥ 2 be an integer with prime divisors p1, · · · , pk. Let K = Q(θ), K ′ =
Q(θ′) be algebraic number fields of degree n, where θ, θ′ satisfy respectively the polynomials
xn − a, xn − a′ with integers a, a′ squarefree which are congruent modulo np1 · · ·pk, then
an element 1
q
(c0 + c1θ+ · · ·+ cn−1θn−1) with ci, q ∈ Z is in AK if and only if 1q (c0 + c1θ′ +
· · ·+ cn−1θ′n−1) is in AK ′.
We now provide some examples to illustrate Theorem 1.6.
Example 1.9. Let θ be a root of x10 − 150 and K = Q(θ). With notations as in Theorem
1.6, it can be easily seen that here S = ∅, Cm = 1 for 0 ≤ m ≤ 4 and Cm = 5 for
5 ≤ m ≤ 9. Hence {1, θ, θ2, θ3, θ4, θ5
5
, θ
6
5
, θ
7
5
, θ
8
5
, θ
9
5
} is an integral basis of K by Theorem
1.6(i).
Example 1.10. Let K = Q(θ), where θ is a root of x6−2 ·52 ·135. We retain the notations
introduced in the paragraph preceding Theorem 1.6 and take p1 = 3, p2 = 2, a = 2 · 52 · 135.
One can verify that C1 = 1, C2 = 13, C3 = 5 · 132, C4 = 5 · 133, C5 = 5 · 134. As can be
easily seen v3(a
2 − 1) = r1 + 1 ≥ 2 and v2(a − 1) = r2 + 1 = 0. Therefore S = {1}.
One can quickly verify that k1,m = 0 for 0 ≤ m ≤ 3 and k1,m = 1 for m = 4, 5; also
j1,4 = 0, j1,5 = 1. Here b
′
1,m = −1 works for m = 4, 5 and in view of this choice we may
take a′1,m = −1 for m = 4, 5. We may take w1,m = 2 for m = 4, 5. Since S = {1}
is a singleton, we have βm = δ1,m for m = 4, 5. Substituting these values, we see that
β4 = 10 · 133(−θ2 + 1) and β5 = 10 · 134(−θ3 + θ). Therefore by Theorem 1.6(ii) that
{1, θ, θ2
13
, θ
3
5·132
,
θ4+10·133(−θ2+1)
15·133
,
θ5+10·134(−θ3+θ)
15·134
} is an integral basis of K.
Example 1.11. Let θ be a root of x6 − 37 and K = Q(θ). We retain the notations
introduced in the paragraph preceding Theorem 1.6 we take p1 = 3, p2 = 2 and a = 37. It is
clear that v3(a
2 − 1) = r1 + 1 = 2 and v2(a− 1) = r2 + 1 = 2. Therefore S = {1, 2}. One
can easily verify that k1,m = 0 for 0 ≤ m ≤ 3, k1,m = 1 for m = 4, 5, j1,4 = 0 and j1,5 = 1.
Here b′1,m = 1 works for m = 4, 5 and so we may choose a
′
1,m = 1 for m = 4, 5. Since a is
squarefree, Cm = 1 for all m; we may take w1,m = 1 for m = 4, 5. So δ1,4 = θ
2 + 1 and
δ1,5 = θ
3 + θ. Further k2,m = 0 for 0 ≤ m ≤ 2, k2,m = 1 for m = 3, 4, 5, j2,3 = 0, j2,4 = 1
and j2,5 = 2. Here b
′
2,m = 1 works for m = 3, 4, 5 and in view of this choice a
′
2,m = 1
for m = 3, 4, 5. As Cm = 1 for all m; we may take w2,m = 1 for m = 3, 4, 5. Thus here
δ2,3 = 1, δ2,4 = θ and δ2,5 = θ
2. Note that Sm = ∅ for 0 ≤ m ≤ 2, S3 = {2} and Sm = {1, 2}
for m = 4, 5. Here z2,3 = 1, z1,m = 2 for m = 4, 5 and z2,m = 3 for m = 4, 5, therefore
we can take u2,3 = 1 and u1,m = −1, u2,m = 1 for m = 4, 5. Note that β1 = β2 = 0,
β3 = δ2,3 and βm = u1,mz1,mδ1,m + u2,mz2,mδ2,m for m = 4, 5. Substituting these values,
6
it follows quickly from Theorem 1.6(ii) that {1, θ, θ2, θ3+1
2
, θ
4−2θ2+3θ−2
6
, θ
5−2θ3+3θ2−2θ
6
} is an
integral basis of K.
2 Proof of Lemmas 1.1 and 1.2.
Proof of Lemma 1.1. Multiplying ηk = 1+ (a′θn
′
) + · · ·+ (a′θn′)pk−1 by (a′θn′ − 1) on both
sides and using the fact that θn
′pk = a, we see that
a′θn
′
ηk = ηk + a(a
′)p
k − 1.
Now taking pk-th power on both sides, we obtain
a(a′)p
k
η
pk
k =
pk∑
j=0
(
pk
j
)
η
pk−j
k
(
a(a′)p
k − 1
)j
,
which can be rewritten as
(
a(a′)p
k − 1
)
η
pk
k =
pk∑
j=1
(
pk
j
)(
a(a′)p
k − 1
)j
η
pk−j
k . (1)
Note that a(a′)p
k 6= 1, for otherwise a = ±1 when p is odd and a = 1 when p = 2 which
is impossible in view of irreducibility of xn − a over Q. On dividing (1) by a(a′)pk − 1, we
have
η
pk
k =
pk∑
j=1
(
pk
j
)(
a(a′)p
k − 1
)j−1
ηk
pk−j.
Thus ηk satisfies the polynomial xp
k −
pk∑
j=1
(
pk
j
) (
a(a′)p
k − 1
)j−1
xp
k−j; consequently
ηk
pk
sat-
isfies the polynomial xp
k −
pk∑
j=1
(
pk
j
) (
a(a′)p
k − 1
)j−1
(pk)j
xp
k−j = h(x) (say). In view of the
following Lemma 2.1, h(x) ∈ Z[x] and so ηk
pk
is an algebraic integer as desired.
Lemma 2.1. Let xn − a, p, s, r, k and a′ be as in the above lemma. Then pjk divides(
pk
j
) (
a(a′)p
k − 1
)j−1
for 1 ≤ j ≤ pk.
Proof. We first prove that
a(a′)p
k ≡ 1 (mod pk+1). (2)
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Keeping in mind that r + 1 = vp(ap − a) and the fact that k ≤ r, we have
ap ≡ a (mod pk+1). (3)
The proof of (2) is split into two cases. Consider first the case when k < s. It follows from
(3) that ap
s−1 ≡ a (mod pk+1). Multiplying the last congruence by (b′)ps−1 on both sides,
we have (ab′)p
s−1 ≡ a(b′)ps−1 (mod pk+1). By choice ab′ ≡ 1 (mod pk+1); consequently
using the last two congruences, we see that 1 ≡ a((b′)ps−k−1)pk (mod pk+1). Recall that in
the present case a′ = (b′)p
s−k−1
. So a(a′)p
k ≡ 1 (mod pk+1) proving (2) in this case. When
k = s, then by choice a′ = b′ which in view of the hypothesis ab′ ≡ 1(mod pk+1) and (3)
implies that 1 ≡ (ab′)pk ≡ a(a′)pk(mod pk+1) and hence (2) is proved.
Let j be an integer such that 1 ≤ j ≤ pk. Fix a non-negative integer w for which
pw ≤ j < pw+1. By a basic result, the highest power of p dividing (pk
j
)
is k − vp(j), where
vp(j) stands for the highest power of p dividing j. So pk−w divides
(
pk
j
)
; consequently by
virtue of (2) the lemma is proved once we show that jk ≤ k − w + (j − 1)(k + 1), i.e.,
0 ≤ j − w − 1, which clearly holds in view of the choice of w.
Proof of Lemma 1.2. As pointed out in the paragraph preceding Lemma 1.1,
θm
Cm
is an
algebraic integer and hence the lemma is proved when km = 0. From now on, it may be
assumed that km ≥ 1. Denote
pkm−1∑
j=0
(
a′mθ
n′m
)j
by ηm. By hypothesis p ∤ a so p ∤ Cma′m. Let
w′m be an integer such that
wmCm(a
′
m)
pkm−1 + w′mp
km = 1. (4)
By Lemma 1.1,
ηm
pkm
is an algebraic integer and hence so is wmθjm
(
ηm
pkm
)
+w′m
(
θm
Cm
)
= β
(say). Using (4) together with the fact that jm + n′m(p
km − 1) = jm + (n − npkm ) = m, a
simple calculation shows that
β =
θm + δm
pkm Cm
,
where δm = wmCmθjm
pkm−2∑
j=0
(
a′mθ
n′m
)j
. This proves the lemma.
3 Proof of Theorems 1.3, 1.6 and 1.8.
For algebraic integers α1, α2, α3, · · · , αn in K which are linearly independent over Q,
DK/Q(α1, α2, · · · , αn) will stand for the determinant of the n× n matrix with (i, j)-th en-
try TrK/Q(αiαj). If M denotes the group with basis α1, α2, · · · , αn, then as is well known
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DK/Q(α1, α2, · · · , αn) = [AK : M ]2dK . So the problem of finding an integral basis of K is
same as finding algebraic integers γ1, γ2, · · · , γn in K such that DK/Q(γ1, γ2, · · · , γn) = dK .
We shall use the following elementary result proved in [7, Problem 435].
Lemma 3.A. Let t, n be positive integers. Then
n−1∑
m=1
⌊
tm
n
⌋
=
1
2
[(n− 1)(t− 1) + gcd(t, n)− 1].
Proof of Theorem 1.6. We first prove the theorem when S = ∅. As pointed out in the
paragraph preceding Lemma 1.1, θ
m
Cm
is an algebraic integer for 1 ≤ m ≤ n − 1. The
transition matrix from {1, θ
C1
, θ
2
C2
, · · · , θn−1
Cn−1
} to {1, θ, · · · , θn−1} has determinant
n−1∏
m=1
Cm =
C (say). As is well known
DK/Q(1, θ, θ
2, · · · , θn−1) = (−1)(n2)NK/Q(nθn−1) = (−1)
(n−1)(n−2)
2 nnan−1.
Consequently using a basic result (cf. [8, Proposition 2.9]) and the above equation, we see
that
DK/Q
(
1,
θ
C1
,
θ2
C2
, · · · , θ
n−1
Cn−1
)
=
1
C2
DK/Q(1, θ. · · · , θn−1) = (−1)
(n−1)(n−2)
2 nnan−1
C2
. (5)
Applying Lemma 3.A, we have
C =
n−1∏
m=1
n−1∏
i=1
a
⌊ im
n
⌋
i =
n−1∏
i=1
a
n−1∑
m=1
⌊ im
n
⌋
i =
n−1∏
i=1
a
(n−1)(i−1)+gcd(i,n)−1
2
i . (6)
Substituting for C in (5), we obtain
DK/Q
(
1,
θ
C1
,
θ2
C2
, · · · , θ
n−1
Cn−1
)
=
(−1) (n−1)(n−2)2 nnan−1
n−1∏
i=1
a
(n−1)(i−1)+gcd(i,n)−1
i
.
Keeping in mind that a = sgn(a)
n−1∏
i=1
aii, a simple calculation shows that the above equation
can be rewritten as
DK/Q
(
1,
θ
C1
,
θ2
C2
, · · · , θ
n−1
Cn−1
)
= (−1) (n−1)(n−2)2 sgn(an−1)nn
n−1∏
i=1
a
n−gcd(i,n)
i . (7)
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If
l∏
j=1
q
tj
j is the prime factorization of |a|, then it can be easily seen that
n−1∏
i=1
a
n−gcd(i,n)
i =
l∏
j=1
q
n−gcd(tj ,n)
j . (8)
It is immediate from (8) and Theorem 1.A that the right hand side of (7) equals dK . So
we conclude that {1, θ
C1
, θ
2
C2
, · · · , θn−1
Cn−1
} is an integral basis of K in the present case.
We now deal with the case S 6= ∅. Retaining the notation introduced in the paragraph
preceding Theorem 1.6, we first show that
θm + βm
Cm
∏
i∈S
p
ki,m
i
= γm (say) is an algebraic integer
for 1 ≤ m ≤ n − 1. Fix any m, 1 ≤ m ≤ n − 1. If Sm = ∅, then by definition βm = 0
and
∏
i∈S
p
ki,m
i = 1 and so γm =
θm
Cm
is an algebraic integer. Consider now the situation when
Sm 6= ∅. Recall that when i ∈ Sm, then zi,m =
∏
j∈Sm\{i}
p
kj,m
j and ui,m are integers such
that
∑
i∈Sm
ui,mzi,m = 1. Further by Lemma 1.2, the element
θm + δi,m
Cmp
ki,m
i
of K is an algebraic
integer; consequently keeping in mind
∑
i∈Sm
ui,mzi,m = 1, we see that
∑
i∈Sm
ui,m
θm + δi,m
Cmp
ki,m
i
=
θm +
∑
i∈Sm
ui,mzi,mδi,m
Cm
∏
i∈Sm
p
ki,m
i
=
θm + βm
Cm
∏
i∈Sm
p
ki,m
i
=
θm + βm
Cm
∏
i∈S
p
ki,m
i
= γm
is an algebraic integer.
Taking γ0 = 1, it remains to be shown that DK/Q(γ0, γ1, · · · , γn−1) = dK . As pointed
out at the end of the paragraph preceding Theorem 1.6, the power of θ occuring in βm is less
than m. So it is clear that the transition matrix from {γ0, γ1, · · · , γn−1} to {1, θ, · · · , θn−1}
has determinant
n−1∏
m=1
(
Cm
∏
i∈S
p
ki,m
i
)
= C
∏
i∈S
p
(
n−1∑
m=1
ki,m
)
i , where C =
n−1∏
m=1
Cm. Recall that
ki,m is the largest integer less than or equal to di such that m ≥ n − n
p
ki,m
i
. So when
1 ≤ j ≤ di − 1 and n − npji ≤ m < n −
n
pj+1i
, we have ki,m = j and ki,m = di when
n− n
p
di
i
≤ m < n; consequently
n−1∑
m=1
ki,m =
di−1∑
j=1
j
(
n
p
j
i
− n
p
j+1
i
)
+ di
n
pdii
=
di∑
j=1
n
p
j
i
= ni
di∑
j=1
p
si−j
i .
Using the above equation together with (6), we see that the determinant of transition ma-
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trix from {γ0, γ1, · · · , γn−1} to {1, θ, · · · , θn−1} equals
n−1∏
j=1
a
(n−1)(j−1)+gcd(j,n)−1
2
j
∏
i∈S
p
ni
di∑
j=1
p
si−j
i
i .
Now arguing exactly as in the previous case, it can be easily seen that
DK/Q(γ0, γ1, · · · , γn−1) = (−1)
(n−1)(n−2)
2 sgn(an−1)(
k∏
i=1
pvii )
n−1∏
j=1
a
n−gcd(j,n)
j ,
where vi equals nsi−2ni
di∑
j=1
p
si−j
i or nsi according as i ∈ S or not. In view of (8) and Theo-
rem 1.A, the right hand side of the above equation equals dK . Therefore {γ0, γ1, · · · , γn−1}
is an integral basis of K.
Proof of Theorem 1.3. It is immediate from the definition of km that km ≥ 1 if and only if
m ≥ φ(ps); consequently (with notations as in Theorem 1.6) βm = 0 for 0 ≤ m < φ(ps) and
hence the corollary follows at once from Theorem 1.6 and Remark 1.7. 
Proof of Theorem 1.8. We retain the notation of Theorem 1.6 and adopt the convention
that βm = 0 for each m if S is empty. Since a is squarefree, Cm = 1 for 1 ≤ m ≤ n − 1.
So in view of Theorem 1.6, {1, θ
m + βm∏
i∈S
p
ki,m
i
∣∣ 1 ≤ m ≤ n − 1} is an integral basis of K. Let
β ′m denote the element of K
′ obtained on replacing θ by θ′ in the expression for βm. The
theorem is proved once we show that {1, θ
′m + β ′m∏
i∈S
p
ki,m
i
∣∣ 1 ≤ m ≤ n − 1} is an integral basis
of K ′. Fix any prime p dividing n and let s denote the highest power of p dividing n. Let
r, r′ stand respectively for vp(ap−1 − 1) − 1, vp(a′p−1 − 1) − 1. In view of the definition of
βm, the desired assertion is proved once we show that
min{r, s} = min{r′, s}. (9)
By hypothesis a′ ≡ a (mod np). Note that (9) needs to be verified when p ∤ a. Write
a′ = a+ ps+1b, b ∈ Z. So there exists c ∈ Z such that
r′ + 1 = vp(a
′p − a′) = vp(ap − a+ ps+1c). (10)
If r < s, then the above equation shows that r′ + 1 = r + 1, which proves (9) in this case.
If r ≥ s, then by (10), r′ +1 ≥ s+1 and hence (9) is verified. This completes the proof of
the theorem.
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