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SUB-MATRIX SUMMABILITY OF SEQUENCE OF SETS
I˙. DAGˇADUR AND S¸. SEZGEK
Abstract. The main purpose of this paper is to introduce the concepts of Wi-
jsman Cλ statistical convergence, Wijsman Cλ summability and Wijsman I-Cλ
summability for sequence of sets by using Cesa`ro submethod. Also, we establish
some relations among the Wijsman Cλ summability, Wijsman Dλ summability
and Wijsman C1 summability. Finally, we have given some equivalence results
for these concepts.
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1. introduction and notations
The concept of convergence of sequences of real numbers has been extended to
statistical convergence independently by Fast [12] and Schoenberg [20]. The idea
of I-convergence was introduced by Kostroyko et al. [18] as a generalization of
statistical convergence which is based on the structure of the ideal I of subset of the
set of natural numbers. Recently, Das et al. [9] introduced the notion of I-statistical
convergence by using ideal.
Connor [14] gave the relationships between the concepts of strongly p-Cesa`ro
summability and statistical convergence of sequences.
The concept of convergence of sequences of numbers has been extended by sev-
eral authors to convergence of sequences of sets. The one of these such extensions
considered in this paper is the concept of Wijsman convergence (see [6], [7], [8], [19],
[21], [22]). Nuray and Rhoades [19] studied statistical convergence set sequences
and gave some basic theorems. Furthermore, the concept of strongly summable set
sequences was given by [19]. Wijsman I-convergence by using ideal was introduced
by Kis¸i and Nuray [16].
Now, we recall the basic definitions.
Let x = {xk} be a sequence of complex numbers. Then x = {xk} statistically
convergent to L provided that for every ε > 0,
lim
n→∞
1
n
|{k ≤ n : |xk − L| ≥ ε}| = 0 ,
where the vertical bars indicate the number of elements in the set [17].
A family of sets I ⊆ 2N is called an ideal if and only if
i) ∅ ∈ I, ii) for each A,B ∈ I we have A ∪ B ∈ I, iii) for each A ∈ I and each
B ⊆ A we have B ∈ I.
An ideal is called non-trivial if N ∈ I and non-trivial ideal is called admissible if
{n} ∈ I for each n ∈ N.
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A family of sets F ⊆ 2N is a filter if and only if
i) ∅ /∈ F , ii) for each A,B ∈ F we have A ∩B ∈ F , iii) for each A ∈ F and each
A ⊆ B we have B ∈ F .
In [18], I is non-trivial ideal in N if and only if
F(I) = {M ⊂ N : (∃A ∈ I)(M = N\A)}
is a filter in N.
Let I ⊂ 2N be an admissible ideal. A sequence x = {xk} of elements of R is said
to be I-convergent to L ∈ R if for every ε > 0 the set
A(ε) = {k ∈ N : |xk − L| ≥ ε} ∈ I .
Let (X, ρ) be a metric space. For any point x ∈ X and any non-empty subset A
of X, we define the distance from x to A by
d(x,A) = inf
a∈A
ρ(x, a) .
Throughout this paper, we let (X, ρ) be a metric space and A, Ak be any non-
empty closed subsets of X.
The sequence {Ak} is bounded if supk{d(x,Ak)} <∞ for each x ∈ X. The set of
all bounded set sequences is denoted by L∞.
The sequence {Ak} is Wijsman convergent to A provided for each x ∈ X, we have
lim
k→∞
d(x,Ak) = d(x,A) .
The sequence {Ak} is Wijsman statistical convergent to A if {d(x,Ak)} is statis-
tical convergent to d(x,A); i.e., for every ε > 0 and for each x ∈ X,
lim
n→∞
1
n
|{k ≤ n : |d(x,Ak)− d(x,A)| ≥ ε}| = 0 .
The sequence {Ak} is Wijsman Cesa`ro summable to A if for each x ∈ X,
lim
k→∞
1
n
n∑
k=1
d(x,Ak) = d(x,A) .
The sequence {Ak} is Wijsman I-convergent to A if for every ε > 0 and for each
x ∈ X,
A(x, ε) = {k ∈ N : |d(x,Ak)− d(x,A)| ≥ ε} ∈ I .
The sequence {Ak} is Wijsman I-statistical convergent to A if for every ε > 0,
δ > 0 and for each x ∈ X,{
n ∈ N :
1
n
|{k ≤ n : |d(x,Ak)− d(x,A)| ≥ ε}| ≥ δ
}
∈ I .
In this case we write Ak
S(IW )
−→ A.
In 1932, Agnew [2] defined the deferred Cesa`ro mean Dp,q of the sequence x by
(Dp,qx)n =
1
q(n)− p(n)
q(n)∑
k=p(n)+1
xk
where {p(n)} and {q(n)} are sequences of nonnegative integers satisfying the con-
ditions p(n) < q(n) and limn→∞ q(n) = ∞. Dp,q is clearly regular for any choise of
{p(n)} and {q(n)}.
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Let F be an infinite subset of N and F as the range of a strictly increasing sequence
of positive integers, say F = {λ(n)}. The Cesa`ro submethod Cλ is defined as
(Cλx)n =
1
λ(n)
λ(n)∑
k=1
xk (n = 1, 2, . . .).
where {xk} is a sequence of a real or complex numbers. Therefore, the Cλ method
yields a subsequence of the Cesa`ro method C1, and hence it is regular for any λ. Cλ
is obtained by deleting a set of rows from Cesa`ro matrix. The basic properties of
Cλ method can be found in [1], [3] and [13] .
Let λ = {λ(n)} be an increasing sequence of N and x = {xk} be a sequence.
Osikiewicz [3] defined that x is Cλ statistical convergent to L if, for ∀ε > 0,
lim
n→∞
1
λ(n)
|{k ≤ λ(n) : |xk − L| ≥ ε}| = 0 .
2. Equivalence results for Wijsman Cλ summability
In the present section we shall give the definitions of Wijsman Cλ summability
and Wijsman Cλ statistical convergence and examine some equivalence results. Also,
we establish some relations between Wijsman Cλ summability and Wijsman C1
summability.
Definition 2.1. Let λ = {λ(n)} be an increasing sequence of N and {Ak} be a set
sequence. The sequence {Ak} is Wijsman Cλ summable to A if for each x ∈ X,
lim
n→∞
1
λ(n)
λ(n)∑
k=1
d(x,Ak) = d(x,A) .
In this case we write Ak
WCλ−→ A .
Definition 2.2. Let λ = {λ(n)} be an increasing sequence of N with λ(0) = 0 and
{Ak} be a set sequence. The sequence {Ak} is Wijsman Dλ summable to A if for
each x ∈ X,
lim
n→∞
1
λ(n)− λ(n− 1)
λ(n)∑
k=λ(n−1)+1
d(x,Ak) = d(x,A) .
This is denoted by Ak
WDλ−→ A .
Definition 2.3. Let λ = {λ(n)} be an increasing sequence of N and {Ak} be a set
sequence. {Ak} is Wijsman Cλ statistical convergent to A if, for ∀ε > 0,
lim
n→∞
1
λ(n)
|{k ≤ λ(n) : |d(x,Ak − d(x,A))| ≥ ε}| = 0.
In this case we write Ak
st−(WCλ )−→ A .
The theorem below gives us equivalence Wijsman Cλ convergence with Wijsman
Cesa`ro convergence for bounded sequences.
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Theorem 2.4. Let E = {λ(n)} be an infinite subset of N and {Ak} be a bounded
sequence. Then Wijsman C1 convergence is equivalent to Wijsman Cλ convergence
if and only if lim supn→∞
λ(n+1)
λ(n) = 1.
Proof. We shall apply the same technique found in [3]. Let lim supn→∞
λ(n+1)
λ(n) = 1
and {Ak} be a bounded sequence. Then ∃α > 0 such that d(x,Ak) < α for all k.
The sequence {Ak} is Wijsman Cλ summable to A. Consider the set F = N\E :=
µ(n). If F is finite, then we can show that Wijsman C1 convergence is equivalent
to Wijsman Cλ convergence; so assume F is infinite. Then there exists an N such
that for n ≥ N , µ(n) > λ(1). Since E and F are disjoint, for n ≥ N there exists an
integer m such that λ(m) < µ(n) < λ(m + 1). We write µ(n) = λ(m) + j, where
0 < j < λ(m+ 1)− λ(m). Then, for n > N ,
|(CµA)n − (CλA)m| =
∣∣∣∣∣∣
1
µ(n)
µ(n)∑
k=1
d(x,Ak)−
1
λ(m)
λ(m)∑
k=1
d(x,Ak)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
1
λ(m) + j
λ(m)+j∑
k=1
d(x,Ak)−
1
λ(m)
λ(m)∑
k=1
d(x,Ak)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
1
λ(m) + j
λ(m)∑
k=1
d(x,Ak) +
1
λ(m) + j
λ(m)+j∑
k=λ(m)+1
d(x,Ak)−
1
λ(m)
λ(m)∑
k=1
d(x,Ak)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
λ(m)∑
k=1
(
1
λ(m) + j
−
1
λ(m)
)
d(x,Ak) +
1
λ(m) + j
λ(m)+j∑
k=λ(m)+1
d(x,Ak)
∣∣∣∣∣∣
≤ α
λ(m)∑
k=1
j
λ(m)λ(m+ j)
+ α
j
λ(m+ j)
= α
jλ(m)
λ(m)λ(m + j)
+ α
j
λ(m+ j)
= 2α
j
λ(m+ j)
< 2α
j
λ(m)
.
Since 0 < j < λ(m+ 1)− λ(m),
∣∣(CµA)n − (CλA)m∣∣ < 2α jλ(m) < 2αλ(m+ 1)− λ(m)λ(m) = o(1) .
Thus,
0 ≤
∣∣(CµA)n − d(x,A)∣∣ ≤ ∣∣(CµA)n − (CλA)m∣∣+ |(CλA)m − d(x,A)|
= o(1) + o(1) = o(1) .
Therefore the sequence (C1A)n may be partitioned into two disjoint subsequences,
namely (CλA)n = (C1A)λ(n) and (CµA)n = (C1A)µ(n), each having the common
limit A. Thus, the sequence {Ak} must be Wijsman C1 summable to A and hence
Wijsman C1 convergence and Wijsman Cλ convergence equivalent for bounded se-
quences. 
Recall that if limn→∞
n
λ(n) > 0, then limn→∞
λ(n+1)
λ(n) = 1 [3]. Then the following
corollary follows from Theorem 2.4 .
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Corollary 2.5. Let E = {λ(n)} and F = {µ(n)} be infinite subsets of N with
limn→∞
n
λ(n) > 0 and limn→∞
n
µ(n) > 0. Then Wijsman Cλ convergence and Wijs-
man Cµ convergence are equivalent for bounded sequences.
Proof. limn→∞
λ(n+1)
λ(n) = limn→∞
µ(n+1)
µ(n) = 1 by hypothesis. Hence by Theorem 2.4
Wijsman Cλ convergence, Wijsman Cµ convergence and Wijsman C1 convergence
are all equivalent for bounded sequences. 
The next theorem presents a characterization about the Wijsman Cλ convergence.
Theorem 2.6. Let E = {λ(n)} and F = {µ(n)} be infinite subsets of N. If
limn→∞
µ(n)
λ(n) = 1, then Wijsman Cλ convergence is equivalent to Wijsman Cµ con-
vergence for bounded sequences.
Proof. Again, we shall apply the same technique found in [3]. Let {Ak} be a
bounded sequence, then ∃α > 0 such that d(x,Ak) < α for all k. Consider the se-
quences Q(n) = max {λ(n), µ(n)}, q(n) = min {λ(n), µ(n)}. Since limn→∞
µ(n)
λ(n) = 1,
limn→∞
q(n)
Q(n) = 1. Then
|(CλA)n − (CµA)n| =
∣∣∣∣∣∣
1
µ(n)
µ(n)∑
k=1
d(x,Ak)−
1
λ(n)
λ(n)∑
k=1
d(x,Ak)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
1
Q(n)
Q(n)∑
k=1
d(x,Ak)−
1
q(n)
q(n)∑
k=1
d(x,Ak)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
1
Q(n)
q(n)∑
k=1
d(x,Ak) +
1
Q(n)
Q(n)∑
k=q(n)+1
d(x,Ak)−
1
q(n)
q(n)∑
k=1
d(x,Ak)
∣∣∣∣∣∣
=
∣∣∣∣∣∣
q(n)∑
k=1
(
1
Q(n)
−
1
q(n)
)
d(x,Ak) +
1
Q(n)
Q(n)∑
k=q(n)+1
d(x,Ak)
∣∣∣∣∣∣
≤ α
q(n)∑
k=1
Q(n)− q(n)
Q(n)q(n)
+ α
Q(n)− q(n)
Q(n)
= 2α
Q(n)− q(n)
Q(n)
= 2α
(
1−
q(n)
Q(n)
)
= o(1) .
Hence if {Ak} is Wijsman Cλ summable to A,
0 ≤
∣∣(CµA)n − d(x,A)∣∣ ≤ ∣∣(CµA)n − (CλA)n∣∣+ |(CλA)n − d(x,A)|
= o(1) + o(1) = o(1) .
Similarly if {Ak} is Wijsman Cµ summable to A,
0 ≤ |(CλA)n − d(x,A)| ≤
∣∣(CλA)n − (CµA)n∣∣+ ∣∣(CµA)n − d(x,A)∣∣
= o(1) + o(1) = o(1) .
This proves the result. 
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To see that limn→∞
µ(n)
λ(n) = 1 is not necessary condition in Theorem 2.6, simply
consider the sequences λ(n) = n2, µ(n) = n3. Then limn→∞
λ(n+1)
λ(n) = limn→∞
µ(n+1)
µ(n) =
1, and hence, by Theorem 2.4, Wijsman Cλ convergence, Wijsman Cµ convergence,
and Wijsman C1 convergence are all equivalent for bounded sequences. However,
limn→∞
µ(n)
λ(n) 6= 1.
In the Theorem 2.4, with lim supn
λ(n+1)
λ(n) = 1 replaced by limn
λ(n+1)
λ(n) = 1, the
following result is easily obtained by Theorem 2.6.
We now examine inclusion relationship between Wijsman Cλ convergence and
Wijsman Dλ convergence.
Theorem 2.7. Let E = {λ(n)} be an infinite subset of N with λ(0) = 0. Then
Ak
WDλ−→ A ⇒ Ak
WCλ−→ A .
Proof. Let Ak
WDλ−→ A. Then, for any n,
(CλA)n =
1
λ(n)
λ(n)∑
k=1
|d(x,Ak)− d(x,A)|
=
1
λ(n)

λ(1)∑
k=1
|d(x,Ak)− d(x,A)| +
λ(2)∑
k=λ(1)
|d(x,Ak)− d(x,A)|
+ . . .+
λ(n)∑
k=λ(n−1)
|d(x,Ak)− d(x,A)|


=
λ(1) − λ(0)
λ(n)

 1
λ(1) − λ(0)
λ(1)∑
k=1
|d(x,Ak)− d(x,A)|


+
λ(2)− λ(1)
λ(n)

 1
λ(2)− λ(1)
λ(2)∑
k=λ(1)
|d(x,Ak)− d(x,A)|


+ . . .+
λ(n)− λ(n− 1)
λ(n)

 1
λ(n)− λ(n − 1)
λ(n)∑
k=λ(n−1)
|d(x,Ak)− d(x,A)|


=
λ(1) − λ(0)
λ(n)
(DλA)1 +
λ(2)− λ(1)
λ(n)
(DλA)2 + . . .+
λ(n)− λ(n− 1)
λ(n)
(DλA)n
Let T = (tnk) be the matrix defined by
tnk =
{
λ(k)−λ(k−1)
λ(n) , for k = 1, 2, . . .
0 , otherwise .
Clearly, T is regular and we see that (CλA)n = (T (DλA))n . Since limn→∞(DλA)n =
d(x,A) and T is regular, limn→∞(T (DλA))n = d(x,A). Hence, limn→∞(CλA)n =
d(x,A). This completes proof. 
Theorem 2.8. Let E = {λ(n)} be an infinite subset of N with λ(0) = 0. Then
Ak
WCλ−→ A ⇒ Ak
WDλ−→ A
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if and only if lim infn→∞
λ(n)
λ(n−1) > 1 .
Proof. Let Ak
WCλ−→ A. Then, for any n,
(DλA)n =
1
λ(n)− λ(n− 1)
λ(n)∑
k=λ(n−1)+1
d(x,Ak)
=
λ(n)
λ(n)− λ(n− 1)

 1
λ(n)
λ(n)∑
k=1
d(x,Ak)


−
λ(n− 1)
λ(n)− λ(n− 1)

 1
λ(n− 1)
λ(n−1)∑
k=1
d(x,Ak)


=
λ(n)
λ(n)− λ(n− 1)
(Cλ)n −
λ(n− 1)
λ(n)− λ(n− 1)
(Cλ)n−1 .
Let R = (rnk) be the matrix defined by
rnk =


λ(n)
λ(n)−λ(n−1) , k = n
λ(n−1)
λ(n)−λ(n−1) , k = n− 1
0 , otherwise .
Thus, (DλA)n = (R(CλA))n and hence Ak
WCλ−→ A ⇒ Ak
WDλ−→ A if and only if R
is regular. R will be regular if and only if the sequence
rnk =
{
λ(n)
λ(n)− λ(n− 1)
+
λ(n− 1)
λ(n)− λ(n− 1)
}
is bounded. But,
λ(n) + λ(n− 1)
λ(n)− λ(n− 1)
= 1 +
2λ(n− 1)
λ(n)− λ(n− 1)
= 1 +
2
λ(n)
λ(n−1) − 1
and the last expression is bounded if and only if lim infn→∞
λ(n)
λ(n−1) > 1 . Hence
Ak
WCλ−→ A ⇒ Ak
WDλ−→ A. 
Since Wijsman C1 convergence implies Wijsman Cλ convergence for any sequence
{λ(n)}, we immediately have the following theorem.
Theorem 2.9. Let E = {λ(n)} be an infinite subset of N. If {Ak} is Wijsman
statistical convergence to A, then {Ak} is Wijsman Cλ statistical convergence to A.
Theorem 2.4 immediately yields the following theorem
Theorem 2.10. Let E = {λ(n)} be an infinite subset of N and {Ak} be a bounded
sequence. If lim supn→∞
λ(n+1)
λ(n) = 1, then Wijsman statistical convergence is equiv-
alent to Wijsman Cλ statistical convergence.
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3. ideal sub-matrix summability of sequences of sets
In this section, the concepts of Wijsman I-Cλ summability, Wijsman strongly
I-Cλ summability and Wijsman strongly I-Dλ summability for sequence of sets are
defined, and several theorems on this subjects are given.
Definition 3.1. Let λ = {λ(n)} be an increasing sequence of N and {Ak} be a set
sequence. The sequence {Ak} is Wijsman I-Cλ summable to A if for every ε > 0
and for each x ∈ X,
n ∈ N :
∣∣∣∣∣∣
1
λ(n)
λ(n)∑
k=1
d(x,Ak)− d(x,A)
∣∣∣∣∣∣ ≥ ε

 ∈ I .
This is denoted by Ak
Cλ(IW )
−→ A.
Definition 3.2. Let λ = {λ(n)} be an increasing sequence of N and {Ak} be a set
sequence. The sequence {Ak} is Wijsman strongly I-Cλ summable to A if for every
ε > 0 and for each x ∈ X,
n ∈ N : 1λ(n)
λ(n)∑
k=1
|d(x,Ak)− d(x,A)| ≥ ε

 ∈ I .
In this case we write Ak
Cλ[IW ]
−→ A .
Definition 3.3. Let λ = {λ(n)} be an increasing sequence of N with λ(0) = 0 and
{Ak} be a set sequence. The sequence {Ak} is Wijsman strongly I-Dλ summable to
A if for each x ∈ X,
n ∈ N : 1λ(n)− λ(n − 1)
λ(n)∑
k=λ(n−1)+1
|d(x,Ak)− d(x,A)| ≥ ε

 ∈ I .
In this case we write Ak
Dλ[IW ]
−→ A .
Theorem 3.4. Let E = {λ(n)} be an infinite subset of N with λ(0) = 0. If
lim infn
λ(n)
λ(n−1) > 1, then
Ak
Cλ[IW ]
−→ A ⇒ Ak
Dλ[IW ]
−→ A .
Proof. If lim infn
λ(n)
λ(n−1) > 1, then there exists β > 0 such that
λ(n)
λ(n−1) ≥ 1 + β for
all n ∈ N. We have
λ(n)
λ(n)− λ(n− 1)
≤
1 + β
β
and
λ(n− 1)
λ(n)− λ(n− 1)
≤
1
β
.
Let ε > 0 and we define the set
H =

n ∈ N : 1λ(n)
λ(n)∑
k=1
|d(x,Ak)− d(x,A)| < ε


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for each x ∈ X. We can say that H ∈ F(I). So we have
1
λ(n)− λ(n− 1)
λ(n)∑
k=λ(n−1)+1
|d(x,Ak)− d(x,A)|
=
1
λ(n)− λ(n− 1)

λ(n)∑
k=1
|d(x,Ak)− d(x,A)| −
λ(n−1)∑
k=1
|d(x,Ak)− d(x,A)|


=
λ(n)
λ(n)− λ(n− 1)

 1
λ(n)
λ(n)∑
k=1
|d(x,Ak)− d(x,A)|


−
λ(n− 1)
λ(n)− λ(n − 1)

 1
λ(n− 1)
λ(n−1)∑
k=1
|d(x,Ak)− d(x,A)|


<
1 + β
β
ε1 −
1
β
ε2
for each x ∈ X and n ∈ H. Choose ε = 1+β
β
ε1 −
1
β
ε2. Hence, for each x ∈ X

n ∈ N : 1λ(n)− λ(n− 1)
λ(n)∑
k=λ(n−1)+1
|d(x,Ak)− d(x,A)| < ε

 ∈ F(I) .
This completes the proof. 
Theorem 3.5. Let E = {λ(n)} be an infinite subset of N with λ(0) = 0. Then
Ak
Dλ[IW ]
−→ A ⇒ Ak
Cλ[IW ]
−→ A .
Proof. Let Ak
Dλ[IW ]
−→ A and we define the sets G and V such that
G =

n ∈ N : 1λ(n)− λ(n− 1)
λ(n)∑
k=λ(n−1)+1
|d(x,Ak)− d(x,A)| < ε1


and
V =

n ∈ N : 1λ(n)
λ(n)∑
k=1
|d(x,Ak)− d(x,A)| < ε2

 ,
for every ε1, ε2 > 0 and for each x ∈ X. Let
tj =
1
λ(j)− λ(j − 1)
λ(j)∑
k=λ(j−1)+1
|d(x,Ak)− d(x,A)| < ε1
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for x ∈ X and for all j ∈ G. Clearly G ∈ F(I).
1
λ(n)
λ(n)∑
k=1
|d(x,Ak)− d(x,A)|
=
1
λ(n)

λ(1)∑
k=1
|d(x,Ak)− d(x,A)| +
λ(2)∑
k=λ(1)+1
|d(x,Ak)− d(x,A)|
+ . . .+
λ(n)∑
k=λ(n−1)+1
|d(x,Ak)− d(x,A)|


=
λ(1)− λ(0)
λ(n)

 1
λ(1)− λ(0)
λ(1)∑
k=1
|d(x,Ak)− d(x,A)|


+
λ(2)− λ(1)
λ(n)

 1
λ(2)− λ(1)
λ(2)∑
k=λ(1)+1
|d(x,Ak)− d(x,A)|


+ . . .+
λ(n)− λ(n− 1)
λ(n)

 1
λ(n)− λ(n− 1)
λ(n)∑
k=λ(n−1)+1
|d(x,Ak)− d(x,A)|


=
λ(1)− λ(0)
λ(n)
t1 +
λ(2)− λ(1)
λ(n)
t2 + . . .+
λ(n)− λ(n− 1)
λ(n)
tn
≤
(
sup
j∈T
tj
)
< ε1
for each x ∈ X. By choosing ε2 = ε1, we obtain V ∈ F(I). So, Ak
Cλ[IW ]
−→ A. 
Theorem 3.6. Let E = {λ(n)} be an infinite subset of N with λ(0) = 0. If
lim supn
λ(n)
λ(n−1) <∞, then
Ak
Dλ[IW ]
−→ A ⇒ Ak
C1[IW ]
−→ A .
Proof. Let Ak
Dλ[IW ]
−→ A and we define the sets G and V such that
G =

m ∈ N : 1λ(m)− λ(m− 1)
λ(m)∑
k=λ(m−1)+1
|d(x,Ak)− d(x,A)| < ε1


and
V =
{
n ∈ N :
1
n
n∑
k=1
|d(x,Ak)− d(x,A)| < ε2
}
,
for every ε1, ε2 > 0 and for each x ∈ X. Let
tj =
1
λ(j)− λ(j − 1)
λ(j)∑
k=λ(j−1)+1
|d(x,Ak)− d(x,A)| < ε1
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for x ∈ X and for all j ∈ G. Clearly G ∈ F(I). Choose an integer λ(m− 1) < n <
λ(m) for m ∈ G.
1
n
n∑
k=1
|d(x,Ak)− d(x,A)|
≤
1
λ(m− 1)

λ(1)∑
k=1
|d(x,Ak)− d(x,A)| +
λ(2)∑
k=λ(1)+1
|d(x,Ak)− d(x,A)|
+ . . .+
λ(m)∑
k=λ(m−1)+1
|d(x,Ak)− d(x,A)|


=
λ(1) − λ(0)
λ(m− 1)

 1
λ(1) − λ(0)
λ(1)∑
k=1
|d(x,Ak)− d(x,A)|


+
λ(2)− λ(1)
λ(m− 1)

 1
λ(2) − λ(1)
λ(2)∑
k=λ(1)+1
|d(x,Ak)− d(x,A)|


+ . . .+
λ(m)− λ(m− 1)
λ(m− 1)

 1
λ(m)− λ(m− 1)
λ(m)∑
k=λ(m−1)+1
|d(x,Ak)− d(x,A)|


=
λ(1) − λ(0)
λ(m− 1)
t1 +
λ(2) − λ(1)
λ(m− 1)
t2 + . . .+
λ(m)− λ(m− 1)
λ(m− 1)
tm
≤
(
sup
j∈T
tj
)
λ(m)
λ(m− 1)
for each x ∈ X. Since lim supn
λ(n)
λ(n−1) < ∞, we obtain V ∈ F(I). So, Ak
C1[IW ]
−→
A. 
We now examine the relatonship between Wijsman I-Cλ statistical convergence
and Wijsman p-strongly I-Cλ summability.
Definition 3.7. Let λ = {λ(n)} be an increasing sequence of N and {Ak} be a set
sequence. The sequence {Ak} is Wijsman I-Cλ statistical convergent to A if for
every ε > 0, δ > 0 and for each x ∈ X,{
n ∈ N :
1
λ(n)
|{k ≤ λ(n) : |d(x,Ak)− d(x,A)| ≥ ε}| ≥ δ
}
∈ I .
In this case we write Cλ(IW )st− limAk = A (or Ak
st−Cλ(IW )
−→ A) .
Definition 3.8. Let λ = {λ(n)} be an increasing sequence of N and {Ak} be a
set sequence. The sequence {Ak} is Wijsman p-strongly I-Cλ summable to A if for
every ε > 0, for each p positive real number and for each x ∈ X,
n ∈ N : 1λ(n)
λ(n)∑
k=1
|d(x,Ak)− d(x,A)|
p ≥ ε

 ∈ I .
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Theorem 3.9. The sequence {Ak} is Wijsman p-strongly I-Cλ summable to A then
it is Wijsman I-Cλ statistical convergent to A.
Proof. Let {Ak} be Wijsman p-strongly I-Cλ summable to A and given ε > 0. Then
we have
λ(n)∑
k=1
|d(x,Ak)− d(x,A)|
p ≥
λ(n)∑
k=1,
|d(x,Ak)−d(x,A)|≥ε
|d(x,Ak)− d(x,A)|
p
≥ εp|{k ≤ λ(n) : |d(x,Ak)− d(x,A)| ≥ ε}|
for each x ∈ X and so
1
εpλ(n)
λ(n)∑
k=1
|d(x,Ak)− d(x,A)|
p ≥
1
λ(n)
|{k ≤ λ(n) : |d(x,Ak)− d(x,A)| ≥ ε}| .
Hence, for given δ > 0
{
n ∈ N :
1
λ(n)
|{k ≤ λ(n) : |d(x,Ak)− d(x,A)| ≥ ε}| ≥ δ
}
⊆

n ∈ N : 1λ(n)
λ(n)∑
k=1
|d(x,Ak)− d(x,A)|
p ≥ εpδ

 ∈ I,
for each x ∈ X. Therefore, {Ak} is Wijsman I-Cλ statistical convergent to A. 
Theorem 3.10. Let the sequence {Ak} be bounded. If {Ak} is Wijsman I-Cλ
statistical convergent to A then it is Wijsman p-strongly I-Cλ summable to A
Proof. Suppose that {Ak} is bounded. Then, there is an α > 0 such that |d(x,Ak)−
d(x,A)| < α , for each x ∈ X and for all k. Given ε > 0, we have
1
λ(n)
λ(n)∑
k=1
|d(x,Ak)− d(x,A)|
p =
1
λ(n)
λ(n)∑
k=1,
|d(x,Ak)−d(x,A)|≥ε
|d(x,Ak)− d(x,A)|
p
+
1
λ(n)
λ(n)∑
k=1,
|d(x,Ak)−d(x,A)|<ε
|d(x,Ak)− d(x,A)|
p
≤
1
λ(n)
αp|{k ≤ λ(n) : |d(x,Ak)− d(x,A)| ≥ ε}|
+
1
λ(n)
εp|{k ≤ λ(n) : |d(x,Ak)− d(x,A)| < ε}|
≤
αp
λ(n)
|{k ≤ λ(n) : |d(x,Ak)− d(x,A)| ≥ ε}|+ ε
p.
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Then, for any δ > 0
n ∈ N : 1λ(n)
λ(n)∑
k=1
|d(x,Ak)− d(x,A)|
p ≥ δ


⊆
{
n ∈ N :
1
λ(n)
|{k ≤ λ(n) : |d(x,Ak)− d(x,A)| ≥ ε}| ≥
δp
αp
}
∈ I,
for each x ∈ X. Therefore {Ak} is Wijsman p-strongly I-Cλ summable to A . 
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