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Abstract This paper investigates the relation between sequential convex programming (SCP)
as, e.g., defined in [24] and DC (difference of two convex functions) programming. We first
present an SCP algorithm for solving nonlinear optimization problems with DC constraints
and prove its convergence. Then we combine the proposed algorithm with a relaxation tech-
nique to handle inconsistent linearizations. Numerical tests are performed to investigate the
behaviour of the class of algorithms.
Keywords Sequential convex programming · DC constraint · relaxation technique ·
nonconvex optimization.
1 Introduction
Let Γ0(Rn) denote the set of all proper lower semi-continuous convex functions from Rn to
R, and DC (Rn) :=Γ0(Rn)−Γ0(Rn) denote the set of DC functions on Rn. We are interested
in the following nonconvex optimization problem:


min
x∈Rn
f (x)
s.t. g(x)≤ 0,
x ∈Ω ,
(P)
where f : Rn → R is convex, Ω is a nonempty closed convex subset in Rn, and g : Rn → Rm
with g = (g1, . . . ,gm)T and gi (i = 1, . . . ,m) belongs to DC (Rn). We refer to g(x)≤ 0 as DC
constraints. Let us denote by D := {x ∈ Ω : g(x) ≤ 0} the feasible set of (P) and intD the
set of interior points of D.
Problems of the form (P) have been studied by many researchers in theory and applica-
tions (see, e.g., [2,11,12,13,14,29] and the references quoted therein). However, the meth-
ods for solving (P) that exploit DC structures are usually global optimization techniques.
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2These approaches are not applicable to problems with a high dimension. In this paper, we
are interested in finding local minimizers only.
The class of DC functions is sufficiently rich to deal with many practical problems. It is
well-known [13,14] that the set of DC functions defined on a compact convex set of Rn is
dense in the set of continuous functions on this set. Therefore, in principle, every continuous
function can be approximated by a DC function with any desired precision. Moreover, every
C2-function defined on a compact set is a DC function [11] that includes the smooth cases
of (P). Many practical problems can be reformulated in the form of (P) (see, e.g., [14]).
Although DC representations are available for important function classes, finding such a
representation for an arbitrary DC function is still a hard problem.
This paper investigates the relation between SCP methods [18,24] and DC programming
[1,2,23]. Both families of methods address the local solution of nonconvex optimization
problems via an iteration based on convex subproblems.
1.1 DC programming
DC programming algorithms (DCA) for solving (P) have been introduced by Pham [1,2,
23]. The original DCA is supposed to solve convex constrained DC programs. To handle DC
constraints, penalty functions have been used [2] and then DCA is applied to the penalized
problem for a fixed penalty parameter. Yuillie and Rangarajan in [30] proposed a method for
solving smooth DC programs that is called the concave-convex procedure (CCCP), a variant
of DCA applied to smooth DC programs [27]. The authors in [28] further investigated the
global convergence of the CCCP method. DCA as well as CCCP have been widely applied
in many practical problems (see, e.g. [1,27,30]). It is well-known that the use of penalty
functions in DC programming with DC constraints introduces conservatism and might lead
to excessively short steps.
One particular variant of DC programming that keeps the DC constraints in the problem
was considered in [26]. This again leads to possible conservatism or even to infeasibility of
the subproblems (which might be overcome by relaxation techniques). These methods have
not become very popular due to these problems and their combination with exact penalties
was never properly investigated.
It is the aim of this paper to improve and investigate the numerical behaviour of these
algorithms and show that they can be interpreted as a special case of SCP methods.
1.2 Sequential Convex Programming
In [24], a generic algorithm framework for solving nonlinear optimization problems with
partially convex structure was proposed which is called sequential convex programming
(SCP). The main idea of SCP methods is to convexify the nonconvex part and preserve the
remaining convexity in the resulting subproblems at each iteration. Under mild assumptions,
the local convergence of the SCP methods was proved. The rate of local convergence is
linear.
To the family of SCP methods belong such classical algorithms as the constrained or
unconstrained Gauss-Newton methods as well as sequential linear programming (SLP) or
sequential quadratic programming (SQP) with convex subproblems [10,15,20]. All these
methods are based on linearization of nonconvex constraints or objective functions, and are
3widely used in applications of nonlinear optimization, in particular, in parameter estimation
(constrained Gauss-Newton [3] and nonlinear model predictive control [8,9]).
When DC constraints are treated within an SCP framework, it is possible to only lin-
earize the concave parts. This can be interpreted as a special case of SCP, which offers
a favourable feature: namely that globalization strategies like line search or trust-region
methods are not needed and full SCP steps can always be taken. When feasibility of the
subproblems becomes an issue, which is always the case for nonlinear equality constraints,
we propose to relax the subproblems using an exact L1-penalty function and investigate the
behaviour of this relaxed SCP algorithm. We show through an example that it can lead to
less conservative convex subproblems than the standard approach of using unconstrained
DC programming with penalty functions.
1.3 Notation and definitions
Throughout this paper, we use Rm+ for the set of m-nonnegative vectors and R+ (resp., R+)
for the set of nonnegative (resp., positive) numbers.
A function f : Rn → R is called ρ f -convex on a convex subset X of Rn with ρ f ∈R+ if
for all x,y ∈ X and t ∈ [0,1] the inequality f (tx+(1− t)y) ≤ t f (x)+(1− t) f (y)− ρ f2 t(1−
t)‖x− y‖2 holds. If ρ f = 0 then f is convex. Otherwise, f is strongly convex with the
parameter ρ f > 0.
Let us assume that f is a DC function such that f = f1 − f2, then it is trivial to see
that f = ( f1 + ρ2 ‖ · ‖2)− ( f2 + ρ2 ‖ · ‖2) for any given ρ > 0. Therefore, without loss of
generality, we can find a DC decomposition ( f1, f2) of f such that f1 and f2 are strongly
convex. We also use the notation dom f := {x ∈ X | f (x)<+∞} for the domain of a convex
function f . For x ∈ dom f , the symbol ∂ f (x) denotes the exact subdifferential of f at x, i.e.,
∂ f (x) := {ξ ∈ Rn | f (y) ≥ f (x)+ ξ T (y− x), ∀y ∈ X}. A convex function f is said to be
subdifferentiable at x ∈ dom f if ∂ f (x) 6= /0. A vector ξ ∈ ∂ f (x) is called a subgradient of f
at x.
1.4 Optimality condition
Suppose that (u,v) is an arbitrary DC decomposition of g. Let us define L(x,λ ) := λ0 f (x)+
λ T [u(x)− v(x)] the Lagrange function of problem (P). The generalized F. John condition of
(P) is expressed as follows [5]:{
0 ∈ λ0∂ f (x)+∑mi=1 λi[∂ ui(x)−∂ vi(x)]+NΩ (x),
0 6= (λ0,λ )≥ 0, u(x)− v(x)≤ 0, λ T [u(x)− v(x)] = 0,
(1)
where ∂ f (x), ∂ ui(x) and ∂ vi(x) (i = 1, . . . ,m) are the subdifferentials of f , ui and vi at x,
respectively. The multivalued mapping NΩ is the normal cone of Ω at x defined by:
NΩ (x) :=
{
{w ∈ Rn | wT (y− x)≤ 0, y ∈Ω} if x ∈Ω ,
/0 otherwise.
(2)
Note that the first line of (1) includes implicitly that x ∈ Ω . If (x∗,λ ∗0 ,λ ∗) satisfies (1) then
x∗ is called a stationary point and (λ ∗0 ,λ ∗) is the corresponding multiplier of (P).
4Since problem (P) is nonconvex, a stationary point might not be a local minimizer. How-
ever, we will show later that under the calmness constraint qualification, the first order nec-
essary condition for (P) still holds.
We consider the following parametric optimization problem:
V (δ ) := inf
{ f (x) | g(x)≤ δ , x ∈Ω}, (P(δ ))
where the perturbation (or parameter) δ belongs to a neighborhood Uε ⊂Rm of the origin. It
is trivial that P(0)≡ P. Let x∗ solve (P). Problem (P) is said to be calm at x∗ (in the sense of
Clarke’s calmness constraint qualification [5]) if there exist a neighborhood Uε of the origin,
Xε of x∗ and a positive number τ such that for all δ ∈Uε and x∈ Xε that are feasible for P(δ ),
one has f (x)− f (x∗)+ τ‖δ‖ ≥ 0. The characterizations of calmness have been investigated
in the literature (see, e.g., [5,16,25]). The optimality conditions for DC programs with DC
constraints have been studied in [17].
If vi (i = 1, . . . ,m) is continuously differentiable on Rn then, under the calmness of (P)
at a local solution x∗, without loss of generality, we can assume that the multiplier λ0 = 1.
Thus the F. John condition (1) collapses to the (generalized) KKT condition. With λ0 = 1, the
point (x∗,λ ∗) satisfying (1) is called a KKT point. In particular, if f , ui and vi (i = 1, . . . ,m)
are continuously differentiable on Rn, and Ω is the whole space, then the condition (1)
collapses to the classical KKT condition in smooth nonlinear optimization [20]. Under the
Mangasarian-Fromowitz constraint qualification, the first order necessary condition corre-
sponding to (1) holds for (P). The following theorem shows that the first order necessary
condition for problem (P) still holds.
Theorem 1 Suppose that f ∈ Γ (Rn) and (u,v) is a DC decomposition of g such that v is
continuously differentiable on Rn. Let x∗ be a local minimum of (P) such that (P) is calm at
x∗. Then there exists a multiplier λ ∗ ∈Rm such that (x∗,λ ∗) is a solution to the KKT system
(1).
Proof Note that if a function ϕ is continuously differentiable (resp., convex) then the Clarke
subdifferential coincides with its gradient (resp., its convex subdifferential) [5][Proposition
2.2.7]. Since vi(·) is convex and continuously differentiable on Rn, it implies that ∂ vi =
{∇vi} for all i = 1, . . . ,m. On the other hand, since ui is subdifferentiable on Rn, we have
∂ cgi = ∂ c(ui − vi) = ∂ ui +∇(−vi) = ∂ ui −∇vi, where ∂ cgi is the Clarke subdifferential
of gi (i = 1, . . . ,m) [5]. Applying Proposition 6.4.4 in [5] we obtain the conclusion of the
theorem. 
The rest of the paper is organized as follows. Section 2 presents two motivating exam-
ples. A variant of the SCP algorithm for solving (P) is presented in Section 3. Then its global
convergence is investigated in Section 4. A relaxation technique is proposed in Section 5 to
handle possibly inconsistent linearizations. Computational tests are performed in the last
section to demonstrate the behaviour of the class of algorithms.
2 Motivating examples
There are many practical problems that can be conveniently reformulated in the form of (P)
such as mathematical programs with complementarity constraints, bridge location problems,
design centering problems, location problems, packing problems, optimization over efficient
sets, trust-region subproblems in SQP algorithms, and nonconvex quadratically constrained
5quadratic programming problems (see, e.g., [13,23]). For motivation, we present here two
examples. The first example originates from optimal control of a bilinear system and the
second one is a mathematical programming problem with complementarity constraints.
2.1 Nonlinear model predictive control (NMPC) of a bilinear system
The optimization problem resulting from NMPC of a bilinear dynamic system has the fol-
lowing form:


min
x,u
F0(x,u) := 12 ∑
Hp−1
k=0 [x
T
k W
k
x xk +u
T
k W
k
u uk]+
1
2 x
T
HpWexHp
s.t. xk+1 = Axk +B[xk,uk]+Cuk, k = 0, . . . ,Hp−1,
x0 = xinit,
xk ≤ xk ≤ x¯k, k = 0, . . . ,Hp,
uk ≤ uk ≤ u¯k, k = 0, . . . ,Hp−1,
xTHpWexHp ≤ r f ,
(NMPC)
where W kx , W ku , We are the weighting matrices; A,C are given consistent matrices; xinit is
a given initial state; xk, x¯k, uk, u¯k are lower and upper bounds on the variables xk and uk,
respectively; r f > 0 is the radius of the terminal region; and B[xk,uk] denotes a bilinear form
of xk and uk.
Introducing a new variable w :=(xT0 ,xT1 , . . . ,xTHp ,u
T
0 , . . . ,u
T
Hp−1)
T ∈Rnw with nw =(Hp+
1)nx +Hpnu, the objective function of (NMPC) can be rewritten as F0(w) = 12 wT Hw, where
H is a symmetric positive semidefinite matrix with W kx , W ku and W ke on the diagonal block.
It is known that a given bilinear form is always associated with a quadratic form. Therefore,
the discrete time bilinear dynamic system xk+1 = Axk +B[xk,uk]+Cuk (k = 0, . . . ,Hp−1)
can be reformulated as:
wT Piw+qTi w+ ri = 0, i = 1, . . . ,m, (3)
where m := Hpnx, Pi is a given symmetric indefinite matrix, qi ∈ Rnw and ri ∈ R (i =
1, . . . ,m). Any symmetric indefinite matrix Pi can be decomposed in such a form Pi :=
P1i − P2i , where P1i and P2i are two symmetric positive semidefinite matrices (e.g., using
spectral decomposition). Using two different DC decompositions of Pi and choosing q1i , q2i ,
q˜1i , q˜2i , r1i , r2i , r˜1i , r˜2i such that qi = q1i −q2i = q˜1i − q˜2i , ri = r1i − r2i = r˜1i − r˜2i , respectively, the
equality constraints (3) can be rewritten as{
[(wT P1i w+(q1i )T w+ r1i ]− [wT P2i w+(q2i )T w+ r2i ]≤ 0,
[(wT ˜P2i w+(q˜2i )T w+ r˜2i ]− [wT ˜P1i w+(q˜1i )T w+ r˜1i ]≤ 0,
(4)
for all i = 1, . . . ,m. Hence, problem (NMPC) is reformulated in the form of (P). Note that
P ji = ˜P
j
i ( j = 1,2) is a possible choice in the formula (4).
2.2 Mathematical programs with complementarity constraints
Mathematical programs with equilibrium constraints (MPEC) have been studied widely and
have many applications in economic models, shape optimization, transportation, network
6design, and data mining. In this example, we particularly consider the following mathemat-
ical programming problem with complementary constraints:

min
x∈Rn,y∈Rm
f (x,y)
s.t. (x,y) ∈ S,
x ≥ 0, Cx+Dy+ e≥ 0,
xT (Cx+Dy+ e) = 0,
(MPCC)
where f : Rn×Rm → R is convex, S ⊆ Rn+m is a nonempty closed convex set, e ∈ Rn, and
C, D are two given matrices of consistent dimensions.
Theory and methods for (MPCC) have been developed intensively in recent years (see,
e.g., [6,19,22] and the references quoted therein). The main difficulty of this problem is
the complementarity constraints in the two last lines of (MPCC). These constraints lead to
nonconvexity and loss of constraint qualification of the problem.
Introducing a slack variable z, the complementarity constraint can be reformulated as:
Cx+Dy− z+ e = 0, x ≥ 0, z ≥ 0, xT z = 0. (5)
Since x ≥ 0 and z ≥ 0, the constraint xT z = 0 is equivalent to xT z≤ 0. Using the expression
2xT z = ‖x‖2 +‖z‖2−‖x− z‖2, we can rewrite the condition xT z≤ 0 as a DC constraint:
u(x,z)− v(x,z)≤ 0, (6)
where u(x,z) := ‖(x,z)‖2 and v(x,z) := ‖x− z‖2 that are convex. Problem (MPCC) is now
reformulated in the form of (P).
For an MPEC problem, by using the KKT condition for the equilibrium constraint (low
level problem), we can transform this problem to the form (MPCC) (see [6]). Then, by the
same technique as before, we obtain a DC formulation for the equilibrium constraint.
3 Sequential convex programming algorithm with DC constraints
In this section, we present an algorithm for solving problem (P) which we might call se-
quential convex programming with DC constraints. Let us assume that (u,v) is a DC de-
composition of g, i.e.,
g(x) = u(x)− v(x). (7)
For a given point xk ∈ Ω , we take an arbitrary matrix Ξ k ∈ ∂ v(xk), where the multivalued
mapping ∂ v(xk) := (∂ v1(xk)T , . . . ,∂ vm(xk)T )T with ∂ vi(xk) (i = 1, . . . ,m) is the subdiffer-
ential of the convex function vi at xk. We will refer to Ξ k as a subgradient matrix of v at xk.
Consider the following convex problem:

min
x∈Rn
f (x)
s.t. u(x)− v(xk)−Ξ k(x− xk)≤ 0,
x ∈Ω .
(P(xk))
Since P(xk) is convex, under the Slater constraint qualification
ri(Ω )∩
{
x : u(x)− v(xk)−Ξ k(x− xk)< 0
}
6= /0, (8)
7where ri(Ω ) is the set of relative interior points of the convex set Ω , any global solution xk+1
of P(xk) is characterized as a KKT point of P(xk). In the following algorithm, we assume that
the convex subproblem P(xk) is solvable for given xk and Ξ k.
A generic framework of the sequential convex programming algorithm with DC con-
straints (SCP-DC) can be described as follows:
ALGORITHM 1
Initialization: Take an initial point x0 in Ω . Set k := 0.
Iteration k: For a given xk, execute the three steps below:
Step 1: Compute a subgradient matrix Ξ k ∈ ∂ v(xk).
Step 2: Solve the convex subproblem P(xk) to get a solution xk+1 and the corresponding
multiplier λ k+1.
Step 3: If ‖xk+1−xk‖ ≤ ε with a given tolerance ε > 0, then stop. Otherwise, increase k
by 1 and go back to Step 1.
At Step 1 of Algorithm 1, a subgradient matrix Ξ k of v at xk must be computed. If vi (i =
1, . . . ,m) has a simple form, Ξ k can be computed explicitly. Otherwise, a convex problem
needs to be solved. If v is differentiable at xk then ∂ v(xk) is identical to the Jacobian matrix
of v at xk, i.e. ∂ v(xk) = {∇v(xk)}.
The cost of finding an initial point x0 ∈ Ω depends on the structure of Ω . It can be
computed explicitly if Ω is simple. Otherwise, a convex problem should be solved. The
projection methods (onto Ω ) can be also used in this case.
Remark 1 If the objective function f of (P) is linear (resp., quadratic) then:
i) If the function u is linear then subproblem P(xk) is linear (resp., quadratic).
ii) If the function u is quadratic then P(xk) is a quadratically constrained linear (resp.,
quadratic) programming problem. This problem can be reformulated as a second order
cone programming or semidefinite programming problem [4].
DC decomposition of the function g plays a crucial role in Algorithm 1. A suitable DC
decomposition may ensure that the convex subproblem P(xk) is solvable. Moreover, it might
make P(xk) easy to solve, and help Algorithm 1 to reach a KKT point of (P) (e.g., u and v
have small strongly convex parameters). The following small example shows the behaviour
of Algorithm 1 using two different DC decompositions.

min
x∈R2
f (x) :=−4x1 + x2
s.t. g(x) := x21− x22−4 ≤ 0,
x ∈Ω := [−3,3]× [−2,2].
(9)
The constraint x21 − x22 − 4 ≤ 0 is a DC constraint. Hence, for a given tolerance ε = 10−5
and a starting point x0 = (0,0)T , if we choose (u,v) with u(x) := x21 and v(x) := x22 for the
DC decomposition of g (Case 1) then Algorithm 1 converges to the global solution after 2
iterations. If we choose u(x) := x21 + x22 and v(x) := 2x22 (Case 2) then it converges to the
global solution after 4 iterations. Note that, in the first case, u and v are only convex, while
u is strongly convex with the parameter ρu = 2 and v is convex in the second case. The
convergence behaviour is illustrated in Figure 1. Here, the left figure corresponds to Case 1
and the right one corresponds to Case 2.
The following lemma shows that if Algorithm 1 terminates after some iterations then xk
is a stationary point of (P).
8−3 −2 −1 0 1 2 3
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
x1
x 2
−3 −2 −1 0 1 2 3
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2
x1
x 2
x*
x0
x*
x0
Fig. 1 Convergence behaviour of Algorithm 1 using different DC decompositions.
Lemma 1 Suppose that xk is a solution of P(xk); then it is a stationary point of the original
problem (P).
Proof Suppose that xk is a solution of P(xk) corresponding to the multiplier λ k then (xk,λ k)
is a solution of its KKT system, i.e., xk ∈ Ω , 0 ∈ ∂ f (xk) + [∂ u(xk)−Ξ k]T λ k +NΩ (xk),
u(xk)−v(xk)−(Ξ k)(xk−xk)≤ 0, λ k ≥ 0 and (u(xk)−v(xk)−Ξ k)(xk−xk))T λ k = 0, which
implies that xk ∈Ω , 0∈ ∂ f (xk)+[∂ u(xk)−∂ v(xk)]T λ k +NΩ (xk), u(xk)−v(xk)≤ 0, λ k ≥ 0
and [u(xk)−v(xk)]T λ k = 0. The last five relations mean that (xk,λ k) satisfies (1). Thus xk is
a stationary point of (P) corresponding to the multiplier λ k. 
4 Global convergence of the SCP algorithm with DC constraints
The next lemma gives us a key property to prove the global convergence of Algorithm 1.
Lemma 2 Suppose that f , ui and vi (i= 1, . . . ,m) are ρ f , ρui and ρvi - convex, respectively.
Then the sequence {(xk,λ k)} generated by Algorithm 1 satisfies
f (xk)− f (xk+1) ≥ 1
2
(ρ f +
m
∑
i=1
ρui λ k+1i )‖xk+1− xk‖2
(10)
+
1
2
m
∑
i=1
ρvi λ k+1i ‖xk − xk−1‖2.
Proof Since xk+1 is a solution of P(xk) corresponding to the multiplier λ k+1, the KKT con-
dition of P(xk) is expressed as follows:

0 ∈ ∂ f (xk+1)+ [∂ u(xk+1)−Ξ k]T λ k+1 +NΩ (xk+1),
0 ≥ u(xk+1)− v(xk)−Ξ k(xk+1− xk), λ k+1 ≥ 0,
0 = (λ k+1)T [u(xk+1)− v(xk)−Ξ k(xk+1− xk)].
(11)
From the first line of (11), we have
(ξ k+1f )T (y− xk+1)+(λ k+1)T [Ξ k+1u −Ξ k](y− xk+1)≥ 0, ∀y ∈Ω , (12)
for all vectors ξ k+1f ∈ ∂ f (xk+1) and matrices Ξ k+1u ∈ ∂ u(xk+1).
9Since f and ui (i = 1, . . . ,m) are strongly convex on Ω , it holds that
f (y)− f (xk+1)≥ (ξ k+1f )T (y− xk+1)+ ρ
f
2
‖y− xk+1‖2, ∀y ∈Ω , (13)
u(y)−u(xk+1)≥ Ξ k+1u (y− xk+1)+
ρu
2
‖y− xk+1‖2, ∀y ∈Ω , (14)
where ρu = (ρu1 , . . . ,ρum)T . Combining (12), (13) and (14), and noting that λ k+1 ≥ 0, we
obtain
f (y)− f (xk+1)+(λ k+1)T [u(y)−u(xk+1)−Ξ k(y− xk+1)]
≥ (ξ k+1f )T (y− xk+1)+(λ k+1)T (Ξ k+1u −Ξ k)(y− xk+1) (15)
+
1
2
[ρ f +
m
∑
i=1
ρui λ k+1i ]‖y− xk+1‖2
≥
1
2
[ρ f +
m
∑
i=1
ρuiλ k+1i ]‖y− xk+1‖2, ∀y ∈Ω .
Substituting y = xk ∈Ω into (15) and after a simple rearrangement, we get
f (xk)+(λ k+1)T [u(xk)− v(xk)]
− f (xk+1)− (λ k+1)T [u(xk+1)− v(xk)−Ξ k(xk+1− xk)] (16)
≥
1
2
[ρ f +
m
∑
i=1
ρuiλ k+1i ]‖xk+1− xk‖2.
Using the third line of (11), the inequality (16) is reduced to
f (xk)+(λ k+1)T [u(xk)− v(xk)]− f (xk+1)≥ 1
2
[ρ f +
m
∑
i=1
ρui λ k+1i ]‖xk+1− xk‖2. (17)
Now, since vi (i = 1, . . . ,m) is ρvi - convex, we have
v(xk+1)− v(xk)≥ Ξ k(xk+1− xk)+ ρ
v
2
‖xk+1 − xk‖2,
where ρv = (ρv1 , . . . ,ρvm)T . This inequality implies that
u(xk+1)− v(xk+1) ≤ u(xk+1)− v(xk)−Ξ k(xk+1− xk)− ρ
v
2
‖xk+1− xk‖2. (18)
Using the second line of (11) for (18), we obtain
u(xk+1)− v(xk+1)≤−
ρv
2
‖xk+1− xk‖2 ≤ 0. (19)
Applying (19) with xk instead of xk+1 to (17) yields
f (xk)− f (xk+1)≥ 1
2
[ρ f +
m
∑
i=1
ρuiλ k+1i ]‖xk+1− xk‖2 +
1
2
m
∑
i=1
ρvi λ k+1i ‖xk − xk−1‖2, (20)
which proves (10). 
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Remark 2 From the proof of Lemma 2 (see (19)) we can see that Algorithm 1 always gen-
erates a feasible sequence {xk} to (P). If ρv > 0 then it is strictly feasible. Thus Algorithm 1
can be considered as an inner approximation method.
Remark 3 If either f is strongly convex or at least one function ui (reps., vi) (i = 1, . . . ,m)
with respect to λ k+1i > 0 is strongly convex then the sequence of the objective values { f (xk)}
is decreasing.
The convergence of Algorithm 1 is stated by the following result.
Theorem 2 Suppose that f is bounded from below on D, and the sequence {(xk,λ k)} gen-
erated by Algorithm 1 is bounded on Ω ×Rm+. Then:
(i) If ρ f > 0 then limk→∞ ‖xk+1−xk‖= 0, and every accumulation point (x∗,λ ∗) of {(xk,λ k)}
is a KKT point of (P).
(ii) If there exists an index i0 ∈ {1, . . . ,m} such that ρui0 > 0 (resp., ρvi0 > 0) then
lim
k→∞
λ k+1i0 ‖x
k+1− xk‖2 = 0 (resp., lim
k→∞
λ k+1i0 ‖x
k − xk−1‖2 = 0),
and every accumulation point of (x∗,λ ∗) of {(xk,λ k)} such that λ ∗i0 > 0 is a KKT point
of (P).
(iii) If the set of the KKT points of (P) is finite then the whole sequence {(xk,λ k)} converges
to a KKT point of (P).
Proof From Lemma 2, it turns out that the sequence { f (xk)} is nonincreasing and is bounded
from below by assumption. Then it converges to f ∗>−∞. Summing up inequality (10) from
k = 1 to k = N and then passing to the limit as k → ∞ we obtain
∞
∑
k=1
[
1
2
(ρ f +
m
∑
i=1
ρuiλ k+1i )‖xk+1−xk‖2+
1
2
m
∑
i=1
ρviλ k+1i ‖xk−xk−1‖2
]
≤ f (x0)− f ∗ <+∞.
(21)
If ρ f > 0 then the inequality (21) implies that limk→∞ ‖xk+1 − xk‖ = 0. Since {(xk,λ k)} is
bounded by assumption, it has at least one limit point. Suppose that (x∗,λ ∗) is a limit point
of {(xk,λ k)}, which means that there exists a subsequence {(xk,λ k)}k∈K of {(xk,λ k)} such
that (xk,λ k)(k ∈K )→ (x∗,λ ∗), where λ ∗ ∈ Rm+. Since ∂ f , ∂ ui and ∂ vi (i = 1, . . . ,m) are
upper semicontinuous, passing to the limit of the subsequence as k(∈ K )→ ∞ in (11) we
conclude that (x∗,λ ∗) is a KKT point of (P). The statement (i) is proven.
For the statement (ii), it is sufficient to prove the first case (i.e., there exists i0 such that
ρui0 > 0), the second case is done similarly. Suppose that there exists at least one index i0 ∈
{1, . . . ,m} such that ρui0 > 0. Using again (21), it is easy to show that limk→∞ λ k+1i0 ‖xk+1 −
xk‖2 = 0. As before, if (x∗,λ ∗) is a limit point of a subsequence {(xk,λ k)}k∈K such that
λ ∗i0 > 0 then we have limk(∈K )→∞ ‖x
k+1 − xk‖ = 0. Passing to the limit through the subse-
quence as k(∈K )→ ∞ in (11) we conclude again that (x∗,λ ∗) is a KKT point of (P).
The last statement (iii) can be proved similarly using the same technique as in [21][Chapt.
28]. 
Suppose that x∗ is a stationary point of (P) associated with a multiplier λ ∗. If we denote
by
I+(x∗) := {i ∈ {1, . . . ,m} | λ ∗i > 0} (22)
the strictly active set of (P) at x∗, then the assumption (ii) in Theorem 2 requires that I+(x∗) 6=
/0 and at least one function ui (or vi) i ∈ I+(x∗) is strongly convex.
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Remark 4 (Regularization). From Lemma 2, we see that if f , ui and vi are only convex for all
i ∈ I+(x∗) (but not strongly convex) then Algorithm 1 might not make f strictly decreasing,
i.e, f (xk+1) 6< f (xk) for k ≥ 0. In order to overcome this issue, a regularization term can be
added to the objective function of P(xk). Instead of solving problem P(xk), Algorithm 1 is
modified at Step 2 by solving the following regularized problem:

min
x∈Rn
f (x)+ ρ2 ‖x− xk‖2
s.t. u(x)− v(xk)−Ξ k(x− xk)≤ 0,
x ∈Ω ,
(Pr(xk))
where Ξ k ∈ ∂ v(xk) is arbitrary, and ρ > 0 is a regularization parameter. This technique is
closely related to the proximal point methods [18,25].
However, using the regularization term with a large ρ may lead to short steps. Consequently,
Algorithm 1 converges slowly to a KKT point. In practice, we only add the regularization
term if the solution of P(xk) does not make f strictly decreasing at the current iteration. Note
that if ρ > 0 then Algorithm 1 always makes f strictly decreasing, i.e., f (xk)− f (xk+1) ≤
− ρ2 ‖x
k+1− xk‖2 < 0 for xk+1 6= xk.
Remark 5 (Handling the DC objective function). If the objective function f of (P) is also a
DC function and f (x) = f1(x)− f2(x) is a DC decomposition of f , then subproblem P(xk)
at Step 2 of Algorithm 1 is replaced by the following convex subproblem:

min
x∈Rn
f1(x)− f2(xk)− (ξ kf2)T (x− xk)
s.t. u(x)− v(xk)−Ξ k(x− xk)≤ 0,
x ∈Ω ,
(Pdc(xk))
with matrix Ξ k ∈ ∂ v(xk) and vector ξ kf2 ∈ ∂ f2(xk). The conclusions of Theorem 2 are still
valid for this modification. A smooth variant of this algorithm was considered in [26] applied
to DC programs arising in support vector machines, without convergence theory, however.
5 A relaxed SCP algorithm with DC constraints
According to DCA approaches, to handle DC constraints, a penalty function is used to bring
these constraints into the objective function [2]. The obtained problem becomes an uncon-
strained or convex constrained DC program, and the unconstrained DCA can be applied to
solve this problem. We start this section by introducing one possible DC decomposition to
handle the DC constraints using L1-penalty functions, which is often used in practice [1,2].
We will show through an example that by using an L1-penalty function to handle the DC
constraints, DCA may make only slow progress to a stationary point of (P).
Let us define the L1-penalty function of (P) as follows:
φ(x; µ) := f (x)+µ‖[g(x)]+‖1, (23)
where µ > 0 is a penalty parameter and [g(x)]+ = max{g(x),0}. Note that if g has a DC
decomposition (u,v) then we have [g(x)]+ = max{u(x),v(x)}−v(x). Since u and v are con-
vex, max{u,v} is also convex. Thus (max{u(·),v(·)},v(·)) is a DC decomposition of [g(·)]+.
Since φ(x; µ)= f (x)+µ ∑mi=1[max{ui(x),vi(x)}−vi(x)] = f (x)+µ ∑mi=1[max{ui(x),vi(x)}−
12
µvi(x)], if we define uµ (x) := f (x)+µ ∑mi=1 max{ui(x),vi(x)} and vµ (x) := µ ∑mi=1 vi(x) then
φ(x; µ) is a DC function, and (uµ ,vµ ) is a DC decomposition of φ(x; µ).
The L1-penalized problem associated with (P) can be rewritten as a convex constrained
DC program:
min
x∈Ω
{φ(x; µ) = uµ (x)− vµ (x)}. (Pucµ )
DCA [2] starts from an initial point x0 ∈ Ω and generates a sequence {xk} by solving the
following convex subproblem:
min
x∈Ω
uµ (x)− vµ(x
k)− (ξ kµ )T (x− xk), (Pucµ (xk))
where ξ kµ ∈ ∂ vµ (xk) and µ is fixed to a suitable large value. It is proved in [2] that for this
DC decomposition, there exists an exact penalty parameter µl > 0 such that for all µ ≥ µl ,
any solution of problem (Pucµ ) solves (P).
Now, we show that by using this standard technique, DCA may lead to slow convergence
to a stationary point. Indeed, we consider an example by minimizing a convex function f
subject to a DC quadratic constraint 12 (xT Px− xT Qx) ≤ pT x+ r, where matrix P is sym-
metric positive semidefinite, Q is symmetric positive definite, p ∈ Rn, and r ∈ R. If we
define u(x) := 12 x
T Px− pT x− r and v(x) := 12 x
T Qx then v is strongly convex with parame-
ter ρv = λmin(Q), where λmin(Q) is the smallest eigenvalue of Q. Applying DCA to problem
(Pucµ ) we have vµ (x) = µv(x) that is strongly convex with parameter ρvµ = µλmin(Q). If µ
is large then ρvµ is also large. In this case, DCA makes only slow progress to a stationary
point of (P).
Instead of using the penalty function (23) directly, in the SCP framework, we automati-
cally obtain a different relaxed algorithm. We first relax the DC constraints by
min
x,s
f (x)+µ
m
∑
i=1
si
s.t. u(x)− v(x)≤ s, (24)
x ∈Ω , s≥ 0. (25)
We use a relaxation technique to handle possibly inconsistent linearizations that may lead to
infeasibility of the convex subproblem P(xk) in Algorithm 1. Note that u(x)− s is convex in
(x,s) as well as v(x). Each SCP-DC subproblem is then given by:

min
x∈Rn
f (x)+µ ∑mi=1 si
s.t. u(x)− v(xk)−Ξ k(x− xk) ≤ s,
s≥ 0, x ∈Ω .
(P(xk; µ))
A relaxed variant of Algorithm 1 called relaxed SCP algorithm with DC constraints (rSCP-
DC) is described as follows:
ALGORITHM 2
Initialization: Choose a penalty parameter µ0 > 0. Take an initial point x0 in Ω . Set k := 0.
Iteration k: For a given xk, execute the three steps below:
Step 1: Compute a subgradient matrix Ξ k ∈ ∂ v(xk).
Step 2: Solve the convex subproblem P(xk; µ) with µ = µk to get a solution (xk+1,sk+1)
and the corresponding multiplier λ k+1.
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Step 3: If ‖xk+1 − xk‖ ≤ ε and ‖sk+1‖ ≤ ε with a given tolerance ε > 0, then stop.
Otherwise, update the parameter µk , increase k by 1 and go back to Step 1.
Note that the subproblem P(xk; µ) is always feasible and the convergence theory of the pre-
vious section is applicable. However, the parameter µ influences the behaviour of Algorithm
2. If the parameter µ is chosen too large, the minimization enforces s to decrease, which re-
duces the infeasibility gap of the subproblems P(xk; µ) too fast. Otherwise, the infeasibility
gap s may be increased. Balancing between the optimality and the infeasibility plays an
important role in Algorithm 2. The parameter µk can be fixed to a “suitable” value or up-
dated at each iteration of the algorithm. A refined variant, which is however not the topic of
this paper, separately updates penalty parameters µi for each si and make sure that they are
sufficiently large, but not much larger than the corresponding constraint multipliers.
The following inequality shows that Algorithm 2 makes a decreasing progress of the
objective function fµ (x,s) := f (x)+µ ∑mi=1 si.
Corollary 1 Suppose that f , ui and vi (i = 1, . . . ,m) are ρ f , ρui and ρvi - convex, respec-
tively. Then the sequence {(xk,λ k,sk)} generated by Algorithm 2 satisfies
fµ (xk,sk)− fµ (xk+1,sk+1) ≥ 12 (ρ
f +
m
∑
i=1
ρui λ k+1i )‖xk+1− xk‖2
(26)
+
1
2
m
∑
i=1
ρvi λ k+1i ‖xk − xk−1‖2,
where fµ(x,s) := f (x)+µ ∑mi=1 si.
The conclusions of Theorem 2 still hold for this case, where the objective function is
fµ (x,s) (with a fixed value µ > 0) instead of f .
=
6 Numerical tests
To verify the performance of Algorithms 1 and 2, we implement two numerical examples.
The first example solves nonconvex quadratically constrained quadratic programs (ncvQCQP).
The second one is a mathematical program with complementarity constraints.
6.1 Example 1
Consider the following indefinite quadratically constrained quadratic programming prob-
lem: 

min
x∈Rn
f (x) := 12 xT Qx+qT x
s.t. 12 x
T Px+ pT x ≤ α ,
Ax ≤ b,
l ≤ x ≤ u¯,
(ncvQCQP)
where q, p, l, u¯ ∈ Rn, α ∈ R, b ∈ Rm2 , Q is a symmetric positive semidefinite matrix in
Rn×n, A is an m2×n real matrix, and P is an n×n symmetric indefinite matrix. If P is sym-
metric positive semidefinite then problem (ncvQCQP) is a convex quadratically constrained
quadratic programming problem (QCQP) [4].
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Table 1 Computational results of Algorithms 1 and 2 for (ncvQCQP).
Problem Information Algorithm 1 Algorithm 2 FMINCON
m2 n f ∗ error iter time iter time µk ρ iter time
5 10 121.3768 3×10−4 64 16.13 3 1.88 0.1 0 36 1.54
10 30 12.1228 3×10−4 63 18.18 3 1.37 0.1 0 68 11.89
10 50 -1.5614 2×10−4 72 44.19 4 3.05 0.1 0 86 49.76
10 100 -1.2812 3×10−4 67 58.38 4 3.51 0.1 0 178 664.41
20 100 13.5225 2×10−4 72 56.68 3 2.83 0.1 0 217 747.50
20 200 -2.3946 2×10−4 76 90.29 4 4.47 0.1 0 400 17328.78
30 200 3.3814 3×10−4 68 81.06 4 6.62 0.1 0 290 12937.88
30 300 7.0023 3×10−4 96 203.63 4 10.47 0.1 0 # #
40 400 17.2517 3×10−4 77 274.58 4 15.66 0.1 0 # #
50 500 44.5623 2×10−4 100 612.48 4 25.77 0.1 0 # #
We first test Algorithms 1 and 2 with some random data in [−10,10] and compare the
performance with the built-in Matlab solver FMINCON for 10 problems. The data is created
as follows:
– Generate a random matrix M and compute Q := MT M +0.5In, where In is the identity
matrix in Rn×n.
– Vectors q, p, b and matrix A are random in [−10,10], and α = 10.
– Generate a random matrix Pr in [−10,10] and then compute P := 0.5(Pr +PTr ).
– The lower bound vector l and the upper bound vector u¯ are given by (−5, . . . ,−5)T and
(10, . . . ,10)T , respectively.
Since every symmetric matrix P can be decomposed as P = P1 −P2, where P1 and P2 are
symmetric positive semidefinite (using spectral decompositions). The constraint
1
2
xT Px+ pT x ≤ α
is expressed as a DC constraint:
1
2
xT P1x+ pT x−
1
2
xT P2x ≤ α ,
where P1 = VΣ+V T and P2 = V Σ−V T with Σ+ = diag(σ+i ) and Σ− = diag(σ
−
i ), σ
+
i =
max{σi,0}, σ−i = max{−σi,0}, σi is the ith eigenvalue of matrix P, and V is a matrix
whose columns are formed by the eigenvectors of P.
We implement Algorithms 1 and 2 in Matlab 7.8.0 (R2009a) running on a PC desk-
top with Intel(R) Core(TM)2 Quad CPU Q6600 2.4GHz, 3Gb RAM. We use the same DC
decomposition of the DC constraint in both algorithms. To solve the convex quadratic sub-
problems, we use the CVX package (with Sedumi as a solver)1. The tolerance is given by
ε = 10−6 and the penalty parameter µk is fixed to a certain value in Algorithm 2 (see Tables
1 and 2). The computational results are reported in Table 1. For comparison, we solve three
problems taken from [7]. The two first problems (P1, P2) are in Chapter 3[7][test problems
1 and 2, respectively], while the last one (P3) is a VLSI design problem in Chapter 3[7][test
problem 2]. The best-known solutions and optimal values of P1, P2 are given in [7]:
x∗1 = (579.31,1359.97,5109.97,182.02,295.6,217.98,286.42,395.60)T , f ∗1 = 7049.25,
x∗2 = (78,33,29.9953,45,36.7758)T , f ∗2 = 30665.5387,
1 Available at: http://cvxr.com/cvx/
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Table 2 Computational results of Algorithms 1 and 2 for three nonconvex QP problems in [7].
Problem Information Algorithm 1 (or 2)
N0 [n,m1,m2,m3] otype f ∗ (in [7]) iter time µk ρ f ∗
P1 [8,0,3,3] ln 7049.25 176 74.36 100 1×10−3 7049.25352
P2 [5,0,0,6] nq -30665.5387 5 2.94 810 1×10−3 -30665.53892
P3 [12,5,2,6] nq 146.25 5 2.76 0 0 146.25000
respectively. The optimal value of P3 is f ∗3 = 146.25. Our computational results for these
problems are reported in Table 2, which closely approximate to the best-known solution
reported in [7].
The notations in Tables 1 and 2 include: n, m1, m2, m3 are the size of the problems (vari-
ables, linear equality, linear inequality and DC constraints, respectively), f ∗ is the optimal
value, otype is the type of the objective function (ln is linear, nq is nonconvex quadratic),
error is the quantity ‖xk+1 − xk‖, iter is the number of iterations, and time is the CPU
time in seconds; µ and ρ are the penalty and the regularization parameters in Algorithm 2,
respectively. The symbol # indicates that FMINCON exceeds the limit time Tmax = 4 hours.
6.2 Example 2
This example illustrates an application of Algorithm 2 to solve mathematical programs with
complementarity constraints presented in Section 2:

min
x,y
f (x,y)
s.t. Ax+By ≤ a,
xT (Cx+Dy+ e) = 0, Cx+Dy+ e ≥ 0, x≥ 0,
x ∈Ωx, y ∈Ωy,
(MPCC)
where x ∈ Rnx is decision variable, y ∈ Rny is parameter, f is convex with respect to x and
y, A, B, C and D are given consistent matrices, a and e are given consistent vectors, and Ωx,
Ωy are two convex sets in Rnx and Rny , respectively.
As in Example 2.2 of Section 2, we use a slack variable z for Cx+Dy + e ≥ 0, the
complementarity condition of (MPCC) is expressed equivalently to
x ≥ 0, z ≥ 0, xT z ≤ 0, Cx+Dy− z+ e = 0. (27)
Let us define a new variable w = (xT ,yT ,zT )T ∈ Rnw with nw = 2nx + ny, and denote by
u(w) := ‖(x,y,z)‖2 and v(w) := ‖x− z‖2 +‖y‖2, the third condition of (27) is equivalent to
a DC constraint u(w)− v(w)≤ 0. Note that u is strongly convex with parameter ρu = 2 and
v is only convex (not strongly convex). We also define
Ωw :=
{
w = (xT ,yT ,zT )T ∈ Rnw | Ax+By ≤ a, Cx+Dy− z+ e = 0,
x ∈Ωx, y ∈Ωy, x ≥ 0, z≥ 0
}
. (28)
Since Ωx and Ωy are convex, and the remaining constraints are linear, Ωw is convex in Rnw .
Problem (MPCC) is reformulated as

min
w∈Rnw
fw(w) := f (x,y)
s.t. u(w)− v(w)≤ 0,
w ∈Ωw,
(29)
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Table 3 Computational results of Algorithm 2 for (MPCC).
No Problem Information Algorithm 2
[m, n, l] x0 f ∗ error feasgap iter time
P7 (2,2,6) (40, 40) 64.999 7×10−7 5×10−11 9 9.91
P9 (2,2,2) (0, 0) 7.095×10−12 1×10−5 4×10−15 18 13.00
P9 - (10, 0) 1.351×10−11 2×10−5 1×10−10 18 12.82
P9 - (5, 5) 1.294×10−11 2×10−5 1×10−10 18 12.83
P9 - (0, 10) 1.229×10−11 2×10−5 1×10−11 18 12.91
P9 - (10, 10) 2.597×10−11 8×10−6 1×10−11 19 13.56
P10 (4,4,12) (5,5,15,15) −6600 3×10−5 3×10−8 17 15.76
which coincides with (P).
In this example, we implement Algorithm 2 for solving three problems P7, P9 and P10 in
[6][problems 7, 9 and 10, respectively]. The parameter µk is fixed to µ = 10−1. To solve the
convex subproblems P(xk; µ) we also use the CVX package with the Sedumi solver. For a
given tolerance ε = 10−6, the computational results are presented in Table 3, which closely
approximate to the results given in [6]. The solutions reported by Algorithm 2 for P7, P9 and
P10 are
x∗P7 = (25.00125,30.00000)
T
, x∗P9 = (10,5)
T
and x∗P10 = (7.515728,3.77360,11.48427,17.22640)
T
,
respectively. Algorithm 1 failed in this case because the set of interior points intD of the
feasible set D is empty.
7 Conclusion
The main aim of this paper is to investigate the relation between sequential convex program-
ming (SCP) [18,24] and DC programming [1,2,23]. We have provided a variant of the SCP
algorithm for finding local minimizers of a nonconvex programming problem with DC con-
straints. We have proved a global convergence theorem for this particular algorithm. Then
we have addressed some extensions and proposed a relaxation technique to handle possibly
inconsistent linearizations. Although finding a DC decomposition of a certain DC function is
in general still a hard problem, in some applications (as we have shown in the examples) it is
available or easy to compute. We have not concentrated on the local convergence. However,
under mild assumptions, it had been proved in [24] that the SCP method converges linearly
to a KKT point of the original problem. Applications to nonconvex quadratic programming
problems as well as mathematical programming problems with complementarity constraints
have been presented through two numerical examples.
Acknowledgments.
This research was supported by Research Council KUL: CoE EF/05/006 Optimization in Engineer-
ing(OPTEC), GOA AMBioRICS, IOF-SCORES4CHEM, several PhD/postdoc & fellow grants; the Flemish
Government via FWO: PhD/postdoc grants, projects G.0452.04, G.0499.04, G.0211.05, G.0226.06, G.0321.06,
G.0302.07, G.0320.08 (convex MPC), G.0558.08 (Robust MHE), G.0557.08, G.0588.09, research communi-
ties (ICCoS, ANMMM, MLDM) and via IWT: PhD Grants, McKnow-E, Eureka-Flite+EU: ERNSI; FP7-HD-
MPC (Collaborative Project STREP-grantnr. 223854), Contract Research: AMINAL, and Helmholtz Gemein-
schaft: viCERP; Austria: ACCM, and the Belgian Federal Science Policy Office: IUAP P6/04 (DYSCO, Dy-
namical systems, control and optimization, 2007-2011).
17
References
1. An, L.T.H. and Pham, D.T.: The DC (difference of convex functions) programming and DCA revisited
with DC models of real world nonconvex optimization problems. Ann. Oper. Res., 133, 23–46 (2005).
2. An, L.T.H., Tao, P.D. and Muu, L.D.: Exact penalty in DC programming. Vietnam J. Math., 27(2), 169–
178 (1999).
3. Bock, H. and Schlo¨der, J.: Recent progress in the development of algorithm and software for large-scale
parameter estimation problems in chemical reaction systems. In: Automatic Control in Petrol, Petro-
chemical and Desalination Industries. Kotobh, P. (ed.) (1986).
4. Boyd, S. and Vandenberghe, L.: Convex Optimization. University Press (2004).
5. Clarke, F.H.: Optimization and Nonsmooth Analysis. SIAM (Society for Industrial and Applied Mathe-
matics), Philadelphia (1990).
6. Facchinei, F., Jiang, H. and Qi, L.: A smoothing method for mathematical programs with equilibrium
constraints. Math. Program., 85, 107–134 (1999).
7. Floudas, C.A. and Pardalos, P.M.: A Collection of Test Problems for Constrained Global Optimization
Algorithms. Springer Verlag, New York (2007).
8. Diehl, M., Bock, H., Schlo¨der, J., Findeisen, R., Nagy, Z. and Allgo¨wer, F.: Real-time optimization and
nonlinear model predictive control of processes governed by differential-algebraic equations. J. Proc.
Contr., 12, 577–585 (2002).
9. Diehl, M., Ferreau, H. J. and Haverbeke, N.: Efficient numerical methods for nonlinear MPC and moving
horizon estimation. In: Nonlinear model predictive control. Magni, L., Raimondo, M. and Allgo¨wer, F.
(eds.). Springer, 384, 391–417 (2009).
10. Garce´s, R., Gomez, W. B. and Jarre, F.: Two theoretical results for sequential semidefinite programming.
Optimization online (http://www.optimization-online.org/DB HTML/2007/11/1823.html), 1–16 (2008).
11. Hiriart-Urruty, J.B.: Generalized differentiability, duality and optimization for problems dealing with
difference of convex functions, chapter: Convexity and Duality in Optimization, pages 37–70. Springer-
Verlag (1986).
12. Hiriart-Urruty, J.B. and Lemara´chal, C.: Convex Analysis and Minimization Algorithms, volume 1&2.
Springer-Verlag (1993).
13. Horst, R. and Thoai, N.V.: DC programming: overview. J. Optim. Theory Appl., 103, 1–43 (1999).
14. Horst, R., Pardalos, P.M. and Thoai, N.V.: Introduction to Global Optimization. Kluwer Academic
(2000).
15. Kanzow, C., Nagel, C., Kato, H. and Fukushima, M.: Successive linearization methods for nonlinear
semidefinite programs. Comput. Optim. Appl. 31(3), 251–273 (2005).
16. Klatte, D. and Kummer, B.: Nonsmooth Equations in Optimization: Regularity, Calculus, Methods and
Applications. Springer-Verlag (2001).
17. Laghdir, M.: Optimality conditions in DC constrained optimization. ACTA Mathematica Vietnamica,
30(5), 169–179 (2005).
18. Lewis, A.S. and Wright, S.J.: A proximal method for composite minimization.
http://arxiv.org/abs/0812.0423, 1–32 (2008).
19. Luo, J.Q., Pang, J.S. and Ralph, D.: Mathematical Programs with Equilibrium Constraints. Cambridge
University Press (1996).
20. Nocedal, J. and Wright, S.J.: Numerical Optimization. Springer Series in Operations Research and Fi-
nancial Engineering. Springer, 2nd edition (2006).
21. Ostrowski, A.M.: Solutions of Equations and Systems of Equations. Academic Press, New York (1966).
22. Outrata, J., Kocvara, M. and Zowe, J.: Nonsmooth Approach to Optimization Problems with Equilibrium.
Kluwer Academic Publisher, Dordrecht, The Netherlands (1999).
23. Pham, D.T. and Le Thi, H.A.: A DC optimization algorithms for solving the trust region subproblem.
SIAM J. Optimiz., 8, 476–507 (1998).
24. Quoc, T.D. and Diehl, M.: Local convergence of sequential convex programming for nonconvex opti-
mization. In: Diehl, M., Glineur, F., Jarlebring, E. and Michiels, M. (eds.): Recent Advances in Opti-
mization and its Applications in Engineering. Springer-Verlag (2010).
25. Rockafellar, T. R. and Wets, R. J-B.: Variational Analysis. Springer-Verlag, New York (1997).
26. Smola, A. J., Vishwanathan, S.V.N. and Hofmann, T.: Kernel methods for missing variables. In Proc. of
the 10th International Workshop on Articial Intelligence and Statistics, AISTATS05, Ghahramani, Z. and
Cowell, R. (Eds.) (2005).
27. Sriperumbudur, B. K., Torres, D. A. and Lanckriet, G.R.G.: Sparse eigen methods by DC programming.
In: Proc. of the 24th Annual International Conference on Machine Learning (2007).
28. Sriperumbudur, B.K. and Lanckriet, G.R.G.: On the convergence of the concave-convex procedure. Neu-
ral Information Processing Systems (NIPS) (2009).
29. Tuy, H.: Convex Analysis and Global Optimization. Kluwer Academic Publishers (1997).
30. Yuille, A. L. and Rangarajan, A.: The concave-convex procedure. Neural Comput., 15, 915–936 (2003).
