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Jump detection in Besov spaces via a new BBM formula.
Applications to Aviles-Giga type functionals
Arkady Poliakovsky 1
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Abstract
Motivated by the formula, due to Bourgain, Brezis and Mironescu,
lim
ε→0+
∫
Ω
∫
Ω
|u(x) − u(y)|q
|x− y|q ρε(x− y) dx dy = Kq,N‖∇u‖
q
Lq ,
that characterizes the functions in Lq that belong to W 1,q (for q > 1) and BV (for q = 1),
respectively, we study what happens when one replaces the denominator in the expression
above by |x− y|. It turns out that, for q > 1 the corresponding functionals “see” only the
jumps of the BV function. We further identify the function space relevant to the study
of these functionals, the space BV q, as the Besov space B
1/q
q,∞. We show, among other
things, that BV q(Ω) contains both the spaces BV (Ω) ∩ L∞(Ω) and W 1/q,q(Ω). We also
present applications to the study of singular perturbation problems of Aviles-Giga type.
1 Introduction
Bourgain, Brezis and Mironescu introduced in [5] a new characterization of the spaces W 1,q(Ω),
q > 1, and BV (Ω) using certain double integrals involving radial mollifiers {ρε} (see [5] for the
precise assumptions). In the case of a domain Ω ⊂ RN with Lipschitz boundary, the so called
“BBM formula” states that for any u ∈ Lq(Ω) (q > 1):
lim
ε→0+
∫
Ω
∫
Ω
|u(x)− u(y)|q
|x− y|q ρε(x− y) dx dy = Kq,N‖∇u‖
q
Lq , (1.1)
with the convention that ‖∇u‖Lq = ∞ if u /∈ W 1,q. For the case q = 1 the expression in (1.1)
characterizes the BV -space (the latter result in its full strength is due to Da´vila [11]). For
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further developments in this direction see [8, 16, 17, 20, 21]. In particular, for the simplest
choice of
ρε(z) =


1
εN
1
LN (B1(0)) z ∈ Bε(0)
0 z ∈ RN \Bε(0)
, (1.2)
we may rewrite (1.1) in the cases q > 1 and q = 1, respectively, as
lim
ε→0+
∫
Ω
∫
Bε(x)∩Ω
1
εN
|u(x)− u(y)|q
|x− y|q dy dx = L
N(B1(0))Kq,N ‖∇u‖qLq , (1.3)
lim
ε→0+
∫
Ω
∫
Bε(x)∩Ω
1
εN
|u(x)− u(y)|
|x− y| dy dx = L
N(B1(0))K1,N ‖Du‖ . (1.4)
We are interested in a related formula to (1.3), that is obtained when we replace |x − y|q by
|x − y| in the denominator (for q > 1). We shall see in our main result Theorem 1.1 that the
resulting formula is very different from the one in (1.4): it involves only the “jump part” of the
gradient. We denote the space consisting of the functions for which the resulting expression is
bounded by BV q. It turns out, as we shall explain below, that this space is closely related to
the Besov Space B
1/q
q,∞.
A related, but different phenomenon was investigated by Ponce and Spector in [17]: for
another variation on the BBM-formula they obtained a limit where the singular part of Du
appears (i.e., the sum of the jump and Cantor parts).
In order to state our results we shall need some definitions.
Definition 1.1. Given an open set Ω ⊂ RN , a real number q ≥ 1 and a function u ∈ Lqloc(Ω,Rd)
define:
A¯u,q
(
Ω
)
:= sup
ε∈(0,1)
∫
Ω
∫
Bε(x)∩Ω
1
εN
∣∣u(y)− u(x)∣∣q
|y − x| dydx, (1.5)
and the infinitesimal version of this quantity:
Aˆu,q
(
Ω
)
:= lim sup
ε→0+
∫
Ω
∫
Bε(x)∩Ω
1
εN
∣∣u(y)− u(x)∣∣q
|y − x| dydx. (1.6)
Remark 1.1. It is clear that for any open Ω ⊂ RN and any u ∈ Lqloc(Ω,Rd) we have
Aˆu,q
(
Ω
) ≤ A¯u,q(Ω). (1.7)
Moreover, if u ∈ Lq(Ω,Rd) then
A¯u,q
(
Ω
)
<∞ if and only if Aˆu,q
(
Ω
)
<∞. (1.8)
Clearly,
Aˆu,q
(
RN
)
= lim sup
ε→0+
∫
B1(0)
∫
RN
1
ε|z|
∣∣∣u(x+ εz)− u(x)∣∣∣qdxdz and
A¯u,q
(
RN
)
:= sup
ε∈(0,1)
∫
B1(0)
∫
RN
1
ε|z|
∣∣∣u(x+ εz)− u(x)∣∣∣qdxdz . (1.9)
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Using the quantities A¯u,q, Aˆu,q we can now define the space BV
q(Ω,Rd):
Definition 1.2. Given an open set Ω ⊂ RN , a real number q ≥ 1 and a function u ∈ Lq(Ω,Rd)
we say that u ∈ BV q(Ω,Rd) if
A¯u,q
(
Ω
)
<∞. (1.10)
Clearly, for u ∈ Lq(Ω,Rd) we have u ∈ BV q(Ω,Rd) if and only if
Aˆu,q
(
Ω
)
<∞. (1.11)
Moreover, BV q(Ω,Rd) becomes a Banach space when equipped with the norm
‖u‖BV q(Ω,Rd) :=
(
A¯u,q
(
Ω
)) 1q
+ ‖u‖Lq(Ω,Rd). (1.12)
Next, given a function u ∈ Lqloc(Ω,Rd) we say that u ∈ BV qloc(Ω,Rd) if for every open Ω′ ⊂⊂ Ω
we have u ∈ BV q(Ω′,Rd).
Remark 1.2. By the “BBM formula” we have BV 1loc(Ω,R
d) = BVloc(Ω,R
d) and in the case of a
domain Ω with Lipschitz boundary, also BV 1(Ω,Rd) = BV (Ω,Rd).
In our main result, Theorem 1.1, we prove an explicit formula for Aˆu,q
(
Ω
)
when u ∈
BV (Ω,Rd) ∩ L∞(Ω,Rd). This formula justifies the name we have chosen for the space BV q.
Theorem 1.1. Let Ω ⊂ RN be an open set with bounded Lipschitz boundary and let u ∈
BV (Ω,Rd) ∩ L∞(Ω,Rd). Then, for every q > 1 we have u ∈ BV q(Ω,Rd) and
Aˆu,q
(
Ω
)
= CN
∫
Ju
∣∣∣u+(x)− u−(x)∣∣∣qdHN−1(x). (1.13)
with the dimensional constant CN > 0 defined by
CN :=
1
N
∫
SN−1
|z1|dHN−1(z) , (1.14)
where we denote z := (z1, . . . , zN) ∈ RN .
Remark 1.3. Note the big difference between the case q > 1 and q = 1. Indeed, by (1.4) for
BV 1 = BV the analog of (1.13) is
Aˆu,1
(
Ω
)
= LN(B1(0))K1,N ‖Du‖(Ω),
that is, for q = 1 we see the full BV -seminorm, not just the “jump part”!
Our next result deals with functions in W
1
q
,q:
Theorem 1.2. Given an open set Ω ⊂ RN , q ≥ 1 and a function u ∈ W 1q ,q(Ω,Rd) we have
u ∈ BV q(Ω,Rd), and if in addition q > 1, then Aˆu,q
(
Ω
)
= 0. Moreover, the embedding
W
1
q
,q(Ω,Rd) ⊂ BV q(Ω,Rd) is continuous.
Next we recall the definition of the Besov Spaces Bsq,∞ with s ∈ (0, 1):
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Definition 1.3. Given q ≥ 1 and s ∈ (0, 1), we say that u ∈ Lq(RN ,Rd) belongs to the Besov
space Bsq,∞(R
N ,Rd) if
sup
ρ∈(0,∞)
(
sup
|h|≤ρ
∫
RN
|u(x+ h)− u(x)∣∣q
ρsq
dx
)
<∞. (1.15)
Moreover, for every open Ω ⊂ RN we say that u ∈ Lqloc(Ω,Rd) belongs to Besov space(
Bsq,∞
)
loc
(Ω,Rd) if for every compact K ⊂⊂ Ω there exists uK ∈ Bsq,∞(RN ,Rd) such that
uK(x) = u(x) for every x ∈ K.
The next result clarifies the relation between the space BV q and Besov spaces:
Proposition 1.1. For q > 1 we have:
BV q(RN ,Rd) = B1/qq,∞(R
N ,Rd). (1.16)
Moreover for every open Ω ⊂ RN and q > 1 we have:
BV qloc(Ω,R
d) =
(
B1/qq,∞
)
loc
(Ω,Rd). (1.17)
We should mention that (1.16) of Proposition 1.1 can be deduced from a more general result,
obtained independent by Brasseur in [7], that characterizes the Besov spaces Bsp,∞(R
N) via a
BBM-type formula, for all values of s ∈ (0, 1) and p ∈ [1,∞).
Remark 1.4. Similar results hold also for more general mollifiers than in (1.2), e.g., of the form
ρε(x) =
ρ(|x|/ε)
εN
, where ρ(t) is a nonnegative function on [0,∞) with compact support, such that
ess inf(0,δ) ρ ≥ α for some α, δ > 0 and
∫
RN
ρ(|x|) dx = 1. We did not investigate more general
families of radial mollifiers {ρε(x)} as in [5].
In [6] Bourgain, Brezis and Mironescu introduced a new space, that they called B, that
contains the spaces BV , W
1
q
,q for q ≥ 1 and BMO. Moreover, they introduced a proper
subspace B0 ( B, such that B0 contains W
1
q
,q for q ≥ 1 as well as VMO. For every u ∈ B they
defined the seminorm |u|B and its infinitesimal version [u](Ω). The precise definitions are given
bellow in Definition 2.4. Our next result deals with the relations between the BV q spaces and
the spaces B and B0:
Theorem 1.3. Let Ω ⊂ RN be an open set and q ≥ 1. Then for every u ∈ BV q(Ω,Rd) we have
|u|B(Ω,Rd) ≤ N
N+1
2q
(
A¯u,q(Ω)
) 1
q . (1.18)
and
[u](Ω) ≤ N N+12q (Aˆu,q(Ω)) 1q . (1.19)
Moreover, if in addition LN(Ω) <∞ then BV q(Ω,Rd) ⊂ B(Ω,Rd) with continuous embedding.
In particular, if Aˆu,q(Ω) = 0 then u ∈ B0(Ω,Rd).
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We now turn to the role of BV q-spaces in the study of singular perturbation problems. In
various applications one is led to study the Γ-limit, as ε → 0+, of the Aviles-Giga functional
I
(2)
ε , defined for scalar functions ψ by
I(2)ε (ψ) :=
∫
Ω
{
ε|∇2ψ|2 + 1
ε
(
1− |∇ψ|2
)2}
dx (see [1, 3, 4]). (1.20)
Here Ω ⊂ RN is a bounded domain.
A generalization of (1.20) to any p > 1 is:
I(p)ε (ψ) :=
∫
Ω
(
εp−1|∇2ψ|p + 1
ε
(
1− |∇ψ|2
) p
p−1
)
=
∫
Ω
1
ε
(∣∣ε∇2ψ∣∣p + (1− |∇ψ|2) pp−1). (1.21)
It is clear that the functional (Γ− lim supε→0+ I(p)ε )(ψ), calculated in the strong W 1,q topol-
ogy, can be finite only if |∇ψ|2 = 1 for a.e. x ∈ Ω, i.e., if we define:
A0 := A0(Ω, q) :=
{
ψ ∈ W 1,q(Ω) : ∣∣∇ψ(x)∣∣2 = 1 for a.e. x ∈ Ω},
A := A(Ω, q) :=
{
ψ ∈ W 1,q(Ω) : (Γ− lim sup
ε→0+
I(p)ε
∣∣
Ω
)(ψ) <∞
}
,
(1.22)
then clearly A ⊂ A0. Note that the set A consists of functions with discontinuous gradients.
The natural space of discontinuous functions is BV space. It turns out that we have ABV ⊂
A ⊂ A0, where ABV := A0 ∩ {ψ : ∇ψ ∈ BV }. However, Ambrosio, De Lellis and Mantegazza
showed in [1] that ABV ( A in the special case of the energy (1.20) when N = 2. On the
other hand, as shown by Camillo de Lellis and Felix Otto in [13], for the energy (1.20) the set
A is contained in a certain space of functions that still inherits some good geometric measure
theoretical properties of BV space.
A lower bound for (1.20) when N = 2 was found by Aviles and Giga in [4], by Jin and
Kohn in [15], and by Ambrosio, De Lellis and Mantegazza in [1]. A matched upper bound, in
the case ∇ψ ∈ BV , was found independently by Conti and De Lellis [9] and Poliakovsky [18].
These results imply that for the particular case ∇ψ ∈ BV and N = 2, the Γ-limit functional
of (1.20), calculated in the strong W 1,q-topology, is
I˜0(ψ) :=


1
3
∫
J∇ψ
∣∣∇ψ+(x)−∇ψ−(x)∣∣3 dHN−1(x) if |∇ψ| = 1 a.e. in Ω
+∞ otherwise.
(1.23)
This results can also be generalized to show that, up to a multiplicative constant, the energy
(1.23) is also the Γ-limit of functional (1.21). Indeed, the lower bound for (1.21) can be obtained
analogously to that for (1.20), using Ho¨lder inequality instead of Cauchy-Schwarz and the
matched upper bound can be obtained as a special case of a more general result, obtained in
[19]. However, as we already mentioned, we have ABV 6= A for problem (1.20) and thus the
question of the value of the Γ-limit in the case ∇ψ /∈ BV is still open.
We also recall that De Lellis showed in [12] that for N = 3 and ∇ψ ∈ BV , the functional
(1.23) is not lower semicontinuous in the L1-topology and thus cannot by the Γ-limit of (1.20).
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In the particular case of the functional (1.20) with N = 2 we propose here a candidate for
the set A, namely the set {ψ : Ω → R : ∇ψ ∈ BV 3, |∇ψ| = 1} (where BV 3 is the case
q = 3 of the space BV q). Indeed, by Theorem 1.1 and (1.23), when N = 2, |∇ψ| = 1 and
∇ψ ∈ BV , the Γ-limit of the functional (1.20) equals ( 1
3C3
)
Aˆ∇ψ,3
(
Ω
)
. Therefore, it is natural to
conjecture that
(
1
3C3
)
Aˆ∇ψ,3
(
Ω
)
is the Γ-limit also in the case ∇ψ /∈ BV , and more specifically
that A = {ψ : Ω → R : ∇ψ ∈ BV 3, |∇ψ| = 1}. We have an analogous conjecture for the
functional (1.21), with a different constant multiplying Aˆ∇ψ,3
(
Ω
)
. An additional suport for this
conjecture is provided by the fact that the example constructed by Ambrosio, De Lellis and
Mantegazza in [1], of a function ψ ∈ A\ABV , turns out to satisfy ψ ∈ BV 3 (as it can be easily
verified).
Our next result provides a (non-sharp) upper bound for a more general energy than the one
in (1.21):
Theorem 1.4. Given an open set Ω ⊂ RN , let Ω0 ⊂⊂ Ω be a compactly embedded open subset
and ψ ∈ W 1,∞loc (Ω,R) be such that |∇ψ(x)| = 1 for a.e. x ∈ Ω. Let η ∈ C∞c (RN ,R) be a
nonnegative function such that supp η ⊂ B1(0) and
∫
RN
η(z)dz = 1. For every x ∈ Ω and every
0 < ε < dist(x, ∂Ω) define
ψε(x) :=
1
εN
∫
RN
η
(y − x
ε
)
ψ(y)dy =
∫
RN
η(z)ψ(x+ εz)dz. (1.24)
Assume in addition that ∇ψ(x) ∈ BV qloc(Ω,RN) ∩ BV ploc(Ω,RN ) for some q > 1 and p ≥ 2.
Then we have:
lim sup
ε→0+
(∫
Ω0
εq−1
∣∣∇2ψε(x)∣∣qdx+ 1
ε
(
1− ∣∣∇ψε(x)∣∣2)p2dx
)
≤
(∫
RN
|z| 1q−1 ∣∣∇η(z)∣∣ qq−1dz)q−1A∇ψ,q(Ω0) +
(∫
RN
|z| 2p−2 ∣∣η(z)∣∣ pp−2dz) p−22 A∇ψ,p(Ω0), (1.25)
where
A∇ψ,ρ
(
Ω0
)
:= lim sup
ε→0+
∫
Ω0
∫
Bε(x)
1
εN
∣∣∇ψ(y)−∇ψ(x)∣∣ρ
|y − x| dydx . (1.26)
In particular, if ∇ψ(x) ∈ BV 3loc(Ω,RN ) then:
3
3
√
4
lim sup
ε→0+
(∫
Ω0
∣∣∇2ψε(x)∣∣∣∣∣1− ∣∣∇ψε(x)∣∣2∣∣∣dx
)
≤
lim sup
ε→0+
(∫
Ω0
ε2
∣∣∇2ψε(x)∣∣3dx+
∫
Ω0
1
ε
(
1− ∣∣∇ψε(x)∣∣2) 32dx
)
≤
DηA∇ψ,3(Ω0) = Dη lim sup
ε→0+
(∫
B1(0)
∫
Ω0
1
ε|z|
∣∣∣∇ψ(x+ εz)−∇ψ(x)∣∣∣3dxdz
)
, (1.27)
where the constant Dη is given by
Dη :=
(∫
RN
|z| 12 ∣∣∇η(z)∣∣ 32dz)2 + (∫
RN
|z|2∣∣η(z)∣∣3dz) 12 . (1.28)
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As a direct consequence of the last Theorem we extend the previously known result about
the boundedness of the Γ− lim sup for the energy in (1.21) when p = 3 from the case ∇ψ ∈ BV
(see [19]) to the case ∇ψ ∈ BV 3:
Corollary 1.1. Given an open set Ω ⊂ RN , let ψ ∈ W 1,∞loc (Ω,R) be such that |∇ψ(x)| = 1
for a.e. x ∈ Ω and ∇ψ(x) ∈ BV 3loc(Ω,RN). Then, for every compactly embedded open subset
Ω′ ⊂⊂ Ω and every q ≥ 1 we have, ψ ∈ A(Ω′, q), with A(Ω′, q) given by
A(Ω′, q) :=
{
ψ ∈ W 1,q(Ω′) : (Γ− lim sup
ε→0+
I(3)ε
∣∣
Ω′)(ψ) < +∞ (calculated in the W 1,q topology)
}
,
(1.29)
where I
(3)
ε is given by (1.21) with p = 3. Moreover, we have
(Γ− lim sup
ε→0+
I(3)ε
∣∣
Ω′)(ψ) ≤ CA∇ψ,3(Ω
′
), (1.30)
for some constant C > 0.
Remark 1.5. We do not know whether one can get a global and sharp “improved” version of
Corollary 1.1 with Ω′ = Ω and with the constant C := 1
2 3
√
4CN
in (1.30). This is the sharp
constant for the energy (1.21) with p = 3 and N = 2 in the particular case where ∇ψ ∈ BV .
The paper is organized as follows. Section 2 is devoted to definitions and properties of the
spaces BV q. In subsection 2.1 we present some additional definitions and generalized versions
of some of the results stated above. In subsection 2.2 we give the proofs of our main results
about the spaces BV q. In Section 3 we give the proof of Theorem 1.4, which is an application
of the spaces BV q to the study of energies of Avies-Giga type. The proofs of Proposition 2.3
and Lemma 2.1 are given in the Appendix B. For the convenience of the reader, in Appendix
A we states some known results on BV functions, that we need for the proof.
Acknowledgments
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2 Properties of the space BV q
2.1 Some additional definitions and results
First we introduce local versions of the quantity Aˆu,q that are related to the space BV
q
loc:
Definition 2.1. Given a compact set U ⊂⊂ Ω let
Au,q
(
U
)
:= lim sup
ε→0+
∫
B1(0)
∫
U
1
ε|z|
∣∣∣u(x+ εz)− u(x)∣∣∣qdxdz
= lim sup
ε→0+
∫
U
∫
Bε(x)
1
εN
∣∣u(y)− u(x)∣∣q
|y − x| dydx .
(2.1)
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For an open set Ω ⊂ RN let
Au,q
(
Ω
)
:= sup
K⊂⊂Ω
Au,q
(
K
)
. (2.2)
Remark 2.1. It is clear that for any open Ω ⊂ RN , any u ∈ Lqloc(Ω,Rd) and for any compactly
embedded open set Ω0 ⊂⊂ Ω we have
Aˆu,q
(
Ω0
) ≤ Au,q(Ω0) ≤ Au,q(Ω) ≤ Aˆu,q(Ω). (2.3)
Remark 2.2. Clearly, given an open set Ω ⊂ RN , q ≥ 1 and a function u ∈ Lqloc(Ω,Rd) we have
u ∈ BV qloc(Ω,Rd) if and only if for every compact subset K ⊂⊂ Ω we have Au,q
(
K
)
<∞.
Next we define the following quantities, that are closely related to Aˆu,q:
Definition 2.2. Given a compact set U ⊂⊂ Ω let
Bu,q
(
U
)
:= lim sup
ε→0+
sup
k∈SN−1
∫
U
1
ε
∣∣∣u(x+ εk)− u(x)∣∣∣qdx. (2.4)
Next, given an open set Ω ⊂ RN define
Bu,q
(
Ω
)
:= sup
K⊂⊂Ω
Bu,q
(
K
)
. (2.5)
Finally, set
Bˆu,q
(
RN
)
:= lim sup
ε→0+
sup
k∈SN−1
∫
RN
1
ε
∣∣∣u(x+ εk)− u(x)∣∣∣qdx. (2.6)
The following result is known; for the convenience of a reader we will give its proof in the
Appendix.
Lemma 2.1. For any q > 1, a function u ∈ Lq(RN ,Rd) belongs to B1/qq,∞(RN ,Rd) if and only
if Bˆu,q
(
RN
)
< ∞. Moreover, for any open Ω ⊂ RN , a function u ∈ Lqloc(Ω,Rd) belongs to(
B
1/q
q,∞
)
loc
(Ω,Rd) if and only if for every compact K ⊂⊂ Ω we have Bu,q
(
K
)
<∞.
Then Proposition 1.1 is a part of the following statment:
Proposition 2.1. For every open set Ω ⊂ RN , every q ≥ 1 and u ∈ Lqloc(Ω,Rd) we have
Au,q(Ω)
LN(B1(0)) ≤ Bu,q
(
Ω
) ≤ 2N+q Au,q(Ω)LN(B1(0)) . (2.7)
Moreover, if u ∈ Lq(RN ,Rd) then
Aˆu,q(R
N)
LN(B1(0)) ≤ Bˆu,q
(
RN
) ≤ 2N+q Aˆu,q(RN )LN(B1(0)) . (2.8)
In particular, for q > 1 we have:
BV q(RN ,Rd) = B1/qq,∞(R
N ,Rd) and BV qloc(Ω,R
d) =
(
B1/qq,∞
)
loc
(Ω,Rd). (2.9)
Proposition 2.1 will be deduced from Lemma 2.3 below.
The next theorem is a generalization of Theorem 1.1:
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Theorem 2.1. Let Ω ⊂ RN be an open set and let u ∈ BVloc(Ω,Rd) ∩ L∞loc(Ω,Rd). Then,
for every q > 1 we have u ∈ BV qloc(Ω,Rd) and for every compact set K ⊂⊂ Ω such that
‖Du‖(∂K) = 0 we have
Au,q
(
K
)
= CN
∫
Ju∩K
∣∣∣u+(x)− u−(x)∣∣∣qdHN−1(x), (2.10)
where CN is defined in (1.14). Moreover, if in addition u ∈ BV (Ω,Rd) ∩ L∞(Ω,Rd), then for
every q > 1 we have
Au,q
(
Ω
)
= CN
∫
Ju
∣∣∣u+(x)− u−(x)∣∣∣qdHN−1(x). (2.11)
Finally, if Ω is an open set with a bounded Lipschitz boundary and u ∈ BV (Ω,Rd)∩L∞(Ω,Rd)
then we have u ∈ BV q(Ω,Rd) for every q > 1 and
Aˆu,q
(
Ω
)
= CN
∫
Ju
∣∣∣u+(x)− u−(x)∣∣∣qdHN−1(x) = Au,q(Ω). (2.12)
The next proposition is an easy consequence of the definitions; the details are left to the
reader.
Proposition 2.2. For every open set Ω ⊂ RN , two real numbers q2 > q1 ≥ 1 and u ∈ L∞(Ω,Rd)
we have
A¯u,q2
(
Ω
) ≤ 2q2−q1‖u‖q2−q1
L∞(Ω,Rd)A¯u,q1
(
Ω
)
, Aˆu,q2
(
Ω
) ≤ 2q2−q1‖u‖q2−q1
L∞(Ω,Rd)Aˆu,q1
(
Ω
)
,
Au,q2
(
Ω
) ≤ 2q2−q1‖u‖q2−q1
L∞(Ω,Rd)Au,q1
(
Ω
)
and Bu,q2
(
Ω
) ≤ 2q2−q1‖u‖q2−q1
L∞(Ω,Rd)Bu,q1
(
Ω
)
. (2.13)
In particular, for every open set Ω ⊂ RN and any two real numbers q2 > q1 ≥ 1 we have
BV q1loc(Ω,R
d) ∩ L∞loc(Ω,Rd) ⊂ BV q2loc(Ω,Rd) and BV q1(Ω,Rd) ∩ L∞(Ω,Rd) ⊂ BV q2(Ω,Rd).
Remark 2.3. If Ω ⊂ RN is an open set, D ⊂ RN is a Borel set and χD is the characteristic
function of D, i.e.,
χD(x) :=

1 x ∈ D,0 x /∈ D, (2.14)
then clearly for every q ≥ 1 we have:
A¯χD ,q
(
Ω
)
= A¯χD ,1
(
Ω
)
, AˆχD,q
(
Ω
)
= AˆχD ,1
(
Ω
)
,
AχD ,q
(
Ω
)
= AχD ,1
(
Ω
)
, BχD,q
(
Ω
)
= BχD ,1
(
Ω
)
.
(2.15)
In particular, χD ∈ BV qloc(Ω,Rd) if and only if D has a locally finite perimeter. Moreover, if in
addition LN(D) <∞ then we have χD ∈ BV q(Ω,Rd) if and only if D has finite perimeter.
In the special case N = 1, i.e., when the domain Ω is an interval, there exists a classical
notion of a space of functions of bounded q-variation (see e.g., Kolyada and Lind [14] and the
references therein). This space, denoted by Vq
(
Ω,Rd
)
, was first considered by Wiener [22] (for
q = 2). Below we recall the definition of Vq
(
Ω,Rd
)
and also define its a.e.-equivalent version
that we denote by Vˆq
(
Ω,Rd
)
.
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Definition 2.3. Given an interval I ⊆ R (open, closed, bounded or unbounded) denote for
every n ∈ N,
Πn(I) :=
{
(x1, x2, . . . , xn+1) ∈ Rn+1 : x1 < x2 < . . . < xn < xn+1, x1 ∈ I, xn+1 ∈ I
}
.
For any function f : I → Rd defined everywhere in I and for every q ≥ 1 let
vq,I(f) := sup
n∈N
(
sup
(x1,...,xn+1)∈Πn(I)
( n∑
k=1
∣∣f(xk+1)− f(xk)∣∣q) 1q
)
. (2.16)
We shall say that f ∈ Vq(I,Rd) if vq,I(f) < ∞. Next, for a measurable Rd-valued function f ,
defined a.e. in I, and q ≥ 1 let
vˆq,I(f) := inf
{
vq,I(g) : g : I → Rd, g(x) = f(x) a.e. in I
}
. (2.17)
We shall say that such f belongs to the space Vˆq(I,R
d) if vˆq,I(f) <∞. Evidently, if vˆq,I(f) <∞
then f ∈ L∞(I,Rd) and moreover, if vq,I(f) <∞ then f is bounded everywhere.
The next Proposition is concerned with the relation between the spaces Vˆq
(
[a, b],Rd
)
and
BV q
(
(a, b),Rd
)
:
Proposition 2.3. For every q ≥ 1 and every a < b ∈ R, if a measurable function f : (a, b)→ Rd
defined a.e. in (a, b) belongs to the space Vˆq
(
[a, b],Rd
)
, then f ∈ BV q((a, b),Rd). Moreover, we
have:
A¯f,q
(
(a, b)
) ≤ 4(vˆq,[a,b](f))q. (2.18)
I.e. the space Vˆq
(
[a, b],Rd
)
is continuously embedded in BV q
(
(a, b),Rd
)
.
The proof of Proposition 2.3 is given in the Appendix.
Remark 2.4. By Proposition 2.3 we have Vˆq
(
[a, b],Rd
) ⊂ BV q((a, b),Rd). While for q = 1 it
is well known that the two spaces coincide, the inclusion is strict when q > 1. Indeed, while
Vˆq
(
[a, b],Rd
) ⊂ L∞((a, b),Rd), by Theorem 1.2 we have W 1q ,q((a, b),Rd) ⊂ BV q((a, b),Rd) and
it is well known that for q > 1, W
1
q
,q
(
(a, b),Rd
) \ L∞((a, b),Rd) 6= ∅.
2.2 Proofs of the main results for the space BV q
We begin with two technical Lemmas that are used in the proof of Proposition 2.1.
Lemma 2.2. Let Ω ⊂ RN be an open set, q ≥ 1 and let u ∈ Lqloc(Ω,Rd). Then, for every open
Ω1 ⊂⊂ Ω2 ⊂⊂ Ω, for every h1 ∈ RN such that 0 < |h1| ≤ dist(Ω1,RN \Ω2) and every h2 ∈ RN
such that 0 < |h2| ≤ dist(Ω2,RN \ Ω), we have∫
Ω1
1
|h1 + h2|
∣∣∣u(x+ (h1 + h2))− u(x)∣∣∣qdx ≤
2q−1
(
|h2|
|h1 + h2|
∫
Ω2
1
|h2|
∣∣∣u(x+ h2)− u(x)∣∣∣qdx+ |h1||h1 + h2|
∫
Ω1
1
|h1|
∣∣∣u(x+ h1)− u(x)∣∣∣qdx
)
.
(2.19)
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In particular, for every h ∈ SN−1, 0 < ε1 ≤ dist(Ω1,RN \ Ω2) and 0 < ε2 ≤ dist(Ω2,RN \ Ω),
we have∫
Ω1
1
ε1 + ε2
∣∣∣u(x+ (ε1 + ε2)h)− u(x)∣∣∣qdx ≤
2q−1max
{∫
Ω2
1
ε2
∣∣∣u(x+ ε2h)− u(x)∣∣∣qdx ,
∫
Ω1
1
ε1
∣∣∣u(x+ ε1h)− u(x)∣∣∣qdx
}
. (2.20)
Proof. By the triangle inequality and the convexity of g(s) := |s|q we have∫
Ω1
1
|h1 + h2|
∣∣∣u(x+ (h1 + h2))− u(x)∣∣∣qdx =∫
Ω1
1
|h1 + h2|
∣∣∣u(x+ (h1 + h2))− u(x+ h1) + u(x+ h1)− u(x)∣∣∣qdx ≤∫
Ω1
1
|h1 + h2|
(∣∣∣u(x+ (h1 + h2))− u(x+ h1)∣∣∣+ ∣∣∣u(x+ h1)− u(x)∣∣∣
)q
dx ≤∫
Ω1
2q−1
|h1 + h2|
∣∣∣u(x+ (h1 + h2))− u(x+ h1)∣∣∣qdx+
∫
Ω1
2q−1
|h1 + h2|
∣∣∣u(x+ h1)− u(x)∣∣∣qdx =
2q−1|h2|
|h1 + h2|
∫
Ω1
1
|h2|
∣∣∣u((x+ h1) + h2)− u(x+ h1)∣∣∣qdx+ 2q−1|h1||h1 + h2|
∫
Ω1
1
|h1|
∣∣∣u(x+ h1)− u(x)∣∣∣qdx
≤ 2q−1
(
|h2|
|h1 + h2|
∫
Ω2
1
|h2|
∣∣∣u(x+ h2)− u(x)∣∣∣qdx+ |h1||h1 + h2|
∫
Ω1
1
|h1|
∣∣∣u(x+ h1)− u(x)∣∣∣qdx
)
.
In particular, for every h ∈ SN−1, 0 < ε1 ≤ dist(Ω1,RN \Ω2) and 0 < ε2 ≤ dist(Ω2,RN \Ω) we
have∫
Ω1
1
ε1 + ε2
∣∣∣u(x+ (ε1 + ε2)h)− u(x)∣∣∣qdx ≤
2q−1
(
ε2
ε1 + ε2
∫
Ω2
1
ε2
∣∣∣u(x+ ε2h)− u(x)∣∣∣qdx+ ε1
ε1 + ε2
∫
Ω1
1
ε1
∣∣∣u(x+ ε1h)− u(x)∣∣∣qdx
)
≤ 2q−1max
{∫
Ω2
1
ε2
∣∣∣u(x+ ε2h)− u(x)∣∣∣qdx ,
∫
Ω1
1
ε1
∣∣∣u(x+ ε1h)− u(x)∣∣∣qdx
}
.
Lemma 2.3. Let Ω ⊂ RN be an open set, q ≥ 1 and let u ∈ Lqloc(Ω,Rd). Then, for every open
Ω1 ⊂⊂ Ω2 ⊂⊂ Ω, k ∈ SN−1 and ε satisfying
0 < ε ≤ min{ dist(Ω1,RN \ Ω2), dist(Ω2,RN \ Ω)} , (2.21)
we have∫
Ω1
1
ε
∣∣∣u(x+ εk)− u(x)∣∣∣qdx ≤ 2N+qLN(B1(0))
∫
B1(0)
∫
Ω2
1
ε|z|
∣∣∣u(x+ εz)− u(x)∣∣∣qdxdz. (2.22)
Moreover, if u ∈ Lq(RN ,Rd) then∫
RN
1
ε
∣∣∣u(x+ εk)− u(x)∣∣∣qdx ≤ 2N+qLN(B1(0))
∫
B1(0)
∫
RN
1
ε|z|
∣∣∣u(x+ εz)− u(x)∣∣∣qdxdz. (2.23)
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In particular,
Au,q(Ω1)
LN(B1(0)) ≤ Bu,q
(
Ω1
)
, (2.24)
and
Bu,q
(
Ω1
) ≤ 2N+q Au,q(Ω2)LN(B1(0)) (2.25)
(see Definitions 2.1 and 2.2). Moreover, if u ∈ Lq(RN ,Rd) then
Aˆu,q(R
N)
LN(B1(0)) ≤ Bˆu,q
(
RN
)
, (2.26)
and
Bˆu,q
(
RN
) ≤ 2N+q Aˆu,q(RN)LN(B1(0)) . (2.27)
Proof. Inequalities (2.24) and (2.26) are clear from the definitions. Next, by (2.19) we have:
for every k ∈ RN \ {0} such that |k| ≤ 1, for every z ∈ RN such that ∣∣z − 1
2
k
∣∣ < 1
2
|k|,
Ω1 ⊂⊂ Ω2 ⊂⊂ Ω and ε satisfying (2.21) there holds∫
Ω1
1
ε|k|
∣∣∣u(x+ εk)− u(x)∣∣∣qdx ≤
2q−1|z|
|k|
∫
Ω2
1
ε|z|
∣∣∣u(x+ εz)− u(x)∣∣∣qdx+ 2q−1|k − z||k|
∫
Ω1
1
ε|k − z|
∣∣∣u(x+ ε(k− z))− u(x)∣∣∣qdx .
(2.28)
Since the inequality
∣∣z− 1
2
k
∣∣ < 1
2
|k| implies the inequalities |z| < |k| and |k− z| < |k|, we have
by (2.28):∫
Ω1
1
ε|k|
∣∣∣u(x+ εk)− u(x)∣∣∣qdx ≤
2q−1
LN({z ∈ RN : ∣∣z − 1
2
k
∣∣ < 1
2
|k|})
∫
{z∈RN :
∣∣z− 1
2
k
∣∣< 1
2
|k|}
∫
Ω2
1
ε|z|
∣∣∣u(x+ εz)− u(x)∣∣∣qdxdz
+
2q−1
LN({z ∈ RN : ∣∣z − 1
2
k
∣∣ < 1
2
|k|})
∫
{z∈RN :
∣∣z− 1
2
k
∣∣< 1
2
|k|}
∫
Ω1
∣∣∣u(x+ ε(k − z))− u(x)∣∣∣q
ε|k − z| dxdz
≤ 2
N+q−1
|k|NLN(B1(0))
∫
{z∈RN : |z|<|k|}
∫
Ω2
1
ε|z|
∣∣∣u(x+ εz)− u(x)∣∣∣qdxdz
+
2N+q−1
|k|NLN(B1(0))
∫
{z∈RN : |k−z|<|k|}
∫
Ω1
1
ε|k− z|
∣∣∣u(x+ ε(k − z)) − u(x)∣∣∣qdxdz =
2N+q
|k|NLN(B1(0))
∫
{z∈RN : |z|<|k|}
∫
Ω2
1
ε|z|
∣∣∣u(x+ εz)− u(x)∣∣∣qdxdz =
2N+q
LN(B1(0))
∫
B1(0)
∫
Ω2
1
ε|k||z|
∣∣∣u(x+ ε|k|z)− u(x)∣∣∣qdxdz , (2.29)
and (2.22) follows. Moreover, if u ∈ Lq(RN ,Rd) then taking the supremum of (2.22) over all
Ω1 ⊂⊂ Ω2 ⊂⊂ RN we deduce (2.23).
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Finally, from (2.29) we deduce that for every 0 < ρ ≤ 1 we have
lim sup
ε→0+
(
sup
{k∈RN : |k|=ρ}
(∫
Ω1
1
ερ
∣∣∣u(x+ εk)− u(x)∣∣∣qdx)
)
≤
2N+q
LN(B1(0)) lim supε→0+
(∫
B1(0)
∫
Ω2
1
ερ|z|
∣∣∣u(x+ ερz)− u(x)∣∣∣qdxdz
)
, (2.30)
which clearly implies (2.25). Moreover, if u ∈ Lq(RN ,Rd) then by (2.23) we have:
lim sup
ε→0+
(
sup
{k∈RN : |k|=1}
(∫
RN
1
ε
∣∣∣u(x+ εk)− u(x)∣∣∣qdx)
)
≤ 2
N+q
LN(B1(0)) lim supε→0+
(∫
B1(0)
∫
RN
1
ε|z|
∣∣∣u(x+ εz)− u(x)∣∣∣qdxdz
)
, (2.31)
which clearly implies (2.27).
The next Proposition is a key ingredient in the proof of Theorem 2.1.
Proposition 2.4. Let Ω ⊂ RN be an open set and let W (a, b) : Rd×Rd → R be a nonnegative
continuously differentiable function, which satisfies W (a, a) = 0 and W (a, b) = W (b, a) for
every a, b ∈ Rd. Let u ∈ BVloc(Ω,Rd)∩L∞loc(Ω,Rd). Then, for every compact set K ⊂⊂ Ω such
that ‖Du‖(∂K) = 0 and any vector k ⊂ RN we have
lim
t→0+
1
t
∫
K
W
(
u(x+ tk), u(x)
)
dx =
∫
Ju∩K
W
(
u+(x), u−(x)
)∣∣k · ν(x)∣∣dHN−1(x). (2.32)
In particular, for q > 1 we have
lim
t→0+
1
t
∫
K
∣∣∣u(x+ tk)− u(x)∣∣∣qdx = ∫
Ju∩K
∣∣∣u+(x)− u−(x)∣∣∣q∣∣k · ν(x)∣∣dHN−1(x), (2.33)
and
Au,q
(
K
)
= lim
t→0+
∫
B1(0)
∫
K
1
t|z|
∣∣∣u(x+ tz)− u(x)∣∣∣qdxdz
= CN
(∫
Ju∩K
∣∣∣u+(x)− u−(x)∣∣∣qdHN−1(x)), (2.34)
with CN defined in (1.14).
Proof. Let η(z) ∈ C∞c (RN ,R) be a radial function such that η ≥ 0, supp η ⊂ B1(0) and∫
RN
η(z)dz = 1. For every x ∈ Ω and every 0 < ε < dist(x, ∂Ω) define
uε(x) :=
1
εN
∫
RN
η
(y − x
ε
)
u(y)dy =
∫
RN
η(z)u(x+ εz)dz =
∫
B1(0)
η(z)u(x+ εz)dz. (2.35)
Then, following definition A.2, we have
lim
ε→0+
uε(x) = u¯(x) :=

u˜(x) x ∈ Ω \ Ju1
2
(
u+(x) + u−(x)
)
x ∈ Ju
for HN−1−a.e. x ∈ Ω. (2.36)
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Moreover, since there exist two open sets U1 ⊂⊂ U2 ⊂⊂ Ω such that K ⊂⊂ U1 and u ∈
L∞(U2,Rd), we deduce that there exist constants M > 0 and ε0 > 0, such that

∣∣uε(x)∣∣ ≤M ∀x ∈ U1, ∀ ε ∈ (0, ε0),∣∣u¯(x)∣∣ ≤M for HN−1−a.e. x ∈ U1. (2.37)
Then, denoting for any s ∈ [0, 1], x ∈ Ω and k ⊂ RN
Pt(uε, x, s,k) = suε(x+ tk) + (1− s)uε(x) ,
using the Dominated Convergence Theorem, the Fundamental Theorem of Calculus and finally
(2.35), we get for small t > 0,
It :=
1
t
∫
K
W
(
u(x+ tk), u(x)
)
dx =
1
t
lim
ε→0+
∫
K
W
(
uε(x+ tk), uε(x)
)
dx =
1
t
lim
ε→0+
∫
K
∫ 1
0
∇aW
(
Pt(uε, x, s,k), uε(x)
)
· (uε(x+ tk)− uε(x))dsdx =
lim
ε→0+
∫
K
1∫
0
∇aW
(
Pt(uε, x, s,k), uε(x)
)
·
( ∫
RN
{
η
(y − x− tk
ε
)
− η
(y − x
ε
)}u(y)
tεN
dy
)
dsdx.
(2.38)
Next, by (2.38), the Fundamental Theorem of Calculus, Fubini theorem and integration by
parts we obtain,
It =
− lim
ε→0+
∫
K
1∫
0
∇aW
(
Pt(uε, x, s,k), uε(x)
)
· 1
εN+1
( ∫
RN
{ 1∫
0
k ·∇η
(y − x− τtk
ε
)
dτ
}
u(y)dy
)
dsdx
= lim
ε→0+
∫ 1
0
∫
K
∫ 1
0
∇aW
(
Pt(uε, x, s,k), uε(x)
)
· 1
εN
(∫
RN
η
(y − x− τtk
ε
)
d
[
Du(y)·k
])
dsdxdτ.
(2.39)
By (2.39), using Fubini Theorem, we deduce for small t > 0,
It =
lim
ε→0+
∫
RN
1
εN
{∫ 1
0
∫
K
∫ 1
0
η
(y − x− τtk
ε
)
∇aW
(
Pt(uε, x, s,k), uε(x)
)
dsdxdτ
}
· d
[
Du(y) · k
]
= lim
ε→0+
∫
RN
1
εN
{∫ 1
0
∫
K
∫ 1
0
η
(x− y − τtk
ε
)
∇aW
(
Pt(uε, y, s,k), uε(y)
)
dsdydτ
}
·d
[
Du(x)·k
]
.
(2.40)
Performing a change of variables on the r.h.s. of (2.40), using Fubini theorem and denoting for
short
y = y(ε, x, z, t, τ,k) = x− εz − τtk, (2.41)
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we infer
It = lim
ε→0+
1∫
0
∫
RN
η(z)
( ∫
K+τtk+εz
{ 1∫
0
∇aW
(
Pt(uε, y, s,k), uε(y)
)
ds
}
· d
[
Du(x) · k
])
dzdτ
= O
(∥∥Du∥∥( ∪τ∈[0,1] (∂K + τtk))
)
+
lim
ε→0+
1∫
0
∫
RN
η(z)
( ∫
K+τtk
{ 1∫
0
∇aW
(
Pt(uε, y, s,k), uε(y)
)
ds
}
· d
[
Du(x) · k
])
dzdτ
= O
(∥∥Du∥∥( ∪τ∈[0,1] (∂K + τtk))
)
+
lim
ε→0+
1∫
0
( ∫
K+τtk
{ 1∫
0
∫
RN
η(z)∇aW
(
Pt(uε, y, s,k), uε(y)
)
dzds
}
· d
[
Du(x) · k
])
dτ. (2.42)
Using the easy to check fact that
∫
Dτ∩Ju
d
∣∣∣Du(x) · k∣∣∣ = ∫
Dτ∩Ju
∣∣∣u+(x)− u−(x)∣∣∣ ∣∣k · ν(x)∣∣ dHN−1(x) = 0 for a.e. τ ∈ (0, 1),
where Dτ :=
(
Ju + τtk
) ∪ (Ju − (1− τ)tk), (2.43)
we decompose (2.42) as:
It = O
(∥∥Du∥∥( ∪τ∈[0,1] (∂K + τtk))
)
+
lim
ε→0+
1∫
0
( ∫
(K+τtk)∩Ju
{ 1∫
0
∫
RN
η(z)∇aW
(
Pt(uε, y, s,k), uε(y)
)
dzds
}
· d
[
Du(x) · k
])
dτ
+ lim
ε→0+
1∫
0
( ∫
(K+τtk)\Ju
{ 1∫
0
∫
RN
η(z)∇aW
(
Pt(uε, y, s,k), uε(y)
)
dzds
}
· d
[
Du(x) · k
])
dτ
= O
(∥∥Du∥∥( ∪τ∈[0,1] (∂K + τtk))
)
+
lim
ε→0+
1∫
0
( ∫
((K+τtk)∩Ju)\Dτ
{ 1∫
0
∫
RN
η(z)∇aW
(
Pt(uε, y, s,k), uε(y)
)
dzds
}
· d
[
Du(x) · k
])
dτ
+ lim
ε→0+
1∫
0
( ∫
(K+τtk)\(Ju∪Dτ )
{ 1∫
0
∫
RN
η(z)∇aW
(
Pt(uε, y, s,k), uε(y)
)
dzds
}
· d
[
Du(x) · k
])
dτ
+ lim
ε→0+
1∫
0
( ∫
((K+τtk)∩Dτ )\Ju
{ 1∫
0
∫
RN
η(z)∇aW
(
Pt(uε, y, s,k), uε(y)
)
dzds
}
· d
[
Du(x) · k
])
dτ.
(2.44)
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On the other hand, by (2.35) we obtain that for HN−1−a.e. x ∈ Ω \ Ju, for every z ∈ RN and
for every small ε > 0 we have
∣∣∣uε(x−εz)−u˜(x)∣∣∣ =
∣∣∣∣
∫
RN
η(y)
(
u
(
x−εz+εy)−u˜(x))dy∣∣∣∣ =
∫
RN
η(y+z)
(
u
(
x+εy
)−u˜(x))dy∣∣∣∣
=
∣∣∣∣
∫
B(1+|z|)(0)
η(y+z)
(
u
(
x+εy
)−u˜(x))dy∣∣∣∣ ≤ ( sup
y∈RN
∣∣η(y)∣∣)(∫
B(1+|z|)(0)
∣∣∣u(x+εy)−u˜(x)∣∣∣dy).
(2.45)
Then, by the definition of the approximate limit, for every z ∈ RN we deduce
lim
ε→0+
uε(x− εz) = u˜(x) = u¯(x) for HN−1−a.e. x ∈ Ω \ Ju (2.46)
(where u¯(x) was defined in (2.36)). In particular, by (2.46) for every small t > 0 and for every
τ ∈ (0, 1) we have:
lim
ε→0+
uε
(
x− εz − τtk) = u¯(x− τtk) for HN−1−a.e. x ∈ (K + τtk) \ (Ju + τtk) (2.47)
and
lim
ε→0+
uε
((
x− εz − τtk)+ tk) = u¯(x+ (1− τ)tk)
for HN−1−a.e. x ∈ (K + τtk) \ (Ju − (1− τ)tk). (2.48)
Then, using (2.47), (2.48), (2.37), Dominated Convergence and (2.43), yields
lim
ε→0+
1∫
0
( ∫
((K+τtk)∩Ju)\Dτ
{ 1∫
0
∫
RN
η(z)∇aW
(
Pt(uε, y, s,k), uε(y)
)
dzds
}
· d
[
Du(x) · k
])
dτ =
1∫
0
∫
((K+τtk)∩Ju)\Dτ
{ 1∫
0
∇aW
(
su¯
(
x+(1−τ)tk)+(1−s)u¯(x−τtk), u¯(x−τtk))ds
}
·d
[
Du(x)·k
]
dτ
=
1∫
0
∫
(K+τtk)∩Ju
{ 1∫
0
∇aW
(
su¯
(
x+(1−τ)tk)+(1−s)u¯(x−τtk), u¯(x−τtk))ds
}
·d
[
Du(x)·k
]
dτ.
(2.49)
Similarly, using (2.47), (2.48), (2.37) and Dominated Convergence yields
lim
ε→0+
1∫
0
( ∫
(K+τtk)\(Ju∪Dτ )
{ 1∫
0
∫
RN
η(z)∇aW
(
Pt(uε, y, s,k), uε(y)
)
dzds
}
· d
[
Du(x) · k
])
dτ =
1∫
0
∫
(K+τtk)\(Ju∪Dτ )
{ 1∫
0
∇aW
(
su¯
(
x+(1−τ)tk)+(1−s)u¯(x−τtk), u¯(x−τtk))ds
}
·d
[
Du(x)·k
]
dτ.
(2.50)
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On the other hand, since the set (K + τtk) ∩Dτ is HN−1 σ-finite, by Theorem A.2 we have∫
((K+τtk)∩Dτ )\Ju
d
∣∣Du(x) · k∣∣ = 0, (2.51)
and in particular,
lim
ε→0+
1∫
0
( ∫
((K+τtk)∩Dτ )\Ju
{ 1∫
0
∫
RN
η(z)∇aW
(
Pt(uε, y, s,k), uε(y)
)
dzds
}
·d
[
Du(x)·k
])
dτ = 0.
(2.52)
Thus, inserting (2.49), (2.50) and (2.52) into (2.44) yields
It = O
(∥∥Du∥∥( ∪τ∈[0,1] (∂K + τtk))
)
+
1∫
0
∫
(K+τtk)∩Ju
{ 1∫
0
∇aW
(
su¯
(
x+(1−τ)tk)+(1−s)u¯(x−τtk), u¯(x−τtk))ds
}
·d
[
Du(x)·k
]
dτ+
1∫
0
∫
(K+τtk)\(Ju∪Dτ )
{ 1∫
0
∇aW
(
su¯
(
x+(1−τ)tk)+(1−s)u¯(x−τtk), u¯(x−τtk))ds
}
·d
[
Du(x)·k
]
dτ.
(2.53)
Then, using again (2.51) in (2.53) we get
It = O
(∥∥Du∥∥( ∪τ∈[0,1] (∂K + τtk))
)
+
1∫
0
∫
K+τtk
{ 1∫
0
∇aW
(
su¯
(
x+ (1− τ)tk)+ (1− s)u¯(x− τtk), u¯(x− τtk))ds
}
· d
[
Du(x) · k
]
dτ.
(2.54)
On the other hand, by Theorem 3.108 and Remark 3.109 from [2] we deduce that


lim
ρ→0+
∫ 1
0
(∣∣u¯(x+ ρsk)− u˜(x)∣∣ + ∣∣u¯(x− ρsk)− u˜(x)∣∣) ds = 0,
HN−1 a.e. in Ω \ Ju
lim
ρ→0+
∫ 1
0
(∣∣u¯(x+ ρsk)− u+(x)∣∣ + ∣∣u¯(x− ρsk)− u−(x)∣∣) ds = 0,
HN−1 a.e. in
{
x ∈ Ju : k · ν(x) > 0
}
lim
ρ→0+
∫ 1
0
(∣∣u¯(x+ ρsk)− u−(x)∣∣ + ∣∣u¯(x− ρsk)− u+(x)∣∣) ds = 0,
HN−1 a.e. in
{
x ∈ Ju : k · ν(x) < 0
}
.
(2.55)
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Thus, since ‖Du‖(∂K) = 0, by (2.54), the first equation in (2.55), Dominated Convergence and
the properties W (a, b) = W (b, a), W (a, a) = 0 and ∇W (a, a) = 0 (since W ≥ 0), we obtain
lim
t→0+
It = lim
t→0+
1
t
∫
K
W
(
u(x+ tk), u(x)
)
dx =
lim
t→0+
1∫
0
∫
Ju∩K
{ 1∫
0
∇aW
(
su¯
(
x+(1−τ)tk)+(1−s)u¯(x−τtk), u¯(x−τtk))ds
}
·d
[
Du(x)·k
]
dτ.
(2.56)
Then by inserting the second two equations in (2.55) into (2.56) and using Dominated Conver-
gence and Theorem A.2 we deduce:
lim
t→0+
It =
∫
Ju∩K
1∫
0
∇aW
(
su+(x)+(1−s)u−(x), u−(x)
)
·(u+(x)−u−(x))(max{k ·ν(x), 0})dsdHN−1(x)+
∫
Ju∩K
1∫
0
∇aW
(
su−(x)+(1−s)u+(x), u+(x)
)
·(u−(x)−u+(x))(max{−k·ν(x), 0})dsdHN−1(x).
(2.57)
Then, using the Fundamental Theorem of Calculus in (2.57) gives
lim
t→0+
It =
∫
Ju∩K
W
(
u+(x), u−(x)
)(
max
{
k · ν(x), 0})dHN−1(x)
+
∫
Ju∩K
W
(
u−(x), u+(x)
)(
max
{− k · ν(x), 0})dHN−1(x)
=
∫
Ju∩K
W
(
u+(x), u−(x)
)∣∣k · ν(x)∣∣dHN−1(x). (2.58)
The desired estimate (2.32) follows immediately from (2.58) and (2.33) is deduced from the
particular case W (a, b) = |a − b|q. Moreover, for any compact set K ⊂⊂ Ω, we can choose
Ω1 ⊂⊂ Ω such that K ⊂⊂ Ω1 and then for every small t > 0 we clearly have
0 ≤ 1
t
∫
K
∣∣∣u(x+ tk)− u(x)∣∣∣qdx ≤ 2q−1‖u‖q−1L∞(K)
∫
K
1
t
∣∣∣u(x+ tk)− u(x)∣∣∣dx
≤ 2q−1‖u‖q−1L∞(K)‖u‖BV (Ω1). (2.59)
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Thus by dominated convergence we get
Au,q
(
K
)
= lim
t→0+
(∫
B1(0)
∫
K
1
t|z|
∣∣∣u(x+ tz)− u(x)∣∣∣qdxdz
)
=
(∫
B1(0)
(∫
Ju∩K
∣∣∣u+(x)− u−(x)∣∣∣q∣∣∣∣ z|z| · ν(x)
∣∣∣∣dHN−1(x)
)
dz
)
=
(∫
B1(0)
|z1|
|z| dz
)(∫
Ju∩K
∣∣∣u+(x)− u−(x)∣∣∣qdHN−1(x))
=
(
1
N
∫
SN−1
|z1|dHN−1(z)
)(∫
Ju∩K
∣∣∣u+(x)− u−(x)∣∣∣qdHN−1(x)), (2.60)
and (2.34) follows.
Proof of Theorem 2.1. Identities (2.10) and (2.11) follow from Proposition 2.4. For every k ∈
SN−1, every open Ω1 ⊂ Ω such that u ∈ BV (Ω1,Rd) ∩ L∞(Ω1,Rd), every K ⊂⊂ Ω1 and
0 < t < dist(K,RN \ Ω1) we have
0 ≤ 1
t
∫
K
∣∣∣u(x+ tk)− u(x)∣∣∣qdx ≤ 2q−1‖u‖q−1L∞(K)
∫
K
1
t
∣∣∣u(x+ tk)− u(x)∣∣∣dx
≤ 2q−1‖u‖q−1L∞(K)‖u‖BV (Ω1). (2.61)
Therefore, we obtain BVloc(Ω,R
d) ∩ L∞loc(Ω,Rd) ⊂ BV qloc(Ω,Rd).
Finally, if Ω is an open set with bounded Lipschitz boundary and u ∈ BV (Ω,Rd) ∩
L∞(Ω,Rd), then we can extend the function u(x) to all of RN in such a way that u ∈
BV (RN ,Rd) ∩ L∞(RN ,Rd) and ‖Du‖(∂Ω) = 0. Next in the case of bounded Ω clearly, we
have
Au,q(Ω) ≤ Aˆu,q(Ω) ≤ Au,q(Ω). (2.62)
Thus, since ‖Du‖(∂Ω) = 0, combining (2.62) together with (2.10) and (2.11) yields Au,q(Ω) =
Aˆu,q(Ω) = Au,q(Ω), and in particular, u ∈ BV q(Ω,Rd). On the hand, if Ω is unbounded consider
a strictly increasing positive sequence Rn ↑ ∞, such that ‖Du‖
(
∂Ω ∪ ∂BRn(0)
)
= 0. Then,
similarly to (2.61) we have
Au,q(Ω) ≤ Aˆu,q(Ω) ≤ Au,q
(
Ω ∩ BRn+2(0)
)
+ Au,q
(
RN \BRn+1(0)
)
≤ Au,q
(
Ω ∩ BRn+2(0)
)
+
1
LN(B1(0))Bu,q
(
RN \BRn+1(0)
)
≤ Au,q
(
Ω ∩ BRn+2(0)
)
+
2q−1
LN(B1(0))‖u‖
q−1
L∞(RN )‖u‖BV (RN\BRn (0)). (2.63)
Thus letting n tend to ∞ in (2.63) and using (2.10) and (2.11) again yields
Au,q(Ω) = Aˆu,q(Ω) = lim
n→∞
Au,q
(
Ω ∩ BRn+2(0)
)
,
that completes the proof.
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The next Lemma contains the main ingredient of the proof of Theorem 1.2.
Lemma 2.4. For any open set Ω ⊂ RN , q > 1 and u ∈ W 1q ,q(Ω,Rd) we have u ∈ BV q(Ω,Rd).
Moreover,
A¯u,q
(
Ω
) ≤ ∫
Ω
∫
Ω
∣∣u(x)− u(y)∣∣q
|x− y|N+1 dydx (2.64)
and
Aˆu,q
(
Ω
)
= 0. (2.65)
Proof. For every ε ∈ (0, 1) we have
∞ > T =
∫
Ω
(∫
Ω
∣∣u(x)− u(y)∣∣q
|x− y|N+1 dy
)
dx ≥
∫
Ω
(∫
Bε(x)∩Ω
∣∣u(x)− u(y)∣∣q
|x− y|N+1 dy
)
dx
≥
∫
Ω
(∫
Bε(x)∩Ω
1
εN
∣∣u(x)− u(y)∣∣q
|x− y| dy
)
dx. (2.66)
In particular, we deduce (2.64). Next, by (2.66) we infer
lim sup
ε→0+
(∫
Ω
(∫
Bε(x)∩Ω
1
εN
∣∣u(x)− u(y)∣∣q
|x− y| dy
)
dx
)
≤
lim sup
ε→0+
(∫
Ω
(∫
Bε(x)∩Ω
∣∣u(x)− u(y)∣∣q
|x− y|N+1 dy
)
dx
)
≤
∫
Ω
(∫
Ω
∣∣u(x)− u(y)∣∣q
|x− y|N+1 dy
)
dx <∞. (2.67)
On the other hand, dominated convergence implies that
lim sup
ε→0+
(∫
Ω
(∫
Bε(x)∩Ω
∣∣u(x)− u(y)∣∣q
|x− y|N+1 dy
)
dx
)
= 0.
Plugging the above in (2.67) yields
lim sup
ε→0+
(∫
Ω
(∫
Bε(x)∩Ω
1
εN
∣∣u(x)− u(y)∣∣q
|x− y| dy
)
dx
)
= 0, (2.68)
and (2.65) follows.
We recall below the definitions of the spaces B and B0 from [6].
Definition 2.4. For every x = (x1, . . . , xN ) ∈ RN and every ε > 0 consider the ε-cube:
Qε(x) :=
{
z = (z1, . . . , zN) ∈ RN : |zj − xj | < ε
2
}
. (2.69)
Then, for any open set Ω ⊂ RN and any ε > 0 denote by Rε(Ω) the set of all collections of
disjoint ε-cubes
{
Qε(xj)
}m
j=1
contained in Ω with m ∈
[
0, 1
εN−1
]
, such that
⋃m
j=1Qε(xj) ⊆ Ω
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and Qε(xk) ∩ Qε(xj) = ∅ whenever k 6= j. Furthermore, for every small ε > 0 and every
u ∈ L1loc(Ω,Rd) define
[u]ε(Ω) := sup
{
m∑
j=1
(
εN−1(LN(Qε(xj)))2
∫∫
(Qε(xj))2
∣∣∣u(y)− u(x)∣∣∣dydx) : {Qε(xj)}mj=1 ∈ Rε(Ω)
}
,
(2.70)
|u|B(Ω,Rd) := sup
ε∈(0,1)
[u]ε(Ω), (2.71)
and
[u](Ω) := lim sup
ε→0+
[u]ε(Ω). (2.72)
Define the spaces
B(Ω,Rd) :=
{
u ∈ L1(Ω,Rd) : |u|B(Ω,Rd) <∞
}
=
{
u ∈ L1(Ω,Rd) : [u](Ω) <∞},
B0(Ω,R
d) :=
{
u ∈ L1(Ω,Rd) : [u](Ω) = 0} ⊂ B(Ω,Rd). (2.73)
Then, B(Ω,Rd) is a normed linear space with the norm
‖u‖B(Ω,Rd) := |u|B(Ω,Rd) + ‖u‖L1(Ω,Rd), (2.74)
and B0(Ω,R
d) is a closed subspace of B(Ω,Rd).
Lemma 2.5. For any open set Ω ⊂ RN , q ≥ 1, u ∈ Lq(Ω,Rd), ε > 0, an integer m ∈
[
0, 1
εN−1
]
and arbitrary m points
{
xj
}m
j=1
⊂ Ω, such that ⋃mj=1Qε(xj) ⊂ Ω and Qε(xk) ∩ Qε(xj) = ∅ for
k 6= j, we have
m∑
j=1
εN−1
(
1(LN(Qε(xj)))2
∫
Qε(xj)
∫
Qε(xj)
∣∣∣u(y)− u(x)∣∣∣dydx
)
≤ N N+12q
(∫
Ω
∫
Bε′ (x)∩Ω
1
(ε′)N
∣∣u(y)− u(x)∣∣q
|y − x| dydx
) 1
q
, (2.75)
where ε′ := ε
√
N .
Proof. By Ho¨lder inequality, we have(
1(LN(Qε(xj)))2
∫
Qε(xj)
∫
Qε(xj)
∣∣∣u(y)− u(x)∣∣∣dydx
)
≤
(
1(LN(Qε(xj)))2
∫
Qε(xj)
∫
Qε(xj)
∣∣∣u(y)− u(x)∣∣∣qdydx
) 1
q
=
(
1
ε2N
∫
Qε(xj)
∫
Qε(xj)
∣∣∣u(y)− u(x)∣∣∣qdydx
) 1
q
≤
( √
N
εN−1
∫
Qε(xj)
∫
Qε(xj)
1
εN
∣∣u(y)− u(x)∣∣q
|y − x| dydx
)1
q
.
(2.76)
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On the other hand, by the Ho¨lder’s inequality (on finite sums) we have
( m∑
j=1
s
1
q
j
)
≤ m q−1q
( m∑
j=1
sj
) 1
q
. (2.77)
Therefore, by (2.76) and (2.77) we have
m∑
j=1
εN−1
(
1(LN(Qε(xj)))2
∫
Qε(xj)
∫
Qε(xj)
∣∣∣u(y)− u(x)∣∣∣dydx
)
≤
m∑
j=1
εN−1
( √
N
εN−1
∫
Qε(xj)
∫
Qε(xj)
1
εN
∣∣u(y)− u(x)∣∣q
|y − x| dydx
) 1
q
≤ εN−1m q−1q
(
m∑
j=1
√
N
εN−1
∫
Qε(xj)
∫
Qε(xj)
1
εN
∣∣u(y)− u(x)∣∣q
|y − x| dydx
) 1
q
=
(
εN−1m
) q−1
q
N
1
2q
(
m∑
j=1
∫
Qε(xj)
∫
Qε(xj)
1
εN
∣∣u(y)− u(x)∣∣q
|y − x| dydx
) 1
q
. (2.78)
By (2.78) and our assumption m ≤ 1
εN−1 it follows that
m∑
j=1
εN−1
(
1(LN(Qε(xj)))2
∫
Qε(xj)
∫
Qε(xj)
∣∣∣u(y)− u(x)∣∣∣dydx
)
≤ N 12q
(
m∑
j=1
∫
Qε(xj)
∫
Qε(xj)
1
εN
∣∣u(y)− u(x)∣∣q
|y − x| dydx
) 1
q
. (2.79)
Since for every x ∈ Qε(xj) we have Qε(xj) ⊂ B(ε√N)(x) ∩ Ω, we get from (2.79) that
m∑
j=1
εN−1
(
1(LN(Qε(xj)))2
∫
Qε(xj)
∫
Qε(xj)
∣∣∣u(y)− u(x)∣∣∣dydx
)
≤ N 12q
(
m∑
j=1
∫
Qε(xj)
( ∫
B(ε
√
N)(x)∩Ω
1
εN
∣∣u(y)− u(x)∣∣q
|y − x| dy
)
dx
) 1
q
=
N
N+1
2q
(
m∑
j=1
∫
Qε(xj)
( ∫
B(ε
√
N)(x)∩Ω
1
(ε
√
N)N
∣∣u(y)− u(x)∣∣q
|y − x| dy
)
dx
) 1
q
. (2.80)
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Since
⋃m
j=1Qε(xj) ⊂ Ω and Qε(xk) ∩Qε(xj) whenever k 6= j, by (2.80) we finally obtain
m∑
j=1
εN−1
(
1(LN(Qε(xj)))2
∫
Qε(xj)
∫
Qε(xj)
∣∣∣u(y)− u(x)∣∣∣dydx
)
≤ N N+12q
( ∫
⋃m
j=1Qε(xj)
( ∫
B(ε
√
N)(x)∩Ω
1
(ε
√
N)N
∣∣u(y)− u(x)∣∣q
|y − x| dy
)
dx
) 1
q
≤ N N+12q
(∫
Ω
∫
B
(ε
√
N)
(x)∩Ω
1
(ε
√
N)N
∣∣u(y)− u(x)∣∣q
|y − x| dydx
) 1
q
. (2.81)
From the above we can now deduce the main results about BV q-spaces as stated in the
Introduction.
Proof of Proposition 2.1. Follows from Lemma 2.3.
Proof of Theorem 1.2. For q = 1 it is well known. On the other hand, for q > 1 the results
follow from Lemma 2.4.
Proof of Theorem 1.3. Follows from Lemma 2.5 and Definition 2.4.
3 An application to Aviles-Giga type energies: proof of
Theorem 1.4
Th main ingredient needed for the proof of Theorem 1.4 is given by the next Lemma.
Lemma 3.1. Let Ω,Ω0 ⊂ RN be two open sets such that Ω0 ⊂⊂ Ω. Let q > 1 and ψ ∈
W 1,∞loc (Ω,R) be such that |∇ψ(x)| = 1 for a.e. x ∈ Ω and ∇ψ(x) ∈ BV qloc(Ω,RN). For η ∈
C∞c (R
N , [0,∞)) satisfying supp η ⊂ B1(0) and
∫
RN
η(z)dz = 1, every x ∈ Ω and every 0 < ε <
dist(x, ∂Ω) define
ψε(x) :=
1
εN
∫
RN
η
(y − x
ε
)
ψ(y)dy =
∫
RN
η(z)ψ(x+ εz)dz. (3.1)
Then,
lim sup
ε→0+
∫
Ω0
εq−1
∣∣∇2ψε(x)∣∣qdx ≤
(∫
RN
|z| 1q−1 ∣∣∇η(z)∣∣ qq−1dz)q−1A∇ψ,q(Ω0). (3.2)
Moreover, if q ≥ 2 then
lim sup
ε→0+
∫
Ω0
1
ε
(
1− ∣∣∇ψε(x)∣∣2) q2dx ≤
(∫
RN
|z| 2q−2 ∣∣η(z)∣∣ qq−2dz) q−22 A∇ψ,q(Ω0). (3.3)
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Proof. For every x ∈ Ω0 and small enough ε > 0 we have
∇ψε(x) := 1
εN
∫
RN
η
(y − x
ε
)
∇ψ(y)dy =
∫
RN
η(z)∇ψ(x+ εz)dz, (3.4)
and
ε∇2ψε(x) := − 1
εN
∫
RN
∇η
(y − x
ε
)
⊗∇ψ(y)dy = −
∫
RN
∇η(z)⊗∇ψ(x+ εz)dz. (3.5)
By (3.5),
∫
Ω0
εq−1
∣∣∇2ψε(x)∣∣qdx =
∫
Ω0
1
ε
∣∣ε∇2ψε(x)∣∣qdx =
∫
Ω0
1
ε
∣∣∣∣∣
∫
RN
∇η(z)⊗∇ψ(x+ εz)dz
∣∣∣∣∣
q
dx
=
∫
Ω0
1
ε
∣∣∣∣∣
∫
RN
∇η(z)⊗
(
∇ψ(x+ εz)−∇ψ(x)
)
dz
∣∣∣∣∣
q
dx. (3.6)
From (3.6) and Ho¨lder inequality we finally deduce that
∫
Ω0
εq−1
∣∣∇2ψε(x)∣∣qdx =
∫
Ω0
1
ε
∣∣∣∣∣
∫
RN
|z| 1q∇η(z)⊗ 1
|z| 1q
(
∇ψ(x+ εz)−∇ψ(x)
)
dz
∣∣∣∣∣
q
dx ≤
(∫
RN
|z| 1q−1 ∣∣∇η(z)∣∣ qq−1dz)q−1
(∫
B1(0)
∫
Ω0
1
ε|z|
∣∣∣∇ψ(x+ εz)−∇ψ(x)∣∣∣qdxdz
)
, (3.7)
and (3.2) follows.
On the other hand, since |∇ψ|2 = 1 a.e. in Ω we may write
∫
Ω0
1
ε
(
1− ∣∣∇ψε(x)∣∣2) q2dx =
∫
Ω0
1
ε
(
1−
∣∣∣∣
∫
RN
η(z)∇ψ(x+ εz)dz
∣∣∣∣
2
) q
2
dx =
∫
Ω0
1
ε
(∫
RN
η(z)
∣∣∇ψ(x+ εz)∣∣2 dz − ∣∣∣∣
∫
RN
η(z)∇ψ(x+ εz)dz
∣∣∣∣
2
) q
2
dx . (3.8)
By elementary computations we find for every x ∈ Ω0,
∫
RN
η(z)
∣∣∇ψ(x+ εz)∣∣2 dz − ∣∣∣∣
∫
RN
η(z)∇ψ(x+ εz)dz
∣∣∣∣
2
=
∫
RN
η(z)
∣∣∣∣∇ψ(x+ εz)−
∫
RN
η(y)∇ψ(x+ εy)dy
∣∣∣∣
2
dz =
∫
RN
η(z)
∣∣∣∣∇ψ(x+ εz)−∇ψ(x)−
∫
RN
η(y)
(∇ψ(x+ εy)−∇ψ(x))dy∣∣∣∣
2
dz =
∫
RN
η(z)
∣∣∣∇ψ(x+ εz)−∇ψ(x)∣∣∣2 −(∫
RN
η(z)
(∇ψ(x+ εz)−∇ψ(x))dz)2 . (3.9)
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Plugging (3.9) in (3.8), and then applying Ho¨lder inequality (using q ≥ 2) yields
∫
Ω0
1
ε
(
1− ∣∣∇ψε(x)∣∣2) q2dx ≤
∫
Ω0
1
ε
(∫
RN
η(z)
∣∣∣∇ψ(x+ εz)−∇ψ(x)∣∣∣2dz
) q
2
dx =
∫
Ω0
1
ε
(∫
RN
|z| 2q η(z) 1
|z| 2q
∣∣∣∇ψ(x+ εz)−∇ψ(x)∣∣∣2dz
) q
2
dx ≤
(∫
RN
|z| 2q−2 ∣∣η(z)∣∣ qq−2dz) q−22
(∫
B1(0)
∫
Ω0
1
ε|z|
∣∣∣∇ψ(x+ εz)−∇ψ(x)∣∣∣qdxdz
)
. (3.10)
Passing to the limit ε→ 0+ in (3.10) gives immediately (3.3).
Proof of Theorem 1.4. Inequality (1.25) follows from Lemma 3.1. Next by Ho¨lder inequality
we have:∫
Ω0
ε2
∣∣∇2ψε(x)∣∣3dx+
∫
Ω0
1
ε
∣∣∣1− ∣∣∇ψε(x)∣∣2∣∣∣ 32dx =
1
ε
∫
Ω0
1
3
(
3
√
3
∣∣ε∇2ψε(x)∣∣)3dx+ 1
ε
∫
Ω0
2
3
(
3
√
9
4
∣∣∣1− ∣∣∇ψε(x)∣∣2∣∣∣
) 3
2
dx
≥
∫
Ω0
1
ε
(
3
√
3
∣∣ε∇2ψε(x)∣∣)
(
3
√
9
4
∣∣∣1− ∣∣∇ψε(x)∣∣2∣∣∣
)
dx =
3
3
√
4
∫
Ω0
∣∣∇2ψε(x)∣∣∣∣∣1− ∣∣∇ψε(x)∣∣2∣∣∣dx.
(3.11)
Thus we deduce the first inequality in (1.27). On the other hand, the second inequality in
(1.27) is just a special case of (1.25) for q = p = 3.
A Appendix: Some known results on BV-spaces
In what follows we present some known definitions and results on BV-spaces; some of them
were used in the previous sections. We rely mainly on the book [2] by Ambrosio, Fusco and
Pallara.
Definition A.1. Let Ω be a domain in RN and let f ∈ L1(Ω,Rm). We say that f ∈ BV (Ω,Rm)
if the following quantity is finite:∫
Ω
|Df | := sup
{∫
Ω
f · divϕdx : ϕ ∈ C1c (Ω,Rm×N), |ϕ(x)| ≤ 1 ∀x
}
.
Definition A.2. Let Ω be a domain in RN . Consider a function f ∈ L1loc(Ω,Rm) and a point
x ∈ Ω.
i) We say that x is an approximate continuity point of f if there exists z ∈ Rm such that
lim
ρ→0+
∫
Bρ(x)
|f(y)− z| dy
ρN
= 0.
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In this case we denote z by f˜(x). The set of approximate continuity points of f is denoted by
Gf .
ii) We say that x is an approximate jump point of f if there exist a, b ∈ Rm and ν ∈ SN−1 such
that a 6= b and
lim
ρ→0+
∫
Bρ(x)
∣∣ f(y)− χ(a, b,ν)(y) ∣∣dy
ρN
= 0,
where χ(a, b,ν) is defined by
χ(a, b,ν)(y) :=

b if ν · y < 0,a if ν · y > 0.
The triple (a, b,ν), uniquely determined, up to a permutation of (a, b) and a change of sign of
ν, is denoted by (f+(x), f−(x),νf(x)). We shall call νf(x) the approximate jump vector and
we shall sometimes write simply ν(x) if the reference to the function f is clear. The set of
approximate jump points is denoted by Jf . A choice of ν(x) for every x ∈ Jf determines an
orientation of Jf . At an approximate continuity point x, we shall use the convention f
+(x) =
f−(x) = f˜(x).
Theorem A.1 (Theorems 3.69 and 3.78 from [2]). Consider an open set Ω ⊂ RN and f ∈
BV (Ω,Rm). Then:
i) HN−1-a.e. point in Ω \ Jf is a point of approximate continuity of f .
ii) The set Jf is σ-HN−1-rectifiable Borel set, oriented by ν(x). I.e., the set Jf is HN−1 σ-finite,
there exist countably many C1 hypersurfaces {Sk}∞k=1 such that HN−1
(
Jf \
∞⋃
k=1
Sk
)
= 0, and for
HN−1-a.e. x ∈ Jf ∩ Sk, the approximate jump vector ν(x) is normal to Sk at the point x.
iii)
[
(f+ − f−)⊗ νf
]
(x) ∈ L1(Jf , dHN−1).
Theorem A.2 (Theorems 3.92 and 3.78 from [2]). Consider an open set Ω ⊂ RN and f ∈
BV (Ω,Rm). Then the distributional gradient Df can be decomposed as a sum of two Borel
regular finite matrix-valued measures µf and D
jf on Ω,
Df = µf +D
jf,
where
Djf = (f+ − f−)⊗ νfHN−1xJf
is called the jump part of Df and
µf = (D
af +Dcf)
is a sum of the absolutely continuous and the Cantor parts of Df . The two parts µf and D
jf
are mutually singular to each other. Moreover, µf(B) = 0 for any Borel set B ⊂ Ω which is
HN−1 σ-finite.
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B Appendix: Proof of Proposition 2.3
Lemma B.1. For every q ≥ 1, if a measurable function f : R→ Rd defined a.e. in R belongs
to the space Vˆq(R,R
d), then f ∈ BV qloc
(
R,Rd
)
. Moreover, we have:
A¯f,q
(
R
) ≤ 4(vˆq,R(f))q. (B.1)
Proof. First, assume that f : R → Rd is defined everywhere in R and satisfies vq,R(f) < ∞.
Then by (1.5) we have:
A¯f,q
(
R
)
= sup
ε∈(0,1)
(∫
R
x+ε∫
x−ε
∣∣f(y)− f(x)∣∣q
ε|y − x| dydx
)
= sup
ε∈(0,1)
( 1∫
−1
∫
R
∣∣f(x+ εz)− f(x)∣∣q
ε|z| dxdz
)
=
sup
ε∈(0,1)
( 1∫
−1
∞∑
n=0
( (n+1)ε|z|∫
nε|z|
∣∣f(x+ εz)− f(x)∣∣q
ε|z| dx+
−nε|z|∫
−(n+1)ε|z|
∣∣f(x+ εz)− f(x)∣∣q
ε|z| dx
)
dz
)
≤
sup
ε∈(0,1)
{
lim
n→∞
1∫
−1
n∑
k=0
1
ε|z|
( (2k+1)ε|z|∫
2kε|z|
∣∣f(x+ εz)− f(x)∣∣qdx+
−(2k+1)ε|z|∫
−(2k+2)ε|z|
∣∣f(x+ εz)− f(x)∣∣qdx)dz
}
+
sup
ε∈(0,1)
{
lim
n→∞
1∫
−1
n∑
k=0
1
ε|z|
( (2k+2)ε|z|∫
(2k+1)ε|z|
∣∣f(x+εz)−f(x)∣∣qdx+
−2kε|z|∫
−(2k+1)ε|z|
∣∣f(x+εz)−f(x)∣∣qdx)dz
}
.
(B.2)
Denoting Jm = (mε|z|, (m+ 1)ε|z|), we get from (B.2) that
Af,q
(
R
) ≤ sup
ε∈(0,1)
{
lim
n→∞
1∫
−1
n∑
k=0
(
sup
x∈J2k
∣∣f(x+ εz)− f(x)∣∣q + sup
x∈J−(2k+2)
∣∣f(x+ εz)− f(x)∣∣q
)
dz
}
+ sup
ε∈(0,1)
{
lim
n→∞
1∫
−1
n∑
k=0
(
sup
x∈J2k+1
∣∣f(x+ εz)− f(x)∣∣q + sup
x∈J−(2k+1)
∣∣f(x+ εz)− f(x)∣∣q
)
dz
}
≤ 4(vq,R(f))q.
(B.3)
In the general case we have, by (B.3), for every g : R → Rd (defined everywhere on R)
satisfying g(x) = f(x) a.e. in R
A¯f,q
(
R
)
= A¯g,q
(
R
) ≤ 4(vq,R(g))q. (B.4)
Thus, taking infimum of the r.h.s. of (B.4) over all such g’s we finally deduce (B.1).
Proof of Proposition 2.3. Let g : [a, b] → Rd be defined everywhere in [a, b], satisfying g(x) =
f(x) a.e.. in [a, b] and vq,[a,b](g) <∞. Consider g˜ : R→ Rd defined by
g˜(x) :=


g(x) ∀ x ∈ [a, b],
g(a) ∀ x ∈ (−∞, a),
g(b) ∀ x ∈ (b,∞).
(B.5)
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By the definition of vq,I in (2.16) we clearly have
vq,R(g˜) = vq,[a,b](g) . (B.6)
Combining (B.3) with (B.6) we obtain
A¯f,q
(
(a, b)
)
= A¯g,q
(
(a, b)
)
= A¯g˜,q
(
(a, b)
) ≤ A¯g˜,q(R) ≤ 4(vq,R(g˜))q = 4(vq,[a,b](g))q. (B.7)
Taking the infimum of the r.h.s. of (B.7) over all g’s as above we finally deduce (2.18) and that
f ∈ BV q((a, b),Rd).
Proof of Lemma 2.1. We have,
sup
ρ∈(0,∞)
(
sup
|h|=ρ
∫
RN
(
1
ρs
∣∣u(x+h)−u(x)∣∣)qdx
)
≤ sup
ρ∈(0,∞)
(
sup
|h|≤ρ
∫
RN
(
1
ρs
∣∣u(x+h)−u(x)∣∣)qdx
)
= sup
ρ∈(0,∞)
sup
t∈(0,ρ]
(
sup
|h|=t
∫
RN
(
1
ρs
∣∣u(x+ h)− u(x)∣∣)qdx
)
≤ sup
ρ∈(0,∞)
(
sup
t∈(0,ρ]
(
sup
|h|=t
∫
RN
( 1
ts
∣∣u(x+ h)− u(x)∣∣)qdx)
)
=
sup
ρ∈(0,∞)
(
sup
|h|=ρ
∫
RN
(
1
ρs
∣∣u(x+ h)− u(x)∣∣)qdx
)
=
sup
ρ∈(0,∞)
(
sup
k∈SN−1
∫
RN
(
1
ρs
∣∣u(x+ ρk)− u(x)∣∣)qdx
)
. (B.8)
In particular, for s = 1
q
, by (B.8) we deduce
sup
ρ∈(0,∞)
(
sup
|h|≤ρ
∫
RN
(
1
ρs
∣∣u(x+ h)− u(x)∣∣)qdx
)
=
sup
ρ∈(0,∞)
(
sup
k∈SN−1
∫
RN
1
ρ
∣∣u(x+ ρk)− u(x)∣∣qdx). (B.9)
On the other hand by the triangle inequality and the convexity of g(s) := |s|q for every δ > 0
we have,
sup
ρ∈(0,δ)
(
sup
k∈SN−1
∫
RN
1
ρ
∣∣u(x+ρk)−u(x)∣∣qdx) ≤ sup
ρ∈(0,∞)
(
sup
k∈SN−1
∫
RN
1
ρ
∣∣u(x+ρk)−u(x)∣∣qdx) ≤
sup
ρ∈(0,δ)
(
sup
k∈SN−1
∫
RN
1
ρ
∣∣u(x+ ρk)− u(x)∣∣qdx)+ sup
ρ∈[δ,∞)
(
sup
k∈SN−1
∫
RN
1
ρ
∣∣u(x+ ρk)− u(x)∣∣qdx)
≤ sup
ρ∈(0,δ)
(
sup
k∈SN−1
∫
RN
1
ρ
∣∣u(x+ ρk)− u(x)∣∣qdx)
+
2q−1
δ
sup
ρ∈[δ,∞)
(
sup
k∈SN−1
∫
RN
(∣∣u(x+ ρk)∣∣q + ∣∣u(x)∣∣q)dx)
= sup
ρ∈(0,δ)
(
sup
k∈SN−1
∫
RN
1
ρ
∣∣u(x+ ρk)− u(x)∣∣qdx)+ 2q
δ
∥∥u∥∥q
Lq(RN ,Rd)
. (B.10)
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Therefore, by (B.9) and (B.10) we have:
sup
ε∈(0,δ)
(
sup
k∈SN−1
∫
RN
1
ε
∣∣u(x+εk)−u(x)∣∣qdx) ≤ sup
ρ∈(0,∞)
(
sup
|h|≤ρ
∫
RN
(
1
ρ(1/q)
∣∣u(x+h)−u(x)∣∣)qdx
)
≤ sup
ε∈(0,δ)
(
sup
k∈SN−1
∫
RN
1
ε
∣∣u(x+ εk)− u(x)∣∣qdx)+ 2q
δ
∥∥u∥∥q
Lq(RN ,Rd)
. (B.11)
Thus by (B.11) we clearly obtain that if u ∈ Lq(RN ,Rd) then
sup
ρ∈(0,∞)
(
sup
|h|≤ρ
∫
RN
(
1
ρ(1/q)
∣∣u(x+ h)− u(x)∣∣)qdx
)
<∞ if and only if
lim sup
ε→0+
(
sup
k∈SN−1
∫
RN
1
ε
∣∣u(x+ εk)− u(x)∣∣qdx) <∞. (B.12)
So we proved that u ∈ Lq(RN ,Rd) belongs to B1/qq,∞(RN ,Rd) if and only if we have Bˆu,q
(
RN
)
<
∞.
Next, given open Ω ⊂ RN let u ∈ Lqloc(Ω,Rd) and K ⊂⊂ Ω be a compact set. Moreover,
consider an open set U ⊂ RN such that we have the following compact embedding:
K ⊂⊂ U ⊂ U ⊂⊂ Ω.
Then, assuming u ∈ (B1/qq,∞)loc(Ω,Rd) implies existence of uˆ ∈ B1/qq,∞(RN ,Rd) such that uˆ(x) =
u(x) for every x ∈ U¯ , that gives
Bu,q
(
K
)
= Buˆ,q
(
K
) ≤ Bˆuˆ,q(RN) <∞.
On the other hand, if we assume
Bu,q
(
U
)
< +∞ , (B.13)
then define
uˆ(x) =

η(x)u(x) ∀x ∈ U0 ∀x ∈ RN \ U, (B.14)
where η(x) ∈ C∞c
(
U, [0, 1]
)
is some cut-off function such that η(x) = 1 for every x ∈ K. Thus
in particular uˆ(x) = u(x) for every x ∈ K and so, in order to complete the proof, we need just
to show that uˆ ∈ B1/qq,∞(RN ,Rd). Thus by (B.12) it is sufficient to show:
lim sup
ε→0+
(
sup
k∈SN−1
∫
RN
1
ε
∣∣uˆ(x+ εk)− uˆ(x)∣∣qdx) <∞. (B.15)
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However, since |η| ≤ 1, supp η ⊂⊂ U and η is smooth we have:
lim sup
ε→0+
(
sup
k∈SN−1
∫
RN
1
ε
∣∣uˆ(x+ εk)− uˆ(x)∣∣qdx) =
lim sup
ε→0+
(
sup
k∈SN−1
∫
U
1
ε
∣∣η(x+ εk)u(x+ εk)− η(x)u(x)∣∣qdx) =
lim sup
ε→0+
(
sup
k∈SN−1
∫
U
1
ε
∣∣∣η(x+ εk)(u(x+ εk)− u(x))+ (η(x+ εk)− η(x))u(x)∣∣∣qdx)
≤ lim sup
ε→0+
(
sup
k∈SN−1
∫
U
2q−1
ε
(∣∣∣η(x+ εk)(u(x+ εk)− u(x))∣∣∣q + ∣∣∣(η(x+ εk)− η(x))u(x)∣∣∣q)dx
)
≤ 2q−1 lim sup
ε→0+
(
sup
k∈SN−1
∫
U
1
ε
(∣∣∣u(x+ εk)− u(x)∣∣∣q)dx
)
+
2q−1 lim sup
ε→0+
(
εq−1 sup
k∈SN−1
∫
U
∣∣∣∣
(
η(x+ εk)− η(x))
ε
∣∣∣∣
q∣∣u(x)∣∣qdx
)
≤ 2q−1Bu,q
(
U
)
+ 2q−1
(∫
U
∣∣u(x)∣∣qdx)∥∥∇η∥∥q
L∞ <∞. (B.16)
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