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Κάκε επιτραπζηιο υπολογιςτικό ςφςτθμα, laptop, server, κινθτό τθλζφωνο όπωσ και πολλζσ άλλεσ 
θλεκτρονικζσ ςυςκευζσ ζχουν ωσ κεντρικι μονάδα επεξεργαςίασ των δεδομζνων τουσ επεξεργαςτζσ 
γενικοφ ςκοποφ (general purpose CPUs). Ο επεξεργαςτισ είναι ζνα ψθφιακό κφκλωμα το οποίο 
διαβάηει και εκτελεί εντολζσ. Οι εντολζσ αυτζσ «λζνε» ςτον επεξεργαςτι τι να κάνει. Αυτζσ οι εντολζσ 
είναι ςυνικωσ πάρα πολφ απλζσ όπωσ διάβαςε δεδομζνα από τθ μνιμθ, γράψε δεδομζνα ςτθ μνιμθ ι 
πρόςκεςε δφο αρικμοφσ. Όμωσ αυτζσ οι απλζσ πράξεισ πρζπει να εκτελοφνται πάρα πολφ γριγορα ζτςι 
ϊςτε ο χριςτθσ του επεξεργαςτι ι του ςυςτιματοσ που χρθςιμοποιεί τον επεξεργαςτι να βλζπει μια 
ομαλι εκτζλεςθ του προγράμματοσ που εκτελείται. 
Ζνασ τρόποσ για να επιτφχουμε βελτίωςθ του χρόνου εκτζλεςθσ είναι να χρθςιμοποιιςουμε 
μικρότερα τρανηίςτορ, δθλαδι να πάμε ςε καινοφργιεσ τεχνολογίεσ. Όπωσ φαίνεται ςτο Πίν. 12.1-1 θ 
εταιρία μικροεπεξεργαςτϊν Intel πθγαίνoντασ ςε μικρότερεσ τεχνολογίεσ όχι μόνο κατάφερε να 
επιταχφνει τουσ επεξεργαςτζσ τθσ (νόμοσ του Moore: διπλαςιαςμόσ τθσ ταχφτθτασ κάκε 1.5 χρόνο) 
αλλά και να χωρζςει περιςςότερα τρανηίςτορ ςτο ίδιο die. Περιςςότερα τρανηίςτορ ςθμαίνει ότι 
περιςςότερεσ λειτουργίεσ μπορεί να εκτελζςει ο επεξεργαςτισ. 
Ζνασ άλλοσ τρόποσ για να αυξιςουμε τθν ταχφτθτα εκτζλεςθσ εντολϊν είναι να χρθςιμοποιιςουμε 
περιςςότερουσ του ενόσ core ςε κάκε die (Core είναι το τμιμα του επεξεργαςτι που διαβάηει 
δεδομζνα από τθ μνιμθ, τα επεξεργάηεται και τα ξαναγράφει ςτθ μνιμθ). Οι επεξεργαςτζσ αρχικά 
είχαν μόνο ζναν core. Ζνασ dual-core επεξεργαςτισ ζχει δφο cores οι οποίοι επεξεργάηονται παράλλθλα 
τα δεδομζνα των προγραμμάτων με αποτζλεςμα τθν επιτάχυνςθ τθσ εκτζλεςισ τουσ. Οι ςθμερινοί 
επεξεργαςτζσ ζχουν ενςωματωμζνουσ περιςςότερουσ από 40 cores ςε κάκε die (multi-cores). Είναι 
όμωσ ςθμαντικό να ςθμειωκεί ότι ςε ζναν επεξεργαςτι multi-core το κάκε core δεν είναι ανεξάρτθτο 
από τα άλλα αφοφ όλα τα core προςπελαφνουν μια κοινι μνιμθ (RAM). Ζτςι αν κάποιο core ζχει 
μεταβάλλει τα δεδομζνα ςτθ μνιμθ τότε το δεφτερο core κα πρζπει να είναι ενιμερο γι αυτιν τθ 
πράξθ και αν χρειαςτεί να χρθςιμοποιιςει αυτά τα δεδομζνα κα πρζπει να διαβάςει ζνα ςωςτό 
αντίγραφο. Ζνα γενικό διάγραμμα τθσ διαδικαςίασ που μόλισ περιγράψαμε φαίνεται ςχθματικά ςτο 
διάγραμμα τθσ ΢χ. 2.1-1. Αυτό είναι ζνα κλαςςικό πρόβλθμα καταναλωτι – παραγωγοφ που όπωσ κα 
δοφμε λφνεται με τθ χριςθ του πρωτοκόλλου MSI. 
 
Name Date Transistors Microns Clock speed Data width MIPS 
8080 1974 6000 6 2MHz 8 bits 0.64 
8088 1979 29000 3 5 MHz 16 bits, 8-bit bus 0.33 
80286 1982 134000 1.5 6 MHz 16 bits 1 
80386 1985 275000 1.5 16 MHz 32 bits 5 
80486 1989 1200000 1 25 MHz 32 bits 20 
Pentium 1993 3100000 0.8 60 MHz 32 bits, 64-bit bus 100 
Pentium II 1997 7500000 0.35 233 MHz 32 bits, 64-bit bus ~300 
Pentium IIΙ 1999 9500000 0.25 450 MHz 32 bits, 64-bit bus ~510 
Pentium 4 2000 42000000 0.18 1.5 GHz 32 bits, 64-bit bus ~1700 
Pentium 4 
"Prescott" 
2004 125000000 0.09 3.6 GHz 32 bits, 64-bit bus ~7000 
Πίν. 12.1-1: Η Intel κινικθκε ςε μικρότερεσ τεχνολογίεσ κατά τθ διάρκεια των χρόνων. 
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Ζτςι ςε αυτι τθ διπλωματικι εργαςία κα υλοποιιςουμε τρεισ διαφορετικοφσ τφπουσ 
επεξεργαςτϊν: (α) ζναν single-cycle, (β) ζναν pipeline και (γ) ζναν dual core. ΢κοπόσ μασ είναι αρχικά θ 
ορκι λειτουργικότθτα όλων των επεξεργαςτϊν και ζπειτα θ πραγματικι τουσ υλοποίθςθ 
  
 
Σχ. 2.1-1:Γενικό ςχθματικό διάγραμμα τθσ επικοινωνίασ των cores ενόσ επεξεργαςτι dual-core. Το κοινό τμιμα 
των cores είναι θ μνιμθ RAM και θ επικοινωνία γίνεται μζςω του bus. 
 
ςε FPGA. Ζχοντασ υλοποιιςει τουσ επεξεργαςτζσ ςε FPGA κα μπορζςουμε να μετριςουμε τθν απόδοςι 
τουσ και να τουσ ςυγκρίνουμε μεταξφ τουσ. 
Η περιγραφι όλων των κυκλωμάτων γίνεται με τθ χριςθ τθσ γλϊςςασ VHDL. Η VHDL είναι μια 
γλϊςςα περιγραφισ ολοκλθρωμζνων ψθφιακϊν κυκλωμάτων που χρθςιμοποιείται για να περιγράψει 
ςυςτιματα τα οποία κα υλοποιθκοφν είτε ςε FPGA (Field Programmable Gate Array) είτε ςε 
ολοκλθρωμζνο κφκλωμα IC (integrated circuit). ΢το ΢χ. 2.1-2 δείχνουμε τα διαγράμματα ροισ για τθν 
υλοποίθςθ ψθφιακϊν κυκλωμάτων ξεκινϊντασ από τθν περιγραφι τουσ ςε γλϊςςα VHDL και 
καταλιγοντασ ςτθν υλοποίθςθ τουσ ςε hardware. ΢ε κάκε βιμα τθσ διαδικαςίασ υλοποίθςθσ 
αναφζρουμε παραδείγματα εργαλείων και προγραμμάτων που μποροφν να χρθςιμοποιθκοφν για τθν 
παραγωγι του τελικοφ κυκλϊματοσ. ΢ε αυτι τθν εργαςία το τελικό κφκλωμα υλοποιείται ςε FPGA, 
δθλαδι ακολουκικθκε το διάγραμμα ροισ που φαίνεται ςτθν εικόνα με κόκκινο βζλοσ. 
΢φμφωνα με αυτό το διάγραμμα ο επεξεργαςτισ περιγράφεται ςε VHDL και επαλθκεφεται ςε 
λογικό επίπεδο με το πρόγραμμα ModelSim. Όταν είμαςτε ςίγουροι για τθ λογικι ορκότθτα του κϊδικα 
τότε είμαςτε ζτοιμοι για τθν ανάλυςθ και ςφνκεςθ του κυκλϊματοσ. Σο βιμα αυτό προχποκζτει τθ 
χριςθ μιασ βιβλιοκικθσ που δίδεται από το FPGA και περιλαμβάνει πλθροφορίεσ για τισ 
κακυςτεριςεισ των πυλϊν του FPGA. Αυτό το ςτάδιο όπωσ και τα υπόλοιπα εκτελοφνται από το 
πρόγραμμα Quartus II. Ο Fitter είναι υπεφκυνοσ για το placement και routing του FPGA και ο Assembler 
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για να ςυλλζξει όλθ τθ χριςιμθ πλθροφορία και να δθμιουργιςει το αρχείο .sof. Σο αρχείο .sof είναι 
αυτό που χρθςιμοποιοφμε για να κατεβάςουμε το κφκλωμά μασ ςτο FPGA όπου πλζον ακολουκεί θ 
επαλικευςθ τθσ ορκισ του λειτουργίασ. Επιπλζον θ ορκι λειτουργία του κυκλϊματοσ μπορεί να 
επαλθκευτεί με το ModelSim με τθ χριςθ τθσ VHDL που παράχκθκε μετά τθ χρονικι ανάλυςθ. Αυτι θ 
VHDL περιγράφει το κφκλωμα που δόκθκε αρχικά αλλά περιλαμβάνει επιπλζον πλθροφορία για τισ 
κακυςτεριςεισ των πυλϊν που είναι κατάλλθλθ για τθν επαλικευςθ τθσ ορκισ χρονικισ ανάλυςθσ. 
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2. Βαςικό ςύνολο εντολών 
 
΢ε αυτιν τθν ενότθτα κα περιγράψουμε το βαςικό ςφνολο εντολϊν που αντιλαμβάνονται οι 




Ο φάκελοσ καταχωρθτϊν αποτελείται από 32 καταχωρθτζσ που ςυμβολίηονται ωσ $0 - $31 των 
32bit ο κακζνασ. Ο καταχωρθτισ 0 ζχει μόνιμα τθν τιμι 0 και ο καταχωρθτισ 1 είναι δεςμευμζνοσ για 
τον assembler (ςυμβολομεταφραςτισ). Οι καταχωρθτζσ $4 - $7($a0 - $a3) χρθςιμοποιοφνται ωσ 
ορίςματα ςυναρτιςεων και οι καταχωρθτζσ $8 - $15($t0 - $t7) ωσ temporary καταχωρθτζσ. Ο $29($sp) 
είναι ο stack pointer,δθλαδι δείχνει ςτθν αρχι τθσ ςτοίβασ εκτζλεςθσ. Σζλοσ ο $31($ra) περιλαμβάνει 
τθ διεφκυνςθ επιςτροφισ τθσ ςυνάρτθςθσ που τον κάλεςε. 
Όλεσ οι εντολζσ μθχανισ του επεξεργαςτι MIPS ζχουν ςτακερό μικοσ 32bit ο κακζνασ. Οι εντολζσ 
ταξινομοφνται ςε 3 μεγάλεσ κατθγορίεσ R-type, I-type και J-type. ΢τθ ςυγκεκριμζνθ υλοποίθςθ οι R-type 





ADDU $rd,$rs,$rt R[rd] <= R[rs] + R[rt] 
AND $rd,$rs,$rt R[rd] <= R[rs] AND R[rt] 
JR $rs PC <= R[rs] 
NOR $rd,$rs,$rt R[rd] <= ~(R[rs] OR R[rt]) 
OR $rd,$rs,$rt R[rd] <= R[rs] OR R[rt] 
SLT $rd,$rs,$rt R[rd] <= (R[rs] < R[rt]) ? 1 : 0 
SLTU $rd,$rs,$rt R[rd] <= (R[rs] < R[rt]) ? 1 : 0 
SLL $rd,$rs,shamt R[rd] <= R[rs] << shamt 
SRL $rd,$rs,shamt R[rd] <= R[rs] >> shamt 
SUBU $rd,$rs,$rt R[rd] <= R[rs] - R[rt] 
XOR $rd,$rs,$rt R[rd] <= R[rs] XOR R[rt] 
2.1-1: R-type εντολζσ που υλοποιικθκαν ςτον επεξεργαςτι MIPS. 
 
ADDIU $rt,$rs,imm R[rt] <= R[rs] +SignExtImm 
ANDI $rt,$rs,imm R[rt] <= R[rs] + ZeroExtImm 
BEQ $rs,$rt,label PC <= (R[rs] == 
R[rt]?npc+BranchAddr:npc 
BNE $rs,$rt,label PC <= (R[rs] != 
R[rt])?npc+BranchAddr:npc 
LUI $rt,imm R[rt] <= {imm,16b'0} 
LW $rt,imm($rs) R[rt] <= M[R[rs] + SignExtImm] 
ORI $rt,$rs,imm R[rt] <= R[rs] OR ZeroExtImm 
SLTI $rt,$rs,imm R[rt] <= (R[rs] < SignExtImm)?1:0 
SLTIU $rt,$rs,imm R[rt] <= (R[rs] < SignExtImm)?1:0 
SW $rt,imm($rs) M[R[rs] + SignExtImm] <= R[rt] 
TSL $rt,imm($rs) R[rt] <= M[R[rs] + SignExtImm] <= 
0xffffffff 
XORI $rt,$rs,imm R[rt] <= R[rs] XOR ZeroExtImm 
Πίν. 2.1-2: I-type εντολζσ που υλοποιικθκαν ςτον επεξεργαςτι MIPS. 
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J Label PC <= JumpAddr 
JAL Label R[31] <= npc; PC <= JumpAddr 
2.1-3: J-type εντολζσ που υλοποιικθκαν ςτον επεξεργαςτι MIPS. 
 
Σζλοσ, για αυτι τθν εργαςία ορίηουμε κάποιεσ ειδικζσ εντολζσ (halt, org, chw και cfw). Η εντολι 
halt μεταφράηεται ςτθν εντολι FFFFFF θ οποία προτρζπει τον επεξεργαςτι να τερματίςει τθν 
λειτουργία του προγράμματοσ (δεσ Κεφ. 3 για λεπτομζρειεσ). Η εντολι org κζτει τθ διεφκυνςθ ςτθ 
μνιμθ εντολϊν όπου κα τοποκετθκεί ο κϊδικασ που τθν ακολουκεί. Οι εντολζσ chw και cfw κζτουν ςτθ 
μνιμθ δεδομζνων δεδομζνα μιςισ και ολόκλθρθσ λζξθσ. ΢θμειϊςτε ότι οι εντολζσ org, chw και cfw 
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Η διαδικαςία τθσ απόδειξθσ τθσ ορκότθτασ ενόσ μεγάλου και πολφπλοκου κυκλϊματοσ όπωσ είναι 
οι επεξεργαςτζσ που υλοποιιςαμε ςε αυτι τθν εργαςία είναι γενικά μια επίπονθ διαδικαςία. Για τον 
λόγο αυτό αποφαςίςαμε να δθμιουργιςουμε ζνα testbench το οποίο να ζχει τθ δυνατότθτα να ελζγχει 
εφκολα και κομψά τουσ επεξεργαςτζσ για πολλζσ περιπτϊςεισ. ΢ε αυτό το κεφάλαιο κα περιγράψουμε 
αυτι τθ μζκοδο. 
Σο testbench είναι ζνα εικονικό περιβάλλον που ζχει ςκοπό να ελζγξει και να πιςτοποιιςει τθν 
ορκι λειτουργία του μοντζλου του επεξεργαςτι. Ειδικότερα, το testbench λαμβάνει ωσ είςοδο ζνα 
αρχείο (meminit.hex) το οποίο περιλαμβάνει τισ εντολζσ (instructions) του προγράμματοσ που κα 
εκτελεςτεί από τον επεξεργαςτι κακϊσ και τισ αντίςτοιχεσ διευκφνςεισ τουσ. Ζτςι οι εντολζσ αυτζσ 
τοποκετοφνται ςτισ κατάλλθλεσ διευκφνςεισ ςτθ μνιμθ εντολϊν (instruction cache) του επεξεργαςτι. 
΢το τζλοσ αυτοφ του βιματοσ ο επεξεργαςτισ ζχει αρχικοποιθκεί με το πρόγραμμα που βρίςκεται ςτο 
meminit.hex. Θα ιταν χριςιμο να επιςθμανκεί ότι το αρχείο meminit.hex τελικά είναι είςοδοσ  ςτθ 
μνιμθ RAM που μασ ζχει δοκεί από το FPGA και πρακτικά βρίςκεται ςτθ μθτρικι κάρτα του 
υπολογιςτικοφ ςυςτιματοσ. Για παράδειγμα, παρακάτω παρακζτουμε το port map όπου ζχουμε 
επιςθμάνει τθν είςοδο του αρχείου: 
 
 altsyncram_component : altsyncram 
 GENERIC MAP ( 
  clock_enable_input_a => "BYPASS", 
  clock_enable_output_a => "BYPASS", 
  init_file => "meminit.hex", 
  intended_device_family => "Cyclone II", 
  lpm_hint => "ENABLE_RUNTIME_MOD=YES, INSTANCE_NAME=ramM", 
  lpm_type => "altsyncram", 
  numwords_a => 8192, 
  operation_mode => "SINGLE_PORT", 
  outdata_aclr_a => "NONE", 
  outdata_reg_a => "UNREGISTERED", 
  power_up_uninitialized => "FALSE", 
  widthad_a => 13, 
  width_a => 32, 
  width_byteena_a => 1 
 ) 
 PORT MAP ( 
  wren_a => wren, 
  clock0 => nclk, 
  address_a => new_addr, 
  data_a => data, 
  q_a => sub_wire0 
 ); 
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Σα δεδομζνα ςτο αρχείο ειςόδου αναπαρίςτανται ςε δεκαεξαδικό ςφςτθμα και κάκε γραμμι του 
αρχείου αναφζρεται ςε μια εντολι. Επίςθσ κάκε γραμμι του αρχείου μπορεί να διαςπαςτεί ςε τρία 
πεδία. Σο πρϊτο πεδίο αποτελείται από τα πρϊτα τζςςερα ψθφία τα οποία αναφζρονται ςτθ 
διεφκυνςθ τθσ εντολισ, δθλαδι θ διεφκυνςθ ειςόδου τθσ RAM κα ζχει μικοσ 16bit. Παρακάτω 
παρακζτουμε το entity τθσ RAM όπου επιςθμαίνουμε ότι όντωσ θ διεφκυνςθ ειςόδου τθσ RAM είναι 
16bit: 
 
ENTITY ram IS 
 PORT 
 ( 
  address : IN STD_LOGIC_VECTOR (15 DOWNTO 0); 
  clock  : IN STD_LOGIC ; 
  data  : IN STD_LOGIC_VECTOR (31 DOWNTO 0); 
  wren  : IN STD_LOGIC ; 




Σο δεφτερο πεδίο αποτελείται από τα 8 επόμενα ψθφία τθσ γραμμισ και αναφζρεται ςτθν εντολι. 
Ζτςι όπωσ ιταν αναμενόμενο μια εντολι ζχει μικοσ 32bit (αφοφ υλοποιοφμε 32-bit επεξεργαςτι). Για 
παράδειγμα, θ πρϊτθ γραμμι προτρζπει το testbench να τοποκετιςει τθν εντολι 340F0080 ςτθ 
διεφκυνςθ x00 (b00000000). Με τον ίδιο τρόπο, θ δεφτερθ γραμμι κα τοποκετιςει τθν εντολι 
ADE00008 ςτθ διεφκυνςθ x01 (b00000001). ΢θμειϊςτε ότι οι διευκφνςεισ αναφζρονται ςε λζξεισ 
(4bytes) και όχι ςε bytes. Ζτςι αν κζλουμε να βροφμε τισ διευκφνςεισ ςε bytes πρζπει να 
πολλαπλαςιάηουμε τισ διευκφνςεισ του αρχείου  4. Σο τελευταίο πεδίο αποτελείται από τα τελευταία 
δφο ψθφία τθσ γραμμισ. Αυτό το πεδίο δεν προςφζρει κάποια επιπλζον πλθροφορία για τθν εντολι 
αλλά χρθςιμοποιείται από τθ μνιμθ RAM για ανάκτθςθ δεδομζνων ςε περίπτωςθ που κάποια bit 
καταςτραφοφν κατά τθν ανάγνωςθ του αρχείου. Αυτι θ τεχνικι ςυνικωσ αναφζρεται ωσ cyclic 
redundancy check (CRC). Με αυτό το πεδίο δεν κα αςχολθκοφμε άλλο ςε αυτι τθ διπλωματικι. 
Σελευταία εντολι του προγράμματοσ είναι θ  FFFFFFFF. Όπωσ αναφζραμε ςτο Κεφ. 2 αυτι θ εντολι 
προτρζπει τον επεξεργαςτι να τερματίςει (halt). Σζλοσ, εκτόσ από εντολζσ το αρχείο ειςόδου περιζχει 
και δεδομζνα που πικανϊσ κα χρειαςτοφν κατά τθν εκτζλεςθ του προγράμματοσ. ΢τθ ςυγκεκριμζνθ 
περίπτωςθ οι τελευταίεσ δφο γραμμζσ (με κόκκινο) είναι τα δεδομζνα μαηί με τισ αντίςτοιχεσ 
διευκφνςεισ τουσ. Προφανϊσ, τα δεδομζνα αυτά κα φορτωκοφν από εντολζσ lw. 
Η ζξοδοσ του testbench είναι ζνα άλλο αρχείο, το memout.hex, που ζχει δομι ίδια με αυτι που 
περιγράψαμε για το meminit.hex και αναπαριςτά τα δεδομζνα τθσ μνιμθσ RAM μετά τον τερματιςμό 
τθσ εκτζλεςθσ του προγράμματοσ. Άρα το αρχείο αυτό περιλαμβάνει όχι μόνο τισ εντολζσ αλλά τα 
δεδομζνα που αποκθκεφτθκαν κατά τθ διάρκεια τθσ εκτζλεςθσ του προγράμματοσ, δθλαδι από τισ 
εντολζσ sw. Η ζξοδοσ του αρχείου meminit.hex που παρουςιάςτθκε παραπάνω είναι θ ακόλουκθ: 
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Σο πρόγραμμα αυτό εκτελεί τθν πράξθ του πολλαπλαςιαςμοφ. ΢τθ ςυγκεκριμζνθ περίπτωςθ 
πολλαπλαςιάηει τον αρικμό x05 (5) με τον x0A (10) και το αποτζλεςμα είναι προφανϊσ x32 (50). Με 
αυτό τον τρόπο μποροφμε εφκολα να ελζγχουμε αν ο επεξεργαςτισ λειτουργεί ςωςτά χωρίσ να 
χρειαςτεί να ελζγχουμε βιμα-βιμα τθν εκτζλεςθ των εντολϊν που με τον απλό πολλαπλαςιαςμό που 
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4. Single-Cycle processor 
 
Ζνασ single cycle επεξεργαςτισ ολοκλθρϊνει τθν εκτζλεςθ μίασ εντολισ ςε ζναν κφκλο μθχανισ 
μζςω μίασ διαδρομισ δεδομζνων που κα αναλφςουμε παρακάτω. Περιλθπτικά αυτό περιλαμβάνει τθν 
προςκόμιςθ τθσ εντολισ από τθ μνιμθ εντολϊν (RAMI), τθν αποκωδικοποίθςθ τθσ, τθν εκτζλεςθ τθσ 
ςτθν αρικμθτικι/λογικι μονάδα (ALU), τθν προςπζλαςθ τθσ μνιμθσ δεδομζνων, αν αυτό είναι 
απαραίτθτο και τθν επανεγγραφι των αποτελεςμάτων ςτον φάκελο καταχωρθτϊν. Αυτι θ τεχνικι αν 
και απλι ςτθν υλοποίθςθ τθσ οδθγεί ςε ζνα μεγάλο κρίςιμο μονοπάτι (long critical path) αφοφ τα 
περιςςότερα μζρθ του επεξεργαςτι ςυνδζονται ςειριακά μεταξφ τουσ. Άρα από τον επεξεργαςτι 
single-cycle δεν αναμζνουμε μεγάλθ απόδοςθ όςον αφορά τθν ταχφτθτά του. 
 
4.1 Βαςικέσ Δομικέσ Μονάδεσ 
 
Ζνασ λογικόσ τρόποσ να ξεκινιςουμε τθν υλοποίθςθ του επεξεργαςτι είναι να ςχεδιάςουμε τθ 
διαδρομι δεδομζνων και να εξετάςουμε τισ βαςικζσ δομικζσ μονάδεσ που απαιτοφνται για να 
εκτελεςτεί κάκε μια από τισ κατθγορίεσ των εντολϊν του MIPS που περιγράψαμε αναλυτικά ςτο Κεφ. 2. 
Για τθν πλιρθ εκτζλεςθ κάκε εντολισ εκτελοφνται πζντε βιματα. Σα δφο πρϊτα βιματα είναι ίδια 
για όλεσ τισ εντολζσ: 
1. Αποςτολι τθσ διεφκυνςθσ που είναι αποκθκευμζνθ ςτον μετρθτι προγράμματοσ (Program 
Counter - PC) ςτθ μνιμθ εντολϊν (ΡΑΜΙ) που περιζχει τον κϊδικα του προγράμματοσ και 
προςκόμιςθ τθσ εντολισ ςτον επεξεργαςτι. 
2. Αποκωδικοποίθςθ τθσ εντολισ από τον controller και παραγωγι όλων των κατάλλθλων 
ςθμάτων ελζγχου των πολυπλεκτϊν ι άλλων δομικϊν μονάδων. Κατά τθ διάρκεια του ίδιου 
βιματοσ γίνεται θ ανάγνωςθ ενόσ ι δφο καταχωρθτϊν, με τθ χριςθ των πεδίων τθσ εντολισ για 
τθν επιλογι των καταχωρθτϊν που κα διαβαςτοφν. ΢θμειϊςτε πωσ για τθν εντολι lw 
χρειάηεται να διαβάςουμε μόνο ζναν καταχωρθτι, αλλά οι περιςςότερεσ από τισ υπόλοιπεσ 
εντολζσ απαιτοφν τθν ανάγνωςθ δφο καταχωρθτϊν. 
Μετά από αυτά τα δφο βιματα, οι ενζργειεσ που απαιτοφνται για τθν ολοκλιρωςθ τθσ εντολισ 
εξαρτϊνται από τθν κατθγορία που ανικει. Για τισ περιςςότερεσ από τισ εντολζσ, οι ενζργειεσ ςε 
μεγάλο βακμό είναι ίδιεσ, ανεξάρτθτα από τον ακριβι κωδικό λειτουργίασ. Ακολουκϊντασ λοιπόν τθ 
διαδρομι των δεδομζνων για κάκε εντολι διαπιςτϊνουμε τθν ανάγκθ των παρακάτω δομικϊν 
μονάδων. 
 
4.1.1 Φάκελοσ Καταχωρητών (Register File) 
 
Ο φάκελοσ καταχωρθτϊν είναι θ τοπικι αποκικθ του επεξεργαςτι. Είναι θ πιο μικρι μνιμθ αλλά 
και θ πιο κοντινι ςτθ μονάδα επεξεργαςίασ (ALU). Οι περιςςότερεσ λειτουργίεσ περιλαμβάνουν τθ 
χριςθ ι τθν τροποποίθςθ δεδομζνων που βρίςκονται αποκθκευμζνα ςτο φάκελο καταχωρθτϊν. 
Επειδι ο φάκελοσ καταχωρθτϊν προςπελάηεται ςε κάκε εντολι πρζπει να είναι αρκετά γριγοροσ ϊςτε 
να μθν επιβαρφνει με κακυςτεριςεισ τθν ALU που περιμζνει τουσ τελεςτζσ για να εκτελζςει τισ 
προαποφαςιςμζνεσ εντολζσ. 
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entity registerFile is 
 port 
 ( 
  wdat  : in std_logic_vector (31 downto 0); 
  wsel  : in std_logic_vector (4 downto 0); 
  wen  : in std_logic; 
  clk  : in std_logic; 
  nReset : in std_logic; 
  rsel1  : in std_logic_vector (4 downto 0); 
  rsel2  : in std_logic_vector (4 downto 0); 
  rdat1  : out std_logic_vector (31 downto 0); 




Οι είςοδοι rsel1 και rsel2 είναι οι διευκφνςεισ των δφο τελεςτϊν οι οποίοι οδθγοφνται τελικά ςτισ 
πόρτεσ εξόδου rdat1 και rdat2 του φακζλου καταχωρθτϊν, αντίςτοιχα. Σο wen είναι ζνα bit επίτρεψθσ 
εγγραφισ και τα wdat είναι τα δεδομζνα που πρζπει να γραφοφν ςτον καταχωρθτι που δίδεται ςτθ 
διεφκυνςθ wsel. Σζλοσ το clk και το nReset είναι βαςικά ςιματα για τθ λειτουργία των καταχωρθτϊν. 
΢το φάκελο καταχωρθτϊν που ςχεδιάςαμε για τον επεξεργαςτι MIPS, υπάρχουν 32 καταχωρθτζσ, 
των 32 bits ζκαςτοσ. Κάκε καταχωρθτισ διακζτει μία είςοδο ρολογιοφ (clk), μία είςοδο δεδομζνων 
εγγραφισ (wdat), ζνα ςιμα επίτρεψθσ εγγραφισ (en) και μία ζξοδο δεδομζνων. Οι καταχωρθτζσ αυτοί 
διαχειρίηονται από πολυπλζκτεσ και αποκωδικοποιθτζσ όπωσ φαίνεται ςτο ΢χ. 4.1-1. Τπάρχουν δφο 
ζξοδοι από τον φάκελο καταχωρθτϊν (read ports) ζτςι ϊςτε ςε κάκε κφκλο ρολογιοφ μποροφμε να 
διαβάςουμε δφο καταχωρθτζσ, δθλαδι τα δφο τελοφμενα. Όςον αφορά ςτα δεδομζνα που μποροφμε 
να γράψουμε ςτον φάκελο καταχωρθτϊν, κάκε φορά μασ δίνεται θ δυνατότθτα μίασ μόνο ειςόδου 
δεδομζνων  (wdat), ενϊ  ποιοφ καταχωρθτι τα δεδομζνα κα ενθμερωκοφν επιλζγεται από το ςιμα 
επιλογισ (wsel). Αυτό βζβαια μπορεί να ςυμβεί μόνο όταν το wen ζχει τθν τιμι ‘1’, οπότε ςτθν άνοδο 
του ρολογιοφ γίνεται θ ενθμζρωςθ του καταχωρθτι. 
 
4.1.2 Αριθμητική Λογική Μονάδα (ALU) 
 
 Η αρικμθτικι λογικι μονάδα (ALU) αποτελεί ζνα από τα πιο ςθμαντικά μζρθ του επεξεργαςτι. ΢ε 
αυτι τθ δομικι μονάδα λαμβάνουν χϊρα όλεσ οι μακθματικζσ και λογικζσ πράξεισ. Η ALU είναι κακαρά 
ςυνδυαςτικό κφκλωμα και για τθν υλοποίθςθ τθσ δεν χρθςιμοποιοφμε κακόλου καταχωρθτζσ ι latches. 
Όπωσ κα δείξουμε από τθ ςφνκεςθ του κυκλϊματοσ δεν χρθςιμοποιικθκε κανζνα ακολουκιακό 
ςτοιχείο για τθν ALU. 
 Σο entity τθσ μονάδασ ALU ακολουκεί: 
 
entity alu is 
port   
(  
Opcode  :  in std_logic_vector (2 downto 0); 
A, B   :  in std_logic_vector (31 downto 0); 
Output  :  out std_logic_vector (31 downto 0); 
Negative  :  out  std_logic; 
overflow, zero :  out  std_logic 
);  
end alu; 
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Σχ. 4.1-1: Σχθματικό διάγραμμα του φακζλου καταχωρθτϊν. Αποτελείται από 32 καταχωρθτζσ των 32bit ο 
κακζνασ. Είναι επίςθσ ςχεδιαςμζνοσ ο decoder ςτθν είςοδο του φακζλου καταχωρθτϊν κακϊσ και οι δφο 
πολυπλζκτεσ ςτθν ζξοδό του. 
 
Η επιλογι τθσ λειτουργίασ που κα εκτελζςει κάκε φορά θ ALU γίνεται μζςω τθσ ειςόδου opcode θ 
οποία κακορίηεται από τθν εντολι που αποκωδικοποιικθκε. Οι πράξεισ και τα αντίςτοιχα opcodes που 
ζχουμε υλοποιιςει για τθν ALU δίνονται ςτον Πίν. 4.1-1. Επίςθσ, τα δφο τελοφμενα τθσ πράξθσ που κα 
εκτελζςει θ ALU δίνονται ςτισ ειςόδουσ A και B. 
 Σα ςιμα εξόδου output ζχει το αποτζλεςμα τθσ πράξθσ τθσ ALU. To zero, overflow και negative 
είναι επίςθσ ςιματα εξόδου. Πιο ςυγκεκριμζνα το zero είναι ενεργό, δθλαδι ‘1’, μόνο εάν θ ζξοδοσ 
output τθσ ALU είναι ίςθ με μθδζν. Σο ςιμα overflow είναι ενεργό, (‘1’) όταν μία μακθματικι πράξθ 
οδθγιςει ςε υπερχείλιςθ και το negative, αν το αποτζλεςμα είναι αρνθτικό (μόνο για τισ πράξεισ τθσ 
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Opcode Πράξθ Περιγραφι 
000 SLL OUTPUT<= A << B 
001 SRL OUTPUT<= A >> B 
010 ADD OUTPUT<= A + B 
011 SUB OUTPUT<= A – B 
100 AND OUTPUT<= A and B 
101 NOR OUTPUT<= A nor B 
110 OR OUTPUT<= A or B 
111 XOR OUTPUT<= A xor B 
Πίν. 4.1-1: Πράξεισ που ζχουν υλοποιθκεί ςτθν ALU και τα αντίςτοιχα opcode που τισ ενεργοποιοφν. 
 
 
Σχ. 4.1-2: Σχθματικό διάγραμμα του κυκλϊματοσ τθσ ALU (Arithmetic Logic Unit). 
4.1.3 Μονάδα ελέγχου (Controller) 
 
 Η μονάδα ελζγχου αποκωδικοποιεί τισ εντολζσ και προςδιορίηει τα πεδία τθσ εντολισ και τισ 
γραμμζσ ελζγχου που χρειάηονται ςτουσ πολυπλζκτεσ του επεξεργαςτι. Ο τρόποσ αποκωδικοποίθςθσ 
των εντολϊν διαφζρει ανάλογα με τθν κατθγορία τθσ κάκε εντολισ. Παρακάτω ςυνοψίηουμε ςφντομα 
τα πεδία των τριϊν βαςικϊν τφπων εντολϊν: 
 
1. R-type 
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Σο entity τθσ μονάδασ ελζγχου ακολουκεί: 
 
entity controller is 
port  
(  
Instruction : in std_logic_vector (31 downto 0); 
           Equal   : in std_logic;         
      Rs,Rt,Rd  :  out std_logic_vector (4 downto 0); 
           Imm16   :  out  std_logic_vector (15 downto 0);       
           ALUctr  :  out std_logic_vector (3 downto 0);      
           RegDst  :  out  std_logic_vector (1 downto 0);       
           RegWr,MemWr :  out  std_logic; 
PCsel   :  out  std_logic_vector (1 downto 0);        
           Jsel   :  out  std_logic;                             
           ExtOp   :  out  std_logic;                            
           ALUSrc  :  out  std_logic;                           
           MemtoReg  :  out  std_logic;                         
           LUIsel  :  out  std_logic;                           




Ζτςι θ μονάδα ελζγχου μεταφράηει τα κομμάτια τθσ εντολισ ςε ςιματα τα οποία κακορίηουν τισ 
επιλογζσ πολυπλεκτϊν (π.χ. RegDst, ALUsrc, MemtoReg, LUIsel, Jsel, PCsel), τθσ ALU (π.χ. ALUctr) για 
τθν πράξθ που κα επιλζξουμε, κακϊσ και τα ςιματα επίτρεψθσ για τθν εγγραφι τθσ μνιμθσ δεδομζνων 
και του Φακζλου Καταχωρθτϊν (MemWr και RegWr) και το ςιμα halt. 
 
4.1.4 Μετρητήσ Εντολών (Program Counter) 
 
 Ο Μετρθτισ Εντολϊν περιζχει τθ διεφκυνςθ τθσ επόμενθσ προσ εκτζλεςθ εντολισ που βρίςκεται  
αποκθκευμζνθ ςτον καταχωρθτι program counter. Για τθ φυςιολογικι ροι εκτζλεςθσ εντολϊν ο PC 
περιζχει τθν τιμι PC+4. Παρόλα αυτά, υπάρχουν εντολζσ οι οποίεσ αλλάηουν τθν εκτζλεςθσ ροισ του 
προγράμματοσ από τθν κανονικι ροι (ςειριακι ροι). Αυτό ςυμβαίνει όταν αποκωδικοποιθκοφν 
εντολζσ άλματοσ και διακλάδωςθσ οπότε ο καταχωρθτισ PC περιζχει τθ διεφκυνςθ που κακορίηεται 
από τθν εκάςτοτε εντολι άλματοσ. 
 Πιο ςυγκεκριμζνα, για τισ εντολζσ διακλάδωςθσ, θ επόμενθ τιμι του PC δίδεται ςυμβολικά από το 
{PC+4+SignEx(imm16),00}. Για τισ εντολζσ άλματοσ j και  jal θ επόμενθ τιμι του καταχωρθτι PC είναι το 
{PC+4[31:26],INSTRUCTION*25:00+,00}. Για εντολζσ άλματοσ από καταχωρθτι (jr), θ τιμι του 
καταχωρθτι PC λαμβάνεται από τον φάκελο καταχωρθτϊν. 
Ανεξάρτθτα από το πωσ κακορίηεται θ επόμενθ τιμι του καταχωρθτι PC αυτι προωκείται ςτθ 
μνιμθ εντολϊν (RAMI) και ζτςι επιλζγεται θ κατάλλθλθ εντολι προσ εκτζλεςθ. 
 Σο entity του μετρθτι εντολϊν ακολουκεί: 
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entity programCounter is 
port 
(  
CLK  : in std_logic; 
  nReset : in std_logic; 
PCWr  : in std_logic;                                  
  PCsel  : in  std_logic_vector(1 downto 0); 
  Imm16  : in  std_logic_vector(15 downto 0);          
  JumpHigh :  in  std_logic_vector(9 downto 0);     
RetAddr :  in  std_logic_vector(31 downto 0);           




4.1.5 Μνήμη Εντολών  & Δεδομένων & (Instruction & Data Cache) 
 
Οι τελευταίεσ δομικζσ μονάδεσ που κα παρουςιάςουμε ςε αυτι τθν ενότθτα και που είναι 
απαραίτθτεσ για τθν υλοποίθςθ του επεξεργαςτι είναι οι μνιμεσ του. Οι μνιμεσ αυτζσ είναι προφανϊσ 
θ μνιμθ δεδομζνων και εντολϊν. ΢ε αυτό το ςθμείο πρζπει να τονίςουμε τθν πρακτικι δυςκολία που 
υπάρχει για τθν υλοποίθςθ των μνθμϊν. Είναι προφανζσ πωσ μια μνιμθ μπορεί να υλοποιθκεί με τθ 
χριςθ των flip-flops του FPGA. Δυςτυχϊσ όμωσ το μζγεκόσ τουσ δεν μασ επιτρζπει να ακολουκιςουμε 
αυτόν τον τρόπο υλοποίθςθσ. Αυτό το πρόβλθμα λφνεται με τθ χριςθ μνθμϊν που παρζχονται από το 
FPGA ανεξάρτθτα από τα flip-flops. Ζτςι παρακάτω παρακζτουμε τα entity του rami και ramd όπωσ 
αυτά παράχκθκαν από τισ βιβλιοκικεσ του FPGA: 
 
entity rami is 
 port 
 ( 
  Address : in std_logic_vector (15 DOWNTO 0); 
  clock  : in std_logic; 
  data  : in std_logic_vector (31 DOWNTO 0); 
  wren  : in std_logic; 




entity ramd is 
 port 
 ( 
  address : in std_logic_vector (15 DOWNTO 0); 
  clock  : in  std_logic; 
  data  :  in std_logic_vector (31 DOWNTO 0); 
  wren  :  in std_logic; 




Παρατθριςτε ότι οι μνιμεσ ζχουν είςοδο το ρολόι, τθ διεφκυνςθ για ανάγνωςθ και εγγραφι, τα 
δεδομζνα ειςόδου για εγγραφι, ζνα ςιμα επίτρεψθσ τθσ εγγραφισ και μια ζξοδο με τα δεδομζνα που 
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διαβάςτθκαν. ΢θμειϊςτε ότι θ rami μασ παρζχει είςοδο εγγραφισ αλλά εμείσ δεν κα τθ 
χρθςιμοποιιςουμε αφοφ θ μνιμθ εντολϊν μόνο διαβάηεται και δεν γράφεται ποτζ. 
4.2 Προςομοίωςη 
4.2.1 Προςομοίωςη ςε Λογικό επίπεδο 
 
Εδϊ κάνουμε τθν προςομοίωςθ ςε λογικό επίπεδο του επεξεργαςτι. Παρατθροφμε ότι ο 
επεξεργαςτισ γίνεται reset από 0 ςε 1 αρχικά και ζτςι ξεκινάει θ εκτζλεςθ του προγράμματοσ που είναι 
αποκθκευμζνο ςτθν μνιμθ εντολϊν. Επίςθσ ο μετρθτισ εντολϊν είναι αρχικοποιθμζνοσ ςτθ διεφκυνςθ 
0 που αντιςτοιχεί ςτθν πρϊτθ εντολι του προγράμματοσ. Παρατθροφμε ότι ςτθν άνοδο του ρολογιοφ θ 
μνιμθ δζχεται τθ διεφκυνςθ εντολϊν από τον PC και ςτθν κάκοδο του ρολογιοφ επιςτρζφει τθν 
αντίςτοιχθ εντολι.  Σα παραπάνω ςιματα φαίνονται ςτθν Εικ. 4.2-3. Επίςθσ, ςε κάκε κφκλο μθχανισ 
μόνο μία εντολι διαβάηεται από τθ μνιμθ και μόνο μετά τθν ολοκλιρωςι τθσ ξεκινάει θ εκτζλεςθ τθσ 
επόμενθσ. Αυτόσ είναι ο λόγοσ που ο ςυγκεκριμζνοσ επεξεργαςτισ ονομάηεται Single-Cycle. 
 
Εικ. 4.2-3: Αρχικοποίθςθ του επεξεργαςτι με τθ φόρτωςθ των εντολϊν του προγράμματοσ ςτθ μνιμθ εντολϊν. 
 
Κατά τθ διάρκεια τθσ εκτζλεςθσ του προγράμματοσ το ςιμα halt είναι ςτο λογικό 0. Όταν ο 
επεξεργαςτισ αποκωδικοποιιςει τθν εντολι τερματιςμοφ FFFFFF κάνει το ςιμα halt ςτο λογικό 1, όπωσ 
φαίνεται ςτθν Εικ. 4.2-4. 
 
Εικ. 4.2-1: Τερματιςμόσ του προγράμματοσ από τθν εντολι FFFFFF και τθν ενεργοποίθςθ του ςιματοσ 
τερματιςμοφ halt. 
 
Μετά τον τερματιςμό του επεξεργαςτι το testbench διαβάηει τα δεδομζνα που τθσ μνιμθσ RAM 
και ςειριακά τα γράφει ςτο αρχείο εξόδου memout.hex, όπωσ περιγράψαμε ςτο Κεφ. 2. ΢τθν Εικ. 4.2-5 




Εικ. 4.2-2: Μετά τον τερματιςμό του προγράμματοσ το testbench ενεργοποιεί τθ διαδικαςία καταγραφισ των 
δεδομζνων τθσ μνιμθσ ςε αρχείο. 
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4.2.2 Σύνθεςη και Χρονική Ανάλυςη 
 
΢ε αυτι τθν υποενότθτα περιγράφουμε τθ διαδικαςία κατά τθν οποία ο λειτουργικά ορκόσ κϊδικασ 
VHDL που περιγράφει τον επεξεργαςτι single-cycle μετατρζπεται ςε πραγματικό κφκλωμα που 
αποτελείται από λογικζσ πφλεσ και flip-flops. Όπωσ ζχουμε αναφζρει όλα αυτά τα ςτοιχεία βρίςκονται 
ςτο core του FPGA. Ζπειτα ακολουκεί θ χρονικι ανάλυςθ κατά τθν οποία κακορίηονται,  ο μζγιςτοσ  
χρόνοσ εκτζλεςθσ και κατά ςυνζπεια θ ελάχιςτθ περίοδοσ ι θ μζγιςτθ ςυχνότθτα του ρολογιοφ. 
Για τθ ςφνκεςθ του κυκλϊματοσ χρθςιμοποιιςαμε το πρόγραμμα Quartus II. Δθμιουργιςαμε ζνα 
project για κάκε επεξεργαςτι και προςκζςαμε όλα τα απαραίτθτα αρχεία VHDL. ΢ε αυτι τθν 
περίπτωςθ είναι προφανϊσ πωσ δεν ειςάγαμε το testbench, γιατί δεν χρειάηεται κατά τθ διαδικαςία 
τθσ ςφνκεςθσ και γιατί δεν μπορεί να γίνει θ ςφνκεςθ του. Επίςθσ, κατά τθ δθμιουργία του project 
επιλζξαμε να χρθςιμοποιθκοφν οι βιβλιοκικεσ που αντιςτοιχοφν ςτο FPGA Cyclone II τθσ Altera. 
 
 
Εικ. 4.2-3:  Αποτελζςματα μετά από τθν επιτυχι μεταγλϊττιςθ και ςφνκεςθ του επεξεργαςτι Single-Cycle. 
 
Μετά το πζρασ τθσ εκτζλεςθσ τθσ ςφνκεςθσ του κυκλϊματοσ λάβαμε τθν αναφορά του Quartus. 
Από τθν αναφορά αυτι (βλ. Εικ. 4.2-6) παρατθροφμε ότι ο επεξεργαςτισ single-cycle χρθςιμοποιεί το 
7% των λογικϊν ςτοιχείων του FPGA και καταλαμβάνει το 54% τθσ ςυνολικισ μνιμθσ του. Η μνιμθ 
αυτι είναι θ rami και ramd που περιγράφθκαν ςτισ προθγοφμενεσ υποενότθτεσ. Επίςθσ, είναι 
αξιοςθμείωτο ότι ο αρικμόσ των register που χρθςιμοποιικθκαν είναι 1160 ακριβϊσ όςουσ δθλαδι 
περιμζναμε όταν ςχεδιάηαμε τον επεξεργαςτι. Ζτςι επιβεβαιϊνουμε ότι δεν δθμιουργικθκαν επιπλζον 
ακολουκιακά ςτοιχεία (π.χ. flip-flops ι latches) που δθμιουργικθκαν κατά τθ ςφνκεςθ αλλά δεν 
περιγραφθκαν από τθ VHDL. 
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Εικ. 4.2-4:  Αποτελζςματα από τθν Ανάλυςθ Χρονιςμοφ 
 
Από τθν ανάλυςθ Χρονιςμοφ παρατθροφμε ότι θ μζγιςτθ ταχφτθτα που μπορεί να τρζχει ο 
επεξεργαςτισ single-cycle για το ςυγκεκριμζνο FPGA είναι 16MHz. Επίςθσ υπάρχει θ δυνατότθτα να 
δοφμε πιο είναι το critical path που τελικά κακορίηει και τθ μζγιςτθ ςυχνότθτα του ρολογιοφ. ΢τθν Εικ. 
4.2-8  αναφζρονται τα 20 πιο κρίςιμα μονοπάτια. Παρατθριςτε ότι το πιο κρίςιμο μονοπάτι ξεκινάει 
από τθ μνιμθ εντολϊν και τερματίηει ςτον φάκελο καταχωρθτϊν. 
 ΢τθν Εικ. 4.2-9 βλζπουμε το floorplan όπωσ δίνεται από το Quartus. Με γαλάηιο χρϊμα 
αναπαρίςτανται οι περιοχζσ του FPGA που οποίεσ χρθςιμοποιικθκαν για τθν υλοποίθςθ του 
επεξεργαςτι single-cycle. ΢θμειϊςτε ότι μόνο θ μιςι μνιμθ του FPGA (μόνο θ μιςι μνιμθ ζχει γαλάηιο 
χρϊμα) χρθςιμοποιείτε για τισ rami και ramd όπωσ ιδθ διαπιςτϊςαμε και από τισ παραπάνω αναφορζσ 
του Quartus. Σζλοσ, ςτθν Εικ. 4.2-105 ζχουμε κάνει μεγζκυνςθ ςε μια μικρι περιοχι του floorplan που 
ζχει υλοποιθκεί το λογικό μζροσ του επεξεργαςτι. 
 
 
Εικ. 4.2-8: Τα 20 πρϊτα πιο μακριά κρίςιμα μονοπάτια. Το πιο κρίςιμο μονοπάτι κακορίηει τθ μζγιςτθ 
ςυχνότθτα του επεξεργαςτι που ςε αυτι τθν περίπτωςθ είναι 16MHz. 
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Εικ. 4.2-9: Γενικι κάτοψθ του floorplan. 
 
 
Εικ. 4.2-60:  Τμιμα του floorplan (ςε μεγζκυνςθ) 
 
΢τισ Εικ. 4.2-10 και Εικ. 4.2-11 φαίνονται τα διαγράμματα όλου του επεξεργαςτι αλλά και τμιμα 
αυτοφ ςε μεγζκυνςθ. Είναι φανερό ότι ο επεξεργαςτισ ζχει ειςόδουσ το ρολόι και το reset και ζξοδο το 
ςιμα halt που ενθμερϊνει ότι το προσ εκτζλεςθ πρόγραμμα τερμάτιςε. Παρατθριςτε ότι υπάρχουν και 
κάποιοι άλλοι είςοδοι-ζξοδοι οι οποίεσ όμωσ δεν είναι ςθμαντικζσ ςτθ λειτουργία του επεξεργαςτι. Ο 
λόγοσ φπαρξισ τουσ είναι για debugging του τελευταίου. 
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Εικ. 4.2-10: Σχθματικό διάγραμμα όπωσ αυτό προκφπτει ζπειτα από τθ ςφνκεςθ του επεξεργαςτι. 
 
 




΢ε αυτό το πρϊτο μζροσ τθσ εργαςίασ υλοποιιςαμε επιτυχϊσ τον επεξεργαςτι single-cycle. 
Επιβεβαιϊςαμε τθν ορκι λειτουργία του τόςο ςε λογικό (ModelSim) όςο και ςε πραγματικό 
περιβάλλον (FPGA). Επίςθσ, μετριςαμε τθν απόδοςι του τρζχοντασ τθ χρονικι ανάλυςθ. Με τθν 
ολοκλιρωςθ αυτοφ του μζρουσ είμαςτε ςίγουροι για τθν ορκι λειτουργία αρκετϊν δομικϊν μονάδων 
που κα χρθςιμοποιθκοφν ςτισ επόμενεσ υλοποιιςεισ. Σζλοσ, ζγινε εξοικείωςθ με τα βαςικά εργαλεία, 
προγράμματα που χρθςιμοποιικθκαν ςε αυτι τθ διπλωματικι εργαςία, κακϊσ και με τθ μεκοδολογία 
που περιγράφεται από το flowchart του ΢χ. 2.1-1:Γενικό ςχθματικό διάγραμμα τθσ επικοινωνίασ των 
cores ενόσ επεξεργαςτι dual-core. Σο κοινό τμιμα των cores είναι θ μνιμθ RAM και θ επικοινωνία 
γίνεται μζςω του bus.΢χ. 2.1-1. 
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5. Pipeline processor 
 
Σο pipeline είναι μία τεχνικι υλοποίθςθσ ςε επίπεδο αρχιτεκτονικισ, ςφμφωνα με τθν οποία θ 
εκτζλεςθ διαδοχικϊν εντολϊν γίνεται ςε επικάλυψθ. Χρθςιμοποιϊντασ αυτιν τθν τεχνικι αναμζνουμε 
ο επεξεργαςτισ MIPS να είναι αρκετά πιο γριγοροσ. Αυτό ςυμβαίνει επειδι πολλζσ εντολζσ 
εκτελοφνται παράλλθλα οπότε ανά χρονικι ςτιγμι εκτελοφνται περιςςότερεσ εντολζσ. ΢θμειϊνουμε ότι 
το pipeline βελτιϊνει τθν ικανότθτα διεκπεραίωςθσ (throughput) του επεξεργαςτι και όχι το χρόνο 
ολοκλιρωςθσ μιασ ςυγκεκριμζνθσ εντολισ, ο οποίοσ είναι ςχεδόν ίδιοσ με αυτόν του Single-cycle. 
Ο επεξεργαςτισ MIPS που υλοποιοφμε ςε αυτιν τθν εργαςία, απαιτεί 5 ςτάδια για τθν 
διεκπεραίωςθ τθσ κάκε εντολισ. Σα ςτάδια αυτά είναι: 
1. Προςκόμιςθ (fetch) τθσ εντολισ από τθ μνιμθ εντολϊν (instruction cache). 
2. Αποκωδικοποίθςθ τθσ εντολισ και ανάγνωςθ από τον φάκελο καταχωρθτϊν (register file). 
3. Εκτζλεςθ λογικισ ι αρικμθτικισ πράξθσ ι υπολογιςμόσ τελικισ διεφκυνςθσ. 
4. Προςπζλαςθ τθσ μνιμθσ δεδομζνων (data cache), εφόςον αυτό απαιτείται από τθν εντολι. 
5. Εγγραφι του αποτελζςματοσ ςε ζναν καταχωρθτι. 
΢τθν περίπτωςθ τθσ διοχζτευςθσ υπάρχουν εντολζσ που δε μποροφν να ξεκινιςουν τθν εκτζλεςι 
τουσ ςτον επόμενο κφκλο ρολογιοφ. Αυτζσ οι περιπτϊςεισ ονομάηονται κίνδυνοι (hazards) και 
υπάρχουν τρεισ διαφορετικοί τφποι: δομικοί κίνδυνοι, κίνδυνοι δεδομζνων και κίνδυνοι ελζγχου. Όπωσ 
κα δείξουμε παρακάτω, οι δομικοί κίνδυνοι δθμιουργοφνται λόγω τθσ κοινισ μνιμθσ εντολϊν και 
δεδομζνων και αντιμετωπίηονται με τθ χριςθ ενόσ διαχειριςτι (arbitrator). Οι κίνδυνοι δεδομζνων 
εμφανίηονται όταν μία εντολι αναμζνει δεδομζνα από μία άλλθ εντολι που είναι υπό εκτζλεςθ. Η 
αντιμετϊπιςθ αυτϊν των κινδφνων γίνεται με υλοποίθςθ μίασ μονάδασ προϊκθςθσ (forward). Σζλοσ οι 
κίνδυνοι ελζγχου υπάρχουν όταν ο επεξεργαςτι κζλει να εκτελζςει εντολζσ διακλάδωςθσ και 
αντιμετωπίηονται με τθν τοποκζτθςθ μίασ κενισ εντολισ (NOP). 
5.1 Βαςικέσ Δομικέσ Μονάδεσ 
 
΢τθν υλοποίθςθ του pipeline επεξεργαςτι εκτόσ από τισ μονάδεσ που ζχουμε περιγράψει ςτθν 
ενότθτα 4.1, υλοποιοφνται επιπλζον οι υπομονάδεσ των cache εντολϊν και δεδομζνων και ζνασ 
arbitrator ο οποίοσ είναι υπεφκυνοσ για τθ διαχείριςθ τθσ πρόςβαςθσ ςτθ RAM. 
5.1.1 Μνήμη Εντολών (Instruction Cache) 
 
Σο entity τθσ μνιμθσ εντολϊν δίδεται παρακάτω. Ζχει ςιματα ειςόδου το clk και το nReset επειδι θ 
icache είναι μια μνιμθ. Επικοινωνεί από τθ μία πλευρά με το pipeline και από τθν άλλθ με τον 
arbitrator. Η επικοινωνία με το pipeline επιτυγχάνεται μζςω των ςθμάτων: iMemRead, iMemAddr, 
iMemWait και iMemData ενϊ θ επικοινωνία με τον arbitrator επιτυγχάνεται με τα ςιματα: 
aiMemWait, aiMemData, aiMemRead και aiMemAddr. 
 
entity icache is 
  port( 
    clk       : in  std_logic; 
    nReset    : in  std_logic; 
 
    iMemRead  : in  std_logic;                       -- CPU side 
    iMemAddr  : in  std_logic_vector (31 downto 0);  -- CPU side 
    iMemWait  : out std_logic;                       -- CPU side     
    iMemData  : out std_logic_vector (31 downto 0);  -- CPU side 
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    aiMemWait : in  std_logic;                       -- arbitrator side 
    aiMemData : in  std_logic_vector (31 downto 0);  -- arbitrator side 
    aiMemRead : out std_logic;                       -- arbitrator side 
    aiMemAddr : out std_logic_vector (31 downto 0)   -- arbitrator side     
    ); 
end icache; 
 
Σο ςχθματικό διάγραμμα τθσ cache εντολϊν δίδεται ςτο ΢χ. 5.1-1 . Η cache εντολϊν αποτελείται 
από το IcacheRegisterFile που είναι ζνασ πίνακασ-μνιμθ, όπου αποκθκεφονται οι εντολζσ και τα 
αντίςτοιχα tags. Η cache εντολϊν αποτελείται από 16 block lines (γι αυτό και το addr είναι 4 bits) και 
είναι άμεςθσ ςυςχζτιςθσ (direct associatively). 
 
Σχ. 5.1-1: Σχθματικό διάγραμμα τθσ icache. 
 
Μια από τισ πιο βαςικζσ ειςόδουσ αυτοφ του block είναι το iMemAddr δθλαδι θ διεφκυνςθ που 
δίδεται ςτθν icache από τον μετρθτι εντολϊν. Η ίδια διεφκυνςθ διοχετεφεται άμεςα ςτον arbitrator 
μζςω του aiMemAddr ζτςι ϊςτε ο arbitrator να επιςτρζψει τα δεδομζνα από τθ RAM ςε περίπτωςθ 
ενόσ cache miss. Σο iMemAddr διαςπάται ςε 10 bit tag (itagIn) και 4 bit index τα οποία 
χρθςιμοποιοφνται ωσ διεφκυνςθ για το IcacheRegisterFile. ΢αν αποτζλεςμα το 
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δεδομζνα αυτά διαςπϊνται α. ςτα δεδομζνα (ςε αυτι τθν περίπτωςθ μια εντολι εφόςον αυτι 
αποδειχκεί ζγκυρθ) και β. ςτο itagStored. Σο itagStored και το itagin εξετάηονται αν είναι 
ίςα και ταυτόχρονα αν το αντίςτοιχο bit είναι ζγκυρο. Αν και οι δφο αυτζσ ςυνκικεσ είναι αλθκείσ τότε 
ζχουμε hit (το bit ihit γίνεται ζνα) αλλιϊσ ζχουμε icache miss (το bit ihit γίνεται μθδζν) και κα 
πρζπει να διαβάςουμε ζγκυρα δεδομζνα από τθ RAM. 
 
Σχ. 5.1-2: Μνιμθ εντολϊν. 
 
Όπωσ ζχουμε ιδθ προαναφζρει λόγω τθσ περίπτωςθσ δομικοφ κινδφνου ςτθ RAM τόςο θ icache 
όςο και θ dcache δεν επικοινωνοφν άμεςα με τθ RAM αλλά μζςω του arbitrator ο οποίοσ δίνει τισ 
κατάλλθλεσ προτεραιότθτεσ. ΢ε αυτό το ςθμείο όμωσ ςε περίπτωςθ miss θ icache κα πρζπει να 
ενθμερϊςει τον arbitrator ότι χρειάηεται δεδομζνα από τθ RAM. Αυτό επιτυγχάνεται μζςω του ςιματοσ 
aiMemRead το οποίο  όταν ο επεξεργαςτισ ζχει ηθτιςει μια νζα εντολι και θ icache δεν μπορεί να τθν 
παρζχει (miss). ΢ε πιο ςθμείο τθσ RAM κα γίνει θ αναηιτθςθ αυτό το ζχουμε ιδθ δϊςει ςτον arbitrator 
μζςω του ςιματοσ aiMemAddr που είναι το ίδιο με το iMemAddr. Αν ο arbitrator δεν μπορεί να δϊςει 
πρόςβαςθ ςτθ RAM επειδι εκείνθ τθ χρονικι ςτιγμι τθ χρθςιμοποιεί θ dcache τότε ο arbitrator 
ενθμερϊνει τθν icache να περιμζνει, μζςω του aiMemWait. Με τθ ςειρά τθσ θ icache ενθμερϊνει το 
pipeline του επεξεργαςτι ότι θ επόμενθ εντολι δεν είναι ζτοιμθ και πρζπει να περιμζνει μζχρι να ζρκει 
από τθ RAM. Η ενθμζρωςθ του pipeline γίνεται μζςω του ςιματοσ iMemWait. 
 
5.1.2 Μνήμη Δεδομένων (Data Cache) 
 
entity dcache is 
  port( 
    clk            : in  std_logic; 
    nReset         : in  std_logic; 
 
    dMemRead       : in  std_logic;                       -- CPU side 
    dMemWrite      : in  std_logic;                       -- CPU side 
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    dMemDataWrite  : in  std_logic_vector (31 downto 0);  -- CPU side 
    dMemWait       : out std_logic;                       -- CPU side     
    dMemDataRead   : out std_logic_vector (31 downto 0);  -- CPU side     
 
    adMemWait      : in  std_logic;                       -- arbitrator side 
    adMemDataRead  : in  std_logic_vector (31 downto 0);  -- arbitrator side 
    adMemRead      : out std_logic;                       -- arbitrator side 
    adMemWrite     : out std_logic;                       -- arbitrator side     
    adMemAddr      : out std_logic_vector (31 downto 0);  -- arbitrator side     
    adMemDataWrite : out std_logic_vector (31 downto 0);  -- arbitrator side 
     
    haltin : in std_logic;--needed so that the cache is dumped before halting 
    haltout        : out std_logic; 
    tsl            : in std_logic  -- high when a tsl instruction is used 
     




Σχ. 5.1-3: Σχθματικό διάγραμμα τθσ μνιμθσ δεδομζνων (dcacheRegisterFile) για τον επεξεργαςτι pipeline. Η 























Block 1 Block 0
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5.1.3 Διαχειριςτήσ Μνήμησ (Arbitrator) 
 
 Ο arbitrator είναι ζνασ μεςολαβθτισ μεταξφ τθσ icache και τθσ dcache και ο ςκοπόσ του είναι να 
λφςει το δομικό κίνδυνο που υπάρχει λόγω τθσ φπαρξθσ μια μόνο RAM. Σο entity του arbitrator δίδεται 
παρακάτω: 
 
entity arbitrator is 
  port( 
    clk            : in  std_logic; 
    nReset         : in  std_logic; 
 
    -- instruction cache 
    aiMemRead : in std_logic; 
    aiMemAddr : in std_logic_vector (31 downto 0); 
    aiMemWait : out  std_logic;    
    aiMemData : out  std_logic_vector (31 downto 0);    
 
    -- data cache 
    adMemRead      : in std_logic;                        
    adMemWrite     : in std_logic; 
    adMemAddr      : in std_logic_vector (31 downto 0); 
    adMemDataWrite : in std_logic_vector (31 downto 0);                       
    adMemWait      : out  std_logic;                              
    adMemDataRead  : out  std_logic_vector (31 downto 0); 
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    -- external RAM 
    ramWr          : out std_logic; 
    ramAddr        : out std_logic_vector(15 downto 0); 
    ramWrite       : out std_logic_vector(31 downto 0); 
    ramRead        : in std_logic_vector(31 downto 0) 





5.2.1 Προςομοίωςη ςε λογικό επίπεδο 
 
Ασ δοφμε με μεγαλφτερθ λεπτομζρεια πωσ ακριβϊσ δουλεφει θ icache και πϊσ επικοινωνεί ςε 
αρμονία με τον arbitrator για να δίνουν τισ εντολζσ που ζχουν ηθτθκεί από το pipeline. Αρχικά από τον 
PC ηθτείται θ εντολι ςτθ διεφκυνςθ 0 θ οποία αρχικά δεν υπάρχει ςτθν icache (αφοφ μετά από το reset 
όλα τα blocks είναι μθ ζγκυρα). Η διεφκυνςθ του PC, που πλζον είναι αποκθκευμζνθ ςτο ςιμα 
iMemAddr, ζχει προωκθκεί και ςτον arbitrator ο οποίοσ ςτο κατζβαςμα του ρολογιοφ επιςτρζφει τθν 
εντολι που βρίςκεται ςτθ κζςθ 0 τθσ RAM. ΢το ανζβαςμα του ρολογιοφ τα δεδομζνα γράφονται ςτο 
IcacheRegisterFile και ταυτόχρονα τα λαμβάνει και ο decoder. ΢θμειϊςτε ότι ςτο ίδιο ανζβαςμα του 
ρολογιοφ ο PC δίνει ςτθν icache μια νζα διεφκυνςθ για τθ φόρτωςθ τθσ επόμενθσ εντολισ. Επίςθσ το 
bit εγκυρότθτασ για τθν εντολι 0, που ςφμφωνα με το index τθσ αποκθκεφτθκε ςτθν πρϊτθ γραμμι, 
γίνεται 1. 
 
Ο arbitrator δίνει εντολι ςτθν icache να 
περιμζνει τα δεδομζνα. Αυτι 
ανθμερϊνει και το pipeline.
Το we είναι απενεργοποιθμζνο μζχρι τθ
ςτιγμι που ο arbitrator επιςτρζφει τα 
δεδομζνα.
Τίποτα δεν γράφεται ςε
αυτοφσ τουσ 2 κφκλουσ.
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Παρότι θ εντολι ςτθν icache είναι ζγκυρθ δεν ζχουμε 
hit γιατί itagin!=itagStored και δεν είναι 
αποκθκευμζνθ ςτθν cache θ εντολι που αναηθτοφμε.
Σε αυτι τθν περίπτωςθ ζχουμε hit γιατί τα δεδομζνα 
είναι ζγκυρα και itagin=itagStored. Άρα θ εντολι που 
αναηθτοφμε επιςτρζφει ςτο pipeline από τθν icache.
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5.2.2 Σύνθεςη και Χρονική Ανάλυςη 
 
Ζχοντασ τελειϊςει με τθ λογικι ανάλυςθ του pipeline επεξεργαςτι προχωροφμε ςτθ ςφνκεςθ 
προκειμζνου να βεβαιωκοφμε ότι όντωσ ζχουμε ςχεδίαςθ ςωςτά το κφκλωμα και ζπειτα να το 
«κατεβάςουμε» ςτο FPGA ακολουκϊντασ τθν ίδια διαδικαςία που ακλουκιςαμε για το κφκλωμα του 
επεξεργαςτι single-cycle. Αρχικά δθμιουργοφμε ζνα νζο project ... 
 
Μετά απο κάποιο χρονικό διάςτθμα ζχουμε 
ςυνεχόμενα hit γιατί όλεσ οι εντολζσ ζχουν φορτωκεί 
ςτθν icache και λόγω του for-loop δεν χρειάηεται να 
φορτωκοφν νζεσ εντολζσ που κα αντικαταςτιςουν 
τισ παλιζσ. Παρατθριςτε ότι το IcacheRegisterFile δεν 
αλλάηει τιμζσ.
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Η υλοποίθςθ του επεξεργαςτι pipeline είναι κρίςιμθ για τθν υλοποίθςθ του επεξεργαςτι 
multicore. Για τον λόγο αυτό αφιερϊςαμε αρκετό χρόνο ζτςι ϊςτε να είμαςτε ςίγουροι για τθν ορκι 
λειτουργικότθτά του. Ζτςι γράψαμε assembly κϊδικα για πολλοφσ αλγορίκμουσ όπωσ quick-sort, 
Fibonacci, seach και multiplication οι οποίοι ζδιδαν ςωςτά τα αποτελζςματα ςτθ μνιμθ δεδομζνων. 
Όςον αφορά τθν απόδοςθ αυτοφ του επεξεργαςτι βλζπουμε ότι είναι αρκετά πιο γριγοροσ από τον 
single-cycle όπωσ αναμενόταν. 
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6. Multi-core processor 
 
Οι επεξεργαςτζσ με πολλά cores ζχουν ζνα κοινό bus από όπου μποροφν να διαβάηουν και να 
γράφουν δεδομζνα ςτθν κφρια μνιμθ RAM. Μζςω αυτοφ του bus γίνεται και θ μεταξφ τουσ 
επικοινωνία. Ζτςι αν κάποιο core διαβάςει κάποια δεδομζνα από τθ RAM (μζςω lw εντολϊν) και τα 
τροποποιιςει τότε όλα τα άλλα cores κα πρζπει να είναι ενιμερα για αυτι τθν πράξθ. Σα 
τροποποιθμζνα δεδομζνα βρίςκονται ςτθν cache του εκάςτοτε core και όχι ςτθν κφρια μνιμθ. Αν 
βρίςκονταν ςτθν κφρια μνιμθ τότε δεν κα υπιρχε κανζνα πρόβλθμα γιατί όλα τα cores κα διάβαηαν τα 
ςωςτά δεδομζνα. Βζβαια ο λόγοσ φπαρξθσ των δεδομζνων ςτθν cache όπωσ ζχουμε αναφζρει ςτο Κεφ. 
5 είναι θ αφξθςθ τθσ ταχφτθτασ του επεξεργαςτι. 
Σο παραπάνω πρόβλθμα αναφζρεται ωσ cache coherence problem. Ζτςι, δεδομζνου τθσ παραπάνω 
κατάςταςθσ θ λφςθ του προβλιματοσ δίδεται με τθ χριςθ ενόσ coherence controller ο οποίοσ διαβάηει 
το bus και ανάλογα με τισ εντολζσ που ζχουν ηθτθκεί από τα cores δίνει τισ κατάλλθλεσ προτεραιότθτεσ. 
΢το ΢χ. 6-1.1 βλζπουμε το ςχθματικό διάγραμμα ενόσ επεξεργαςτι πολλϊν cores και πωσ αυτοί 
επικοινωνοφν μζςω του κοινοφ bus για να διαβάηουν και να γράφουν δεδομζνα από τθν κφρια μνιμθ. 
΢το ίδιο ςχιμα βλζπουμε τον coherence controller ο οποίοσ είναι υπεφκυνοσ για τθν ορκότθτα των 
δεδομζνων. Επίςθσ, το bus επικοινωνεί και με ςυςκευζσ ειςόδου/εξόδου (π.χ. printf, scanf). ΢ε αυτι τθ 




Σχ. 65.31-1: Σχθματικό διάγραμμα ενόσ επεξεργαςτι με Ν cores οι οποίοι επικοινωνοφν μεταξφ τουσ μζςω του 
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6.1 Coherence Controller 
 
O coherence controller όπωσ ζχουμε προαναφζρει είναι το κφκλωμα που είναι υπεφκυνο για τθ 
ςυνεκτικότθτα των δεδομζνωνπου είναι αλλαγμζνα ςτισ dcaches των cores. Σο ςχθματικό διάγραμμα 




Ο coherence controller υλοποιεί το προτόκολλο MSI που είναι μια μθχανι καταςτάςεων. Η 
αναπαράςτθαςθ τθσ μθχανισ αυτισ παρουςιάηεται ςτο παρακάτω ςχιμα. Σο MSI ζχει τρεισ 
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Σχ. 6-1.2:MSI πρωτόκολο. 
 





6.3 Σχηματικό Διάγραμμα του Dual-Core 
 
Όπωσ ζχουμε προαναφζρει ςτθν ειςαγωγι ο multi-core επεξεργαςτισ που υλοποιιςαμε ςε αυτι 
τθν εργαςία ζχει δφο cores. Η αρχιτεκτονικι του κάκε core είναι θ ίδια με αυτι του επεξεργαςτι 
pipeline που παρουςιάςαμε ςτο Κεφ. 5. Η μόνθ τροποποίθςθ που ζχουμε κάνει (βλ. προθγοφμενθ 
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ενότθτα) είναι ςτθ μνιμθ δεδομζνων (dcache) θ οποία ζχει πλζον δφο πόρτεσ διαβάςματοσ ενϊ θ 
αντίςτοιχθ μνιμθ του επεξεργαςτι pipeline είχε μόνο μία. 
΢το ΢χ. 6.2-1 ζχουμε ςχεδιάςει με λεπτομζρεια το ςχθματικό διάγραμμα των δφο cores κακϊσ και 
τον τρόπο με τον οποίο γίνεται θ επικοινωνία. Παρατθροφμε ότι μόνο οι μνιμεσ δεδομζνων 
επικοινωνοφν με τον coherence controller. Ο λόγοσ που επιλζξαμε αυτι τθ ςχεδίαςθ είναι γιατί μόνο 
οι dcache ζχουν τθ δυνατότθτα να τροποποιιςουν τα δεδομζνα τουσ για τα οποία ο coherence 
controller είναι υπεφκυνοσ για τθ ςυνοχι τουσ. Οι icache και ο coherence controller επικοινωνοφν με 
τον arbitrator ο οποίοσ δίνει κατάλλθλεσ προτεραιότθτεσ μεταξφ των μνθμϊν δεδομζνων και εντολϊν. 
Προφανϊσ ο arbitrator επικοινωνεί άμεςα με τθν κφρια μνιμθ. 
 
Σχ. 6.2-1: Σχθματικό διάγραμμα του επεξεργαςτι dual-core. Τα ςιματα για τθν επικοινωνία τόςο των icache 
όςο και των dcache με τον coherence controller και τον memory arbitrator ζχουν ςχεδιαςτεί με λεπτομζρεια. 
 
6.4 Το παράλληλο πρόγραμμα mergesort 
 
Η ορκι λειτουργία του επεξεργαςτι dual-core αλλά και ο τρόποσ λειτουργίασ του γίνεται με τθν 
εκτζλεςθ του προγράμματοσ mergesort. Παρότι εκτελζςαμε μια πλθκϊρα από πολφ απλά μζχρι πολφ 
πολφπλοκα προγράμματα για να βεβαιωκοφμε για τθν ορκότθτα τθσ λειτουργίασ του επεξεργαςτι κα 
παρουςιάςουμε το mergesort γιατί είναι ζνα αντιπροςωπευτικό παράδειγμα ενόσ ταυτόχρονου 
προγράμματοσ. Σο ςυγκεκριμζνο πρόγραμμα mergesort διαβάηει 100 μθ ταξινομθμζνουσ αρικμοφσ 
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γράφει ξανά ςτθ μνιμθ RAM τουσ 100 αρικμοφσ ταξινομθμζνουσ ςε αφξουςα ςειρά. Ο λόγοσ που 
χρθςιμοποιοφμε τον αλγόρικμο mergesort είναι γιατί μπορεί να εκτελεςτεί ταυτόχρονα και ςτουσ δφο 
cores του επεξεργαςτι. ΢το ΢χ. 6.4-1 δίνουμε ζνα παράδειγμα με εννζα αρικμοφσ και πϊσ ο αλγόρικμοσ 
διχοτομεί τον πίνακα ϊςτε τελικά να γίνει θ ταξινόμθςι του. Με κόκκινο χρϊμα είναι τα βιματα που 
εκτελοφνται ςτο core0 του επεξεργαςτι και με πράςινο τα βιματα που εκτελοφνται ςτο core1. Είναι 
ςθμαντικό να προςζξουμε ότι το τελευταίο merge γίνεται ςτο core0. Αυτό ςθμαίνει ότι ο core0 εφόςον 
τελειϊςει πρϊτα από τον core1 κα πρζπει να τον περιμζνει. Αν αυτό δεν ςυμβεί, τότε θ τελικι 
ταξινόμθςθ κα είναι λάκοσ. Πρόκειται εδϊ για ζνα κλαςςικό πρόβλθμα ςυγχρονιςμοφ. 
 
 
Σχ. 6.4-1Παρουςίαςθ των βθμάτων του αλγορίκμου mergesort για τθν ταξινόμθςθ ενόσ πίνακα αρικμϊν εννζα 
κζςεων. 
 
Παρακάτω κα παρακζςουμε τμιματα τθσ assembly που γράψαμε για τθν εκτζλεςθ του παραπάνω 
αλγορίκμου. Είναι προφανζσ ότι o κάκε core του επεξεργαςτι κα ζχει το δικό κϊδικα και κατά 
10 3 15 18 3 14 17 9 6





1 3 10 15 18
14 17 6 9
6 9 14 17
1 3 6 9 10 14 15 17 18
10 3 15 18 1 14 17 9 6
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 19:11:25 EET - 137.108.70.7
41 
 
ςυνζπεια οι μετρθτζσ εντολϊν κα αρχικοποιοφνται ςε διαφορετικζσ τιμζσ. Αυτό βζβαια όπωσ κα δοφμε 
παρακάτω κακορίηεται από εμάσ ςτο αρχείο τθσ assembly. Ο κϊδικασ για τον πρϊτο core είναι: 
 
# Code for the Core0 Processor 
οrg 0x0000   # Program counter initialization for core0 
ori $sp, $0, 0x6FFC # stack 
ori $s0, $0, 0x64   # length of data array = 100 
srl $s1, $s0, 1     # length of array to sort on core0 (100/2) 
or      $s2, $0, $0     # pointer to first element to sort 
addiu   $s3, $s1, -1    # pointer to last element to sort 
jal     mergesort # call mergesort to sort the first half array 
 
# core0 is done and waits for Core1 to finish. The address exchange 
# is the common place where the cores exchange messages. 
ori $t1, $0, exchange 
core0wait: 
# Load the message from core1 
lw $t0, 0($t1) 
# If there is no message this means that core1 still working then 
# it should wait. 
beq $t0, $0, core0wait  
 
# At this point both cores are done. The last merge will performed.  
# take into account the flag state of each core 
# Flag == 1 --> sorted array is in inputdata 
# Flag == 0 --> sorted array is in augdata 
 
ori $gp, $0, retdata # final output is retdata 
 
bne     $a3, $t3, c0flagl1      # if Flag == 1 
ori $k0, $0, inputdata  
j       c0flagl2 
c0flagl1:                               # else  
ori $k0, $0, augdata 
c0flagl2: 
# load the flag state of Core 1 
lw $a3, 4($t1) 
  
bne     $a3, $t3, c0flagu1      # if Flag == 1 
ori $k1, $0, inputdata  
j       c0flagu2 
c0flagu1:                               # else  
ori $k1, $0, augdata 
c0flagu2:  
 
# do the final merge using only core 0 
ori $a0, $0, 0  # low = 0 
ori $a1, $s3, 0 # mid = len/2-1 
addiu $a2, $s0, -1 # high = len-1 
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# perform the last merge 
jal merge  # Call the final merge. 
halt #Terminate core0.Since both cores are halted the procesr halts. 
 
Προτοφ δείξουμε τθν assembly για τισ ςυναρτιςεισ merge και mergesort ασ δοφμε τον κϊδικα του 
δεφτερου core1. Είναι ενδιαφζρον να δοφμε πωσ γίνεται θ επικοινωνία ϊςτε να επιτφχουν τον κοινό 
τουσ ςκοπό. 
 
# Code for the Core1 Processor 
org 0x200    # Program counter initialization for core1 
ori     $sp, $0, 0x7FFC  # stack pointer 
ori     $s0, $0, 0x64  # length of data array = 100 
srl     $s2, $s0, 1  # first element to sort 
subu    $s1, $s0, $s2  # length of array to sort on core1 
addiu   $s3, $s0, -1  # last element to sort 
  
jal     mergesort 
  
# set flag value to RAM for passing message to core0 
ori $t0, $0, exchange 
sw $a3, 4($t0) 
# set done value in RAM so that core 0 can go on with the final merge. 
sw $t3, 0($t0) 
halt     # Terminate core1. 
 
Παρακάτω παρακζτουμε τον κϊδικα για τθ ςυνάρτθςθ mergesort που χρθςιμοποιείται και από 
τουσ δφο cores και για τθ ςυνάρτθςθ merge που χρθςιμοποιείται μόνο από τον core0. Να ςθμειωκεί 
ότι παρότι θ mergesort χρθςιμοποιείται και από τα δφο cores υπάρχει ςτθ μνιμθ RAM μόνο μια φορά 
αλλά φορτϊνεται και ςτισ caches εντολϊν και των δφο cores. Δεν κα εξθγιςουμε τισ λεπτομζρειεσ 
αυτοφ του κϊδικα γιατί κεωρείται ότι είναι γνωςτι θ υλοποίθςι του από το μάκθμα «Ειςαγωγι ςτουσ 




ori     $30, $ra, 0     # copy return address  
ori     $a3, $0, 1      # Flag 
ori     $s4, $0, 1      # N_size = merge size for this run 
ori     $t3, $0, 1      # constant 1 
 
msortloop1: 
slt     $t0, $s4, $s1    # while (N_size < Size) 
bne     $t0, $t3, msortend1 
# set input and ouput addresses based on Flag 
bne $a3, $t3, msrev1      # if Flag == 1, inputdata --> augdata 
ori $k0, $0, inputdata 
ori $k1, $0, inputdata 
ori $gp, $0, augdata  
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j       msrev2 
 
msrev1:                   # else augdata --> inputdata 
ori $k0, $0, augdata 
ori $k1, $0, augdata  
ori $gp, $0, inputdata 
 
msrev2: 
subu    $s7, $s1, $s4   # s7 = Size - N_Size 
addu    $s7, $s7, $s2   # s7 = Size - N_Size + first 
sll     $s6, $s4, 1     # N_Size_next = N_Size * 2 
ori     $a0, $s2, 0     # I, mergesort loop counter, I = first 
 
msortloop2: 
slt     $t0, $a0, $s7   # while (I < Size-N_Size) 
bne     $t0, $t3, msortend2 
addu    $a2, $s6, $a0 
addiu   $a2, $a2, -1     # high = I + 2*N_Size - 1  
slt     $t0, $s3, $a2   # if (last < high) 
bne     $t0, $t3, msortnext1 
ori     $a2, $s3, 0     # high = last 
 
msortnext1: 
addu    $a1, $a0, $s4   # mid = I + N_Size - 1 
addiu   $a1, $a1, -1 
jal     merge           # merge the two sides 
addu    $a0, $a0, $s6   # I += 2 * N_Size 
j       msortloop2 
 
msortend2: 
# copy the end of the input array that was missed 
bne     $a3, $t3, mcopy1      # if Flag == 1, inputdata --> augdata 
 
mcstart1: 
slt     $t0, $a2, $s3        # if (high < last) 
bne     $t0, $t3, mcopy2 
addiu $a2, $a2, 1          # high++ 
sll     $t2, $a2, 2          # t2 = high * 4 (byte offset) 
lw      $t1, inputdata($t2)  # augdata[high] = inputdata[high] 
sw      $t1, augdata($t2) 
j       mcstart1 
mcopy1:                               # else augdata --> inputdata 
slt     $t0, $a2, $s3         # if (high < last) 
bne     $t0, $t3, mcopy2 
addiu $a2, $a2, 1          # high++ 
sll     $t2, $a2, 2          # t2 = high * 4 (byte offset) 
lw      $t1, augdata($t2)    # inputdata[high] = augdata[high] 
sw      $t1, inputdata($t2) 
j       mcopy1 
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# ori     $k0, $0, 2 




ori     $s4, $s6, 0     # N_Size *= 2 
xori    $a3, $a3, 1     # Flag ^= 1 
j       msortloop1 
 
msortend1: 
ori     $ra, $30, 0     # copy return address back 
jr      $ra 
 
Ο κϊδικασ για τθ ςυνάρτθςθ merge o οποίοσ χρθςιμοποιείται και από τθ mergesort για τα 
ενδιάμεςα βιματα merge δίνεται παρακάτω: 
 
merge: 
#  $a0 - Low,  $a1 - Mid,  $a2 - High, $a3 - Flag 
#  $k0 - lower input array address, $k1 - upper input array address 
#  $gp - output array address  
or      $t0, $a0, $0    # i, upper half index 
addiu   $t1, $a1, 1     # j, lower half index 
or      $t2, $a0, $0    # k, loop counter  
ori     $t3, $0, 1      # constant 1 
 
mergeloop: 
slt     $t6, $a2, $t2   # high < k 
beq     $t6, $t3, mergeend # exit if not k <= high  
sll     $t4, $t0, 2             # t4 = 4 * i 
sll     $t5, $t1, 2             # t5 = 4 * j 
addu $t4, $t4, $k0  # t4 = lower input address + 4i 
addu $t5, $t5, $k1  # t4 = upper input address + 4i 
lw      $t4, 0($t4)  # in[i] 
lw      $t5, 0($t5)  # in[j] 
 
 
slt     $t6, $a2, $t1   # if (j > high) 
bne     $t6, $t3, merge2 
ori     $t7, $t4, 0           # out[k] = in[i] 
addiu   $t0, $t0, 1     # i++ 
j       mergedone 
 
merge2: 
slt  $t6, $a1, $t0     # if (i > mid) 
bne  $t6, $t3, merge3 
ori  $t7, $t5, 0  # out[k] = in[j] 
addiu  $t1, $t1, 1  # j++ 
j  mergedone 
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slt  $t6, $t5, $t4  # if (in[i] > in[j]) 
bne  $t6, $t3, merge4 
ori  $t7, $t5, 0  # out[k] = in[j] 
addiu  $t1, $t1, 1  #j++ 
j  mergedone 
 
merge4: 
ori  $t7, $t4, 0  # out[k] = in[i] 
addiu  $t0, $t0, 1  # i++ 
 
mergedone: 
sll  $t4, $t2, 2  # t4 = 4 * k 
addu  $t4, $t4, $gp  # t4 = output address + 4k 
sw  $t7, 0($t4) 
addiu  $t2, $t2, 1  # k++ 
j  mergeloop 
 
mergeend: 
jr  $ra   #end of merge function, return to mergesort. 
 
΢ε αυτό το ςθμείο κα κζλαμε να τονίςουμε πόςο ςθμαντικόσ ιταν ο τρόποσ με τον οποίο 
ελζγχουμε τθν ορκι λειτουργία των επεξεργαςτϊν όπου ελζγχουμε αν τα αποτελζςματα που ζχουν 
γραφεί ςτθ μνιμθ είναι τα ςωςτά. Επίςθσ θ αρχικοποίθςθ τθσ μνιμθσ ςφμφωνα με το αρχείο 
meminit.hex απλοποιεί ςθμαντικά τον ζλεγχο τθσ ορκότθτασ του επεξεργαςτι, γιατί διαγορετικά κα 




Εικ. 6.5-1: Συγχρονιςμόσ των core για τθν ορκι λειτουργία τθσ mergesort. 
Τo core1 τερμάτιςε και το core0 μπορεί τϊρα
να ςυνεχίςει τθ εκτζλεςθ τθσ merge.
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Εικ. 6.5-2: Τερματιςμόσ και των δφο cores αλλά ο επεξεργαςτισ multicore ςυνεχίηει να τρζχει μζχρι να γράψει 
όλα τα δεδομζνα που βρίςκονται ςτισ caches ςτθν RAM ϊςτε το testbench να γράψει το ςωςτό αρχείο. 
 
 
Εικ. 6.5-3: Ο επεξεργαςτισ τερμάτιςε τθ λειτουργία του και ζτςι το testbench γράφει το αρχείο εξόδου. 
Παρατθριςτε ότι τα δεδομζνα είναι ταξινομθμζνα. 
 
Και τα δφο cores τερμάτιςαν τθ λειτουργεία τουσ. Όμωσ
ο επεξεργαςτισ δεν ζχει κάνει ακόμθ halt γιατί πρζπει να
γραφοφν τα δεδομζνα που είναι ςτισ dcaches ςτθ RAM
πρϊτα και μετά κα τερματίςει.
Τα δεδομζνα αποκθκεφονται ςτθν αρχικι τουσ διεφκυνςθ (x2000).
Παρατθρείςτε ότι είναι ταξινομθμζνα ςε αφξουςα ςειρά.
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O επεξεργαςτισ dual-core ιταν ο πιο δφςκολοσ τόςο ςτθν υλοποίθςι του όςο και ςτθν 
επαλικευςι του από τουσ άλλουσ δυο επεξεργαςτζσ. Παρότι χρθςιμοποιιςαμε για κάκε core τουσ 
επεξεργαςτζσ pipeline που παρουςιάςτθκε ςτο Κεφ. 5, θ επικοινωνία των μνθμϊν και το coherency των 
δεδομζνων ιταν μια επίπονθ διαδικαςία. Σελικά, και ο επεξεργαςτισ dual-core που ιταν ο τελικόσ 
ςκοπόσ αυτισ τθσ εργαςίασ υλοποιικθκε με επιτυχία τόςο ςε λογικό επίπεδο όςο και ςε πραγματικι 
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Κατά τθ διάρκεια τθσ ςφνκεςθσ του κυκλϊματοσ δθμιουργικθκε από τον Assembler του Quartus 
ζνα αρχείο .sof. Σο αρχείο αυτό περιζχει τθ ςχεδίαςθ του επεξεργαςτι και φορτϊνεται ςτο FPGA που 
φαίνεται ςτθν Εικ. 7-1. 
 
 
Εικ. 7-1: Το Altera DE2 borad που χρθςιμοποιιςαμε για να κατεβάςουμε τισ τρεισ ςχεδιάςεισ των 
επεξεργαςτϊν που παρουςιάςτθκαν ςτα Κεφ. 4, 5 και 6. 
 
Αφινοντασ το κουμπί reset ο επεξεργαςτισ εκτελεί το πρόγραμμα που του φορτϊκθκε ςτθ μνιμθ 
του και γράφει τα αποτελζςματα ςτθ μνιμθ δεδομζνων. Σο Quartus μασ δίνει τθ δυνατότθτα να 
ελζγξουμε τα δεδομζνα που είναι γραμμζνα ςτθ μνιμθ. Ζτςι ςτθν Εικ. 7-1: βλζπουμε ότι ο 
επεξεργαςτισ εκτζλεςε ορκά το πρόγραμμα του πολλαπλαςιαςμοφ που παρουςιάςαμε ςτο Κεφ. 3. 
Παρακάτω κα παρουςιάςουμε μια ςειρά από ςχεδιάςεισ που αποδεικνφουν ότι τα κυκλϊματα που 
ςχεδιάςαμε λειτουργοφν ςωςτά όχι μόνο ςε επίπεδο προςομοίωςθσ αλλά και ςτθν πραγματικι τουσ 
υλοποίθςθ ςε FPGA. Αρχικά κα παρουςιάςουμε τθ ALU. Για τθν ALU τα KEY0, KEY1 και KEY2 
αντιςτοιχοφν ςτο opcode τθσ ALU. Σο KEY3 ενεργοποιεί τθν εγραφι τθσ ειςόδου Α ςε ζναν καταχωρθτι 
και θ είςοδοσ Β δίνεται από τα switches0-17 για τα 18 λιγότερο ςθμαντικά bits του Α. Σα άλλα τα 
κεωροφμε μθδζν. 
Ζτςι αρχικά αποκθκεφουμε τον αρικμό 1 ςτθν είςοδο Α και δίνουμε ςτο Β αρικμοφσ απο 1 μζχρι 
πζντε και επειδι το opcode τθσ ALU είναι b000 κα εκτελείται θ πράξθ SLL. Αυτι θ διαδικαςία 
παρουςιάηεται ςτισ παρακάτω εικόνεσ. 
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Σο επόμενο παράδειγμα που μποροφμε να τρζξουμε είναι θ πρόςκεςθ δφο αρικμϊν που 
ενεργοποιείτε από το οpcode 010. Ζτςι αποκθκεφουμε τον αρικμό 7 ςτθν είςοδο Α και τον αρικμό 9 
ςτθν είςοδο Β. Ενεργοποιϊντασ ςυνεχόμενα το opcode 010 βλζπουμε το αποτζλεςμα ςτο δεκαεξαδικό 
x0010 που είναι και το αναμενόμενο. Σα αποτελζςματα φαίνονται ςτθν παρακάτω εικόνα. Βζβαια 




Σχ. 7.2: Πρόςκεςθ από το κφκλωμα τθσ ALU των αρικμϊν 7 και 9 ζχοντασ ενεργοποιιςει το opcode 010. Το 
αποτζλεςμα είναι ςε δεκαεξαδικό το x0010. 
 
Ζχουμε υλοποιιςει τα ίδια test και για τα άλλα υποκυκλϊματα του επεξεργαςτι όπωσ το register file 
και το control unit. ΢τισ επόμενεσ παραγράφουσ παρουςιάηουμε τθ λειτουργικότθτα του επεξεργαςτι 
και τθν εκτζλεςθ του προγράμματοσ multiplication. 
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Σχ. 7.4: Φόρτωςθ των εντολϊν από το αρχείο meminit.hex ςτθ μνιμθ ramI. Όταν αφιςουμε το reset ο 
επεξεργαςτισ κα αρχίςει να τρζχει και το πρόγραμμα κα εκτελεςτεί. 
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Σχ. 7.5: Το αποτζλεςμα του πολλαπλαςιαςμοφ των αρικμϊν x05 και x0A είναι το x32 και είναι με κόκκινο ςτον 
editor των περιεχομζνων τθσ μνιμθσ του επεξεργαςτι που είναι υλοποιθμζνοσ ςτο FPGA. Αυτό αποδεικνφει 
τθν ορκότθτα τθσ λειτουργίασ του επεξεργαςτι. 
 
 
Σχ. 7.6: Το αποτζλεςμα του πολλαπλαςιαμοφ ςτο FPGA. 
Το αποτζλεςμα του πολλαπλαςιαςμοφ
του x05 με τον x0A που είναι x32.
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8. Αποτελέςματα & Απόδοςη των CPU 
 
΢ε αυτι τθν ενότθτα κα κάνουμε μια αναςκόπθςθ των τριϊν υλοποιιςεων που παρουςιάςτθκαν 
ςτα Κεφ. 4, 5 και 6 και κα κάνουμε μια ςφγκριςθ από πολλζσ οπτικζσ γωνίεσ. 
 
Πίν. 1: Κυκλωματικά ςτοιχεία που χρθςιμοποιικθκαν από το FPGA για τθν υλοποίθςθ των επεξεργαςτϊν 
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A. Βαςικέσ κυκλωματικέσ δομέσ ςε VHDL 
Η VHDL είναι μια γλϊςςα περιγραφισ ψθφιακϊν κυκλωμάτων και χρθςιμοποιείται για τθν 
προςομοίωςη και ςύνθεςη θλεκτρονικϊν κυκλωμάτων. ΢φνκεςθ είναι θ διαδικαςία κατά τθν οποία ο 
κϊδικασ VHDL που περιγράφει το κφκλωμα μεταγλωττίηεται (compilation) και μετατρζπεται (mapped) 
ςε μια τεχνολογικι υλοποίθςθ όπωσ FPGA ι ASIC. ΢υνικωσ πολλοί παροχείσ FPGA (vendors) παρζχουν 
εργαλεία που κάνουν ςφνκεςθ τθ VHDL για να χρθςιμοποιθκεί με τα chips τουσ. Αντικζτωσ, τα 
εργαλεία για υλοποιιςεισ ASIC ζχουν πολφ υψθλό κόςτοσ και είναι χρονοβόρα. 
Είναι αρκετά ςθμαντικό να ζχουμε υπόψθ μασ ότι δεν μποροφν να γίνουν ςφνκεςθ όλεσ οι δομζσ 
VHDL ακόμθ και αν μεταγλωττίηονται ςωςτά. Χαρακτθριςτικό παράδειγμα είναι ο κϊδικασ για τα 
testbench ι εκφράςεισ «wait for 10 ns;». Ο λόγοσ φπαρξθσ αυτϊν των δομϊν είναι για κάνουμε 
προςομοίωςθ και όχι υλοποίθςθ. Παρότι κάκε εργαλείο ςφνκεςθσ ζχει διαφορετικζσ δυνατότθτεσ 
υπάρχει ζνα κοινό υποςφνολο τθσ VHLD που γίνεται ςφνκεςθσ από όλα τα εργαλεία. Σο IEEE 1076.6 [1] 
ορίηει ζνα επίςθμο υποςφνολο τθσ VHDL και μζροσ αυτϊν των δομϊν παρουςιάηονται ςτα επόμενα 
υποκεφάλαια. 
Μερικά παραδείγματα κϊδικα VHDL που χρθςιμοποιικθκαν ςε τμιματα του κϊδικα για τθν 
υλοποίθςθ του επεξεργαςτι δίδονται παρακάτω: 
Α.1 Πολυπλέκτησ (MUX) 
Kϊδικεσ VHDL που μποροφν να μετατραποφν ςε πολυπλζκτθ είναι οι ακόλουκοι: 
 
-- template 1: 
X <= A when S = '1' else B; 
 
-- template 2: 
with S select 
  X <= A when '1', 
       B when others; 
 
-- template 3: 
process(A,B,S) 
begin 
  case S is 
    when '1'    => X <= A; 
    when others => X <= B; 




-- template 4: 
process(A,B,S) 
begin 
  if S = '1' then 
    X <= A; 
  else 
    X <= B; 




-- template 5 - 4:1 MUX, where S is a 2-bit std_logic_vector : 
process(A,B,C,D,S) 
begin 
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  case S is 
    when "00"   => X <= A; 
    when "01"   => X <= B; 
    when "10"   => X <= C; 
    when others => X <= D;  




A.2 D Flip-Flop 
 
Παρότι υπάρχουν πολλζσ κατθγορίεσ flip-flop αυτό που χρθςιμοποιείται ευρζωσ ςτα ψθφιακά 
κυκλϊματα είναι το flip-flop τφπου D. Παρακάτω παρουςιάηονται τρεισ διαφορετικοί τρόποι 
υλοποίθςισ του ςε VHDL. 
 
-- recommended DFF template: 
process(CLK) 
begin 
  -- use falling_edge(CLK) to sample at the falling edge instead 
  if rising_edge(CLK) then 
    Q <= D; 




-- alternative DFF template: 
process 
begin 
  wait until CLK='1'; 




-- alternative template expands the ''rising_edge'' function above: 
process(CLK) 
begin 
   if CLK = '1' and CLK'event then--use rising edge, use  "if CLK = '0' and 
CLK'event" instead for falling edge 
      Q <= D; 
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*1+ “IEEE Standard for VHDL Register Transfer Level (RTL) Synthesis”. 
[2] D. A. Patterson, J. L. Hennessy, “Computer Organization and Design, the hardware/software 
interface”, 3rd Ed., 2005. 
*3+ John F. Wakerly, “Digital Design: Principles and Practices”, 3rd Ed., 1999. 
*4+ Morris M. Mano, “Digital Design”, 3rd Ed., 2001. 
[5] C. Hamacher, Z. Vranesic and S. Zaky, “Computer Organization”, 2001. 
*6+ J. Nurmi, “Processor Design: System on Chip Computing for ASICs and FPGAs”, 2010. 
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