A Hopf's bifurcation theorem for nonsimple eigenvalues  by Ashkenazi, Max & Chow, Shui-Nee
ADVANCES IN APPLIED MATHEMATICS 1, 360-372 (1980) 
A Hopf’s Bifurcation Theorem for Nonsimple 
Eigenvalues 
MAX ASHKENAZI AND SHUI-NEE CHOW* 
Michigan State Uniwrsity, East Lansing, Michigan 48824 
1. INTRODUCTION AND STATEMENT OF MAIN RESULT 
The purpose of this paper is to answer an open question in [5] concem- 
ing a possible generalization of Hopf’s bifurcation theorem allowing multi- 
ple pairs of eigenvalues to cross the imaginary axis. To be more precise, 
Kopell and Howard [5] proved a bifurcation theorem for critical points 
allowing k 2 1 zero eigenvalues to cross the imaginary axis. After a change 
of coordinates, their theorem may be stated in its simplest form as follows. 
THEOREM 1.1. Consider the ordinary differential equation: 
i = A,x + aA,x + g(x,a) (1.1) 
where x E Rk, k 2 1, (Y E R, A,, is the nilpotent matrix 
0 1 0 . . . 0 
0 0 0 . . . 0 
A, = caijh <i,jsk, and g(x,a) = 0(1x1’ + ja1*1xj) as 1x1 + IaJ 40 and is 
C2. Suppose that the lower left-hand corner entry of A, is nonzero, i.e., 
akl + 0; (1.4 
then there is a curve in Rk x R distinct from the Q axis passing through 
(x, a) = (0,O) such that each of its x components is a critical point of (1.1) 
and there are no other critical points in a neighborhood of (x, a) = (0,O). 
The question is whether there is an analog of Theorem 1.1 concerning 
periodic orbits. In other words, is there a simple condition, analogous to 
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(1.2), which yields the conclusion of Hopf’s bifurcation theorem (see, e.g., 
[8]) allowing multiple pairs of eigenvalues to cross the imaginary axis all at 
(Y = 0 and all having the same imaginary parts. The following theorem 
gives the answer: 
THEOREM 1.2. Consider the ordinary differential equation in R2k, k 2 1: 
i = A,x + aA,x + g(x,a), (1.3) 
where = d/d?, A, is the (2k) X (2k) matrix partitioned in 2 x 2 blocks 
i 
J I 0 . . . 0 0 
0 J I 0 0 A, = . . . . . . . ::‘. . . . . . 
0 0 0 . . . J I 
10 0 0 . . . 0 J 
with 2 X 2 matrices: 
A, is a (2k) x (2k) matrix (aij), Si,jSk with a,,‘~ being 2 X 2 matrices and g 
is as in Theorem 1.1. Suppose that the lower left-hand corner en@ of A, 
satisfies 
tr Jk-‘a,, # 0 (1.4) 
then there is a unique branch of periodic orbits of (1.3) bifurcating from 
(x, a) = (0,O) with period close to 27~. 
The proof of Theorem 1.2 will be given in Section 3. In Section 2, we 
will discuss various implications and related results. 
2. REMARKS 
1. In [5], Kopell and Howard assumed that the linearization of (1.1) is 
given by A(a), where A(a) is a C2 matrix function, and 
det A(0) = 0, -$det A(0) # 0. (2.1) 
These conditions imply that A(0) has rank k - 1. Thus, by a linear change 
of coordinates, we may assume that A(0) is in its Jordan canonical form: 
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Since A(a) is C2, 
A(a) = A(0) + aB + O(lal’), 
where B is k X k matrix, ( bii), < i,j ~ k. Hence, 
detA(a) = abk, + C9(la12). 
This says that conditions (1.2) and (2.1) are equivalent and Theorem 1.1 is 
in fact equivalent to Theorem 2 in [5]. We prefer the use of condition (1.2) 
since it gives a more transparent analog of Theorem 1.1 for periodic orbits. 
We also note that condition (1.2) may also be stated in the terminology of 
[31. 
2. If k = 1, then Theorem 1.2 is the Hopf’s bifurcation theorem in R2. 
3. As in the Hopf’s bifurcation theorem in R2 181, the flow given by (1.3) 
may be considered as the flow on a center manifold of a higher-dimensional, 
possibly infinite, system. In this case, we have a generalization of Hopf’s 
bifurcation theorem allowing multiple pairs of eigenvalues to cross the 
imaginary axis. 
4. Our proof of Theorem 1.2 is based upon the alternative method 
(Liapunov-Schmidt method). This implies that we will permit the flow on 
a center manifold as follows: 
i = A,x + aA,x + g(x,y,a), 
I; = Boy + h(x,y,a), 
where x E RZk; y E R2’; A, and A, satisfy the conditions in Theorem 1.2; 
B,, is a (21) X (21) matrix each of its eigenvalues is pure imaginary, iv, with 
v#O,1,2,...; 
g(x,y,a) = @(lx +y12 + a21x +rl); 
and 
h(-w,a) = S(lx +y12 + alx +vl). 
The conclusions of Theorem 1.2 still hold. 
5. Consider Theorem 1.1. It is well known [7] that if k is odd, then by 
using fixed point index one can show that (x, a) = (0,O) is always a 
bifurcation point of critical points of the vector field defined by (1.1) 
without the transversality condition (1.2). Furthermore, a global statement 
is also possible [9]. However, condition (1.2) implies the uniqueness of the 
curve of bifurcating solutions. 
The case of periodic orbits is similar. Consider Theorem 1.2. Suppose k 
is odd, then it follows from [l] that (x, a) = (0,O) is always a bifurcation 
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point of periodic orbits of (1.3). The proof is based upon Fuller’s index for 
periodic orbits which is closely related to the fixed point index. Further- 
more, the transversality condition (1.4) is not needed and a global state- 
ment of Rabinowitz type [9] is also possible. By Theorem 1.2, condition 
(1.4) gives the uniqueness of the branch of periodic orbits emanating from 
(x,(r) = (O,O). 
6. Consider Eq. (1.1). By assuming a generic condition on the quadratic 
terms in g( x, a) and by a change of coordinates, (1.1) is a small perturba- 
tion of the following system: 
9, ‘YZ? 
92 =y39 . . . . . . . . . 
Y&-I =yk, 
ik = ayl - YF. 
P-2) 
It was shown in [6] for k = 1,2,3 that for each a # 0 there is a connecting 
orbit (heteroclinic orbit) between (0, 0, . . . , 0) and (a, 0, . . . , 0) which will 
persist under small perturbations. Later, Conley [2] showed the existence of 
a connecting orbit for arbitrary k. 
Now, consider the corresponding situation for Eq. (1.3). We believe that 
by using Conley’s homotopy index for isolating invariant sets it is possible 
to prove a similar theorem. 
3. PROOF OF THEOREM 1.2 
Consider Eq. (1.3) in R2& 
i = A,x + aA,x + g(x,a), (3.1) 
where A, = D + N with 
Al = (aij)l<i,j<k with aij being 2 X 2 matrices any g(x,a) is C* and of 
order O(]xl’+ lal*lx() as Ix] + Ial -+O. We assume condition (1.4), i.e., 
Tr Jk-‘uk, # 0. (3.2) 
Since (3.1) is an autonomous system, we expect that the period of a 
periodic solution will depend on the parameters and it will have the form 
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271/p, CL close to 1. We scale time t + pt to look for 2a periodic solutions. 
Then Eq. (3.1) becomes 
i = p/4,x + /3A,x + pg(x,a), (3.3) 
where /3 = pa. 
Next we change variables x = e”‘u in (3.3), then we obtain the following 
o.d.e. for u 
ti = Nu + (p - l)A,u + PA(t)24 + pe-D’g(eD’u,P/p), 
where A(t) = eVD’A,eD’. Let A(t) = (Aij(t)),si,jsk, then Aij(t) = 
eeJ’aijeJ’. Scaling u as u + EU we obtain 
ti = Nu + (/.I - 1)&u + &4(t)u + rph(t,u,p,P,e), (3.4) 
where h(t, u, p, p, E) = (l/c2)e-D’g(eeDru, /3/p). Clearly A(t) and 
h(t, u,p,p,e) are smooth and 277 periodic in t. Let 
K(t,u,P,P>~) = (CL - 1)&u + #wtb + qNt,u,P,P,c). 
Then (3.4) becomes: 
ri = Nu + K(t,u,p,&e). (3.5) 
We use the alternative method to determine the 27r periodic solutions of 
(3.5) for values of the parameters (p, /3, E) close to (1, 0,O). 
In what follows we shall employ the following notation: Any vector 
x E W2k we shall write as x = (x,,x2,. ..,x,), where xi E R2 and any 
function f: IR + RZk we shall write as f = (f,,f2,. . . ,fk) where J : R + R2, 
i = 1,2,. . . , k. Let I? denote the space of continuous, 2a periodic functions 
f: R + RZk with the usual sup norm. Let Pi: C+ RZk C c, i = 1,2, be the 
projections defined by: 
1 
P,f= 2n o ( 1 2”f,(t)dt,0 )...) 0 ) 1 P2f= 0 )...) o,&J2Tfk(t)dt). ( 0 
LEMMA 3.1. Consider the system 
i = Nx +f(t), fE c. (3 -6) 
Then (3.6) has a 2~ periodic solution if and on& if P2 f = 0. Zf P2 f = 0, then 
there exists a unique solution x* E c of (3.6) such that P,x* = 0. 
Proof. The variation of parameters formula for (3.6) is: 
x(t) = eN’a + 
/ 
‘eN(r--s)f(s)ds, a E R2k. (3.7) 
0 
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Applying the 27~ periodicity condition we obtain the equation 
(e 27rN - Z)a + / 
2neN(2n-s) f(s) h = 0, 
0 
which in terms of components reads 
2aa, + . . . + 
(2n)k-’ 
(k - I)!‘, 
+ Ji 02n fi(S) + (2a - s)f2(s) +. . . + (2(yk-y;)k;’ * 1 a2 = 0, 
277a, +*.. + 
(2a)k-2 
(k - 2)!ak 
+ Ji 02v h(s) + (277 - s)f3(s) +. . . + (2(;;s$-’ * I a!s = 0, 
(34 
2Tak + I”{ fk- Its) + (2a - s)fk(s)} dS = 0, 
0 
/ 02Tfk(s)a3 = 0. 
Therefore if (3.6) admits a 27~ periodic solution, it follows from (3.8) that 
j:“&(s) = 0, or P2f = 0. If P2f= 0, then Eq. (3.8) determines uniquely 
(a,,$7 . . . ) ak). With this choice of (a,, a3,. . . , a,), Q, arbitrary and a = 
(a,,= 2,. . . ,a,), (3.7) is a 2n periodic solution of (3.6). The condition 
P,x = 0 determines uniquely a,. 0 
We consider now the following alternative problem for Eq. (3.5) 
ti = Nu + (I - P,)K(t,u,~,P,r), (3.9a) 
p2K(t,u,p>P,~) = 0. (3.9b) 
LEMMA 3.2. For every a belonging to the null space of N with Ilull < 1, 
I/J - 11 a 1, IPI c 1, and I c I < 1, there exists a unique 2 n periodic solution 
u* = u*(t,a,p,P,~) of (3.9a) such that P,u* = a. Any such solution is 
obtained as the fixed point of a contraction operator on L3. 
Proof. Since the method of proof follows closely the method in Hale [4, 
Chap. VIII], we shall give only an outline of the proof and the details will 
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be left to the reader. For any ‘p E C consider the ordinary differential 
equation 
c = Nu + (1 - f’z)K(t,cp(r),p,P,c). (3.10) 
From Lemma 3.1 it follows that there exists a unique 27r periodic solution 
u(t) of (3.10) such that P,u = 0. We denote this solution by Xv. If we let 
a(q) = u(O) then this solution is given explicitly by: 
Xfp(t) = eN’u(cp) + J’e N(‘-syz - P*)K(s,(p(s),pJ3,e)uk (3.11) 
0 
Let a = (a*,O,..., 0) be an arbitrary element of the null space of N. (The 
null space of N is two-dimensional). Then u = a + Xcp is the unique 2n 
periodic solution of (3.10) such that P,u = a. If u E l? satisfies u = a + Xu 
then u is a 2n periodic solution of Eq. (3.9a) with P,u = a and u is unique 
with respect to these properties. Conversely, any 2m periodic solution of 
(3.9a) with P,u = a satisfies the equation u = a + ‘%u. Hence we have to 
determine the fixed points of the operator 5: l?+ l? defined by 99 = u + 
XT. It is not hard to show that if ~~a~~ < 1, 1~ - I] << 1, j/3] < 1, and 
I e I < 1, then 5 is a contraction on a small ball centered at the zero of C. 
Then the unique fixed point u* of 5 satisfies the requirements of the 
lemma. 0 
From Lemma 3.2, and Eqs. (3.9a), (3.9b) it follows: 
LEMMA 3.3. Let u* = u*(t, a, y, fl,c) be the solution of (3.9a) given by 
Lemmu3.2foruny(a,p,~,~)~ifhu=(u*,O ,..., O),Ilu*ll<<l,l~-ll<<l, 
I/31 < 1, and )cI << 1. Assume also thaf 
v(u*,EL,p,r)d~fP2K(t,~*(r,u,~,~,~),C1,P) = 0. (3.12) 
Then u*(~,u,P,/~,c) is a 2r-periodic solution of Eq. (3.5). Conuersely, if 
ii(t,p,&c) is a 2n-periodic solution of (3.5) with P,U = u = (u*,O,. . . ,O), 
llu*ll +x 1, 1)~ - 11 < 1, l/31 < 1, and 1~1 e 1, then $1, p, P,c) = 
u*(f,u,p,P,~) and u(u’,p,P,c) = 0. 
Remark. Equation (3.12) is known in literature as the bifurcation 
equation, or the determining equation. 
The next step in our analysis is to determine the solutions of the 
bifurcation equation (3.12). We shall need the following lemma. 
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LEMMA 3.4. Let u* = u*(t,a,p,&e) be the 27~ periodic solution of Eq. 
(3.9a) with P,u* = a = (a*, 0,. . . ,O). Then 
u* = 
where X = pL- 
a* 
(AJ)a* 
(A J)k-‘a* 
- 1. 
+ WPI + Irl), as IPI + 1~1 +O, 
ProojI From Lemma 3.2 we know u* is the fixed point of the contrac- 
tion mapping ET and hence it can be obtained as the limit of the following 
iterative process: 
u(O) = (a*,O,. . . ,O), u(“+I) = um + y&p). 
It follows inductively that: 
dn) = (I + x + X2 + . . * +X”)u(O). 
Hence 
U* = lim ucn) = (1 - X)-‘u(O). 
Using Eq. (3.11) we determine 3cu assuming that u is constant vector in 
IRON. Let Ku s K(t, u, CL, j3, z), then 
Ku = 
(cl - l)(Ju, + U2) + P i: 4j(t)uj + f)(r), 
(P - l)(Ju,-1 + Uk) + P 2 ‘,-,,j(t)uj + O(E), 
j=l 
(P - l)Ju, +P 2 A,j(t)uj + 8(c), 
L j=l 
1 (II - l)(Ju, + U2) + WPI + ICI), 
(I - P,)Ku = 
(Y.- l)(Ju, + ~3) + WPI + 1~11, 
. 
(P’- l)(Ju,-, + +) + WPI + ICI>, 
WPI + IfI). 
(3.13) 
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A few more simple computations yield 
fk-’ +.-a+ (k - l)! [a,+ (P - WUk-,+ Uk) + @(IPI + I4 
x” = a2 + +3 + (Y - NJu2 + u3) + qPI + HI] 
1, 
*k-2 
+-*a+ 
(k - 2)! [ uk + (p - l)tJuk-, + lik) + s(lbl + ICI)], 
I* uk-1 + r[ uk + (p - l)(&-, + uk) + ‘(Ifit + 1’1>]. uk. 
The periodicity condition impiies that (a,, a3,. . . , ad) satisfy 
02 + (cc - l)(Ju, + u2) + WPI + ICI> = 07 
a3 + (II - I)(Ju, + u3) + WPI + ICI> = 07 
a,‘+ (/i - l)(h,-, + uk) + s(lpI + ICI) = 0. 
The condition P,Xu = 0 implies a, = 0. Thus 
x24 = - (p - 1)Su + o(lpI + ICI), 
where 
~=~~..~.~._;I..~..~] 
Therefore u* = (Z - 3c)-‘u”” = (I + (p - l)S)-‘u(O) + S(j@I + 1~1). A 
few more computations involving the inversion of the matrix I + (p - 1)s 
yields: 
yiJ)a* 
u*= . + WPI + IQIL X=/i-‘- 1. q 
L (XJ)k-‘a* 
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Using Lemma 3.4 and (3.13), we can reduce the bifurcation equation 
(3.12) to a simpler form as follows 
(Ku*)k = (p - l)Ju,* + p $ Akj(I)Ui* + tJ(jC/) 
j=l 
= (-A + o(P))J((AJ)“-’ a* + WPl + IdI) + P‘%dt)a* 
+ WPXO + fl(l~l) 
= - (X.qka’ + o(Ak+‘) + /3A,,(t)a* + qlpxl) + 0(p’) + S(lcl). 
Therefore, if we let 
A-,, = &J2pA,,(r)dr, 
0 
the bifurcation equation (3.12) becomes: 
- (Lqka* + p&z* + qJX(k+‘) + O((h/?I) + 0(p’) + S(lcl) = 0. 
(3.14) 
Let 
Cl c2 
akl = [ 1 c3 c4 . 
Then 
1 cl + c4 c2 - c3 
Alkl =- 
[ I 2 C) - c2 c, + c‘j 
To study Eq. (3.14) we shall need also: 
LEMMA 3.5. v(eJ*a*,p,/?,c) = eJBv(a*,p,j3,c), 0 I B I 27~. 
ProoJ For fixed values of the parameters (EL, p, C) we shall let K(t, u) = 
K(t, u, p, /3, z). Also, we shall denote by w(t, a), a = (a*, 0, . . . , 0) E null 
space of N, the unique solution of: 
I+ = NW + (I - P,)K(t,a + w), P,w = 0. 
We shall need the identity 
eDew(t,a) = w(t - e,e”‘a), 0 I l9 I 277, (3.15) 
which we prove now. Let t(t) E w(t, a), q(t) G w(t, eDea). Then we have 
to show that eDO[(t) = q(t - 0). 5 satisfies 
& = N5‘+ (I - P2)K(r,a + 5). 
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Therefore: 
eDe&(t + f3) = NeDe[(t + 0) + (I - P2)eDeK(t + 0,a + .$(t + 19)). 
A direct computation shows that e Dezqt + 8, u + [(t + e)) = zqr, eDeu + 
eDe[(t + 0)). Therefore 
eDel;(t + e) = NeDe[(t + e) + (I - P,)K(t,e”‘u + eDet(f + e)) 
and P,eDe<(l + 4) = eDeP,t(t + 0) = 0. It follows that eD8[(t + 0) = 
w(t,eDeu) = n(t), which is exactly Eq. (3.15) if t is replaced by t - 8. Let 
~(a*) E u(u*, p, j3, e). Then 
u(u*) = P*K(r,u + w(t,u)), a = (a*,0 )...) 0). 
u(eJeu*) is the k component of 
r,eDeu + w(t,eD*u))dr. 
e%(u*) is the k component of 
eD@- 1 
27 
s *“K(r,u + w(r,u))dr = 0 L(2”eDeK(r,u 27r + w(r,u))de 0 
1 =- s ( 2lr 0 2nK r - O,eDeu + eDew(r,u))dr 
r - B,eDBu + w(r - 8,eDeu))dr 
I =- s ( 27 0 2nK r,eDea + w(r,eDeu))dr. 
It follows that v(eJeu*) = e”v(u*). 0 
Remark. The lemma says that critical points must occur on circles. In 
fact, the same proof shows that critical points on the same circle will yield 
the same periodic orbit in the phase space R2k since our original equation 
is autonomous. Moreover, by using this lemma we will be able to make 
reduction on the bifurcation equation and to conclude the uniqueness of 
periodic orbits in the phase space. 
We are ready now for the proof of Theorem 1.2. 
Proof. First we scale the bifurcation equation (3.14) by: X = y, /? = 
Y k-‘v, c = y k - ‘6. After a division by y k-‘, Eq. (3.14) becomes: 
u(u*,y,v,6) = -yJku* + vik,a* + 8(y2) + O(yv) + o(6) = 0. 
(3.16) 
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(We can view u as a function of the scaled parameters). By Lemma 3.4 we 
can assume with no loss of generality that a* = (a:,O). If k is odd, then 
Jk = + J, if k is even then Jk = + I. We distinguish between the odd and 
even case: 
(a) k is odd: Then componentwise the bifurcation equation (3.16) 
becomes: 
u(~:,%YPJ) = 
I 
gc, + c&w: + O(y2) + O(yv) + 8(6) 
-+ ya: +& - *) : c vu + O(y2) + O(yv) + O(6) 1 
= 0. (3.17) 
We have ~(a:, 0, 0, 0,O) = 0 and 
(~u/~(Y,~))(u:,O,O,0,0) = 
Also Ic, + cdl = ITra,,) = ITrJk-’ uk,J # 0 by condition (3.2). Assuming 
that a: # 0, it follows from the implicit function theorem that Eq. (3.17) 
can be solved uniquely as y = y(ur,6), Y = Y(u:,~) and ~(a:, 0) = 0, 
v(uy,o) = 0. 
(b) k is even: In this case the bifurcation equation (3.16) is: 
u(a:,o,Y,v,6) = 
I 
+yu; + f<c, + cq)vu; + O(y’) + 8(yv) + O(6) 
;(c, - c*>vu: + 8(y2) + Q(yv) + 8(6) I 
= 0. (3.18) 
We have ~(a:, 0, 0, 0,O) = 0 and 
i 
Tl 
(~u/~(Yl~))(u:,o,o,o,o) = 
f<c, + Cd) 
0 :<c3 - c2) 1 Cl;. 
Also (c3 - c21 = ITr Ju,, I = ITr Jk-‘uk,J # 0 by (3.2), and as in case (a) 
we can solve Eq. (3.18) uniquely as y = ~(a:, 6) v = ~(a:, 6) ~(a:, 0) = 0, 
v(lq,O) = 0. The theorem follows observing that the original parameters 
can be expressed in terms of the scaled ones as: 
1 
cL=1+y* Q = (1 + y)yk- ‘Y 
and that the conditions of Lemma 3.3 are satisfied. 0 
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