Abstract-The performance of maximum-likelihood decoding of a serial concatenation comprising a high-rate block code, convolutional code, or a turbo code, a uniform interleaver, and a partial response channel with additive white Gaussian noise will be addressed. The effect of a channel precoder on the system performance is also considered. Bit-and word-error rate estimates based upon properties of the average Euclidean distance spectrum of the coded partial response channel are derived. The estimates are compared to computer simulation results, and implications for system design are discussed.
I. INTRODUCTION
T RELLIS-CODING techniques that improve the reliability of binary input-constrained, intersymbol interference (ISI) channels are of interest in both digital communications and data storage applications. Drawing inspiration from the success of turbo codes [1] , [2] , several authors have recently considered iterative decoding architectures for coding schemes of the form depicted in Fig. 1 , where the outer encoder is a block, convolutional, or turbo encoder, is an interleaver, represents a precoder function, and is the channel transfer polynomial. This system resembles serial concatenation of interleaved codes, investigated by Benedetto et al. [3] , with the inner code replaced by the ISI channel. For such a system, Douillard et al. [4] presented an iterative receiver structure, dubbed "turbo-equalization," to combat ISI due to multipath effects on convolutionally coded Gaussian and Rayleigh transmission channels. They introduced an interleaver between the encoder and channel, and as in turbo decoding, soft-output decisions from the channel detector and from the convolutional decoder were used in an iterative and cooperative fashion to generate estimates of the transmitted data.
Motivated largely by the potential applications to digital magnetic recording, several authors have explored turbo-coding methods for the dicode and class IV partial response (PR4) channels, which have transfer functions and , respectively. Heegard [5] and Pusch et al. [6] illustrated the design and iterative decoding of turbo codes for the dicode channel, using rates 1/2 and lower. Reed and Schlegel [7] , extending prior results on a low-complexity, iterative multiuser receiver structure with interference cancellation, have evaluated the benefits of turbo-equalization for a rate 1/2, convolutionally coded, PR4 channel and E PR4 channel.
Ryan et al. [8] , and Ryan [9] , demonstrated that by using as an outer code a parallel-concatenated turbo code, punctured to achieve rates 4/5, 8/9, and 16/17 typical of commercial magnetic recording systems, one could obtain significant coding gain relative to previously known high-rate trellis-coding techniques on a precoded dicode or PR4 channel.
Recently, Souvignier et al. [10] and McPheters et al. [11] considered serial concatenated systems similar to that addressed in [8] and [9] . They investigated, by means of computer simulation, the performance achievable on a precoded dicode channel, with a high-rate convolutional code, rather than a turbo code, as the outer code. Somewhat surprisingly, the convolutional code was found to perform as well as the turbo code. Moreover, removal of the channel precoder was found to improve the performance of the turbo-coded system at low signal-to-noise ratio (SNR), while degrading the performance of the convolutionally coded system. This paper was motivated, in part, by the desire to better understand the empirically observed differences in error rate in the precoded and nonprecoded serial concatenated systems. We address the performance of maximum-likelihood (ML) decoding of a serial concatenated system as shown in Fig. 1 . The system comprises a high-rate block code, convolutional encoder, or parallel concatenation of two convolutional encoders as the outer code, an interleaver, and a partial response channel, with and without a channel precoder. The channel output is corrupted by additive white Gaussian noise (AWGN).
Let denote a codeword, and let denote the corresponding noiseless channel output. The Euclidean distance between the noiseless channel output sequences corresponding to codewords and is .
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The ML union bound on word-error rate (WER) for a block-code on an AWGN channel with mean zero and variance , where all codewords are equally likely, is given by [12] (1) where denotes the number of codewords. We let denote the number of noiseless channel output sequences that lie at Euclidean distance from . Then, we can write (1) as follows: (2) where is the average number of noiseless channel output sequences at Euclidean distance from a given sequence . The corresponding bit-error rate (BER) bound can be derived similarly (3) where denotes the number of information bits represented by a codeword , and denotes the average Hamming distance between information words that generate codewords and whose corresponding noiseless channel output sequences and lie at Euclidean distance . For an exact analysis, we must determine the full compound error-event characterization for a code interleaved and concatenated with the ISI channel. The complexity of this computation is generally prohibitively high. To overcome this difficulty, we introduce a technique for computing an approximation to the average weight enumerator for a high-rate, coded partial response-channel. The result depends only upon the output Hamming weight enumerator of the outer code (4) where denotes the number of error words of Hamming output weight and input weight .
In Section II, we present the error-event analysis for the dicode channel, first without a precoder, then with a precoder of the form . We also extend the analysis to the PR4 channel. In Section III, we consider dicode systems incorporating a rate 8/9 outer punctured convolutional code and a rate 4/5 turbo code. The performance estimates based upon the analysis in Section II are compared to the results of computer simulation. Section IV concludes the paper.
II. ERROR EVENT ANALYSIS ON THE DICODE CHANNEL
Referring to the system model in Fig. 1 , we assume that the encoder is a block encoder, for example, a truncated convolutional encoder or a turbo encoder. Let denote a codeword, and be the corresponding output of the interleaver. The output of the channel is denoted Given two codewords and , let be the corresponding Hamming error word, and let be the interleaved Hamming error word. Let be the signed error word, with corresponding interleaved signed error word and channel output error word We will make two simplifying assumptions in the analysis of the system performance. First, we assume that the interleaver is a uniform interleaver, as defined by Benedetto et al. [13] .
Definition 1: A uniform interleaver of length is a probabilistic device which maps a given input word of weight into all distinct permutations of it with equal probability . The uniform interleaver may be thought of as the average over the ensemble of all deterministic length-interleavers (i.e., permutations), assuming a uniform distribution. The use of this device has proven to be very valuable in analyzing the average ML performance of parallel and serial concatenated coding architectures.
Second, we make the assumption that, for any error word , the contribution to of all error words , where , is approximately equal to the contribution of the set of error words produced when and are not restricted to lie within the code. This is equivalent to treating the permuted code bits within an error event at the output of the interleaver as independent and identically distributed (i.i.d.), with equiprobable bit values. The resulting estimate of the contribution to the Euclidean weight enumerator therefore depends only upon the Hamming weight of the modulo-2 error word , rather than the specific signed error words produced by the actual codeword differences. The rationale behind this second assumption is that the system uses a very high rate, linear encoder, in tandem with the uniform interleaver.
In Section II-A, we investigate the relationship between the Hamming weight of the interleaved Hamming error word and the squared Euclidean weight of the corresponding output error word on the dicode channel, . We then examine the distribution of the number of error events induced by the action of the uniform interleaver. Using these results, we then derive an estimate for and the system performance.
In Section II-B, we derive the corresponding result for the dicode channel with the precoder . In Section II-C, we extend the results in Sections II-A and II-B to the PR4 channel. Fig. 2 shows a trellis section for the dicode channel with no precoder. The branch labels are of the form , where is the input to the channel at time , and is the corresponding channel output.
A. Dicode Channel with No Precoder 1) Error Event Distance Properties:
Let be an error word with Hamming weight , corresponding to a possibly compound input error event. Referring to Fig. 2 , and assuming a fixed initial state for all codewords, can be uniquely decomposed into a concatenation of disjoint error subevents , for some , consisting of one or more consecutive errors. Letting denote the number of errors in the subevent, we have For , the subevent corresponds to a simple closed error event on the trellis, diverging from and remerging with the correct path, with no common intermediate states. For , the corresponding subevent may be either closed or open; in the latter case, the paths diverge and never remerge.
In Fig. 2 , it can be seen that diverging and remerging branches correspond to a squared Euclidean distance of 1. Parallel branches have Euclidean distance 0 and crossing branches have squared Euclidean distance 4. We further note that crossing branches at time within an error event occur when the input symbol differs from the previous input symbol . Let denote the bit position at which the subevent begins. If for , then the branches at time are crossing with squared Euclidean distance 4. For a closed subevent, the contribution to the squared Euclidean distance is given by (5) where the first term is the contribution from the diverging and remerging branches, and the second term is the contribution from crossing branches within the subevent. If is open, there is no remerging branch, and the contribution is (6) The compound error event generates squared Euclidean distance (7) where if otherwise.
The expression in (7) 
These distributions can be used to evaluate the Euclidean distance between channel output sequences corresponding to codewords at Hamming distance , when the error words consist of subevents.
2) Subevent Distribution at the Interleaver Output: Let be an error word with Hamming weight . A specified interleaver will map into an error word which can be decomposed into error subevents, , with corresponding weights satisfying , as described above. A uniform interleaver maps the error word into all possible error words with equal probability . In this section, we determine the distribution of the number of subevents of , conditioned upon the error word having Hamming weight , under the action of the uniform interleaver.
There are distinct decompositions of a sequence of elements into subsequences, each of length at least 1. The number of configurations in which these subsequences can occur in a word of length , with consecutive subsequences separated by at least one position, is given by , so there are weight words with subevents. Taking into consideration the nature of the subevent , we can compute the conditional joint probabilities closed (12) and open (13)
3) Approximation of the Euclidean Weight
The approximation, denoted , is then given by substituting the approximations given in (10) and (11), along with the conditional joint probabilities given in (12) and (13), into (14) , yielding (15) The approximate average information Hamming distance to codewords at Euclidean distance , denoted , is similarly computed by substitution into (16) where is the average input weight for codewords of Hamming weight . Fig. 3 shows a trellis section for the dicode channel with precoder . The branch labels are of the form , where is the input to the precoder at time , and is the corresponding channel output.
B. Precoded Dicode 1) Error Event Distance Properties:
Referring to Fig. 3 as the total error event length. As for the nonprecoded case, diverging and remerging branches contribute a squared Euclidean distance of 1. Parallel branches contribute distance 0 and crossing branches contribute squared Euclidean distance 4. Crossing branches correspond to the input symbol at that time being 1. Therefore, the total contribution of a subevent to the squared Euclidean distance at the channel output is given by (18) The error word has total squared Euclidean distance (19) Thus, the squared Euclidean distance between two codewords is equal to the Hamming distance plus four times the number of ones within error subevents.
Invoking, as in the nonprecoded case, the assumption regarding the distribution of code bit values in the error events-namely, that their values are i.i.d. and equiprobable-we obtain an approximate contribution of an error word of Hamming weight to the average Euclidean weight enumerator. Under this assumption, we note that the distribution of the squared Euclidean distance is a function of the distribution of the number of ones within error subevents. Denote by the number of ones within error subevents. For error events of total length and Hamming weight , the distribution of is given by (20) For the probability that an erroneous codeword is at Euclidean distance from the correct codeword, conditioned on the Hamming distance being , the total length of the suberror events, we obtain
is an integer otherwise.
The i.i.d. approximation is justified for error words with a small value of by the action of the uniform interleaver. For error words with large value of , the contribution to the dominant terms of the Euclidean weight enumerator will be negligible, in any case, due to the low probability of then generating small Euclidean distance.
2) Subevent Distribution at the Interleaver Output: Let be an error word of Hamming weight . A permuted error word can be decomposed into error events , as described in Section II-B-1. In this section, we determine the conditional distribution of the total length of subevents generated by the action of a uniform interleaver upon error words of Hamming weight .
The distribution is computed in two steps. First, we find the number of unique back-to-back concatenations of subevents of total length . Then, we determine the number of configurations in which the subevents can occur in a word of length .
Consider the following description of the permuted error word where the subscript denotes to which subevent a bit belongs. 
3) Approximation of the Euclidean Weight Enumerator:
The approximate Euclidean weight enumerator can be computed by substituting (21) and (22) into (23) In a similar way, the approximate average input error weight enumerator may be obtained by appropriate substitutions into (24)
C. Extension to PR4
By observing that the PR4 channel can be viewed as two interleaved dicode channels, the extension of the results to PR4 is straightforward. The details are given in Appendix A.
We note that Duman and Kurtas [15] have utilized the i.i.d. assumption to derive performance estimates for higher order partial response channels. However, as a result of the increased complexity involved in computing the error events for the partial response channel, they have resorted to using the transfer function matrix approach; see, for example, [12] and [16] .
III. COMPUTED BOUNDS AND SIMULATION RESULTS
In this section, we compute truncated ML union bound estimates for the turbo-equalized dicode channel using the method described above, and we compare these with computer simulation results obtained using iterative decoding. Although suboptimal, the iterative decoder should be comparable in performance to the ML decoder once the SNR reaches a moderately high value.
We consider two outer encoders as follows: 1) a rate 1/2, recursive systematic convolutional (RSC) encoder with encoder polynomials , with parity bits punctured to yield code rate 8/9, and 2) a turbo code consisting of a parallel concatenation of two of the RSC encoders with parity bits punctured to achieve rate 4/5. Both encoders use an information block of size . The iterative decoder used in the simulations incorporates a posteriori probability (APP) decoders for both the channel and the component codes. Soft information is shared between all decoders for up to ten full iterations. If three consecutive iterations generate the same sequence estimate, then the iterations are terminated in order to reduce the simulation time. Fig. 4 shows the WER results for the rate 8/9 system, with and without precoder. Fig. 5 shows the corresponding results for the BER.
In Table I , we show the Euclidean weight enumerator estimates, obtained from (15) and (23), for the system using an outer convolutional code with no channel precoder, as well as with a channel precoder. We note that the dominant contributor to the estimated error rate is determined by the Euclidean distance and corresponding multiplicity that together yield the largest spectral component in the union bound. For the dicode channel, this will, at moderate SNR, be the component, and it is the result of Hamming weight-2 error words that are mapped into two subevents, each giving squared Euclidean distance 2. For the precoded dicode channel, it is the component, and it is also the result of Hamming weight-2 error words that are mapped to two adjacent positions, or under certain circumstances, to positions separated by a few bits. Since odd values of the squared Euclidean distance are the result of open events, they are not as common as even values.
The randomly selected interleavers used in the simulations and the uniform interleaver induce different weight enumerators. Therefore, the estimated bounds and the simulation results differ, and in the case without the precoder, the simulation curve crosses the bound curve. We investigated Hamming weight-2 error events for the specific interleaver used in the simulations. For the nonprecoded case, we adjusted the parts of the estimated distance spectrum corresponding to Hamming weight-2 error events to reflect the mappings by the actual interleaver used. The punctured code has, as shown in Table I , 510 codewords at Hamming distance 2 from each codeword. The interleaver that was used maps two of these events in such a manner that the erroneous bits are adjacent. Each of those error events will give one error subevent, and the squared Euclidean distance is 2 with probability 1/2 and 6 with probability 1/2. This means that Hamming weight-2 error events will contribute 1 to the approximate average Euclidean weight enumerators and . Therefore, we will have , a value which is nine times larger than the corresponding term for the uniform interleaver. Each of the remaining 508 Hamming weight-2 error events are mapped into two subevents. All of these events generate squared Euclidean distance events, with the exception of one such event whose last subevent is open and which, therefore, generates only squared Euclidean distance . It follows that . For the precoded case, we determined the distance spectrum for Hamming weight-2 error events of length less than 16 at the output of the interleaver. We note that for these events , which is about eight times greater than the corresponding value for the uniform interleaver. Fig. 6 compares the BER simulation results with the BER estimates for the interleaver used in the simulations by applying the union bound to the distance spectrum terms obtained above. The fit between the analysis and simulation is improved, particularly in the precoded case. The difference in estimated performance for the uniform interleaver and the interleaver used in the simulations indicates that the choice of interleaver can influence performance significantly. The impact of the interleaver in the precoded case is further reflected in simulation results for three additional, randomly selected interleavers. Table II shows the BER values at dB for the interleaver used to generate the results in Fig. 6 , followed by the additional three interleavers. The table suggests that suitable interleaver design can significantly improve the system performance. Fig. 7 shows analytical BER estimates and simulation results for the rate 4/5 turbo-coded systems. The Hamming weight enumerator and the estimated Euclidean weight enumerator for the turbo-coded system are shown in Table III . The bound for the precoded system is much lower at SNR up to about dB. However, in simulations, the system without precoder is superior down to , at which point the simulated BER curve flattens out and tends to follow the analytical curve. In fact, above 4.7 dB, the precoded system becomes superior to the system without the precoder, as predicted by the analysis. The explanation for the behavior observed at very low SNR remains an open issue.
IV. CONCLUSIONS
We have presented an analytical method for estimating the average Euclidean distance spectrum for a serially concatenated, trellis-coded partial response channel. The technique was applied to the dicode channel, with and without precoding, and was extended to the PR4 channel. Using truncated union bounds, we derived analytical BER and WER results and compared them to computer simulations. The analytical results indicate that the precoded systems should perform better in the floor region, as was empirically confirmed. Future research directions are to bound the effect of the i.i.d. assumption, develop exact methods for higher-order channels, and include the entire Hamming weight spectrum of the outer code in the computations.
APPENDIX EXTENSION TO PR4

A. PR4 Channel with No Precoder
For the nonprecoded case we observe that the conditional distributions for the Euclidean weight contribution from an error word of Hamming weight as given in (10) and (11) For the conditional joint probabilities , we have to take into consideration the possible decompositions of and into the two interleaves. Assume , where and denote the number of subevents in the first and second interleave, respectively. In a similar way, we split up the Hamming weight into and . By taking the sum over all possible partitions of into and , and into and , we have for each
We define the length of each interleave as . The probability that the first interleave has Hamming weight conditioned on total Hamming weight is given by (29) We also note that the expressions for the joint conditional probabilities for the number of subevents in each interleave are similar to (12) and (13) We modify (14) as follows: (34) The approximate Euclidean weight enumerator, denoted , is then given by substituting the approximations given in (25), along with the conditional joint probabilities given in (31)-(33), into (34).
B. PR4 Channel with Precoder
When the precoder is used for the PR4 channel, we easily obtain an expression for the conditional probability corresponding to (22). We again view the precoded PR4 channel as two interleaved, precoded dicode channels, each with the same conditional distribution as (22), but with the length of the interleaver being instead. Thus, we have
where is the total length of the subevents in interleave , and is the Hamming weight of interleave . Note that and . We write
The approximate Euclidean weight enumerator can be computed by inserting (21) and (36) into (23).
