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Abstract
In this article we consider a large structural market model of defaultable assets,
where the asset value processes are modelled by using stochastic volatility models
with default upon hitting a lower boundary. The volatility processes are picked from
a class of general mean-reverting diffusions satisfying certain regularity assumptions.
The value processes and the volatility processes are all correlated through systemic
Brownian motions. We prove that our system converges as the portfolio becomes
large, and the limit of the empirical measure process has a density which is the unique
solution to an SPDE in the two-dimensional half-space with a Dirichlet boundary
condition. We use Malliavin calculus to establish the existence of a regular density
for the volatility component of the density satisfying our stochastic initial-boundary
value problem, and we improve an existing kernel smoothing technique to obtain
higher regularity and uniqueness results.
1 Introduction
A key quantity in a large portfolio of defaultable assets is the loss process, the proportion
of the assets that have defaulted as a function of time. This is a critical component
required for the pricing of credit indices [5] and many asset backed securities [1], as well
as in models for systemic risk, [23], [12]. We take a structural model for the portfolio
where the value of each asset is modelled as a diffusion with a stochastic volatility process,
with default occurring when a lower boundary is hit. The asset values and their volatilities
are driven by their own idiosyncratic noises but correlated through systemic Brownian
motions which model macroeconomic effects on the whole system. By considering the
empirical measure we can capture the evolution of the whole portfolio and, in particular,
that of the loss process.
A simple structural factor model for a large portfolio was studied in [5], and extended
to the case where the coefficients for the underlying assets were dependent on the total
loss in [11]. Structural factor models incorporating stochastic volatility were studied for
the first time in [10], where volatilities were modelled as CIR processes. In contrast to [10]
we will work with a general class of models with mean reverting volatility and establish
∗hambly@maths.ox.ac.uk
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better results under conditions which do not include the model of [10]. Other approaches
to the modelling of credit risk in large portfolios which lead to SPDEs can be found in
[7, 27, 28, 29].
For this paper we consider a large portfolio of N credit risky assets, where the i-th
value process Ai satisfies the system of SDEs
dAit = A
i
tµidt+A
i
th
(
σit
)(√
1− ρ21,idW it + ρ1,idW 0t
)
, 0 ≤ t ≤ Ti
dσit = ki(θi − σit)dt+ ξiq
(
σit
) (√
1− ρ22,idBit + ρ2,idB0t
)
, t ≥ 0
Ait = b
i, t > Ti
(Ai0, σ
i
0) = (a
i, σi),
(1.1)
for all i ∈ {1, 2, . . . , N}, where Ti = inf{t ≥ 0 : Ait = bi}, a1, a2, ..., aN and σ1, σ2, ..., σN
are the initial values of the asset values and the volatilities respectively, bi ≤ ai is the
default barrier for the value of the i-th asset, Ci = (ki, θi, ξi, ri, ρ1,i, ρ2,i) is the vector of
the various parameters of the i-th asset value process, h and q are functions with enough
regularity, and W 0t , B
0
t , ..., W
N
t , B
N
t are standard Brownian motions. We assume that
bi, (ai, σi) and Ci are drawn independently from some appropriate distributions for each
i, the Brownian motions are independent from each ai, σi and Ci, and among these
Brownian motions only W 0t and B
0
t are allowed to have a non-zero correlation. Next we
consider the corresponding logarithmically scaled particle system, which is obtained by
setting Xit =
(
lnAit − ln bi
)
in (1.1), and by using Ito’s formula to derive the system of
SDEs satisfied by the logarithmically scaled value processes,
dXit =
(
ri − h
2(σit)
2
)
dt+ h(σit)
(√
1− ρ21,idW it + ρ1,idW 0t
)
, 0 ≤ t ≤ Ti
dσit = ki(θi − σit)dt+ ξi
√
1− ρ22,iq
(
σit
)
dBit + ξiρ2,iq
(
σit
)
dB0t , t ≥ 0
Xit = 0, t > Ti
(Xi0, σ
i
0) = (x
i, σi),
(1.2)
for i ∈ {1, 2, ..., N}, where xi = (ln ai − ln bi) ≥ 0 and Ti = inf{t ≥ 0 : Xit = 0}
∀ 1 ≤ i ≤ N . The process Xi is usually thought of as the distance to default.
We will study the asymptotic behaviour (as N −→ ∞) of the loss process, the pro-
portion of assets that have defaulted by any given time t. In [10] (and its erratum [9])
the CIR process was used for the volatility, that is q(z) =
√
z, however in this paper
we consider a class of functions q for which we can obtain particularly good results. An
underlying motivation is to develop computationally efficient methods for pricing deriva-
tives like CDO tranches and for estimating quantities in risk management such as the PD
(Probability of Default) and the expected LGD (Loss Given Default) within a portfolio.
To do that, we consider the empirical measure process of the particle system described
by equations (1.2), which is given by
vNt =
1
N
N∑
i=1
δXit ,σit , (1.3)
and its restriction to (0,∞) × R, which is given by
vN1,t =
1
N
N∑
i=1
δXit ,σitI{Ti>t}, (1.4)
2
for t ≥ 0. The total mass of the vNt is always equal to 1, while the total masses of both
vN1,t and v
N
2,t := v
N
t − vN1,t are stochastic processes with values in [0, 1], with the second
one being exactly the loss process we want to study. The convergence results established
in [10] for the CIR volatility case hold in the general case as well, that is, almost surely
and for all positive t we have both
vNt −→ vt = P
((
X1t , σ
1
t
) ∈ · |W 0· , B0· , G)
and
vN1,t −→ v1,t = P
((
X1t , σ
1
t
) ∈ ·, T1 > t |W 0· , B0· , G)
= E
[
vt, C1 (·) |W 0· , B0· , G
]
weakly as N −→ ∞, for some σ-algebra G containing the initial data, where we denote
by vt, C1 (·) the measure-valued process P
((
X1t , σ
1
t
) ∈ ·, T1 > t |W 0· , B0· , C1, G). The first
purpose of this paper is to show that for certain choices of the vol-of-vol (volatility of the
volatilities) function q, given the value of C1, vt, C1 (·) has a density ut, C1 which satisfies an
SPDE in a weighted Sobolev space over R+×R, along with a Dirichlet boundary condition
at x = 0, but without the need to assume that dW 0t dB
0
t = 0 which was enforced by the
corrections presented in [9] for the case q(z) =
√
z and which is a big limitation. The
second purpose is to show that for these choices of q, there is always a unique solution to
our stochastic initial-boundary value problem. This is important for the implementation
of our model, as it ensures that any numerical solution to our initial-boundary problem
will approximate the solution describing the losses from our portfolio.
The key point in extending large portfolio models to the stochastic volatility setting
is to estimate the boundary behaviour of the empirical measure, and this will be done
by following the same approach as in [10], [9]. In Section 2 we present the convergence
results we have for the empirical measure processes, and we derive the limiting weak
SPDE. Next, in Section 3 we introduce and prove Theorem 3.2, which gives a few nice
regularity results for the density of our volatility process given a component of the driving
Brownian Motion (the market factor), when the function q is bounded away from zero and
infinity and has fast decaying derivatives (the precise conditions are in Assumption 3.1).
In Section 4 we use the main result of Section 3 to obtain the existence of a regular
density for vt,C1 , for any good enough value of C1, and also the SPDE and the boundary
condition satisfied by that density. At this point, the reason we can avoid assuming that
W 0 and B0 are uncorrelated is that the results given by Theorem 3.2 are much stronger
than those given by the corresponding Theorem presented in [9], and this is a consequence
of the boundedness of q and the decay of its derivatives.
The kernel smoothing method developed in [5, 21, 11] and extended in Section 5 of [10]
needs further extension as well, since new volatility processes are introduced. In Section 5
we define our initial-boundary value problem explicitly based on the regularity results
obtained in Section 4. Then, we develop the kernel smoothing method needed to cope
with the general form of our volatility processes. This allows us to obtain differentiability
of our density in the y-direction, and also weighted L2 integrability of the derivative. As
in [10], the regularity results of the previous two sections are crucial, since the kernel
smoothing method does not work in distribution spaces for our two-dimensional SPDE.
Finally, in Section 6, we exploit the improved regularity result obtained in Section 5, in
order to prove uniqueness of solutions to our initial-boundary value problem. Again, this
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is possible because we can obtain an estimate where all the involved norms are equivalent
due to the boundedness of q and the decay of its derivatives.
In our general setting, the SPDE satisfied by ut,C1 has the form
ut,C1(x, y) = u0(x, y)−
∫ t
0
(
r1 − 1
2
h2(y)
)
(us,C1(x, y))x ds
−
∫ t
0
k1 (θ1 − y) (us,C1(x, y))y ds
+
1
2
∫ t
0
h2(y) (us,C1(x, y))xx ds
+
ξ21
2
∫ t
0
(
q2 (y)us,C1(x, y)
)
yy
ds
+ξ1ρ3ρ1,1ρ2,1
∫ t
0
(h(y)q (y)us,C1(x, y))xy ds
−ρ1,1
∫ t
0
h(y) (us,C1(x, y))x dW
0
s
−ξ1ρ2,1
∫ t
0
(q (y) ut,C1(x, y))y dB
0
s (1.5)
where u0 is the initial density and ρ3 is the correlation coefficient between W
0
t and B
0
t (i.e
dW 0t · dB0t = ρ3dt). Moreover, the boundary condition ut,C1(0, y) = 0 is satisfied for all
y ∈ R and t ≥ 0. At this point, we can work exactly as explained in [10], i.e simulate the
two-dimensional Brownian path
(
W 0· , B
0
·
)
, implement a finite element method to solve
our initial-boundary value problem for a random sample {c1, c2, ..., cn} of the coefficient
vector C1, and then approximate the loss process from
lim
N→∞
vNt ({0} ×R) = 1− lim
N→∞
vN1,t(R
2)
= 1− E
[∫ ∞
0
∫
R
ut,C1(x, y)dxdy, |W 0· , B0· , G
]
≈ 1− 1
n
n∑
i=1
∫ ∞
0
∫
R
ut,ci(x, y)dxdy. (1.6)
Since the above computation does not involve the 2N idiosyncratic Brownian motions,
we do not need to simulate their paths, and thus we have a computationally efficient
method for approximating the loss process when the number of assets N is large.
Of course, the parameters of the distribution from which each Ci is picked have to
be estimated and, when the Cis can take many different values, n in (1.6) has to be
sufficiently large to give an accurate approximation. Moreover, our model is more com-
putationally intensive than the one studied in [5], where the SPDE was one-dimensional
and its coefficients did not depend on spatial variables. Therefore, even though we study
the large portfolio limit to reduce computational complexity, a very large number of
computations may still be required due to the random parameters, which could be a
disadvantage of our setting. A nice way to calibrate our model for the purpose of CDO
tranches pricing is to simply assume that Ci equals the same constant vector C for all
i ∈ N, solve the initial-boundary value problem numerically to estimate the loss process
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from
lim
N→∞
vNt ({0} × R) = 1− lim
N→∞
vN1,t(R
2)
= 1−
∫ ∞
0
∫
R
ut,C(x, y)dxdy
for many different values of C and initial data fitted to market CDS prices, and finally
minimize the least squares distance between model and market prices of CDO tranches
with different maturities to locate the best fit parameters. Obviously, under this constant
coefficients setting, the empirical weak limit v1,t will coincide with the measure-valued
process vt,C whose density ut,C satisfies our SPDE, just as in [5]. Therefore, the multilevel
Monte Carlo method used in [8] for the model studied in [5], if extended appropriately,
could also be used for speeding up the approximation of CDO tranche prices under the
above setting. Finally, a fast mean-reversion asymptotic analysis of our general stochastic
volatility setting can be found in [17]
2 The limiting SPDE
In order to study our setting, some assumptions need to be made. We assume that
(Ω, F , {Ft}t≥0, P) is a complete fitlered probability space, which can be decomposed as
a product of three independent probability spaces representing the three different sources
of randomness. That is, we can write
(Ω, F , {Ft}t≥0, P)
= (Ω0 × Ω1 × ΩC , F0 ⊗F1 ⊗FC , {F0t ⊗F1t ⊗FC}t≥0, P0 × P1 × PC),
(2.1)
where the standard Brownian motions W 0 and B0 are defined on the complete filtered
probability space (Ω0, F0, {F0t }t≥0, P0), adapted to the filtration {F0t }t≥0, and corre-
lated with dW 0t · dB0t = ρ3dt, while {(W 1, B1), (W 2, B2), ...} is an infinite sequence
of pairwise independent standard Brownian motions which are defined on the complete
filtered probability space (Ω1, F1, {F1t }t≥0, P1) and adapted to the filtration {F1t }t≥0,
and finally Ci = (ki, θi, ξi, ri, ρ1,i, ρ2,i) for i ∈ N are i.i.d 6-dimensional random vectors
defined on the complete probability space (ΩC , FC , PC) such that PC- almost surely we
have ρ1,i, ρ2,i ∈ (−1, 1) ∀i ∈ N. All the filtrations are assumed to be complete and right-
continuous. Next, we assume that
{(
x1, σ1
)
,
(
x2, σ2
)
, ...
}
is an exchangeable infinite
sequence of two-dimensional random vectors, which are measurable with respect to the
σ-algebra F0 = F00⊗F10⊗FC . The exchangeability condition implies that there exists a σ-
algebra G contained in F0, such that the two-dimensional vectors:
(
x1, σ1
)
,
(
x2, σ2
)
, ...
are i.i.d given G (see, for example, [2]) and, without loss of generality, we may assume
that G = G0 ⊗ {∅, Ω1} ⊗ {∅, ΩC}, for some G0 ⊂ F00 . The last is clear if we define the
random vectors on Ω0, but allowing some dependence on Ω1 × ΩC provides consistency
if we decide to restart our processes at some t > 0.
Under the above assumptions and for each N ∈ N, we consider the interacting particle
system described by equations (1.2) and the corresponding empirical measure processes
vN and vN1 , which are defined by equations (1.3) and (1.4) respectively. We also define
the process vN2 by v
N
2,t := v
N
t − vN1,t, the restriction of vNt to {0} × R, for all t ≥ 0.
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These quantities are defined in [10] in the CIR case and it is not hard to check that all
the convergence theorem proofs in Section 2 of [10] do not depend on the form of the
SDE satisfied by the volatility processes, as long as these processes are continuous, strong
solutions to that SDE. Moreover, the σ-algebra G there plays the role of the σ-algebra G
here, which can be decomposed as G = G0⊗{∅, Ω1}⊗{∅, ΩC}. Therefore, working given
G is the same as working given G0, and under the general stochastic volatility setting we
can have the convergence results of Section 2 in [10] as follows:
Theorem 2.1. For each N ∈ N and any t, s ≥ 0, consider the random measure given by
vN3,t,s =
1
N
N∑
i=1
δXit ,σit,σis .
The sequence vN3,t,s of three-dimensional empirical measures converges weakly to some
measure v3,t,s for all t, s ≥ 0, P-almost surely. Moreover, the measure-valued process
{v3,t,s : t, s ≥ 0} is P-almost surely continuous in both t and s under the weak topology.
Corollary 2.2. The sequence vNt of two-dimensional empirical measures given by (1.3)
converges weakly to some measure vt for all t ≥ 0, P-almost surely. Moreover, the path
{vt : t ≥ 0} is P-almost surely continuous under the weak topology. The measure-valued
process vt is the restriction of v3,t,s to the space of functions which are constant in the
third variable, for any t ≥ 0.
Theorem 2.3. There exists an Ω′ ⊂ Ω with P(Ω′) = 1 such that for any ω ∈ Ω′, we have∫
R3
fdv3,t,s = E
[
f
(
X1t , σ
1
t , σ
1
s
) |W 0. , B0. , G0] for any t, s ≥ 0 and any f ∈ Cb(R3; R).
Corollary 2.4. Let {vt : t ≥ 0} be the measure-valued process defined in Corollary 2.2.
There exists an Ω′ ⊂ Ω with P(Ω′) = 1 such that for any ω ∈ Ω′, we have ∫
R2
fdvt =
E
[
f
(
X1t , σ
1
t
) |W 0. , B0. , G0] for any t ≥ 0 and for any f ∈ Cb (R3; R).
Theorem 2.5. There exists a measure-valued process {v2,t : t ≥ 0} and an Ω′′ ⊂ Ω′ with
P(Ω′′) = 1, such that for any ω ∈ Ω′′ we have that vN2,t N−→+∞−−−−−−→ v2,t weakly for all t ≥ 0.
Moreover, we have
∫
R2
fdv2,t = E
[
f
(
X1t , σ
1
t
)
I{T1<t}|W 0. , B0. , G0
]
for all t ≥ 0 and for
all f ∈ Cb
(
R2; R
)
.
By Corollary 2.2 and Theorem 2.5 we have the weak convergence vN1,t = v
N
t − vN2,t −→
vt − v2,t =: v1,t, which holds for all t ≥ 0, P-almost surely. Moreover, by Corollary 2.4
and Theorem 2.5 we can write∫
R2
fdv1,t = E
[
f
(
X1t , σ
1
t
)
I{T1>t} |W 0· , B0· , G0
]
= E
[
E
[
f
(
X1t , σ
1
t
)
I{T1>t} |W 0· , B0· , C1, G0
] |W 0· , B0· , G0] ,
for any f ∈ Cb
(
R2; R
)
and t ≥ 0, P-almost surely. Note also that conditional expectations
given
(
W 0· , B
0
· , G0
)
are defined on the component probability space (Ω0, F0, {F0t }t≥0, P0),
while conditional expectations given
(
W 0· , B
0
· , C1, G0
)
are defined on the product space
(Ω0, F0, {F0t }t≥0, P0) × (ΩC , FC , PC). Therefore, the next step is to study the process
of measures vt,C1(·) defined as
vt,C1 (·) = P
((
X1t , σ
1
t
) ∈ ·, T1 > t |W 0· , B0· , C1,G0) ,
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on the product space (Ω0, F0, {F0t }t≥0, P0) × (ΩC , FC , PC), just as we did in [10] for
the CIR stochastic volatility setting. The behaviour of this measure-valued stochastic
process is given in the following Theorem, the proof of which follows exactly the same
steps as the proof of Theorem 2.6 in [10] and can be found in the Appendix.
Theorem 2.6. Let A be the two-dimensional differential operator mapping any smooth
function f : R+ × R→ R to
Af (x, y) =
(
r1 − h
2 (y)
2
)
fx (x, y) + k1 (θ1 − y) fy (x, y) + 1
2
h2 (y) fxx (x, y)
+
1
2
ξ21q
2(y)fyy (x, y) + ξ1ρ3ρ1,1ρ2,1h(y)q(y)fxy (x, y)
for all (x, y) ∈ R+×R. Then, for any ωC ∈ ΩC (i.e for any fixed value of the coefficient
vector C1 = (k1, θ1, ξ1, r1, ρ1,1, ρ2,1)), the measure-valued stochastic process vt,C1
(·, ωC)
defined on (Ω0, F0, {F0t }t≥0, P0), satisfies the following weak form SPDE∫
R2
f (x, y) dvt,C1 (x, y) =
∫
R2
f (x, y) dv0,C1 (x, y)
+
∫ t
0
∫
R2
Af (x, y) dvs,C1 (x, y) ds
+ρ1,1
∫ t
0
∫
R2
h (y) fx (x, y) dvs,C1 (x, y) dW
0
s
+ξ1ρ2,1
∫ t
0
∫
R2
q(y)fy (x, y) dvs,C1 (x, y) dB
0
s ,
for all t ≥ 0 and any f ∈ Ctest0 =
{
g ∈ C2b (R+ × R) : g (0, y) = 0, ∀ y ∈ R
}
.
3 Volatility Analysis - A Malliavin Calculus approach
As in [10], after showing convergence of the empirical measure process to the probabilis-
tic solution of an SPDE, we establish the best possible regularity result for that solution
by following a similar approach. Thus, we need to show that the distribution-valued
process whose value at time t maps any suitable function f : R2 → R to the quantity
E
[
f(X1t , σ
1
t )IT1>t |B0· , W 0· , C1, G0
]
, has a regular density P0×PC-almost surely, by show-
ing first that the same holds P0-almost surely for the 1-dimensional distribution-valued
process whose value at time t maps any suitable function f : R→ R to E [f(σt) |B0· , G0],
where σ is a general mean-reverting volatility process driven by a combination of B0· and
B1· , that is a process satisfying
dσt = k(θ − σt)dt+ ξq (σt)
√
1− ρ22dB1t + ξq (σt) ρ2dB0t , t ≥ 0 (3.1)
for some suitable function q, with σ0 being F
0
0 ×F 10 -measurable. The assumption on q is:
Assumption 3.1. Let q be a C3 (R) function which is bounded strictly away from 0,
bounded above and with bounded O
(
1
|x|
)
(as |x| −→ +∞) derivatives up to third order.
If we assume that ρ2 ∈ (−1, 1), the answer to our question is given in the next theorem
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Theorem 3.2. Suppose that q satisfies Assumption 3.1 and σ0 is a random variable
in Lp
(
Ω0, F00 , P0
)
for all p ≥ 0. Then P0 - almost surely, the conditional probability
measure P(σt ∈ A |B0· , G0), A ⊂ R, possesses a continuous density pt(y |B0· , G0), y ∈ R,
for all t > 0. Moreover, for any T > 0, if we define
M(t) := ess sup
y∈R, ω0∈Ω0
pt(y |B0· , G0)
(
ω0
)
,
and also
MαB0· ,G0(t) := sup
y∈R
(|y|αpt(y |B0· , G0)) ,
for all 0 ≤ t ≤ T and any α ≥ 0, we have both M ∈ L1 ([0, T ]) and Mα
B0· ,G0
∈
Lp
(
Ω0 × [0, T ]) for any 1 ≤ p < 2.
Remark 3.3. The class of functions q satisfying ssumption 3.1 obviously contains all func-
tions which are identically equal to a positive constant, making the Theorem applicable
to an Ornstein-Uhlenbeck volatility setting. However, it is actually a much bigger class,
which contains positive C3 functions almost behaving like a positive constant for large
x. Indeed, it is not hard to check that for any positive and bounded function q˜ with
bounded derivatives, the function defined as q˜
(
e−
1
x
)
for x > 0 and q˜(0) otherwise, sat-
isfies Assumption 3.1.
To prove the above theorem, we need a few results that involve the notion of Malliavin
differentiability. We refer to [24] for the basics of Malliavin calculus and, as in there, we
denote by Dn,p(V ) the space of random variables which are n times Malliavin differentiable
with respect to a Brownian motion defined in some interval [0, T ], which take values in the
Banach space V , and whose k-th Malliavin derivative has an L2
(
[0, T ]k ;V
)
norm which
is a random variable in Lp for all 0 ≤ k ≤ n. A generalization of Malliavin calculus which
applies to conditional probability measures is the partial Malliavin calculus which has
been developed in [25]. In this section we are working under the conditional probability
measure P(· |B0· , G0), which means that partial Malliavin calculus is the natural tool for
proving our results. However, it is not hard to see that in our setting we can P0-almost
surely fix an ω0 ∈ Ω0, and work under P(σt ∈ · |B0· , G0) = P1({ω1 ∈ Ω1 : σt(ω1, ω0) ∈ ·})
for that given ω0, where ordinary Malliavin calculus can be used with respect to the
Brownian motion B1· . It is not hard to check that the Malliavin derivative with respect
to B1· for any continuous path of B
0
· , coincides with the partial Malliavin derivative in
the sense of [25], when the random subspace K (ω) is the orthogonal complement of the
space generated by the Malliavin derivatives of B0q with respect to
(
B0· , B
1
·
)
, for q ∈ Q+.
Next, we will need sufficient integrability of our volatility processes. This is given in
the following technical lemma, the proof of which has been put in the Appendix.
Lemma 3.4. Fix a T > 0. Then, under the assumptions of Theorem 3.2, for any p ≥ 0
we have
E
[
sup
0≤t≤T
σpt
]
<∞.
We can proceed now to the proof of the main theorem of this section.
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Proof of Theorem 3.2. We will show that σt possesses regular first and second order Malli-
avin derivatives with respect to the Brownian motion B1· , under the conditional proba-
bility measure P(· |B0· , G0), P0 - almost surely, which will allow us to obtain the desired
result.
We fix a T > 0 and we consider the strictly increasing function Q(y) =
∫ y
0
1
q(z)dz.
Then, by using Ito’s formula on (3.1), we find that vt = Q(σt) satisfies the SDE
dvt = V (vt) dt+ ξ
√
1− ρ22dB1t + ξρ2dB0t (3.2)
for all t ∈ [0, T ], where
V (x) = k
(θ −Q−1 (x))
q (Q−1 (x))
− ξ
2
2
q′
(
Q−1 (x)
)
(3.3)
for any x ∈ R. We will compute first the Malliavin derivative of vt with respect to
the Brownian motion B1· , under the probability measure P(· |B0· , G0). Since we have(
Q−1(x)
)′
= q
(
Q−1(x)
)
, we can easily compute
V ′(x) = q
(
Q−1(x)
)(
k
−q (Q−1(x))− (θ −Q−1(x)) q′ (Q−1(x))
q2 (Q−1(x))
− ξ
2
2
q′′
(
Q−1(x)
))
(3.4)
and
V ′′(x) = q
(
Q−1(x)
)
q′
(
Q−1(x)
)
×
[
k
−q (Q−1(x))− (θ −Q−1(x)) q′ (Q−1(x))
q2 (Q−1(x))
− ξ
2
2
q′′
(
Q−1(x)
)]
+2kq′
(
Q−1(x)
)− k(θ −Q−1(x))
[
q′′
(
Q−1(x)
)− 2
(
q′
(
Q−1(x)
))2
q (Q−1(x))
]
−ξ
2
2
q(3)
(
Q−1(x)
) (
q
(
Q−1(x)
))2
(3.5)
which are both bounded by Assumption 3.1. This allows us to recall Theorem 2.2.1 from
page 102 in [24] and the Remark after its proof, which imply that the desired Malliavin
derivative exists under P and it satisfies
Dt′vt = ξ
√
1− ρ22 −
∫ t
t′
V ′(vt)Dt′σsds (3.6)
for t ∈ [t′, T ]. By looking at the proof of that Theorem, we see that the underlying
probability measure does not play any role as long as we are differentiating with respect
to the path of a Brownian motion, which means that here we can have the same result
under the probability measure P(· |B0· , G0) as well. Then, (3.6) is a linear ODE in
t ∈ [t′, T ], which can be solved to give
Dt′vt = ξ
√
1− ρ22e−
∫ t
t′
V ′(vs)ds (3.7)
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for any 0 ≤ t′ ≤ t ≤ T , while we have Dt′vt = 0 for 0 ≤ t < t′ ≤ T . By the boundedness
of V ′, the above Malliavin derivative is positive, and for any t ∈ [0, T ], it belongs to
L∞
(
Ω0 × Ω1 × [0, T ]). Therefore, we can use the standard Malliavin chain rule (Propo-
sition 1.2.2 on page 29 in [24]) to obtain
Dt′σt = Dt′Q
−1(vt)
= q
(
Q−1(vt)
)
Dt′vt
= ξ
√
1− ρ22q
(
Q−1(vt)
)
e−
∫ t
t′
V ′(vs)ds
= ξ
√
1− ρ22q(σt)e−
∫ t
t′ V
′(Q(σs))ds, (3.8)
which belongs to L∞
(
Ω0 × Ω1 × [0, T ]) as well.
To compute the second order derivative of σt under the conditional probability mea-
sure P(· |B0· , G0), we use again the standard Malliavin chain rule to obtain
Dt′′V
′(vs) = V
′′(vs)Dt′′vs
= ξ
√
1− ρ22V ′′(vs)e−
∫ s
t′′ V
′(vs′ )ds
′
, (3.9)
for any s ∈ [t′, t] with 0 ≤ t′ ≤ t ≤ T and t′′ ∈ [0, T ]. It is not hard to see that the
absolute value of this derivative is bounded by some bT > 0 depending only on T . Thus,
for any h· ∈ L2
(
Ω0 × Ω1 × [0, T ]), if we denote by δ the Skorokhood integral with respect
to B1· , by Fubini’s Theorem and duality we have
E
[∫ t
0
ht′′
∫ t
t′
Dt′′V
′(vs)dsdt
′′ |B0· , G0
]
=
∫ t
t′
E
[∫ t
0
Dt′′V
′(vs)ht′′dt
′′ |B0· , G0
]
ds
=
∫ t
t′
E
[
V ′(vs)δ(h·) |B0· , G0
]
ds
= E
[
δ(h·)
∫ t
t′
V ′(vs)ds |B0· , G0
]
.
Therefore, if we approximate
∫ t
t′ V
′(vs)ds by square integrable random variables which
are Malliavin differentiable, we can show that the Malliavin derivatives converge in L2
to the integral
∫ t
t′ Dt′′V
′(vs)ds, and Lemma 1.2.3 on page 30 in [24] implies then that∫ t
t′ V
′(vs)ds has a Malliavin derivative which equals
∫ t
t′ Dt′′V
′(vs)ds. Combining the last
two results we find that
Dt′′
∫ t
t′
V ′(vs)ds = ξ
√
1− ρ22
∫ t
t′
V ′′(vs)e
−
∫ s
t′′ V
′(vs′ )ds
′
ds (3.10)
which has an absolute value bounded by TbT . Moreover, since
∫ t
t′ V
′(vs)ds is bounded
for any t and t′, by (3.8) we have that
Dt′σt = ξ
√
1− ρ22q
(
Q−1(vt)
)
e−Ft,t′(
∫ t
t′ V
′(vs)ds)
for a smooth and compactly supported function Ft,t′ which is the identity on a compact
set containing all the possible values of
∫ t
t′ V
′(vs)ds. Hence, applying the Malliavin chain
rule once more, we finally obtain
Dt′,t′′σt = ξ
√
1− ρ22q′
(
Q−1(vt)
)
q
(
Q−1(vt)
)
e−
∫ t
t′ V
′(vs)dsDt′′vt
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+ξ
√
1− ρ22q
(
Q−1(vt)
)
e−
∫ t
t′
V ′(vs)dsDt′′
∫ t
t′
V ′(vs)ds
= ξ2
(
1− ρ22
)
q′
(
Q−1(vt)
)
q
(
Q−1(vt)
)
e−
∫ t
t′ V
′(vs)dse−
∫ t
t′′ V
′(vs)ds
+ξ2
(
1− ρ22
)
q
(
Q−1(vt)
)
e−
∫ t
t′
V ′(vs)ds
∫ t
t′
V ′′(vs)e
−
∫ s
t′′
V ′(vs′ )ds
′
ds
= ξ2
(
1− ρ22
)
q′ (σt) q (σt) e
−
∫ t
t′ V
′(Q(σs))dse−
∫ t
t′′ V
′(Q(σs))ds
+ξ2
(
1− ρ22
)
q (σt) e
−
∫ t
t′
V ′(Q(σs))ds
∫ t
t′
V ′′(Q(σs))e
−
∫ s
t′′
V ′(Q(σs′ ))ds
′
ds
(3.11)
and, by our previous boundedness results, the last line also an absolute value which is
bounded by some b′T > 0 depending only on T .
By Lemma 3.4 now, we have that σt ∈ Lp
(
Ω0 × Ω1) for any p > 1 and t ≤ T , under the
probability measure P, which implies that σt ∈ Lp
(
Ω1
)
holds under the conditional prob-
ability measure P
(· |B0· , G0), P0- almost surely. Combining this with the above results,
we deduce that σt ∈ Lp
(
Ω1
)∩D∞,2 (Ω1) with respect to B1· for all t ≤ T , under the prob-
ability measure P
(· |B0· , G0) (P0- almost surely). Moreover, it is not hard to check that
for all t′ < t, Dt′σt is bounded between the positive quantities b
′′
T := ξ
√
1− ρ22mqe−TM|V ′|
and b˜T := ξ
√
1− ρ22MqeTM|V ′| , where we denote by mf the minimum of a function f and
by Mf the maximum of that function. This allows us to recall Lemma E2.1 from [9] for
α = 0 and deduce that the conditional probability measure P(σt ∈ · |B0· , G0) posseses a
continuous density pt(· |B0· , G0), which satisfies
sup
y∈R
pt(y |B0· , G0)
≤ (C + 2)E 1pr
[∥∥D2·,·σt∥∥prL2([0,T ]2) |B0· , G0
]
×E 1pr′


∣∣∣∣∣ 1‖D·σt‖2L2([0,T ])
∣∣∣∣∣
pr′
|B0· , G0


+CE
1
pr
[
‖D·σt‖prL2([0,T ]) |B0· , G0
]
× E 1pr′


∣∣∣∣∣ 1‖D·σt‖2L2([0,T ])
∣∣∣∣∣
pr′
|B0· , G0

 ,
= (C + 2)E
1
pr
[∥∥D2·,·σt∥∥prL2([0,t]2) |B0· , G0
]
×E 1pr′


∣∣∣∣∣ 1‖D·σt‖2L2([0,t])
∣∣∣∣∣
pr′
|B0· , G0


+CE
1
pr
[
‖D·σt‖prL2([0,t]) |B0· , G0
]
× E 1pr′


∣∣∣∣∣ 1‖D·σt‖2L2([0,t])
∣∣∣∣∣
pr′
|B0· , G0

 ,
≤ (C + 2)E 1pr
[(√
t2b′T
)pr
|B0· , G0
]
× E 1pr′
[(
1
tb′′T
)pr′
|B0· , G0
]
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+CE
1
pr
[(√
tb˜T
)pr
|B0· , G0
]
× E 1pr′
[(
1
tb′′T
)pr′
|B0· , G0
]
= (C + 2)
√
t2b′T ×
1
tb′′T
+ C
√
tb˜T × 1
tb′′T
,
where C is a deterministic positive constant, p, r can be anything bigger than 1, and
b˜T , b
′
T , b
′′
T are the deterministic bounds obtained earlier. The above now gives
ess sup
y∈R, ω0∈Ω0
pt(y |B0· , G0) ≤ C ′ + C ′′
1√
t
for some deterministic constants C ′ and C ′′, which can be integrated with respect to t in
[0, T ] to give ∫ T
0
ess sup
y∈R, ω0∈Ω0
pt(y |B0· , G0)dt ≤ C ′T + C ′′
√
T
and this completes the proof of the first estimate.
For the second estimate, we recall again Lemma E2.1 from [9] but for a > 0, and we
use the same bounds as previously for the Malliavin derivatives to obtain:
sup
y∈R
|y|αpt(y |B0· , G0)
≤ (C + 2)E 1pr
[(√
t2b′T
)pr
|B0· , G0
]
× E 1pr′
[(
1
tb′′T
)pr′
|σt|α |B0· , G0
]
+CE
1
pr
[(√
tb˜T
)pr
|B0· , G0
]
× E 1pr′
[(
1
tb′′T
)pr′
|σt|α |B0· , G0
]
.
Therefore, by Holder’s inequality we have
E
[(
sup
y∈R
|y|αpt(y |B0· , G0)
)p]
≤ (C + 2)E 1r
[(√
t2b′T
)pr]
× E 1r′
[(
1
tb′′T
)pr′
|σt|α
]
+CE
1
r
[(√
tb˜T
)pr]
× E 1r′
[(
1
tb′′T
)pr′
|σt|α
]
≤
(
(C + 2)
(√
b′T
b′′T
)p
+ Ct−
p
2
(√
b˜T
b′′T
)p)
E
1
r′
[
sup
0≤s≤T
|σs|α
]
whose integral in t over [0, T ] is finite by Lemma 3.4, since p < 2. This completes the
proof of the Theorem.
4 Existence of a regular two-dimensional density
The next step is to use the results obtained in the previous section for the volatility
process, in order to prove the existence of a regular density for the probabilistic solution
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to the SPDE given by Theorem 2.6, when the value of C1 is given. First, for any Hilbert
space H, we denote by L2
(
Ω0 × [0, T ] ; H) the space of H- valued stochastic processes,
which are L2-integrable and adapted to the Brownian motion (W 0· , B
0
· ). We are going to
use Theorem 4.1 from [10] and Lemma E2.2 from [9], and we will to work in the function
spaces
Lα = L
2
((
Ω0, F0, P0)× [0, T ] ; L2|y|α (R+ × R))
and
H0 = L
2
((
Ω0, F0, P0)× [0, T ] ; H10,w2(x) (R+)× L2 (R)) ,
for α ≥ 0 and β ≥ 0, where we write L2g(y) for the weighted L2 space with weight
function {g(y) : y ∈ R}, and H10,g(x) (R+) for the weighted H10 (R+) space with weight
function {g(x) : x ≥ 0}. Apart from the integrability conditions, a function u′ belonging
to the second space has to satisfy lim
x→0+
∥∥u′(·, x, ·)∥∥
L2(Ω0×[0, T ]×R)
= 0. Observe that this
definition is not problematic, since ‖u′(·, x, ·)‖L2(Ω0×[0, T ]×R) has to be continuous in x
for x > 0 (this follows by applying Morrey’s inequality away from x = 0), so changing the
value of the above limit gives a different function in an L2
(
Ω0 × R+ ×R+ × R) sense.
Then, the existence of a density for vt,C1 and its regularity are given in the next Theorem.
Theorem 4.1. Suppose that h is a continuous function taking values in some compact
subset of R+. Suppose also that given G0, X10 has an L2-integrable density u0(·|G0) in
R+ such that E
[
‖w(·) (u0)x (·)‖2L2(R+)
]
<∞ and E
[
‖u0‖2L2(R+) | G0
]
∈ Lp′ (Ω0) for some
p′ > 2. Suppose finally that the assumptions of Theorem 3.2 are satisfied for the function
q and for σ0 = σ
1
0. Then, for any value of the coefficient vector C1, the measure-valued
stochastic process vt,C1 has a two-dimensional density uC1(t, ·, W 0· , B0· , G0) belonging to
the space Lα for all α ≥ 0, and also to the space H0.
Proof. Let f be a smooth function, compactly supported in R2, such that f vanishes on
the y - axis. Then by Theorem 3.2 we have
vt,C1 (f) = E
[
f
(
X1t , σ
1
t
)
I{T1≥t} |W 0· , B0· , C1,G0
]
= E
[
E
[
f
(
X1t , σ
1
t
)
I{T1≥t} |W 0· , σ1t , B0· , C1,G0
] |W 0· , B0· , C1,G0]
=
∫
R
E
[
f
(
X1t , y
)
I{T1≥t} |W 0· , σ1t = y,B0· , C1,G0
]
pt
(
y|B0· ,G0
)
dy.
(4.1)
Next we have
E
[
f
(
X1t , y
)
I{T1≥t}|W 0· , σ1t = y,B0· , C1,G0
]
= E
[
E
[
f
(
X1t , y
)
I{T1≥t}|W 0· , σ., C1,G0
] |W 0· , σ1t = y,B0· , C1,G0]
= E
[∫
R+
f(x, y)u
(
t, x,W 0· ,G0, C1, h (σ.)
)
dx|W 0· , σ1t = y,B0· , C1,G0
]
=
∫
R+
f(x, y)E
[
u
(
t, x,W 0· ,G0, C1, h (σ.)
) |W 0· , σ1t = y,B0· , C1,G0] dx, (4.2)
where u
(
t, x,W 0· , C1,G0, h (σ.)
)
is the L2
(
Ω0 × [0, T ]; H10 (R+)
)
density given by Theo-
rem 4.1 in [10], when the coefficient vector C1 is given and the volatility path is h (σ.).
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By (4.1) and (4.2) we obtain that the desired density exists and is given by
uC1
(
t, x, y,W 0· , B
0
· ,G0
)
= pt
(
y|B0· ,G0
)
E
[
u
(
t, x,W 0· ,G0, C1, h (σ.)
) |W 0· , σ1t = y,B0· , C1,G0]
(4.3)
which is obviously supported in R+ × R. Then, by the Cauchy-Schwarz inequality we
have
w2(x)
(
∂uC1
∂x
(
t, x, y, W 0· , B
0
· , G0
))2
≤M(t)pt
(
y |B0· , G0
)
×w2(x)E2 [ux (t, x, W 0· , G0, C1, h (σ.)) |W 0· , σ1t = y, B0· , C1, G0]
≤M(t)pt
(
y |B0· , G0
)
×E [w2(x)u2x (t, x, W 0· , G0, C1, h (σ.)) |W 0· , σ1t = y, B0· , C1, G0] ,
where M(t) = ess sup
y∈R, ω0∈Ω0
p·(y |B0· , G0)
(
ω0
) ∈ L1 ([0, T ]) (defined in Theorem 3.2). Inte-
grating the above in y and using the law of total expectation, we obtain∫
R
w2(x)
(
∂uC1
∂x
(
t, x, y, W 0· , B
0
· , G0
))2
dy
≤M(t)× E [w2(x)u2x (t, x, W 0· , G0, C1, h (σ.)) |W 0· , B0· , C1, G0]
Thus, writing EC1 for the expectation given C1, we have
EC1
[∫ T
0
∫
R+
∫
R
w2(x)
(
∂uC1
∂x
(
t, x, y, W 0· , B
0
· , G0
))2
dydxdt
]
≤ EC1
[ ∫ T
0
M(t)
×
∫
R+
E
[
w2(x)u2x
(
t, x,W 0· ,G0, C1, h (σ.)
) |W 0· , B0· , C1,G0] dxdt]
=
∫ T
0
M(t)EC1
[∫
R+
w2(x)u2x
(
t, x,W 0· ,G0, C1, h (σ.)
)
dx
]
dt
≤
∫ T
0
M(t)dtEC1
[
sup
0≤s≤T
∫
R+
w2(x)u2x
(
s, x,W 0· ,G0, C1, h (σ.)
)
dx
]
≤M ′eM ′T
∫ T
0
M(t)dtE
[
‖w(·) (u0)x (·)‖2L2(R+)
]
<∞
by Tonelli’s Theorem, Theorem 3.2 and Lemma E2.2 from [9]. The reason we can takeM ′
to be deterministic is that h has a deterministic (positive) lower bound and a deterministic
upper bound. This is the estimate for the x-derivative of uC1 . To obtain the weighted
integrability for the density, we use the Cauchy-Schwarz inequality, Tonelli’s Theorem
and 2. of Theorem 4.1 in [10], so for any α ≥ 0 we have∫
R+
∫
R+
|y|a (uC1 (t, x, y, W 0· , B0· , G0))2 dydx
14
≤
∫
R+
∫
R+
MαB0· ,G0(t)pt
(
y |B0· , G0
)
×E2 [u (t, x, W 0· , G0, C1, h (σ.)) |W 0· , σ1t = y, B0· , C1, G0] dydx
≤MαB0· ,G0(t)
∫
R+
∫
R+
pt
(
y |B0· , G0
)
×E [u2 (t, x, W 0· , G0, C1, h (σ.)) |W 0· , σ1t = y, B0· , C1, G0] dydx
=MαB0· ,G0(t)
∫
R+
E
[
u2
(
t, x, W 0· , G0, C1, h (σ.)
) |W 0· , B0· , C1, G0] dx
=MαB0· ,G0(t)E
[∫
R+
u2
(
t, x, W 0· , G0, C1, h (σ.)
)
dx |W 0· , B0· , C1, G0
]
≤MαB0· ,G0(t)E
[
‖u0(·)‖2L2(R+) | G
]
where MαB0· ,G0(·) = sup
y∈R
(|y|αp·(y |B0· , G0)) ∈ Lp (Ω0 × [0, T ]) for any p < 2 (by Theo-
rem 3.2). Taking then p′ > 2 sufficiently close to 2 and p < 2 such that 1p +
1
p′ = 1, by
the above and by Holder’s inequality we have
EC1
[∫ T
0
∫
R+
∫
R+
|y|a (uC1 (t, x, y, W 0· , B0· , G0))2 dydxdt
]
≤ EC1
[∫ T
0
MαB0· ,G0(t)E
[
‖u0(·)‖2L2(R+) | G0
]
dt
]
≤ E
1
p
C1
[(∫ T
0
MαB0· ,G0(t)dt
)p]
E
1
p′
C1
[
Ep
′
[
‖u0(·)‖2L2(R+) | G0
]]
≤ T 1p′E
1
p
C1
[∫ T
0
(
MαB0· ,G0(t)
)p
dt
]
E
1
p′
C1
[
Ep
′
[
‖u0(·)‖2L2(R+) | G0
]]
<∞
which implies that the density belongs to the space Lα for any α ≥ 0. Finally, we need
to show that lim
x→0+
‖uC1(·, x, ·)‖L2(Ω×[0, T ]×R) = 0, which follows from the estimate
EC1
[∫
R+
∫
R+
(
uC1
(
t, x, y, W 0· , B
0
· , G0
))2
dydt
]
≤ EC1
[ ∫
R+
∫
R+
M(t)pt
(
y |B0· , G0
)
×E2 [u (t, x, W 0· , G0, C1, h (σ.)) |W 0· , σ1t = y, B0· , C1, G0] dydt
]
≤ EC1
[ ∫
R+
M(t)
∫
R+
pt
(
y |B0· , G0
)
×E [u2 (t, x, W 0· , G0, C1, h (σ.)) |W 0· , σ1t = y, B0· , C1, G0] dydt
]
= EC1
[∫
R+
M(t)E
[
u2
(
t, x, W 0· , G0, C1, h (σ.)
) |W 0· , B0· , C1, G0] dt
]
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=∫
R+
M(t)EC1
[
u2
(
t, x, W 0· , G0, C1, h (σ.)
)]
dt
since we can use the maximum principle given in Lemma E2.2 from [9], the integrability
of M(·) and the Dominated Convergence Theorem, to show that the RHS of the last
tends to zero as x −→ 0+. The proof of the Theorem is now complete.
If C1 has a nice distribution such that the RHS in each of the norm estimates obtained
above has a finite expectation, we can deduce the existence of a regular density for the
limiting empirical measure process, justifying the validity of the approximate computation
in (1.6). Substituting now
∫
R2
f ·dvt,C1 =
∫
R2
f(x, y)uC1(t, x, y)dxdy in the distributional
SPDE of Theorem 2.6 and integrating by parts, we obtain the SPDE for the density of
vt,C1 :
uC1(t, x, y) = U0(x, y | G0, C1)− r1
∫ t
0
(uC1(s, x, y))x ds
+
1
2
∫ t
0
h2(y) (uC1(s, x, y))x ds− k1θ1
∫ t
0
(uC1(s, x, y))y ds
+k1
∫ t
0
(yuC1(s, x, y))y ds+
1
2
∫ t
0
h2(y) (uC1(s, x, y))xx ds
+ξ1ρ3ρ1,1ρ2,1
∫ t
0
(h (y) q(y)uC1(s, x, y))xy ds
+
ξ21
2
∫ t
0
(
q2(y)uC1(s, x, y)
)
yy
ds
−ρ1,1
∫ t
0
h(y) (uC1(s, x, y))x dW
0
s
−ξ1ρ2,1
∫ t
0
(q(y)uC1(s, x, y))y dB
0
s , (4.4)
where the second derivative in x and the derivatives in y are considered in the distri-
butional sense (over the test space Ctest0 defined in Theorem 2.6), while U0(x, y | G0, C1)
stands for the initial density, if it exists.
5 Using the SPDE to improve the regularity
In this section, we exploit the initial-boundary value problem satisfied by uC1 , in order to
establish the best possible regularity for our density. We will define L˜2α := L
2
|y|α (R
+ × R)
and L˜20,w := L
2
w2(x) (R
+ × R) for convenience. For the rest of this section, we will fix
the value of the coefficient vector C1, which means that we are going to work in the
probability space (Ω0, F0, {F0t }t≥0, P0) for a fixed event ωC ∈ ΩC .
In order to study the initial-boundary value problem which is solved by uC1 , we
need first to define it explicitly. We give the following definition of an α-solution to our
problem for α ≥ 0, the properties of which are all satisfied by the density function uC1
for all positive values of α, as we have shown in the previous section.
Definition 5.1. For a given domain D ⊂ R, a real number ρ and a given value of the
coefficient vector C1, let q : D −→ R+ be a continuous function, h : D −→ R+ be a
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function having polynomial growth, and U0 be a random function which is extended to
be zero outside D, such that U0 ∈ L2
(
Ω0; L˜2α
)
and (U0)x ∈ L2
(
Ω0; L˜20,w
)
for some
α > 0. Given D, C1, ρ, α and the functions q, h and U0, we say that u is an α-solution
to our problem when the following are satisfied;
1. u is adapted to the filtration {σ (G0, W 0t , B0t ) : t ≥ 0} and belongs to the space
Lα ∩H0, where Lα and H0 are defined in section 4.
2. u is supported in the domain D and satisfies the SPDE
u(t, x, y) = U0(x, y)− r1
∫ t
0
(u(s, x, y))x ds
+
1
2
∫ t
0
h2(y) (u(s, x, y))x ds− k1θ1
∫ t
0
(u(s, x, y))y ds
+k1
∫ t
0
(yu(s, x, y))y ds+
1
2
∫ t
0
h2(y) (u(s, x, y))xx ds
+ρ
∫ t
0
(h (y) q(y)u(s, x, y))xy ds
+
ξ21
2
∫ t
0
(
q2(y)u(s, x, y)
)
yy
ds− ρ1,1
∫ t
0
h(y) (u(s, x, y))x dW
0
s
−ξ1ρ2,1
∫ t
0
(q(y)u(s, x, y))y dB
0
s , (5.1)
for all x ≥ 0 and y ∈ D, where uy, uyy and uxx are considered in the distributional
sense over the space of test functions
Ctest0 = {g ∈ C2b (R+ × R) : g(0, y) = 0, ∀y ∈ R}.
Observe that for ρ = ξ1ρ3ρ1,1ρ2,1, where ρ3 is the correlation between W
0 and B0
(i.e dW 0t · dB0t = ρ3dt), we obtain the SPDE obtained in the previous section. The main
result of this section is given in the following theorem.
Theorem 5.2. Fix the value of the coefficient vector C1, the function h, the real number
ρ and the initial data function U0.
Let u be an α-solution to our problem for D = R, for all α ≥ 0, where q satisfies the
conditions of Assumption 3.1. Then, the weak derivative uy of u exists and we have
uy ∈ L2
(
[0, T ]× Ω0; L˜20,w
)
Remark 5.3. The above result tells us that any u satisfying the conditions of definition
5.1 for all α ≥ 0 is also weakly differentiable in y, and uy has good integrability properties
just like ux. It is possible that higher order derivatives belonging to certain weighted L
2
spaces exist as well, but this is something we will not investigate in this paper
To prove the above Theorem, we need to modify appropriately the kernel smoothing
method which has been developed in [5, 21, 11], as we have done in [10] for q(z′) =
√
z′.
The idea is to test our SPDE against
φǫ(z, y) =
1√
2πǫ
e−
(Q(z)−y)2
2ǫ , y, z ∈ R,
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for Q(z) =
∫ z
0
1
q(z′)dz
′, in order to obtain a smoothed version of it. Keep in mind that we
do not have to integrate outside D, where q is not defined, since by definition our solution
vanishes there. As in [10], from the smoothed version of our SPDE we can obtain an
identity involving finite L˜20 and L˜
2
0,w norms and inner products of smoothed quantities
involving the solution and its derivatives. All these norms and inner products are finite
due to the nice smoothing properties of φǫ(z, y), which is the standard heat kernel (used in
the standard kernel smoothing method) composed with a regular enough bijection. Then,
manipulating the identity mentioned above appropriately and taking ǫ −→ 0+, leads to
the desired result since it can be shown that φǫ(z, y) has nice convergence properties.
The composition with Q leads to the elimination of some exploding terms in our identity
(as ǫ −→ 0+), which would have appeared if we had composed our heat kernel with a
different function. As in [10], the intuition behind the choice of this composition is that
our solution is expected to be the density of a law describing a volatility process in the
y-direction, which is transformed into a process of a constant volatility by the mapping
we are composing our heat kernel with.
Of course, we need to show that φǫ(z, y) possesses the nice smoothing and convergence
(as ǫ −→ 0+) properties mentioned above. This has already been done for q(z′) = √z′ in
[10], but now we need to do the same in our setting. Below, we state two lemmas which
contain these natural extensions, the proofs of which can be found in the Appendix.
Lemma 5.4. Let (Λ, µ) be a measure space. For any function u supported in Λ×D we
define the functions
Ju,ǫ(λ, y) =
∫
D
u(λ, z)φǫ(z, y)dz
and
Ju(λ, y) =


q
(
Q−1(y)
)
u(λ, Q−1(y)) , y ∈ Q (D)
0 , y /∈ Q (D)
Suppose that Ju ∈ L2
(
Λ; L2 (R)
) ∩ L2 (Λ; L2
|y|δ′
(R)
)
for some δ′ > −1. Then we have
the following regularity and convergence results;
1. Ju,ǫ(·, ·) is smooth and for all n ∈ N it holds that
∂n
∂yn
Ju,ǫ(·, ·) ∈ L2
(
Λ; L2
|y|δ′
(R)
)
2. Ju,ǫ(·, ·)→ Ju(·, ·) strongly in L2
(
Λ; L2
|y|δ′
(R)
)
, as ǫ→ 0+.
.
Lemma 5.5. In the notation of lemma 5.4, assume that for some δ′ > 0, there exists a
constant C > 0 and an n ∈ N such that for any ǫ > 0 we have
∥∥∥∥ ∂l∂yl Ju,ǫ (s, ·)
∥∥∥∥
2
L2
(
Λ;L2
|y|δ
′ (R)
) ≤ C (5.2)
18
for some function u supported in Λ×D and all l ∈ {1, 2, ..., n}. Then we have ∂l
∂yl
Ju ∈
L2
(
Λ; L2
|y|δ′
(R)
)
and also ∂
l
∂yl
Ju,ǫ −→ ∂l∂ylJu strongly in L2
(
Λ; L2
|y|δ′
(R)
)
as ǫ −→ 0+,
for all l ∈ {1, 2, ..., n}.
We will mainly use the above lemmas for Λ = Ω0 × R+ and Λ = [0, t]× Ω0 × R+ for
t ≥ 0, which are equipped with the corresponding product measures, where Ω0 is equipped
with the measure P0 (·), [0, t] is equipped with the standard Lebesgue measure, and R+
is equipped with the weighted Lebesgue measure with weight 1 or w2(x). Moreover, in
all these situations we will have δ′ = 0. Therefore, in the notation we introduced at the
beginning of this section, the two lemmas will mainly be used for functions in the spaces
L2
(
Ω0 × R+; L2 (R)) = L2w2(x) (Ω0; L˜20) ,
L2w2(x)
(
Ω0 ×R+; L2 (R)) = L2w2(x) (Ω0; L˜20,w) ,
L2
(
[0, t]× Ω0 × R+; L2 (R)) = L2 ([0, t]× Ω0; L˜20) ,
and
L2w2(x)
(
[0, t]× Ω0 × R+; L2 (R)) = L2 ([0, t]× Ω0; L˜20,w) .
We now fix a function u which is an α-solution to our problem for all α ≥ 0, and we
set:
Iǫ,g(z)(s, x, y) =
∫
D
g(z)u(s, x, z)φǫ(z, y)dz
for any function g of z and ǫ > 0.
Lemma 5.6. For the α-solution u we have the following identity
‖Iǫ,1(t, ·)‖2L2(Ω0; L˜20,w) =
∥∥∥∥
∫
D
U0(·, z)φǫ(z, ·)dz
∥∥∥∥
2
L2(Ω0; L˜20,w)
+r1
∫ t
0
∥∥I[0, 1]×R(·)Iǫ,1(s, ·)∥∥2L2(Ω0; L˜20) ds
+
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·), Iǫ,1(s, ·)
〉
L2(Ω0; L˜20,w)
ds
+2k1θ1
∫ t
0
〈
Iǫ,Q′(z)(s, ·),
∂
∂y
Iǫ,1(s, ·)
〉
L2(Ω0; L˜20,w)
ds
−ξ21
∫ t
0
〈
Iǫ,q′(z)(s, ·),
∂
∂y
Iǫ,1(s, ·)
〉
L2(Ω0; L˜20,w)
ds
−2k1
∫ t
0
〈
Iǫ,zQ′(z)(s, ·),
∂
∂y
Iǫ,1(s, ·)
〉
L2(Ω0; L˜20,w)
ds
−
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·),
∂
∂x
Iǫ,1(s, ·)
〉
L2(Ω0; L˜20,w)
ds
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−
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·), I[0, 1]×R(·)Iǫ,1(s, ·)
〉
L2(Ω0; L˜20)
ds.
+ρ21,1
∫ t
0
∥∥∥∥ ∂∂xIǫ,h(z)(s, ·)
∥∥∥∥
2
L2(Ω0; L˜20,w)
ds
−ξ21
(
1− ρ22,1
) ∫ t
0
∥∥∥∥ ∂∂y Iǫ,1(s, ·)
∥∥∥∥
2
L2(Ω0; L˜20,w)
ds.
−2 (ρ− ξ1ρ3ρ1,1ρ2,1)
×
∫ t
0
〈
∂
∂x
Iǫ,h(z)(s, ·),
∂
∂y
Iǫ,1(s, ·)
〉
L2(Ω0; L˜20,w)
ds.
(5.3)
All the terms in the above identity are finite.
Proof. The finiteness of all the terms in the identity we are proving is a consequence of
Lemma 5.4 and the assumed weighted integrability of u and ux. Next, we observe that
by definition of φǫ we have∫
D
g(z)u(s, x, z)
∂
∂z
φǫ(z, y)dz = −
∫
D
Q′(z)g(z)u(s, x, z)
∂
∂y
φǫ(z, y)dz
= − ∂
∂y
Iǫ,g(z)Q′(z)(s, x, y) (5.4)
and also ∫
D
g(z)u(s, x, z)
∂2
∂z2
φǫ(z, y)dz
= −
∫
D
g(z)u(s, x, z)
∂
∂z
(
∂
∂y
φǫ(z, y)Q
′(z)
)
dz
= −
∫
D
g(z)u(s, x, z)
∂
∂y
∂
∂z
φǫ(z, y)Q
′(z)dz
−
∫
D
g(z)u(s, x, z)
∂
∂y
φǫ(z, y)Q
′′(z)dz
= −
(∫
D
g(z)Q′(z)u(s, x, z)
∂
∂z
φǫ(z, y)dz
)
y
−
∫
D
g(z)Q′′(z)u(s, x, z)
∂
∂y
(φǫ(z, y)) dz
=
(
Iǫ,g(z)(Q′(z))2(s, x, y)
)
yy
− (Iǫ,g(z)Q′′(z)(s, x, y))y , (5.5)
for any ǫ > 0 and function g. Thus, after testing (5.1) against φǫ, by substituting from
(5.4) and (5.5), and by interchanging the x-derivatives with the integrals, we obtain
Iǫ,1(t, x, y) =
∫
D
U0(x, z)φǫ(z, y)dz − r1
∫ t
0
∂
∂x
Iǫ,1(s, x, y)ds
+
1
2
∫ t
0
∂
∂x
Iǫ,h2(z)(s, x, y)ds− k1θ1
∫ t
0
∂
∂y
Iǫ,Q′(z)(s, x, y)ds
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+k1
∫ t
0
∂
∂y
Iǫ,zQ′(z)(s, x, y)ds+
1
2
∫ t
0
∂2
∂x2
Iǫ,h2(z)(s, x, y)ds
+
ξ21
2
∫ t
0
∂2
∂y2
Iǫ,1(s, x, y)ds+
ξ21
2
∫ t
0
∂
∂y
Iǫ,q′(z)(s, x, y)ds
+ρ
∫ t
0
∂2
∂x∂y
Iǫ,h(z)(s, x, y)ds − ρ1,1
∫ t
0
∂
∂x
Iǫ,h(z)(s, x, y)dW
0
s
−ξ1ρ2,1
∫ t
0
∂
∂y
Iǫ,1(s, x, y)dB
0
s . (5.6)
Multiplying (5.6) by w2(x), applying Ito’s formula for the L2(R+) norm (Theorem 3.1
from [20] for the triple H10 ⊂ L2 ⊂ H−1, with Λ(u) = w(·)u), and then integrating in y
over R+, we obtain the equality
‖Iǫ,1(t, ·)‖2L˜2w =
∥∥∥∥
∫
D
U0(·, z)φǫ(z, ·)dz
∥∥∥∥
2
L˜20,w
−2r1
∫ t
0
〈
∂
∂x
Iǫ,1(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds+
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds
−2k1θ1
∫ t
0
〈
∂
∂y
Iǫ,Q′(z)(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds
+2k1
∫ t
0
〈
∂
∂y
Iǫ,zQ′(z)(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds
+
∫ t
0
〈
∂2
∂x2
Iǫ,h2(z)(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds
+ξ21
∫ t
0
〈
∂2
∂y2
Iǫ,1(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds
+2ρ
∫ t
0
〈
∂2
∂x∂y
Iǫ,h(z)(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds
+2ξ1ρ3ρ1,1ρ2,1
∫ t
0
〈
∂
∂x
Iǫ,h(z)(s, ·),
∂
∂y
Iǫ,1(s, ·)
〉
L˜20,w
ds
+ξ21
∫ t
0
〈
∂
∂y
Iǫ,q′(z)(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds+ ρ21,1
∫ t
0
∥∥∥∥ ∂∂xIǫ,h(z)(s, ·)
∥∥∥∥
2
L˜20,w
ds
+ξ21ρ
2
2,1
∫ t
0
∥∥∥∥ ∂∂y Iǫ,1(s, ·)
∥∥∥∥
2
L˜20,w
ds
−2ρ1,1
∫ t
0
〈
∂
∂x
Iǫ,h(z)(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
dW 0s
−2ξ1ρ2,1
∫ t
0
〈
∂
∂y
Iǫ,1(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
dB0s . (5.7)
Observe now that by the definition of uxx in our SPDE, we have∫
R+
∫
R
uxx(s, x, z)φǫ(z, y)w
2(x)f(x)dzdx
21
=∫
R+
∫
R
u(s, x, z)φǫ(z, y)
(
w2(x)f(x)
)
xx
dzdx
= −
∫
R+
∫
R
ux(s, x, z)φǫ(z, y)
(
w2(x)f(x)
)
x
dzdx
= −
∫
R+
∫
R
w2(x)ux(s, x, z)φǫ(z, y)fx(x)dzdx
−
∫
[0, 1]
∫
R
ux(s, x, z)φǫ(z, y)f(x)dzdx, (5.8)
which equals
−
∫
R+
∫
R
w2(x)ux(s, x, z)φǫ(z, y)fx(x)dzdx
+
∫
[0, 1]
∫
R
u(s, x, z)φǫ(z, y)fx(x)dzdx −
∫
R
u(s, 1, z)φǫ(z, y)f(1)dz
for any smooth function f defined on [0, +∞). Since u ∈ Hα and since f(1) can be
controlled by the Hα norm of f (by using Morrey’s inequality near 1), (5.8) defines
a linear functional on the space of smooth functions f (defined on [0, +∞)) which is
bounded under the topology of Hα. Then, since those functions form a dense subspace
of Hα, we have that (5.8) holds also for any f ∈ Hα. In particular, for f = Iǫ,1(s, ·, y),
integrating (5.8) in (y, t) over R+ ×R+, we obtain
∫ t
0
〈
∂2
∂x2
Iǫ,h2(z)(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds
= −
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·),
∂
∂x
Iǫ,1(s, ·)
〉
L˜20,w
ds.
−
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·), I[0, 1]×R(·)Iǫ,1(s, ·)
〉
L˜20
ds. (5.9)
Next, integration by parts implies
∫ t
0
〈
∂2
∂y2
Iǫ,1(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds = −
∫ t
0
∥∥∥∥ ∂∂y Iǫ,1(s, ·)
∥∥∥∥
2
L˜20,w
ds (5.10)
and ∫ t
0
〈
∂2
∂x∂y
Iǫ,h(z)(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds
= −
∫ t
0
〈
∂
∂x
Iǫ,h(z)(s, ·),
∂
∂y
Iǫ,1(s, ·)
〉
L˜20,w
ds (5.11)
and also ∫ t
0
〈
∂
∂y
Iǫ,g(z)(s, ·), Iǫ,1(s, ·)
〉
L˜20,w
ds
22
= −
∫ t
0
〈
Iǫ,g(z)(s, ·),
∂
∂y
Iǫ,1(s, ·)
〉
L˜20,w
ds, (5.12)
for g(z) ∈ {Q′(z), zQ′(z), q′(z)}. Note that integrating by parts in the y-direction is
possible without leaving any boundary term at infinity, since all the terms inside the
inner products which do not involve ux are rapidly decreasing in y. This is a consequence
of the applicability of Lemma 5.4 for large δ′, since for any large n ∈ N and any function
f having derivatives in polynomially weighted L2 spaces, by Morrey’s inequality we have:
ynf(y) ≤ 1
y
sup
z∈R
|zn+1f(z)|
≤ 1
y
(∫
R
z2(n+1)f2(z)dz +
∫
R
z2nf2(z)dz +
∫
R
z2(n+1)(f ′(z))2dz
) 1
2
−→ 0
as y →∞.
We will use (5.9) - (5.11) to get rid of second order derivative terms in our estimate.
Here, it becomes clear why we have chosen to compose the standard heat kernel with
Q(z): In (5.7), substituting the term in the sixth row from (5.10) gives again the term
of the tenth row but with a negative coefficient of a bigger absolute value, which allows
us to control y-derivative terms. It is not hard to check that that this wouldn’t have
been the case if we had composed the standard heat kernel with another function, when
the existence of uy is not assumed (as in our case). Using now integration by parts
on the first inner product in the RHS of (5.7), substituting (5.9), (5.11) and (5.12) for
g(z) ∈ {Q′(z), zQ′(z), q′(z)} in (5.7), and finally taking expectations, we obtain the
desired identity.
We can proceed now to the proof of our main Theorem. Our strategy is to establish the
regularity result by controlling the derivative terms in the identity given by Lemma 5.6,
by taking ǫ→ 0+ and by using Lemma 5.4 and Lemma 5.5.
Proof of Theorem 5.2. For all the inner products in the identity given by Lemma 5.6
except the first and the tenth, we can use the Cauchy-Schwartz inequality and then the
AM-GM inequality (ab ≤ a24C +Cb2) for the products of norms to obtain
‖Iǫ,1(t, ·)‖2L2(Ω0; L˜20,w) ≤
∥∥∥∥
∫
D
U0(·, z)φǫ(z, ·)dz
∥∥∥∥
2
L2(Ω0; L˜20,w)
+r1
∫ t
0
∥∥I[0, 1]×R(·)Iǫ,1(s, ·)∥∥2L2(Ω0; L˜20) ds
+
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·), Iǫ,1(s, ·)
〉
L2(Ω0; L˜20,w)
ds
+k1θ1
∫ t
0
C ′
∥∥Iǫ,Q′(z)(s, ·)∥∥2L2(Ω0; L˜20,w) ds
+k1θ1
∫ t
0
1
C ′
∥∥∥∥ ∂∂y Iǫ,1(s, ·)
∥∥∥∥
2
L2(Ω0; L˜20,w)
ds
+ξ21
∫ t
0
C ′
∥∥Iǫ,q′(z)(s, ·)∥∥2L2(Ω0; L˜20,w) ds
23
+ξ21
∫ t
0
1
4C ′
∥∥∥∥ ∂∂y Iǫ,1(s, ·)
∥∥∥∥
2
L2(Ω0; L˜20,w)
ds
+k1
∫ t
0
C ′
∥∥Iǫ,zQ′(z)(s, ·)∥∥2L2(Ω0; L˜20,w) ds
+k1
∫ t
0
1
C ′
∥∥∥∥ ∂∂y Iǫ,1(s, ·)
∥∥∥∥
2
L2(Ω0; L˜20,w)
ds
−
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·),
∂
∂x
Iǫ,1(s, ·)
〉
L2(Ω0; L˜20,w)
ds
+ρ21,1
∫ t
0
∥∥∥∥ ∂∂xIǫ,h(z)(s, ·)
∥∥∥∥
2
L2(Ω0; L˜20,w)
ds
−
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·), I[0, 1]×R(·)Iǫ,1(s, ·)
〉
L2(Ω0; L˜20)
ds
−ξ21
(
1− ρ22,1
) ∫ t
0
∥∥∥∥ ∂∂y Iǫ,1(s, ·)
∥∥∥∥
2
L2(Ω0; L˜20,w)
ds
+C ′ |ρ− ξ1ρ3ρ1,1ρ2,1|
∫ t
0
∥∥∥∥ ∂∂xIǫ,h(z)(s, ·)
∥∥∥∥
2
L2(Ω0; L˜20,w)
ds
+
1
C ′
|ρ− ξ1ρ3ρ1,1ρ2,1|
∫ t
0
∥∥∥∥ ∂∂y Iǫ,1(s, ·)
∥∥∥∥
2
L2(Ω0; L˜20,w)
ds
(5.13)
and this for any C ′, C ′′ > 0. If we choose C ′′ = 1 and a large enough C ′′ such that(
k1θ1 +
ξ21
4
+ |ρ− ξ1ρ3ρ1,1ρ2,1|+ k1
)
1
C ′
< ξ21
(
1− ρ22,1
)
,
then from (5.13) we can obtain the following estimate
‖Iǫ,1(t, ·)‖2L2(Ω0; L˜20,w) +M1
∫ t
0
∥∥∥∥ ∂∂y Iǫ,1(s, ·)
∥∥∥∥
2
L2(Ω0; L˜20,w)
ds
≤
∥∥∥∥
∫
D
U0(·, z)φǫ(z, ·)dz
∥∥∥∥
2
L2(Ω0; L˜20,w)
+M2
∫ t
0
∥∥∥∥ ∂∂xIǫ,h(z)(s, ·)
∥∥∥∥
2
L2(Ω0; L˜20,w)
ds
+M2
∑
g(z)∈{Q′(z),zQ′(z),q′(z)}
∫ t
0
∥∥Iǫ,g(z)(s, ·)∥∥2L2(Ω0; L˜20,w) ds
+r1
∫ t
0
∥∥I[0, 1]×R(·)Iǫ,1(s, ·)∥∥2L2(Ω0; L˜20) ds
−
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·), I[0, 1]×R(·)Iǫ,1(s, ·)
〉
L2(Ω0; L˜20)
ds
+
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·), Iǫ,1(s, ·)
〉
L2(Ω0; L˜20,w)
ds
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−
∫ t
0
〈
∂
∂x
Iǫ,h2(z)(s, ·),
∂
∂x
Iǫ,1(s, ·)
〉
L2(Ω0; L˜20,w)
ds, (5.14)
for some positive constants M1 and M2. Now, for any function g, it is easy to check that
with the notation of Lemma 5.4 we have Iǫ,g(z) = Jg·u,ǫ and
∂
∂xIǫ,g(z) = Jg·ux,ǫ. Then, by
2. of Lemma 5.4 we can compute the limits of these quantities in L2
(
[0, t]× Ω0; L˜20,w
)
,
which are equal to
Jg·u(s, x, v) = g
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
)
and
Jg·ux(s, x, v) = g
(
Q−1(v)
)
q
(
Q−1(v)
)
ux
(
s, x, Q−1(v)
)
respectively, provided that they belong to L2
(
[0, t]× Ω0; L˜20,w
)
. This can be verified by
computing their norms in that space. This computation (after setting v −→ Q(v)) gives
‖Jg·u‖2L2
w2(x)
([0, t]×Ω0×R+×R)
=
∫ t
0
E
[∫
R+
∫
D
w2(x)g2 (y) q (y)u2 (s, x, y) dvdx
]
ds (5.15)
and
‖Jg·ux‖2L2
w2(x)
([0, t]×Ω0×R+×R)
=
∫ t
0
E
[∫
R+
∫
D
w2(x)g2 (y) q (y)u2x (s, x, y) dvdx
]
ds (5.16)
which are both finite for any g appearing in the norm terms of the RHS of (5.14), as
we can easily check. Hence, 2. of Lemma 5.4 and the continuity of the inner products
imply that all the terms in the RHS of (5.14) are convergent as ǫ −→ 0+. Therefore, the
RHS of (5.14) is also bounded in ǫ and thus, Lemma 5.5 applied on the y-derivative term
in the LHS of that estimate implies that ∂∂vJu =
∂
∂v q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
)
exists
in L2
(
[0, t]× Ω0; L˜20,w
)
and that in that space we have ∂∂vIǫ,1 =
∂
∂vJu,ǫ −→ ∂∂vJu as
ǫ −→ 0+.
From the above we can easily deduce that the weak derivative ∂∂yu (s, x, y) exists,
and by using the product rule and the inequality (a− b)2 ≤ 2a2 + 2b2 we have
∫ t
0
E
[∫
R+
∫
D
u2y(s, x, y)dydx
]
ds
=
∫ t
0
E
[∫
R+
∫
Q(D)
q
(
Q−1(v)
)
u2y
(
s, x, Q−1(v)
)
dvdx
]
ds
=
∫ t
0
E
[∫
R+
∫
Q(D)
q−1
(
Q−1(v)
) ((
u
(
s, x, Q−1(v)
))
v
)2
dvdx
]
ds
≤ 2
∫ t
0
∫
R+
∫
Q(D)
E
[
q−3
(
Q−1(v)
) ((
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
))
v
)2]
dvdxds
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+2
∫ t
0
∫
R+
∫
Q(D)
E
[
q−1
(
Q−1(v)
) (
q′
(
Q−1(v)
)
u
(
s, x, Q−1(v)
))2]
dvdxds.
Since ∂∂vJu ∈ L2
(
[0, t]× Ω0; L˜20,w
)
, the RHS of the above is finite, so we finally obtain
uy ∈ L2
(
[0, T ]× Ω0; L˜20,w
)
.
Remark 5.7. The flexibility in the choice of ρ allows us to extend our results to the case
where the idiosyncratic noises have nonzero correlation. Indeed, suppose that for any
i ≥ 1 we have W it = wiW˜ it +
√
1− w2iZit and Bit = biB˜it +
√
1− b2iZit , where W˜ i· , B˜i·
and Zi· are pairwise independent standard Brownian Motions, and wi, bi ∈ [−1, 0)∪ (0, 1].
Then, we can obtain the convergence results mentioned in the introduction in exactly the
same way, and the SPDE we obtain is the one treated in this section with
ρ = ξ1ρ3ρ1,1ρ2,1 + ξ1
√
1− ρ21,1
√
1− ρ22,1
√
1−w21
√
1− b21 (5.17)
The extension will be complete if we manage to embed the measure-valued process vt,C1
in Lα ∩ H0 for all α ≥ 0 and for a given value of C1, as we have done in Section 4 for
the zero correlation case. Since vt,C1 can be expressed as a conditional law of the pair
(X1· , σ
1
· ) as in the zero correlation case, this embedding can be done by conditioning on
Z1· to reduce the problem to the zero correlation case, with
√
1− ρ21,1W 1· ,
√
1− ρ22,1B1· ,
ρ1,1W
0
· and ρ2,1B
0
· replaced by w1
√
1− ρ21,1W˜ 1· , b1
√
1− ρ22,1B˜1· , ρ1,1W 0· +
√
1− w21Z1·
and ρ2,1B
0
· +
√
1− b21Z1· respectively. This approach obviously fails when w1 = 0 or
b1 = 0.
6 Uniqueness of solutions
The previous sections have established existence and regularity results for a class of
SPDEs arising from stochastic volatility models for large portfolios. Now we would like
to investigate whether the solutions to the SPDEs are unique for given initial data.
We are able to prove uniqueness of solutions to our problem (definition 5.1) under
the assumptions of Theorem 5.2. Therefore, in this section we assume again that the
function q in our SPDE (4.4), which drives the vol-of-vols (volatilities of the volatilities)
of the asset prices in the corresponding large portfolio model, satisfies the conditions of
Assumption 3.1. As we have mentioned in Remark 3, these functions are positive smooth
functions behaving almost like a positive constant for large x, with the simplest exam-
ples being the constant functions which correspond to a model with Ornstein-Uhlenbeck
volatility processes. Moreover, we will need to assume that the coefficients of (4.4) satisfy
the condition
|ρ− ξ1ρ3ρ1,1ρ2,1| ≤ ξ1
√
1− ρ21,1
√
1− ρ22,1, (6.1)
which is always satisfied when the SPDE arises from a large portfolio model (even when
the idiosyncratic noises are correlated, by Remark 5.7).
To prove our uniqueness result, we recall that ∂∂vJu =
∂
∂v q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
)
exists in L2
(
[0, t]× Ω0; L˜20,w
)
and that in this space we have ∂∂v Iǫ,1 =
∂
∂vJu,ǫ −→ ∂∂vJu
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as ǫ −→ 0+, as we saw in the proof of Theorem 5.2. Taking now ǫ −→ 0+ on the identity
of Lemma 5.6 and using the above convergence along with Lemma 5.4 and the continuity
of the L2 inner product, we find that∫
R+
∫
Q(D)
w2(x)E
[
q2
(
Q−1(v)
)
u2
(
t, x, Q−1(v)
)]
dxdv
=
∫
R+
∫
Q(D)
w2(x)E
[
q2
(
Q−1(v)
)
U20
(
x, Q−1(v)
)]
dxdv
+r1
∫ t
0
∫ 1
0
∫
Q(D)
E
[
q2
(
Q−1(v)
)
u2
(
t, x, Q−1(v)
)]
dxdvds
+
∫ t
0
∫
R+
∫
Q(D)
w2(x)E
[(
h2
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
))
x
× q (Q−1(v)) u (s, x, Q−1(v))] dxdvds
+2k1θ1
∫ t
0
∫
R+
∫
Q(D)
w2(x)E
[
Q′
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
)
× (q (Q−1(v))u (s, x, Q−1(v)))
v
]
dxdvds
−ξ21
∫ t
0
∫
R+
∫
Q(D)
w2(x)E
[
q′
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
)
× (q (Q−1(v))u (s, x, Q−1(v)))
v
]
dxdvds
−2k1
∫ t
0
∫
R+
∫
Q(D)
w2(x)E
[
vQ′
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
)
× (q (Q−1(v))u (s, x, Q−1(v)))
v
]
dxdvds
−
∫ t
0
∫ 1
0
∫
Q(D)
E
[(
h2
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
))
x
× q (Q−1(v)) u (s, x, Q−1(v))] dxdvds
−
∫ t
0
∫
R+
∫
Q(D)
w2(x)E
[(
h2
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
))
x
× (q (Q−1(v))u (s, x, Q−1(v)))
x
]
dxdvds
+ρ21,1
∫ t
0
∫
R+
∫
Q(D)
w2(x)
×E
[((
h
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
))
x
)2]
dxdvds
−ξ21
(
1− ρ22,1
) ∫ t
0
∫
R+
∫
Q(D)
w2(x)
×E
[((
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
))
v
)2]
dxdvds
−2 (ρ− ξ1ρ3ρ1,1ρ2,1)
∫ t
0
∫
R+
∫
Q(D)
w2(x)
×E [(h (Q−1(v)) q (Q−1(v)) u (s, x, Q−1(v)))
x
× (q (Q−1(v))u (s, x, Q−1(v)))
v
]
dxdvds.
(6.2)
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and since our SPDE is linear and the difference of two solutions with the same initial
data is a solution with zero initial data, the uniqueness problem is reduced to showing
that the above identity implies that u vanishes everywhere when U0 = 0. To do this,
observe first that if we fix a T > 0 and work for t ∈ [0, T ], by using Girsanov’s Theorem
we can transform W 0· into a drifted Brownian Motion for any drift r < 0, and then r1
is replaced by r1 − rρ1,1h(y). Thus, since h is lower bounded, we can make this term
negative. Moreover, by using (6.1) and the standard inequality 2ab ≤ a2 + b2 on the last
summand of (6.2), we can bound it by something that cancels with the three summands
above it. Furthermore, we have
−
∫ t
0
∫ 1
0
∫
Q(D)
E
[(
h2
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
))
x
× q (Q−1(v)) u (s, x, Q−1(v))] dxdvds
= −
∫ t
0
∫ 1
0
∫
Q(D)
h2
(
Q−1(v)
)
2
(
E
[
q2
(
Q−1(v)
)
u2
(
s, x, Q−1(v)
)])
x
dxdvds
= −
∫ t
0
∫
Q(D)
h2
(
Q−1(v)
)
2
E
[
q2
(
Q−1(v)
)
u2
(
s, 1, Q−1(v)
)]
dvds
≤ 0 (6.3)
and also∫ t
0
∫
R+
∫
Q(D)
w2(x)E
[(
h2
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
))
x
× q (Q−1(v)) u (s, x, Q−1(v))] dxdvds
= E
[∫ t
0
∫
R+
∫
Q(D)
w2(x)
h2
(
Q−1(v)
)
2
(
q2
(
Q−1(v)
)
u2
(
s, x, Q−1(v)
))
x
dxdvds
]
= −E
[∫ t
0
∫ 1
0
∫
Q(D)
h2
(
Q−1(v)
)
2
q2
(
Q−1(v)
)
u2
(
s, x, Q−1(v)
)
dxdvds
]
≤ 0 (6.4)
Therefore, for U0 = 0, from (6.2) we can obtain∫
R+
∫
Q(D)
w2(x)E
[
q2
(
Q−1(v)
)
u2
(
t, x, Q−1(v)
)]
dxdv
≤ 2k1θ1
∫ t
0
∫
R+
∫
Q(D)
w2(x)E
[
Q′
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
)
× (q (Q−1(v)) u (s, x, Q−1(v)))
v
]
dxdvds
−ξ21
∫ t
0
∫
R+
∫
Q(D)
w2(x)E
[
q′
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
)
× (q (Q−1(v)) u (s, x, Q−1(v)))
v
]
dxdvds
−2k1
∫ t
0
∫
R+
∫
Q(D)
w2(x)E
[
vQ′
(
Q−1(v)
)
q
(
Q−1(v)
)
u
(
s, x, Q−1(v)
)
× (q (Q−1(v)) u (s, x, Q−1(v)))
v
]
dxdvds
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= 2k1θ1
∫ t
0
∫
R+
∫
Q(D)
w2(x)
Q′
(
Q−1(v)
)
2
× (E [q2 (Q−1(v)) u2 (s, x, Q−1(v))])
v
dxdvds
−ξ21
∫ t
0
∫
R+
∫
Q(D)
w2(x)
q′
(
Q−1(v)
)
2
× (E [q2 (Q−1(v)) u2 (s, x, Q−1(v))])
v
dxdvds
−2k1
∫ t
0
∫
R+
∫
Q(D)
w2(x)
vQ′
(
Q−1(v)
)
2
× (E [q2 (Q−1(v)) u2 (s, x, Q−1(v))])
v
dxdvds (6.5)
where we can use integration by parts and recall the boundedness of the derivatives
of Q′
(
Q−1(v)
)
, q′
(
Q−1(v)
)
and vQ′
(
Q−1(v)
)
(which follows easily when q satisfies the
conditions of Assumption 3.1) to obtain∫
R+
∫
Q(D)
w2(x)E
[
q2
(
Q−1(v)
)
u2
(
t, x, Q−1(v)
)]
dxdv
≤ K
∫ t
0
∫
R+
∫
Q(D)
w2(x)E
[
q2
(
Q−1(v)
)
u2
(
s, x, Q−1(v)
)]
dxdvds
(6.6)
for some K > 0 and all t ≥ 0. By Gronwall’s inequality, the above can only hold when the
nonnegative quantity
∫
R+
∫
Q(D)w
2(x)E
[
q2
(
Q−1(v)
)
u2
(
t, x, Q−1(v)
)]
dxdv is zero for all
t ≤ T , which can only hold when u is zero in an L2 (Ω0 × R+ ×D) sense for all t ≤ T .
We have thus proven the following Theorem
Theorem 6.1. Fix the value of the coefficient vector C1, the function h, the real num-
ber ρ and the initial data function U0, and suppose that q satisfies Assumption 3.1
and that |ρ− ξ1ρ3ρ1,1ρ2,1| ≤ ξ1
√
1− ρ21,1
√
1− ρ22,1 holds. Then, there exists a unique
u which is an α-solution to our problem for all α ≥ 0, where uniqueness holds in an
L2
(
[0, T ]×Ω0 × R+ ×D) sense. For this u, the weak derivative uy exists and we have
uy ∈ L2
(
[0, T ]× Ω0; L˜20,w
)
Remark 6.2. The best possible result would be to have our solution in the even smaller
function space L2
(
[0, T ]× Ω0;H10 (R+ × R)
)
(without the weight function w2(·)), which
would be the case if we had an existence result in that space. However, standard Theorems
that could give such an existence result are not applicable to our SPDE due to the
unboundedness of the term k1(θ1−y) (see [20]). This is also the reason we cannot deduce
higher regularity immediately, as we have mentioned in Remark 5.3. A possible solution
to these problems could be to introduce mean-reverting volatility processes σit having a
bounded drift, i.e q2(θ1 − σit) for all i ∈ N, for some increasing and bounded function q2
vanishing at zero.
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A Proofs of standard and technical results
Proof of Theorem 2.6. By using Ito’s formula for the stopped two-dimensional stochas-
tic process
{(
X1t , σ
1
t
)
: t ≥ 0} given by (1.2) and by recalling that f (0, y) = 0 for all y,
we obtain
f
(
X1t∧T1 , σ
1
t
)
= f
(
x1, σ1
)
+
∫ t
0
[
fx
(
X1s , σ
1
s
)(
r1 −
h2
(
σ1s
)
2
)
+ k1fy
(
X1s , σ
1
s
) (
θ1 − σ1s
)]
I{T1>s}ds
+
1
2
∫ t
0
[
fxx
(
X1s , σ
1
s
)
h2
(
σ1s
)
+ ξ21fyy
(
X1s , σ
1
s
)
q2
(
σ1s
)]
I{T1>s}ds
+ξ1ρ3ρ1,1ρ2,1
∫ t
0
fxy
(
X1s , σ
1
s
)
h
(
σ1s
)
q
(
σ1s
)
I{T1>s}ds
+
∫ t
0
fx
(
X1s , σ
1
s
)
I{T1>s}h
(
σ1s
)
ρ1,1dW
0
s
+ξ1
∫ t
0
fy
(
X1s , σ
1
s
)
I{T1>s}q
(
σ1s
)
ρ2,1dB
0
s
+
∫ t
0
fx
(
X1s , σ
1
s
)
I{T1>s}h(σ
1
s )
√
1− ρ21,1dW 1s
+ξ1
∫ t
0
fy
(
X1s , σ
1
s
)
I{T1>s}q
(
σ1s
)√
1− ρ22,1dB1s
and the desired result follows by taking conditional expectations given
(
W 0· , B
0
·
)
, C1
and G0, by noticing that Ito integrals with respect to B1· and W 1· vanish due to the
independence between the market and the idiosyncratic Brownian motions, and by taking
the given coefficients out of the conditional expectations.
Proof of Lemma 3.4. Observe that in all cases, the function q satisfies the growth
condition q2(z) ≤ C2q |z|r for some r ∈ {0, 1} and some Cq > 0. Obviously, we only need
to consider the case p = 2n with n ∈ N. By Ito’s formula we have
σ2nt = σ
2n
0 +
∫ t
0
n
(
σ2n−1s 2k (θ − σs) + ξ2 (2n− 1) σ2n−2s q2 (σs)
)
ds
+2nξ
∫ t
0
σ2n−1s q (σs) d
(√
1− ρ22B1s + ρ2B0s
)
≤ σ2n0 + CnT + 2nξ
∫ t
0
σ2n−1s q (σs) d
(√
1− ρ22B1s + ρ2B0s
)
(A.1)
for some Cn > 0 and any t ≤ T , since we can use the at most linear growth of q2 to
show that the quantity within the Riemannian integral can be bounded from above by
P (|σs|), where P is a polynomial of an even degree and a negative leading coefficient.
Taking expectations on (A.1), we find that for any t ≤ T , the 2n-th moment of σt is
bounded by CnT +E
[
σ2n0
]
. Moreover, by using this result and the inequality 2a ≤ a2+1
for a ≥ 0, we can prove that there is a uniform bound in t ≤ T for odd moments of σt
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as well. Thus, if we set MT = sup
t≤T
σt, taking supremum on (A.1) for t ≤ T , then taking
expectations and finally using Cauchy-Schwartz and Doob’s inequalities, we obtain:
E
[
M2nT
] ≤ E [σ2n0 ]+ CnT
+2nξE
1
2
[
sup
0≤t≤T
(∫ t
0
σ2n−1s q (σs) d
(√
1− ρ22B1s + ρ2B0s
))2]
≤ E [σ2n0 ]+ CnT + 4nξE 12
[∫ T
0
σ4n−2s q
2 (σs) ds
]
≤ E [σ2n0 ]+ CnT + 4nξCqE 12
[∫ T
0
σ4n−2s |σs|r ds
]
= E
[
σ2n0
]
+ CnT + 4nξCq
√∫ T
0
E
[
|σs|4n−2+r
]
ds
< ∞
and this completes the proof of the Lemma.
Proof of Lemma 5.4. Observe that by setting z = Q−1(v), v ∈ R+, any integration
against φǫ can be written as an integration against the standard heat kernel, thus
Ju,ǫ(λ, y) =
∫
D
u(λ, z)
1√
2πǫ
e−
(Q(z)−y)2
2ǫ dz
=
∫
R
q
(
Q−1(v)
)
u
(
λ, Q−1(v)
)
IQ(D)(v)
1√
2πǫ
e−
(v−y)2
2ǫ dv
We are going to prove 1. first. Observe that by our regularity assumptions and the
properties of the standard heat kernel, Ju,ǫ(λ, y) is smooth and it’s n-th derivative in y
equals ∫
Q(D)
q
(
Q−1(v)
)
u
(
λ, Q−1(v)
) 1√
2πǫ
P (v − y)e− (v−y)
2
2ǫ dv
where P is some polynomial of degree n. Thus we need to show that for any n ∈ N, the
quantity
∫
Λ
∫
R
|y|δ′

∫
Q(D)
q
(
Q−1(v)
)
u
(
λ, Q−1(v)
)
(v − y)n e
− (v−y)
2
2ǫ√
2πǫ
dv


2
dydµ(λ)
is finite. By Cauchy-Schwartz, this quantity is bounded by:
∫
Λ
∫
R
|y|δ′

∫
Q(D)
q2
(
Q−1(v)
)
u2
(
λ, Q−1(v)
)
(v − y)2n e
−
(v−y)2
2ǫ√
2πǫ
dv


×

∫
R
e−
(v−y)2
2ǫ√
2πǫ
dv

 dydµ(λ)
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=∫
Λ
∫
R
∫
Q(D)
|y|δ′q2 (Q−1(v)) u2 (λ, Q−1(v)) (y − v)2n e− (v−y)
2
2ǫ√
2πǫ
dvdydµ(λ)
(A.2)
and thus, by Fubini’s Theorem, we only need to show that the integral
∫
Λ
∫
Q(D)
q2
(
Q−1(v)
)
u2
(
λ, Q−1(v)
)∫
R
|y|δ′(y − v)2n e
− (v−y)
2
2ǫ√
2πǫ
dy

 dvdµ(λ)
is finite. Due to our integrability assumptions on Ju (λ, v) = q
(
Q−1(v)
)
u
(
λ, Q−1(v)
)
,
the last follows if we can show that
∫
R
|y|δ′(y − v)2n e
−
(v−y)2
2ǫ√
2πǫ
dy = O
(
|v|δ′ + 1
)
.
For δ′ ≥ 0, we use the well-known estimate |a+ b|δ′ ≤ C
(
|a|δ′ + |b|δ′
)
to obtain
∫
R
|y|δ′(y − v)2n e
−
(v−y)2
2ǫ√
2πǫ
dy
≤ C|v|δ′
∫
R
(y − v)2n e
−
(v−y)2
2ǫ√
2πǫ
dy + C
∫
R
(|y − v|)2n+δ′ e
−
(v−y)2
2ǫ√
2πǫ
dy
≤ Cǫn|v|δ′
∫
R
w2n
e−
w2
2√
2π
dw + Cǫn+
δ′
2
∫
R
(|w|)2n+δ′ e
−w
2
2√
2π
dw (A.3)
which is exactly what we wanted.
On the other hand, for δ′ ∈ (−1, 0), we have
∫
R
|y|δ′(y − v)2n e
− (v−y)
2
2ǫ√
2πǫ
dy
≤
∫
|y|≤
|v|
2
|y|δ′(v − y)2n e
−
(v−y)2
2ǫ√
2πǫ
dy +
∫
|y|>
|v|
2
|y|δ′(v − y)2n e
−
(v−y)2
2ǫ√
2πǫ
dy
≤ (2ǫ)
n
√
π
∫
|y|≤ |v|
2
|y|δ′
(
(v − y)2
2ǫ
)n+ 1
2 e−
(v−y)2
2ǫ
|v − y| dy
+
( |v|
2
)δ′ ∫
|y|>|v2 |
(v − y)2n e
− (v−y)
2
2ǫ√
2πǫ
dy
≤ C(n)(2ǫ)n
∫
|y|≤| v2 |
|y|δ′ 1|v − y|dy +
( |v|
2
)δ′ ∫
R
(v − y)2n e
− (v−y)
2
2ǫ√
2πǫ
dy
≤ C(n)(2ǫ)n
( |v|
2
)−1 ∫
|y|≤|v2 |
|y|δ′dy +
( |v|
2
)δ′
ǫn
∫
R
w2n
e−
w2
2√
2π
dw
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≤ 2C(n)(2ǫ)
n
δ′ + 1
( |v|
2
)δ′
+
( |v|
2
)δ′
ǫn
∫
R
w2n
e−
w2
2√
2π
dy (A.4)
which is again what we needed and thus the proof of 1. is complete. We proceed now to
the proof of 2..
By the Cauchy-Schwarz inquality and Fubini’s Theorem we have
‖Ju,ǫ(·, ·)‖2
L2
(
Λ;L2
(yδ′)
+ (R)
)
=
∫
Λ
∫
R
|y|δ′

∫
Q(D)
q
(
Q−1(v)
)
u
(
λ, Q−1(v)
) e− (v−y)24ǫ
4
√
2πǫ
e−
(v−y)2
4ǫ
4
√
2πǫ
dv


2
dydµ(λ)
≤
∫
Λ
∫
R
|y|δ′

∫
Q(D)
q2
(
Q−1(v)
)
u2
(
λ, Q−1(v)
) e− (v−y)22ǫ√
2πǫ
dv


×

∫
R
e−
(v−y)2
2ǫ√
2πǫ
dv

 dydµ(λ)
=
∫
Λ
∫
Q(D)
q2
(
Q−1(v)
)
u2
(
λ, Q−1(v)
) ∫
R
|y|δ′ e
−
(v−y)2
2ǫ√
2πǫ
dydvdµ(λ)
(A.5)
Next, we see that
q2
(
Q−1(v)
)
u2
(
λ, Q−1(v)
) ∫
R
|y|δ′ e
−
(v−y)2
2ǫ√
2πǫ
dy −→ |v|δ′q2 (Q−1(v)) u2 (λ, Q−1(v))
as ǫ −→ 0+ for all v ∈ Q (D), and it can also be bounded by something integrable,
uniformly in ǫ > 0 (this can be seen by recalling (A.3) and (A.4) for n = 0). Thus, by
the Dominated Convergence Theorem, the RHS of (A.5) converges to
‖Ju(·, ·)‖2
L2
(
Λ;L2
|y|δ
′ (R)
) =
∫
Λ
∫
Q(D)
|v|δ′q2 (Q−1(v)) u2 (λ, Q−1(v)) dvdµ(λ)
as ǫ −→ 0+. Therefore, we obtain
lim sup
ǫ→0+
‖Ju,ǫ(·, ·)‖2
L2
(
Λ;L2
|y|δ
′ (R)
) ≤ ‖Ju(·, ·)‖2
L2
(
Λ;L2
|y|δ
′ (R)
) . (A.6)
Next, fix a measurable A ⊂ Λ with µ(A) < +∞ and a smooth function f : R −→ R
supported in some interval [−b, b], with b > 0. Then it holds that
∫
R
f(y)
e−
(v−y)2
2ǫ√
2πǫ
dy −→ f(v)
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pointwise as ǫ −→ 0+. Moreover, we can easily find a C > 0 such that
∫
R
f(y)
e−
(v−y)2
2ǫ√
2πǫ
dy ≤ C sup
y∈R
|f(y)| ×


1 , v ∈ [−2b, 2b]
2b
|v−b| , v > 2b
2b
|v+b| , v < −2b
for all ǫ > 0 and then, by applying the Cauchy-Schwartz inequality we obtain∫
Λ
∫
[2b,+∞]∩Q(D)
IA(λ)q
(
Q−1(v)
)
u
(
λ, Q−1(v)
) 2b
|v − b|dvdµ(λ)
≤ 2b ‖Ju(·, ·)‖
L2
(
Λ;L2
|y|δ
′ (R)
)
(
µ(A)
∫ +∞
2b
1
|v|δ′ |v − b|2dv
)1/2
<∞
and also ∫
Λ
∫
[−∞,−2b]∩Q(D)
IA(λ)q
(
Q−1(v)
)
u
(
λ, Q−1(v)
) 2b
|v + b|dvdµ(λ)
≤ 2b ‖Ju(·, ·)‖
L2
(
Λ;L2
|y|δ
′ (R)
)(µ(A)∫ −2b
−∞
1
|v|δ′ |v + b|2 dv
)1/2
<∞.
This means that we can apply the Dominated Convergence Theorem to obtain
lim
ǫ→0+
∫
Λ
∫
R
Ju,ǫ(λ, y)f(y)IA(λ)dydµ(λ)
= lim
ǫ→0+
∫
Λ
∫
R
f(y)

∫
D
u(λ, z)
e−
(Q(z)−y)2
2ǫ√
2πǫ
IA(λ)dz

 dydµ(λ)
= lim
ǫ→0+
∫
Λ
∫
R
f(y)
×

∫
Q(D)
q
(
Q−1(v)
)
u
(
λ, Q−1(v)
) e− (v−y)22ǫ√
2πǫ
IA(λ)dv

 dydµ(λ)
= lim
ǫ→0+
∫
Λ
∫
Q(D)
IA(λ)q
(
Q−1(v)
)
u
(
λ, Q−1(v)
)∫
R
f(y)
e−
(v−y)2
2ǫ√
2πǫ
dy

 dvdµ(λ)
=
∫
Λ
∫
Q(D)
IA(λ)q
(
Q−1(v)
)
u
(
λ, Q−1(v)
)
f(v)dvdµ(λ) (A.7)
so we deduce that Ju,ǫ(·, ·) −→ Ju(·, ·) weakly in the space L2
(
Λ; L2
|y|δ′
(R)
)
(since A
and f are arbitrary). We recall now that in any uniformly convex Banach space (X , ‖ · ‖),
whenever a sequence xn converges weakly to some x as n→ +∞ and lim sup
n→+∞
‖xn‖ ≤ ‖x‖,
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we have also strong convergence of xn to x (see Proposition III.30 in [3]). As a Hilbert
space, L2
(
Λ; L2
|y|δ′
(R)
)
is a uniformly convex space, and for any sequence ǫm tending to
zero from above, from (A.6) we can easily see that
lim sup
m→+∞
‖Ju,ǫm‖
L2
(
Λ;L2
|y|δ
′ (R)
) ≤ ‖Ju‖
L2
(
Λ;L2
|y|δ
′ (R)
) ,
so the above result implies that the weak convergence of Ju,ǫm to Ju is also strong. Since
we have this for an arbitrary sequence ǫm tending to zero from above, we deduce 2..
Proof of Lemma 5.5. First, by our boundedness assumption we have that for any
sequence {ǫk : k ∈ N} tending to 0+, there exists a decreasing subsequence {ǫkm}m∈N and
an element J lu ∈ L2
(
Λ; L2
|y|δ′
(R)
)
for all l ∈ {1, 2, ..., n}, such that
∂l
∂yl
Ju,ǫkm −→ J lu,
for all l ∈ {1, 2, ..., n}, weakly in L2
(
Λ; L2
|y|δ′
(R)
)
as m −→ +∞. Then, for any
measurable A ⊂ Λ with µ(A) < +∞ and any smooth and compactly supported function
f(z), we have ∫
R
∂l
∂zl
f(z)
e−
(z−y)2
2ǫ√
2πǫ
dz −→ ∂
l
∂yl
f(y)
pointwise as ǫ −→ 0+. Hence, we can use Fubini’s Theorem and the Dominated Conver-
gence Theorem as we did in the proof of Lemma 5.4 (but for a partial derivative of f) to
obtain
lim
m→∞
∫
Λ
∫
R
IA(λ)Ju,ǫkm (λ, y)
∂l
∂yl
f(y)dydµ(λ)
= lim
m→∞
∫
Λ
∫
R
IA(λ)
∂l
∂yl
f(y)

∫
D
u(λ, z)
e
− (Q(z)−y)
2
2ǫkm√
2πǫkm
dz

 dydµ(λ)
= lim
m→∞
∫
Λ
∫
R
IA(λ)
∂l
∂yl
f(y)
×

∫
Q(D)
q
(
Q−1(v)
)
u
(
λ, Q−1(v)
) e− (v−y)22ǫkm√
2πǫkm
dv

 dydµ(λ)
= lim
m→∞
∫
Λ
∫
R
IA(λ)Ju(λ, v)

∫
R
∂l
∂yl
f(y)
e
− (v−y)
2
2ǫkm√
2πǫkm
dy

 dvdµ(λ)
=
∫
Λ
∫
R
IA(λ)Ju(λ, v)
∂l
∂yl
f(v)dvdµ(λ)
and thus we have∫
Λ
∫
R
IA(λ)J
l
u(λ, y)f(y)dydµ(λ)
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= lim
m→∞
∫
Λ
∫
R
IA(λ)
∂l
∂yl
Ju,ǫkm (λ, y)f(y)dydµ(λ)
= lim
m→∞
(−1)l
∫
Λ
∫
R
IA(λ)Ju,ǫkm (λ, y)
∂l
∂yl
f(y)dydµ(λ)
= (−1)l
∫
Λ
∫
R
IA(λ)Ju(λ, v)
∂l
∂vl
f(v)dvdµ(λ),
which means that J lu is the l-th weak derivative of Ju. Next, for any ǫ > 0 and l ≤ n we
have ∥∥∥∥ ∂l∂ylJu,ǫ(·, ·)
∥∥∥∥
2
L2
(
Λ;L2
|y|δ
′ (R)
)
=
∫
Λ
∫
R
|y|δ′

 ∂l
∂yl
∫
Q(D)
q
(
Q−1(v)
)
u
(
λ, Q−1(v)
) e− (v−y)22ǫ√
2πǫ
dv


2
dydµ(λ)
=
∫
Λ
∫
R
|y|δ′

∫
Q(D)
q
(
Q−1(v)
)
u
(
λ, Q−1(v)
) ∂l
∂yl

e− (v−y)22ǫ√
2πǫ

 dv


2
dydµ(λ)
=
∫
Λ
∫
R
|y|δ′

∫
R
J lu (λ, v)
e−
(v−y)2
4ǫ
4
√
2πǫ
e−
(v−y)2
4ǫ
4
√
2πǫ
dv


2
dydµ(λ)
≤
∫
Λ
∫
R
|y|δ′

∫
R
(
J lu (λ, v)
)2 e− (v−y)22ǫ√
2πǫ
dv



∫
R
e−
(v−y)2
2ǫ√
2πǫ
dv

 dydµ(λ)
=
∫
Λ
∫
R
(
J lu (λ, v)
)2 ∫
R
|y|δ′ e
− (v−y)
2
2ǫ√
2πǫ
dydvdµ(λ) (A.8)
which converges (by the same argument as in (A.5) in the proof of Lemma 5.4) to∫
Λ
∫
R
|v|δ′
(
J lu (λ, v)
)2
dvdµ(λ) =
∥∥∥J lu(·, ·)∥∥∥2
L2
(
Λ;L2
|y|δ
′ (R)
)
as ǫ→ 0+, and thus we have
lim sup
m→+∞
∥∥∥∥ ∂l∂ylJu,ǫkm (·, ·)
∥∥∥∥
2
L2
(
Λ;L2
|y|δ
′ (R)
) ≤
∥∥∥J lu(·, ·)∥∥∥2
L2
(
Λ;L2
|y|δ
′ (R)
) . (A.9)
Hence, by recalling Proposition III.30 from [3] as in the proof of Lemma 5.4, we can
deduce that the weak convergence ∂
l
∂zl
Ju,ǫkm −→ J lu in L2
(
Λ; L2
|y|δ′
(R)
)
as m −→ +∞,
which was obtained earlier for all l ∈ {1, 2, ..., n}, is also a strong convergence. The
desired result follows since the sequence {ǫm}m∈N is arbitrary and since a weak derivative
is always unique.
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