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EXTENDED NILHECKE ALGEBRAS AND SYMMETRIC FUNCTIONS
IN TYPE B
MICHAEL REEKS
Abstract. We formulate a type B extended nilHecke algebra, following the type A con-
struction of Naisse and Vaz. We describe an action of this algebra on extended polynomials
and describe some results on the structure on the extended symmetric polynomials. Fi-
nally, following Appel, Egilmez, Hogancamp, and Lauda, we prove a result analogous to
a classical theorem of Solomon connecting the extended symmetric polynomial ring to a
ring of usual symmetric polynomials and their differentials.
1. Introduction
Affine Hecke algebras have many diverse applications in representation theory, and their
nil versions are fundamental in the study of categorification and higher representation the-
ory. Type A nilHecke algebras appear as the quiver Hecke algebras associated to a single
vertex, which were shown by Lauda ([Lau]) to categorify the negative half of the quantum
group Uq(sl2). The nilHecke algebras form an essential building block of the Khovanov–
Lauda–Rouquier categorification of the quantum group associated to an arbitrary Kac–
Moody algebra. The nilHecke algebras in classical types (in particular, in type B) also play
a fundamental role in Schubert calculus (cf. [Ku, FK]).
An extended form of the nilHecke algebra in type A, NHextn was constructed by Naisse
and Vaz in [NV1]. The algebra NHextn has an additional set of generators ωi, which anti-
commute and square to 0. This algebra was used to construct the first categorifications of
Verma modules. It has a faithful representation on a ring of extended polynomials, which
are the tensor product of a polynomial ring and an exterior algebra. In [AEHL], Appel,
Egilmez, Hogancamp, and Lauda study the combinatorics of this algebra and its polynomial
representation, and provide additional descriptions of the ring of extended symmetric poly-
nomials. They further show that NHextn is a matrix algebra over these invariants (this was
also shown independently in [NV2]). They also prove an extended analogue of a theorem
of Solomon ([Sol]), which relates the extended symmetric polynomials to the invariants of
Q[x]⊗
∧
[dx].
In this note, we formulate a type B version of the extended nilHecke algebra, bNHext, and
of its extended polynomial representation. A new feature here is the action of the simple
reflections si and the Demazure operators ∂i on the odd polynomial generators ωi: we set
si(ωi) = ωi + (x
2
i − x
2
i+1)ωi+1
and
∂i(ωj) = −δij(xi + xi+1)ωi+1
for each i. This shifted action is more natural from the viewpoint of type B symmet-
ric polynomials, which are generated by usual symmetric polynomials in the variables x2i ,
and facilitates the connection to Solomon’s theorem. We then establish several basis and
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dimension results about the type B extended symmetric polynomials following [AEHL],
demonstrate that bNHextn is a matrix algebra over these invariants. Many of these results
and their proofs are parallel to the type A case discussed in [AEHL] and [NV2].
We nonetheless note that this construction is a nontrivial extension of the type A situa-
tion, and that the type D extended nilHecke algebra seems to be even more difficult. While
it is relatively easy to find an action of the type D Demazure operators on the algebra of ex-
tended polynomials, most such actions do not preserve the expected relationships between
the degrees of the ωi and those of the type D symmetric polynomials as would be required
to construct the matrix for the extended Solomon’s theorem.
The paper is structured as follows. In Section 2, we describe the extended polynomial
representation of the Weyl group of type Bn, and use it to define an extended polynomial
representation of bNHextn . In Section 3, we describe the extended symmetric polynomial
ring. We describe a basis of extended Schur polynomials and show that bNHextn is a matrix
ring over it. Finally, in Section 4, we formulate an extended type B analogue of Solomon’s
therorem, linking the extended type B symmetric polynomials to the type B invariants of
Q[x]⊗
∧
[dx].
1.1. Acknowledgements. The author thanksWeiqiang Wang for many helpful discussions
concerning the paper, and Matthew Hogancamp for his collaboration in constructing the
differentials in Section 2.3.
2. The type B extended nilHecke algebra
We review the definition of the type B Weyl group, and define an action of this group
on extended polynomials. Using this action, we define a type B extended nilHecke algebra,
derive a presentation with generators and relations, and prove that it has a PBW-type basis.
2.1. An action of WBn on extended polynomials. The Weyl group of type Bn, WBn is
generated by s1, . . . , sn with relations such that s1, . . . , sn−1 generate a subgroup isomorphic
to the symmetric group Sn, and additional relations
snsn−1snsn−1 = sn−1snsn−1sn,
snsi = sisn (1 ≤ i ≤ n− 2),
s2n = 1.
Define the extended polynomial ring
Pextn = Q[x1, . . . , xn]⊗
∧
[ω1, . . . , ωn].
This ring is graded with deg(xi) = 1 and deg(ωi) = −2i.
Define an action of WBn on the ring P
ext
n of extended polynomials by setting
si(xj) = xsi(j), sn(xi) = xi (1 ≤ i ≤ n− 1),
sn(xn) = −xn,
si(ωj) = ωj + δij(x
2
i − x
2
i+1)ωi+1 (1 ≤ i ≤ n− 1),
sn(ωn) = ωn,
and letting the si act as automorphisms.
Lemma 1. The above defines an action of WBn on P
ext
n .
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Proof. First, we check that the type A relations are satisfied. Note that, for any i < n, we
have
s2i (ωi) = ωi + (x
2
i − x
2
i+1)ωi+1 + (x
2
i+1 − x
2
i )ωi+1
= ωi.
Next, note that, for any i < n− 1,
sisi+1si(ωi) = ωi+(x
2
i−x
2
i+1)ωi+1+(x
2
i+1−x
2
i+2)ωi+1+(x
2
i+1−x
2
i+2)(x
2
i−x
2
i+2)ωi+2 = si+1si(ωi).
Clearly si+1sisi+1(ωi) = si+1si(ωi), so this braid relation is satisfied. Finally, we have
sisi+1si(ωi+1) = sisi+1(ωi+1) = ωi+1 + (x
2
i − x
2
i+2)ωi+2.
On the other hand,
si+1sisi+1(ωi+1) = si+1(ωi+1 + (x
2
i − x
2
i+2)ωi+2)
= ωi+1 + (x
2
i − x
2
i+2)ωi+2.
Hence, all type A relations are satisfied.
Now it remains to check that the action of WBn on ωn satisfies the type B relations. We
compute:
sn−1snsn−1sn(ωn) = snsn−1snsn−1(ωn) = ωn.
Next, note that
sn−1snsn−1sn(ωn−1) = ωn−1 + 2x
2
n−1ωn.
Furthermore, since both ωn−1 and ωn−1 + 2x
2
n−1ωn are symmetric with respect to sn, it
follows that the latter is equal to snsn−1snsn−1(ωn−1). It’s easy to see that the action of
sn commutes with that of si for any 1 ≤ i ≤ n. 
This action induces an action of type B Demazure operators. Define the Demazure
operator ∂i by
∂i =
1− si
xi − si(xi)
.
In particular, note that
∂n =
1− sn
2xn
.
It’s easy to check the following actions: for 1 ≤ i ≤ n− 1 and 1 ≤ j ≤ n we have
∂i(xj) =


1 if i = j
−1 if j = i+ 1
0 else,
∂i(ωj) = −δij(xi + xi+1)wi+1.
Finally, we have
∂n(xj) = δjn ∂n(ωj) = 0
for all 1 ≤ j ≤ n. Extend this action to an arbitrary polynomial by the Leibniz rule
∂i(fg) = ∂i(f)g + si(f)∂i(g).
Lemma 2. The above defines an action of the type B Demazure operators on Pextn .
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Proof. We again first check the type A relations. Note that for any i,
∂2i (ωi) = ∂i(−(xi + xi+1)ωi+1) = 0.
Now, for any i < n− 1, we have
∂i∂i+1∂i(ωi) = ∂i∂i+1(−(xi + xi+1)ωi+1)
= ∂1(ω2 + (x1 + x3)(x2 + x3)ω3)
= (x3 − x3)ω3
= 0.
Clearly ∂2∂1∂2(ω1) = 0. For the other braid relation, note that
∂2∂1∂2(ω2) = ∂2(−ω3) = 0,
whereas again ∂1∂2∂1(ω2) = 0 immediately. Hence, the type A relations are satisfied.
It remains to check the extra type B relations on generators: first note that
∂n−1∂n∂n−1∂n(ωn) = 0 = ∂n∂n−1∂n∂n−1(ωn).
Also, we have
∂n−1∂n∂n−1∂n(ωn−1) = 0,
whereas
∂n∂n−1∂n∂n−1(ωn−1) = −∂n∂n−1∂n(ωn) = 0.
It is clear that the action of ∂n commutes with that of ∂i, 1 ≤ i ≤ n. 
2.2. Extended nilHecke algebra. Define the extended nilHecke algebra of typeB, bNHext,
to be the Q-superalgebra generated by multiplication in Pextn , together with the action of
the Demazure operators on extended polynomials. The generators ωi are odd, and all other
generators are even. There is an additional Z-grading, with deg(xi) = 1, deg(∂i) = −1, and
deg(ωi) = −2i. We give a presentation of this algebra in terms of generators and relations
and prove a PBW-type theorem.
The degenerate affine Hecke algebra in type B (and in all finite types) was described
in [Lu]. It’s nil version, the type B nilHecke algebra bNHn, is the Q-algebra generated by
∂1, . . . , ∂n and x1, . . . , xn, with relations xixj = xjxi and, for i, j < n,
∂2i = 0, ∂i∂j = ∂j∂i if |i− j| > 1 1 ≤ i ≤ n,
∂i∂i+1∂i = ∂i+1∂i∂i+1, 1 ≤ i < n− 1,
∂n−1∂n∂n−1∂n = ∂n∂n−1∂n∂n−1
∂ixj = xj∂i if |i− j| > 1, ∂ixi − xi+1∂i = 1, ∂ixi+1 − xi∂i = −1 1 ≤ i < n,
∂nxn + xn∂n = 1, xn∂n + ∂nxn = −1.
This is a Z-graded algebra with deg(xi) = 1 and deg(∂i) = −1.
Proposition 1. There is an isomorphism of Q-superalgebras
bNHextn
∼= bNHn ⋊
∧
[ω1, . . . , ωn],
where the generators on the right-hand side satisfy the relations xiωj = ωjxi for all i and
j, as well as
∂iωj = ωj∂i i 6= j,
∂i(ωi − x
2
i+1ωi+1) = (ωi − x
2
i+1ωi+1)∂i, i < n,
∂nωi = ωi∂n 1 ≤ i ≤ n.
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Proof. We only need to prove the additional relations. The first two and the last relations
are clear. Finally, note that
∂i(ωi) = −(xi + xi+1)ωi+1 = ∂i(x
2
i+1ωi+1),
which implies the remaining relation. 
Using these relations and the action on Pextn , we obtain the following PBW basis for
bNHext. For w ∈WBn with reduced expression w = si1 . . . sik , set ∂w = ∂i1 . . . ∂ik .
Theorem 1. The superalgebra bNHext has a Q-basis given by
{xk1i . . . x
kn
n ω
ǫ1
i . . . ω
ǫn
n ∂w|ki ∈ N, ǫi ∈ {0, 1}, w ∈WBn}.
Proof. Using the relations, we can put any given monomial in this form, so this set spans
bNHext. But bNHext acts faithfully on Pextn , which implies that this set is linearly independent
and thus a basis. 
Note that we could obtain alternative bases for bNHext by exchanging the positions of
the xi’s, ωi’s, and ∂w in the basis given by Theorem 1.
2.3. Differentials. This section is joint with Matthew Hogancamp.
The algebra bNHext has a natural differential graded (DG) structure. Recall that a DG-
algebra is a Z-graded unital algebra A with a degree 1 differential d : A → A satisfying
d2 = 0, d(1) = 0 and, for a, b ∈ A,
(1) d(ab) = d(a)b + (−1)|a||b|ad(b).
For each N > 0, define a grading on bNHextk by setting degN (xi) = 1, degN (∂i) = −1 and
degN (ωi) = 2(N − i) + 1. Define a map
bdN :
bNHextk →
bNHextk by setting
bdN (xi) =
bdN (∂i) = 0
bdN (ωi) = (−1)
i bhN−i+1(1, i)
where bhn(i, j) is the complete homogeneous symmetric polynomial in the variables x
2
i , x
2
i+1, . . . , x
2
j
(the type B homogeneous symmetric polynomial).
Proposition 2. For each N , the map bdN defines a differential making
bNHextk into a
DG-algebra with grading given by degN .
Proof. Clearly bd2N = 0,
bdN (1) = 0. Since degN (
bhN−i+1(1, i)) = 2(N−i+1) = degN (ωi)+
1, we have deg(dN ) = 1.
Note that we have
dN (ω1) = −x
2N
1 .
Since
∂i(
bdN (ωi)) =
bdN (∂i(ωi)) = −(xi + xi+1)
bdN (ωi+1),
it suffices to show that
(2) ∂i(
bhℓ(1, i)) = −(xi + xi+1)
bhℓ−1(1, i + 1).
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We apply a generating function argument. We have
∂i

 i∏
j=1
1
1− tx2j

 =

i−1∏
j=1
1
1− tx2j

( 1
1− tx2i
−
1
1− tx2i+1
)
1
xi − xi+1
=

i−1∏
j=1
1
1− tx2j

 tx2i − tx2i+1
(1− tx2i )(1− tx
2
i+1)(xi − xi+1)
=

i−1∏
j=1
1
1− tx2j

 t(xi + xi+1)
(1− tx2i )(1− tx
2
i+1)
=

i+1∏
j=1
1
1− tx2j

 · t(xi + xi+1).
The first expression is the generating function for ∂i(
bhℓ(1, i)), and the last expression is
the generating function for (xi + xi+1)
bhℓ(1, i + 1). The additional sign comes from the
rule for taking the differential of a product in (1). It follows that ∂i(
bhℓ(1, i)) = (xi +
xi+1)
bhℓ−1(1, i + 1), as desired. 
In type A, this DG-algebra structure provides a connection to the equivariant cohomology
of Grassmannians via a quasi-isomorphism with cyclotomic quotients of the usual nilHecke
algebra, cf. [NV1, Proposition 8.3] and [AEHL, Theorem 2.2]. The existence of differentials
in the type B case may point to a similar geometric connection.
3. Extended symmetric polynomials
In this section, we turn to investigate some of the combinatorial aspects of the extended
type B nilHecke algebra and its action on extended polynomials. Following [AEHL], we
define the extended symmetric polynomial ring:
bΛextn :=
n⋂
i=1
ker(∂i).
We will describe several bases of this algebra and demonstrate that bNHextn is a matrix
algebra over it.
3.1. Low rank examples. Here we describe the structure of the extended symmetric
polynomial ring for several low rank cases. These bases are computed directly by analyzing
the action of each Demazure operator on a general extended polynomial, e.g. ω1 + Aω2,
etc., and provide a framework for the general structure.
For n > 0, let bΛn = Q[x1, . . . , xn]
WBn , the usual type B symmetric polynomials.
n = 2: The algebra bΛext2 is a free module of rank 4 over
bΛ2 with basis
{1, ω1 +Aω2, ω2, ω1ω2}
where A is a solution to the system
∂1(A) = x1 + x2, ∂2(A) = 0.
For example, we could have A = x21 or A = −(x
2
2 + x
2
3).
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n = 3: The algebra bΛext3 is a free module of rank 8 over
bΛ2 with basis
1 ω1 +A1ω2 +A2ω3 ω2 +Bω3 ω3
ω1ω2 + C1ω1ω3 + C2ω2ω3 ω1ω3 +Dω2ω3 ω2ω3 ω1ω2ω3,
,
where Ai, B,Ci,D satisfy
∂3(Ai) = 0, ∂2(x) = 0, ∂2(A2) = s2(A1)(x2 + x3) ∂1(A1) = x1 + x2, ∂1(A2) = 0;
∂1(B) = ∂3(B) = 0, ∂2(B) = x2 + x3;
∂3(C1) = ∂3(C2) = 0, ∂2(C1) = x2+x3, ∂2(C2) = 0, ∂1(C1) = 0, ∂1(C2) = s1(C1)(x1+x2);
∂3(D) = ∂2(D) = 0, ∂1(D) = x1 + x2.
Hence, for example, the second basis element could take the form ω1 + x
2
1ω2 + x
2
1x
2
2ω3, or
ω1 − (x
2
2 + x
2
3)ω2 + x
4
3ω3.
3.2. Extended Schur polynomials. The above bases can be realized as collections of
extended Schur polynomials. Let w0 ∈WBn be the longest element; this takes the form
(s1s2 . . . snsn−1 . . . s1)(s2s3 . . . snsn−1 . . . s2) . . . (sn−1snsn−1)sn.
For any w ∈WBn with reduced expression w = si1 . . . sik , recall that
∂w = ∂i1 . . . ∂ik .
For α = (α1, . . . , αn) a partition (possibly with trailing zeros), denote by
xδ+α = x2n−1+α11 x
2n−3+α2
2 . . . x
αn
n .
For a bounded strict partition β of length k ≤ n with parts no larger than n, define
ωβ = ωβ1ωβ2 . . . ωβk .
Finally, for any such partitions α and β, define the extended Schur polynomial Sα,β by the
following formula:
Sα,β = ∂w0(x
δ+αωβ).
Note that Sα,β ∈ ker ∂i for all i, and hence is extended symmetric.
The Schur polynomials with α = (0) and β of length 1 have a regular structure in terms
of homogeneous symmetric polynomials.
Lemma 3. We have
S0,i =
∑
ℓ≥i
(−1)n−i bhℓ−i(1, ℓ− 1)ωℓ,
where bhj(1, ℓ − 1) is the complete homogeneous symmetric polynomial in the variables
(x21, x
2
2, . . . , x
2
ℓ ).
Proof. We use an argument inspired by [NV2, Lemma 2.13].
Write S0,i =
∑
ℓ≥i cℓωℓ for some cℓ ∈ Z[x1, . . . , xn]. Since S0,i is symmetric, we have
0 = ∂j

∑
ℓ≥i
cℓωℓ

 = −(sjcj)(xj + xj+1)ωj+1 +∑
ℓ≥i
(∂j(cj))ωj .
This implies that
si(cj)(xj + xj+1)ωj+1 = ∂j(cj+1)ωj+1,
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and hence ∂j(cj+1) = cj(xj + xj+1), since si(∂j) = ∂j for all j. Thus
(3) ∂j∂j+1 . . . ∂n−1(cn) = (xn−1 + xn)(xn−2 + xn−1) . . . (xj + xj+1)cj .
Now, using the reduced expression
∂w0 = (∂1∂2 . . . ∂n−1∂n∂n−1) . . . ∂1)(∂2 . . . ∂n∂n−1 . . . ∂2) . . . ∂n
we have
S0,i =
n−1∑
k=i
ckωk + (−1)
n−i(∂1∂2 . . . ∂n−1∂n∂n−1 . . . ∂1) . . . ∂n(x
δ))sn−1 . . . si(ωn).
Note that this last coeffcient is just the usual (non-extended) type B Schur polynomial
associated to the partition (i). Hence we have cn = (−1)
n−ibhn−i(1, n − i). Now, using (3)
and (2) gives
cj = (−1)
n−ihj−i(x
2
j , . . . , x
2
n)
as desired. 
This immediately implies a multiplication formula following the methods in [NV2, Propo-
sition 2.14].
Lemma 4. For β, β′ strict partitions as above, we have
S0,βS0,β′ = (−1)
ǫβ,β′S0,ββ′ ,
where ββ′ is the unique strict partition that can be formed from the set β ⊔ β′ and ǫβ,β′ is
the length of the minimal permutation taking β ⊔ β′ to ββ′.
Proof. First let β = (i) and β′ = (j), with i 6= j. Then we have ∂w0(x
δ bhk−j(1, k)) = 0
unless k = j and ∂w0(ωiωj) = 0 (since ∂w0 will eventually raise the smaller index to equal
the larger one in each term). Thus
S0,iS0,j = ∂w0(x
δωiS0,j)
=
∑
k≥j
(−1)n−j∂w0(x
δ bhk−j(1, k)ωiωj)
= ∂w0(x
δωiωj)
= (−1)ǫi,jS0,ij .
Applying this reasoning to general strict partitions β gives that S0,βS0,ℓ = (−1)
ǫβ,ℓ(S0,βℓ).
The result then follows from induction on the length of β′. 
We also have a basis for the extended symmetric polynomials.
Lemma 5. The abelian group (bΛextn )2k consisting of all elements with k total nonzero ω’s
has a bΛn basis given by {S0,ν}, where ν ranges over strict partitions with k parts.
Proof. This is a formal argument which carries over without modification from [NV2, Propo-
sition 2.15]. 
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3.3. Examples of Schur polynomials. We have the following low rank examples of the
basis of Schur polynomials.
n = 2: Let α = (0, 0) and β = ∅. Then xδ+α = x31x2, so we have
Sα,β = ∂1∂2∂1∂2(x
3
1x2) = 1.
Let β = (1). Then we have
Sα,β = ∂2∂1∂2∂1(x
3
1x2ω1) = ω1 + x
2
1ω2.
Note in particular that this is one of the basis elements described in the previous section.
Let β = (2). Then we have
Sα,β = ∂1∂2∂1∂2(x
3
1x2ω2) = ω2.
This is another of the basis elements described above.
Finally, let β = (1, 2). Then we have
Sα,β = ∂1∂2∂1∂2(x
3
1x2ω1ω2) = ω1ω2.
This completes the basis of bΛext2 described in the previous section.
Note also that we have (cf. Lemma 4)
S0,(1)S0,(2) = S0,(1,2),
S0,(1)S0,(1,2) = 0,
and
S0,(2)S0,(1,2) = 0.
n = 3: Here we abbreviate the lengthy computations.
(1) S(0,0,0),∅ = 1.
(2) S(0,0,0),(1) = ω1 + x
2
1ω2 + x
2
1x
2
2ω3.
In particular, we obtain a basis of the extended symmetric polynomials in this case as
well.
3.4. Extended nilHecke algebra as a matrix algebra. Define, for w ∈WBn , the type
B Schubert polynomial
b
sw = ∂w−1w0(x
δ),
with w0 ∈ WBn and δ as above. The set {
b
sw}w∈WBn forms a basis for Q[x1, . . . , xn] as a
left Q[x1, . . . , xn]
WBn module. Note that deg(bsw) = ℓ(w) (cf [FK]).
Proposition 3. The set {bsw}w∈WBn forms a basis for Q[x,ω] as a free left module over
Q[x,ω]Bn , the invariants of Q[x,ω] under the action of WBn .
Proof. We show that the multiplication map
Q[x,ω]Bn ⊗ spanQ{
b
sw}w∈WBn −→ Q[x,ω]
is an isomorphism. It is clearly injective. To show that it is surjective, we must write any
polynomial f ∈ Q[x,ω] as a sum f =
∑
fibi, where bi ∈ spanQ{
b
sw}w∈WBn .
Note that it suffices to focus on f which contain a nonzero number of ωi’s, since the
analogous result holds for usual polynomials. To see this, note that any such f = p(x)ωβ
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can be written as a linear combination of Schur polynomials S0,β. Indeed, since the term of
S0,β which contains the highest degree ωi (with respect to the grading in Section 2.1, with
deg(ω) = −2i) is ωβ, we have
p(x)ωβ − p(x)S0,β =
∑
ν>β
cνων .
Repeatedly applying this procedure to the remaining cνων terms gives the desired decom-
position. 
Note that the graded rank of Q[x,ω] as a leftQ[x,ω]Bn -module is thus
∑
w∈WBn
qdeg
bsw =∑
w∈WBn
qℓ(w). Set PBn(q) =
∏n
i=1(1 + q + q
2 + . . . + q2k); then, by [Rei, Theorem 1.1],∑
w∈WBn
qℓ(w) = PBn(q). We therefore have the following isomorphism.
Proposition 4. There is a Z-algebra isomorphism
bNHext
∼
−→ EndbΛextn (P
ext
n )
∼= MatPBn (q)(
bΛextn ).
Proof. That this map is injective follows from the fact that bNHext acts on Pextn via linearly
independent operators. The surjectivity of the map follows from the freeness of P extn as a
Λextn -module and a comparison of graded ranks. 
4. Extended Solomon’s theorem for type B
Fix an integer n ≥ 1, and let x = {x1, x2, . . . , xn} and dx = {dx1, dx2, . . . dxn} be sets
of formal even and odd variables, respectively. We use the following shorthand for the
superpolynomials in x and dx:
Q[x,dx] := Q[x1, . . . , xn]⊗
∧
[dx1, . . . dxn].
This ring is bigraded with deg(xi) = (1, 0) and deg(dxi) = (0, 1). Note that there is an
action of WBn on
∧
[dx1, . . . , dxn] given be si(dxj) = dxs(j) for 1 ≤ i ≤ n−1, sn(dxj) = dxj
for 1 ≤ j ≤ n− 1, and sn(dxn) = −dxn.
Solomon’s theorem gives the following description of the W -invariants of this ring for any
Weyl group W .
Theorem 2. [Sol] For any family f = {f1, . . . , fn} of algebraically independent generators
of Q[x]W ,
Q[x,dx]W = Q[f ,df ],
where for f ∈ Q[x],
df =
n∑
i=1
∂f
∂xi
dxi.
For 1 ≤ i ≤ n−1, let αi =
1
xi−xi+1
and define α = {α1, . . . , αn−1]. In [AEHL], this theorem
is enlarged to the extended polynomial ring Q[x,ω] by showing that there is an NHextn -
equivariant isomorphism Q[x,ω] → Q[x,dx, α] which induces a canonical identification of
Sn- invariants:
Q[x,ω]Sn
∼
−→ Q[f ,df ].
We aim to prove an analogous result for the type B invariants.
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It is first necessary to define an action of the type B divided difference operators ∂i on
Q[x,dx]. Define the denominator αn =
1
2xn
and set α = {α1, . . . , αn} and consider the
algebra Q[x,dx,α]. This algebra is bigraded, with deg(αi) = (−1, 0).
There is an action of the type Bn divided difference operators on this algebra given by
the usual action on polynomials and
∂i(dxi) =
dxi − si(dxi)
xi − si(xi)
,
for 1 ≤ i ≤ n. Solomon’s theorem implies that for any set f = {f1, . . . , fn} of algebraically
independent generators of Q[x]WBn , the subalgebra Q[x,df ] is closed under the action of
the divided difference operators.
We will construct a map Q[x,dx] → Q[x,ω] which will furnish an action of bNHext on
Q[x,df ], and show that it is isomorphic as an bNHext-module to Q[x,ω].
As in [AEHL], call a tuple p ⊂ Q[x] admissible if pj ∈ Q[x]
Sn−1 , s3(pj) = pj , deg(pj) =
2(n − j), and ∂c[j](pj) ∈ Q \ {0} for any 1 ≤ j ≤ n, where
c[j] := sj+1sjsj+2sj+1 . . . snsn−1
and c[n] = 1. We choose this last condition so that for an admissible tuple p, the matrix
P = (∂c[j]pi)1≤i,j≤n
is upper triangular and invertible, and so that P contains the admissible tuple in its last
column.
Example 1. Let n = 3 and choose p = ((−1)3−ih3−i(x
2
3))
3
i=1. Certainly the pi have the
correct degrees and are symmetric with respect to S2 and s3. Also,
∂c[1](p1) = ∂2∂1∂3∂2(x
4
3) = 1 ∈ Q \ {0};
∂c[2](p2) = ∂3∂2(−x
2
3) = 1 ∈ Q \ {0};
and ∂c[3](p3) = 1. Hence p is admissible. The corresponding matrix is
P =

 1 −(x
2
2 + x
2
3) x
4
3
0 1 −x23
0 0 1

 .
Note in particular that
PωT =

 ω1 − (x
2
2 + x
2
3)ω2 + x
4
3ω3
ω2 − x
2
3ω3
ω3

 ,
which are degree 1 basis elements for bΛext3 as a
bΛ3-module.
For any 1 ≤ k ≤ n− 1, define operators γk, ρk : Mn(Q[x,ω])→Mn(Q[x,ω]) by setting
γk(A)ij = δj,k+1Aik,
and
ρk(A)ij = δikAk+1,j.
In other words, γk returns the kth column of A in the k + 1st column, and ρk returns the
k + 1 row in the kth row. We have the following characterization of admissible tuples.
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Lemma 6. (1) If p = {p1, . . . , pn} is an admissible tuple, then P satisfies
∂k+1∂k(P) = γk(P)
for any k = 1, . . . , n− 1, and ∂n(P) = 0.
(2) For any invertible Q = (qij) ∈Mn(Q[x]) such that
∂k+1∂k(Q) = γk(Q)
for 1 ≤ k ≤ n− 1, ∂n(Q) = 0, and deg(qij) = 2(j − i), the tuple q = {q1n, . . . , qnn}
is admissible and Qij = ∂c[j]qin.
Proof. The first part follows from the fact that pi is symmetric with respect to Sn−1 and
sn, so that
∂k+1∂k∂c[j+1]pi = δj,k+1∂c[j]pi.
Indeed, this is obviously zero unless j = k + 1, and, if k < n− 1
∂k+1∂k∂c[k+1] = ∂k+1∂k∂k+2∂k+1 . . . ∂n∂n−1
= ∂c[k];
if k = n− 1, then ∂n∂n−1∂c[n] = ∂n∂n−1 = ∂c[n−1]. Clearly, ∂n(P) = 0.
The second part follows from similar calculations using the same proof as in type A, cf
[AEHL, Lemma 4.3] 
Example 2. Let n = 3 and p be as before. Then
∂3∂2(P) =

 0 0 −(x
2
2 + x
2
3)
0 0 1
0 0 0

 .
This is clearly γ2(P).
Also,
∂2∂1(P) =

 0 1 00 0 0
0 0 0

 = γ1(P).
We have an additional characterization of matrices of admissible tuples which requires
extra notation. Let Θ = {θi} and Ξ = {ξi} be two sets of algebraically independent
elements in Q[x,dx] such that deg(θi) = deg(ξi) = 2(n− i), and define an invertible matrix
P ∈Mn(Q[x]) by the relation
Ξ = PΘ.
We must therefore have deg(pij) = 2(j − i).
Lemma 7. Any two of these equations imply the third:
(1) ∂k+1∂k(P) = γk(P) for 1 ≤ k ≤ n− 1, and ∂n(P) = 0.
(2) ∂k(Ξ) = 0 for 1 ≤ k ≤ n.
(3) ∂k(Θ) = −ρk(Θ) for 1 ≤ k ≤ n.
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Proof. We follow [AEHL, Lemma 4.4]. Let k ≤ n−1 and suppose ∂k+1∂k(P) = γk(P). Note
that we have
sk+1sk(γk+1γk(P)) = sk+1sk(∂k+1∂k(P)) = ∂k+1∂k(P) = γk(P),
and it follows that γk(P)Θ = sk+1sk(P)sk+1sk(Θ) = sk+1sk(P)ρk+1ρk(Θ). Now, using the
definition of P, we have that if ∂k(Ξ) = 0, ∂k+1∂k(Ξ) = 0, so
0 = ∂k+1∂k(P)Θ + sk+1(∂k(P))∂k+1(Θ)
+ ∂k+1sk(P)∂k(Θ) + sk+1sk(P)∂k+1∂k(Θ)
= γk(P)Θ + sk+1(∂k(P))∂k+1(Θ)
+ ∂k+1sk(P)∂k(Θ) + sk+1sk(P)∂k+1∂k(Θ)
= sk+1sk(P)ρk+1ρk(Θ) + sk+1(∂k(P))∂k+1(Θ)
+ ∂k+1sk(P)∂k(Θ) + sk+1sk(P)∂k+1∂k(Θ).
Thus,
sk+1sk(P)(ρk+1ρk(Θ) + ∂k+1∂k(Θ)) = −sk+1∂k(P)∂k+1(Θ)− ∂k(sk(P))∂k+1(Θ).
Acting on both sides by sksk+1 and using the identity ∂ksk = −sk+1∂k gives
P(ρk(Θ) + ∂k+1∂k(Θ)) = −sk∂k(P)∂k+1(Θ) + sk∂k(P)∂k+1(Θ) = 0.
Hence ∂k(Ξ) = 0 if and only if ∂k+1∂k(Θ) = −ρk(Θ), since P is invertible (and the proof
applies for k = n because sn(P) = P).
The other equivalence follows using the same elementwise techniques as in type A. 
Finally, we may construct our isomorphism. Let f = {f1, . . . , fn} be a set of algebraically
independent generators of Q[x]WBn , with deg(fi) = 2(n − i). Let p = {p1, . . . , pn} ⊂ Q[x]
be an admissible tuple and P its associated matrix.
Theorem 3. For any choice of f and p, there is a unique Q[x]-linear homomorphism
bJfp : Q[x,ω]→ Q[x,dx,α]
defined by the relation df = PbJfp(ω). Further, bJ
f
p is injective and
bNHn-equivariant.
Proof. We follow [AEHL, Proposition 4.5]. Since p is admissible, the matrix P is invertible,
and thus bJfp is uniquely determined by this condition and linearity in Q[x]. Injectivity of
bJ
f
p follows from the invertibility of P and the algebraic independence of the sets f and df .
It remains to show that bJfp respects the action of the divided difference operators. Since
p is admissible, we have by Lemma 6 that ∂k+1∂k(P) = γk(P). Note also that ∂k(df) = 0,
so by Lemma 7, we must have ∂k(
bJ
f
p(ω)) = −ρk(
bJ
f
p(ω). Then
∂k(
bJfp(ωj)) = δij
bJfp(ωj+1).
It follows that
sk(
bJfp(ωj)) =
bJfp(ωj) + aδjk(xk − xk+1)
bJfp(ωj+1)
for all j, k < n. Note that this matches the WBn action on ω. Finally, if k = n, we have
∂n(
bJfp(ωj)) =
bJfp(ωj),
since ρk(
bJ
f
p(ωj)) = 0. Hence
bJ
f
p is bNH
ext-equivariant. 
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Hence bJfp descends to a canonical identification of WBn-invariants
Q[x,ω]WBn ∼= Q[x,dx]WBn .
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