Abstract-In this paper, a new binarization algorithm for degraded document images is proposed. The method is based on positive and negative pixel energies using the Laplacian of an image. After a filtering step and morphological operations our local contrast segmentation method is able to detecting connected components. The given approach is applied to cases of sophisticated, challenging documents and other application scenarios like whiteboard and chalk images.
I. INTRODUCTION
The early stages of image processing are crucial, since here a lot of information reduction is taking place. A typical example for this aspect is the identification of objects in images [4] .
The task of the binarization step is to separate objects as foreground from the rest as background. Therefore, the space of pixel intensities is reduced to {0, 1}. In this presented case the foreground object is text while the rest is declared as background.
Usage of atomic units, the characters, allows description of the features of text. Characters are in most cases small dark objects, with hard shapes surrounded by a light background.
Thus in small areas of pictures, there may exist large differences of pixel intensities. The sharper the edges, that means a high local contrast, the better the result of detecting text. Usage of this feature is the fundamental idea of the proposed approach for a new binarization algorithm. In the left picture of figure 1 there are blurred contours, which should not be recognized as foreground in the binarization step. Only text objects, with high probabilities of being recognized successfully by an OCR shall be identified. In contrast, the example to the right is a typical example, where text can be separated from the background unambiguously.
II. RELATED WORK
The field of binarization algorithms is well-investigated. The objective of a binarization B is the segmentation of objects of interest in fore-and background. For this aim the result space is set to 1 if a pixel is part of an object (foreground) and 0, if a pixel is not a part of it (background).
There are global methods B G , that identify an specific threshold Θ for the whole image I and subsequently set all gray-values of the binarized image O according to the following presumption
There are multiply algorithms to determine this kind of threshold. Well-known methods are those of Abutaleb [23] , Kittler [25] , Kapur [26] and Otsu [27] .
The second class of methods, local binarization B L , provide for a pixel I x,y in dependence from a specific neighborhood a local threshold Θ x,y with
This implicates, that local methods compute a threshold function for the whole image. A pixel at the position (x, y) is part of foreground, if the intensity I x,y > Θ x,y .
Local methods are to be preferred over global methods in most cases, as occurrences of illumination differences prevent the existence of global threshold with ability to separate the fore-and background. Global methods are mainly applied in systems containing an equal illumination, due to their better performance.
A common survey of the different binarization methods can be found in [12] .
Subsequently four local binarization methods are described and their results are compared with our new approach in different application scenarios.
A. Method of Niblack
A classical method, introduced by Wayne Niblack in 1986 [24] often applied and also considered in comparisons [3] , [22] .
Depending on the mean μ(x, y) and standard deviation σ(x, y) in a small neighborhood around (x, y), the threshold T is computed with
A neighborhood size of 15×15 pixel and γ = −0.2 achieves the best results in some experiments [22] .
B. Method of Kavallieratou
This method of binarizing document images, introduced by Ergina Kavallieratou in 2005 delivers better results in comparison to other standard methods, i.e. the method of Niblack [10] . The first step is to determine the average illumination T i of the images computed by
where i is the image of the i-th iteration step of the algorithm. This illumination value will be subtracted from all pixels in step two by
In step 3 a histogram equalization is performed on the image S with
where E (i) is the minimal pixel value of picture S during the i-th iteration step.
These 3 steps will be iterated until the document is purged. A document is assumed purged, if no more than 3% of its pixels are transformed. Investigations show that in most cases, 20 is an upper bound for the numbers of iterations [10] .
C. Method of Li
The method of Li [9] determines the transition energy of a pixel I x,y regarding the direct neighbors
This corresponds to a discretized variant of the Laplace filter
for an image I [1] . Subsequently pixels with different prefixes will be identified. These computations take place at the most coarse-grained level of an image pyramid.
The edge points will be localized and removed from the original image, if there are no corresponding edge points in equivalent positions inside the other levels of the pyramid. Followingly, the pixel pairs which define an edge by reason of changing prefixes, will be summarized in a co-occurence matrix C. The threshold T for the decision of affiliation to fore-and background is given by
D. Method of Ramírez
The main idea of the quantile-linear-algorithm [5] is the combination of an intelligent selection of pixels according to specific properties, analogous to Li, and a statistical examination of local neighborhoods of pixels, analogous to Niblack and Kavallieratou.
The 
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Ix,y the maximal intensity for a small neighborhood S of a pixel I x,y are calculated. The higher or lower the transition energies of pixels, the more probable it is to relate these pixels to the foreor background.
The pixels, for which it is not possible to take a decision, are assigned an energy closed to 0. A classification of these pixels will yet have to be determined.
Therefore, first the sets P os and Neg of positive and negative energies for a positive threshold e with
for all pixels in the image I will be defined. Hence, the affiliations of a subset of the image pixels are established. In [5] , the image will be subdivided in k rectangular blocks B 1 , B 2 , . . . , B k . Inside a block B i the pixels with high positive energy which satisfy the property
will be identified by means of a parameter α, where P i = {p|p ∈ P os(I, e) ∩ B i } and |M | is the size of set M . The positive energies of all pixels will be transferred into a histogram. The parameter α decides now, the percentage of pixels with high positive energy that will be used for further computation. For example if α = 0.1,10% of the highest energy pixels remain in the set P i . The negative pixels will be defined analogously.
Mean μ + (P i ) and standard deviationσ + (P i ) of the gray values inside the block B i will be computed. In the same way, the mean μ − (N i ) and standard deviationσ − (N i ) of N i = {n|n ∈ Neg(I, e) ∩ B i } will be computed to define a local threshold with
where β and γ are tuning parameters.
III. THE NEW APPROACH
Here, a new approach using edge intensities and the properties of the segmented objects without the need of presumptions about expected text sets shall be introduced. Contrary to the quantile-linear-algorithm, which calculates the discrete transition energies, it is possible to efficiently calculate continuous transition energies.
A. Continuous pixel energies
A possibility of calculating continuous local edge intensities of an image I, is to subtract the blurred image I * H G , where H G is the Gaussian kernel from the original image I by
The differences of both images are the continuous edge intensities, where the edge range depends on the used kernel size. With the prefix of scaling parameter v fore-and background can be identified.
The advantage in comparison with the discrete variant of the quantile-linear-algorithm, is beside the accurateness the performance, when using the Fourier transformation [1] , [11] . The results can be examined in Table I The performance test was made on an 3.0 GHz pentium IV processor with 1 GB RAM. Therefore, the discrete and continuous transition energies of 40 different document images of variable sizes and resolutions were computed and the average computation time in milliseconds determined. Determination of the continuous transition energies was 18 times faster.
B. Filtering and adaptation of significant energies
For successful text recognition only significant positive energies F + and negative energies F − are taken into account for the further computation . The energy thresholds of foreground pixel θ ε+ and background pixel θ ε− will be setted. The positive energies will be determined with v > 0 and defined by
The negative energies will be computed in the same way
The threshold depends on the expected object size, as at this step the blurred image parts are removed, e.g. cases at a relativly grainy resolution. In relation to different application scenarios the parameters θ ε+ and θ ε− have to be set in dependence on the expected object size.
C. Application specific object segmentation
After determining and filtering the translation energies, it is possible to introduce segmenation instructions for different application scenarios. The background images F + (I) and F − (I) of the image I generated during the process will be binarized to F + (I) a nd F − (I) with
Afterwards, the background will be expended using the morphological operation dilation, to close small gaps. Those pixels of the foreground which were previously set to 1 in F + will now be considered background and set to 0 by
The requested objects of interest are embedded into connected background areas in R(I) and can now be determined with standard methods to identify connected components [19] . The objects of interest (red) in the image are completly embedded into background pixels (R(I)). The connected components can be extracted now.
Undesired edges, for example strong shadows, will not be considered in this method, because the objects of interests are not completly enbedded into background pixels. The reason is that the edges in the images are totally or partially blurred.
Connected components C R(I) of the image R(I) that were determined as foreground objects relate to the object candidates with
where w(I) is the width and h(I) the height of an image I. With the sizes of the requested objects it is possible to draw a conclusion to the set of connected components C R(I) with
where θ min X is the minimal and θ max X the maximal size of the object of interest X. The object size is determined by the number of pixels.
The pixels of the identified connected components C X
R(I)
define the foreground areas and will be set to 1. The other pixels will be set to 0. For the requested text it is reasonable to set the foreground to black and the background to white. A comprehensive example is shown in figure 3 . This methodology will be labeled in the following as Local Contrast Segmentation (LCS). 
IV. EXPERIMENTS AND RESULTS
In the following sections, three different application scenarios for binarization are presented: text on a whiteboard, text on a chalkboard and documents taken by a handheld camera.
A. Scenario: text on a whiteboard
There are already some publications of text recognition concerning whiteboards [6] , [14] , [18] . The work of Markus Wienecke firstly uses average intensity values of the textfree whiteboard and secondly collects information from different images [14] . The electronic pen recording system eBeam interface [30] was used in the work of Markus Liwicki [6] .
The segmentation of written text on a whiteboard is an easy task for the LCS-algorithm, because the whiteboard crayon is producing a strong contrast on the background.
Images with a resolution of 6 megapixel were taken with a Canon Powershot A700 digital camera. Small and large areas of the image can be of interest, therefore the parameters will be set to θ In this way the text can be segmented without loss of information. Figure 4 shows an example image and the related output of the LCS-algorithm. 
1) Experimental results:
Inside the handwritten texts there are some images which exact binarization results are not easily automatic validated, therefore human validation is used analogous to other fields of image binarization [7] .
Test persons were consulted for the evaluation. Their task was to choose the best result from 20 different examples of binarizations. As quality criteria the complete result without redundant parts was used. Figure 5 shows the resulting diagram. Figure 5 . Methods: Niblack (1), Kavallieratou (2), Li (3), quantile-linear (4) and LCS (5) . For the evaluation of handwritten text on whiteboards the segmentation method was found to be best performing binarization method.
In 13 of 20 cases the 23 test persons determined the segmentation method as the best performing choice. An exception was given for images with small contrast between the crayon color (e.g. green) and the board or when an old pen was used. In these cases, the quantile-linear-algorithm was preferred. In rare cases Niblack and Kavallieratou delivered better results.
The test images are available online [32] .
B. Scenario: text on a chalkboard
So far it was assumed that the foreground is darker related to background like in most of text images. In some scenarios this is not the case. The chalkboard works with text on a darker background. Accordingly, the segmentation algorithm should be extended marginally.
Instead of only segmenting the foreground, the foreground image will be extended with dilation and covered with the background
Now the connected components in R(I) will be identified and defined as foreground, the rest as background. The application of the segmentation method achieves better results in comparison to the alternatives on clean contours (figure 6). In experiments, the parameters θ ε+ = 20 and θ ε− = 1 delivered the best results. For all the other binarization algorithms the image was primarily inverted.
1) Experimental results:
To predict the exact positions of the text on a board or to construct a benchmark for it, is nearly impossible. Therefore, evaluations by the test persons were used. The evaluation results for 20 examples by 31 test persons are shown in figure 7. In this application scenario, the segmentation method displays its strength and outperforms the other methods. The quantile-linear-algorithm completes the identificated parts of text in a better way, improving their readability.
The figures of the test and the evaluation are available online [33].
C. Scenario: text documents
Analogous the segmentation of text from the whiteboard gaining excellent binarization results from images of text documents using segmentation method. Blurred parts will be removed (figure 8). If the text document focussed by the camera, then the local contrast will be located by the segmentation method. Most of the background objects will be eliminated based on their defocussation. This approach is a good alternative for applications based on detection of text documents [13] , [31] .
The setting of parameters θ min T extdokument , θ max T extdokument , θ ε+ and θ ε− depends on the used camera and the expected text size related to the distance.
Working with a 2 megapixel webcamera QuickPro 9000 by Logitech with properties of autofocus and Carl-Zeiss optics [29] opening the possibility to successfully recognize text with font sizes of 10 to 28 inside a distance range of 10 to 40 cm.
The interpolated 8 megapixels by the QuickPro 9000 software are not sufficient to furtherly extend the distance. The parameters θ min T extdokument = 2, θ max T extdokument = 5000, θ ε+ = 10 and θ ε− = 1 were experimentally determined to be the best in practice.
1) Experimental results:
The verification of segmentation of known text parts is easier to perform than that of the previous applications.
Hence, we prepared a database with different images of 40 well-known text parts variating in font type and size. The images were binarized by the five methods of Niblack, Kavallieratou, Li, quantile-linear and LCS and the resulting images were processed by the OCR Tesseract [28] for text detection.
The results of the experiment were compared to the five recognized texts using the Needleman-Wunsch-algorithm. The recognition rates are shown in figure 9. The 40 used text parts in the experiment were written in German. However unexpectedly, Tesseract had a lot of difficulties concerning identification of quotation marks. In these cases the OCR regularly detected two commas. The single way to solve this problem was to completely filter out any punctuation marks.
In comparison to the other methods LCS delivered better results.
V. CONCLUSION AND FUTURE WORK
The application of the new binarization method is specialized on hand-written and printed text. The presented binarization method shall be compared to more methods in additional experiments. It is also interesting to take into consideration commercial OCRs other than Tesseract.
