Summary. We consider two classes of actions on R n -one continuous and one discrete. For matrices of the form A = e B with B ∈ Mn(R), we consider the action given by γ → γA t . We characterize the matrices A for which there is a crosssection for this action. The discrete action we consider is given by γ → γA k , where A ∈ GLn(R). We characterize the matrices A for which there exists a cross-section for this action as well. We also characterize those A for which there exist special types of cross-sections; namely, bounded cross-sections and finite measure cross-sections. Explicit examples of cross-sections are provided for each of the cases in which crosssections exist. Finally, these explicit cross-sections are used to characterize those matrices for which there exist MSF wavelets with infinitely many wavelet functions. Along the way, we generalize a well-known aspect of the theory of shift-invariant spaces to shift-invariant spaces with infinitely many generators.
Introduction
In discrete wavelet analysis on the line, the classical approach is to dilate and translate a single function, or wavelet, so that the resulting system is an orthonormal basis for L 2 (R). More precisely, a wavelet is a function ψ ∈ L 2 (R) such that {2 j/2 ψ(2 j x + k) : k, j ∈ Z} forms an orthonormal basis of L 2 (R). In multidimensional discrete wavelet analysis, the approach is similar. Fix a matrix A ∈ GL n (R) and a full rank lattice Γ . A collection of functions forms an orthonormal basis for L 2 (R n ). In this generality, there is no characterization (in terms of A and Γ ) of when wavelets exist. It was shown in [10] that, if A is expansive (that is, a matrix whose eigenvalues all have modulus greater than 1) then there does exist an orthonormal wavelet. A complete characterization of such wavelets in terms of the Fourier transform was given in [13] . The non-expansive case remains problematic.
It is also possible to study the continuous version of wavelet analysis. Consider the full affine group of motions given by GL n (R) × R n with multiplication given by (a, b)(c, d) = (ac, c −1 b + d). We are interested in subgroups of the full affine group of motions of the form
where D is a subgroup of GL n (R). In this case, G is the semi-direct product D × s R n . Now, if we define the unitary operator T g for g ∈ G by
T g ψ (x) = | det a| −1/2 ψ(g −1 (x)), then the continuous wavelet transform is given by
which is, of course, a function on G. The function ψ is a D-continuous wavelet if it is possible to reconstruct all functions f in L 2 (R n ) via the following reconstruction formula:
where λ is Haar measure on G.
There is a simple characterization of continuous wavelets, given in [22] . In this paper, we will always assume one of the two following cases, which for the purposes of this paper will be the singly generated subgroups of GL n (R).
Theorem 1. [22] Let G be a subgroup of the full affine group of the form
D × s R n . A function ψ ∈ L 2 (R n ) is
D = {A
k : k ∈ Z} for some A ∈ GL n (R), or 2. D = {A t : t ∈ R} for some A = e B , where B ∈ M n (R).
We will say that D is generated by the matrix A. Applying Theorem 1 to these cases gives the following characterizations. for almost all ξ ∈ R n .
In the case that D is generated by a single matrix as above, a complete characterization of matrices for which there exists a continuous wavelet is given in [17] . The wavelets constructed in [17] are of the formψ = χ K , for some set K. One drawback to the proof in [17] is that, while the proof is constructive, the sets K that are constructed are written as the countable union of set differences of sets consisting of those points whose orbits land in a prescribed closed ball a positive, finite number of times. Hence, it is not clear whether the set constructed in the end can be chosen to be "nice" or easily described.
The purpose of this article is two-fold. First, we will give explicitly defined, easily verified sets K such that χ K is the Fourier transform of a continuous wavelet. Here, we will exploit the fact that we are in the singly generated group case to a very large extent. We will also obtain a characterization of matrices such that the set K can be chosen to be bounded as well as a characterization of matrices such that the only sets K that satisfy (1.1) have infinite measure.
Second, we will show how to use these explicit forms to characterize those matrices such that there exists a discrete wavelet of order infinity. Note that this seems to be a true application of the form of the sets K in section 1.2, as it is not clear to the authors how to use the proof in [17] (or the related proof in [16] ) to achieve the same result.
Cross-sections
Throughout this section, we will use vector notation to denote elements of R n , and m will denote the Lebesgue measure on R n . Multiplication of a vector with a matrix will be given by γA, and we will reserve the notation A t as "A raised to the t-power". In the few places we need the transpose of a matrix, we will give it a separate name.
Similarly, a Borel set S ⊂ R n is called a cross-section for the discrete action
Note that we have defined cross-sections using left products, which will eliminate the need for taking transposes in section 1.3.
Note also that if S is a cross-section for the continuous action, then {γA t :
γ ∈ S, 0 ≤ t < 1} is a cross-section for the discrete action. Cross-sections are sometimes referred to as multiplicative tiling sets.
Remark 1.
Let S be a cross-section for the action γ → γA k . Then, SJ −1 is a cross-section for the action γ → γJA k J −1 , and similarly, for the continuous action γ → γA t , where A = e B , SJ −1 is a cross-section for the continuous action γ → γÃ t , whereÃ = e JBJ −1 .
To begin with cross-sections for the continuous action, let A = e B ∈ GL n (R) be given, where by the preceding remark we may assume that B is in real Jordan normal form. Then, B is a block diagonal matrix, and a block corresponding to a real eigenvalue α i is of the form
while a block corresponding to a complex pair of eigenvalues α i ± iβ i with β i = 0 is of the form
In this basis, A t is again a block diagonal matrix, and its blocks are of the form
ing on whether this block corresponds to a real eigenvalue or a pair of complex eigenvalues of B. The eigenvalues of A are thus e αi and e αi e ±iβi , respectively. For ease of notation, when referring to a specific block A i of A we will drop the index i. Furthermore, v 1 , . . . , v n will denote a Jordan basis of R n chosen so that this block under discussion is the first block, and (x 1 , . . . , x n ) will denote the components of a vector γ in this basis. Proof. Assume that A is not orthogonal. Then at least one of the following four situations, formulated in terms of the eigenvalues of B, will always apply.
Case 1: B has a real eigenvalue α = 0. A corresponding block of A t , which we may assume to be the first block, is of the form 
Then S is a cross-section and t∈R SA t = {(x 1 , . . . , x n ) ∈ R n : x 1 = 0}.
Case 2: B has a complex pair of eigenvalues α ± iβ with α = 0, β > 0. At least one block of A t is then of the form 2) and replacing B with −B if necessary, we may assume that λ = e α > 1. One easily checks that
is a cross-section and t∈R SA t = {(x 1 , . . . , x n ) ∈ R n : x 
and is of at least size 2 × 2. We set
so that S is a cross-section and t∈R SA t = {(x 1 , . . . , x n ) ∈ R n : x 1 = 0}.
Case 4: B has a purely imaginary pair of eigenvalues ±iβ, β > 0, and at least one of the blocks of B belonging to this pair has nontrivial nilpotent part. Then the corresponding block of A t is of the form 
and is of at least size 4 × 4. Set
Since this is the least intuitive case, let us verify in detail that S is a crosssection. For convenience, we group the first four coordinates of a vector γ ∈ R n into two pairs, and write
Now E β (t) acts by rotation through the angle βt, so whenever x
for some p > 0. Then
Now there exists a k such that
and for this choice of k, γA t2 ∈ S. We conclude that
Suppose now that
for some γ 1 , γ 2 ∈ S, t 1 , t 2 ∈ R. Equivalently,
The first equality gives p 1 = p 2 and t = 2π β k for some integer k. Then the second equality reads
which gives s 1 = s 2 and because 0 ≤ q 2 , q 1 < 2πp β , also that k = 0 and q 1 = q 2 . Thus, S is indeed a cross-section. Now suppose to the contrary that A is orthogonal, but there exists a crosssection S. Then
is a cross-section for the discrete action of A on R n . Note that A maps the closed unit ball
except for a set of measure zero, and this union is disjoint. Then
which is impossible.
Remark 2.
The cross-sections constructed in the proof above allow for a change of variables to integrate along the orbits. For example in case 3), given γ = (x 1 , x 2 , . . . , x n ) ∈ R n with x 1 = 0, we set γ = F (t, s, a 3 , . . . , a n ) = (s, 0, a 3 , . . . , a n )A t where s = 0. The Jacobian of this transformation is
. . , a n ) = (p, 0, q, s, a 5 , . . . , a n )A t where p > 0, 0 ≤ q < 2πp/β. The Jacobian of this transformation is
. . , a n )A t ) |β|pδ t dt dq ds dp da 5 . . . da n .
Any invertible matrix gives rise to a discrete action on R n , and nearly always there will exist a cross-section for this action:
Theorem 4. Let A ∈ GL n (R) be in Jordan normal form, and consider the discrete action γ → γA k .
There exists a cross-section if and only if A is not orthogonal. 2. There exists a cross-section of finite measure if and only if
| det(A)| = 1.
There exists a bounded cross-section if and only if the (real or complex) eigenvalues of
A have all modulus > 1 or all modulus < 1.
Proof. To prove the first assertion, choose a Jordan basis v 1 , . . . , v n so that the Jordan block of A under discussion is the first block. Each Jordan block will be an upper diagonal matrix of the form 
where E β = 1 if this block corresponds to a real eigenvalue λ, and E β is a rotation if it belongs to a complex pair λe ±iβ of eigenvalues. By a change of basis, we can always simplify this block to 
Now if A is not orthogonal then at least one of the following cases will be true.
Case 1:
A has a real eigenvalue λ with |λ| = 1. Replacing A by A −1 if necessary we may assume that |λ| > 1. A corresponding block of A k is an m × m upper diagonal matrix of the form (1.5) with E β = 1, and one easily checks that
is a cross-section.
Case 2:
A has a complex pair of eigenvalues λe ±iβ with λ = 1, 0 < β < π. We may again assume that λ > 1. A corresponding block of A k is a 2m × 2m upper diagonal matrix of form (1.5) with E β a proper rotation. Then
is a cross-section, which can be checked by using case 2 in Theorem 3 and keeping in mind the note immediately following definition 1.
Case 3:
A has a real eigenvalue λ = ±1 and at least one of the blocks of A belonging to this eigenvalue has nontrivial nilpotent part. Then the corresponding block of A k is of the form (1.5) with E β = 1 and is of at least size 2 × 2. On easily verifies that the set
Case 4:
A has a complex pair of eigenvalues e ±iβ , 0 < β < π, of modulus one and at least one of the blocks of A belonging to this pair has nontrivial nilpotent part. Then the corresponding block of A k is of the form (1.5), with λ = 1 and E β a proper rotation, and
is the desired cross-section, which can be checked by using case 4 in Theorem 3 and keeping in mind the note immediately following definition 1.
The argument at the end of the proof of theorem 3 shows that if A is orthogonal, then there can not exist a cross-section. This proves the first assertion.
The remaining assertions are obvious if n = 1, or if n = 2 and A has complex eigenvalues. We thus can exclude this situation in what follows, so that the cross-section S constructed above has infinite measure.
Next let use prove the second assertion. In order to show that | det(A)| = 1 is a sufficient condition, we only need to distinguish between the first two of the above cases.
We begin by considering the first case, and we may assume that |λ| > 1. Take the cross-section constructed above,
of measurable sets of positive, finite measure each, and set
is a cross-section for the discrete action such that
In the second case, we may assume that λ > 1. Start with the above constructed cross-section,
of measurable subsets of finite, positive measure each, and set
is a partition of S into measurable subsets of positive, finite measure. Continuing as in the first case we have shown sufficiency.
To prove the necessity implication, suppose there exists a cross-section P of finite measure for the discrete action and | det(A)| = 1. Let S denote the cross-section for the discrete action constructed in part 1 above. Then,
which is impossible. Thus, there can not exist a cross-section of finite measure.
Finally we will prove the last assertion. For sufficiency, it is enough to assume that all eigenvalues of A have modulus |λ| < 1 so that
Choosing each of the above sets T k to be bounded we may assume that the sets S k are bounded, so that there exist integers n k such that S k A n k is contained in the unit ball. ThenS = ∞ k=1 S k A n k is the desired bounded cross-section. For necessity, suppose to the contrary that there exists a bounded crosssectionS, but A has an eigenvalue |λ 1 | < 1 and an eigenvalue |λ 2 | ≥ 1.
(The case where |λ 1 | ≤ 1 and |λ 2 | > 1 is treated similarly). Using the block decomposition of A it is easy to see that for almost all γ ∈ R n , either 
Fix any such γ. Then for sufficiently large scalars c, the orbit of cγ does not pass throughS, contradicting the choice ofS.
We note that in the proof of the second assertion, the sets T k can be chosen so that the cross-sectionS has unit measure. It is possible to recover these results using the ideas in this section. We mention only how to do so in the case that continuous wavelets exist. Let A ∈ GL n (R), and let S be a cross-section of Lebesgue measure 1 for the discrete action γ → γA k . Then, the function ψ whose Fourier transform equals χ S is a continuous wavelet for the group {A k : k ∈ Z}. If in addition, A = e B , then ψ is also a continuous wavelet for the group {A t : t ∈ R} since
We note here that the method of proof in [17] , while ostensibly constructive, does not easily yield cross-sections of a desirable form such as the ones constructed above.
Shift-invariant Spaces and Discrete Wavelets
Let A ∈ GL n (R) and Γ ⊂ R n be a full-rank lattice. An (A, Γ ) orthonormal [resp. Parseval, Bessel] wavelet of order N is a collection of functions
(where here we allow the possibility of N = ∞) such that
is an orthonormal basis [resp. Parseval frame, Bessel system] for L 2 (R n ). There has been much work done on determining for which pairs (A, Γ ) orthonormal wavelets of finite order exist, often with extra desired properties such as fast decay in time or frequency. This is not necessary for the proofs that we present. Of particular importance in determining when orthonormal wavelets exist are the MSF (minimally supported frequency) wavelets, which are intimately related to wavelet sets. An (A, Γ ) multi-wavelet set K of order L is a set that can be partitioned into subsets
is the Fourier transform of an (A, Γ ) orthonormal wavelet, where Γ = BZ n , where B is an invertible matrix. When the order of a multi-wavelet set is 1, we call it a wavelet set. These have been studied in detail in [1, 2, 3, 10, 14, 15, 19, 21] . The following fundamental question in this area remains open, even in the case L = 1.
Question 1. For which pairs (A, Γ ) and orders L do there exist (A, Γ ) wavelet sets of order L?
It is known that if A is expansive and Γ is any full-rank lattice, then there exists an (A, Γ ) wavelet set of order 1 [10] . One can also modify the construction to obtain (A, Γ ) wavelet sets of any finite order along the lines in Theorem 10 below. Diagonal matrices A for which there exist (A, Z n ) multiwavelet sets of finite order were characterized in [20] . Theorem 4, part 2 above implies that, in order for an (A, Γ ) multi-wavelet set of finite order to exist, it is necessary that A not have determinant one. There is currently no good conjecture as to what the condition on (A, Γ ) should be for wavelet sets to exist. It is known that | det(A)| = 1 is not sufficient and that all eigenvalues greater than or equal to 1 in modulus is not necessary.
We begin with the following.
Theorem 5. Let A ∈ GL n (R) and Γ ⊂ R n be a full-rank lattice with dual Γ * . The set K is a multi-wavelet set of order L if and only if
Proof. The forward direction is very similar to the arguments presented in [10] , so we sketch the proof only. Let K be a multi-wavelet set of order L.
Moreover, since every L 2 function can be written as the combination of functions supported on ∪ ∞ j=1 KA j , it follows that j∈Z χ K (ξA j ) = 1 a.e. ξ ∈ R n , proving (1.7). To see (1.6), since K i is disjoint
This implies (1.6). For the reverse direction, it is clear that what is needed is to partition
so that each K i satisfies γ∈Γ * χ Ki (ξ + γ) = 1 a.e. ξ ∈ R n . This will follow from repeated application of the following fact. Given a measurable set K such that γ∈Γ * χ K (ξ + γ) ≥ 1 a.e. ξ ∈ R n , there exists a set
be a partition of R n consisting of fundamental regions of Γ * ; that is, the sets V i satisfy γ∈Γ * χ Vi (ξ + γ) = 1 a.e. ξ ∈ R n . For a set
, and notice that L 1 satisfies (1.6) with the right hand side reduced by 1. In general, let
and
In the case that L is finite, this procedure will continue for L steps, resulting in a partition of K with the desired properties. In this case, the initial partition {V i } was not necessary. In the case L = ∞, since the V i 's partition R n , the union of the K i 's will contain K. Since the K i 's were constructed to be disjoint and to satisfy (1.8), the proof is complete.
There is also a soft proof of the reverse direction of Theorem 5, that yields slightly less information about wavelets, but provides some interesting facts about shift-invariant spaces. Before turning to the applications of Theorem 5, we provide this second proof.
When L is finite, we call an (A,
has minimal Lebesgue measure. This terminology was introduced in [6] , where it was shown that the minimal Lebesgue measure is L. It was also shown that if 
is a multi-wavelet set of order L. This definition agrees with the previous definition in the case L is finite.
Let us begin by recalling some of the basic notions of shift-invariant spaces.
The shift-invariant space generated by the collection of functions Φ ⊂ L 2 (R n ) is denoted by S(Φ) and given by
Given a shift-invariant space, if there exists a finite set Φ ⊂ L 2 (R n ) such that V = S(Φ), then we say V is finitely generated. In the case Φ can be chosen to be a single function, we say V is a principal shift-invariant (PSI) space. For further basics about shift-invariant spaces, we recommend [7, 11, 12] . We will follow closely the development in [7] .
In what follows, as in Proposition 2 we will always assume that T n = R n /Z n is identified with [0, 1) n . A range function is a mapping
The function J is measurable if the associated orthogonal projections P (x) :
are weakly operator measurable. With these preliminaries, we can state an important theorem in the theory of shift-invariant spaces, due to Helson [7] .
where J is a measurable range function. The correspondence between V and J is one-to-one under the convention that the range functions are identified if they are equal a.e. Furthermore, if
where J is the range function associated with V . The spectrum of V is defined by σ(V ) = {x ∈ T n : J(x) = {0}}.
We are now ready to state the main result from [7] that we will need in this paper.
where
Finally, there is a folk-lore fact about dimension functions that we recall here. See Theorem 3.1 in [8] for discussion and references. Proposition 3. Suppose V is a shift-invariant space such that there exists a set Φ such that
The following theorem is a relatively easy application of Theorem 7, which was certainly known in the case N < ∞, and probably known to experts in the theory of shift-invariant spaces in this full generality. It seems to be missing from the literature, so we include a proof.
Proof. For the forward direction, it suffices to show that if
. . , N } is an orthonormal basis for the (necessarily shift-invariant) space V , then dim V (x) = N for a.e. x ∈ T n . It is easy to see that if {f (x + k) : k ∈ Z n } is an orthonormal sequence, then k∈Z n |f (ξ + k)| 2 = 1 a.e. Thus, by Proposition 3, dim V (x) = N a.e.
For the reverse direction, assume V is a shift-invariant space satisfying
be the collection of functions such that (1.10) is satisfied. Using the facts that σ(S(φ i+1 )) ⊂ σ(S(φ i )) for all i, σ(V ) = T n and (1.11), it follows that
By equation 1.10, we have for 1
n } is an orthonormal basis for V , as desired.
We include a proof of the following proposition for completeness.
Proof. Clearly, V so defined is shift-invariant. Let {e k : k ∈ Z n } be the standard basis for ℓ 2 (Z n ), and let ψ k be defined byψ k = χ (T n +k)∩W , again for k ∈ Z n . It is easy to see that V = S(Ψ ), where Ψ = {ψ k : k ∈ Z n }. Therefore, by Theorem 6, J(ξ) = span{T ψ k (ξ) : k ∈ Z n } = span{e k : ξ + k ∈ W }. The result then follows from the definition of dimension function in (1.9). Corollary 1. Let A ∈ GL n (R), and K be a measurable subset of R n . If 14) and
Proof. By Proposition 4 and Theorem 8, there exists
, where M k denotes modulation by k. Thus, by (1.14), Ψ is an (A, Z n ) wavelet.
The main theorem in this section is given in Theorem 10. Before stating this theorem, we give three results that will be useful in its proof.
n be a cone with non-empty interior, Γ ⊂ R n be a full-rank lattice, and T ∈ N. Then, the cardinality of
Proof. Let l be a line through the origin contained in the interior of C. The set U = {x ∈ R n : dist(x, l) < ǫ} is a centrally symmetric convex set, and
By Minkowski's theorem (see, for example Theorem 1, Chapter 2, Section 7 in [18] and discussion thereafter), the cardinality of U ∩ Γ is infinity. Hence, by (1.15), the result follows.
The following proposition was proven in the setting of wave packets in L 2 (R) in [9] . We sketch the proof here in our setting of wavelets.
Proposition 5. Suppose A ∈ GL n (R) has the following property: for all Z ⊂ R n with positive measure and all q ∈ N, there exist x 1 . . . , x q ∈ Z such that
Then there exists a set Z ⊂ R n of positive measure such that |ψ(ξ)| ≥ C > 0 for all ξ ∈ Z. By reducing to a subset, we may assume that there exists a constant K > 0 such that, for every function f ∈ L 2 ( R n ) with support in Z, we have
Since the operator Df = | det(A)| 1/2 f (·A) is unitary, for every j ∈ Z and for
By hypothesis, there exist x 1 . . . , x q ∈ Z such that for
Thus, since q is arbitrary, ψ is not an (A, Z n ) Bessel wavelet.
are measurable subsets of the measurable set B and k is a positive integer such that 
There exists a (non-zero) (A, Z
n ) Bessel wavelet of order 1. 5. J is not orthogonal. 6. The matrix A is not similar (over M n (C)) to a unitary matrix.
Proof. Let us begin by summarizing the known results and obvious implications. The implication (2) =⇒ (6) was proven Theorem 4.2 [16] . The implications (3) =⇒ (2) =⇒ (4) are obvious, and (5) ⇐⇒ (6) is standard. (5) =⇒ (1) . Let Γ be a full-rank lattice with convex fundamental region Y for Γ * . By Theorem 5, it suffices to show that there is a measurable crosssection S for the discrete action ξ → ξJ k satisfying (1.7). As in Theorems 3 and 4, we break the analysis into cases. Case 1: There is an eigenvalue of J not equal to 1 in modulus. WLOG, we assume there is an eigenvalue of modulus greater than 1. In this case, J can be written as a block diagonal matrix 17) where J 1 is expansive, and we allow the possibility that rank(J 1 ) = rank(J). Let S be an open cross-section for the discrete action ξ → ξJ 
is a cross-section satisfying (1.7). Case 2: All eigenvalues of J have modulus 1. This means that we are in case 3 or case 4 of Theorem 4. We show that in either of these cases, the cross-section exhibited in Theorem 4 satisfies (1.7). First, note that S in these cases is a cone of infinite measure with a dense, open subset S • . Let B ⊂ S
• be an open ball bounded away from the origin satisfying B ⊂ S
• . Let δ = diam(Y ). There exists a T such that S T := {tb : t ≥ T, b ∈ B} satisfies dist(S T , R n \S) > δ. By Lemma 1, Γ * ∩S T has infinite cardinality, and by choice of δ, Y + γ ⊂ S for each γ ∈ Γ * ∩ S T . Therefore, S is a cross-section satisfying (1.7). Therefore, by Bonferroni's inequality, for every q ∈ N, there exist k 1 , . . . k q such that m ∩ q j=1 ZA kj > 0.
By Proposition 5, this says that for every non-zero ψ, ψ is not an (A, Z n ) Bessel wavelet.
