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Abstract
The definitions of two crisp possibilistic variances of a fuzzy number A, Var(A) and Var′(A), were introduced by Carlsson and
Fulle´r. In this work, we show that many properties of variance in probability theory are preserved by Var′(A). We also get the
important relationships between Var(A) and Var′(A).
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1. Introduction
Dubois and Prade [2] defined an interval-valued expectation of fuzzy numbers, viewing them as consonant random
sets. They showed that this expectation remains additive in the sense of addition of fuzzy numbers. Carlsson and
Fulle´r [3] introduced the notions of lower and upper possibilistic means, the interval-valued possibilistic mean, crisp
possibilistic mean and crisp possibilistic variances of fuzzy numbers, viewing them as possibility distributions. They
also gave an important relationship between the interval-valued expectation E(A) = [E∗(A), E∗(A)] introduced in [2]
and the interval-valued possibilistic mean M(A) = [M∗(A),M∗(A)] for LR-fuzzy numbers with strictly decreasing
shape functions, i.e., M(A) ⊆ E(A) and some important properties for the possibilistic variance Var(·), such as
that the possibilistic variance of linear combinations of fuzzy numbers can easily be computed like in probability
theory and that subsethood does entail smaller variance. Zhang and Nie [5] presented the notions of lower and upper
possibilistic variances and covariances of fuzzy numbers based on [3]. Furthermore, Carlsson et al. [6] and Zhang
et al. [7,8] introduced their applications to portfolio selection problems under the assumption that the returns of assets
are fuzzy numbers.
However, nothing can be said about Var′(λA+µB) if λµ < 0, and it is not clear whether subsethood entails smaller
variance in [3]. In particular, we easily deduce Cov(A,−A) = Cov(A, A) = Var(A), which is not consistent with
the properties of covariance in probability theory. The contribution of this work is as follows. We show that Var′(A)
and Cov′(A, B) preserve many properties of variance and covariance in probability theory, which is different from the
known investigation results. We also investigate the important relationships between Var(A) and Var′(A).
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2. Preliminaries
Let us introduce some definitions, which we need in the following section. A fuzzy number A is a fuzzy set of
the real line R with a normal, fuzzy convex and continuous membership function of bounded support. The family of
fuzzy numbers will be denoted by F . A γ -level set of a fuzzy number A is denoted by [A]γ = {t ∈ R|A(t) ≥ γ } if
γ > 0 and [A]γ = cl{t ∈ R|A(t) > 0} (the closure of the support of A) if γ = 0. It is well known that if A is a fuzzy
number then [A]γ is a compact subset ofR for all γ ∈ [0, 1]. The above descriptions can be found in [1–3].
An LR-type fuzzy number A can be described with the following membership function [1,3]:
A(u) =

L
(
q− − u
α
)
if q− − α ≤ u ≤ q−,
1 if u ∈ [q−, q+],
R
(
u − q+
β
)
if q+ ≤ u ≤ q+ + β,
0 otherwise,
where [q−, q+] is the peak of fuzzy number A; q− and q+ are the lower and upper modal values; L , R : [0, 1] −→
[0, 1]with L(0) = R(0) = 1 and L(1) = R(1) = 0 are non-increasing, continuous functions. We will use the notation
A = (q−, q+, α, β)LR . If L and R are strictly decreasing functions then the γ -level sets of A can easily be computed
as [A]γ = [q− − αL−1(γ ), q+ + βR−1(γ )], γ ∈ [0, 1].
Let A be a fuzzy number with γ -level set [A]γ = [a(γ ), b(γ )](γ > 0). The possibilistic mean value of A was
defined as in [3]:
M(A) =
∫ 1
0
γ [a(γ )+ b(γ )]dγ = M∗(A)+ M
∗(A)
2
, (1)
where
M∗(A) = 2
∫ 1
0
γ a(γ )dγ =
∫ 1
0 a(γ )Pos[A ≤ a(γ )]dγ∫ 1
0 Pos[A ≤ a(γ )]dγ
,
M∗(A) = 2
∫ 1
0
γ b(γ )dγ =
∫ 1
0 b(γ )Pos[A ≥ b(γ )]dγ∫ 1
0 Pos[A ≥ b(γ )]dγ
,
Pos[A ≤ a(γ )] = Π ((−∞, a(γ )]) = sup
u≤a(γ )
A(u) = γ,
Pos[A ≥ b(γ )] = Π ([b(γ ),+∞]) = sup
u≥b(γ )
A(u) = γ.
Let A with [A]γ = [a1(γ ), a2(γ )] and B with [B]γ = [b1(γ ), b2(γ )](γ ∈ [0, 1]) be fuzzy numbers. The
possibilistic variance of A was defined as in [3]
Var(A) = 1
2
∫ 1
0
γ (a2(γ )− a1(γ ))2dγ (2)
and the possibilistic covariance of A and B was defined as
Cov(A, B) = 1
2
∫ 1
0
γ [a2(γ )− a1(γ )][b2(γ )− b1(γ )]dγ. (3)
Alternatively, [3] also introduced the other possibilistic variance and covariance of fuzzy numbers as
Var′(A) =
∫ 1
0
γ ([M(A)− a1(γ )]2 + [M(A)− a2(γ )]2)dγ (4)
and
Cov′(A, B) =
∫ 1
0
γ [(M(A)− a1(γ ))(M(B)− b1(γ ))+ (M(A)− a2(γ ))(M(B)− b2(γ ))]dγ, (5)
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respectively.
Furthermore, the following conclusions were shown in [3].
Theorem 2.1. Let A, B ∈ F and let λ,µ ∈ R. Then
Var(λA + µB) = λ2Var(A)+ µ2Var(B)+ 2|λµ|Cov(A, B),
where the addition of fuzzy numbers and the multiplication by a scalar of fuzzy number are defined by the sup–min
extension principle [4].
Theorem 2.2. Let A, B ∈ F with A ⊂ B. Then Var(A) ≤ Var(B).
Theorem 2.3. Let A, B ∈ F and let λ,µ ∈ R such that λµ > 0. Then
Var′(λA + µB) = λ2Var′(A)+ µ2Var′(B)+ 2λµCov′(A, B),
where the addition of fuzzy numbers and the multiplication by a scalar of fuzzy number are defined by the sup–min
extension principle [4].
In the next section, we show some properties of Var′(A) that are different from those of [3]. We also investigate the
relationship between Var′(A) and Var(A).
3. Main results
Theorem 3.1 can directly be proved from the definitions of Var′(A) and Cov′(A, B).
Theorem 3.1. Let A, B ∈ F and let θ, λ ∈ R. Then
Var′(A + θ) = Var′(A),Var′(λA) = λ2Var′(A),
Cov′(A, B) = Cov′(B, A),Cov′(A, A) = Var′(A),Cov′(A,−A) = −Cov′(A, A).
Theorem 3.2 shows that the possibilistic variance of linear combinations of fuzzy numbers can easily be computed
like in probability theory.
Theorem 3.2. Let A, B ∈ F and let λ,µ ∈ R. Then
Var′(λA + µB) = λ2Var′(A)+ µ2Var′(B)+ 2|λµ|Cov′(φ(λ)A, φ(µ)B),
where φ(x) is a sign function of x ∈ R.
Proof. Let [A]γ = [a1(γ ), a2(γ )] and [B]γ = [b1(γ ), b2(γ )], γ ∈ [0, 1].
Suppose λ > 0 and µ < 0. Then
[λA + µB]γ = [λa1(γ )+ µb2(γ ), λa2(γ )+ µb1(γ )].
We get
Var′(λA + µB) =
∫ 1
0
γ [(M(λA + µB)− λa1(γ )− µb2(γ ))2 + (M(λA + µB)− λa2(γ )− µb1(γ ))2]dγ
=
∫ 1
0
γ [(λM(A)+ µM(B)− λa1(γ )− µb2(γ ))2
+ (λM(A)+ µM(B)− λa2(γ )− µb1(γ ))2]dγ
= λ2Var′(A)+ 2λµ
∫ 1
0
γ [(M(A)− a1(γ ))(M(B)− b2(γ ))
+ (M(A)− a2(γ ))(M(B)− b1(γ ))]dγ + µ2Var′(B)
= λ2Var′(A)− 2λµ
∫ 1
0
γ [(M(A)− a1(γ ))(M(−B)+ b2(γ ))
+ (M(A)− a2(γ ))(M(−B)+ b1(γ ))]dγ + µ2Var′(B)
= λ2Var′(A)+ µ2Var′(B)− 2λµCov′(A,−B).
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That is,
Var′(λA + µB) = λ2Var′(A)+ µ2Var′(B)+ 2|λµ|Cov′(φ(λ)A, φ(µ)B),
where
φ(x) =
1 if x > 0,0 if x = 0,−1 if x < 0.
Similar reasoning holds for the case λ < 0 and µ > 0.
Suppose now λ < 0 and µ < 0. Then
[λA + µB]γ = [λa2(γ )+ µb2(γ ), λa1(γ )+ µb1(γ )].
We obtain
Var′(λA + µB) =
∫ 1
0
γ [(M(λA + µB)− λa2(γ )− µb2(γ ))2 + (M(λA + µB)− λa1(γ )− µb1(γ ))2]dγ
= λ2Var′(A)+ µ2Var′(B)+ 2λµCov′(A, B)
= λ2Var′(A)+ µ2Var′(B)+ 2λµCov′(−A,−B),
that is,
Var′(λA + µB) = λ2Var′(A)+ µ2Var′(B)+ 2|λµ|Cov′(φ(λ)A, φ(µ)B).
Similar reasoning holds for the case λ ≥ 0 and µ ≥ 0, which ends the proof. 
Theorem 3.3 shows that subsethood does entail smaller variance.
Theorem 3.3. Let A with [A]γ = [q− − αL−1(γ ), q+ + βR−1(γ )] and B with [B]γ = [q− − α1L−1(γ ), q+ +
β1R−1(γ )], γ ∈ [0, 1] be two fuzzy numbers of type LR with strictly decreasing and continuous shape functions. If
A ⊆ B then Var′(A) ≤ Var′(B).
Proof. From A ⊆ B it follows that
α1 ≤ α ≤ β ≤ β1.
That is,
M∗(B) ≤ M∗(A) ≤ M∗(A) ≤ M∗(B).
We get
Var′(B)− Var′(A) =
∫ 1
0
γ [(M(B)− q− + α1L−1(γ ))2 + (M(B)− q+ − β1R−1(γ ))2]dγ
−
∫ 1
0
γ [(M(A)− q− + αL−1(γ ))2 + (M(A)− q+ − βR−1(γ ))2]dγ
=
∫ 1
0
γ (M(B)− M(A)+ (α1 − α)L−1(γ ))
× (M(B)+ M(A)− 2q− + (α1 + α)L−1(γ ))dγ
+
∫ 1
0
γ (M(B)− M(A)+ (β − β1)R−1(γ ))
× (M(B)+ M(A)− 2q+ − (β + β1)R−1(γ ))dγ.
From Tchebycheff inequalities we find
Var′(B)− Var′(A) ≥
∫ 1
0
γ (M(B)− M(A)+ (α1 − α)L−1(γ ))dγ
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×
∫ 1
0
γ (M(B)+ M(A)− 2q− + (α1 + α)L−1(γ ))dγ
+
∫ 1
0
γ (M(B)− M(A)+ (β − β1)R−1(γ ))dγ
×
∫ 1
0
γ (M(B)+ M(A)− 2q+ − (β + β1)R−1(γ ))dγ
= 1
2
[M(B)− M(A)− M∗(B)+ M∗(A)][M(B)+ M(A)− M∗(B)− M∗(A)]
+ 1
2
[M(B)− M(A)− M∗(B)+ M∗(A)][M(B)+ M(A)− M∗(B)− M∗(A)]
=
[
M∗(B)− M f ∗(B)
2
]2
−
[
M∗(A)− M f ∗(A)
2
]2
≥ 0.
This concludes the proof of theorem. 
The relationships between Var(A) and Var′(A) are given in Theorems 3.4 and 3.5.
Theorem 3.4. Let A ∈ F . Then
Var(A) ≤ Var′(A).
Proof. Var(A) and Var′(A) can be rewritten as
Var(A) = 1
2
∫ 1
0
γ (a22(γ )+ a21(γ ))dγ −
∫ 1
0
γ a1(γ )a2(γ )dγ
and
Var′(A) =
∫ 1
0
γ (a21(γ )+ a22(γ ))dγ − M2(A).
From the Jensen inequality, we get(∫ 1
0 γ (a1(γ )+ a2(γ ))dγ∫ 1
0 γ dγ
)2
≤
∫ 1
0 γ (a1(γ )+ a2(γ ))2dγ∫ 1
0 γ dγ
,
that is,(∫ 1
0
γ (a1(γ )+ a2(γ ))dγ
)2
≤ 1
2
∫ 1
0
γ (a1(γ )+ a2(γ ))2dγ,
and therefore,
Var(A)− Var′(A) = −1
2
∫ 1
0
γ (a22(γ )+ a21(γ ))dγ −
∫ 1
0
γ a1(γ )a2(γ )dγ + M2(A)
= −1
2
∫ 1
0
γ (a1(γ )+ a2(γ ))2dγ +
(∫ 1
0
γ (a1(γ )+ a2(γ ))dγ
)2
≤ 0,
which ends the proof. 
Theorem 3.5. Let A be a symmetric fuzzy number with [A]γ = [a − s(γ ), a + s(γ )] for all γ ∈ [0, 1]. Then
Var(A) = Var′(A).
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Proof. According to the definitions of M(A),Var(A) and Var′(A), we easily get
M(A) =
∫ 1
0
γ [(a − s(γ ))+ (a + s(γ ))]dγ = a,
Var(A) = 1
2
∫ 1
0
γ [(a + s(γ ))− (a − s(γ ))]2dγ = 2
∫ 1
0
γ s2(γ )dγ
and
Var′(A) =
∫ 1
0
γ ([a − (a − s(γ ))]2 + [a − (a + s(γ ))]2)dγ = 2
∫ 1
0
γ s2(γ )dγ.
Clearly, Var(A) = Var′(A), which ends the proof. 
The following example illustrates clearly Theorems 3.4 and 3.5.
Example 3.1. Let A = (a, b, α, β) be a trapezoidal fuzzy number with tolerance interval [a, b], left-width α > 0 and
right-width β > 0.
Then a γ -level of A is computed using
[A]γ = [a − (1− γ )α, b + (1− γ )β], ∀γ ∈ [0.1],
and therefore,
M(A) =
∫ 1
0
2r
[a − (1− γ )α + b + (1− γ )β]
2
dγ = a + b +
1
3 (β − α)
2
,
Var′(A) = (b − a)
2
4
+ (b − a)(α + β)
6
+ α
2 + β2 + αβ
18
.
Clearly, any trapezoidal subset of A will have smaller variance.
Furthermore,
Var(A) = (b − a)
2
4
+ (b − a)(α + β)
6
+ (α + β)
2
24
and
Var′(A)− Var(A) = (α − β)
2
72
≥ 0.
Hence, Var(A) ≤ Var′(A).
In particular, if A is a symmetric fuzzy number, i.e. α = β then
Var(A) = Var′(A) = 0.
4. Conclusion
For Var′(·) introduced in [3], we have shown that the possibilistic variance of linear combinations of fuzzy numbers
can easily be computed like in probability theory and that subsethood does entail smaller variance for LR-type fuzzy
numbers. We have also shown that Var(A) ≤ Var′(A) for any fuzzy number A.
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