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1. INTRODUCTION 
There are two important sufficient conditions for the matrix A = (Q) 
of a linear system of equations Ax = z which ensure that for arbitrary z 
the well-known Gauss-Seidel and Jacobi iterations converge to the unique 
solutions of the system for any starting point. These are 
A is symmetric and positive definite; (1.1) 
A is an M-matrix, that is aij < 0, i # j, i, j = l,..., n, 
and A-l = (bij) exists and satisfies bij 3 0, i, j = I,..., n; 
(1.2) 
[see e.g., Varga (1962)]. 
For the solution of nonlinear systems of equations 
the Gauss-Seidel and Jacobi iterations were first generalized and analyzed 
by Bers (1953) in the special case of discrete analogues of mildly nonlinear 
elliptic boundary value problems of the form Au = y(s, t, u, u, , ut). Since 
then, these processes were discussed by various authors, and no historical 
survey shall be attempted here. In particular, Schechter (1962) extended the 
convergence condition (1 .l) to the nonlinear case by proving that when the 
mapping F of (1.3) has a continuous, symmetric, and uniformly positive 
definite (Frechet) derivative on all of Rn, then (1.3) has for any z E R” a 
unique solution x*, and for any starting point in Rn the nonlinear Gauss- 
Seidel iteration is well-defined and converges to x*. On the other hand, the 
* This research was completed during a stay at the Gesellschaft fiir Mathematik und 
Datenverarbeitung m.b.H., Schlol3 Birlinghoven/Germany. The work was in part 
also supported by the U.S. National Science Foundation under Grant GJ-231. 
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conditions, underlying convergence results given by Bers (1953), Birkhoff 
and Kellogg (1966), Ortega and Rheinboldt (1967), (1968), and Porsching 
(1968), represent, in effect, generalizations of the M-matrix condition (1.2) 
to particular nonlinear systems. But there appears to be as yet no general 
extension of the condition (1.2) to the nonlinear case as is available 
in Schechter’s result for (1 .l). S UC a h g eneralization of this linear result is 
presented in this article. 
Following Ortega (1969), a class of so-called M-functions on Rn is con- 
sidered which contains as special cases all linear mappings induced by 
M-matrices. In analogy to M-matrices, an M-function F is assumed to have 
certain monotonicity properties with respect to the variables xi, and-in 
extension of the condition A-l > O-F is required to be inverse isotone in 
the sense of Collatz (1952). In Section 2, certain basic properties of iVZ-func- 
tions are proved, and Section 3 concerns the convergence of the Gauss- 
Seidel and Jacobi processes for such mappings. The indicated convergence 
result, extending the condition (1.2), states that when F is a continuous 
M-function from R" onto itself, both the Gauss-Seidel and the Jacobi process 
converge globally for any given z E R". 
There is a well-known close connection between M-matrices and certain 
types of linear network flows; in fact, related considerations probably go 
back to Stieltjes (1886). Similarly, there is a close connection between M- 
functions and nonlinear network flows. This connection is used in Sections 4 
and 5 to obtain sufficient conditions for certain mappings on Rn to be &I- 
functions. These results show in particular that the mappings, considered by 
Bers (1953) and Ortega and Rheinboldt (1967), (1968), are in fact NI-func- 
tions, and hence that the convergence results of these authors are contained 
in the theorems of Section 3. Finally, Section 5 concludes with a discussion 
of certain boundary value problems for nonlinear network flows generalizing 
those considered by Birkhoff and Kellogg (1966) and Porsching (1968). 
At this point, I would like to extend my special thanks to Professor J. Ortega 
for stimulating me to look deeper into this topic, and to Professor H. Unger 
and the Gesellschaft fur Mathematik und Datenverarbeitung m.b.H. for 
providing me with the opportunity of pursuing this wotk in an atmosphere 
of uninterrupted quiet. 
2. M-FUNCTIONS AND THEIR BASIC PROPERTIES 
Throughout this paper, Rn is the n-dimensional real linear space of column 
vectors x with components x1 ,..., x, , and ei E Rn, i = l,..., n, are the unit 
basis vectors with i-th component one and all others zero. On Rn the natural 
(or component-wise) partial ordering is written as x < y, and x < y stands 
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for xi <yi , i = l,..., n. The space of all real n x 11 matrices 
A = (aij; i, j = I,..., n) 
is denoted by L(Rn), and the transpose of a vector x E R” or a matrix A EL(R~) 
is indicated by xT or AT, respectively. We use F : DC R” + R”, fi(x), 
i = I,..., m, as notation for a (nonlinear) mapping F with domain D in Rn and 
range F(D) in Rm, and with components fi ,..., fm . The following class of 
mappings will play an important role in the subsequent discussions: 
DEFINITION 2.1. The mapping F : D C R” -+ Rm is isotone (or untitone) 
(on D) if x < y, for any x,y E D, implies that Fx < Fy (or Fx 3 Fy). An 
isotone (or antitone) mapping F is strictZy isotone (or strictly antitone) if it 
follows from x < y, for any x, y E D, that Fx < Fy (or Fx > Fy). 
Collatz (1952) introduced (in a more general setting) the following con- 
verse concept :
DEFINITION 2.2. The mapping F : D C R” + R” is inverse isotone (on D) 
if 
Fx <J-Y, for any X,Y ED, implies that x <y. (2.1) 
An inverse isotone mapping F is strictly inverse isotone if it follows from 
Fx < Fy, for any x, y E D, that x < y. 
This terminology is justified by the following result: 
LEMMA 2.3. The mapping F : D C R’” - R” is inverse isotone if and only ;f 
F is injective and F-l : F(D) C Rm 4 R” is isotone. 
Proof. If F is inverse isotone, then by (2.1), Fx = Fy for any x,y ED 
implies that x < y as well as x > y, and hence that x = y. Thus F is injective. 
If now u, v E F(D) and x = F-k, y = F-%I, then it follows from 
Fx = u < v = Fy that F-L = x < y = F-k. Conversely, if F is injective 
and F-1 isotone, then u = Fx < Fy = v implies that x = F-k < F%J = y. 
In the following three results we note some simple properties of inverse 
isotone mappings: 
LEMMA 2.4 [Schriider (1962)]. A continuous, inverse isotone mapping 
F : D C Rn --f Rm on the open set D in Rn is strictly inverse isotone. 
Proof. Let Fy > Fx for some x, y E D, and set 
E = mjn[fi(r) -fib41 > 0. 
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Then there exists a S > 0 such that y - te E D and 
- Ee <Fy -F(y - te) Gee for I t I da, 
where e = (I,..., 1)‘. Hence Fx < Fy - Ee < F(y - Se) which implies that 
x<y-Se<y. 
THEOREM 2.5. A continuous, surjective, and inverse isotone mapping 
F : Rn -+ Rn is a homeomorphism from R” onto itself. 
Proof. By Lemma 2.3, F-l : R” -+ R” is well-defined. If lim,,, yk = y, 
then {y”} is bounded, and from u < y” < a, k = 0, l,..., follows that 
F-k < xk = F-lyk < F-lv, k = 0, l,... . Thus also (x”} is bounded and 
has at least one limit point. If lim,,, xki = X, then, by continuity, 
y = himyki = j[&Fxki = Fx, 
or x = F-ly. This shows that {x”} has only the limit point F-ly, and hence that 
F-l is continuous. 
LEMMA 2.6. Let F : DF C Rn -+ Rp and G : Do C RP -+ R” be such that 
F(D,) C Do and hence that G 0 F is well-de&ted. If (a) F and G are inverse 
isotone, then also G 0 F is inverse isotone; and if (b) G is isotone and G o F 
inverse isotone, then F is inverse isotone. 
Proof. (a) From G 0 Fy > G 0 Fx, x, y E DF , follows that Fy 3 Fx and 
hence that y > x. (b) IfFy > Fx, x, y E D, , then G 0 Fy 3 G o Fx and there- 
fore y > x. 
The following two concepts were introduced by Ortega (1969); they will 
be central to all our considerations. 
DEFINITION 2.7. The mapping F : D C Rn -+ R” is off-diagonally antitone 
if for any x E R” the functions 
vij : {t E Rl j x + tej ED} --f R1, vii(t) = fi(x + tej), i # j, i, j = l,..., n 
v-2) 
are antitone. Analogously, F is diagonally isotone (or strictly diagonally isotone) 
if for any x E R” the functions 
vii : {t E R1 1 x + tei E D} -+ RI, vii(t) = fg(x + tei), i = I,..., n 
(2.3) 
are isotone (or strictly isotone). Finally, a strictly diagonally isotone mapping 
F is surjectively diagonally isotone if D = Rn and if for any x E Rn each map- 
ping vii of (2.3) is surjective. 
278 RHEINBOLDT 
DEFINITION 2.8. The mapping F : D C Rn -+ R” is an M-function if F 
is inverse isotone and off-diagonally antitone. 
In Sections 4 and 5 we shall discuss two generically different examples of 
M-functions which show that such mappings occur naturally in the discretiza- 
tion of certain boundary value problems and also in the study of nonlinear 
network flows. 
The definition of M-functions represents a generalization of the M-matrix 
concept, as the next lemma shows: 
LEMMA 2.9. A matrix A E L(Rn) is an M-matrix if and only if the induced 
linear mapping A : Rn -+ R” is an M-function. 
The proof is a trivial consequence of Definitions 2.7 and 2.8 and of Lemma 
2.3, and is omitted here. 
It is well-known that all the diagonal elements of an M-matrix and of its 
inverse are strictly positive. The following result represents an extension of 
this fact to M-functions. 
THEOREM 2.10. Let F : D C Rn + R” be an M-function (and hence an 
injection). Then F and F-l : F(D) C Rn --f R” are strictly diagonally isotone. If 
F : R” -+ R” is continuous and surjective, then F and F-l : R” -+ Rn are sur- 
jectively diagonally isotone. 
Proof. (1) Suppose that for some x E R”; s, t E R1, s > t, and index i we 
have x + sei, x + tei E D, and fi(x + sei) < fi(x + tei). The off-diagonal 
antitonicity then implies that 
fi(x + sei) <fj(x + tei), j # i, j = l,..., n, 
or, altogether, that F(x + sei) < F(x + tei). By the inverse isotonicity this 
leads to the contradiction s ,< t, which shows that F must be strictly diagonally 
isotone. 
(2) Suppose, similarly, that for some u E Rn, s, t E R1, s > t, and index i 
we have u + sei, u + tei EF(D) and yi < xi where y = F-l(u + sei), 
x = F-l(u + tei). Lemma 2.3 implies that y > x, and hence that yi = xi . 
But then the off-diagonal antitonicity leads to the contradiction 
fi(Y) =fdY1 ,... 7 Yi-1 3 Xi P Yi+l >*..t Y7J <f*(x) =fi(Y) - (’ - t, <fi(Y) 
which shows that F-l must be strictly diagonally isotone. 
(3) Let F : R” -+ Rn be continuous and surjective. By part (1) of the 
proof, F is strictly diagonally isotone; hence it suffices to prove that for any 
M-FUNCTIONS AND APPLICATIONS 279 
x E Rn the n functions yii defined by (2.3) are surjective. For this in turn we 
need to show only that for any x E Rn 
and 
li+if$(X + tei) = + co, i = I,..., n (2.4a) 
!j& fi(x + tei) = - co, i = l,..., n. (2.4b) 
Suppose that for some x E Rn and index i there exists a sequence {tk} C R1 
for which lim,, t, = + 03 but fi(x + t,ei) < ai < + CO, k = 0, l,... . It 
is no restriction to assume that the t, are nonnegative and monotonically 
increasing. Then the off-diagonal antitonicity of F implies that 
fj(x + tkei) <h(x) = a, < + a~, 
and hence, altogether, that 
j Z i, j = l,..., n, k = 0, l,..., 
F(x + t,ei) < a = (a, ,..., a#, k = 0, l,... . (2.5) 
By the surjectivity of F there is a y E Rn such that Fy = a, and now the inverse 
isotonicity leads to the contradiction t, < yi - xi < + co, K > 0. Similarly 
it follows that (2.4b) holds, and therefore that F is surjectively diagonally 
isotone. 
(4) Finally, for the proof of the surjective diagonal isotonicity of F-l, 
suppose that there is a sequence (tk} C R1 with lim,,, t, = + co, a vector 
u E R”, and an index i, such that xik < ai < + 00, k = 0, l,..., where 
xk = F-l(u + tkei). Again, it is no restriction to assume that {tk} is mono- 
tonically increasing. Then by the isotonicity of F-l, we have xk < xk+l, and 
thus it follows that 
I$ + t, = fJx”) <fi(X10 )...) XL, , Xik, x:+1 )..., x,“) 
<fi(X10 ,...) xi-1 ) ai ) x:+1 ,..., XC) < + co. 
This contradicts lim k+m tk = f co, and hence we see that for any u E Rn 
i = l,..., n, 
where the f h1 denote the components of F-l. Similarly it follows that 
jj& f%?(U + te’) = - ~0, i = I,..., n, 
and therefore that F-l is surjectively diagonally isotone. 
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3. CONVERGENCE OF GAUSS-SEIDEL AND JACOBI PROWESSES 
For the solution of n-dimensional equations of the form (1.3) we consider 
now the (underrelaxed) Gauss-Seidel iteration 
Solve 
Set 
fi(Xz” )...) x:2; , xi , xf+1 ,. ..) X,k) = zi for 
xk+l = (1 - Wk) Xjk + WkX’i , i = I,..., n, 
xi 
k =: 0, I,..., 
(3.1) 
as well as the corresponding Jacobi process 
Solve 
Set 
fi(Xl” )..., xi”-, , xi , x;+1 ,...) x,“) = zi for Xi 
(3.2) 
.;+I = (1 - Wk) x: + WkXi , i = l,..., n, k = 0, I,..., 
where in both cases {We} C [E, 11, E > 0, is a given sequence of relaxation 
factors. 
In a slightly less general form the following theorem was proved by 
Ortega (1969); it extends results of Birkhoff and Kellogg (1966), Ortega and 
Rheinboldt (1968), and Porsching (1968) t 0 a more general class of mappings. 
THEOREM 3.1. Let F : D C Rn --t R” be continuous, off-diagonally antitone 
and strictly diagonally a’sotone. Suppose that for some z E Rn there exist points 
x0, y” E D such that 
x0 < yo; J={xER”/~~<x<~~}CD; Fx”<z<Fyo. (3.3) 
Then, for E E (0, I] and any sequence (We} C [E, 11, the Gauss-Seidel iterates 
{ yk} and {x”} given by (3.1) and starting from y” and x0, respectively, are uniquely 
defined and satisfy 
x0 ,< Xk < Xk+l < y”+l < y” ,( yo, 
as well as 
Fxk < z < Fy”, k = 0, I,... (3.4) 
lim xk = x* ,( y* = lim yL, 
k-m km 
Fx* = Fy* = z. (3.5) 
The corresponding result holds for the Jacobi iteration (3.2). 
Proof. We give here only the proof for the Gauss-Seidel process, for the 
Jacobi iteration it proceeds analogously and is even slightly simpler. 
We proceed by induction and suppose that for some k > 0 and i 2 1 
x0 < Xk <yk <yo, Fxk < z < Fyk, (3.6) 
x.k/ k+l< 3 -2 xj A Yj 
k+l < k 
LYi 3 j = l,..., i - 1, (3.7) 
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where for i = 1 the relation (3.7) is vacuous. Clearly, (3.6/7) is valid for 
k = 0 and i = 1. From (3.3) it follows that the functions 
a(s) = fi(X:,l ,..., x;:; ) s, x:+1 ,..., Xnk) 
B(s) = h(Y:+1 ,***, YF:‘, -f, rt+1 ,.‘., Yn”) 
are defined for s E [xio, yio]. From (3.6/7) and the off-diagonal antitonicity 
of F we then find that 
B(4 G 44, s E [XiOl YiOl (3.8) 
and 
B(Xi”) < 4Xik> ai < zi Gfi(Y”) < B(Yi”) G “(Yi”). (3.9) 
By the continuity and strict isotonicity of a and /zI, (3.9) implies the existence 
of unique jik and &k for which 
/3(jy) = xi = a(q), Xik < 4ik < jJ” < Yik, 
where the relation $” < jik is a consequence of (3.8). Because of wk E [.s, l] 
we therefore have 
yik 3 y:+l = (1 - Wk) yik + Wk jJi” > ji” > Fit >, x:+1 
= (1 - Wk) Xik + Wk$” > Xik 
which shows that (3.7) holds for i = l,..., 12, and hence that 
Xk < Xk+l < y”+l < y”. 
From this it follows that 
and similarly that 
fi(Xk+l) <fi(X:,l ,..., x;:; ) 2:, x;+l ,..., x,k) = zi . 
This completes the induction and hence the proof of (3.4). Clearly now the 
limits 
exist, and 
Y k-t1 >,j” = - $ (y’” - y”+l) + yk > - f (yk - yk+l) + yk, 
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as well as 
Xk+l < 2" - ' (,k+l - %k) + Xk < L (,k+l ~ x") --I- x", 
wk E 
imply that also lim,,, 4” = x* and limk-tmjk = y*. Therefore, it follows 
from the definition of the Gauss-Seidel process and the continuity of F 
that Fx* = Fy* = z. 
The following theorem provides information about the relation between 
the Gauss-Seidel and the Jacobi process, and about the dependence of each 
iteration upon the choice of relaxation factors. 
THEOREM 3.2. Suppose that the conditions of Theorem 3.1 hold and let 
{wk}, {cZk} C [E, l] be given sequences for which 
O<E<Wk<Czk<l, k = 0, l,... . (3.10) 
In all cases with y” as starting point, let {y”} and { yk} be the Gauss-Seidel 
sequences formed with {wk} and {w,} respectively, and {v”} and {v”} the corre- 
sponding Jacobi sequences. By Theorem 3.1 these sequences are well-dejned and 
converge monotonically to a solution of Fx = z in J. More specifically, all four 
sequences have the same limit point y * E J, and 
y /y ,y*; k > -k > vk>ek>y*; 79 >, y", k = 0, l,... . (3.11) 
Moreover, if x E J is any solution of Fx = z, then x < y*. 
The corresponding result-with all inequalities reversed-holds for the four 
sequences starting at x0. 
Proof. Suppose that for some k > 0 and i > 1 
yo>y’“>y’“>x, y;+1 >j$++Xj, j = l,..., i - 1; (3.12) 
this is clearly valid for k = 0 and i = 1. Then 
fi(Y,” ,...* Y~~~.~(Y:+l-Yil)+Yik,Y~+l ,..., Y/) 
= z< = fi 
( 
p,..., g:;, 6 (,:+l - j$“> + yilc, Ji”,l ,..., %“) 
k+l 3 fi (Yz+lt..., yi-1 , +- ($” - 7;) +ri”,ri”+1 ,..*, Y,“> 
implies, by the strict diagonal isotonicity of F and by (3.4) and (3.10), that 
$ (Y:+l - yik) + Yik 3 & (yi_:+l - j$) + Ji” > 2 (yfi”,l - jq) + &‘i” 
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and hence that yF+l 3 j$+l. Moreover, from 
fi (J:+l,***, - Yik) + Yik, 7!+1 ,***, Sk) 
= Xi = fi(X) >f$(jjlkfp..ayJ~Z~, Xi ,JF+, ,***,Y,k) 
we find that 
je+lax z z a IX, * l (j?k+l -jk”) +ji? > 
This completes the induction and with it the proof of 
Y0>Yk3~“3X, K = 0, l,..., 
and therefore of 
y* = ;+z y” 3 lirli jik = p* > x. (3.13) 
Analogously, we can show that 
and hence that 
vo 2 vk 3 B” 2 x, k = 0, l,... 
v* = lim vk > lim Vk = 6* 2 x. 
k-m k+w 
(3.14) 
Sincey” and v* are solutions ofFx = x in the set J, (3.13) and (3.14) imply 
that y* = y* and v* = B*. 
Now suppose that for some k > 0 
yo > vk >yk (3.15) 
which again holds for k = 0. Then, using vk > yk > yk+l, we find that 
fi (Y:il,..., YZ, $- (Y:+l - Yjlc) + YP, r:+1 ,-** 2 Yn”) 
= zi = fi 
( 
Vlk )...) vf-, , $ (vf+l - vi”) + v:, vf+l )...) vq 
e fi 
( 
Yz+l, ...,y;T;,$(v;+l - vik) + Oik9 YF+l Y-*-P Yn”) > i = l,..., n, 
and hence that 
$ (y:+l - y?) + yp < $ (v:" - vi") + v;, i = l,..., n, 
409/3+-4 
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which implies that yF+l < $+l, i = l,..., n. Therefore (3.15) holds for all 
k 3 0, and from 
it finally follows that all limits are equal and not less than X. 
The proof of the theorem for the lower sequences proceeds analogously. 
This result shows that-as in the linear case-the Jacobi process never 
converges faster than the Gauss-Seidel process, and, moreover, that in this 
setting it is most desirable not to underrelax. The conclusion vk > y” general- 
izes a result of Porsching (1968) on the comparison of the iterates of the two 
methods. 
Every M-function is by Theorem 2.10 strictly diagonally isotone. Hence 
the assumptions of Theorem 3.1 about the mapping F are certainly satisfied 
for all continuous M-functions. Note however that they are also valid, for 
example, in the case of the singular matrix 
1 -1 
A= -1 ( 1). 
If F : R” -+ Rn is a continuous M-function, then, by the domain-invariance 
theorem, F(Rn) is open. Hence for any x EF(R%) there exist points a, b E R” 
such that a < z < b and {y E R” 1 a < y < b} C F(Rn), and hence that 
x0 = F-k <y” = F-lb satisfy the condition (3.3) of Theorem 3.1. While 
nonlinear M-functions need not be surjective, the important point now is that 
for surjective M-functions it is not only possible to find for any z E R” 
suitable initial points x0, y” for which (3.3) holds, but, even better, that then 
the processes (3.1) and (3.2) converge for any starting point. This is the 
content of the next theorem; it represents the desired generalization of the 
mentioned global convergence result for the Gauss-Seidel process when A 
is an M-matrix. It also extends a result of Porsching (1968) to a more general 
class of mappings. 
THEOREM 3.3. Let F : R” -+ R n be a continuous, surjective M-function, 
and E E (0, l] a given number. Then for any z E R”, any starting point x0 E R”, 
and any sequence {wk} C [E, 11, the Gauss-Side1 process (3.1), as well as the 
Jacobi process (3.2), converges to the unique solution x* of Fx = x. 
Proof. We prove the result again only for the Gauss-Seidel iteration. For 
given x0, x E R” define the vectors a, b, ~0, v” E Rn by 
a, = min( fi(xo), zi), bi = max(f@>, 4, i = l,..., 71 
~0 = F-la ~0 z F-lb. 
(3.16a) 
> 
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Then, by the inverse isotonicity, 
FVO >, z > Fd, 79 > x0 3 210, vo > x* > 210. (3.16b) 
Let {gk}, {uk}, and {x”} denote the Gauss-Seidel sequences starting from 
00, 240, and x0, respectively, each of them formed with the same sequence 
{uk} and with z as the right-hand side. By Theorem 2.10, F is surjectively 
diagonally isotone, and hence the solutions gib, aik, and 2,‘: of the equations 
f&p ,...) v:-:’ , Gik, vf+l )..., v,k) = .zi 
fi(zl:+l ,..., ui”-:‘, ii;, u;+, ...) ff,y = zi 
f&c:,1 )..., iv;-:‘, $.ik, x:+, ...) Xnk) = zi 
exist and are unique, and, therefore, the three Gauss-Seidel sequences are 
well-defined. Moreover, by Theorem 3.1 we have 
7’0 > vh 3 vk+l > uk+l > uk > u*, k = 0, l,... 
Fd > z 3 Fu”, k = 0, l,... 
lim vk = lim uk = x* = F-lx. 
k+m km 
(3.17) 
Suppose that for some k >, 0 and i > 1 
vk > Xk > 2, v,;+, > xjk+l > uik+l, j = l,..., i - 1, (3.18) 
which is valid for k = 0 and i = 1. Then 
f&:,1 ,..., vy:‘, Zik, vi”,l ,...) vn”) = zi = f&2” ,...) Lx;-:‘, i.ik, xi”,l ,...) x,“) 
3 fi(V:,l ,...) Vi”-:‘) iik, ?$+I )...) Q”), 
together with the strict diagonal isotonicity of F, implies that sik > &k. 
Similarly it follows that gik > cik. Hence, because of {wk} C [E, 11, we find 
that 
7$+r=(l -wk)vi”+ w,tTp 3 (1 --- Wk) Xjk + W&k = X5” 
3 (1 - w,) Uik + oJkfiik = zp. 
This completes the induction, and (3.18) and (3.17) together now imply that 
lim,,, xk = x*. 
For any A EL(P) with aii < 0, i # j, it is well-known [see e.g., Varga 
(1962)] that A is an M-matrix if and only if A has a strictly positive diagonal 
and the Jacobi process converges globally. The following theorem extends 
this result to M-functions. 
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THEOREM 3.4. Let F : Rn -+ Rn be continuous and off-diagonally antitone. 
Then the following three statements are equivalent : 
(a) F is a surjective M-function; 
(b) F is injective and surjectively diagonally isotone, and for any x0, z E Iin 
the Jacobi sequence (x”> given by (3.2) (with wk = I) converges; 
(c) F is injective and surjectively diagonally isotone, and for any x0, x E Rn 
the Gauss-Seidel sequence {x”} given by (3.1) (with wk 31) converges. 
Proof. (a) 3 (b) and ( ) a => c are direct consequences of Lemma 2.3 ( ) 
and Theorems 2.10 and 3.3. 
(b) * (a). Since F is surjectively diagonally isotone, the Jacobi sequence 
(x”} for any x E Rn and x0 E R” exists and is uniquely defined. Because of the 
continuity of F, {xk> converges to a solution of Fx = z, and, since z was 
arbitrary, it follows that F is surjective. Let now Fx < Fy for some x, y E R”, 
and consider for z = Fy the Jacobi sequence (x”} starting from x0 = x. By 
induction we find that 
xk < Xkfl, Fx” < x, h = 0, l,... . 
In fact, if Fxk < z for some k >, 0, then 
Xi = fi(Xlk,..., XF-1 , Xi+l, Xi",l ,..., Xnk) >fi(Xk), i 
shows that x:+l > xik, i = l,..., n, and hence that 
xi = fi(Xlk,..., xi"-, ) x:+1, xi",1 ,...) xn") >fi(Xk"), i 
From (3.19) it follows, because of the injectivity of F, that 
x = x0 < lim xk = F-%z = y 
k-tee 
and, therefore, that F is inverse isotone. 
- 
(3.19) 
1 ,***, n, 
1 )...) n. 
(c) * (a). The proof p roceeds analogously to that of (b) * (a). 
As the one-dimensional example Fx = exp(x) shows, the surjective diagonal 
isotonicity of F in (b) and (c) cannot be reduced to strict diagonal isotonicity. 
But it is conjectured that-as in the linear case-the injectivity assumption 
in these statements is not needed. 
Any principal submatrix of an M-matrix is again an M-matrix. We use 
Theorem 3.4 to extend this fact to surjective M-functions. 
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THEOREM 3.5. Let F : Rgz-+ R n be a continuous, surjective M-function. 
For some permutation (ml ,..., m,,) of (l,..., n), and with given 1 < p < n and 
jixed numbers c*+~ ,..., c,, , de&e 
G:R”-tRq &(X1 >.**, , j = l,..., p. 
Then G is again a continuous, surjective M-function. 
Proof. It suffices to prove the statement for p = n - 1, since the general 
case will then follow by repeated application of the special result. For ease 
of notation, let (m, ,..., m,) be the identity permutation, that is, let 
G . Rn-1 + Rn-1, g&f) =f4x1 ,..., X,-l > 4 i = l,..., 12 - 1, 
where c, is fixed and we denote vectors of R”-l by x = (xi ,..., x,+r)r. Clearly 
G is again continuous, off-diagonally antitone, and surjectively diagonally 
isotone. In order to prove the injectivity of G, suppose that GZ = Gy for 
some Z, 7 E Rn-l. We may then assume that, say, 
fn(x1 ,..*, 5-l 7 4 <fn(Y1 >.a.> Yn-1 > 49 
since in the case of equality it would follow from the injectivity of F that 
f = 7. By the surjective diagonal isotonicity of F, there exists a number 
d, > c, such that 
fn(Y1 ,-..,Y,,-1 2 4 =fn(xl y..., xn-1, d,) (3.19a) 
and hence that 
f$(Yl >...> yn-n-1 94 =fi(xl ,..., x,-l 3 4 >fi(xl ,.a., xn-1 > d,), 
i = I,..., n - 1, (3.19b) 
Ry the inverse isotonicity of F, (3.19a/b) together imply that z < 7 and 
d, < c, , which contradicts d, > c, . Thus G must be injective. 
Consider now the (unrelaxed) Jacobi sequence (5”) for G starting from 
some fs E Rn-l and formed with the right hand side f E Rn-1. Clearly, {$} 
is uniquely defined. By the surjective diagonal isotonic&y of F-1 there exists 
a unique z, such that 
Gl = f& 7***, %-1 > %I> (3.20) 
where f i1 denotes the n-th component of F-l. Set z = (a1 ,.,., a,+, , z,)r 
and x* = F-lx, then (3.20) implies that x,* = c,, . Now let 
x0 = (x10,..., XII-1 ,CT% IT 
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and define the vectors a, b, u”, VO E R” by (3.16a). Then (3.16b) holds and the 
(unrelaxed) Jacobi sequences {v”}, {u”} for F with right-hand side x and with 
vu0 and u” as starting vectors satisfy (3.17). Suppose that for some k > 0 
which is certainly valid for k = 0. Then 
fi(Wlk ,...) v:+l(..., v;-, , Tl,Ic) =.zi =fi(xl” ,..., x:,1 )..., x;-, ) c,) 
>fi(Vlk ,...) vt, , x:+1, vi”,1 I..., &, , ?I,“), 
i=l ,..., n - 1 
implies that VT” > $+I, i = l,..., n - 1, while it follows from 
f,(Wlk ,..., v:-, ,v:+l) = z, = f&l* ,..., X,*-l , GJ >“f&JlkY~ 4-l 7 6%) 
that v,, k+l 3 c, . Similarly, we find that ZL:+~ < xyl, i = I,..., n - 1, and 
.;+I < c, . Thus 
jii Vik = F: Xik = Fi Uik = Xi*, i = l,..., n - I, 
-+ 
and it follows from Theorem 3.4 that G is a surjective M-function. 
This generalizes a result of Duffin (1948) for mappings of the form 
F:R”+R”, 
fi(X) = gi(Xi - X1 fm*sf Xi - Xi-1 ) Xi 3 Xi - Xi+1 ,..., Xi - X,), i = l,..., n, 
(3.21) 
with isotone gi . 
We end this Section with a result which shows that the surjectivity condi- 
tion needed in Theorem 3.3 is equivalent to another, in many cases more 
easily verifiable, condition. 
In the case of a continuous isotone function v : R1 --f R1 the assumptions 
lim p)(t) = + 00, lim v(t) = - 00 (3.22) 
t++m t---x 
are necessary and sufficient for the surjectivity of I. An analogous result 
holds for continuous M-functions; in order to phrase it, it will be convenient 
to introduce the following concept. 
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DEFINITION 3.6. (a) For any sequence {x”} C R” we write 
for at least one index i. 
(b) The mapping F : R” --f Rn is order-coercive if for any sequence 
{x”} C Rn 
xk < Xkfl, h = 0, l,..., i-5 xk = + co 
implies that b+rFxk = + co 
(3.23a) 
and 
Xk > Xkfl, h = 0, l,..., $xk = - co 
implies that ;cFxk= - 00. + 
(3.23b) 
Note that lim,,, xk = + co for some {xk} C Rn does, in general, not 
exclude that lim,,, xk = - co, and vice versa, unless the sequence is 
bounded to one side. 
THEOREM 3.1. Let F : Rn -+ Rn be a continuous M-function. Then F is 
surjective if and only if F is order-coercive. 
Proof. Let F be surjective and hence, by Lemma 2.3, bijective. If {xk} C Rn 
is any sequence, then it follows from Fxk < a, K = 0, l,..., that xk <F-la, 
h = 0, l,..., and hence that the implication (3.23a) is valid. Similarly, we see 
that (3.23b) holds, and therefore that F is order-coercive. 
Conversely, let now F be order-coercive. Then Theorem 3.1 will ensure 
that Fx = z has a solution for every x E Rn if only we can prove that for 
every z E R” there exist points x0, y” E Rn for which (3.3) holds. We shall 
construct such points by means of the Jacobi process (3.2) with wk = 1 
for all k > 0. 
Observe first that F is surjectively diagonally isotone. In fact, part (3) of 
the proof of Theorem 2.10 carries over verbatim except that in this case the 
order-coercivity is used to conclude from (2.5) that (tk} is bounded. 
Let now z E R* be given, and with arbitrary points u”, v” E Rn define the 
vectors z’, z’ER~ by 
z: = max( fi(uo), zi), xi = min(fi(vO), zi), i = l,..., 71. 
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By the surjective diagonal isotonicity of F, the Jacobi sequences {u”} and {v”} 
starting from u” and =u” and satisfying 
f&g )..., &, ) z$fl, u;+l )..., u,li) = x; 
i =z l,..., n; k = 0, I,... 
fi(zQ )..., & , vf+l, vf+, ,..., v,k) = Xi’ 
exist and are uniquely defined. Moreover, we have 
and 
uk < uk+l, Fu" < d', R = 0, l,... (3.24a) 
vk 3 vk+l , Fv" 3 z', k = 0, l,... . (3.24b) 
In fact, clearly Fu" < x”, and, if Fu" < 2” for some K > 0, then 
fi(zg ,..*, &, ) z&l, uf+l )...) U,k) = x; >fi(Uk), i = l,..., n, 
and thus uf+l 3 ujk, i = l,..., n. Hence, by the off-diagonal antitonicity, 
x; = fi(Ulk,..., uf-, ) ui k+l, uf+l )...) Sk) 2 fi(uk+l>, i = l,..., n. 
Similarly we can prove (3.24b). 
From the order-coercivity it now follows that {u”} and (wk> must remain 
bounded above and below, respectively. Thus lim,,, uIz = y” and 
limk,, vk = x0 exist, and by the continuity of F we have Fy" = x” 3 z and 
Fxo = z’ < z. Moreover, the inverse isotonicity implies that x0 < y”, which 
completes the proof. 
The idea of using the Jacobi process (3.2) to construct points x0, y” for 
which (3.3) holds is due to Birkhoff and Kellogg (1966). 
The simple one-dimensional examplef : R1 + Rl,f(t) = t - 1 for t < 0, 
andf(t) = t for t > 0 shows that when F is not continuous, order-coercivity 
does not necessarily imply surjectivity. 
4. THE RESPONSE CONDITION FOR INVER.SE ISOTONICITY 
The global convergence result of Theorem 3.3 raises the question when a 
mapping F : R" ---f R" is a surjective m-function. In order to formulate 
necessary and sufficient conditions for this, some network-theoretical language 
will be useful. 
We consider here only finite directed networks1 Q = (N, A) consisting of 
1 In view of possible confusions with the analytic concept of the graph of a function, 
we shall use here the term network rather than graph. 
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the set of 7t nodes N = {1,2,..., n} together with some set A C N x N of 
(directed) links connecting certain of these nodes. More specifically, there is a 
link from i E N toj E N exactly if the element (i, j) E N x N is contained in II. 
There shall never be any loops in Q, that is, rl shall not contain elements of 
the form (i, i) E N x N. A (directed) path from i to j is a sequence of links 
in /l of the form (i, iJ, (i1 , i.J ,..., (i, , j), and the network is connected if any 
two nodes are connected by some path. 
DEFINITION 4.1. (a) The associated network Sz, = (N, A=) of the 
mapping F : Rn + Rn consists of the set of nodes N = { 1,2,..., n} and the set 
of links 
(1, = {(i,j) E N x N 1 i # j, and, for some x E Rn, yij is not constant} 
where the functions vij are defined by (2.2). 
(b) Let F : Rn ---f Rn be off-diagonally antitone, then a link (i, j) E (1, of 
Q, is strict (or surjective) if, for any x E R”, q~ is strictly antitone (or strictly 
antitone and surjective). A path in G?, is strict (or surjective) if all its links are 
strict (or surjective), and a node i EN is strictly (or surjectiwely) connected 
to a node j E N if there exists a strict (or surjective) path from i to j. 
In terms of network flows this notation can be interpreted as follows: 
The variables xi ,..., x, are state variables associated with the n nodes of Sz, , 
and the valuefi(xl ,..., x,) is the e&x from the node i when the network is in 
state x. The node i E N is connected to the node j E N if and only if for some 
state x a certain change in the state xi ofj produces some change in the efflux 
fi from the node i. If F is off-diagonally antitone, then for any linked nodes 
i, j EN an increase (or decrease) of the state xi of j produces the reverse 
effect in the efflux from i. This is exactly the expected situation in a linear 
network in which the xi are potentials and the flow from i to j is proportional 
to the potential difference xi - xi . 
In the linear case A EL(R~), all links of the associated network are surjec- 
tive, and QA is simply the (loopless) directed graph which has A as an adjacency 
matrix. 
In order to answer the question when an off-diagonally antitone function 
F : Rn -+ R” is inverse isotone, we shall always require two different condi- 
tions. The first concerns connectivity properties of the associated network, 
while the second contains information either about the response shown by the 
efflux from a certain node to some change of the state of all nodes, (response 
condition), or about the influence of a state-change of one node upon the 
efflux from all nodes, (influence condition). As an illustrative example for this, 
we quote here the following linear result, [see Schroder (1961) and also 
Collatz (1964)]. 
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LEMMA 4.2. Let A E L(R”) be such that atj :-< 0 for i # j, i, j = I,..., n, 
and u > 0 a vector for which 
Au = v ’ 0 9 , v i: 0. 
Assume further that for any i # j there exists a sequence of nonzero elements 
aiil Y aili, Y...) ai,j 1 Then A is an M-matrix. 
In terms of networks we have here indeed the mentioned two conditions, 
namely, (a) the associated network is connected, and, (b) if the state vector x 
is changed according to the linear “test-function” x + tu, the efflux from 
any given node i, 
fi(X + tu) = i aijxj + vit, 
i=l 
(4.1) 
is an isotone function of t. Evidently, (b) is a response condition. 
In the case of nonlinear mappings it will be useful to allow also nonlinear 
test-functions: 
THEOREM 4.3. Let F : Rn - Rn be ofl-diagonally antitone, and suppose that 
there is a continuous, bijective, and isotone “test-function” H : R” + R” such 
that for any x E Rn the mapping 
P : R1 -+ R”, p,(t) = fi(H(x + te)), i = I,..., 71, (4.2) 
with e = (1, l,..., l)r, is isotone. Assume further that every node i E N of Q, 
is strictly connected to a node 1 = Z(i) at which, for any x E R”, p, is strictly 
isotone. Then F is inverse isotone and hence an M-function. 
Proof. Let Fx < Fy for some x, y E Rn, and set u = H-lx, v = H-ly. 
Since v + te > u 3 v - te, and hence H(v + te) > Hu 3 H(v - te), for 
all sufficiently large t, and since H is bijective, it follows that 
Moreover, the continuity of H implies that H(v + toe) > Hu and that the set 
N,, = {i E N / hi(v + t,e) = hi(u)} 
is not empty. If t, < 0, then x = Hu < H(v + t,,e) < Hv = y; suppose, 
therefore, that t, > 0. By the connectivity assumption, there exists for any 
i E N at least one strict link (i, j) E /1, to some other node j E N, unless pi 
is strictly isotone for each x E R”. Assume first that (i, j) E A, is strict and that 
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i E N, . If j $ N, , then, using hi(a + t,e) > h,(u), h,(v + t,,e) == h,(u), and 
the strictness of the link, we find that 
which is a contradiction. Hence j E N, , and by assumption, there is at least 
one node i E N0 such that p, is strictly isotone for each x E Rn. But then 
hi(v + t,e) = hi(u) together with t, > 0 leads to the contradiction 
fi(H@ + Q9) 
Thus we must have t, < 0 and the proof is complete. 
For the special case H = I and for mappings of the form (3.21) with 
isotone gi, this result was first proved by Duffin (1948) by means of a reduc- 
tion to the linear case. Schriider (1962) proved a related result for diagonal 
matrices H and strictly isotone functions P. Later Schriider (1966) also 
considered certain nonlinear test-functions in connection with the inverse 
isotonicity of some problems for quasi-linear differential equations. 
It should be noted that, in general, the strictness assumptions in the con- 




4% - x2) 
x2 )) Gx = (a;2), ’ 
I t-1 for t>1 a(t) = 0 for -l<t<1 t+1 for t<-1 
satisfy the conditions of the theorem with H = I, except that in s2, the link 
(1,2) is not strict, and that for G the function p, is not strictly isotone. Both 
functions are not inverse isotone. 
As an application of Theorem 4.3 we obtain the following linear result: 
THEOREM 4.4. Let A EL(R~) be such that aii < 0, i # j, i, j = l,..., 1~. 
Then the following three statements are equivalent: 
(a) A is an M-matrix 
(b) There exists a vector u > 0 such that Au > 0. 
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(c) There exists a vector u > 0 such that Au = v > 0 and that for every i 
there is a sequence of nonzero elements aiil , aili, ,..., ai 1 ending at an index 
1 = Z(i) for which vl > 0. 
m 
Proof. (a) * (b). Let A-l = (bij), then bij >, 0 for all i, j and, by 
Theorem 2.10, we have bii > 0, i = l,..., n. Thus 
u = A-Q = f b 13 ,..., i bnj)’ B (b,, , . . . . b,,)= > 0 
j=l j=l 
and Au = e > 0. 
(b) 3 (c). Trivial. 
(c) * (a). Evidently, with H = diag(u, ,..., u,) the mapping 
P(t) = AH(x + te) = AHx + tv 
is isotone in t for any x E Rn. This together with the sequence assumption 
ensures, by Theorem 4.3, that A is an M-function and thus an M-matrix. 
For u = e the implication (c) ti (a) was proved by Duffin (1948). The 
implication (b) * (a) appears to be due to Ky Fan (1958), see also Schrijder 
(1961) where several related literature references are given. Evidently, 
Theorem 4.4 is a genuine extension of Lemma 4.2. 
Theorem 4.4 provides a simple proof of the well-known result that when A 
is an M-matrix and B 3 0 has the property that A + B still has only non- 
positive off-diagonal elements, then A + B is again an M-matrix. In fact, 
by Theorem 4.4(b) there is a vector u > 0 for which Au > 0; hence 
(A + B) u > Au > 0 implies by the same theorem that A + B is an M- 
matrix. 
The same result carries over to the surjective nonlinear case. 
THEOREM 4.5. Let F : R” + Rn be a continuous, surjective M-function, 
and G : R” ---f R” a continuous, isotone mapping such that P = F + G is still 
off-diagonally antitone. Then P is again a continuous, surjective M-function. 
Proof. Evidently, H = F-l is a continuous, bijective and isotone mapping, 
and every component of 
P(t) = fl(H(x + te)) = F(H(x + te)) + G(H(x + te)) 
= x + te + G(H(x + te)) 
is strictly isotone in t for any x E R n. Thus, by Theorem 4.3, P is an M-func- 
tion. Suppose now that {x*} C Rn is such that x* < x*+l, K = 0, l,... . Then 
Fxk + Gxs < flxk < a implies that xk < F-l(a - Gxo), k = 0, l,..., and 
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hence that (3.23a) holds. Similarly, we see that (3.23b) is valid, and hence 
that F is order-coercive. By Theorem 3.7, F is therefore surjective. 
As a simple application, consider a mapping 
F:R”+R”, Fx = Ax + Gx (4.3) 
where A eL(Rn) is an M-matrix and G is isotone and a so-called diagonal 
mapping, that is a function of the form 
G:Rn+Rn, g,(x) = g&4 i = I,..., 71. (4.4) 
For continuous G, Theorem 4.5 implies that F is a continuous, surjective 
M-function. Interestingly, in this case, F is already an M-function even if G 
is not continuous. In fact, if u > 0 is selected such that v = Au > 0, then, 
with H = diag(u, ,..., u,), the function 
P(t) = F(H(x + te)) = AHx + tv + G(Hx + tu) 
is strictly isotone in t for all x E Rn, and thus, by Theorem 4.3, F is an M- 
function. Mappings of the type (4.3/4) arise naturally in the discretization 
of mildly nonlinear elliptic boundary value problems such as Au = v(u), 
x ELF; u =g, x Ea. 
If we restrict the class of test-functions permissible in Theorem 4.3 and if 
we strengthen, at the same time, the strictness assumptions in that theorem 
by including surjectivity, then we obtain a sufficient condition for a continu- 
ous, off-diagonally antitone mapping to be a surjective M-function. Note here 
that a continuous, diagonal mapping (in the sense of (4.4)) is a surjective 
M-function if and only if each component is strictly isotone and surjective. 
THEOREM 4.6. Let F : R” + R” be continuous and off-diagonally antitone, 
and suppose that there is a continuous, diagonal, and surjective M-function 
H : Rn -+ Rn such that, for any x E R”, the mapping P of (4.2) is isotone. Assume 
further that every node i of Qe is surjectively connected to a node 1 = l(i) such 
that, for any x E Rn, the component pi of P is strictly isotone and surj’ective. 
Then F is a surjective M-function. 
Proof. We prove the statement first for the special case H = I, that is 
for P(t) = F(x + te). From Theorem 4.3 it follows that F is an M-function, 
and hence, by Theorem 3.7, it suffices to show that F is order-coercive. 
Let (x”} C Rn be such that xk < xkfl, k = 0, l,..., as well as 
limk,, xk = + co, and suppose that Fxk < a E Rn for all k > 0. By selecting, 
if necessary, a suitable subsequence, (and denoting it again by {xk}), we can 
ensure that xk 3 0 and xi”, = maxi xik for all k > 0, where i, is a fixed index. 
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By assumption, the set 
is not empty, and, as a consequence, N, contains the subset 
N,’ = {i E N 1 xk - xike < /lie, k = 0, l,..., fii < + a)-. 
In fact, from i E Ni n (N N NW) it would follow that 
x7’ d (xi” + Pi) e < (ai + A) e, k = 0, l,... 
which implies that N, is empty. Evidently, N,’ is not empty, since by con- 
struction i,, E N, with pi, = 0. Note that always /Ii 3 0. 
For any i E N,’ either pi is strictly isotone and surjective, or there exists 
a surjective link (i,j) E /1, to some other nodej E N. In the latter case, by the 
isotonicity of pi , we have for all K > 0 
ai >fi(xk) >fi(Xk - (Xi” + pi) e) >fi( - /liei + (Xj” - Xik - /$) ej) (4.5) 
and from the surjectivity of the link it follows that 
sup{t E R1 1 fi(- pie” - tej) < ai} = pj < i- a. 
Hence, (4.5) implies that 0 < - (@ - xik - pi) < & , or 
Xk < (Xi" + Pi) e < (Xj" + Pj) e, k = 0, I,..., 
that is, j EN,‘. 
As a consequence, there must be at least one node i EN,’ such that pi 
is strictly isotone and surjective. Then 
ai 2.&(X”) >fi(X’ - pie) >-fi(- /$ei -k xike), k = 0, l,..., (4.6) 
and, since pi is surjective, 
sup{t E R1 1 fi( - ,fJe” + te) < ai> = /I < + CO. 
Thus it follows from (4.6) that xik < /3 for all K > 0, which contradicts 
iEN,. Hence, we must necessarily have lim,,, Fx” = + CO. 
Analogously, it follows for any sequence {x”} C R” with x7: > xk+l, 
k = 0, l,..., and limk,, xk = - 00, that necessarily lim,,, Fxk = - CO. 
Altogether, therefore, F is order-coercive and the proof for the special case 
H = I is complete. 
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For the proof of the general case, set 
P:RGR~, f&, = fiM4* * * 3 M4), i = l,..., n 
and 
Ei: Rl-tR", P(t) =E(x + te) =F(H(x + te)). 
Evidently, fl is continuous and off-diagonally antitone, P is isotone for any 
x E Rn, and, by the surjective diagonal isotonicity of H, every surjective link 
of Q, is also surjective in Qk . Hence p satisfies the statement of the theorem 
with H = I, and by the proof for this special case, fl is surjective. But then 
the same is true for F = 13 0 H-l. 
For mappings of the form (3.21) and for H = I the result was again first 
proved by Duffin (1948) an d our proof follows his proof-idea. 
As an application of this theorem, consider the two-point boundary value 
problem 
24” = p)(t, 24, u’), O<t<l; u(0) = a, U(1) == p, (4.7) 
where q~ is continuous on 
S={(t,u,~)T~R3/O<t<1,-~<u,p<+~}. 
Assume further that rp has continuous partial derivatives on S with respect 
to its second and third argument, and that with some y > 0 
for all (4 u, P)‘E s. 
(4.8a) 
(4.8b) 
With si = jh, j = 0, l,..., n + 1, h = ~/(Tz + l), we introduce the simple 
discrete analogue Fx = 0 of (4.7) where F : Rn -+ R" has the components 
fi(4 = 2% - xi-1 - xi+1 + h2p, (Si , xi , & (Xi+1 - X,-l,) , 
i = l,..., n; x0 = 01, X - 8. n+1 
Evidently, F is continuous on all of R". For fixed h E (0,2/y), (4.8b) implies 
that each fg is an antitone function of xiPI and of Xi+1 , and hence that F is 
off-diagonally antitone. Set 
P:Rl+R", PC(t) =fitx + te)7 i = l,..., ?z, 
then, by (4.8a), the components p, ,...,P,-~ are certainly isotone, while it 
follows from (4.8a/b) together with h E (0,2/y) that 
PlW = 2x1 - nx - x2 + t + h29, (Sl ,x1 + t&x2 + t - a)) 
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is strictly isotone and surjective, and, similarly, that the same is true for p, . 
In Sz, every node i = 2,..., n - 1 is linked to its “neighbors” i - 1 and i + 1, 
and thus every i is connected to 1 as well as to n. Finally, again by (4.8b) and 
h E (0, 2/r), it follows that each function fi(x + t&), / i - j / == 1, is strictly 
antitone and surjective in 2, and hence that every link of Sz, is surjective. 
Thus Theorem 4.6 applies, and F is for h E (0, 2/y) a continuous, surjective 
M-function. 
Clearly, the same arguments apply also to the corresponding discretizations 
of mildly nonlinear elliptic problems of the form 
which were considered by Bers (1953). The global convergence Theorem 3.3 
then provides another proof for the convergence result given by Bers. 
5. THE INFLUENCE CONDITION FOR INVERSE ISOTONICITY 
AND BOUNDARY VALUE PROBLEMS FOR NETWORK FLOWS 
In this Section we turn to influence conditions in the sense of the discussion 
at the beginning of Section 4; that is, to conditions concerning the influence 
of certain changes of the state of one node upon the efflux from all nodes of 
the network. Such conditions permit another (sufficient) answer to the 
question when an off-diagonally antitone mapping is inverse isotone. 
Consider the condition (b) of Theorem 4.4 for the transpose AT of a 
matrix A EL(@) with nonpositive off-diagonal elements. If ATu > 0 for 
some u > 0, then AT-and hence also A-is an M-matrix. In network- 
terminology, ATu > 0 means that for each i the linear combination of all 
effluxes 
$ z+fj(x + tei) = xTATu + (A=u)~ t (5.1) 
is an isotone function of any change t of the state of the i-th node. This 
represents an influence condition which, in this form, can also be applied 
to nonlinear mappings. 
THEOREM 5.1. LetF : Rn -+ Rn be off-diagonally antitone, and suppose that 
there exists a diagonal M-function H : D C R” + R” such that F(Rn) C D and 
that, for any x E R”, the function 
Q: Rl-+R”, qdt) = j$l Mfdx + t4>, i = l,..., n, (5.2) 
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is isotone. Let 
+ : R1-+Rn, 9-a i = l,..., n; 
$I: Rl-+R”, *i(t), i = l,..., n, 
(5.3) 
be isotone mappings such that $ + $ is strictly isotone, and assume that for 
every node i in !SF there exists a node 1 = Z(i) which is strictly connected to i and 
for which there is strict isotonicity either of v1 or of ql for any x E R”. Then 
P: R~+R”, Ax, = %(Xi) + VufiW, i = I,..., n, (5.4) 
is an M-function. 
Proof. Evidently, 13 is again off-diagonally antitone. In order to show that 
P is inverse isotone, let fix < py for some x, y E Rn, and set 
N- = {i E N 1 yi < xi); N+ = {i E N / yi > xi}. 
Suppose that N- is not empty, let il , i2 ,..., i, be the nodes of W, and set 
Then 
xi = (xij - yij) eif, j = l,..., m, z = g1 2. 
G f hAfi(r + 4) G c Mfi(Y + 4) + c WXy)) (5.5) 
j=l jEN- jeN+ 
where the sums over N+ may be empty. Hence we have 
Suppose that jj(y) <fJx) for somej E N-, then 
94%) + vw&4> =.I%> 4Y> = %(Yi) + VWXY)) 
G 9JAYJ + A( fdxN* (5.7) 
Here the last inequality is strict if & is strictly isotone, and then it follows 
from vj(xj) < vj( yj) that xj < yi , which contradicts j E N-. If vj is strictly 
409/32/2-5 
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isotone, then ~~(i(xJ < cpj(yi) implies that x, < y3 , which again contradicts 
i E N-. Thus we must have fj(y) > J(x) for all i E N- and 
shows that (5.6) is an equality. But then also all inequalities in (5.5) are 
equalities. Moreover, it follows from (5.8) and the strict isotonicity of H that 
h(y) =fi(x), j EN-, which by (5.7) implies that ~~(2~) < am, j E N-. 
But then it follows from xj > yj , j E N-, that pj(xi) = vj(yj), j E N-, and 
therefore that vj is not strictly isotone for j E N-. From Eq. (5.5) we obtain 
for Q taken at the point y that 
4i(O) = jtl hj(h(Y)) = il Mh(Y + Cxi - Yi) 4) == PiCxi - Yih iE N-, 
which, because of xi > yi , shows that qi , i E N-, is not strictly isotone for 
all points of Rn. Altogether therefore, there must be at least one node 1 E N+ 
for which there is strict isotonicity either of pr or of qt at any x E Rn. Then, 
by the connectivity assumption, there is at least one strict link (i, i’) E (1, 
with i EN+ and i’ E N-. From 
h(Y) >fi(Y + (Xi’ -rc> 6 
h(r) >fi(y + (XC - .YC> ei’), j E N+ -{i’>, 
the strict isotonicity of H, and (5.5) it follows now that 
> jGG- 4(h(Y + z)) + 1 hj( fi(y + (Xi’ - yi’) ei’)) 
jtzN+ 
3 c Mh(Y + 4) + c WJy + z)) 
jsN- jeN+ 
= El Mh(Y + z)) = gl hj(h(Y))* 
which is a contradiction. Thus N- must be empty and fl is inverse isotone. 
Note that for 4 = 0 and z+G = I we obtain from this theorem a result 
about the mapping F itself. 
As in the case of Theorem 4.6 the addition of continuity and surjectivity 
assumptions to Theorem 5.1 provides a result about surjective M-functions. 
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THEOREM 5.2. Let F : R” -+ R” be continuous and o$f-diagonally antitone. 
Suppose that there is a continuous, diagonal, and surjective M-function 
H : R* -+ R” such that for any x E R” the function Q of (5.2) is isotone. Let the 
functions + and # of (5.3) be continuous, isotone mappings such that each compo- 
nent of 4 + I/ is strictly isotone and surjective. Assume further that for every 
node i of Szr there exists a node 1 = l(i) which is surjectively connected to i and at 
which there is strict isotonicity and surjectivity of q~t , or of qt for any x E Rn. 
Then the mapping P of (5.4) is a continuous, surjective M-function. 
Proof. By Theorem 5.1, P is certainly an M-function, and hence, by 
Theorem 3.7 it suffices to show that P is order-coercive. 
Let {x”} C Rn be such that xk < xk+l, k = 0, l,..., and lim,,, xk = + co, 
and suppose that $‘xk < a E Rn for all k > 0. Set 
N, = {i E N 1 lim xiL = + co}, 
hxc 
No = {i E N 1 xik < 01~ < + 00, k = 0, I,...] 
where N,, may be empty. Then fj(xk) < bj < + cc for j E iV, . In fact, 
lim,,, fj(x”) = + co for some j E N, and the surjectivity of all components 
of 4 + $ imply, otherwise, that 
which contradicts &x”) < aj < + CO, k 3 0. 
Now set 
z.k = X.k I z -xgo(>O), iEN,, zk = c Qei, k = 0, l,... 
iENm 
and 
y = C xioei + C aiei 
isNm iEN0 
where the sum over No may, of course, be vacuous. Then, as in (5.5), we 
find that, for any i EN, , 
gl h(h(~N d il hi(fXy + sQei)) d FI h0(y + xk)) 
G c MMY + ~“1) + & WXY)) 
iCNCC 0 
G c WXxkN + C KMY)) 
PNC-2 ieN, 
B c h(bd + C hi( fi(y)) = B -C + ~0. 
(5.9) 
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This shows that, for Q taken at the pointy, we have 
qi(o) = i hj(fj( y)) d 4i(Xik) d B < + m, iEN,, k 30, 
j=l 
and hence that the components qi , i EN, , of Q are not surjective for all 
points of R”. Moreover, from (5.9) it follows that 
which, together with h,(fj(x*)) < hj(bi), k >, 0, and the surjectivity of all hi , 
implies that fj(&‘) > ci > - cc for j EN, and all k > 0. But then 
- co < ‘pj(XjO) < &j”) = ji(x”) - &(fj(X”)) 
<&“) - ~i@i(Cj)) < aj - $4(&)) < + a 
shows that vj cannot be surjective for j E N, . Hence, there must be one 
node 1 E Ns at which there is strict isotonicity and surjectivity either of vz , 
or of qz for any x E Rn. Moreover, there is at least one surjective link (;‘, i) E A, 
with i’ E No and i E N, . Then 
lj:jif( y + xikei) = - co 
3 
and hence, because of the surjectivity of all hj , 
Yk = j&hdh(Y)) - 2 b(.h(Y + zikei)> 2 ‘J k>O 
jsNo 
f+z yk = + aI. 
Let k, > 0 be such that 
Yk > jG;m h&‘) - c hf(h(Y)), k >k,, 
then, together with (5.9), we get 
= jgm hj( fi( y + z”)) + j&hd h(Y + zk)) 
G c ‘dbd + c hkfkd) - Yk < i hj( fj(y)), k 2 4, 
+Nm ieN,, j=l 
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which is a contradiction. Therefore, &ck < a, K = 0, l,..., is impossible and 
we must have lim,,,px” = + co. 
Analogously it follows that {xk} C Rn with xk > xk+l, K = 0, l,..., and 
lim,,, xk = - co implies that lirnk-,J?vk = - co. Therefore, P is order- 
coercive and hence a surjective M-function. 
For a mapping F : Rn --t R” representing a flow on a given network, the 
problem of finding the state vector, for which the efflux from each node 
equals a prescribed value, is frequently modified by the assumption that the 
flow satisfies certain additional conditions at a specified set of “boundary 
nodes”. Following Birkhoff and Kellogg (1966), we consider here the case 
when the state xi at a boundary node is a given function of the eflux from 
that node. This appears to cover all practically important boundary conditions. 
Since the set of boundary nodes will always be fixed, it is no restriction 
to assume that these nodes are numbered m + 1, m + 2,..., n. As an abbre- 
viation, we denote by dk the class of all continuous, antitone functions 
S: R1-+Rk, %(t), i = l,..., k. (5.10) 
DEFINITION 5.3. Let F : Rn --f R” and Nb = {m + l,..., n}, m < n, be a 
set of boundary nodes in Sz, . 
(a) For any z E Rm and S E JZ&-,,, denote the system of equations 
fiCx) = Zi 9 i = l,..., m 
xi = %m( fi(x)), i = m + l,..., n. 
(5.11) 
by {z, S}. The class B(F, Nb) of all these systems {x, S} is the boundary value 
problem for F on N,, . 
(b) The boundary value problem B(F, NJ . IS solvable (or uniquely solvable) 
if for any {x, S} E B(F, NJ there exists a vector x = sol(z, S) E Rn (or a 
unique vector x = sol(z, S) E R”) which solves the system (5.11). 
(c) The boundary value problem B(F, NJ is inverse isotone if for any 
{z’, S’}, {z”, S”} E B(F, N6) it follows from z’ < Z” and S’(t) < S”(t), t E R1, 
that x < y for any x = sol(x’, S’) and y = soI(x”, S”). 
The connection between the inverse isotonicity of boundary value prob- 
lems and that of mappings on R* is given by the following result: 
THEOREM 5.4. For given F: Rn+ Rn and Nb = {m + l,..., n}, m <n, 
the boundary value problem B(F, NJ is inverse isotone if and only if the mapping 
FS:Rn-+Rn, 
i = l,..., m 
i = m + I,..., n 
(5.12) 
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is inverse isotone for any S E -Pe,, . Moreover, B(F, NO) is solvable (or uniquely 
solvable) if and only if FS is surjective (or bijective) for any S E dn+,, , 
Proof. Let B(F, N,,) be inverse isotone and u = FSy 3 FSx = v for 
some S E Jai,-, . Then {x’, S’}, {z”, S”} E B(F, Nr) for z’ = (vi ,..., v,)r, 
z” = (ui ,..., u,)~ and 
s’, s” : Rl - Rn-m, u;(t) = Ui@) + %+i , 
u;(t) = ui(t) $ l&i , i = l,..., n - m. 
Since evidently Z” > a’ and S”(t) > S’(t), t E Rl, as well as x = sol(z’, S’) 
and y = sol(z”, S”), it follows that y 3 x and therefore that FS is inverse 
isotone. 
Conversely, suppose that FS is inverse isotone for any S E JZ?~-, . If 
{a’, S’}, {a”, S”} E B(F, Nb) satisfy Z” > a’ and S”(t) 3 S’(t), t E RI, then for 
any x = sol(z), S’) and y = sol(z”, S”) it follows that 
f<(Y) = z; > Zi’ = fi(X), i = l,..., m 
yi - &n( fi(y)) > yi - ui-(-,(fi(y)) = O = xi -- ul-WL(fi(x))> 
i = m f l,..., n, 
and hence that Fs’y > Fs’x. This implies that y > x and therefore that 
B(F, Nb) is inverse isotone. 
The proof of the second statement is a direct consequence of the fact that, 
for any S E J$+ and z E Rn, a vector x E R” is a solution of FSx = z if and 
only if x = sol(z’, S’) with z’ = (zi ,..., a,)= and 
s’ : Rl + Rn-” 7 q’(t) = ai(t) + Zifln , i=l ,...) n - m. 
As a consequence of this theorem, all our results about inverse isotone 
mappings can be carried over to boundary value problems. For instance, it 
follows from Lemma 2.3 that a solvable and inverse isotone boundary value 
problem is necessarily uniquely solvable. Note that when F : R” --+ R” is 
off-diagonally antitone, then for any S E r;4,-, also the mapping Fs of (5.12) 
is off-diagonally antitone. Hence in this case, B(F, Nr,) is inverse isotone if and 
only if Fs is an M-function for any S E Jis,.+ . This permits, for example, 
the following important extension of Theorem 3.3 to boundary value prob- 
lems. 
THEOREM 5.5. Let F : Rn -+ R” be continuous and off-diagonally antitone, 
and suppose that for some set Nb of boundary nodes the boundary value problem 
B(F, N& is solvable and inverse isotone. Then both the Gauss-Seidel process 
(3.1) and the Jacobi process (3.2), applied to any system (z, S} E B(F, N,), 
&!-FUNCTIONS AND APPLICATIONS 305 
converge to the unique solution x = sol(z, S) for any starting vector in R” and 
any sequence {q} C [E, 11, E > 0, of relaxation factors. 
The proof is immediate since Fs is a continuous, surjective M-function 
and the system {a, S} is equivalent with the system FSx = z with 
z = (Zl ,..., z, , 0 ,..., O)? 
For the practical application of this global convergence theorem, we need 
to know when a boundary value problem is solvable and inverse isotone. 
Certainly, Theorems 4.6 and 5.2, applied to the maps Fs, will provide 
answers to this question. However, more useful is the following corollary of 
Theorems 5.1 and 5.2 which uses only assumptions about the mapping F 
itself and not about S or Fs. For the sake of simplicity, this corollary has only 
be phrased for H = I. It should be evident that other test-functions satis- 
fying the conditions of Theorems 5.1 or 5.2 can also be used. 
THEOREM 5.6. Let F : Rn -+ Rn be continuous and off-diagonally antitone, 
and Nb = {m + l,..., n}, m < n, some set of boundary nodes. Suppose further 
that 
Q :Rl--+R”, qdt) = i fj(x + te”), i = I,..., n, (5.13) 
j=l 
is isotone. Finally, assume that for every node i of s2, there exists a boundary node 
I = l(i) E Nb which is strictly connected to i. Then the boundary value problem 
B(F, Nb) is inverse isotone. If for each i E N there is even a surjecti,ve path from 
some 1 = l(i) E Nb to i, then B(F, NJ is also solvable, and hence uniquely 
solvable. 
Proof. By Theorem 5.4 it sufhces to show that for any S E J&, the 
mapping Fs of (5.12) is an M-function and that Fs is surjective if the paths 
from l(i) to i are surjective. Let S E Jdz,-, be given, then the functions 
4, $ : RI ---f Rn with the components 
dt> = 1 0, i = l,..., m t, i = m + l,..., n’ Ut) = 1” oi-m(t), ; 1 ;yl; ,..., n 
are clearly isotone and continuous, and each component of $ + 9 is strictly 
isotone and surjective. Moreover, for i E Nb , q’i is strictly isotone and sur- 
jective. Thus all conditions of Theorem 5.1 are satisfied with H = I, and 
E:R~R~, fi(x) = &xi) + h(fi(x)) =f?(x>, i = I,..., n 
is an M-function, which, by Theorem 5.2, is surjective if the path from l(i) 
to i is always surjective. 
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Note that under the conditions of this theorem the function F itself need 
not be an M-function. 
These theorems about boundary value problems extend the results of 
Birkhoff and Kellogg (1966) and Porsching (1968) to a considerably wider 
class of mappings. The network functions F : R” - R” considered by these 
authors are defined as follows: For each link (i,i) E A of some connected 
network Sz = (N, A) let a “conductance” function yij : R1 x R1 --f R1 
be given which is strictly isotone in its first variable and strictly antitone in 
its second. For ease of notation set yij = 0 if (i,i) $ A. Then 
F: R’“+R”, .fdx) = i %dxi T xj)~ i = I,..., n 
j=l 
is the desired network function. Clearly, F is off-diagonally antitone and the 
associated network LJ2, of F is (in the graph-theoretical sense) isomorphic 
with !2. Moreover, every link in Sz, is strict. Birkhoff and Kellogg (1966) 
assume now that for any i, j the function 
91ij(S, t) t %i(C 4 
is isotone in s and t. Since, in this case, 
(5.14) 
p&9 = c [%xXi 1 Xi) + V&i 9 Xi)19 
i<j 
it is evident that then the mapping Q of (5.13) is isotone. Hence, because of 
the assumed connectedness of Sz, Theorem 5.6 shows that the boundary 
value problem B(F, NJ is inverse isotone for any set iVb of boundary nodes. 
If for each (i,j) E A the function vij is supposed to be continuous and sur- 
jective separately in its first and its second variable, then Sz, is surjectively 
connected and, by Theorem 5.6, B(F, NJ is also solvable. 
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