In this paper, we obtain all the symmetric semi-classical linear functionals of class four taking into account the irreducible expression of the corresponding Pearson equation. We focus our attention on their integral representations. Thus, some linear functionals very well known in the literature, associated with perturbations of semi-classical linear functionals of class two at most, appear as well as new linear functionals which have not been studied.
Introduction
Let P be the linear space of polynomials with complex coefficients and let P be its dual. The elements of P will be called either linear functionals or linear forms. We denote by u, f the action of u ∈ P on f ∈ P. In particular, we denote by (u) n := u, x n , n ≥ 0 , the moments of u. It is straightforward to prove that for c , d ∈ C , c = d , f ∈ P and u ∈ P (see [15] )
Let us define the operator σ : P → P by (σf )(x) := f (x 2 ). Then, we define the even part σu of a linear functional u by σu, f = u, σf .
Therefore, we have [14] f (x)σu = σ f (x 2 )u ,
σu = 2 σ(xu) .
The linear functional u is said to be regular (quasi-definite) if there exists a sequence {P n } n≥0 of polynomials with deg P n = n, n ≥ 0, such that u, P n P m = r n δ n,m , n, m ≥ 0 , r n = 0 , n ≥ 0 .
We can always assume that each P n is monic i.e. P n (x) = x n + lower degree terms. Then the sequence {P n } n≥0 is said to be orthogonal with respect to u (MOPS in short). It is a very well known fact that the sequence {P n } n≥0 satisfies a three term recurrence relation see, for instance, the monograph by T. S. Chihara (see [7] )
with ξ n , ρ n+1 ∈ C × C * , n ≥ 0 . By convention, we set ρ 0 = (u) 0 = 1.
A linear functional u is called symmetric if (u) 2n+1 = 0, n ≥ 0. The conditions (u) 2n+1 = 0, n ≥ 0, are equivalent to the fact that the corresponding MOPS, {P n } n≥0 , satisfies the recurrence relation (6) with ξ n = 0, n ≥ 0 (see [7] ).
A regular linear functional u is said to be positive definite if u, f > 0 for all f ∈ P such that f (x) ≥ 0, for every x ∈ R and f = 0 or, equivalently, its MOPS satisfies (6) with ξ n ∈ R and ρ n ∈ R * + for all n ≥ 1 (see [15] ).
From a structural point of view, a very important family of regular linear functionals has been exhaustively analyzed in the literature during the last two decades. Let us recall that a linear functionalũ is said to be semiclassical when it is regular and there exist two polynomialsΦ , a monic polynomial, andΨ, degΨ ≥ 1, such that Φũ +Ψũ = 0 . 
where c belongs to the set of zeros ofΦ. Notice that this condition means that the polynomialsΦ andΦ (x) +Ψ(x) are coprime as well as the equation (7) is irreducible (see [15] ).
The corresponding MOPS {P n } n≥0 is said to be semi-classical of classs. Whens = 0,ũ is a classical linear functional (Hermite, Laguerre, Jacobi, and Bessel). See [7] and [15] .
Semi-classical linear functionals associated with weight functions were considered first by J. Shohat [18] in the framework of the existence of sequences of orthogonal polynomials satisfying second order linear differential equations with polynomial coefficients (holonomic equations). Later on, P. Maroni and coworkers have extensively studied such a kind of linear functionals with a special emphasis on their structure properties. For instance, [15] Indeed, the classification of semi-classical linear functionals according to some criteria of optimal information from their Pearson equation, plays a central role in the constructive theory of such linear functionals. In [5] S. Belmehdi makes use of this approach to provide a full description of all semi-classical linear functionals of class s = 1. In [1] the classification of symmetric semi-classical linear functionals of such a class is given. Recently, the semi-classical linear functionals of class s = 2 are completely described by F. Marcellán et al. in [8, 10] . In [9] , the authors gives a complete description of all symmetric semi-classical linear of class s = 3 using such an approach. Finally, a complete study of the class of the symmetric companion u of a linear functional v in terms of the class of v is done in [4] . Notice that some examples of symmetric semi-classical linear functionals of class greater than 2 have been analyzed in [2] . The aim of our contribution is to cover this gap.
As a first step, it is natural to deal with the description of the symmetric semi-classical linear functionals of class s = 4.
The structure of the manuscript is as follows. In Section 2, the irreducible canonical Pearson equations associated with symmetric semi-classical linear functionals of class s = 4 are obtained. Thus, fifteen irreducible canonical cases appear. In Section 3, the integral representation of such linear functionals is given, with a special emphasis on the positive definite case.
Irreducible canonical functional equations
First of all, let us recall the following result:
Let u be a symmetric semi-classical linear functional of class s, satisfying (8). If s is an even nonnegative integer number, then Φ is an even polynomial function and Ψ is an odd polynomial function. If s is an odd nonnegative integer number, then Φ is an odd polynomial function and Ψ is an even polynomial function.
In the sequel, we will assume that the linear functionalũ is symmetric and semi-classical of classs = 4. Then, according to the above propositionũ satisfies (7) with
As a consequence, the moments (ũ) n of the linear functionalũ satisfy the linear difference equation
with (ũ) 0 = 1 and (ũ) 2n+1 = 0 , n ≥ 0 . Then, the set of solutions is a linear space of dimension at most three.
The linear functional h aũ dilation ofũ is defined by
The semi-classical character of a linear functional is preserved by a dilation. Indeed, the dilated linear functional u = (h a −1 )ũ , a ∈ C * , satisfies (Φu) + Ψu = 0 ,
with Φ(x) = a −tΦ (ax) , Ψ(x) = a 1−tΨ (ax) , t = degΦ .
The sequence {P n (x)} n≥0 , whereP n (x) = a −n P n (ax), is orthogonal with respect to u and fulfils (6) witĥ ξ n = 0,ρ n+1 = ρ n+1 a 2 , n ≥ 0 .
As we can see, a dilation h a does not modify the nature of a symmetric semi-classical linear functional. This process will be applied to the Pearson equation satisfied by a symmetric semi-classical linear functional of class s = 4. In the sequel, a ∈ C * will denote an arbitrary complex number. A convenient choice of a , according to the expression ofΦ, allows us to re-locate the zeros ofΦ in the complex plane. In this way, (9) can be reduced either to some situations which appear in the literature or yield new linear functionals not yet studied. Thus we get canonical distributional equations of class four in a simple way, that becomes a pattern for the family of equations which can be reduced using a shifting.
According to Proposition 2.1, we will analyze two situations.
A. degΦ = 6 and 1 ≤ degΨ ≤ 5. B. degΨ = 5 and 0 ≤ degΦ ≤ 4.
We will discuss the following cases. A 1 .Φ has six simple zeros.
We choose a such that α 1 = a = 0, α 2 = ac and α 3 = ad with c 2 , d 2 / ∈ {0, 1} and c 2 = d 2 . Thus (13) reduces to
The rational function − Φ + Ψ Φ has six simple poles 1 , −1 , c , −c , d and −d. We denote by
the corresponding residues. Then, after some straightforward calculation, we obtain
Notice that detM = (c 2 − 1)(d 2 − 1)(c 2 − d 2 ) = 0. This means that this change of parameters is bijective. (We have the same kind of relation between the new parameters and the old ones in the other cases that we will study in the sequel.) Now, changing the parameters in (14) , according to the condition of irreducibility (8) we get
This is the irreducible Pearson equation satisfied by a linear functional of class four when Φ in (10) has six simple zeros.
We will proceed in a similar way in the cases listed in below.
A 2 .Φ has five different zeros and one of them is double zeros. In such a situation α 1 = 0 and α 2 α 3 = 0.
We choose a such that α 2 = a and α 3 = ac with c / ∈ {−1, 0, 1}. Then (13) can be written as
By an appropriate choice of the coefficients a 4 , a 2 , and a 0 , (16) becomes
This is the corresponding irreducible Pearson equation of a linear functional of class four when Φ in (10) has five different zeros and one of them is of multiplicity two. Remark 1. If c 2 = −1 and α = −2, then we obtain the result given in [3] .
A 3 .Φ has four different zeros and two of them are a double zero. We choose a such that α 1 = α 2 = a and α 3 = ac with c / ∈ {−1, 0, 1}. Then (13) becomes
From a suitable choice of the coefficients a 4 , a 2 , and a 0 , (18) yields
This is an irreducible Pearson equation of a linear functional of class four, when Φ in (10) has four different zeros when two of them are of multiplicity two.
A 4 .Φ has three different zeros of multiplicity two, i.e. α 1 = 0 and α 2 α 3 = 0.
We choose a such that α 2 = α 3 = a.
By a skilful choice of the coefficients a 4 , a 2 and a 0 , (20) can be written as
This is the irreducible Pearson equation for a functional of class four, when Φ in (10) has a three different zeros of multiplicity two.
A 5 .Φ has three different zeros and one of them of multiplicity four. This means that either α 1 = α 2 = 0 and α 3 = 0.
We choose a such that α 3 = a. (13) can be written as
By an appropriate choice of the coefficients a 4 , a 2 and a 0 , (22) reads as
This is the irreducible Pearson equation for a functional of class four, when Φ in (10) has a three different zeros: two of them are simple and the other one has multiplicity four. A 6 .Φ has two different zeros of multiplicity three.
We choose a such that α 1 = α 2 = α 3 = a. Then (13) becomes
From a suitable choice of the coefficients a 4 , a 2 and a 0 , (24) can be written as
This is the irreducible Pearson equation for a functional of class four, when Φ in (10) has a two zeros of multiplicity three.
We can consider two subcases.
Let a be such that a −4ã 0 = −8. Then (26) reduces to
By a skilful choice of the coefficients a 4 and a 2 , (27) yields
This is the irreducible Pearson equation for a functional of class four, when Φ in (10) has a zero of multiplicity six and this zero is a simple zero of Ψ.
If we chose a such that a −2Ψ (0) = −24, then we obtain
By an appropriate choice of the coefficient a 4 , (29) reads
This is the irreducible Pearson equation for a functional of class four, when Φ in (10) has a zero of multiplicity six and it is a triple zero of Ψ. Remark 2.
(1) If zero is a root of multiplicity five ofΨ, the equation (26) writes
Then, we obtain (2n + 1 −ã 4 )(u) 2n+6 = 0 , n ≥ 0 .
So after a certain rank the Hankel determinants associated with u are all hopeless, by following u is not regular. Then the case is to reject.
(2) From (30), we have
where k is a normalization term and v is the symmetric semi-classical linear form of class two defined by the Pearson equation (see [8, 10, 17] )
The linear functional u defined by (31) is regular if and only if (see [12] )
We will analyze the following situations:
u and u satisfy, respectively,
Let a be such that α 1 = a and α 2 = ac with c / ∈ {−1, 0, 1}. Then (32) becomes
By an appropriate choice of the coefficients a 4 , a 2 , and a 0 , with λ = 0 we get
This is the irreducible Pearson equation for a linear functional of class four, when Φ in (10) has four simple zeros. B 2 .Φ has three simple zeros and one of them of multiplicity two. This means α 1 = 0 and α 2 = 0.
We choose a in such a way that α 2 = a. Then (32) reads as
By a suitable choice of the coefficients a 4 , a 2 and a 0 , with λ = 0 we obtain
This is the irreducible Pearson equation for a linear functional of class four, when Φ in (10) has a zero of multiplicity two.
B 3 .Φ has two zeros of multiplicity two.
We choose a such that α 1 = α 2 = a. (32) becomes
By an appropriate choice of the coefficients a 4 , a 2 and a 0 with λ = 0, (37) yields
This is the irreducible Pearson equation for a linear functional of class four, when Φ in (10) has two zeros of multiplicity two. We choose a in such a way thatã 4 a 2 = 2. Then (32) reads as
By a suitable choice of the coefficients a 2 and a 0 , (39) can be written as
This is the irreducible Pearson equation for a linear functional of class four, when Φ in (10) has a zero of multiplicity four.
We need to discuss the following situations. B 5.1 .Φ has two simple zeros. u and u satisfy, respectively, (
If we choose a such that α 1 = a, then we have
By an appropriate choice of the coefficients a 4 , a 2 and a 0 with λ = 0, (42) reads as
This is the irreducible Pearson equation for a linear functional of class four, when Φ in (10) has two simple zeros. 
By a suitable choice of the coefficients a 2 and a 0 , (44) can be written as
If we choose a such that a 6ã 4 = 6, then (46) reduces to
Since Φ is non zero constant, condition (8) 
Integral representation of symmetric semi-classical linear functionals of class s=4.
Let u be a symmetric semi-classical linear functional of class s satisfying (10) and let us assume (u) 0 = 1. Our aim will be to obtain an integral representation of u
where we assume the function U is absolutely continuous on R and it decays as fast as its derivative U . From (10), we get
Hence, from the assumptions on U , the following conditions hold 
where w is arbitrary and g is a locally integrable function with rapid decay representing the null-linear functional (see [13] )
Conversely, if U is a solution of (51) verifying the hypothesis above as well as
then (49) − (50) are fulfilled and (48) defines a linear functional u which is a solution of (10). If w = 0, then (51) becomes
We will consider the above fifteen canonical functional equations and, in each case, an integral representation of the corresponding linear functionals will be given.
and, as a consequence,
is the solution at some intervals depending on c and d (see below).
On the other hand, if αβγ = 0 and α , β , γ > −1, then the conditions (8) and (49) hold in the following situations:
In such a case, u is represented by
since from an integration by parts we deduce that the linear functionals u 1 , u 2 and u 3 defined by
are solutions of (15) . The same result holds for any linear combination of u 1 , u 2 and u 3 with coefficients A, B and C We will proceed in a similar way in the case below.
In such a case, we get
Remark 3. The condition αβγ = 0 is sufficient to ensure that the condition of irreducibility (8) is satisfied (see second equation in (15)). Indeed, for every parameter α, β, γ > −1 satisfying (15), we obtain the integral representations given above.
Particular case:
If α = β = γ = 0, then (15) becomes
Which may be written as (
with
.
(62) (60) is equivalent to λ 1 λ 2 λ 3 = 0. On the one hand, by virtue of the definition of the derivative of a linear functional, we have
On the other hand, from (61) we get
The conjunction of (63)) and (64) leads to
By a simple computation, we can see that (u) 0 = 1 and (u) 2 , (u) 4 are an arbitrary parameter. Let us define 4 and ∆ n (λ, µ) is the Hankel determinant associated with u.
For any integer n, ∆ n (λ, µ) is a polynomial in λ and µ, then the linear functional u satisfying (58) is regular and of class four if and only if (λ, µ) / ∈ n≥0 E n .
Let us back to equation (61), then we have
where H x is the Heaviside step function:
Then, u is represented by
Finally, it is straightforward to check that for βγ = 0 and α, β, γ > −1, the conditions (8) and (49) hold in the following situations:
A 3 . From (19) to (54), we obtain
is the solution at some intervals depending on c. For instance, if βγ = 0 , α , γ > −1 and β > 0, then the conditions (8) and (49) hold in the following situations:
Remark 4. For every parameter α, γ > −1 and β > 0 such that (19) is verified, we also obtain the integral representation given above, except when β ≤ 0. For β = 0 see below.
Particular case:
If β = 0, thus for (19) we get
where k is a normalization term andv is the symmetric semi-classical linear form of class two defined by the Pearson equation ( see [8, 10] )
Notice that the linear functional u defined by (72) is regular if and only if the MOPS P n (x) , n ≥ 0 , satisfies (see [6] ) P n+1 (−1 ; k) P n (−1 ; k)
where P n (x) , n ≥ 0 , are the monic polynomials orthogonal with respect tov and {P n (. ; µ)} n≥0 is the co-recursive MOPS of {P n } n≥0 (see [7] ) P n (x; µ) = P n (x) − µP
n } n≥0 is the sequence of associated polynomials of the first kind for the sequence {P n } n≥0 (see [15] ). From (3) and (72), we obtain
A 4 . From (21) to (54), we get U U = 2βx
Notice that if γ > 0 and α , β > −1 , then the conditions (8) and (49) hold. Thus u is represented by
Here k is a constant such that (u) 0 = 1. Particular case:
If γ = 0, thus from (21) we have
where G.G(a, b) is the generalized Gegenbauer linear functional defined by the Pearson equation (see [7] ) G(a, b) .
The above linear functional u is regular if and only if k 1 and k 2 satisfies (see [2] ) The action of the linear functionals defined in (76) over the polynomial x 2n yields (u) 2n = (1 − k 1 − 2k 2 ) Γ(n + α + 1)Γ(α + β + 2) Γ(n + α + β + 2)Γ(α + 1) + 2k 2 , n ≥ 1 .
Finally from (76) we obtain
Thus,
Notice that if γ = 0 , α , γ > −1 and β ≥ 0, then the conditions (8) and (49) hold. Thus u is represented by
A 6 . From (25) to (54) we obtain U U = 2αx
Furthermore, for β > 0 and α > −1, (8) and (49) hold. As a consequence u is represented by
If β = 0, then (25) becomes
where G(α) is the Gegenbauer linear functional that satisfies (see [15] )
with α + 1 = −n and 2α + 1 = −n , n ≥ 0 . The above linear functional u is regular if and only if k satisfies (see [2] )
Finally, from (81) we get
) .
When f (x) = x 2n , the above expression becomes
− 4nk , n ≥ 0 .
A 7.1 . In this case, it is not possible to choose w = 0. Indeed, from (28) and (54) (e.i. (51) with w = 0 ), we get
A priori there is no a real path C such that x 6 U (x)f (x)| C = 0 , f ∈ P. This is analog of Bessel in classical case (see [13] for more information ). Thus, we handle it differently with choice w = 0 in (51). From (28) to (51), we get (
For instance, let g(x) = x|x|s(x 2 ) , x ∈ R, where s is the classical Stieltjes function [13] s
A possible solution of (82) is the even function
Proof. From (90) and using the Stieltjes representation (52) of the null-form, we get
Suppose (91) for n ≥ 1 fixed. From (90) where α → α + 2n and t → t 2
hence easily (91) for n → n + 1 .
Corollary 3.3. If β = 0, then S −2n = 0 , n ≥ 0 . This results is consistent with the fact the linear form u defined by (28) where β = 0 is not regular for these values of α. Proposition 3.4. For α ≥ 5 2 , we have S α > 0.
Proof. First, we need the following Lemma [13] Lemma 3.5. Consider the following integral
where we suppose F (t) ≥ 0, continuous, increasing in 0 < t ≤ t and decreasing to zero for t > t. Then,
Now, denoting
We have from (89)
Consequently, F α (t) > 0 for t > 0, F α (0) = 0 and lim t→+∞ F α (t) = 0 which implies that F α has a maximum for t = t defined by f α (t) = f α (t). Hence
From the first inequality of (94) and by virtue of (96) necessarily t ≤ 3. Therefore the implication (93) is true if the following is verified π 0 sin t 2(π + t) 3 α(π + t) 8 + 2β(π + t) 4 + 16
The function t → 
Besides T α and ψ α verify the following relation:
Remark 6. By applying the same process as we did to obtain (100), we have (x 4 σu) − 2x 2 (αx + 1)σu = 0 .
Moreover, if (1 − 2α)(u) 4 − 2(u) 2 = 0, then from (8), the linear functional σu is semi-classical of class s = 2.
Finally, from (102), we get
The integral representation (108) doesn't exist in the list given in [10] .
Thus, 
s 2 : If λ < 0 and 0 < c < 1, then Hence, 
whereṽ is symmetric semi-classical form of class two satisfies (see [8, 10] )
((x 2 − 1)ṽ) + 2x(λx 2 − λ − 1)ṽ = 0 .
Notice that the linear functional u defined by (116) Then,
where H is the Hermite linear functional that satisfies [7] H + 2xH = 0 .
The above linear functional u is regular if and only if k satisfies (see [2] ) 1 + kK n (1, 1) kK n (1, −1) kK n (1, −1) 1 + kK n (−1, −1) = 0 , n ≥ 0 .
From (120), applying both linear functionals x 2n we get (u) 2n = (1 − 2k) λ −n Γ(2n + 1) 2 2n Γ(n + 1) + 2k , n ≥ 0 .
Finally, from (120) we obtain Thus, So 
