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1 Introduction
In reference [1] a general formalism is introduced for the treatment of the
continuous monitoring of a quantity or a set of quantities in the framework of
Quantum Mechanics. The formalism turns out to be strictly related to a more
particular one previously proposed by E. B. Davies for the observation of the
counting times on a system of counters [2]. It is introduced in the context of the
generalized formulation of Quantum Mechanics (GQM), based on the concept
of positive operator valued measures (p.o.m.) and operation valued measures
or instruments [2]-[4], in which approximate observations of non commuting
observables and even sequences of observations of the same observables can be
put on the same foot as the supposed exact observations considered in ordinary
formulation (see app. A). The outcome is a distribution of probability on the
set of all the possible continuous histories of the monitored quantities in the
considered time interval. The class of event subsets is characterized in terms
of time averages of the monitored quantities of the type
ash(t) =
∫
dt′ h(t− t′) as(t′) , (1)
the h(t)s being appropriate weight functions.
Later, various alternative formulations of the theory have been given
and various aspects developed with interesting applications, particularly in
the field of Quantum Information and Optics (for a recent presentation see e.
g. [6] and references therein).
The original purpose of [1] was, however, to obtain a modification of
ordinary Quantum Theory, in which an intrinsic classical level for some basic
macroscopic quantities could be introduced, to solve consistently the problem
of the interpretation of the theory in the sense of Bohr and of Von Neumann
(which requires, as well known, the setup and output of an experiment to be
described classically). The idea was that certain basic quantities should be
chosen once for ever by an additional postulate and they should be thought as
having at any time well defined values, considered as beables in the sense of Bell,
by treating them formally as continuously observed. Then any observation on
a microscopic system should be expressed in terms of the modifications that its
interaction with the remaining part of the world produces in the value of such
basic macroscopic quantities. Obviously the theory remains statistic and to
any possible evolution of the basic quantities a precise probability is assigned,
but interference among different histories are in principle excluded. Note that,
even if in a completely different mathematical framework, similar conceptual
ideas seem to be at the basis of the so called theory of the consistent histories
[7], with reference to which see however ref. [8].
A significant property of the theory is that integrating over all possible
histories of the basic quantities in a given time interval (t0, tF ) is equivalent in
Schroedinger picture to introduce a dissipative term in the Liouville-Von Neu-
mann evolution equation for the statistical operator. Alternatively in Heisen-
berg picture (which we find more convenient in this paper) this corresponds to
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ascribe a time dependence to the statistical operator according to an equation
involving the same term. In the cases of our interest we can write
∂ρˆ(t)
∂t
= −
∑
j
αj
4
[Aˆj(t), [Aˆj(t), ρˆ(t)]] . (2)
Here Aˆ1(t) = eiHˆtAˆ1e−iHˆt, Aˆ2(t) = eiHˆtAˆ2e−iHˆt, . . . denote Heisenberg pic-
ture Hermitian operators not necessarily each other commuting and α1, α2, . . .
certain positive constants. In the case, the monitored quantities a1, a2, . . . may
be considered as a simultaneous coarse grained approximations of the ordinary
quantum observables A1, A2, . . . with 〈as(t)〉 = 〈Aˆs(t)〉 = Tr[Aˆs(t) ρ(t)] and
the variance 〈(ash(t)− 〈ash(t)〉)2〉 (which is supposed to be small) expressed as
the sum of an intrinsic classical term independent of ρˆ and a minor modifica-
tion of the ordinary quantum variance for As(t). To a1, a2, . . . in the following
we shall conventionally refer as the macroscopic A1, A2, . . . 1
Notice that eq. (2) is trace and positivity preserving. The time depen-
dence of ρˆ expresses the permanent effect of the modification introduced in
the theory (formally the perturbation produced by the continuous monitoring),
even when any information on the mentioned basic quantities is completely
disregarded. The equation makes our theory in contact with theories that in-
troduce ad hoc dissipative terms, as a noise, to simulate the interaction of
the apparatus with an environment (see in particular in this connection ref.
[9]) or theories that want introduce an intrinsic progressive decoherence and a
spontaneous collapse at a more fundamental level. Theories of the latter type
received considerable attention in the last thirty years (see e. g. [10] for general
revues and complete references; a small representative sample, corresponding
to various point of view, is reported in refs. [11]-[14]). However in our per-
spective interference terms among macroscopic states do not decay but do not
exist in principle.
Unfortunately in the original form our theory, like all variants of deco-
herence and spontaneous collapse theories, meets two main difficulties: i) it is
in conflict with basic conservation rules, specifically with energy conservation;
ii) it does not seem it can be extended to relativistic field theories [1],[15]. 2
Both these difficulties seem to be related to the requirement α1, α2, . . . to
be positive. In this paper I show that it is possible to release such requirement
and significant models can be constructed in which, by an appropriate choice
of the operators Aˆ1, Aˆ2, . . ., of the constants α1, α2, . . . and of the weight func-
tions h(t), a consistent positive probability distribution can be defined for the
histories of the related basic quantities, the conservation rules respected and
relativistic covariance achieved, when appropriate. This even if ρˆ(t) does not
remain positive in the ordinary sense.
1 As a rule, across the paper we shall denote by hatted letter Aˆ, Bˆ, . . . operators on the
Hilbert space of the system; by A, B, . . ., the corresponding abstract observables, if they
are self-adjoint; by the a, b . . . the related macroscopic quantities, if the case.
2 In ref. [16], in the somewhat different perspective of a finite difference Liouville von
Neumann equation, the energy is conserved but the second difficulty remains
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First, to clarify the problem, we consider the two pedagogical models
of the non relativistic harmonic oscillator and the real relativistic scalar field,
both in the original and in the modified formalism, when we introduce as basic
classical variables a macroscopic position and a macroscopic field respectively.
Then we treat the physically more significant case of Spinor Quantum Elec-
trodynamics with again the macroscopic components of the electromagnetic
field assumed as classical or beables.
In the latter case eq. (2) has to be replaced by a Tomonaga-Schwinger
like equation of the form
δρˆ[σ]
δσ(x)
=
γ
16
[
Fˆµν(x),
[
Fˆµν(x), ρˆ[σ]
]]
, (3)
Note that the form of the right end side in this equation is practically com-
pletely determined by Lorentz and gauge invariance requirements but it cor-
responds to α1, α2, . . . not all positive. Naturally, as in any field theory the
averages (1), in terms of which the probabilities are defined, have to be re-
placed by expressions of the type
fµνh (x) =
∫
d4xh(x− x′) fµν(x′) (4)
and the restriction on the h(x)s consists in the requirement that only time like
wave vectors k occur in the Fourier transform h˜(k) or that they are dominant.
Note also that in the perspective of the model the dimensionless constant
γ which appears in eq. (3) should be understood as a new physical fundamental
constant, that discriminates between classical and quantum scales.
Furthermore, as we told, only observables must be considered that can
be expressed in terms of modifications of the macroscopic field. as a conse-
quence, in comparison with the collapse models, our proposal corresponds to
a specific choice of the “dissipative” term in the Liouville-von Newman equa-
tion, dropping the positivity requirement at the price of restricting the class
of the observables.
The plan of the paper is the following one. In section 2 we review the
original formalism of the continuous monitoring, manly to establish notations,
and recall the important notion of functional generator. In sect 3 we consider
the two pedagogical models of the harmonic oscillator and of the free real scalar
case in the original and discuss the problem of the conservation rules. In sect. 4
we show, for the same models, how the formalism can be consistently modified
in order to overcame the difficulties. In sect. 5 we introduce the mentioned
more significant case of the spinor QED. Finally in sect. 6 we summarized the
results and try to make some conclusions.
2 Continuous monitoring of a set of quantities
As well known, in the framework of the ordinary quantum mechanics, in
which observables correspond to selfadjoint operators or equivalently to pro-
jection valued measures, a continuous monitoring of a quantity or of a set of
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quantities cannot be significantly considered due to a negative result usually
recalled as Zeno’s theorem or paradox [17]. According to such theorem, if we
make repeated observations of the same quantity and let the time interval
ǫ between two subsequent observations go to 0, the value of the quantity is
frozen to its initial value and does not longer change with time. In the Heisen-
berg picture the difficulty may be essentially related to the fact that operators
corresponding to the same quantity at different times do not commute each
others. On the contrary it can be understood that in Generalized Quantum
Mechanics (GQM) it is possible to consider a double limit, in which as ǫ→ 0,
the observation in itself is made progressively less precise, in such way that a
finite result is attained. The discussion in this section may be thought in this
perspective, even if the double limit is not explicitly shown. The result is a
generalized stochastic process in the sense of Gel’fand, in which a set of finite
measure of histories of the quantities of interest has to be specified in terms
of successive time averages of the type (1), rather than by values assumed at
definite times.
In GMQ the case of a set of quantities continuously kept under observa-
tion can be introduced on complete analogy with the case of the observation
of a set of quantities at a given time.
Let (t0, tF ) be a reference time interval (where tF might be eventually
taken to +∞), let Y be the functional space of all possible histories a(t) ≡
(a1(t), a2(t), . . . ap(t)) of the quantities kept under observation and Σ the class
of the measurable subsets of Y according to some definition to be specified
later. Let also denote by Σtbta ⊂ Σ the class of the measurable subsets ofY corresponding to restrictions on the histories only in the interval (ta, tb) ⊂
(t0, tF ). Then, we assume that to the continuous observation of a(t) during the
time interval (ta, tb) an instrument, or normalized operation valued measure,
F(tb, ta;M) and the related p.o.m. F (tb, ta;M) = F ′(tb, ta;M)Iˆ are associated
with M ∈ Σtbta and
P (tb, ta;M) = Tr[Fˆ (tb, ta;M)ρˆ(ta)] = Tr[F(tb, ta;M)ρˆ(ta)] (5)
interpreted as the probability of observing a(t) ∈M ( ρˆ(ta) being the statistical
operator at the time ta). According to the general definitions and axioms in
GQM by an operation F we mean a positive mapping of the class of trace
class operator in itself and by F ′ its dual mapping on the class of the bounded
operators according to the definition Tr[BˆFXˆ] = Tr[(F ′Bˆ)Xˆ] . By normalized
measure we intend that the mapping
G(tb, ta) ≡ F(tb, ta;Y) , (6)
is trace preserving and consequently Fˆ (tb, ta;Y) = Iˆ and P (tb, ta;Y) = 1.
Furthermore we assume also that F(tb, ta;M) satisfies the Markovian
relation
F(tc, tb;N)F(tb, ta;M) = F(tc, ta;N ∩M) , (7)
which expresses the independence of the observation of a(t) in successive in-
tervals of time (notice that M ∈ Σtbta , N ∈ Σtctb ⇒ N ∩M ∈ Σtcta ).
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Then
P (tc, ta; N ∩M) = Tr [Fˆ (tc, tb;N)F(tb, ta;M)ρˆ(ta)] (8)
gives the joint probability of observing a(t) ∈M in the time interval (ta, tb) and
a(t) ∈ N in the interval (tb, tc), while the ratio between (8) and (5) gives the
conditional probability of observing a(t) ∈ N if a(t) ∈M has been observed.
By setting M = Y in (8) we find
P (tc, tb; N) = P (tC , ta; N ∪ Y) = Tr[Fˆ (tc, tb;N)G(tb, ta)ρˆ(ta)]. (9)
Then, for comparison with (5), we can set ρˆ(tb) = G(tb, ta)ρˆ(ta) and so the
perturbation produced on the system by its continuous observation introduces
a kind of time dependence on the statistical operator in Heisenberg picture,
that is described by the action of the mapping G(tb, ta)
Finally, on analogy of the usual probability theory, we can define a char-
acteristic functional operator (CFO) as the functional Fourier transform
G(tb, ta; [ξ(t)]) =
∫
F(tb, ta;DcM) exp
{
−i
∫ tb
ta
dtξs(t)as(t)
}
, (10)
where DcM denotes the measure of an elementary set in the functional space
Y (the index “c” referring to the interpretation of a(t) as a classical history,
to distinguish the classical functional measure from the quantum path integral
measure, which shall be used in the following). The concept of CFO turns out
to be very useful, not only to study the properties of the structure we are
considering but even to construct it.
Notice that in terms of G(tb, ta; [ξ(t)]) assumption (7) becomes
G(tc, tb; [ξ(t)])G(tb, ta; [ξ(t)]) = G(tc, ta; [ξ(t)]) . (11)
Then, if we set
G(t+ dt, t; [ξ(t)]) = 1 +K(t; ξ(t))dt , (12)
we can write the differential equation
∂
∂t
G(t, ta; [ξ]) = K(t; ξ(t))G(t, ta; [ξ]) . (13)
This can be formally solved as
G(tb, ta; [ξ]) = T exp
∫ tb
ta
dtK(t; ξ(t)) , (14)
T being the usual time ordering prescription.
Now let us observe that
G(tb, ta; [0]) = F(tb, ta;Y) ≡ G(tb, ta). (15)
Then, setting ξ(t) = 0 in (11-14), there follow the semigroup property
G(tc, ta) = G(tc, tb)G(tb, ta) , (16)
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the equation
∂
∂t
G(t, ta) = L(t)G(t, ta) (17)
and also
G(tb, ta) = T exp
∫ tb
ta
dtL(t) , (18)
where obviously
L(t) = K(t; 0) . (19)
and, being G(tb, ta) trace preserving,
Tr{L(t)ρˆ} = 0 . (20)
Under some additional restrictions eq. (20) and the requirement of positivity
(actually of complete positivity) implies L(t) to be of the general form
L(t)ρˆ = −
p∑
s=1
αs(Rˆ
s†Rˆsρˆ+ ρˆRˆs
†
Rˆs − 2RˆsρˆRˆs†) . (21)
αs being appropriate positive constants (cf. [18]). Note that eq. (2) is a par-
ticular case of eq. (21) for Rˆs = 12 Aˆ
s.
Conversely we can set
F(tb, ta;DcM) = f(tb, ta; [a(t)])DcM , (22)
with
f(tb, ta; [a(t)]) =
=
∫
Dcξ exp
{
i
p∑
s=1
∫ tb
ta
dt ξs(t) as(t)
}
G(tb, ta; [ξ(t)] (23)
and define the probability density
p(tb, ta; [a(t)]) = Tr{f(tb, ta; [a(t)]) ρ(ta)} . (24)
Here the measure Dcξ is normalized in such a way that∫
Dcξ exp
{
−i
p∑
s=1
∫ tb
ta
dt ξs(t) (as(t)− a′s(t))
}
= δ([a(t)]− [a′(t)]) , (25)
δ([a(t)]− [a′(t)]) being the δ - functional with respect to the measure Dca.
Formally, this may be achieved assuming the interval (ta, tb) divided in
N equal parts of amplitude ǫ = (tb − ta)/N and defining
DcM ≡ Dca =
( ǫ
2π
)Np/2
dpa1 . . . d
paN , Dcξ =
( ǫ
2π
)Np/2
dpξ1 . . . d
pξN ,
(26)
and
δ ([a(t)]− [a′(t)]) =
(
2π
ǫ
)Np/2
δp(a1 − a′2) . . . δ(aN − a′n), (27)
8 G. M. Prosperi
to be understood in the limit N →∞.
Eqs. (22) and (23) enable us to reconstruct F(tb, ta;M) given G(tb, ta; [ξ])
or K(t, ξ(t)). Naturally, K(t, ξ(t)) has to be of an appropriate form in order
f(t1, t0; [a(t)]), as defined by (23), to be completely positive and definition (24)
sensible.
Two such forms are known: the Gaussian form and the Poissonian form,
and obviously a sum of the two. We are interested only in the first form which
consists in setting:
K(t, ξ(t))ρˆ = L(t)ρˆ− i
p∑
s=1
ξs(t)(Rˆs(t)ρˆ+ ρˆRˆs
†
(t))−
p∑
s=1
1
4αs
ξs 2(t) ρˆ (28)
That (28) is a correct prescription can be shown in a variety of ways, by path
integral, operator or stochastic calculus techniques. The point is to obtain a
more explicit expression for the right end side of eq. (14) and replace it in (23)
showing that this can be written in the form
f(tb, ta; [a(t)]) = Γˆ (tb, ta)ρˆ(ta)Γˆ
†(tb, ta) . (29)
In the following we shall use path integral techniques.
Notice that from (23), (25) we have∫
Dca f(tb, ta; [a(t)]) =
∫
Dcξ δ([ξ])G(tb, ta; [ξ]) = G(tb, ta) (30)
and so ∫
DcaTr {f(tb, ta; [a(t)])ρˆ(ta)} = Trρˆ(ta) = 1 . (31)
Likewise, for the momenta of the components of a(t) at certain definite times
t1, t2, . . . tN in the interval (ta, tb) we obtain
〈as1(t1) as2(t2) . . . asl(tl)〉 =
∫
Dca a
s1(t1) a
s2(t2) . . . a
sl(tl) (32)
Tr {f(tb, ta; [a(t)])ρˆ(ta)} = il Tr
{
δ
δξs1(t1)
. . .
δ
δξsl(tl)
G(tb, ta; [ξ])ρˆ(ta)
} ∣∣∣
ξ=0
.
and in particular for the expectation value of a single component
〈as(t)〉 = Tr
[
i
δ
δξs(t)
G(tb, ta; [ξ])|ξ=0 ρˆ(ta)
]
= (33)
= Tr
[
G(tb, t) i ∂
∂ξs
K(t, ξ)|ξ=0 G(t, ta) ρˆ(ta)
]
= Tr[Aˆs G(t, ta) ρˆ(ta) ] ,
with
Aˆs(t) = Rˆs(t) + Rˆs†(t) . (34)
Therefore we can talk of a1(t), a2(t), . . . , ap(t) as the value at time t
of the macroscopic or, in our interpretation, the classical counterpart of the
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quantum observable associated to Aˆs even if A1, A2, . . . , Ap do not each others
commute.
For the second momenta we have
〈as(t) as′(t′)〉 = δ(t− t′)Tr
{
∂2K(t, ξ)
∂ξs∂ξs′
G(t, ta)ρˆ
} ∣∣∣
ξ=0
−
−θ(t− t′)Tr
{
∂K(t, ξ)
∂ξs
G(t, t′)∂K(t
′, ξ)
∂ξs′
G(t′, ta)ρˆ
} ∣∣∣
ξ=0
−
−θ(t′ − t)Tr
{
∂K(t′, ξ)
∂ξs′
G(t′, t)∂K(t, ξ)
∂ξs
G(t, ta)ρˆ
} ∣∣∣
ξ=0
. (35)
The occurrence of the δ term in eq. (35) shows that only time averages
of the type
ah =
∫
dt h(t) · a(t) ≡
∫
dt
p∑
s=1
hs(t)as(t) , (36)
are actually significant, the weight functions h(t) ≡ (h1(t), . . . , hp(t)) being
elements of the dual space Y ′. Therefore the class Σ of the measurable set in
Y should be defined in terms of such quantities and we can talk of the statistics
of the histories as of a generalized stochastic process in the sense of Gel’fand.
Typically one can choose Y = E ′×E ′×. . . E ′ and Y ′ = E×E×. . . E , where
E is the class of the function with compact support in the t-axis and infinitely
differentiable everywhere with the possible exception of finite discontinuities on
the border of the support and E ′ the dual space of E (a subset of the Schwartz
distribution space; punctual spectrum is not allowed). The possibility of finite
discontinuities on the border has to be admitted to give full meaning to eq.(11).
Furthermore we recall that, if h1(t), h2(t), . . . hl(t) are a set of elements
of Y ′ as above and B a Borel set in Rn, the subset of Y
C(h1, h2, . . . hn;B) = {a(t) ∈ Y; (ah1 , ah1 . . . ah1) ∈ B} (37)
is called a cylinder set. Then Σ can be identified with the σ-algebra generated
by all the cylinder sets for any choice of n, B ⊂ Rn and of h1, h2, . . . hn. The
sub-algebra Σtbta is the same, but with hj with support in the interval (ta, tb)..
Alternatively, we may refer to densities of probability of the form
p(a¯1, h1; a¯2, h2; . . . a¯l, hl) = (38)
=
∫
Dca δ(a¯1 − ah1) . . . δ(a¯l − ahl)Tr {f(tb, ta; [a]) ρˆ} =
1
(2π)l
∫
dk1 . . .
. . . dkl e
i(k1a¯1+...kla¯l)
∫
Dca e−i(k1ah1+... klahl ) Tr {f(tb, ta; [a]) ρˆ} =
=
1
(2π)l
∫
dk1 . . . dkl e
i(k1a¯1+n...kla¯l)Tr {G(tb, ta; [k1h1) + . . . klhl] ρˆ} ,
where h1(t), h2(t), . . . hl(t) are independent elements of Y with support in
(ta, tb). A sensible choice could be
hj(t) =
(
n1j h(t− tj), n2j h(t− tj), . . . npj h(t− tj)
)
, (39)
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h(t) being a function different from zero only in a narrow neighboring of t = 0
such that
∫
dt h(t) = 1 ; nj for j = 1, 2, . . . l unitary vectors in the euclidean p
dimensional space Rp; t1, t2, . . . tl certain intermediate times between ta and
tb.
3 Two pedagogical models
In view of our interpretation, let us now consider two specific pedagogical
models, the case of the non relativistic harmonic oscillator and of the relativis-
tic scalar field in which the quantities treated as continuously monitored are
a macroscopic position q(t) and a macroscopic field ϕ(x) respectively.
In the first case, with Lagrangian and Hamiltonian
L =
1
2
(Q˙2 − ω2Q2) and H = 1
2
(P 2 + ω2Q2) (40)
respectively, we can assume
L(t)ρˆ = −α
4
[Qˆ, [Qˆ, ρˆ]] , (41)
with α a positive constant with dimensions t−2, and
K(t; ξ(t))ρˆ = −α
4
[Qˆ, [Qˆ, ρˆ]]− i
2
ξ(t){Qˆ, ρˆ} − 1
4α
ξ2(t) , (42)
corresponding to have set in eq. (21) and (28) p = 1 and Rˆ = 12 Qˆ.
Notice that eqs. (33) and (35) become
〈q(t)〉 = 〈Qˆ(t)〉QM ≡ Tr
{
Qˆ(t)G(t, t0)ρˆ0
}
(43)
and
〈q(t)q(t′)〉 = 1
2α
δ(t− t′) (44)
+ θ(t− t′)1
2
Tr
(
Qˆ(t)G(t, t′){Qˆ(t′), G(t′, t0)ρˆ0}
)
+ θ(t′ − t)1
2
Tr
(
Qˆ(t′)G(t′, t){Qˆ(t), G(t, t0)ρˆ0}
)
.
According to (36) we also set
qh(t) =
∫
dt′ h(t− t′) q(t′) and Qˆh(t) =
∫
dt′ h(t− t′) Qˆ(t′) , (45)
where convenient choices for h(t) could be
h(t) =
1
τ
χ(− τ2 , τ2 )(t) ,
1
τ
√
π
e−
t2
τ2 ,
1
π
sin tτ
t
(46)
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[χ(− τ2 , τ2 )(t) being the characteristic function of the interval (− τ2 , τ2 )], even if,
strictly speaking, only the first has compact support.
Then obviously we have
〈qh(t)〉 = 〈Qˆh(t)〉QM (47)
and, if τ is so small that G(t, t′) can be replaced in (44) by the identity,
〈(qh(t)− 〈qh(t)〉)2〉 = 1
2ατ
+
〈(
Qˆh(t)− 〈Qˆh(t)〉QM
)2〉
QM
, (48)
where the first term has no counterpart in ordinary quantum theory and it is
what we have called the intrinsic classical part of the variance in the intro-
duction.
Coming to the second model, to extend the formalism to fields and make
the theory relativistic covariant, eq. (13) has to be replaced by
δ
δσ(x)
G(σ, σ0; [j(x)]) = K(x, j(x))G(σ, σ0; [j(x)]) , (49)
where x ≡ (t,x), σ and σ0 are space-like hypersurfaces and K(x, j(x)) is
expressed only in terms of field operators at the point x. From this equation
it follows in any arbitrary reference
∂
∂t
G(t, t0; [j]) =
∫
d3xK(t,x; j(x))G(t, t0; [j]) , (50)
which is of the general form (13), with x playing the role of a component index
(cf. eq. (28).
Note that, in order eq. (49) to be consistent, the following condition has
to be satisfied on any space-like σ
K(x, j(x))K(x′, j(x′)) = K(x′, j(x′))K(x, j(x)) . (51)
In the case of the free real scalar field with density of Lagrangian
L(x) =
1
2
(∂µϕ(x) ∂
µϕ(x)−m2 ϕ2(x)) (52)
and the energy-momentum tensor
Tµ ν(x) = ∂µϕ(x) ∂νϕ(x)− gµ νL(x) , (53)
we can set
L(x) ρˆ = −α
4
[ϕˆ(x), [ϕˆ(x), ρˆ]] (54)
and
K(x, j(x)) ρˆ = L(x) ρˆ− i
2
j(x) {ϕˆ(x), ρˆ} − 1
4α
j2(x)ρˆ . (55)
Note that then eq. (51) is satisfied as consequence of [ϕˆ(x), ϕˆ(x′)] = 0 for x′
out of the light cone of x.
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Obviously (36) become space-time averages of the type
φh(x) =
∫
d4x′h(x′ − x)φ(x′) and ϕˆh(x) =
∫
d4x′h(x′ − x)ϕˆ(x′) , (56)
where e. g. one could chose
h(x) =
1
π2τa3
e−
t2
τ2
− x2
a2 . (57)
As we mentioned, however, equations of the type (41) and (54) are in
conflict with the energy conservation (meaning with such term in the present
context the conservation of 〈Hˆ〉QM and 〈
∫
d3xTˆ00(x)〉QM).
In fact for any ordinary observable Aˆ(t) we have
d
dt
〈Aˆ(t)〉QM = Tr
[
dAˆ
dt
G(t, t0) ρˆ
]
+ Tr
[
Aˆ(t)
∂
∂t
G(t, t0)ρˆ
]
=
=
〈
dAˆ(t)
dt
+ L′(t)Aˆ(t)
〉
QM
, (58)
where again by L′ we denote the dual mapping of L.
For the harmonic oscillator, since obviously ddtHˆ = 0, we have from
canonical commutation rules
d
dt
〈Hˆ〉QM = 〈L′(t)Hˆ〉QM = −α
4
[[Hˆ(t), Qˆ(t)], Qˆ(t)] =
α
4
6= 0 . (59)
For the real scalar field, in a similar way, L′(t, y)Tˆ (t, x)) = −g0ν δ3(x−
y) and so
∂µ〈Tˆµ ν(t,x)〉QM =
= 〈∂µTˆµ ν(t,x) +
∫
d3yL′(t,y) Tˆ 0 ν(t,x)〉QM = 1
4
g0 ν δ(0) . (60)
The latter is not only different from 0 but even infinite and non-covariant,
showing that L(x) as given by (54) is hill defined.
4 Modified formalism
At a formal level the above difficulties can be overcome modifying the defi-
nition of L(t) and L(x).
For the harmonic oscillator we can replace (41) with
L(t) = −α
4
(
[Pˆ (t), [Pˆ (t), ρˆ]]− ω2[Qˆ(t), [Qˆ(t), ρˆ]]
)
(61)
= −α
4
(
[
˙ˆ
Q(t), [
˙ˆ
Q(t), ρˆ]]− ω2[Qˆ(t), [Qˆ(t), ρˆ]]
)
,
Introduction of a classical level in Quantum Theory 13
α being now dimensionless. Then we have immediately
L′(t)Hˆ = 0 ⇒ d
dt
〈Hˆ〉QM = 0 . (62)
Similarly for the scalar field we can take
L(x) ρˆ = −α
4
([∂µϕˆ(x), [∂
µϕˆ(x), ρˆ]]−m2[ϕˆ(x), [ϕˆ(x), ρˆ]]) ; (63)
and then again
L′(t,y) Tˆ 0 ν(t,x) = 0 ⇒ ∂µ〈Tˆµ ν(x)〉QM = 0 . (64)
Note the similarity between the expressions (61) and (63) and the cor-
responding Lagrangian or Lagrangian density (40) and (53) respectively.
Obviously assumptions (61) and (63) correspond to αj of both signs in
(2) and the mappings G(t, t0) and G(σ, σ0) are no longer positive in themselves.
However we shall show that it is possible to modify the definition of K(t, [ξ])
and K(x, [j]) in such a way that the densities of probability p(tF , t0; [q]) =
Tr [f(tF , t0; [q])ρˆ0 ] and p(σF , σ0; [φ]) = Tr [ f(σF , σ0; [φ]) ρˆ0 ] remain positive.
Furthermore the procedure can be extended to the case of spinor electrody-
namics, the quantity to be interpreted as classical being a macroscopic e. m.
field.
In the case harmonic oscillator we assume
K(t, [ξ])ρˆ = L(t)− i
2
ξ(t){Qˆ(t), ρˆ }
− 1
2α
∫ t
t0
dt′G(t− t′) ξ(t) ξ(t′) ρˆ , (65)
where
G(t− t′) = 1
T
∞∑
n=−∞
1
k2n − ω2
eikn(t−t
′) ≃ 1
2π
∫ ∞
−∞
dk
1
k2 − ω2 e
ik(t−t′) (66)
(T = tF − t0, kn = 2πnT , n = 0, ±1, ±2 , . . .) is the solution of the equation
KG(t− t′) ≡ −( d
2
dt2
+ ω2)G(t− t′) = δ(t− t′) (67)
i.e. it is the inverse of the differential operator K. Obviously in the last expres-
sion in (66) some kind of regularization should be understood for k ∼ ω,
the precise prescription depending on the ratio between the total interval
T = tF − t0 and the classic period of the oscillator TP = 2π/ω (T/TP equal
an half odd integer would correspond to the principal value prescription).
However, this is essentially immaterial, due to our specific procedure and, in
particular, the way the continuous G(t− t′) is approached from the lattice.
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We can also write
K(t− t′) ≡ Kδ(t− t′) =
=
1
T
∞∑
n=−∞
(k2n − ω2) eikn(t−t
′) ≃ 1
2π
∫ ∞
−∞
dk (k2 − ω2) eik(t−t′) . (68)
Note that, with our modified definition, K(t, [ξ]) depends not only on
the value of ξ at the time t, as in (42), but on its entire history before t. We
can again define G(tb, ta; [ξ])) by (14), but it has to be understood that the
integral in t′ is extended in any case from t0 to t. Then eqs. (11) and (16)
remain valid but, as we shall see, eq. (7) holds only in the limit in which the
weight functions by which M and N are defined have sufficiently separate
supports.
In the following it is convenient to make reference to the entire interval
(t0, tF ). Then solving eq. (13) by standard path integral techniques (for the
present purpose the perspective of [20] is particular convenient), we obtain
〈QF , tF |G(tF , t0; [ξ])ρˆ0|Q′F , tF 〉 =
=
∫
dQ0
∫
dQ′0 〈Q0, t0|ρˆ0|Q′t0〉
∫ QF
Q0
DQ
∫ Q′F
Q′0
DQ′
exp
N−1∑
i=0
{
−α
4
[
1
ǫ
(
(Qi+1 −Qi)− (Q′i+1 −Q′i)
)2 − ǫω2(Qi −Q′i)2
]
+
i
2
(
1
ǫ
(Qi+1 −Qi)2 − ǫω2Q2i
)
− i
2
(
1
ǫ
(Q′i+1 −Q′i)2 − ǫω2Q′ 2i
)
− iǫ
2
ξi(Qi +Q
′
i)−
ǫ2
4α
N−1∑
j=0
Gi jξiξj

 =
=
∫
dQ0
∫
dQ′0 〈Q0, t0|ρˆ0|Q′t0〉
∫ QF
Q0
DQ
∫ Q′F
Q′0
DQ′
exp


N∑
i,j=0
1
ǫ
Ki j
[
−α
4
(Qi −Q′i)(Qj −Q′j) +
i
2
QiQj − i
2
Q′iQ
′
j
]
− iǫ
2
N−1∑
j=0
ξj(Qj +Q
′
j)−
ǫ2
4α
N−1∑
i,j=0
ξiGi jξj

 , (69)
the limit N → ∞ being obviously understood. Here we have set DQ =(
1
2πǫ
)N
2
∏N−1
j=1 dQj , QN = QF , Q
′
N = Q
′
F , we have denoted by Ki j the
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(N + 1)× (N + 1) matrix
Ki j =


1− ǫ2ω2 −1 0 . . . 0 0
−1 2− ǫ2ω2 −1 . . . 0 0
0 −1 2− ǫ2ω2 . . . 0 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 2− ǫ2ω2 −1
0 0 0 . . . −1 1

 , (70)
and we have assumed Gij = ǫ(K¯
−1)ij , K¯ij being the N ×N matrix obtained
by suppressing the last row and column in Kij .
Note that, while detKij |ǫ=0 = 0, we have det K¯ij |ǫ=0 = 1 and the matrix
K¯ij |ǫ=0, which corresponds to kinetic energy alone, it is non singular and
positive. It can be expected that the matrix K¯ij itself is also positive for
ǫ = T/N = (tF − t0)/N if T < TP , consistently with the fact that in such a
situation the smallest non vanishing frequencies |k±1| = 2π/T in the Fourier
expansion of K(t − t) are larger than ω. 3 For the more interesting case of
T ≫ TP , the matrix K¯ij should develop negative eigenvalues. Consequently
the integral in (69) is not absolutely convergent in such a general case. Due
to the prevalence of the terms in 1/ǫ in the exponential, however, it remain
convergent if performed step by step. 4
Now, let us assume for the moment T < TP and replace (69) in the
analog of (23). Then, even the matrix Gij is positive and the integral over
ξ0, ξ1, . . . ξN−1 is convergent and can be performed explicitly, being of Gaus-
sian type. The expression for f(tF , t0; [q(t)]) that we obtain in this way can
be written in a particularly significant form if we set
qN ≡ qF = QF +Q
′
F
2
. (71)
We have
〈QF , tF |f(tF , t0; [q(t)]) ρˆ0|Q′F , tF 〉 =
(
2α
ǫ2
)N
2
∫
dQ0 dQ
′
0
∫ QF
Q0
DQ exp
N−1∑
j=0
{
− α
2
[
1
ǫ
((qi+1 −Qi+1)− (qi −Qi))2
−ω2ǫ(qi −Qi)2
]
+
i
2
[
1
ǫ
(Qi+1 −Qi)2 − ω2Q2i
]}
〈Q0|ρˆ0|Q′0〉
3 A direct proof that K¯ij is positive can be done under a somewhat more restrictive
condition than T < Tp. Note that, in order the matrix to be positive, it is necessary that
ǫ2ω2 is smaller than λm, the minimum eigenvalue of K¯ij |ǫ=0. Now such eigenvalues are
given by the roots of a polynomial of the form det K¯ij |ǫ=0 − λδij = A0 − A1λ + A2λ2 −
. . . + (−λ)N , where the coefficients A0, A1, . . . are all positive and in, particular, A0 = 1,
A1 = N(N +1)/2. Then we have λm > A0/A1 = 2/N(N +1) and ǫ2ω2 ≡ ω
2 T2
N2
< 2
N(N+1)
if T <
√
2/ω.
4 The situation is completely similar to that encountered in the calculation of the ampli-
tude 〈QF , tF |Q0, t0〉 for the harmonic oscillator, that can be performed exactly (see [21])
both for a real or for an imaginary mass m = iµ with µ > 0.
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∫ Q′F
Q′0
DQ′ exp
N−1∑
i=0
{
−α
2
[
1
ǫ
(
(qi+1 −Q′i+1)− (qi −Q′i)
)2−
−ω2ǫ(qi −Q′i)2
]
+
i
2
[
1
ǫ
(Q′i+1 −Q′j)2 − ω2ǫQ′ 2j
]}
(72)
The positivity of Gij even implies
N−1∑
i,j=1
ξiGij ξj > 0 , (73)
for any (ξ1, ξ2, . . . ξN−1).
For T > TP , we have no direct argument for the integral over ξ0, ξ1, . . . ξN−1
to be at least conditionally convergent. However, we can assume so, on the ba-
sis of consistency arguments. In fact, note that eq. (72) makes sense even
for T > TP and the Fourier transform
∫ Dcq exp{−i∑N−1j=0 ξjqj} f(tF , t0; [q])
converges again step by step, at least for ξ0, ξ1, . . . ξN−1 satisfying eq. (73)
(now reinterpreted as a condition equation), and reproduces eq. (69).
Concerning eq. (72), note that, if it were not for condition (71), it would
be of the form (29). Even so, let us observe that forQF = Q
′
F its right hand side
is a positive quantity, if ρˆ0 is a positive operator (as we always assume). Then,
the functional density of probability for the histories q(t) of the macroscopic
position,
p (tF , t0; [q(t)]) = Tr {f(tF , t0; [q(t)]) ρˆ0} , (74)
is positive and this is what we had to prove.
As usual, in the limit N →∞ eqs. (69) and (72) can be formally written
in a continuous notation as
〈QF , tF |G(tF , t0; [ξ])ρˆ0|Q′F , tF 〉 =
=
∫
dQ0
∫
dQ′0 〈Q0, t0|ρˆ0|Q′, t0〉
∫ QF
Q0
DQ
∫ Q′F
Q′0
DQ′
exp
∫ tF
t0
dt
{
−α
4
[
(Q˙− Q˙′)2 − ω2(Q−Q′)2
]
+
+
i
2
(Q˙2 − ω2Q2)− i
2
(Q˙′ 2 − ω2Q′ 2)−
− i
2
ξ(Q+Q′)− 1
4α
∫ tF
t0
dt′ξ(t)G(t− t′) ξ(t′)
}
(75)
and
〈QF , tF |f(tF , t0; [q(t)]) ρˆ0|Q′F , tF 〉 =
(
2α
ǫ2
)N
2
∫
dQ0dQ
′
0∫ QF
Q0
DQ exp
∫ tF
t0
dt′
{
−α
2
[
(q˙ − Q˙)2 − ω2(q −Q)2
]
+
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+
i
2
(Q˙2 − ω2Q2)
}
〈Q0|ρˆ0|Q′0〉∫ Q′F
Q′0
DQ′ exp
∫ tF
t0
dt′
{
−α
2
[
(q˙ − Q˙′)2 − ω2(qj −Q′j)2
]
+
+
i
2
(Q˙′ 2 − ω2Q2)
}
, (76)
with, obviously, the boundary condition q(tF ) =
QF +Q
′
F
2 .
At first sight the significance of eqs. (75) and (76) could seem question-
able, since the kernel K(t− t′) = −( d2dt2 +ω2) δ(t− t′) and its inverse G(t− t′)
are not positive in the Hilbert space L2(t0, tF ) if T > 2π/ω. However, after
our discussion about eqs. (69) and (72), what the circumstance really shows is
that with the adopted definitions the Fourier components with |k| > ω of the
functions of interest,
Q(t)−Qc(t) , Q′(t)−Q′c(t) , ξ(t) , q(t)−
Q(t) +Q′(t))
2
, (77)
must dominate the integrals (Qc(t) and Q
′
c(t) denoting the solutions of the
classical equation of motion which interpolates Q0 and QF and Q
′
0 and Q
′
F
respectively). 5
To be able to proceed directly in the appealing continuous formalism, by
using only general properties of the functional integral (like its translational
invariance), we have simply to assume that with the appropriate definitions
all the integrals can be made convergent and, for consistency, that only ξ(t)
are admissible that satisfies the condition∫ tF
t0
dt
∫ tF
t0
dt′ ξ(t)G(t− t′) ξ(t′) =
=
∞∑
k=−∞
ξ˜∗k
1
k2 − ω2 ξ˜k ∼
∫ ∞
∞
dk ξ˜∗(k)
1
k2 − ω2 ξ˜(k) > 0 , (78)
ξ˜k ’s being the Fourier coefficients and ξ˜(k) ∼
√
2π
T ξ˜k the Fourier transform
(meaning again that the components with |k| > ω are dominating in ξ(t)).
Now, note that, with definition (61), L′(t) Qˆ(t) and L′(t) Pˆ (t) vanish.
Then, 〈Qˆ(t)〉QM remains a solution of the classical equation as the analog in
ordinary Quantum Mechanics and we can write
〈q(t)〉 = 〈Qˆ(t)〉QM = C cos(ωt+ δ) . (79)
We have also (see (45))
〈q¯h(t)〉 = −i ∂
∂k
Tr {G(tF , t0; [kh])ρˆ0} |k=0 = 〈Qˆh(t)〉QM (80)
5 Note that under the restriction of Q(t) to the subspace with Fourier components with
|k| > ω alone the classic action is actually minimal for Q(t) = Qc(t).
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and, for a support of h(t) sufficiently small as in eq. (48),
〈
(q¯h − 〈q¯h〉)2
〉
= − ∂
2
∂k2
Tr {G(tF , t0; [kh])ρ0} |k=0 − 〈qh〉2 =
=
Ghh
2α
+ 〈(q¯h − 〈Qˆh〉)2〉QM . (81)
where
Ghh =
∫
dt
∫
dt′h(t)G(t− t′)h(t′) =
∫
dkh˜∗(k)
1
k2 − ω2 h˜(k) . (82)
According to eq. (38), we can have also
p(q¯1, h1; q¯2, h2; . . . q¯l, hl) =
∫
Dq δ(q¯1 − qh1) . . . δ(q¯l − qhl) p (tF , t0; [q(t)])
=
1
(2π)l
∫
dk1dk2 . . . dkl e
i(k1q¯1+...klq¯l) Tr {G(tF , t0; [k1h1 + . . . klhl])ρˆ0}
=
∫
dQF
∫
dQ0 .dQ
′
0 〈Q0, t0|ρˆ0|Q′0, t0〉
∫ QF
Q0
DQ
∫ QF
Q′0
DQ′ exp
∫ tF
t0
dt
{−α
4
[
(Q˙− Q˙′)2 − ω2(Q−Q′)2
]
+
i
2
(Q˙2 − ω2Q2)− i
2
(Q˙′2 − ω2Q′2)
}
(α
π
) l
2 1
(detGhrhs))
1/2
exp
{
−α
∑
rs
(
q¯r −
Qhr +Q
′
hr
2
)
G−1hrhs
(
q¯s −
Qhs +Q
′
hs
2
)}
, (83)
with
Ghrhs =
∫
dt
∫
dt′ hr(t)G(t− t′)hs(t′). (84)
For what concerns the choice of the weight functions, note that, according
to condition (78), h(t) and h1(t), . . . hl(t) must be such that Ghh or the matrix
Ghr hs were positive. It is clear that eq. (46) does not longer provides correct
choices. Admissible functions can be obtained e. g. by multiplying any one of
the functions of eq. (46) for cos k¯t with k¯ sufficiently larger than ω (this has
the effect of shifting the Fourier spectrum of h(t) toward the values k¯ and
−k¯). Alternatively, one could multiply directly the Fourier transform h˜(k) for
a step function of the type θ(k2 − κ2) with an appropriate κ.
As an example let us set
h(t) =
1
τ
√
π
e−
t2
τ2 cos k¯t , (85)
which has the Fourier transform
h˜(k) =
1√
8π
(
e−
τ2
4 (k−k¯)2 + e−
τ2
4 (k+k¯)
2
)
. (86)
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Then, from (81) we have
〈qh(t)〉 =
∫
dt′h(t− t′)〈Qˆ(t′)〉QM =
= C e−
(ω2+k¯2)τ2
4 cosh
k¯ωτ2
2
cos (ωt+ δ)) . (87)
This reduces to C cos (ωt + δ) for τ ≪ 1/k¯ < 1/ω; on the contrary it be-
comes negligible for large τ or k¯ (obviously the time average damps the high
frequencies). For the intrinsic classic fluctuation, a rough estimate gives
Ghh ∼ 1
τ
√
8π
1 + e−
k¯2τ2
2
k¯2 − ω2 <
1
τ
√
2π
1
k¯2 − ω2 . (88)
Completely similar results could be obtained, e. g. for h˜(k) = 1√
2π
e−τ
2k2/4 θ(k2−
κ2) or for any other admissible weight functions.
Finally note that, if in (83, 84) hr(t) is identified with h(t−tr) with h(t)
given by (85) and tr − ts is large with respect to τ , the element Ghrhs would
become negligible. So if the sets M and N in eq. (7) are defined by weight
function of this type, they would be uncorrelated and the equation would be
valid, as anticipated, in the same approximation.
In the case of the free scalar field we assume similarly
K(x, j)ρˆ = L(x)ρˆ− i
2
j(x){ϕˆ(x), ρˆ }− 1
2α
∫ σ
σ0
d4x′Gm(x−x′) j(x) j(x′) , (89)
where
Gm(x− x′) = 1
(2π)4
∫
d4k
1
k2 −m2 e
−ikµ(x−x′)µ (90)
is the solution of the equation
(¤−m2)Gm(x− x′) = δ4(x− x′) (91)
and, therefore, the inverse of the differential operator (¤−m2) under appro-
priate restrictions.
Then, it can be checked that the compatibility condition (51) is still
satisfied and we can proceed in a complete analogy on the oscillator case, with
only obvious modifications, by using the standard field functional integration.
Directly in continuous notations, we have for the CFO
〈ϕF , σF |G(σF , σ0; [j]) ρˆ0|ϕ′F , σF 〉 =
=
∫
Dσ0ϕ0
∫
Dσ0ϕ′ 〈ϕ0, σ0|ρˆ0|ϕ′0, σ0〉
∫ ϕF
ϕ0
Dϕ
∫ ϕ′F
ϕ′0
Dϕ′
exp
∫ σF
σ0
d4x
{
−α
4
[
∂µ(ϕ− ϕ′) ∂µ(ϕ− ϕ′)−m2(ϕ− ϕ′)2
]
− i
2
j(ϕ+ ϕ′)− 1
4α
∫ σF
σ0
d4x′j(x)Gm(x− x′) j(x′) +
+
i
2
(∂µϕ∂
µϕ−m2ϕ2)− i
2
(∂µϕ
′ ∂µϕ′ −m2ϕ′2)
}
, (92)
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and now, what dominate are the Fourier components of ϕ(x), ϕ′(x) and j(x)
with k2 ≡ k20 − k2 > m2. Furthermore we have to restrict the external source
j(x) by the condition∫
d4x d4x′ j(x)Gm(x− x′) j(x′) > 0 . (93)
As above, we can express f(σF , σ0; [φ(x)]) as a functional of the classic field
φ(x)
〈ϕF , σF |f(σF , σ0; [φ(x)])ρˆ|ϕ′F , σF 〉 = Cα
∫
Dσ0ϕ0
∫
Dσ0ϕ′∫ ϕF
ϕ0
Dϕ exp
{
−α
2
∫
d4x[∂µ(φ − ϕ) ∂µ(φ− ϕ)
−m2(φ− ϕ)2] + i
2
(∂µϕ∂
µϕ−m2ϕ2)
}
〈ϕ0, σ0|ρˆ0|ϕ′0, σ0〉∫ ϕ′F
ϕ′0
Dϕ′ exp
{
−α
2
∫
d4x [∂µ(φ − ϕ) ∂µ(φ− ϕˆ)
−m2(φ− ϕˆ)2]− i
2
(∂µϕ
′ ∂µϕ′ −m2ϕ′2)
}
. (94)
and we have
〈φ(x)〉 = 〈ϕˆ(x)〉QM (95)
and also〈
(φh(x)− 〈φh(x)〉)2
〉
=
1
2α
Ghh +
〈
(ϕˆh(x)− 〈ϕˆh(x)〉)2
〉
QM
, (96)
with
Ghh =
∫
d4x d4x′ h(x)Gm(x− x′)h(x′) . (97)
Again Ghh has to be positive and permitted choices for h(x) would be e.g.
h(x) =
1
π2
1
τ a3
e−(
t2
τ2
+x
2
a2
) cos k¯t or h˜(k) =
1
(2π)2
e−
1
4 (τ
2k20+a
2
k
2) θ(k2−µ2),
(98)
with k¯2 sufficiently larger than m2 + 1/a2 and an appropriate µ, possibly
somewhat smaller than m. With both choices Ghh ∼ 1(2π)2 1τa3 1k¯2−m2 , where k¯
stays for some value larger than m in the second case.
5 Spinor Electrodynamics
Finally we want introduce a classical e. m. field in the context of spinor
electrodynamics. As we mentioned, we do not consider any classical variable
relative to Dirac fields and any observation on the system is supposed to
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be expressed in terms of modifications on such a classical e. m. field (see
appendix).
In the case, the form of L(x) is essentially determined by Lorentz and
gauge invariance requirements. We set
L(x)ρˆ = γ
8
[Fˆµν(x), [Fˆ
µν(x), ρˆ ]] =
= −γ
4
(
[Eˆi(x), [Eˆi(x), ρˆ ]]− [Bˆi(x), [Bˆi(x), ρˆ ]]
)
, (99)
where
Fµν(x) = ∂µAν(x)− ∂νAµ(x)
Ei = F0i B
i =
1
2
ǫijl Fjl (100)
and γ is again a dimensionless constant. Notice that for the latter we have
used a specific notation to stress the fact that in a realistic interpretation of
the model it should be understood as a new fundamental constant of nature.
Eq. (99) turns out to be consistent with local energy, momentum and
charge conservation; however, it corresponds again to coefficients αj of both
signs in (2) or (21). We are in a situation similar to the cases considered in
sec. 4 and we can proceed in a very similar way.
We set
K (x, jρ(x)) ρˆ = L(x)ρˆ+ (101)
+
i
2
jµ(x) {Aˆµ(x), ρˆ}+ 1
2γ
∫ σ
σ0
d4x′ jµ(x)Gµν(x− x′) jν(x′) ρˆ ,
where Gµν(x − x′) is the Green function relative to the differential opera-
tor acting on the potential Aµ(x) in the equation of motion. This obviously
depends on the gauge we use.
If we define G0(x− x′) as in (90) with m = 0, in the Coulomb Gauge
we have
G00(x− x′) = − 1
2π
1
|x− x′| δ(t− t
′) , G0i(x− x′) = Gi0(x− x′) = 0 ,
Gij(x− x′) = −
(
δij − ∂i 1∇2 ∂j
)
G0(x− x′) =
= − 1
(π)4
∫
d4k
(
δij − khkk
k2
)
1
k2
e−ik(x−x
′) (102)
and in a generic Lorentz gauge
Gµνλ (x− x′) =
1
(4π)4
∫
d4k
(
gµν − (1− λ) Pkµkν
k2
)
1
k2
e−ik(x−x
′) , (103)
with the λ specifying the specific choice.
22 G. M. Prosperi
For consistency the classical source must be assumed to satisfy the
continuity equation
∂µj
µ(x) = 0 (104)
and, in analogy on the cases of the harmonic oscillator and the scalar field,
we can avoid an explicit reference to the complicate lattice formulation if we
introduce the further restriction∫
d4x d4x′ jµ(x)Gµν(x− x′)jν(x′) =
∫
d4 j˜∗µ(k)G˜
µν(k)j˜ν(k) < 0 , (105)
the sign depending obviously on the Minkowskian metric.
We shall show that, under such assumptions, we can construct an op-
erational density f(tF , t0; [a
µ]) in analogy on the preceding section (aµ(x)
being the classical tetra-potential to which the classical e. m. field is related
by fµν(x) = ∂µaν(x) − ∂νaµ(x) ) and from this we can derive a positive
probability distribution on the space of the histories of the classical field.
The Lagrangian density of the system can be written as
L(x) = −1
4
Fµν F
µν − i
2
(ψ¯γρ∂ρψ − ∂ρψ¯γρψ)−
−mψ¯ψ − eAµ ψ¯γµψ .
Any number of Dirac fields could be included, however for simplicity we shall
write explicitly only one.
Correspondingly for the energy momentum tensor we have
Tµν(x) = Tµνem(x) + T
µν
D (x) + T
µν
int (x) = (106)
= FµρF νρ +
1
4
gµνFρσF
ρσ +
i
2
(ψ¯γµ∂νψ − ∂νψ¯γµψ)−
−gµν [ i
2
(ψ¯γρ∂ρψ − ∂ρψ¯γρψ)−mψ¯ψ] + gµνeψ¯γρψAρ . (107)
In particular we can write
T 00em(x) =
1
2
(E2 + Bˆ2) , T 0iem(x) = (E× Bˆ)i . (108)
Let us first work in Coulomb gauge, where the independent variables are
in evidence.
We have two constraint equations
∇ ·A(x) = 0 , ∇ ·E(x) = eψ¯γ0ψ (109)
and the electric field can be split in a transversal and in a longitudinal part,
E(x) = ET(x) + EL(x) with
ET(x) = − ∂A(x)
∂t
, EL(x) = −∇A0(x) ,
A0(t, x) = − e
4π
∫
d3y
1
|x− y| ψ¯(t, y)γ
0ψ(t, y) . (110)
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Then, the independent variables are A(x), which is itself transversal, the
transversal e. m. field ET(x) and the Dirac field ψ(x). The non zero basic
commutation rules among such variables are
[Eˆi(t,x), Aˆj(t,x′)] = i (δij − ∂i 1∇2 ∂j)δ
3(x− x′) , (111)
{ψˆα(t, x), ¯ˆψβ(t, x′)} = γ0αβδ3(x− x′) . (112)
From these the commutation relations for the auxiliary variables follow,
[Aˆ0(t, x), Aˆi(t, x′)] = 0 , [Aˆ0(t, x), EˆiT(t, x
′)] = 0 ,
[EˆiL(t, x),
¯ˆ
ψα(t, x
′)ψˆβ(t, x′)] = 0 , (113)
and for the total e. m. field
[Eˆi(t,x), Eˆj(t,x′)] = 0 , [Bˆi(t,x), Bˆj(t,x′] = 0
[Eˆi(t,x), Bˆj(t,x′)] = −i ǫijl∂l δ3(x− x′) . (114)
The latter are obviously independent of the gauge.
From eq. (114) the consistency relation
[K (x, jρ(x)) , K (x′, jρ(x′))] = 0 (115)
follow immediately on any space-like surface and we have also
L′(x′) Tˆ 0ν(x) = 0 . (116)
Consequently the local energy momentum conservation remains valid in the
form
∂µ〈Tˆµν(x)〉QM = 0 (117)
and similar conservation equations can be written for the electric charge, the
barionic number, etc.
Finally, according to the methods for path integral in gauge field theories
the CFO can be written in the form
〈AF , ζF , σF |G(σF , σ0; [jρ])|A′F , ζ ′F , σF 〉 =
=
∑
ζ0ζ′0
∫
Dσ0A0Dσ0A′0 〈A0, ζ0, σ0|ρˆ0|A′0, ζ ′0, σ0〉
∫
AF
A0
DA δ[∇ ·A]Dψ¯Dψ
∫
A
′
F
A′0
DA′ δ[∇ ·A′]Dψ¯′Dψ′
exp
∫ σF
σ0
d4x
{
γ
16
(Fµν − F ′µν)(Fµν − F ′µν)) +
i
4
(FµνF
µν − F ′µνF ′µν)−
− i
2
jµ (A
µ +A′µ) +
1
2γ
∫ σF
σ0
d4x′ jµ(x)Gµν(x− x′) jν(x′) +
+ i[L(A, ψ¯, ψ)− L(A′, ψ¯′, ψ′)]} , (118)
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where ζ0, ζ
′
0, ζF , ζ
′
F specify initial and final states of the spinor field. Further-
more, consistently with (104), we can assume
j0(x) = 0 , ∇ · j(x) = 0 (119)
and then (102) becomes∫
d4k j˜∗(k)
(
δij − kikj
k2
)
jj(k)
1
k2
=
∫
d4k |j(k)|2 1
k2
> 0 , (120)
which essentially implies that the time-like k’s prevail on space-like ones.
Note that in a generic Lorentz gauge eq. (118) can be rewritten as
〈AF , ζF , σF |G(σF , σ0; [jρ])|A′F , ζ ′F , σF 〉 =
=
∑
ζ0ζ′0
∫
Dσ0A0Dσ0A′0 〈A0, ζ0, σ0|ρˆ0|A′0, ζ ′0, σ0〉
∫
AF
A0
DA Dψ¯Dψ
∫
A
′
F
A′0
DA′ Dψ¯′Dψ′
exp
∫ σF
σ0
d4x
{γ
8
(Fµν − F ′µν)(Fµν − F ′µν))−
− i
2
jµ (A
µ +A′µ) +
1
4γ
∫ σF
σ0
d4x′ jµ(x)G
µν
λ (x− x′) jν(x′)+
+i[Leff(A, ψ¯, ψ)− Leff(A′, ψ¯′, ψ′)]
}
, (121)
where
Leff(A, ψ¯, ψ) = L(A, ψ¯, ψ)− 1
2λ
(∂µA
µ) , (122)
Gµνλ (x − x′) is now defined by eq. (103) and for the classical source jµ(x) we
have to assume eqs. (104-105) in their original form.
From (118) or (121) we can obtain f(σF , σ0; [a
µ(x)]), that we write
directly in the operator form
〈AF , ζF , σF |f(σF , σ0; [aµ(x)]) ρˆ|A′F , ζ ′F , σF 〉 = (123)
= Cγ 〈AF , ζF , σF | exp
{
γ
4
∫
d4x [fµν(x)− Fˆµν(x)][fµν(x)− Fˆµν(x)]
}
ρˆ
exp
{
γ
4
∫
d4x [fµν(x)− Fˆµν(x)][fµν(x)− Fˆµν(x)]
}
|A′F , ζ ′F , σF 〉 ,
where the condition aµ(x) = 12 (A
µ
F (x) +A
′µ
F (x)) has to be understood on σF .
Obviously this provides a positive density of probability p(σF , σ0; [a
µ]).
Finally let us consider the fluctuations of the classical e. m. field around
its expectation value. We can write
(−i)2 δ
δjµ(x)
δ
δjν(x′)
Tr [G(σF , σ0; [jρ])ρˆ0]|j=0 =
Introduction of a classical level in Quantum Theory 25
=
1
2γ
Gµν(x− x′) + θ(t− t′) 1
2
Tr
[
Aˆµ(x)G(σ, σ′) {Aˆν(x′), G(σ′, σ0)ρˆ0}
]
+
+θ(t′ − t) 1
2
Tr
[
Aˆν(x
′)G(σ′, σ) {Aˆµ(x), G(σ, σ0)ρˆ0}
] ∼=
∼= 1
2γ
Gµν(x− x′) + 〈Aµ(x)Aν(x′)〉QM , (124)
if t′ is sufficiently close to t, and
〈fµν(x) fρσ(x′)〉 = 1
2γ
[
∂µ∂
′
ρGνσ(x− x′)− ∂µ∂′σ Gνρ(x− x′)−
−∂ν ∂ρGµσ(x− x′) + ∂ν ∂σ Gµρ(x− x′)(x− x′)] +
+ 〈Fˆµν(x) Fˆρσ(x′)〉QM . (125)
Then, let us set Eiclass(x) = f0i(x), B
i
class(x) =
1
2ǫijl fjl(x) and
Eh(x) =
∫
d4x′ h(x− x′)Eclass(x′) Bh(x) =
∫
d4x′ h(x− x′)Bclass(x′) ,
(126)
with h(x) as in (98) with m = 0 and k¯2 > 1/a2. Obviously we have
〈Eclass(x)〉 = 〈Eˆ(x)〉QM , 〈Bclass(x)〉 = 〈Bˆ(x)〉QM (127)
and
〈(Eih − 〈Eih〉)2〉 =
1
2γ
∫
d4kP
k20 − k2i
k2
|h˜(k)|2 + 〈(Eˆih − 〈Eˆih〉)2〉QM ∼
∼ 1
2(2π)2 γ τ a3
+ 〈(Eˆih − 〈Eˆih〉)2〉QM , (128)
A similar equation can be derived for Bih.
6 Conclusive consideration
In conclusion we have shown on three different models that it is possible
modify the formalism for the continuous monitoring of macroscopic quantities
in Quantum Theory in such a way that the basic conservation laws and (when
appropriate) covariance are preserved.
As we mentioned, the idea is that Quantum Theory should be modified
by introducing certain basic macroscopic quantities, that are formally treated
as continuously monitored but are actually thought as classical quantities or
beables. These are supposed to have well determined values at each time and
in terms of modifications of them any other observation should be expressed.
Obviously the only really significant of the models we have considered is
Spinor Electrodynamics, in which the macroscopic electromagnetic field com-
ponents are considered as classical. Even this, to be made realistic, should be
extended at least to the particle physics Standard Model. In the minimal for-
mulation of the latter, in which the Higgs is treated as elementary, this may be
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not a trivial task. The difficulty comes from the occurrence of terms quadratic
in the e.m. potential in the boson sector of the theory that would violate eq.
(116) and so again the conservation law (117); even if such violations should be
very small, typically of the order γGF (GF being the Fermi constant). In any
case some important properties of the model should remain valid in a more
complete theory. Let discuss them very briefly.
First of all, note that it is implicitly built in the eqs. (7-9) that, when
applied to a small number of particles, the formalism reproduces the usual
quantum theory within a good approximation, if γ is small. Two essential
modifications occur:
1) only observables that can be expressed in terms of a modification of
the above macroscopic field must be considered;
2) the usual unitary evolution has to be corrected by the action of the
mapping G(t, ta) on the initial density operator ρˆ(ta).
In the context, small number of particles means a number compatible
with a negligible macroscopic e. m. field in the volume occupied by the system.
A more detailed discussion is given in app. B. Here let us make only few
comments.
Concerning point 1), simply note that practically all our particle detec-
tors work in terms of e. m. effects, that by appropriate amplification reach
the macroscopic scale. In last analysis, even in the spirit of von Neumann
psycho-physical parallelism, the states of our brain related to our perceptions
are expressed in terms of membrane potentials, action potentials, charge dis-
tributions and so on.
On point 2) let us observe that the size of the corrections to the time
evolution is controlled by the value of the constant γ. As we mentioned, this
should be intended as a new fundamental constant of nature, which in some
way would establish the boundary between what is classical and what is quan-
tum. Since ordinary quantum theory works well for few particles, it is clear
that γ has to be small. However in eq. (128) γ occurs in the denominator of
the expression of the variance of the field and in order the entire construction
makes sense even the latter must be negligible at some typical macroscopic
scale. So for some reasonable values of τ and a in (128) and some appropriate
Etyp or Btyp we must have
〈(Eh − 〈Eh〉)2〉/E2typ ≪ 1 , 〈(Bh − 〈Bh〉)2〉/B2typ ≪ 1 . (129)
This provide us the lower bound
γ ≫ 1.27× 10−2/ (E2typ τ a3) . (130)
and a similar for Btyp. To see what this means let us take E
2
typ ∼ B2typ as
the value of the fields in equilibrium inside a cavity at ordinary temperature
T = 300K and e. g. τ = 1ms = 3 × 107 cm, a = 1µm = 10−4 cm. For the e.
m. energy density the Stefan-Boltzman law gives in natural units
u(T ) = 7.56× 10−15 T 4 erg cm−1 = 2.39× 102 T 4 cm−4 . (131)
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Then, setting
E2typ ∼ B2typ ∼ u(300 K) = 1.94× 1012 cm−4 , (132)
eq. (130) becomes
γ ≫ 2.2× 10−10 (133)
which seems consistent with a sufficiently small value of γ.
Note that the values we have assumed for τ and a intend to refer to
a macroscopic scale in the sense of our perception capability and not to the
minimal scale at which the classical Maxwell equations can be applied, which
is certainly much lower.
Finally, talking about experimental consequences of the theory, let us
stress that an equation of the type (3) introduces an additional time inver-
sion violation that could have astrophysical and cosmological consequences
and should be investigated. Possibly it is just throughout such a kind of con-
sequences that a theory of this type could be better tested and, in case, the
constant γ determined. At the moment we have not elaborated the subject.
However, for what concerns the possibility of tests in the frame of optics or
condensed matter physics, we may refer e. g. to the thorough discussion in [10],
which concerns specifically the case of collapse models, but in part it applies
even to the present theory.
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A A brief reference to Generalized Quantum Mechanics
Let us recall that in GQM a set of compatible observables A ≡ (A1, A2, . . . Ap) is asso-
ciated to a normalized effect or positive operator valued measure (p.o.m.) FˆA(T ) and the
apparatus SA for observing them to an instrument or operation valued measure (o.v.m.)
FSA(T ), T being a Borel subset of the real space Rp of all possible values of A. That is,
FˆA(T ) and FSA(T ) are a positive operator on the Hilbert space H associated to the system
and a positive mapping of the set of the trace class operators in itself, respectively, satisfying
the relations
Fˆ (∪nj=1Tj) =
X
j=1n
Fˆ (Tj) and F(∪nj=1Tj) =
X
j=1n
F(Tj) , (134)
if Ti ∩ Tj = 0, and
FˆA(R
p) = Iˆ Tr[FSA(Rp)Xˆ] = TrXˆ . (135)
Further they must be related each other by the equation
FˆA(T ) = F ′SA (T )Iˆ , (136)
where by F ′ we denote the dual mapping of F , defined by the equation
Tr
h
BˆFXˆ
i
= Tr
h“
F ′Bˆ
”
Xˆ
i
, (137)
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Xˆ being an arbitrary trace class operator and Bˆ an arbitrary bounded operator. So
Tr[FˆA(T )Xˆ] = Tr[FSA(T )Xˆ] . (138)
As we told, we shall find convenient to work in Heisenberg picture. Then we have
FˆA(T, t) = e
iHtFˆA(T )e
−iHt (139)
FSA(T, t)Xˆ = eiHt[FSA(T )(e−iHtXˆeiHt)]e−iHt
and the probability of observing A ∈ T at the time t is
P (A ∈ T, t) = Tr[FˆA(T, t)ρˆ] = Tr[FSA (T, t)ρˆ] , (140)
where ρˆ denotes the statistical operator representing the state of the system (a priori a
mixture state.
The reduction of the state as consequence of having observed A ∈ T at the time t0
by the apparatus SA must be written as
ρˆ→ FSA (T, t0)ρˆ/Tr[FSA (T, t0)ρˆ] . (141)
Notice
〈Aj〉 = Tr[Aˆj(t)ρˆ] (142)
with
Aˆj(t) = eiHtAˆje−iHt and Aˆj =
Z
ℜp
dFˆ (a)aj . (143)
The operators Aˆj are Hermitian but generally they do not commute. Such a set of generalized
compatible observables can be interpreted as corresponding to an approximate simultaneous
measurement of possibly incompatible ordinary observables Aˆ1, Aˆ2, . . .
Now let us assume that we make repeated independent observations on A at subse-
quent times t0, t1, . . . tN . Combining eqs. (140) and (141) the Joint probability of observing
a a sequence of results for A can be written
P (A ∈ TN , tN ; . . . A ∈ T1, t1;A ∈ T0, t0) =
= Tr[FSA (TN , tN ) . . .FSA (T1, t1)FSA(T0, t0)ρˆ] (144)
Notice that
F(TN , tN ; . . . ;T1, t1;T0, t0) = FSA(TN , tN ) . . .FSA(T1, t1)FSA (T0, t0)) (145)
and
Fˆ (TN , tN ; . . . ;T1, t1;T0, t0) = F ′SA (T0, t0)F
′
SA
(T1, t1) . . .F ′SA(TN , tN ))Iˆ (146)
define an instrument and a p.o.m. on a real space with p(N + 1) dimensions ℜp(N+1) .
Then
P (A ∈ TN , tN ; . . . ;A ∈ T0, t0) =
= Tr[F(TN , tN ; . . . ;T0, t0)ρˆ]
= Tr[Fˆ (TN , tN ; . . . ;T0, t0)ρˆ] . (147)
So in GQM the observation of a sequence of results at certain successive times can be put
on the same foot as the observation of A at a single time.
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B Recovery of ordinary Quantum Mechanics for a small system
In the perspective of the paper, as we stressed, any observation on a system has to be
expressed in terms of the modification that the system induces on the classical e. m. field.
Let us then consider, e. g., a system of a small number of particles, characterized by
a certain set of invariants (a total electric charge, baryon number, lepton number, etc), to
which we shall refer as the object. Let us assume that such particles interact freely among
themselves during a certain interval of time (ta, tb). We can admit any kind of rearrangement
inside the system, exchange of energy and momentum, production or destruction of particles,
but no interaction with the external environment during such interval of time.
We assume that at the time tb the system comes in contact with an apparatus, by
which the specific type of final particles, their momenta, energies etc. can be detected. To be
specific we may think of the apparatus as a set of counters, filling densely a certain region
of the space possibly kept under the action of a magnetic field.
Both the object and the apparatus in their specific states must be thought as states of
the same system of fields initially localized in different parts of the space. Such states can be
expressed by appropriate composed creator operators applied to the vacuum state. Let us
denote by |u1(t)〉, |u2(t)〉, . . . and |U1(t)〉, |U2(t)〉, . . . two orthogonal basis in the subspaces
of the object system and of the apparatus at the time t and write
|uj(t)〉 = aˆ†j(t)|0〉 |Ur(t)〉 = Aˆ†r(t)|0〉 , (148)
aˆ†j(t) and Aˆ
†
j(t) being ordinary Heisenberg picture operators which commute for t < tb.
Then let us assume the object described at the initial time ta by the statistical oper-
ator
ρˆO(ta) =
X
ij
|ui(ta)〉ρOij(ta)〈uj(ta)| =
=
X
ij
aˆ†(ta)|0〉ρOij(ta)〈0|aˆi(ta) . (149)
The assumption that the number of particles is small implies that the classical fields Eclassic(t, x)
and Bclassic(t, x) remain negligible in the region occupied by the system until this does come
in contact with the apparatus. Then, if L0 ∈ Σtbta is the set of the histories of the field cor-
responding to such situation, the probability of occurrence of the complementary set must
be null, F(L′0; tb, ta)ρˆ(ta) = 0. So at the time tb we have
ρˆO(tb) = F(L0; tb, ta)ρˆO(ta) = G( tb, ta)ρˆO(ta) =
=
X
ij
aˆ†i (tb)|0〉ρOij(tb)〈0|aˆj(ta) , (150)
where
ρOij(tb) = 〈ui(tb)|G(tb, ta){
X
kl
aˆ†
k
(ta)|0〉ρOkl(ta)〈0|aˆl(ta)}|uj(tb)〉 . (151)
Similarly let be
ρˆA(ta) =
X
rs
Aˆ†r(ta)|0〉ρArs(ta)〈0|Aˆs(ta) (152)
the initial state of the apparatus. In this case we can assume that the counters remain in their
charged states, corresponding to the classical e. m. field having certain specific stable values
inside them, until any interaction with some external object occurs. Again this corresponds
to the classical history of the e. m. field falling with certainty in an other set M0 ∈ Σtbta ,
being null the probability of occurrence of the complementary set. Then
ρˆA(tb) =
X
rs
Aˆ†r(tb)|0〉ρArs(tb)〈0|Aˆs(tb) (153)
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with
ρArs(tb) = 〈Ur(tb)|G(tb, ta)
(X
kl
Aˆ†
k
(ta)|0〉ρAkl(ta)〈0|Aˆl(ta)
)
|Us(tb)〉 . (154)
Finally, since we have assumed that the object and the apparatus do not come in contact
before tb, they must evolve independently during the interval (ta, tb). Then, at the time tb
we have for their compound state
ρˆT(tb) =
X
ij
X
rs
aˆ†i (tb)Aˆ
†
r(tb)|0〉ρOij(tb) ρArs(tb)〈0|Aˆs(tb)aˆj(tb) =
=
X
ij
X
rs
|ui, Ur; tb〉ρOij(tb) ρArs(tb)〈uj , Us; tb| . (155)
In a subsequent time interval (tb, tc), as consequence of the interaction with the particles
of the object, some of the counter shall discharge and every specific pattern of discharged
counters is interpreted as corresponding to certain specific particles with specific energies
and momenta present in the system at time tb. Then, if now we denote by N ∈ Σtctb the
set of classical e. m. world histories corresponding to the parameters specifying the particles
types, energies, momenta etc. falling in a certain set T , we have
p(T, tb) = P (tc, tb; N) =
Tr[F(tc, tb; N) ρˆT(tb)] =
X
ij
Fij(T, tb) ρ
O
ji(tb) , (156)
which is positive and where obviously
Fij(T, tb) = Tr
"
F(tc, tb; N){
X
rs
|ui(tb), Ur(tb)〉
ρArs(tb)〈uj(tb), Us(tb)|}
i
. (157)
To be more explicit, let us assume that the vectors |uj(tb)〉 already correspond to a
specifications of the state of the particles at the time tb and denote by Nj ∈ Σtctb the
corresponding pattern of discharge of the counters. We can write
F(tc, tb; Nj) ρˆT(tb) =
= ρOjj(tb)G(tc, tb){
X
rs
|uj , Ur; tb〉 ρArs(tb)〈uj , Us; tb|} . (158)
from which, since G(tc, tb) is trace-preserving, it follows
pj(tb) ≡ P (tc, tb; Nj) = Tr{F(tc, tb; Nj) ρˆT(tb)} =
= ρOjj(tb)Tr{
X
rs
|uj , Ur; tb〉 ρArs(tb)〈uj , Us; tb|} = ρOjj(tb) , (159)
that is the prescription of usual elementary Quantum Theory, up to the correction introduced
in (152) by the action of the mapping G(tb, ta).
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