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Propositions 24 and 25 of Book I of Euclid’s Elements state the fairly
obvious fact that if an angle in a triangle is increasedwithout chang-
ing the lengths of its arms, then the length of the opposite side
increases, and conversely. A satisfactory analogue that holds for or-
thocentric tetrahedra is established by S. Abu-Saymeh, M. Hajja,
M. Hayajneh in a yet unpublished paper, where it is also shown that
no reasonable analogue holds for general tetrahedra. In this paper,
the result is shown to hold for orthocentric d-simplices for all d  3.
The ingredients of the proof consist in finding a suitable parame-
trization (by a single real number) of the family of orthocentric d-
simplices whose edges emanating from a certain vertex have fixed
lengths, and in making use of properties of certain polynomials and
of Gram and positive definite matrices and their determinants.
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1. Introduction
Propositions 24 and 25 of Book I of Euclid’s Elements state that if triangles ABC and A′B′C′ are such
that ‖AB‖ = ‖A′B′‖, ‖AC‖ = ‖A′C′‖, where ‖ · · · ‖ denotes the length, then
∠BAC > ∠B′A′C′ ⇐⇒ ‖BC‖ > ‖B′C′‖; (1.1)
see [1, pp. 296–301]. The implication ⇒ in (1.1) is referred to as the open mouth theorem in [2,
Theorem 6.3.9, p. 140], where it is seen as a restatement of the obvious fact that the wider you open
yourmouth, the farther apart your lips are.For a similar reasonothers refer to it as the scissors lemma (as in
[3, p. 163]) and as the hinge theorem (as in [2, p. 140]). Some also call it the SAS/SSS inequality since the
SAS and SSS congruence theorems are obtained by replacing the inequality signs in (1.1) by equalities.
It is sometimes convenient to refer to the double implication in (1.1) as the open mouth theorem.
To phrase an open mouth theorem for tetrahedra (and later to d-simplices, d ≥ 3), one obviously
must first define what it means for a corner angle (respectively, a face) of a tetrahedron to be greater
than that of another. Using the several measures that have already appeared in the literature (and
that are described in Section 3), it was proved in [4] that no satisfactory open mouth theorem can
hold for general tetrahedra and that an extremely satisfactory such theorem holds for the so-called
orthocentric tetrahedra, i.e., tetrahedrawhose altitudes are concurrent. This emphasizes oncemore the
feeling, expressed bymanywriters and supported bymany recent results, that orthocentric tetrahedra
(and their higher dimensional analogues, the orthocentric simplices), not the arbitrary tetrahedra, are
the true generalization of triangles. The main properties of such simplices that are relevant to this
work are summarized in Section 2.
In this paper, we generalize the result in [4] and we prove that a very satisfactory open mouth
theorem holds for orthocentric simplices in any dimension. The result is a variation on the popular
theme of finding suitable generalizations to higher dimensions of theorems in triangle geometry. Its
proof uses, as is often the case with such generalizations, tools from linear algebra such as properties
of certain matrices and determinants. Examples of familiar generalizations which use similar tools
include the proofs of the higher dimensional analogues of the theorems of Pythagoras (as in [5,6]),
Napoleon (as in [7,8]), the law of sines (as in [9]), and others. Other recent papers in which tools from
linear algebra are heavily used include [10–12,16].
Thepaper is organized as follows. In Section2,wepresent thoseproperties of orthocentric simplices
that are relevant to our work. In Section 3, we consider the various measures on simplices and on
polyhedral angles that have already appeared in the literature. In Section 4,we state ourmain theorem.
In Section 5, we collect the necessary definitions and basic facts pertaining to Gram matrices and
determinants of simplices, andwe consider the family of orthocentric d-dimensional simplices, d ≥ 3,
whose edges emanating from a certain vertex have fixed lengths, and we parametrize its elements
using a single real parameter λ. In Section 6, we express the volume of an element in this family and
of its facets in terms of λ. In Section 7, we find the values that λ is permitted to take using properties
of certain polynomials. In Section 8, we prove the main theorem.
2. Orthocentric simplices
In this section,wecollect thebasic definitions and facts, thatwill beneeded later, about orthocentric
simplices and polyhedral angles.
A (non-degenerate) d-simplex is defined to be the convex hull of d+ 1 affinely independent points
(or position vectors) in Rd (or in RN for some N ≥ d). If these points are A0, . . . , Ad, then the
d-simplex is written as S = [A0, . . . , Ad]. Thus 2-simplices are triangles and 3-simplices are tetrahe-
dra. The points A0, . . . , Ad are called the vertices of S, and the line segments AiAj , 0 ≤ i < j ≤ d, the
edges. The (d − 1)-simplex having as vertices any d of the vertices of S is called a facet of S. If Ai is the
missing vertex, we call it the ith facet or the facet opposite to Ai and we may denote it by S
(i).
Orthocentric d-simplices are those d-simplices whose altitudes are concurrent, where an altitude
of a d-simplex is a line that passes through a vertex and is perpendicular to the facet opposite to that
vertex. The fact that the altitudes of an arbitrary d-simplex, d ≥ 3, are not necessarily concurrent was
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pointed out by Jacob Steiner in 1827, and orthocentric d-simplices have been extensively studied since
then. It is often felt that they, and not arbitrary d-simplices, are the true generalization of triangles; see
for example [13,14]. Their most important properties can be found in [12]. However, those properties
that are relevant to this work are summarized in Theorems 2.1 and 2.2 below in the hope of making
the paper self-contained.
A polyhedral d-angle (or simply a polyhedral angle)  = 〈A0; A1, . . . , Ad〉 having vertex A0 and
arms A0A1, . . . , A0Ad is said to be acute (respectively right, obtuse) if all its 2-subangles∠A1A0A2, A2A0
A3, . . . ,∠AdA0A1 are acute (respectively right, obtuse). Needless to say, an arbitrary polyhedral angle
may have 2-subangles of mixed types and is thus neither acute, nor right, nor obtuse. In view of this,
Theorem 2.1 must come as a great surprise showing a great resemblance of orthocentric simplices to
triangles.
Theorem 2.1. If S = [A0, . . . , Ad] is an orthocentric d-simplex, then d of its corner angles are acute and
the remaining one is either acute, right, or obtuse. We shall refer to S as acute, right (or rectangular), or
obtuse accordingly.
This is Theorem 3.8 of [12], but its proof follows from the following characterization of orthocentric
simplices. This characterization can be found, for example, in [15, p. 36, 12, Theorem 3.1(a)] and will
be used later.
Theorem 2.2. If S = [A0, . . . , Ad] is a d-simplex, then S is orthocentric if and only if for every k with
0 ≤ k ≤ d, the quantity (Ai − Ak) · (Aj − Ak) does not depend on i, j as long as i, j, k are pairwise distinct.
3. Various measures of polyhedral angles and of simplices
It is widely accepted that a most natural measure for a triangle is its area, and that a most natural
measure for a trihedral (or solid) angle is its content, where the content μ() of the trihedral angle
 = 〈D; A, B, C〉 (with vertex at D and with arms DA, DB, DC) is defined to be the area of the spherical
triangle traced by the arms of on the unit sphere centered atD. However, othermeasures have come
up in [17] when the pons asinorum theorem
AB = AC ⇐⇒ ∠ABC = ∠ACB (3.1)
was generalized to tetrahedra. These measures include per (perimeter) and prod (product of side-
lengths) for triangles, and sin (sine) and polsin (polar sine) for trihedral angles. The latter two are
defined by
(vol([D, A, B, C]))2 = 2 area(DAB) area(DBC) area(DCA) sin 
3
,
vol ([D, A, B, C]) = ‖DA‖ ‖DB‖ ‖DC‖ polsin 
6
,
wherevol([D, A, B, C]) is thevolumeof the tetrahedron [D, A, B, C]. Note that both the sineandpolsine
are natural generalizations of the ordinary sine function, which is given by the area formula
area([D, A, B]) = ‖DA‖ ‖DB‖ sin 
2
.
One of the generalizations of the pons asinorum theorem (3.1) proved in [17, Theorem 3] for all
tetrahedra consists in the equivalences⎧⎪⎪⎪⎨
⎪⎪⎪⎩
area(A′) = area(B′) ⇐⇒ sin A = sin B,
per(A′) = per(B′) ⇐⇒ content(A) = content(B),
prod(A′) = prod(B′) ⇐⇒ polsin A = polsin B,
⎫⎪⎪⎪⎬
⎪⎪⎪⎭
(∗)
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where A, B, C, D denote the corner trihedral angles of a tetrahedron [A, B, C,D] and where A′, B′, C′, D′
denote the opposite faces. It is a bit amazing that the content corresponds in (∗) to the perimeter and
not to the area as one might expect.
Another interesting generalization, proved in [17, Theorem 8] says that all the six statements in (∗)
are equivalent for orthocentric tetrahedra. This special role of orthocentric tetrahedra carries over to
higher dimensional orthocentric simplices, as shown in [18, Theorem 2]. First, the definitions of the
notions above canbeextended tohigherdimensions in amostnaturalway. Thusper (respectivelyprod)
of a simplex is the sum (respectively product) of the side lengths. The area of a triangle corresponds to
the d-volume (i.e., the d-dimensional Lebesgue measure) of a d-simplex. The content of a polyhedral
angle  = 〈A0; A1, . . . , Ad〉 having vertex A0 and arms A0A1, . . . , A0Ad is the (d − 1)-volume of the
part of the unit (d − 1)-sphere centered at A0 that is traced by the arms. The sine and polar sine of 
are defined, as in [19] for example, by
(vol(S))d−1 = (d − 1)!
dd−1
⎛
⎝ d∏
i=1
vol(S(i))
⎞
⎠ sin , (3.2)
vol(S) = 1
d!
⎛
⎝ d∏
i=1
‖Ai‖
⎞
⎠ polsin . (3.3)
This having been done, it turns out that for all d ≥ 4, all of the statements in (∗) except for the one
pertaining to the content are equivalent; see [18]. Whether this can be added to the list is an open
question, but the authors feel that it can. It is worthmentioning here that the trouble with the content
is that whereas it has a very nice formula, given in [20] and used in [17], for d = 3, it has no formula
of any practical use when d ≥ 4; see [21, 18.3.8.5, p. 279].
4. Statement of the open mouth theorem for orthocentric simplices
We now state the open mouth theorem for orthocentric simplices.
Theorem4.1. Let T = [A0, A1, . . . , Ad], T ′ = [A′0, A′1, . . . , A′d] be two orthocentric d-simplices forwhich‖Ai − A0‖ = ‖A′i − A′0‖ for 1 ≤ i ≤ d. Let  = 〈A0; A1, . . . , Ad〉, ′ = 〈A′0; A′1, . . . , A′d〉, and let F , F ′
be the facets of T, T ′ opposite to , ′, respectively.
(a) If  and ′ are acute, then the statements
vol(F) > vol(F ′), per(F) > per(F ′), prod(F) > prod(F ′),
sin  > sin ′, polsin  > polsin ′
are equivalent.
(b) If  and ′ are obtuse, then the statements
vol(F) > vol(F ′), per(F) > per(F ′), prod(F) > prod(F ′),
sin  < sin ′, polsin  < polsin ′
are equivalent.
Note that one canadda statementpertaining tovol(T) to the list inTheorem4.1 since the statements
polsin  > polsin ′ and vol(T) > vol(T ′) are equivalent for all d-simplices. Note also that the
peculiar behavior of the sine and the polar sine is expected since this is what happens when d = 2.
The proof will be given in Section 8 after the necessary preparation is made. The strategy is to
parametrize the family of orthocentric d-simplices described above by a single real parameter λ, then
express the five relevant measures vol(F), per(F), prod(F), sin , and polsin  in terms of λ, and
then study how these five quantities vary with the parameter λ. This will answer the question of how
they vary with each other.
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5. The Gram determinant of an orthocentric d-simplex and its properties
We recall that the Gram matrix Gram(B1, . . . , Bd) of the position vectors B1, . . . , Bd is defined to
be thematrixwhose (i, j)-th entry is the ordinary dot product Bi ·Bj . Its determinant is called the Gram
determinant of B1, . . . , Bd. We shall freely use the following theorem:
Theorem 5.1. If H is a d × d matrix, then
H is the Gram matrix of d linearly independent vectors
⇐⇒ H = KtK, where K is a non-singular d × d matrix
⇐⇒ H is positive definite
⇐⇒ H is symmetric and the leading principal minors of H are positive.
Here, Kt denotes the transpose of K . For these and related properties of Gram and positive definite
matrices, the reader is referred to [22, Corolarry 7.2.9 and Theorem 7.2.10, p. 407].
It follows that if S = [A0, . . . , Ad] is a d-simplex and if Bi = Ai − A0 for 1 ≤ i ≤ n, then B1, . . . , Bd
are linearly independent (since A0, . . . , Ad are affinely independent), and therefore Gram(B1, . . . , Bd)
is positive definite. Conversely, if H is a positive definite d × d matrix, then there exists a d-simplex
S = [A0, . . . , Ad] such that H = Gram(B1, . . . , Bd), where Bi = Ai − A0.
From now on, we fix a dimension d ≥ 2, we fix d positive numbers c1, . . . , cd, and we confine
ourselves to orthocentric d-simplices S = [A0, . . . , Ad] with ‖Ai − A0‖2 = ci for 1 ≤ i ≤ d. Thus
c1, . . . , cd are the squaresof theedge lengthsemanating fromA0. Thepolyhedral angle 〈A0; A1, . . . , Ad〉
at vertex A0 will be denoted by  and the opposite facet by F . For simplicity, we also assume that
0 < c1 ≤ · · · ≤ cd and that A0 is the origin O.
Let S = [O, A1, . . . , Ad] be an orthocentric d-simplex, d ≥ 2. By Theorem 2.2, Ai · Aj does not
depend on i and j as long as i = j and 1 ≤ i, j ≤ d. We let this common value be λ = λS . Thus
Ai · Aj = λ for 1 ≤ i < j ≤ d. (5.1)
This λ is the parameter that describes S fully, since the lengths ‖Ai‖ = √ci are fixed. Note that
the possibilities λ < 0, λ = 0, λ > 0 correspond to S being obtuse, rectangular, acute at the vertex
A0 = O, respectively. We emphasize here that the values that λ can assume are quite restricted and
that it is not trivial to determine these values. It turns out that λ can take any value in an interval
(ρ−, ρ+) that is determined in Theorem 7.2.
TheGrammatrixGram(S) of S is definedbyGram(S) = Gram(A1, . . . , Ad), and is obviously nothing
but the matrix  = (λ) defined by
 = [γi,j]1≤i,j≤d , γi,j =
⎧⎪⎨
⎪⎩
ci if i = j,
λ if i = j.
The determinant of (λ) is denoted by (λ). Thus
 = (λ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
c1 λ · · · λ λ
λ c2 · · · λ λ
· · · · · · · · · · · · · · ·
λ λ · · · cd−1 λ
λ λ · · · λ cd
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,  = (λ) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c1 λ · · · λ λ
λ c2 · · · λ λ
· · · · · · · · · · · · · · ·
λ λ · · · cd−1 λ
λ λ · · · λ cd
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(5.2)
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We also define (k) = (k)(λ), for 1 ≤ k ≤ d, by
(k) = (k)(λ) = the determinant obtained from  by deleting
the k-th row and k-th column. (5.3)
Later, we shall similarly use the symbols P(k) and R(k) for a certain polynomial P and a certain rational
function R to denote deleting the k-th term(s) (item(s)). Also, we shall often write and(k) to mean
(λ) and (k)(λ). This convention of dropping λ will be carried over to other functions.
Notice that the discussion above says that if S = [O, A1, . . . , Ad] is an orthocentric d-simplex that
satisfies (5.1), then the Gram matrix  of S is given by (5.2). It does not say that the matrix  given in
(5.2) represents an orthocentric d-simplex for all values of λ. For this to hold, λ must be restricted to
those numbers that make the matrix  positive definite. As mentioned earlier, these are determined
in Theorem 7.2. But first, we establish some useful formulas.
6. Formulas for the volume of S(λ) and its facets in terms of λ
We start with a technical theorem which, in essence, appears as Problem 225 (pp. 40, 154, 189) in
[23].
Theorem 6.1. For 1 ≤ k ≤ d, let = (λ) and(k) = (k)(λ) be as defined in (5.2) and (5.3), and let
P = λ(c1 − λ) · · · (cd − λ), P(k) = P
ck − λ,
R = 1
λ
+ 1
c1 − λ + · · · +
1
cd − λ, R
(k) = R − 1
ck − λ.
Then
(i)  = (ck − λ)(k) + P(k), (ii) (k) = P(k)R(k), (iii)  = PR.
Proof. For 1 ≤ k ≤ d, we let k be the k-th leading principal minor of , and we let Dk be the
determinant obtained from k by replacing ck by λ. Thus
k =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c1 λ · · · λ λ
λ c2 · · · λ λ
· · · · · · · · · · · · · · ·
λ λ · · · ck−1 λ
λ λ · · · λ ck
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, Dk =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
c1 λ · · · λ λ
λ c2 · · · λ λ
· · · · · · · · · · · · · · ·
λ λ · · · ck−1 λ
λ λ · · · λ λ
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
.
Subtracting the (k−1)-th row ofDk from the k-th row and expanding the resulting determinant along
the last row, we obtain Dk = (ck−1 − λ)Dk−1. By induction, we obtain
Dk = λ(c1 − λ) . . . (ck−1 − λ), 1 ≤ k ≤ d. (6.1)
Notice that D1 = λ, in agreement with the convention that the product is 1. Now define Pk , Rk , for
1 ≤ k ≤ d, by
Pk = λ(c1 − λ) · · · (ck − λ), Rk = 1
λ
+ 1
c1 − λ + · · · +
1
ck − λ. (6.2)
We shall show by induction that
k = PkRk (6.3)
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for k = 1, . . . , d. This statement is true for k = 1 since
P1R1 = (λ(c1 − λ))
(
1
λ
+ 1
c1 − λ
)
= c1 − λ + λ = c1 = 1.
Supposing that (6.3) holds for some k − 1 < d, we subtract the (k − 1)-th row of k from the k-th
row and we expand the resulting determinant along the last row to obtain
k = (ck − λ)k−1 − (λ − ck−1)Dk−1
= (ck − λ)k−1 + (ck−1 − λ)Pk−2, by (6.1) and (6.2)
= (ck − λ)k−1 + Pk−1, by (6.2) (6.4)
= (ck − λ)Pk−1Rk−1 + Pk−1, by the case k − 1 of (6.3)
= ((ck − λ)Rk−1 + 1) Pk−1
= ((ck − λ)Rk) Pk−1
= PkRk, by (6.2).
This completes the proof of (6.3).
It now follows from (6.4) by taking k = d that d = (cd − λ)d−1 + Pd−1. Since d = ,
d−1 = (d), and Pd−1 = P(d), it follows that = (cd − λ)(d) + P(d). This proves (i) for k = d and
hence for all k by symmetry.
It also follows from (6.3) by taking k = d − 1 that d−1 = Pd−1Rd−1. Since d−1 = (d),
Pd−1 = P(d), and Rd−1 = R(d), it follows that (d) = P(d)R(d). This proves (ii) for k = d and hence for
all k by symmetry.
Finally it follows from (6.3) by taking k = d that  = PR, thus proving (iii). 
Theorem6.2 gives formulas for the volumeof S and its facets. Recall that thed-volume (or simply the
volume) of a d-simplex is its d-dimensional Lebesgue measure. It is well known that if
S = [A0, A1, . . . , Ad] is any d-simplex, then its volume vol(S) is given by
(d! vol(S))2 = det (Gram(A1 − A0, A2 − A0, . . . , Ad − A0)) ; (6.5)
see for example [21].
Theorem 6.2. Let S = [A0, A1, . . . , Ad] be an orthocentric d-simplex with A0 = O andwith Ai ·Aj = λ if
1 ≤ i < j ≤ d and Ai · Ai = ci if 1 ≤ i ≤ d. Let S(k), 0 ≤ k ≤ d, be the k-th facet of S, and let  = (λ)
and (k) = (k)(λ) be as defined in (5.2) and (5.3). Then
(d! vol(S))2 = , (6.6)
(
(d − 1)! vol(S(k))
)2 = (k) if 1 ≤ k ≤ d, (6.7)
(
(d − 1)! vol(S(0))
)2 = (c1 − λ) · · · (cd − λ)
(
1
c1 − λ + · · · +
1
cd − λ
)
. (6.8)
Proof. Using (6.5), the definitions of  and (k) as given in (5.2) and (5.3), and the assumptions that
A0 = O, Ai · Ai = ci if 1 ≤ i ≤ d, and Ai · Aj = λ for 1 ≤ i < j ≤ d, we have
(d! vol(S))2 = det (Gram(A1, A2, . . . , Ad)) = ,(
(d − 1)! vol(S(k))
)2 = det (Gram(A1, A2, . . . , Ak−1, Ak+1, . . . , Ad)) = (k).
1064 M. Hajja, M. Hayajneh / Linear Algebra and its Applications 437 (2012) 1057–1069
Again we have by (6.5) that(
(d − 1)! vol(S(0))
)2 = det (Gram((A2 − A1), . . . , (Ad − A1)))
= det ((Ai − A1) · (Aj − A1))di,j=2 .
For 2 ≤ i ≤ j ≤ d, it is easy to see that (Ai − A1)·(Aj − A1) equals c1−λ if i = j and equals ci+c1−2λ
if i = j. Letting
c1 − λ = t, ci + c1 − 2λ = ui if 2 ≤ i ≤ d,
we see that
(
(d − 1)! vol(S(0))
)2 =
∣∣∣∣∣∣∣∣∣∣∣∣
u2 t · · · t
t u3 · · · t
...
...
...
...
t t · · · ud
∣∣∣∣∣∣∣∣∣∣∣∣
= t(u2 − t) · · · (ud − t)
(
1
t
+ 1
u2 − t + · · · +
1
ud − t
)
(by (iii) of Theorem 6.1)
= (c1 − λ) · · · (cd − λ)
(
1
c1 − λ + · · · +
1
cd − λ
)
.
This completes the proof. 
7. Permissible values of λ
Let  = (λ) and  = (λ) be as in (5.2). We shall describe the values of λ for which  is
positive definite, i.e., the values of λ for which there exists indeed an orthocentric d-simplex whose
Gram matrix is . This happens when all the principal minors of  are positive.
By Theorem 6.1 (iii),  is given by
 = PR = λ(c1 − λ) · · · (cd − λ)
(
1
λ
+ 1
c1 − λ + · · · +
1
cd − λ
)
= (c1 − λ) · · · (cd − λ)
(
1 + λ
(
1
c1 − λ + · · · +
1
cd − λ
))
. (7.1)
We now make the useful observation that if we let
P= P(λ) = (c1 − λ) · · · (cd − λ), (7.2)
then (7.1) can be simply written as
 = P− λP′, (7.3)
where the derivative is taken with respect to λ. The interesting fact that the roots of P− λP′ interlace
the roots c1, . . . , cd of P is established in Theorem 7.1 below, and will play a major role in finding
the permissible values of λ. We were delighted to discover that Theorem 7.1 has appeared earlier in
the literature in the context of Descartes’ rule of signs and Sturm’s theorem. It is found, with a more
computational proof, in [24, Chapter VI, Section 9, pp. 118–120], where it is attributed to De Gua. A
variant of the theorem andmany related results are given in [25, pp. 211–222], where the author says,
on p. 10, that this appellation is a misnomer that he keeps using for lack of a good name. According to
[26, p. 207, 27, Section 11.1, pp. 192–193], the actual De Gua’s theorem is nothing but what is usually
referred to as Pythagoras’ theorem for rectangular tetrahedra. The fact that rectangular tetrahedra
are (the simplest) orthocentric tetrahedra and the coming up of Theorem 7.1 in our investigation of
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Fig. 1. The graph of P− λP′ showing its roots interlacing those of P.
orthocentric simplices make one wonder whether De Gua, too, did indeed discover Theorem 7.1 in the
course of his work on rectangular tetrahedra!!
Theorem 7.1. Let 0 < c1 ≤ c2 ≤ · · · ≤ cd and let P be as defined in (7.2). Then counting multiplicities,
the polynomial P− λP′ has exactly d real roots r0, r1, r2, . . . , rd−1 with
r0 < 0 and ci ≤ ri ≤ ci+1 for 1 ≤ i ≤ d − 1.
Moreover, if ci < ci+1, then ci < ri < ci+1. In particular, the smallest positive root ofP−λP′ lies properly
between c1 and c2 if c1 = c2 and equals c1 if c1 = c2.
Setting r0 = ρ− and r1 = ρ+, the polynomial P − λP′ is increasing on (ρ−, 0) and decreasing on
(0, ρ+). A sketch of P− λP′ for d = 5 and for distinct ci’s is shown in Fig. 1 above.
Proof. We start with the claim that if a polynomial h(x) has a root c > 0 of any multiplicity m ≥ 1,
then h(x) and h(x)−xh′(x) have the same sign on a left neighborhood of c and opposite signs on a right
neighborhood of c. To see this, we write h(x) = (c − x)mg(x), g(c) = 0, and we use the assumption
g(c) = 0 to conclude that
h(x) − xh′(x) = (c − x)mg(x) − x(c − x)mg′(x) + mx(c − x)m−1g(x)
= mx(c − x)m−1g(x)h0(x), h0(c) = 1,
= mxh(x)
c − x h0(x), h0(c) = 1. (7.4)
Hence h(x) − xh′(x) has the same sign as h(x)/(c − x) in a neighborhood of c. The claim follows
immediately.
We now apply our claim to the polynomial P(λ). If ck < ck+1 for some k, then P(λ) has the same
sign on (ck, ck+1). Therefore P − λP′ has opposite signs on a right neighborhood of ck and a left
neighborhood of ck+1, and therefore has at least one root in (ck, ck+1). If ck is a multiple root of P of
multiplicitym ≥ 1, then it follows from (7.4) thatP−λP′ has a root ofmultiplicitym−1 at ck . Thuswe
have proved that P− λP′ has d− 1 positive roots r1, . . . , rd−1 with ci ≤ ri ≤ ci+1 for 1 ≤ i ≤ d− 1.
To show that P− λP′ has a negative root, notice that (P− λP′)(0) = P(0) = c1 · · · cd > 0 and that
P− λP′, having leading term (−1)d(1 − d)λd, tends to −∞ as λ tends to −∞.
It remains to prove the last statement. For this, notice that the polynomialP has degree d and hence
P − λP′ has degree (at most) d and has d real roots r0, r1, . . . , rd−1. By Rolle’s theorem, (P− λP′)′
has exactly one root si between ri and ri+1 for every i, 0 ≤ i ≤ d − 2. In particular, it has exactly one
root between r0 = ρ− and r1 = ρ+. But (P− λP′)′ = −λP′′ and hence equals 0 at λ = 0. Therefore
the only root of (P − λP′)′ in (ρ−, ρ+) is λ = 0. Since (P − λP′)(0) = P(0) = c1 · · · cd > 0, it
follows that P− λP′ increases on (ρ−, 0) and decreases on (0, ρ+). This completes the proof. 
Theorem 7.2. Let (λ)be as defined in (5.2), and let ρ−, ρ+ be as defined in Theorem 7.1. Then (λ) is
positive definite if and only if ρ− < λ < ρ+.
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Proof. We start with the “if" part. We let λ ∈ (ρ−, ρ+), and we are to show that (λ) is positive
definite. Using the fact that the k-th leading principal minor, 1 ≤ k ≤ d, of (λ) is nothing butk(λ),
this is equivalent to proving that k(λ) > 0 for 1 ≤ k ≤ d.
Let 1 ≤ k ≤ d. Then k(0) = c1 · · · ck > 0. Also, Theorem 7.1, applied to k , implies that the
first positive root of k lies in (c1, c2) if c1 < c2 and equals c1 if c1 = c2. Also ρ+ = c1 if c1 = c2.
Therefore k > 0 on [0, c1) = [0, ρ+) if c1 = c2 and on [0, c1] if c1 < c2.
It remains to show that k > 0 on
I := (ρ−, 0) ∪ (c1, ρ+), where (c1, ρ+) means the empty set if c1 = c2.
We shall prove this by reverse induction on k, starting with k = d and ending with k = 1. We still
restrict ourselves to the assumption λ ∈ I.
To verify the first step of the induction, i.e., d > 0 on I, we observe that d is nothing but  and
we use (7.2) and (7.3) to obtain that (0) = P(0) = c1 · · · cd > 0. By the definition of ρ− and ρ+ in
Theorem 7.1, it follows that  > 0 on I (and actually on (ρ−, ρ+)).
Suppose now that k > 0 on I for some 2 ≤ k ≤ d. To show that k−1 > 0 on I, we use (6.4) and
(6.2) to conclude that
(ck − λ)k−1(λ) = k(λ) − λ(c1 − λ) · · · (ck−1 − λ). (7.5)
Clearly, λ(c1 − λ) < 0 on I. This, together with the fact that ck ≥ ck−1 ≥ · · · ≥ c2 > ρ+, the
inductive hypothesis k > 0 on I, and (7.5), implies that k−1 > 0 on I, as desired.
This completes the proof that if λ ∈ (ρ−, ρ+), then (λ) is positive definite.
Conversely, if λ ∈ (−∞, ρ−] ∪ [ρ+, c2), then by Theorem 7.1, we have (λ) ≤ 0.
Since  = d, it follows that (λ) is not positive definite. If λ ∈ [c2,∞), then
2(λ) =
∣∣∣∣∣∣
c1 λ
λ c2
∣∣∣∣∣∣ = c1c2 − λ2 ≤ c1c2 − c22 = c2(c1 − c2) ≤ 0.
Therefore (λ) is again not positive definite. This proves the converse, and the theorem is proved. 
8. Proof of the open mouth theorem for orthocentric d-simplices
We are now ready to prove Theorem 4.1. We fix positive numbers c1, . . . , cd and we confine our-
selves to orthocentric d-simplices S = [A0, . . . , Ad] having ‖Ai‖2 = ci for 1 ≤ i ≤ d. For simplicity,
we again assume that A0 is the originO and that 0 < c1 ≤ c2 ≤ · · · ≤ cd for 1 ≤ i ≤ d. We know that
there is λ such that Ai · Aj = λ for 1 ≤ i < j ≤ d, and that Gram(S) and its determinant are nothing
but  = (λ) and  = (λ) defined in (5.2). The polyhedral angle of S atO is denoted by  and the
facet opposite to O by F . We use the fact, proved in Theorem 7.2, that λ ∈ (ρ−, ρ+), where ρ−, ρ+
are as defined in Theorem 7.1. We shall now investigate the monotonicity of
vol(F), prod(F), per(F), sin , polsin  (8.1)
with respect to λ. Theorem 4.1 will follow by observing that the d-simplices T , T ′ are S(λ), S(λ′) for
some λ, λ′ in (ρ−, ρ+).
Recalling (7.2), (7.3), and using the convention X ∼ Y to mean that X is a positive constant multiple
of Y , we rewrite formulas (6.6)–(6.8) in the form
(vol(S))2 ∼  = P− λP′, (8.2)(
vol(S(k))
)2 ∼ (k) if 1 ≤ k ≤ d, (8.3)
(vol(F))2 =
(
vol(S(0))
)2 ∼ −P′. (8.4)
Now we treat each of the functions in (8.1) separately, and we see how it varies with λ. It is also
useful to add vol(S) to the list (8.1).We remind the reader of the definition ofρ−, ρ+ and of restriction
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λ ∈ (ρ−, ρ+) given in Theorems 7.1 and 7.2. Of course, the dependence of S and the quantities in (8.1),
etc., on λ is kept in mind and tacitly assumed.
(a) Monotonicity of per(F) and prod(F). This case is trivial using the fact that
∥∥Ai − Aj∥∥2 = ci +
cj − 2λ for i = j. Therefore per(F) and prod(F) are decreasing with λ.
(b) Monotonicity of vol(S). By (8.2), (vol(S))2 ∼ P− λP′. By Theorem 7.1, P− λP′ is increasing on
(ρ−, 0) and decreasing on (0, ρ+). Therefore vol(S) behaves similarly.
(c) Monotonicity of vol(F). By (8.4), (vol(F))2 ∼ −P′. Also (vol(S))2 ∼ P− λP′. Therefore(
(vol(S))2
)′ ∼ (P− λP′)′ = −λP′′ ∼ λ (vol (F)2)′ . (8.5)
By Case (b) above, vol(S) increases on (ρ−, 0) and decreases on (0, ρ+). It follows that (vol(S))′ > 0
on (ρ−, 0) and (vol(S))′ < 0 on (0, ρ+). The same holds for
(
(vol(S))2
)′
. It follows from this and
(8.5) that
(
(vol(F))2
)′
, and hence (vol(F))′, decreases on (ρ−, ρ+).
(d) Monotonicity of polsin . It follows from (3.3) and from the assumption that ‖Ai‖2 = ci is fixed
that polsin  ∼ vol(S). By Case (b) above, vol(S) decreases on (0, ρ+) and increases on (ρ−, 0).
Therefore polsin  behaves similarly.
(e) Monotonicity of sin . It follows from (3.2), (6.6), and (6.7) that
sin 2 ∼ 
d−1∏d
i=1 (i)
= 1

d∏
i=1

(i)
. (8.6)
To differentiate this (with respect to λ), we find it convenient to introduce the independent variables
xi, 1 ≤ i ≤ d, and the functions
p = (x1 − 1) · · · (xd − 1), p(k) = p
xk − 1 ,
r = 1 + 1
x1 − 1 + · · · +
1
xd − 1 , r
(k) = r − 1
xk − 1 ,
wk = (xk − 1) + 1
r(k)
.
We also set
x = (x1, . . . , xd), b =
(
c1
λ
, . . . ,
cd
λ
)
.
Referring to the definitions of P, P(k), R, R(k) in Theorem 6.1, it is easy to see that
P = λd+1p(b), R = 1
λ
r(b), P(k) = λdp(k)(b), R(k) = 1
λ
r(k)(b), (8.7)
where p(b), etc., denotes, as usual, the value of p, etc., at x = b. Also,

(i)
= (ci − λ)
(i) + P(i)
(i)
(by (i) of Theorem 6.1)
= λ
((
ci
λ
− 1
)
+ 1
λR(i)
)
(by (ii) of Theorem 6.1) (8.8)
= λwi(b). (8.9)
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Therefore
sin 2 ∼ 1

d∏
i=1
λwi(b) (by (8.6) and (8.9))
= λ
d
PR
d∏
i=1
wi(b) (by (iii) of Theorem 6.1)
= 1
p(b)r(b)
d∏
i=1
wi(b) (by (8.7))
= H(b), (8.10)
where
H = H(x) = 1
pr
d∏
i=1
wi(x). (8.11)
Using sin 2 ∼ H(x) at x = b and the chain rule, we obtain
d
dλ
(
sin 2
)
∼
d∑
k=1
∂H
∂xk
(b)
dxk
dλ
=
d∑
k=1
∂H
∂xk
(b)
(−ck
λ2
)
. (8.12)
We claim that (∂H/∂xk)(b) has the same sign as λ. This would imply that d
(
sin 2
)
/dλ, and hence
d (sin ) /dλ, has a sign opposite to λ, and that sin  increases for λ < 0 and decreases for λ > 0.
To prove the claim, take any k, 1 ≤ k ≤ d, and observe that
pr =
(
p(k)(xk − 1)
) (
r(k) + 1
xk − 1
)
= p(k)r(k)
(
(xk − 1) + 1
r(k)
)
= p(k)r(k)wk.
Using this and (8.11), we see that
H = 1
p(k)r(k)
∏
i =k
wi.
Noting that p(k) and r(k) do not depend on xk , we conclude that
∂H
∂xk
= H∑
i =k
∂wi
∂xk
wi
= H∑
i =k
⎛
⎜⎝ −1(
r(i)
)2
⎞
⎟⎠
( −1
(xk − 1)2
)(
1
wi
)
.
At x = b, H ∼ sin 2 > 0 (by (8.10)) and λwi > 0 (by (8.9)). Therefore
(
∂H
∂xk
)
(b) has the same sign
as λ, as claimed. Thus we have proved that sin  increases for λ < 0 and decreases for λ > 0.
As mentioned earlier, Theorem 4.1 now follows immediately since the d-simplices T , T ′ in that
theorem are nothing but S(λ), S(λ′) for some λ, λ′ ∈ (ρ−, ρ+).
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