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ANISOTROPIC LIZORKIN–TRIEBEL SPACES WITH MIXED NORMS — TRACES ON
SMOOTH BOUNDARIES
J. JOHNSEN, S. MUNCH HANSEN, W. SICKEL
ABSTRACT. This article deals with trace operators on anisotropic Lizorkin–Triebel spaces with mixed
norms over cylindrical domains with smooth boundary. As a preparation we include a rather self-contained
exposition of Lizorkin–Triebel spaces on manifolds and extend these results to mixed-norm Lizorkin–
Triebel spaces on cylinders in Euclidean space. In addition Rychkov’s universal extension operator for a
half space is shown to be bounded with respect to the mixed norms, and a support preserving right-inverse
of the trace is given explicitly and proved to be continuous in the scale of mixed-norm Lizorkin–Triebel
spaces. As an application, the heat equation is considered in these spaces, and the necessary compatibility
conditions on the data are deduced.
1. INTRODUCTION
The present paper departs from the work [JS08] of the first and third author dealing with traces on
hyperplanes of anisotropic Lizorkin–Triebel spaces F s,~a~p,q(R
n) with mixed norms.
The application of these spaces to parabolic differential equations is to some extent known. It was
outlined in the introduction to [JS08] how they can apply to fully inhomogeneous initial and boundary
value problems: for such problems the Fs,~a~p,q-spaces are in general inevitable for a correct description of
the boundary data. Previously, a somewhat similar conclusion was obtained in works of Weidemaier
[Wei98, Wei02, Wei05] (and also by Denk, Hieber and Pru¨ss [DHP07]). He discovered the necessity
of isotropic Lizorkin–Triebel spaces (for vector-valued functions) for an optimal description of the time
regularity of the boundary data. However, with integral exponents px and pt in the space and time
directions, respectively, Weidemaier worked under the technical restriction that px ≤ pt .
For the reader’s sake, it is recalled that the main purpose of [JS08] was to extend the classical theory
of trace operators to the Fs,~a~p,q-scales. However, because the mixed norms do not allow a change of
integration order, this meant that the techniques had to be worked out both for the ‘inner’ and ‘outer’
traces given on, say smooth functions as
u(x1,x
′′) 7→ u(0,x′′), resp. u(x′,xn) 7→ u(x′,0).
When u ∈ Fs,~a~p,q(R
n), then in the first case the trace was proved to be surjective on the mixed-norm
Lizorkin–Triebel space Fs−a1/p1,a
′′
p′′,p1 (R
n−1) having the specific sum exponent q = p1, while in the second
case the trace space is (as usual) a Besov space, namely Bs−an/pn,a′p′,pn (Rn−1).
Previously Berkolaı˘ko [Ber85] obtained such results for the classical range 1 < p j,q < ∞. As indi-
cated, only traces on hyperplanes were covered in [JS08]; but the study included (almost) necessary and
sufficient conditions on s in relation to~a, ~p and q, also in combination with normal derivatives (Cauchy
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traces), and existence and continuity of right-inverses. Furthermore, Weidemaier’s restriction on the
integral exponents was never encountered with the framework and methods adopted in [JS08].
These investigations in [JS08] are in this work followed up with a general study of trace operators and
their right-inverses in the scales F s,~a~p,q of anisotropic Lizorkin–Triebel spaces with mixed norms defined
on smooth open cylinders Ω× I (where I :=]0,T [ ) and their curved boundaries Γ× I (Γ := ∂Ω).
In doing so, it is a main technical question to obtain invariance of the spaces Fs,~a~p,q(U) under the
map f 7→ f ◦ σ , when U ⊂ Rn is open and σ is a C∞-bijection. We addressed this question in our
joint paper [JSH13b], where we proved invariance e.g. under the restriction that σ only affects groups
of coordinates x j for which the corresponding p j are equal in the vector of integral exponents ~p =
(p1, . . . , pn); and similarly for the moduli of anisotropy a j.
This was done by generalising Triebel’s method in [Tri92, 4.3.2]. Indeed, having reduced to large s
using a lift operator, it relies on Taylor expansion of the inner and outer functions, whereby most terms
are manageable when the Fs,~a~p,q-spaces are normed via kernels of localised means developed in [JSH13a];
an underlying parameter-dependent estimate obtained in [JSH13a] finally gives control over the effects
of the Jacobian matrices.
In this paper, we proceed to develop the consequences for trace operators. E.g. the trace r0 at {t = 0}
of u ∈ F s,~a~p,q(Ω× I) is given a meaning in a pedestrian way using an arbitrary extension of u to Rn+1 and
applying the trace at {t = 0} from [JS08]. In terms of the splitting ~p = (p′, pt) with all entries in p′
being equal to p0 and likewise for ~a, we can abbreviate our result for r0 as follows:
Theorem. When s > atpt , 1 ≤ p0, pt < ∞, 1 ≤ q≤ ∞, the operator r0 is a bounded surjection
r0 : F
s,~a
~p,q(Ω× I)→ B
s−at/pt ,a′
p′,pt (Ω).
Furthermore, r0 has a right-inverse K0 going the opposite way and it is bounded for every s ∈ R,
K0 : B
s−at/pt ,a′
p′,pt (Ω)→ F
s,~a
~p,q(Ω× I).
The classical borderline s = 1/p is recovered from this in the isotropic case, as ~a = (1, . . . ,1) then.
But the full statement in Theorem 6.1 below requires s to be larger (by a0p0 − a0) if 0 < p0 < 1, so for
such p0 even the borderline s = at/pt is shifted upwards.
It is more involved to give meaning to the trace γ of u at the curved boundary Γ× I, since it requires
to work locally first and then observe that the local pieces together give a globally defined trace. Using
the splitting ~p = (p0, p′′), where p′′ = (p0, . . . , p0, pt) and likewise for ~a, we may state the
Theorem. When ∂Ω is compact and s > a0p0 , 1≤ p0, pt < ∞, 1 ≤ q≤ ∞, then γ is a bounded surjection
γ : Fs,~a~p,q(Ω× I)→ F
s−a0/p0,a′′
p′′,p0 (Γ× I).
Furthermore, γ has a right-inverse Kγ going the opposite way and it is bounded for every s ∈ R,
Kγ : F
s−a0/p0,a′′
p′′,p0 (Γ× I)→ F
s,~a
~p,q(Ω× I).
Here Theorem 6.8 contains a stronger condition on s if any of p0, pt or q are given in ]0,1[ .
Note that the sum exponent of the codomain inherits the value q= p0 after the normal variable (say x1
or xn) has been eliminated by restriction to the boundary. While that is analogous to the case for r0 above
(q = pt ), we should emphasise that for pt 6= p0 the trace space for γ does not just have a mixed-norm, it
is moreover outside the Besov scale because it equals the Lizorkin–Triebel space Fs−a0/p0,a
′′
p′′,p0 .
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The operator Kγ is constructed using the right-inverse in [JS08, Thm. 2.6] to the trace at {x1 = 0}
and Rychkov’s universal extension operator [Ryc99]. The latter is modified to a version Eu with good
properties in anisotropic, mixed-norm Lizorkin–Triebel spaces over half-spaces in Theorem 5.6 below.
As a novelty, from the construction of Eu, we derive in Theorem 6.7 an explicit construction of an
operator QΩ going from Rn to Rn+1, which in Ω has r0 as a left-inverse and yet it preserves support with
respect to the x-variable:
QΩ :
◦
Bs,a
′
p′,pt (Ω)→
◦
Fs,~a~p,q(Ω×R) for all s ∈ R.
This is important for reduction of parabolic problems to homogeneous ones: e.g. surjectivity of γ allows
to get zero data on Γ× I, and QΩ gives a further reduction to zero initial data; cf. Remark 6.13.
Indeed, after an analysis of traces at the curved corner Γ×{0} of the cylinder Ω× I, we follow
up in Theorem 6.12 by extending the necessity of the compatibility conditions of Grubb and Solon-
nikov [GS90] to solutions in the mixed-norm Lizorkin–Triebel spaces of the heat equation.
Contents. Section 2 contains a review of our notation and the definition of anisotropic Lizorkin–Triebel
spaces with mixed norms is recalled, together with some needed properties and a pointwise multiplier
assertion. Moreover, a basic lemma for elements in Fs,~a~p,q with e.g. compact support on cross sections of
the cylindrical domain is proved.
In Section 3 sufficient conditions for f 7→ f ◦σ to leave the spaces Fs,~a~p,q(Rn) invariant for a certain
range of the parameters, including negative values of s, are recalled.
Section 4 contains first a preparatory treatment of unmixed Lizorkin–Triebel spaces on general C∞-
manifolds and these results are then extended to Fs,~a~p,q-spaces on the curved boundary of a cylinder.
Rychkov’s universal extension operator in [Ryc99] is modified to Fs,~a~p,q(Rn+) in Section 5. Moreover,
its properties on temperate distributions are analysed in addition.
Finally, Section 6 contains a discussion of the trace at the flat as well as at the curved boundary of a
cylindrical domain, including applications to e.g. the Dirichlet boundary problem for the heat equation.
2. PRELIMINARIES
2.1. Notation. The Schwartz space S (Rn) consists of the rapidly decreasing C∞-functions and it is
equipped with the family of seminorms, using Dα := (−i∂x1)α1 · · · (−i∂xn)αn for each multi-index α =
(α1, . . . ,αn) with α j ∈ N0 := N∪{0}, i2 =−1 and 〈x〉2 := 1+ |x|2,
pM(ϕ) := sup
{
〈x〉M |Dαϕ(x)|
∣∣x ∈ Rn, |α | ≤ M}, M ∈N0.
By duality, the Fourier transformation Fg(ξ ) = ĝ(ξ ) = ∫Rn e−ix·ξ g(x)dx for g ∈S (Rn) extends to the
dual space S ′(Rn) of temperate distributions. 〈u,ψ〉 denotes the value of u ∈S ′ on ψ ∈S .
Throughout, inequalities for vectors ~p = (p1, . . . , pn) are understood componentwise; likewise for
functions, e.g. ~p ! = p1! · · · pn!, while t+ := max(0, t) for t ∈ R. For 0 < ~p ≤ ∞ the space L~p(Rn)
consists of the Lebesgue measurable functions such that
‖u |L~p(Rn)‖ :=
(∫
∞
−∞
(
. . .
(∫
∞
−∞
|u(x1, . . . ,xn)|
p1 dx1
)p2/p1
. . .
)pn/pn−1
dxn
)1/pn
< ∞;
in case p j = ∞, the essential supremum over x j is used. When equipped with this quasi-norm, L~p is a
quasi-Banach space (normed if ~p ≥ 1); it was considered e.g. by Benedek and Panzone [BePa61].
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In addition, we shall for 0 < q≤∞ denote by L~p(ℓq)(Rn) the space of sequences (uk)k∈N0 of Lebesgue
measurable functions uk : Rn → C such that
‖(uk)k∈N0 |L~p(ℓq)(R
n)‖ :=
∥∥∥∥( ∞∑
k=0
|uk|
q
)1/q ∣∣∣∣L~p(Rn)∥∥∥∥< ∞;
with supremum over k in case q = ∞. For brevity, ‖(uk)k∈N0 |L~p(ℓq)(Rn)‖ is written ‖uk |L~p(ℓq)‖ and
when ~p = (p, . . . , p), then L~p is simplified to Lp etc. We recall that sequences of C∞0 -functions are dense
in L~p(ℓq) if max(p1, . . . , pn,q)< ∞.
Generic constants will be denoted by c or C, with their dependence on certain parameters explicitly
stated when relevant. Lastly, the closure of an open set U ⊂ Rn is denoted U and B(0,r) is the ball
centered at 0 with radius r > 0; the dimension of the surrounding Euclidean space will be clear from the
context or otherwise stated explicitly.
2.2. Anisotropic Lizorkin–Triebel Spaces with Mixed Norms. This section only contains the
Fourier-analytic definition of the mixed-norm Lizorkin–Triebel spaces and a few essential properties
used below. For an introduction to these spaces we refer the reader to [JS07] and [JS08, Sec. 3].
First we recall the definition of the anisotropic distance function | · |~a, where~a= (a1, . . . ,an)∈ [1,∞[n,
on Rn and some of its properties. Using the quasi-homogeneous dilation t~ax := (ta1 x1, . . . , tan xn) for
t ≥ 0, |x|~a is for x ∈ Rn \{0} defined as the unique t > 0 such that t−~ax ∈ Sn−1 (|0|~a := 0), i.e.
x21
t2a1
+ · · ·+
x2n
t2an
= 1.
For basic properties of | · |~a we refer to [JS07, Sec. 3] or [Yam86].
The Fourier-analytic definition also relies on a Littlewood–Paley decomposition, i.e. 1 = ∑∞j=0 Φ j(ξ ),
which is based on a (for convenience fixed) ψ ∈C∞0 such that 0≤ψ(ξ )≤ 1 for all ξ , ψ(ξ )= 1 if |ξ |~a ≤ 1
and ψ(ξ ) = 0 if |ξ |~a ≥ 3/2. Setting Φ = ψ −ψ(2~a·), we define
Φ0(ξ ) = ψ(ξ ), Φ j(ξ ) = Φ(2− j~aξ ), j = 1,2, . . . (1)
Definition 2.1. The Lizorkin–Triebel space Fs,~a~p,q(Rn) with s ∈ R, 0 <~p < ∞ and 0 < q ≤ ∞ consists of
the u ∈S ′(Rn) such that
‖u |F s,~a~p,q(R
n)‖ :=
∥∥∥∥( ∞∑
j=0
2 jsq
∣∣F−1 (Φ j(ξ )Fu(ξ )) (·)∣∣q)1/q ∣∣∣∣L~p(Rn)∥∥∥∥< ∞.
The number q is a sum exponent (sometimes called the microscopic or fine index) and the entries in ~p
are integral exponents, while s is a smoothness index. In case~a = (1, . . . ,1), the parameter ~a is omitted.
Let us also recall (cf. [JSH13b, Sec. 2.3] or [JS08, Prop. 2.10]) that there is an identification with the
well-known anisotropic Bessel potential spaces,
Hs,~a~p (R
n) = F s,~a~p,2(R
n) for s ∈ R, 1 <~p < ∞.
When studying traces on the flat boundary of a cylinder, Besov spaces are inevitable:
Definition 2.2. The Besov space Bs,~a~p,q(R
n) with s ∈R and 0 <~p,q≤∞ consists of the u ∈S ′(Rn) such
that
‖u |Bs,~a~p,q(R
n)‖ :=
(
∞
∑
j=0
2 jsq‖F−1 (Φ jFu) |L~p(Rn)‖q
)1/q
< ∞.
TRACES AND MIXED NORMS 5
For a general reference on the mixed-norm spaces Fs,~a~p,q and B
s,~a
~p,q the reader may consult the book of
Besov, Il’in and Nikol’skiı˘ [BIN79, BIN96], or that of Schmeisser and Triebel [ScTr87] (n = 2). The
set-up with~a was analysed by Yamazaki [Yam86]. Here we review a few facts needed below.
Both Fs,~a~p,q and B
s,~a
~p,q are quasi-Banach spaces (normed if min(p1, . . . , pn,q)≥ 1) and the quasi-norm is
subadditive when raised to the power d := min(1, p1, . . . , pn,q),
‖u+ v |F s,~a~p,q‖
d ≤ ‖u |F s,~a~p,q‖
d +‖v |Fs,~a~p,q‖
d , u,v ∈ F s,~a~p,q(R
n). (2)
Different choices of the anisotropic decomposition of unity give the same space (with equivalent quasi-
norms) and there are continuous embeddings
S (Rn) →֒ Fs,~a~p,q(R
n) →֒S ′(Rn), (3)
where S is dense in Fs,~a~p,q for q < ∞. Both (2) and (3) hold verbatim for Bs,~a~p,q(Rn) as well.
Lemma 2.3. For λ > 0 so large that λ~a ≥ 1, the spaces Bs,~a~p,q(Rn), F
s,~a
~p,q(R
n) coincide with Bλs,λ~a~p,q (R
n),
respectively Fλs,λ~a~p,q (R
n) and the corresponding quasi-norms are equivalent.
The proof of this lemma for Besov spaces follows that of Lizorkin–Triebel spaces, which can be
found in [JS08, Lem. 3.24]. Indeed, the only exception is that [JS08, Lem. 3.23] needs to be adapted to
Besov spaces, but this is easily done using the modifications indicated just above Lemma 3.21 there.
In view of Lemma 2.3, one could envisage that most results obtained for the scales when ~a ≥ 1 can
be extended to the range 0 <~a < ∞. For details on this we refer to [JSH13a, Rem. 2.6].
The Banach space Cb(Rn) of continuous, bounded functions is equipped with the sup-norm, while
the subspace L1,loc(Rn) ⊂ D ′(Rn) of locally integrable functions is endowed with the Fre´chet space
topology defined from the seminorms u 7→
∫
|x|≤ j |u(x)|dx, j ∈ N.
Lemma 2.4 ([JSH13b, Lem. 1]). Let s ∈R and α ∈ Nn0 be arbitrary.
(i) The differential operator Dα is bounded F s,~a~p,q(Rn)→ Fs−α ·~a,~a~p,q (Rn).
(ii) For s > ∑nℓ=1
(
aℓ
pℓ −aℓ
)
+
there is an embedding Fs,~a~p,q(R
n) →֒ L1,loc(Rn).
(iii) The embedding Fs,~a~p,q(Rn) →֒Cb(Rn) holds for s > a1p1 + · · ·+ anpn .
Next, we recall a paramultiplication result and refer to [JSH13b, Sec. 2.4] for details.
Lemma 2.5. Let s ∈ R and take s1 > s such that also
s1 >
n
∑
ℓ=1
( aℓ
min(1,q, p1, . . . , pℓ)
−aℓ
)
− s. (4)
Then each u ∈ Bs1,~a
∞,∞(R
n) defines a pointwise multiplier of F s,~a~p,q(Rn) and
‖u · v |F s,~a~p,q‖ ≤ c‖u |B
s1,~a
∞,∞‖ · ‖v |F
s,~a
~p,q‖, v ∈ F
s,~a
~p,q(R
n).
In particular, it holds for u in C∞L∞(Rn) := {g ∈C∞(Rn) |∀α ∈ Nn0 : Dαg ∈ L∞(Rn)}.
The characterisation of Fs,~a~p,q(R
n) by kernels of local and localised means as developed in [JSH13a,
Thm. 5.2] is utilised below, hence it is included here for convenience, using the notation
ϕ j(x) = 2 j|~a|ϕ(2 j~ax), ϕ ∈S , j ∈ N. (5)
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Theorem 2.6. Let k0,k0 ∈ S (Rn) such that
∫
k0(x)dx 6= 0 6=
∫
k0(x)dx and set k(x) = ∆Nk0(x) for
some N ∈N. When 0 <~p < ∞, 0 < q ≤∞, and s < 2N min(a1, . . . ,an), then a distribution f ∈S ′(Rn)
belongs to Fs,~a~p,q(R
n) if and only if
‖ f |Fs,~a~p,q‖∗ := ‖k0 ∗ f |L~p‖+‖{2s jk j ∗ f}∞j=1 |L~p(ℓq)‖< ∞. (6)
Furthermore, ‖ f |Fs,~a~p,q‖∗ is an equivalent quasi-norm on Fs,~a~p,q(Rn).
For spaces over open sets U ⊂ Rn we use the notation introduced by Ho¨rmander [Ho¨r07, App. B.2]
and place a bar over F and B, to indicate that it is a space of restricted distributions:
Definition 2.7. 1◦ The space F s,~a~p,q(U) is defined as the set of u ∈ D ′(U) such that there exists a distri-
bution f ∈ F s,~a~p,q(Rn) satisfying
〈 f ,ϕ〉= 〈u,ϕ〉 for all ϕ ∈C∞0 (U). (7)
We equip F s,~a~p,q(U) with the quotient quasi-norm, which is a norm if ~p,q ≥ 1,
‖u |F s,~a~p,q(U)‖ := inf
rU f=u
‖ f |Fs,~a~p,q(Rn)‖.
2◦ The space
◦
Fs,~a~p,q(U) consists of the distributions u ∈ F
s,~a
~p,q(R
n) that satisfy suppu ⊂U .
3◦ The Besov spaces Bs,~a~p,q(U) and
◦
Bs,~a~p,q(U) are defined analogously.
Recall that since F s,~a~p,q(R
n) is a quasi-Banach space, Fs,~a~p,q(U) is seen to be so too, using the usual
arguments for quotient spaces modified to exploit the subadditivity in (2).
In (7) it is tacitly understood that on the left-hand side ϕ is extended by 0 outside U . For this we
henceforth use the operator notation eU ϕ . Likewise rU denotes restriction to U , whereby u = rU f in (7).
We shall refer to such f as an extension of u.
Remark 2.8. Theorem 2.6 induces an equivalent quasi-norm ‖u |F s,~a~p,q(U)‖∗ on F
s,~a
~p,q(U) by taking the
infimum of ‖ f |F s,~a~p,q(Rn)‖∗ for rU f = u.
As a preparation we include a slightly modified version of [JSH13b, Lem. 8]:
Lemma 2.9. Let U ⊂Rn be open. When F s,~a~p,q(U×R) is normed as in Remark 2.8 using kernels of local
means with supp k0,supp k ⊂ B(0,r) for an r > 0, and when K ⊂U is a compact set fulfilling
dist (K,Rn \U)> 2r, (8)
then it holds for every f ∈ F s,~a~p,q(U ×R) with supp f ⊂ K×R that
‖ f |F s,~a~p,q(U ×R)‖∗ = ‖eU×R f |Fs,~a~p,q(Rn+1)‖∗.
That is, the infimum is for such f attained at eU×R f .
Proof. For an arbitrary extension f˜ of f , it holds for g := f˜ − eU×R f that supp eU×R f ∩ supp g = /0,
hence by (8),
supp(k j ∗ eU×R f )∩ supp(k j ∗g) = /0, j ∈ N0.
When g 6= 0, there exists j ∈ N0 such that supp (k j ∗g) 6= /0, thus k j ∗g(x) 6= 0 on an open set disjoint
from supp (k j ∗ eU×R f ). This term therefore effectively contributes to the L~p -norm in the local means
characterisation, yielding ‖ f˜ |Fs,~a~p,q(Rn+1)‖∗ > ‖eU×R f |F s,~a~p,q(Rn+1)‖∗. 
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For temperate distributions vanishing in the time direction, we let eI→I′ denote extension by 0 from
Rn−1× I to Rn−1× I′ for open intervals I ⊂ I′. Then we similarly get
Lemma 2.10. Let I =]b,c[ and I′ =]a,c[ where −∞≤ a < b < c≤∞. When Fs,~a~p,q(Rn−1× I) is normed
as in Remark 2.8 using kernels of local means with suppk0,supp k ⊂ B(0,r) for an r > 0, then it holds
for every f ∈ Fs,~a~p,q(Rn−1× I) satisfying f (·, t) = 0 for t ∈ ]b,b+2r[ that
‖ f |F s,~a~p,q(Rn−1× I)‖∗ = ‖eI→I′ f |F s,~a~p,q(Rn−1× I′)‖∗. (9)
A similar equality holds for extension from I =]a,b[ to I′, when f (·, t) = 0 for t ∈ ]b−2r,c[ .
Proof. The inequality ≤ follows immediately, since the distributions considered in the infimum on the
right-hand side in (9) also are considered on the left-hand side.
To prove equality we assume that < holds. Then there exists an extension f˜ of f which is not among
the distributions considered in the infimum on the right-hand side, and which, with an infimum over
rRn−1×I′h = eI→I′ f , moreover fulfils
‖ f˜ |Fs,~a~p,q(Rn)‖< inf‖h |F s,~a~p,q(Rn)‖. (10)
Actually, it suffices to consider those h for which h≡ 0 on Rn−1× ]−∞,b+2r[ . Indeed, for any other
h the distribution (1− χ(t))h(·, t), where χ ∈ C∞(R) with χ(t) = 1 for t ∈ ]−∞,a[ and χ(t) = 0 for
t ∈ ]b,∞[ , has a smaller quasi-norm than h. This can be verified similarly to the proof of Lemma 2.9,
using that the distance between supp h∩ (Rn−1× ]−∞,a[ ) and supp (1− χ)h is at least 2r.
Now for such h we have supph⊂Rn−1× [b+2r,∞[ , and since f˜ (t) 6≡ 0 for a < t < b it is easily seen
by the proof strategy of Lemma 2.9 that ‖ f˜ |F s,~a~p,q(Rn)‖> ‖h |F s,~a~p,q(Rn)‖, which contradicts (10). 
For simplicity of notation the ∗ on the quasi-norm is omitted in the following.
3. INVARIANCE UNDER DIFFEOMORPHISMS
To introduce Lizorkin–Triebel spaces on manifolds, it is essential that the spaces Fs,~a~p,q(U) for certain
open subsets U ⊂Rn are invariant under suitable C∞-bijections σ . An extensive treatment of this subject
can be found in [JSH13b], but for convenience we recall the needed results. These hold for 0 <~p < ∞,
0 < q ≤ ∞ and s ∈ R unless additional requirements are specified. First a result on isotropic spaces:
Theorem 3.1. When σ : U → V is a C∞-bijection between open sets U,V ⊂ Rn and f ∈ Fsp,q(V ) has
compact support, then f ◦σ ∈ Fsp,q(U) and
‖ f ◦σ |Fsp,q(U)‖ ≤ c‖ f |Fsp,q(V )‖ (11)
holds for a constant c depending only on σ and the set supp f .
In the anisotropic situation it cannot be expected, e.g. if σ is a rotation, that f ◦ σ has the same
regularity as f , nor that f ◦σ ∈ L~p when f ∈ L~p. We therefore restrict to ~p of the form
~p = (p1, . . . , p1︸ ︷︷ ︸
N1
, p2, . . . , p2︸ ︷︷ ︸
N2
, . . . , pm, . . . , pm︸ ︷︷ ︸
Nm
), N1 + · · ·+Nm = n, m ≥ 2, (12)
and ~a having the same structure.
Theorem 3.2. Let σ j : U j →Vj, j = 1, . . . ,m, be C∞-bijections, where U j,Vj ⊂ RN j are open. When ~a,
~p fulfil (12) and f ∈ Fs,~a~p,q(U1×·· ·×Um) has compact support, then (11) holds for U = U1×·· ·×Um
and V =V1×·· ·×Vm for a constant c depending only on σ and the set supp f .
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For traces at the curved boundary of cylinders, the next special case is useful:
Theorem 3.3. Let U,V ⊂Rn−1 be open and let σ : U ×R→V ×R be a C∞-bijection on the form
σ(x) = (σ ′(x1, . . . ,xn−1),xn) for all x ∈U ×R.
When~a,~p satisfy (12) with m = 2, N1 = n−1, N2 = 1 and f ∈ Fs,~a~p,q(V ×R) has supp f ⊂K×R, whereby
K ⊂V is compact, then f ◦σ ∈ F s,~a~p,q(U ×R) and
‖ f ◦σ |Fs,~a~p,q(U ×R)‖ ≤ c(supp f ,σ)‖ f |F s,~a~p,q(Rn+1)‖.
The above three theorems can be found with proofs as Theorems 6–8, respectively, in [JSH13b]. As
needed, we shall tacitly apply these results in situations with n+ 1 variables; when the last of these is
interpreted as time, then we let t = xn+1.
4. FUNCTION SPACES ON MANIFOLDS
To develop Lizorkin–Triebel spaces over cylinders and to settle the necessary notation, we first review
distributions on manifolds, for the reader’s convenience.
4.1. Distributions on Manifolds. To allow comparison with existing literature on partial differential
equations, we follow [Gru09, Sec. 8.2] and [Ho¨r90, Sec. 6.3]. E.g. a diffeomorphism is in the following
a bijective C∞-map between open sets, and we recall
Definition 4.1. An n-dimensional manifold X is a second-countable Hausdorff space which is locally
homeomorphic to Rn. The manifold X is C∞ (or smooth), if it is equipped with a C∞-structure, i.e. a
family F of homeomorphisms κ mapping open sets Xκ ⊂X onto open sets X˜κ ⊂Rn, with X =
⋃
κ∈F Xκ ,
such that the maps
κ ◦κ−11 : κ1(Xκ ∩Xκ1)→ κ(Xκ ∩Xκ1), κ ,κ1 ∈F , (13)
are diffeomorphisms, and F contains every homeomorphism κ0 : Xκ0 → X˜κ0 , for which the compositions
in (13) with κ = κ0 are diffeomorphisms.
A subfamily of F where the Xκ cover X is called a (compatible) atlas, and F1 ⊂ F2 means that
every chart κ in F1 is also a member of F2. (The definition of a C∞-manifold X means that a maximal
atlas has been chosen on the set X .)
Unless otherwise stated, X denotes an n-dimensional C∞-manifold and F is the maximal atlas. A
partition of unity 1 = ∑ j∈Nψ j(x) with ψ j ∈ C∞0 (X) and ψ j(x) ≥ 0 for x ∈ X is said to be subordinate
to F (instead of to the covering X = ⋃κ∈F Xκ), when for each j ∈ N there exists a chart κ( j) ∈ F
such that supp ψ j ⊂ Xκ( j). It is locally finite, when 1 = ∑ψ j(x) for every x ∈ X has only finitely many
non-trivial terms in some neighbourhood of x. Note that for each compact set K ⊂ X , this finiteness
extends to an open set U ⊃ K.
We recall the definition of a distribution on a C∞-manifold, using the notation ϕ∗u for the pullback of
a distribution u by a function ϕ [Ho¨r90]; when u is a function then ϕ∗u = u◦ϕ .
Definition 4.2. The space D ′(X) consists of the families {uκ}κ∈F , where uκ ∈ D ′(X˜κ) and which for
all κ ,κ1 ∈F fulfil
uκ1 = (κ ◦κ
−1
1 )
∗uκ on κ1(Xκ ∩Xκ1). (14)
(D ′(X) only identifies with the dual of C∞0 (X) if there is a positive density on X ; cf. [Ho¨r90, Ch. 6].)
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Each u∈Ck(X), k ∈N0, can be identified with the family uκ := u◦κ−1 of functions in Ck(X˜κ), which
evidently transform as in (14). Thus Ck(X)⊂D ′(X) is obvious. For any u∈D ′(X), the notation u◦κ−1
is also used to denote uκ .
In (14) restriction of e.g. uκ to κ(Xκ ∩Xκ1) is tacitly understood. To ease notation we will in the rest
of the paper, when composing with a chart, suppress such restriction to the chart’s co-domain.
Lemma 4.3 ([Ho¨r90, Thm. 6.3.4]). For any atlas F1 ⊂ F , each family {uκ}κ∈F1 of elements uκ ∈
D ′(X˜κ) fulfilling (14) for κ ,κ1 ∈ F1 is obtained from a unique v ∈ D ′(X) by “restriction” to F1,
i.e. v◦κ−1 = uκ for every κ ∈F1.
So if an open set U ⊂ Rn is seen as a manifold X , then F1 = {idU} at once gives D ′(U) →֒D ′(X);
the surjectivity of this map follows by gluing together, cf. [Ho¨r90, Thm. 2.2.4].
For Y ⊂ X open, the restriction of u ∈ D ′(X) to Y is the family rY u := {rκ(Y∩Xκ )uκ} with κ running
through the charts in F for which Xκ ∩Y 6= /0. If we only consider an atlas F1 ⊂ F , then the corre-
sponding subfamily identifies with a distribution uY ∈ D ′(Y ), cf. Lemma 4.3, and since this is unique
rY u = uY , i.e. it suffices to consider an arbitrary atlas when determining the restriction of a distribution.
A distribution u ∈D ′(X) is said to be 0 on an open set Y ⊂ X if rY u = 0. Using this,
suppu := X \
⋃
{Y ⊂ X open |u = 0 on Y}, (15)
and it is easily seen that for any atlas F1 ⊂F ,
supp u =
⋃
κ1∈F1
κ−11 (supp uκ1). (16)
The space E ′(X) consists of the distributions u ∈ D ′(X) having compact support, while E ′(K) for an
arbitrary K ⊂ X consists of the u ∈ E ′(X) with supp u ⊂ K. Any u ∈ E ′(Y ), where Y ⊂ X is open, has
an “extension by 0”; even locally in a chart:
Corollary 4.4. When Y ⊂ X is open and u ∈ E ′(Y ), then there exists v ∈ E ′(X) such that rY v = u and
supp v = supp u. Moreover, when given uκ ∈ E ′(X˜κ) for a single κ ∈ F , then there exists v ∈ E ′(X)
such that vκ = uκ and supp v = κ−1(supp uκ).
Proof. In the case that supp u ⊂ Xκ ⊂ Y for some κ ∈ F , then there exists an open set U ⊂ X such
that supp u ⊂U ⊂U ⊂ Xκ (X is normal). The family F1 := {κ}∪{κ1 ∈F |U ∩Xκ1 = /0} is an atlas,
since its domains cover X . Setting vκ = uκ and vκ1 = 0 for the other κ1 ∈ F1, the family {vκ1}κ1∈F1
clearly transforms as in (14), hence defines a v ∈ D ′(X), cf. Lemma 4.3. From (16) it is clear that
supp v = supp u; and rY v = u is evident in the atlas F1.
In the general case, we use that any u ∈ E ′(Y ) can be written as a finite sum u = ∑ψ ju, where
1 = ∑ψ j is a locally finite partition of unity subordinate to the atlas {κ |Y∩Xκ |κ ∈F : Y ∩Xκ 6= /0} on Y .
Since supp ψ ju⊂Y ∩Xκ( j) is compact for each summand, the above gives the existence of a v j ∈D ′(X)
such that rY v j = ψ ju and supp v j = supp ψ ju. Because the restriction operator is linear, taking v = ∑v j
proves the statement.
For the last part, consider Xκ as a manifold with the atlas containing only the chart κ . Lemma 4.3
gives a w ∈D ′(Xκ) such that wκ = uκ , hence the special case above applied to w and Y = Xκ gives the
existence of some v ∈ E ′(X) such that vκ = wκ , and supp v = supp w. 
4.2. Isotropic Lizorkin–Triebel Spaces on Manifolds. Since we later need a few isotropic results,
and since the proofs are much cleaner for isotropic spaces, we shall fix ideas in this section by working
with arbitrary s ∈ R, 0 < p < ∞ and 0 < q ≤ ∞. Let us add that most references on isotropic spaces
over manifolds just describe the outcome without referring directly to the general definitions in [Ho¨r90,
Ch. 6], thus being inadequate for our generalisations here.
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4.2.1. Manifolds in General. We first recall that when U ⊂ Rn is open, u ∈ D ′(U) is said to belong to
the Lizorkin–Triebel space Fsp,q(U) locally, if ϕu∈ F
s
p,q(U) for all ϕ ∈C∞0 (U); the set of such elements
is denoted Fsp,q;loc(U). Here we use the notation without bar, since ϕ has compact support in U . This
can be generalised to
Definition 4.5. The local Lizorkin–Triebel space Fsp,q;loc(X) consists of the u ∈ D ′(X) such that uκ ∈
Fsp,q;loc(X˜κ) for every κ ∈F .
For u ∈ D ′(X) to belong to Fsp,q;loc(X), it suffices that uκ1 is in Fsp,q;loc(X˜κ1) for each κ1 in an atlas
F1 ⊂F . Indeed given ϕ ∈C∞0 (X˜κ), a partition of unity yields a reduction to the case where supp (ϕ ◦
κ)⊂ Xκ ∩Xκ1 , and the transition rule in (14) gives
(κ ◦κ−11 )
∗(ϕuκ) = ϕ ◦ (κ ◦κ−11 )uκ1 .
Since ϕ ◦ (κ ◦κ−11 ) is in C∞0 (κ1(Xκ ∩Xκ1)), the product by uκ1 is in F
s
p,q (κ1(Xκ ∩Xκ1)) by assumption
on F1; so by Theorem 3.1 one has ϕuκ ∈ Fsp,q(X˜κ).
For example, when X is an open set U ⊂ Rn, the identification D ′(X) ≃ D ′(U) implies that
Fsp,q;loc(X)≃ F
s
p,q;loc(U) as it according to the above suffices to consider the atlas {idU}.
For a partition of unity 1 = ∑∞j=1 ψ j subordinate to F , we shall for brevity use
ψ˜ j := ψ j ◦κ( j)−1.
The partition is of course already subordinate to F1 := {κ( j) | j ∈ N}, which by the above suffices for
determining Fsp,q;loc(X). This is moreover true, when the cut-off functions ψ˜ j of a locally finite partition
of unity are invoked:
Lemma 4.6. A distribution u ∈D ′(X) belongs to Fsp,q;loc(X) if and only if
ψ˜ juκ( j) ∈ F
s
p,q(X˜κ( j)), j ∈N. (17)
Proof. Since ψ˜ j ∈C∞0 (X˜κ( j)), this condition is necessary for u to be in Fsp,q;loc(X).
Conversely, for an arbitrary ϕ ∈C∞0 (X˜κ) we obtain ϕuκ = ∑ j∈I ψ j ◦κ−1ϕuκ with summation over a
finite index set I ⊂N, because (ψ j) j∈N is locally finite. As supp (ψ j ◦κ−1ϕ)⊂ κ(Xκ ∩Xκ( j)), [JSH13b,
Lem. 8] and then Theorem 3.1 applied to κ( j)◦κ−1 yields, cf. (14),
‖ϕuκ |Fsp,q(X˜κ)‖ ≤ cκ ∑
j∈I
∥∥ ψ˜ j · (ϕ ◦κ ◦κ( j)−1) ·uκ( j) ∣∣Fsp,q(κ( j)(Xκ ∩Xκ( j)))∥∥. (18)
After multiplication with χ j ∈ C∞0 (X˜κ( j)) chosen such that χ j ≡ 1 on supp ψ˜ j, we obtain by applying
Lemma 2.5 with some s1 > s satisfying (4) and suppressing extension by 0 to Rn that
‖ϕuκ |Fsp,q(X˜κ)‖ ≤ cκ ∑
j∈I
‖ϕ ◦κ ◦κ( j)−1χ j |Bs1∞,∞(Rn)‖‖ ψ˜ juκ( j) |F sp,q(X˜κ( j))‖. (19)
The right-hand side is by (17) finite, hence uκ ∈ Fsp,q;loc(X˜κ) for each κ ∈F . 
The space F sp,q;loc(X) can be topologised through a separating family of quasi-seminorms,
µ j(u) := ‖ ψ˜ juκ( j) |F
s
p,q(X˜κ( j))‖, j ∈ N. (20)
Indeed, if u is non-zero in Fsp,q;loc(X), then there exists κ ∈F and ϕ ∈C∞0 (X˜κ) such that ϕuκ 6= 0, i.e.
‖ϕuκ |Fsp,q(X˜κ)‖> 0. So (19) gives that µ j(u)> 0 for at least one j ∈N.
Going a step further, one obtains an equivalent family of quasi-seminorms even for a “restricted”
family {vκ1}κ1∈F1 :
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Lemma 4.7. Let 1 = ∑ϕk be a locally finite partition of unity subordinate to some atlas F1 ⊂F and
let ϕ˜k = ϕk ◦κ1(k)−1. When a family of distributions vκ1 ∈D ′(X˜κ1), κ1 ∈F1, transforms as in (14) and
ϕ˜kvκ1(k) ∈ F
s
p,q(X˜κ1(k)) for every k ∈ N, then there exists a unique u ∈ Fsp,q;loc(X) such that uκ1 = vκ1 for
all κ1 ∈F1 and
‖ ψ˜ juκ( j) |F
s
p,q(X˜κ( j))‖ ≤ c j max‖ ϕ˜kuκ1(k) |F
s
p,q(X˜κ1(k))‖, j ∈N, (21)
with maximum over k ∈ N for which suppψ j ∩ suppϕk 6= /0, cf. (15).
Proof. There exists a unique distribution u ∈D ′(X) such that uκ1 = vκ1 for all κ1 ∈F1, cf. Lemma 4.3,
and using (19) with ϕ = ψ˜ j and 1 = ∑ϕk as the partition of unity readily shows (21). Consequently
u ∈ F sp,q;loc(X). 
Since the opposite inequality of (21) can be shown similarly from (18)–(19), we obtain
Corollary 4.8. The space Fsp,q;loc(X) can be equivalently defined from any atlas F1 ⊂ F . Lemma 4.6
holds for any locally finite partition of unity subordinate to F1, and the resulting system of quasi-
seminorms is equivalent to (20).
As a preparation we include an obvious consequence of the proof of Corollary 4.4:
Corollary 4.9. When given uκ ∈ E ′(X˜κ)∩F
s
p,q(X˜κ) for a single κ ∈ F , then there exists v ∈ E ′(X)∩
Fsp,q;loc(X) such that vκ = uκ and supp v = κ−1(supp uκ).
When an open set U ⊂ Rn is seen as a manifold X , then Fsp,q;loc(U) obviously coincides with
Fsp,q;loc(X), since it by Corollary 4.8 suffices to consider F1 = {idU} and any partition of unity
1 = ∑∞j=1 ψ j on U . On Fsp,q;loc(U), the family in (20) gives the usual structure of a Fre´chet space if
p,q ≥ 1, and in general we have:
Theorem 4.10. The space Fsp,q;loc(X) is a complete topological vector space with a translation invariant
metric; for p,q ≥ 1 it is locally convex, hence a Fre´chet space.
Proof. It follows straightforwardly from [Gru09, Thm. B.5], which is based on a separating family of
seminorms, that the separating family (µdj ) j∈N, whereby d := min(1, p,q), of subadditive functionals
can be used to construct a topology, which turns Fsp,q;loc(X) into a topological vector space. Indeed,
only a minor modification in the proof of continuity of scalar multiplication is needed, since the µdj are
not positive homogeneous — unless p,q ≥ 1, and in this case the positive homogeneity implies that
Fsp,q;loc(X) is locally convex.
A translation invariant metric can be defined as in [Gru09, Thm. B.9], i.e.
d′(u,v) =
∞
∑
j=1
1
2 j
µ j(u− v)d
1+µ j(u− v)d
, (22)
and the arguments there immediately yield that d′ defines the same topology as (µdj ) j∈N.
For an arbitrary Cauchy sequence (um) in Fsp,q;loc(X), the sequence (ψ˜ jum,κ( j)), where um,κ( j) :=
um ◦κ( j)−1, is Cauchy in Fsp,q(X˜κ( j)) for each j ∈ N. Since this space is complete, there exists v˜κ( j) ∈
Fsp,q(X˜κ( j)) such that
‖ ψ˜ jum,κ( j)− v˜κ( j) |F
s
p,q(X˜κ( j))‖ → 0 for m → ∞. (23)
Clearly v˜κ( j) ∈ E ′(X˜κ( j)), hence it follows from Corollary 4.9 that there exists a v(κ( j)) ∈ E ′(X)∩
Fsp,q;loc(X) so that supp v(κ( j)) = κ( j)−1(supp v˜κ( j))⊂ supp ψ j and v(κ( j))κ( j) = v˜κ( j).
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To find a limit for (um), we note that u˜κ( j) := ∑l∈N v(κ(l))κ( j) is well defined in D ′(X˜κ( j)), since on every
compact set K ⊂ X˜κ( j) there are only finitely many non-trivial terms. This family transforms as in (14),
for in D ′(κ( j)(Xκ( j)∩Xκ(k))),
u˜κ(k) ◦κ(k)◦κ( j)−1 =∑
l
v
(κ(l))
κ(k) ◦κ(k)◦κ( j)−1 = ∑
l
v
(κ(l))
κ( j) = u˜κ( j). (24)
Since ψ˜ ju˜κ( j) = ∑l ψ˜ jv(κ(l))κ( j) has finitely many summands, hence yields an element of F
s
p,q(X˜κ( j)), exis-
tence of u ∈ F sp,q;loc(X) with uκ( j) = u˜κ( j) for all j follows from Lemma 4.7.
To show the convergence of um to u in Fsp,q;loc(X), we rely on extra copies of the locally finite partition
of unity to estimate by finitely many terms,
µ j(um−u)d ≤ ∑
suppψ j∩suppψk 6= /0
∥∥ ψ˜ j(ψk ◦κ( j)−1um,κ( j)− v(κ(k))κ( j) )∣∣Fsp,q(X˜κ( j))∥∥d .
For k 6= j the domains can clearly be changed to κ( j)(Xκ( j) ∩ Xκ(k)), since v(κ(k)) and the ψk have
compact support in Xκ(k). Using Theorem 3.1, each term can then be estimated by,
c
∥∥ψ j ◦κ(k)−1(ψ˜kum,κ(k)− v˜κ(k)) ∣∣Fsp,q(κ(k)(Xκ( j)∩Xκ(k)))∥∥d .
By means of a cut-off function equal to 1 on the compact supports, one can extend by 0 to Rn and apply
Lemma 2.5 and [JSH13b, Lem. 8], which yields
µ j(um−u)d ≤ c ∑
supp ψ j∩suppψk 6= /0
‖ ψ˜kum,κ(k)− v˜κ(k) |F
s
p,q(X˜κ(k))‖
d .
Each term converges to 0, cf. (23), hence Fsp,q;loc(X) is complete. 
4.2.2. Compact Manifolds. For trace operators on cylinders, compact manifolds are of special interest,
since the intersection of the curved and the flat boundary is often of such nature.
When X is compact there exists a finite atlas F0 and a partition of unity 1 = ∑κ∈F0 ψκ such that
supp ψκ ⊂ Xκ is compact for each κ ∈ F0. The space Fsp,q;loc(X) is in this case just denoted Fsp,q(X),
since the elements satisfy a global condition according to
Theorem 4.11. When X is a compact C∞-manifold, then Fsp,q(X) is a quasi-Banach space (normed if
p,q ≥ 1) when equipped with
‖u |F sp,q(X)‖ :=
(
∑
κ∈F0
‖ ψ˜κ uκ |F sp,q(X˜κ)‖d
)1/d
, d := min(1, p,q), (25)
and ‖ · |F sp,q(X)‖d is subadditive.
Proof. Positive homogeneity and subadditivity are inherited from the quasi-norms on the Fsp,q(X˜κ) and
then the quasi-triangle inequality follows for d < 1 by using dual exponents 1d ,
1
1−d ,
‖u+ v |Fsp,q(X)‖ ≤ 2
1−d
d
(
‖u |F sp,q(X)‖+‖v |F
s
p,q(X)‖
)
, u,v ∈ Fsp,q(X).
For any u∈Fsp,q(X) with ‖u |F sp,q(X)‖= 0, clearly ψ˜κuκ = 0 on X˜κ , κ ∈F0. Also ψκ ◦κ−11 uκ1 = 0 for
κ ,κ1 ∈F0 with Xκ ∩Xκ1 6= /0, as (14) applies on κ1(Xκ ∩Xκ1). Therefore uκ1 = ∑κ∈F0(ψκ ◦κ−11 )uκ1 = 0
for all κ1 ∈F0, hence u = 0.
Completeness follows from Theorem 4.10, since we for X compact have a partition of unity with only
finitely many non-zero elements, hence the topology there is equal to the one defined from (25). 
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Remark 4.12. Alternatively, one could work with an additional Riemannian structure as done by
Triebel [Tri92].
4.3. Isotropic Besov Spaces on Manifolds. For later reference, it is briefly mentioned that all the
definitions and results in Section 4.2 can be adapted to Besov spaces Bsp,q;loc(X). E.g. they are complete,
when endowed with the quasi-seminorms
µ j(u) := ‖ ψ˜ juκ( j) |B
s
p,q(X˜κ( j))‖, j ∈ N,
and for p,q ≥ 1 even Fre´chet spaces. Moreover, when X is compact, Bsp,q(X) is a quasi-Banach space
under the norm
‖u |Bsp,q(X)‖ :=
(
∑
κ∈F0
‖ ψ˜κ uκ |Bsp,q(X˜κ)‖d
)1/d
, d := min(1, p,q). (26)
Indeed, this results since the arguments in Section 4.2 merely rely on Lemma 2.5 and Theorem 3.1.
For one thing, the paramultiplication result in Lemma 2.5 is simply replaced by a Besov version,
cf. [Joh95], [RS96] or [Tri92, 4.2.2], while we now indicate the needed modifications of the invari-
ance result in Theorem 3.1:
The proof of [JSH13b, Thm. 6], i.e. Theorem 3.1, was divided into two steps. For large s, the
arguments carry over to Bsp,q using [Tri83, Sec. 2.7.1, Rem. 2] instead of [JSH13b, Lem. 1(iii)] and also
using the characterisation of isotropic Besov spaces by kernels of local means, cf. [Ryc99a, Thm. BPT]
or [Tri06, Thm. 1.10]. This characterisation also readily gives a variant of [JSH13b, Lem. 8] for Bsp,q.
Then [JSH13b, Lem. 2] is replaced by [JSH13a, Cor. 3.3] and it is noted that [JSH13a, Thm. 4.4]
carries over to the quasi-norm ‖ · |ℓq(Lp)‖. Indeed, the only modification is to apply the inequality
in [Ryc99a, (21)] instead of [JSH13a, Lem. 2.7] in the last line of the proof.
Finally, the reference to [JSH13b, Thm. 2] is changed to [Ryc99a, (23)]. However, Rychkov’s starting
point [Ryc99a, (34)] was flawed, as mentioned in [JSH13a, Rem. 1.1], but it can be derived from our
anisotropic version in [JSH13a, Prop. 4.6], as the elementary inequality ∏(1+ |2 jal zl|)r0 ≥ (1+ |2 j~az|)r0
brings us back at once to the isotropic maximal functions. Our anisotropic dilations by 2 j~a disappear
when invoking the majorant property of the maximal function (cf. its proof in [Ste93, p. 57]).
For small s, the lift operator
Iru = F−1(〈ξ 〉rFu) (27)
is used instead of [JSH13b, (22)], because application of [Tri83, 2.3.8] then readily gives an h ∈
Bs+rp,q (Rn) for some even integer r > s1− s such that eV f = Irh. Since
Irh = (1−∆)
r
2 h,
the rest of the proof is easily carried over to a full proof of the fact that a C∞-bijection σ : U →V sends
Bsp,q(V ) boundedly into B
s
p,q(U).
4.4. Mixed-Norm Lizorkin–Triebel Spaces on Curved Boundaries. As a motivation, we first note
that in case of evolution equations, the function u(x, t), depending on the location x in space and time t,
describes to each t in an open interval I ⊂ R the state of a system (as a function of x in an open subset
Ω ⊂ Rn). Thus solutions are sought in Cb(Rt ,L~r(Ω)), say for some~r ≥ 1, equipped with the norm
sup
t∈I
‖u(x, t) |L~r(Ω)‖.
Thus it should be natural to work in the scale of mixed-norm Lizorkin–Triebel spaces Fs,~a~p,q(Ω× I), in
which t is taken as the outer integration variable in the norm of L~p; i.e. we take t = xn+1 with associated
weight at and integral exponent pt (when it eases notation, they will be written with n+1 as index).
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The results in Section 4.2 can be carried over to Fs,~a~p,q(Ω× I) under the assumptions that
a0 := a1 = . . .= an, p0 := p1 = . . .= pn, (28)
and that Ω is C∞ in the sense adopted e.g. by [Gru09]:
Definition 4.13. An open set Ω ⊂ Rn with boundary Γ is C∞ (or smooth), when for each boundary
point x ∈ Γ there exists a diffeomorphism λ defined on an open neighbourhood Uλ ⊂ Rn such that
λ : Uλ → B(0,1)⊂ Rn is surjective and
λ (x) = 0,
λ (Uλ ∩Ω) = B(0,1)∩Rn+,
λ (Uλ ∩Γ) = B(0,1)∩Rn−1,
whereby Rn+ := {(x1, . . . ,xn) ∈Rn |xn > 0} and Rn−1 ≃ Rn−1×{0}.
The unit ball in Rn will below be denoted by B and in Rn−1 by B′.
4.4.1. Curved Boundaries in General. Let I ⊂ R be an open interval. As Γ× I is a C∞-manifold,
D ′(Γ×I) is a special case of Definition 4.2 and therefore the results regarding distributions on manifolds
in Section 4.1 are applicable. The manifold can be equipped with e.g. the atlas F ×N , where F = {κ}
and N = {η} are maximal atlases on Γ, respectively on I.
Locally finite partitions of unity 1 = ∑ψ j(x) and 1 = ∑ϕl(t) subordinate to F , respectively to N
give a locally finite partition of unity 1 = ∑ψ j ⊗ϕl on Γ× I. Note that we formally should sum with
respect to a fixed enumeration of the pairs ( j, l) in N×N, but for simplicity’s sake we avoid this. (The
sums are locally finite anyway.) As above, we use the notation ψ˜ j⊗ϕl = (ψ j⊗ϕl)◦(κ( j)−1×η(l)−1).
Since the maximal atlas on Γ× I contains charts that do not respect the splitting into t and the x-
variables, it is not obviously useful for the anisotropic spaces. We have therefore chosen to adopt
Lemma 4.6 as our point of departure for the Fs,~a~p,q-spaces on the curved boundary. Because Γ is of
dimension n−1, it is noted that the parameters ~a, ~p for these spaces only contain n entries.
Definition 4.14. The space Fs,~a~p,q;loc(Γ× I) consists of all the u ∈D
′(Γ× I) for which
ψ˜ j⊗ϕluκ( j)×η(l) ∈ F
s,~a
~p,q(Γ˜κ( j)× I˜η(l)), j, l ∈ N.
The family in (20) and Corollary 4.8 adapted to this set-up, cf. Theorem 3.2, give that
µ j,l(u) :=
∥∥ ψ˜ j⊗ϕluκ( j)×η(l) ∣∣Fs,~a~p,q(Γ˜κ( j)× I˜η(l))∥∥, j, l ∈ N, (29)
is a separating family of quasi-seminorms and that Fs,~a~p,q;loc(Γ× I) can be equivalently defined from any
atlas F1×N1, where F1 ⊂F and N1 ⊂N ; with the same topology.
Theorem 4.15. The space Fs,~a~p,q;loc(Γ× I) is a complete topological vector space with a translation
invariant metric; for p0, pt ,q ≥ 1 it is locally convex, hence a Fre´chet space.
Proof. For d :=min(1, p0, pt ,q) the separating family (µdj,l) j,l∈N, cf. (29), is used to construct a topology
as in Theorem 4.10. This immediately gives that Fs,~a~p,q;loc(Γ× I) is a topological vector space and even
locally convex, when d ≥ 1.
The metric is in this case obtained by letting the µ j,l enter the summation formula for d′(u,v), cf. (22),
as any enumeration of the ( j, l) gives the same sum; adapting the arguments in the proof of [Gru09,
Thm. B.9] to two summation indices is straightforward.
Completeness follows as in the isotropic case, but with application of Theorem 3.2 instead of Theo-
rem 3.1 when showing the convergence. 
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4.4.2. Curved Boundaries in the Compact Case. When Γ is compact, a finite atlas on the boundary can
e.g. be obtained from the composite maps κ = γ˜0,n ◦ λ , where γ˜0,n : (x1, . . . ,xn) 7→ (x1, . . . ,xn−1,0) in
local coordinates. Indeed, according to Definition 4.13 and the compactness of Γ there exists on Γ a
finite open cover {Uλ}, where λ runs in an index set Λ, which together with Ω gives an open cover of
Ω. Each λ ∈ Λ induces a diffeomorphism κ : Γκ → B′ on Γκ := Uλ ∩Γ by κ = γ˜0,n ◦λ . These maps
form an atlas F0 on Γ and thereby an atlas {κ × idR}κ∈F0 on Γ×R.
A partition of unity is obtained by using a function χ ∈ C∞(Rn) such that χ ≡ 1 on Ω \⋃λ Uλ to
slightly generalise [Gru09, Thm. 2.16]. This yields a family of functions {ψλ}∪{ψ}with ψλ ∈C∞0 (Uλ )
and ψ ∈C∞(Rn) with suppψ ⊂ Ω such that ∑λ ψλ (x)+ψ(x) = 1 for x ∈ Ω. (Existence of such χ is
similar to [Gru09, Cor. 2.14], where K need not be compact.)
In addition, the functions ψκ := ψλ |Γ ∈C∞0 (Γκ) constitute a finite partition of unity of Γ subordinate
to F0. Hence 1 = ∑κ∈F0 ψκ ⊗1R, with 1R denoting the characteristic function of R, is a partition of
unity on Γ×R.
Recalling that Fs,~a~p,q;loc(Γ× I) is equivalently defined from any atlas F1 ×N1, where F1 ⊂ F and
N1 ⊂N , we obtain
Theorem 4.16. Let Γ be compact and J ⊂R be a compact interval. The space
◦
F s,~a~p,q(Γ× J) := {u ∈ F
s,~a
~p,q;loc(Γ×R) |suppu ⊂ Γ× J} (30)
is closed and a quasi-Banach space (normed if ~p,q ≥ 1), when equipped with the quasi-norm
‖u |
◦
F s,~a~p,q(Γ× J)‖ :=
(
∑
κ∈F0
∥∥ ψ˜κ ⊗1Ruκ×idR ∣∣F s,~a~p,q(B′×R)∥∥d)1/d , (31)
where d := min(1, p0, pt ,q). Furthermore, ‖ · |
◦
Fs,~a~p,q(Γ× J)‖
d is subadditive.
The support condition in (30) means ⋃κ∈F0(κ−1× idR)(supp uκ×idR)⊂ Γ× J, cf. (16), hence
supp uκ×idR ⊂ B
′× J. (32)
This implies that each summand in (31) is finite, since the factor 1R can be replaced by some χ ∈C∞0 (R)
where χ = 1 on J; and this χ can be chosen as a finite sum of the ϕl from Definition 4.14.
Proof. By the same arguments as in Theorem 4.11, the expression in (31) is a quasi-norm. It gives the
same topology on
◦
Fs,~a~p,q(Γ× J) as the family (µdj,l) j,l∈N, since there exist c1,c2 > 0 such that for each
u ∈
◦
F s,~a~p,q(Γ× J), cf. (29),
c1µ j,l(u)d ≤ ‖u |
◦
F s,~a~p,q(Γ× J)‖
d ≤ c2 ∑′
j′,l′∈N
µ j′,l′(u)d , (33)
where the prime indicates that the summation is over finitely many integers.
Indeed, Theorem 3.2 yields that µ j,l(u)d is bounded from above by
∑
κ∈F0
∥∥(ψκ ⊗1R)◦ (κ( j)−1×η(l)−1)ψ˜ j⊗ϕluκ( j)×η(l) ∣∣Fs,~a~p,q(κ( j)×η(l)(Γκ( j)∩Γκ ×Rη(l)))∥∥d
≤ c ∑
κ∈F0
∥∥ ψ˜κ ⊗1R(ψ j⊗ϕl)◦ (κ−1× idR)uκ×idR ∣∣F s,~a~p,q(Γ˜κ ×R)∥∥d .
Using for each κ ∈ F0 some function χκ ∈C∞L∞(R
n) chosen such that χκ = 1 on supp ψ˜κ ∩ supp (ψ j ◦
κ−1) and supp χκ ⊂ κ(Γκ( j)∩Γκ), we extend by 0 to Rn+1 and apply Lemma 2.5 to obtain the left-hand
inequality in (33).
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The right-hand inequality can be shown similarly by first replacing 1R in (31) with some χ ∈C∞0 (R)
where χ = 1 on J, as discussed above.
To prove that
◦
Fs,~a~p,q(Γ× J) is closed, we consider an arbitrary sequence (um)m∈N, which belongs to
◦
Fs,~a~p,q(Γ×J) and converges in F
s,~a
~p,q;loc(Γ×R) to some u. Since um,κ×idR converges to uκ×idR in D
′(B′×R)
and (32) holds for each um,κ×idR , it follows that supp uκ×idR ⊂ B′× J, whence supp u ⊂ Γ× J.
Completeness follows immediately, since each Cauchy sequence in
◦
F s,~a~p,q(Γ× J) converges to some u
in F s,~a~p,q;loc(Γ×R) and closedness of
◦
Fs,~a~p,q(Γ× J) then gives that supp u⊂ Γ× J. 
5. RYCHKOV’S UNIVERSAL EXTENSION OPERATOR
A key ingredient in our construction of right-inverses to the trace operators is a modification of
Rychkov’s extension operator, introduced in [Ryc99] for bounded or special Lipschitz domains Ω⊂Rn,
Eu,Ω : F
s
p,q(Ω)→ Fsp,q(Rn). (34)
The linear and bounded operator Eu,Ω works for all 0 < p < ∞, 0 < q≤∞, s ∈R, cf. [Ryc99, Thm 4.1];
and it also applies to Besov spaces (p = ∞ included). Thus it was termed a universal extension operator.
In Section 6.3 below it will be clear that we for Ω = Rn+ also need an extension operator for
anisotropic spaces with mixed norms. We therefore modify Eu,Ω accordingly, relying on the proof
strategy in [Ryc99], yet we present significant simplifications in the proof of Proposition 5.2 and add
e.g. Proposition 5.3. The reader may choose to skip the proofs in a first reading.
We take another approach than Rychkov when defining S ′(Rn+); this can be justified by [Ryc99,
Prop. 3.1] and the remark prior to it. Similarly to [Gru96, App. A.4] we use the following:
Definition 5.1. For any open set U ⊂Rn, the space S ′(U) is defined as the set of f ∈D ′(U) for which
there exists f˜ ∈S ′(Rn) such that rU f˜ = f .
The spaces
◦
S (U) and
◦
S ′(U) consist of the functions in S (Rn), respectively the distributions in
S ′(Rn) supported in U .
We define the convolution ϕ ∗ f (x) for x ∈ Rn+, when f ∈ S ′(Rn+), cf. Definition 5.1, and when
ϕ ∈S (Rn) has its support in the opposite half-space Rn−, that is ϕ ∈
◦
S (R
n
−). This is done by using an
arbitrary extension f˜ ∈S ′(Rn) of f , i.e.
ϕ ∗ f (x) := 〈 f˜ ,ϕ(x−·)〉, x ∈Rn+, (35)
which is well defined, since it as a function on Rn+ clearly does not depend on the choice of extension f˜ .
First of all this is used in a variant of Caldero´n’s reproducing formula (cf. Proposition 5.2 below),
f =
∞
∑
j=0
ψ j ∗ (ϕ j ∗ f ) in D ′(Rn+), (36)
to give meaning to each ψ j∗(ϕ j∗ f ); cf. (5) for the subscript notation. Indeed, ϕ j∗ f˜ ∈C∞(Rn)∩S ′(Rn)
is an extension of ϕ j ∗ f by (35), so (35) also yields that by definition
ψ j ∗ (ϕ j ∗ f )(x) = ψ j ∗ (ϕ j ∗ f˜ )(x), x ∈ Rn+. (37)
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The idea in Rychkov’s extension operator Eu is to use another extension of ϕ j ∗ f , namely
e+(ϕ j ∗ f )(x) :=
{
0 for x ∈Rn−,
ϕ j ∗ f˜ (x) for x ∈Rn+;
for brevity, we use e+ = eRn+ and r+ = rRn+ . Indeed, e+(ϕ j ∗ f ) is C∞ for xn 6= 0, hence measurable,
and in L1,loc(Rn). Moreover e+(ϕ j ∗ f ) is in S ′(Rn), because it is O((1+ |x|2)N) for a large N. So,
using (35), we obtain the alternative formula
ψ j ∗ (ϕ j ∗ f )(x) = ψ j ∗ e+(ϕ j ∗ f )(x), x ∈ Rn+. (38)
Here we can exploit that ψ j ∗ e+(ϕ j ∗ f ) is defined on all of Rn, hence by substituting this into the
right-hand side of (36), Eu is obtained simply by letting x run through not just Rn+, but Rn, i.e.
Eu( f ) :=
∞
∑
j=0
ψ j ∗ e+(ϕ j ∗ f ) for f ∈S ′(Rn+). (39)
To make this description more precise, we first justify (36). So we recall that a function ϕ ∈ S (Rn)
fulfils moment conditions of order Lϕ , when
Dα(Fϕ)(0) = 0 for |α | ≤ Lϕ .
Proposition 5.2. There exist 4 functions ϕ0,ϕ ,ψ0,ψ ∈S (Rn) supported in Rn− and with Lϕ = ∞ = Lψ
such that (36) holds for all f ∈S ′(Rn+).
Proof. We shall exploit the existence of a real-valued function g ∈S (R) with∫
g(t)dt 6= 0,
∫
tkg(t)dt = 0 for all k ∈ N,
and supp g⊂ [1,∞[ . (This may be obtained as in [Ryc99, Thm. 4.1(a)].)
With ϕ0(x) := g(−x1) · · ·g(−xn)/cn for c =
∫
gdt, the properties of g immediately give
supp ϕ0 ⊂ {x ∈ Rn |xk < 0,k = 1, . . . ,n},∫
ϕ0 dx = 1,
∫
xα ϕ0(x)dx = 0 for |α |> 0.
Thus the support of ϕ := ϕ0−2−|~a|ϕ0(2−~a·) lies in Rn−, and Lϕ = ∞ since for |α | ≥ 0,∫
xα ϕ(x)dx =
∫
xα ϕ0(x)dx−2~a·α
∫
xα ϕ0(x)dx = 0.
The functions ψ0,ψ ∈S (Rn) are conveniently defined via F ,
ψ̂0(ξ ) = ϕ̂0(ξ )(2− ϕ̂0(ξ )2),
ψ̂(ξ ) = (ϕ̂0(ξ )+ ϕ̂0(2~aξ ))(2− ϕ̂0(ξ )2− ϕ̂0(2~aξ )2). (40)
Since ϕ̂ j(ξ ) = ϕ̂(2− j~aξ ) = ϕ̂0(2− j~aξ )− ϕ̂0(2(1− j)~aξ ) for j ≥ 1, we obtain by basic algebraic rules,
ψ̂ j(ξ )ϕ̂ j(ξ ) = (2− ϕ̂0(2− j~aξ )2− ϕ̂0(2(1− j)~aξ )2)(ϕ̂0(2− j~aξ )2− ϕ̂0(2(1− j)~aξ )2)
= 2
(
ϕ̂0(2− j~aξ )2− ϕ̂0(2(1− j)~aξ )2)− (ϕ̂0(2− j~aξ )4− ϕ̂0(2(1− j)~aξ )4).
This gives a telescopic sum:
∞
∑
j=0
ψ̂ j(ξ )ϕ̂ j(ξ ) = 2 lim
N→∞
ϕ̂0(2−N~aξ )2− lim
N→∞
ϕ̂0(2−N~aξ )4 = 1, (41)
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using that ϕ̂0(0) = 1. As the convergence is in S ′(Rn), the inverse Fourier transformation yields
∞
∑
j=0
ψ j ∗ϕ j = δ . (42)
The fact that Lψ = ∞ is obvious from (40), since Dα ϕ̂0(0) = 0 for all α ∈ Nn0. The inclusion supp ψ0 ⊂
Rn− is clear, because ψ0 = ϕ0 ∗(2δ −ϕ0 ∗ϕ0). Similarly supp ψ ⊂Rn−, since ψ is a sum of convolutions
of functions with such support.
To show (36), we note that when f˜ ∈S ′(Rn) fulfils r+ f˜ = f , then (42) entails
f˜ =
∞
∑
j=0
ψ j ∗ (ϕ j ∗ f˜ ) in S ′(Rn). (43)
More precisely, to circumvent that the summands in (42) need not have compact supports, one can show
that ∑ j<N ψ̂ jϕ̂ jF f˜ converges to F f˜ in S ′(Rn) by using (41) and a function in S (Rn). Then (37)
gives,
f = r+ f˜ =
∞
∑
j=0
r+
(
ψ j ∗ (ϕ j ∗ f˜ )
)
=
∞
∑
j=0
ψ j ∗ (ϕ j ∗ f ) in D ′(Rn+),
in view of the continuity of r+ : D ′(Rn)→D ′(Rn+). 
As a novelty, one can now show directly that Eu has nice properties on the space S
′
(Rn+) of restricted
temperate distributions:
Proposition 5.3. The series for Eu( f ) in (39) converges in S ′(Rn) for every f ∈ S ′(Rn+), and the
induced map Eu : S
′
(Rn+)→S
′(Rn) is w∗-continuous.
Remark 5.4. The space S ′(Rn+) is endowed with the seminorms f 7→ |〈 f˜ ,ϕ〉| for ϕ ∈
◦
S (R
n
+) and
r+ f˜ = f , using the well-known fact that it is the dual of
◦
S (R
n
+). (I.e. fν → 0 means that for some
(hence every) net f˜ν of extensions, one has 〈 f˜ν ,ϕ〉 → 0 for all ϕ ∈
◦
S (R
n
+).)
Proof. It suffices according to the limit theorem for S ′ to obtain convergence of the series
∞
∑
j=0
〈e+(ϕ j ∗ f ), ψˇ j ∗η〉 for η ∈S (Rn), (44)
where ψˇ(x) = ψ(−x) as usual. Since Lψ = ∞, it follows at once from [JSH13a, Lem. 4.2] that the
second entry tends rapidly to zero, i.e. for any seminorm pM one has
pM(ψˇ j ∗η) = O(2− jN) for every N > 0. (45)
For the first entries, a test against an arbitrary φ ∈S (Rn) gives, for some M,
|〈e+(ϕ j ∗ f ),φ〉| =
∣∣∫ 〈 ˜f (y),ϕ j(x− y)〉1Rn+(x)φ(x)dx∣∣
= |〈1Rn+ ⊗ ˜f (x,x− y),φ ⊗ϕ j)〉Rn×Rn | (46)
≤ cpM(φ ⊗ϕ j)≤ c′pM(φ)pM(ϕ j).
Here pM(ϕ j) = pM(2 j|~a|ϕ(2 j~a·)) = O(2 j(|~a|+Ma
0)) grows at a fixed rate. Therefore the choice φ = ψˇ j ∗η
shows via (45) that the series has rapidly decaying terms, hence converges.
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To obtain continuity of Eu, it clearly suffices to show that T η := ∑∞j=0 ϕˇ j ∗
(
1Rn+
(ψˇ j ∗η)
)
defines a
transformation T : S (Rn)→
◦
S (R
n
+) satisfying
〈Eu( f ),η〉= 〈 f˜ ,T η〉 for all η ∈S (Rn). (47)
To this end we may let 1Rn+ act first in (46), which via (44) gives
〈Eu( f ),η〉=
∞
∑
j=0
〈 f˜ ,∫ ψˇ j ∗η(x)1Rn+(x)ϕ j(x− y)dx〉. (48)
The integral is in S (Rn) as a function of y (cf. the theory of tensor products), and since supp ϕ j ⊂ Rn−
it is only non-zero for yn ≥ xn > 0. Hence the summands in T η belong to
◦
S (R
n
+), so T has range
in this subspace, if its series converges in S (Rn). But by the completeness, this follows since any
seminorm pM applied to
∫
ψˇ j ∗η(x)1Rn+(x)ϕ j(x−y)dx is estimated by cpM(ϕˇ j)pM+n+1(ψˇ j ∗η), which
tends rapidly to 0 as above.
Finally, (48) now yields (47) by summation in the second entry. 
In the next convergence result, the familiar dyadic corona condition, cf. e.g. [JS08, Lem. 3.20], has
been weakened to one involving convolution with a function ψ satisfying a moment condition of infinite
order. It appeared implicitly in [Ryc99].
Lemma 5.5. Let (g j) j∈N0 be a sequence of measurable functions on Rn such that
‖(g j)‖ := ‖2 jsG j |L~p(lq)‖< ∞,
where for some~r > 0,
G j(x) = sup
y∈Rn
|g j(y)|
∏nl=1(1+2 jal |xl − yl|)rl
, x ∈Rn.
When ψ0,ψ ∈S (Rn) with Lψ = ∞, then ∑∞j=0 ψ j ∗g j converges in S ′(Rn) for any such (g j) j∈N0 and∥∥∥ ∞∑
j=0
ψ j ∗g j
∣∣∣Fs,~a~p,q∥∥∥≤ cq,s‖(g j)‖ (49)
with a constant cq,s independent of (g j) j∈N0 .
Proof. By assumption ‖(g j)‖ < ∞, hence G j(x˜) < ∞ for an x˜ ∈ Rn, j ∈ N0, implying |g j(x)| ≤
G j(x˜)∏nl=1(1+2 jal |x˜l − xl |)rl . Thereby, g j belongs to L1,loc(Rn) and grows at most polynomially, thus
g j and therefore also ψ j ∗g j are in S ′(Rn).
Using Φl from (1), the following estimate holds for l ∈N0, x ∈Rn,
|F−1Φl ∗ψ j ∗g j(x)| ≤
∫
|F−1Φl ∗ψ j(z)||g j(x− z)|dz ≤ I j,l ·G j(x), (50)
where
I j,l =
∫
|F−1Φl ∗ψ j(z)|
n
∏
l=1
(1+2 jal |zl |)rl dz.
Since Lψ = ∞ = LF−1Φ, a straightforward application of [JSH13a, Lem. 4.5] yields the following esti-
mate of the anisotropic dilations in I j,l: for every M > 0 there is some CM > 0 such that
I j,l ≤CM2−|l− j|M for all j, l ∈ N0.
For M = ε + |s|, where ε > 0 is arbitrary, we obtain from (50),
2ls|F−1Φl ∗ψ j ∗g j(x)| ≤ cs2 js2−|l− j|ε G j(x), (51)
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which implies, using | j− l| ≥ j− l,
‖ψ j ∗g j |Fs−2ε ,~a~p,1 ‖ ≤ cs
( ∞
∑
l=0
2(−| j−l|−2l)ε
)
‖2 jsG j |L~p‖ ≤ cs2− jε‖(g j)‖.
This yields for d := min(1, p1, . . . , pn),
∞
∑
j=0
‖ψ j ∗g j |F s−2ε ,~a~p,1 ‖
d ≤ cds ‖(g
k)‖d
∞
∑
j=0
2− jεd < ∞,
hence ∑∞j=0 ψ j ∗g j converges in the quasi-Banach space F s−2ε ,~a~p,1 and thus in S ′.
Finally, by (51) and [JSH13a, Lem. 2.7] applied to (2 jsG j) j∈N0 ,∥∥∥ ∞∑
j=0
ψ j ∗g j
∣∣∣Fs,~a~p,q∥∥∥≤ cq,s∥∥∥( ∞∑
j=0
2−|l− j|ε 2 jsG j
)
l∈N0
∣∣∣L~p(ℓq)∥∥∥≤ cq,s‖2 jsG j |L~p(ℓq)‖,
which shows (49). 
We recall a variant ϕ+j of the Peetre-Fefferman-Stein maximal operators induced by (ϕ j) j∈N0 , where
ϕ0,ϕ ∈S (Rn) are supported in Rn−; i.e. for f ∈S ′(Rn+) and~r > 0,
ϕ+j f (x) = sup
y∈Rn+
|ϕ j ∗ f (y)|
∏nl=1(1+2 jal |xl − yl|)rl
, x ∈Rn+, j ∈ N0. (52)
Now we are ready to state the main theorem of this section:
Theorem 5.6. When ϕ0,ϕ ,ψ0,ψ ∈S (Rn) are functions as in Proposition 5.2, then
Eu( f ) :=
∞
∑
j=0
ψ j ∗ e+(ϕ j ∗ f ) (53)
is a linear extension operator from S ′(Rn+) to S ′(Rn), i.e. r+Eu f = f in Rn+ for every f ∈ S ′(Rn+).
Moreover, Eu is bounded for all s ∈ R, 0 <~p < ∞ and 0 < q≤ ∞,
Eu : F
s,~a
~p,q(R
n
+)→ F
s,~a
~p,q(R
n).
Proof. First it is shown using (52) that for any f ∈ Fs,~a~p,q(Rn+) and~r > min(q, p1, . . . , pn)−1,
‖2 jsϕ+j f |L~p(ℓq)(Rn)‖ ≤ c‖ f |F s,~a~p,q(Rn+)‖. (54)
Besides ϕ+j f , we shall use the well-known maximal operator ϕ∗j f , where the supremum in (52) is
replaced by supremum over Rn. Hence for every g ∈ Fs,~a~p,q(R
n) such that r+g = f , we get from (35) that
ϕ+j f (x) = sup
y∈Rn+
|ϕ j ∗g(y)|
∏nl=1(1+2 jal |xl − yl|)rl
≤ ϕ∗j g(x), x ∈ Rn+. (55)
This yields (54) when combined with the following, obtained from techniques behind [JSH13a,
Thm. 5.1]:
inf
r+g= f
‖2 jsϕ∗j g |L~p(ℓq)(Rn)‖ ≤ c inf
r+g= f
‖g |F s,~a~p,q(R
n)‖= c‖ f |F s,~a~p,q(Rn+)‖. (56)
More precisely, since we only have Lϕ = ∞ available, it is perhaps simplest to exploit that the Taube-
rian conditions are fulfilled by the functions F−1Φ0, F−1Φ appearing in the definition of Fs,~a~p,q , cf. (1).
Therefore [JSH13a, Thm. 4.4] yields that the quasi-norm on the left-hand side in (56) is estimated by
‖2 js(F−1Φ j)∗g |L~p(ℓq)‖, which in turn is estimated by ‖g |F s,~a~p,q‖ using [JSH13a, Thm. 4.8].
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To apply Lemma 5.5, we estimate ‖(e+(ϕ j ∗ f ))‖ using the extension of (52) to Rn, that is
ϕ˜+j f (x) := sup
y∈Rn+
|ϕ j ∗ f (y)|
∏nl=1(1+2 jal |xl − yl|)rl
, x ∈Rn, j ∈ N0,
with which it is immediate to see that
‖(e+(ϕ j ∗ f ))‖ = ‖2 jsϕ˜+j f |L~p(ℓq)‖.
A splitting of the integral on the right-hand side in one over Rn+, respectively one over Rn− yields, using
the obvious inequality ϕ˜+j f (x′,xn)≤ ϕ+j f (x′,−xn) for x ∈ Rn− and (54), cf. Lemma 5.5,
‖Eu f |Fs,~a~p,q‖ ≤ c‖(e+(ϕ j ∗ f ))‖ ≤ 2c‖2 jsϕ+j f |L~p(ℓq)(Rn+)‖ ≤ 2c‖ f |F
s,~a
~p,q(R
n
+)‖.
Finally, continuity of r+ : D ′(Rn)→D ′(Rn+) together with (38) and Proposition 5.2 give
r+(Eu f ) =
∞
∑
j=0
r+
(
ψ j ∗ e+(ϕ j ∗ f )
)
=
∞
∑
j=0
ψ j ∗ (ϕ j ∗ f ) = f ,
hence Eu f is an extension of f . 
In the study of trace operators, it will be necessary to extend from more general domains. Indeed,
using the splitting x = (x′,xn) on Rn and writing f (x′,C−xn) as f (·,C−·), the fact that x 7→ (x′,C−xn)
is an involution easily gives a universal extension from the half-line ]−∞,C[ :
Corollary 5.7. For any C ∈R, the operator
Eu,C f (x) := Eu
( f (·,C−·))(x′,C− xn)
is a linear and bounded extension from Fs,~a~p,q(Rn−1×]−∞,C[) to Fs,~a~p,q(Rn).
Proof. The quasi-norm on F s,~a~p,q(Rn) is invariant under translations τhu = u(·−h), cf. [JS08, Prop. 3.3],
and under the reflection Ru = u(·,−·), when Φ0,Φ are invariant under R, as we may assume up to
equivalence. So, clearly u(x′,C− xn) is in Fs,~a~p,q(R
n) with the same quasi-norm as u.
By Definition 2.7 this readily implies that the change of coordinates is also continuous from the space
Fs,~a~p,q(Rn−1×]−∞,C[) to F
s,~a
~p,q(R
n−1×]0,∞[). Thus
‖Eu,C f |F s,~a~p,q(Rn)‖ ≤ c‖Eu( f (·,C−·)) |F s,~a~p,q(Rn)‖
≤ c‖ f (·,C−·) |Fs,~a~p,q(Rn−1×]0,∞[)‖ ≤ c‖ f |F s,~a~p,q(Rn−1×]−∞,C[)‖,
and the linearity of Eu,C follows directly from the linearity of Eu. 
In comparison with the well-known half-space extension by Seeley [See64] we note that the above
construction is applicable for all s ∈ R, even in the mixed-norm case. Also it has the advantage that
several results from [JSH13a] can be utilised, making the argumentation less cumbersome.
6. TRACE OPERATORS
Under the assumption in (28), we study the trace at the flat boundary of a cylinder Ω× I, where
Ω ⊂ Rn is C∞ and I :=]0,T [ , possibly T = ∞. The trace at the curved boundary is studied only for
T < ∞ and under the additional assumption that ∂Ω is compact. The associated operators are
r0 : f (x1, . . . ,xn, t) 7→ f (x1, . . . ,xn,0),
γ : f (x1, . . . ,xn, t) 7→ f (x1, . . . ,xn, t)|Γ.
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As a preparation (for a discussion of compatibility conditions), the chapter ends with a discussion of
traces on both the flat and the curved boundary at the corner ∂Ω×{0} of the cylinder.
For the reader’s sake, we recall some notation from [JS08], namely that the trace at the hyperplane
where xk = 0 is denoted by γ0,k:
γ0,k : f (x1, . . . ,xn, t) 7→ f (x1, . . . ,0, . . . ,xn, t). (57)
It will be convenient for us to use p′ := (p1, . . . , pk−1), p′′ := (pk+1, . . . , pn, pt), analogously for ~a, and
to set rl = max(1, pl). Furthermore, we recall that xn+1 = t, an+1 = at , pn+1 = pt , hence we shall work
with~a,~p of the form, cf. (28),
~a = (a0, . . . ,a0,at), ~p = (p0, . . . , p0, pt)< ∞, (58)
where the finiteness of ~p is assumed in order to apply the results in [JS08].
6.1. The Trace at the Flat Boundary. The trace rs, defined by evaluation at t = s, is for each s ∈ I
well defined on the subspace,
C(I,D ′(Ω))⊂D ′(Ω× I), (59)
where the embedding can be seen by modifying the proof of [Joh00, Prop. 3.5]. On the smaller subspace
C(I,D ′(Ω)) consisting of the elements having a continuous extension in t to R, even the trace r0 is well
defined (and it induces a similar operator also denoted r0). Indeed, for u ∈C(I,D ′(Ω)) all extensions f
are equal in Ω× I and by continuity therefore also at t = 0, hence
r0u := f (·,0). (60)
Now, it was shown in [JS08, Thm. 2.4] that
Fs,~a~p,q(R
n+1) →֒Cb(R,Lr′(Rn)) when s >
at
pt
+n
( a0
min(1, p0)
−a0
)
, (61)
and this induces an embedding Fs,~a~p,q(Ω× I) →֒ C(I,Lr′(Ω)), so the trace r0 can be applied to u in
Fs,~a~p,q(Ω× I), i.e. for an arbitrary extension f in Fs,~a~p,q(Rn+1),
r0u = rΩ f (·,0). (62)
To define a right-inverse of r0 when applied to F
s,~a
~p,q(Ω× I), we recall that a bounded right-inverse
Kn+1 of the analogous trace γ0,n+1 on Euclidean space, cf. [JS08, Thm. 2.6],
Kn+1 : B
s− atpt ,a
′
p′,pt (R
n)→ Fs,~a~p,q(R
n+1), s ∈ R, (63)
is given by the following, where ψ ∈C∞(R) such that ψ(0) = 1 and suppFψ ⊂ [1,2],
Kn+1v(x) :=
∞
∑
j=0
ψ(2 jan+1 xn+1)F−1(Φ j(ξ ′,0)Fv(ξ ′))(x′). (64)
A right-inverse was given in this form by Triebel [Tri83] in the isotropic case.
Theorem 6.1. When ~a,~p fulfil (58) and s satisfies the inequality in (61), then
r0 : F
s,~a
~p,q(Ω× I)→ B
s− atpt ,a
′
p′,pt (Ω)
is a bounded surjection and it has a right-inverse K0. More precisely, the operator K0 can be chosen so
that K0 : B
s− atpt ,a
′
p′,pt (Ω)→ F
s,~a
~p,q(Ω× I) is bounded for all s ∈ R.
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Proof. The analogue of this theorem on Euclidean spaces, cf. [JS08, Thm. 2.5], yields for any f ∈
Fs,~a~p,q(R
n+1) the existence of a constant c (only depending on s,~p,q,~a) such that∥∥γ0,n+1 f ∣∣Bs− atpt ,a′p′,pt (Rn)∥∥≤ c‖ f |Fs,~a~p,q(Rn+1)‖.
Choosing f in (62) so the right-hand side is bounded by 2c‖u |F s,~a~p,q(Ω× I)‖, we obtain boundedness
of r0, since rΩ(γ0,n+1 f ) = r0u, cf. (57).
A right-inverse K0 is constructed using Kn+1 in (63) and Rychkov’s extension operator in (34):
K0 := rΩ×I ◦Kn+1 ◦Eu,Ω : B
s− atpt ,a
′
p′,pt (Ω)→ F
s,~a
~p,q(Ω× I). (65)
(Since (34) applies only to isotropic spaces over Ω ⊂ Rn, one can exploit (58) to make rescalings
(s,a′)↔ s/a0, cf. Lemma 2.3.)
It is bounded for all s ∈R, because Kn+1 and Eu,Ω are so. Finally, (62) yields for any v ∈ B
s− atpt ,a
′
p′,pt (Ω),
r0 ◦K0v = rΩ(Kn+1 ◦Eu,Ωv)(x1, . . . ,xn,0) = rΩ ◦ γ0,n+1 ◦Kn+1 ◦Eu,Ωv = v,
hence K0 is a right-inverse of r0. 
6.2. A Support Preserving Right-Inverse. Having treated the trace at {t = 0}, we now construct an
explicit support preserving right-inverse of it. It is useful for parabolic problems e.g. in the reduction to
homogeneous boundary conditions. At no extra cost, general ~a and ~p are treated in most of this section.
It is known from [JS08] that whenever s > atpt +∑k≤n
(
ak
min(1,p1,...,pk) −ak
)
, then r0 is bounded,
r0 : Fs,~a~p,q(R
n×R)→ B
s− atpt ,a
′
p′,pt (R
n).
The particular right-inverse in (64) shall now be replaced by a finer construction of a right-inverse Q
having the useful property that
supp u ⊂ Rn+ =⇒ supp Qu ⊂R
n
+×R. (66)
Roughly speaking the idea is to replace the use of Littlewood–Paley decompositions by the kernels of
localised means (k j) j∈N0 ; cf. Theorem 2.6. That is, we tentatively take Q of the form
Qu(x, t) =
∞
∑
j=0
η(2 jat t)k j ∗u(x). (67)
Hereby the auxiliary function η ∈S (R) is again chosen with η(0) = 1 and such that supp η̂ ⊂ [1,2].
The main reason for this choice of Qu is that the property (66) will eventually result when the kernels
k j are so chosen that
supp u ⊂ Rn+ =⇒ supp k j ∗u ⊂ R
n
+. (68)
By the support rule for convolutions, this follows if supp k j ⊂ R
n
+. However, in order to choose the k j,
we shall first draw on the construction of Eu in Section 5 and take functions ϕ0,ϕ ,ψ0,ψ in S (Rn) with
support in Rn+ and satisfying ∫
ϕ0 dx = 1 =
∫
ψ0 dx, Lϕ = ∞ = Lψ , (69)
in such a way that by setting e.g. ψ j(x) = 2 j|~a|ψ(2 j~ax) for j≥ 1, one has Caldero´n’s reproducing formula
u =
∞
∑
j=0
ψ j ∗ϕ j ∗u for u ∈S ′(Rn). (70)
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Existence of these functions may be obtained as in the proof of Proposition 5.2, simply by omitting the
reflection in the definition of ϕ0 and proceeding with the argument for (43) in the proof there.
Now we obtain suppk j ⊂ R
n
+ by choosing
k0 = ψ0 ∗ϕ0, k = ψ ∗ϕ .
Then (70) states that u = ∑ j≥0 k j ∗u, which together with the condition η(0) = 1 will imply that Q is a
right-inverse of r0.
Since the supports of the k j are only confined to be in the half-space R
n
+, we refer to the k j as kernels
of localised means. (Triebel termed them local in case the supports are compact.)
In addition we need to recall an S ′-version of [Joh00, Prop. 3.5].
Lemma 6.2. There is an (algebraic) embedding Cb(R,S ′(Rn))⊂S ′(Rn×R) given by
〈Λ f ,ψ〉=
∫
R
〈 f (t),ψ(·, t)〉Rn dt
for each continuous, bounded map f : R→S ′(Rn) and ψ ∈S (Rn×R).
Proof. By the boundedness, the family { f (t)}t∈R is equicontinuous, so for some M > 0 we have
|〈 f (t),φ〉| ≤ cpM(φ) for all t ∈ R and φ ∈ S (Rn). Hence the integrand is continuous and estimated
crudely by cpM+2(ψ)/(1+ t2), so Λ f makes sense and |〈Λ f ,ψ〉| ≤ cpi pM+2(ψ). 
Using this lemma, we can now improve on (67) by giving Qu a more precise meaning as an element
of Cb(Rt ,S ′(Rnx)). Namely, Qu(·, t) is the distribution given on φ ∈S (Rn) by
〈Qu(·, t),φ〉 =
∞
∑
j=0
η(2 jat t)〈k j ∗u,φ〉. (71)
This will be clear from the proof of
Proposition 6.3. The operator Q is a well-defined w∗-continuous linear map S ′(Rn)→ S ′(Rn×R)
having range in Cb(Rt ,S ′(Rnx)). It is a right-inverse of r0 preserving supports in Rn+ in the strong form
suppu ⊂ Rn+ =⇒ ∀t : supp Qu(·, t)⊂ Rn+. (72)
In particular, Q :
◦
S ′(R
n
+)→
◦
S ′(R
n
+×R), cf. Definition 5.1.
Remark 6.4. We can of course add that (72) =⇒ (66), for we may apply Lemma 6.2 to f = Qu and
consider the ψ(x, t) that vanish for xn ≥ 0: when (72) holds, the integrand is identically 0. (Unlike (72),
property (66) is meaningful also without continuity of Qu with respect to t.)
Proof. It is first noted that ∑〈k j ∗u,φ〉 converges absolutely for each test function φ ∈S ′(Rn). In fact,
using the notation ˇk j(x) = k j(−x), the estimate |〈u, ˇk j ∗φ〉| ≤ cpM(k j ∗φ)≤ c2− jN holds for any N > 0;
this follows from the infinitely many vanishing moments, i.e. Lk = ∞, cf. [JSH13a, Lem. 4.2].
Hence ∑〈k j ∗u,φ〉η(2 jat t) is a Cauchy series for each φ ∈S (Rn) as η(2 jat t) is a bounded sequence
for fixed t. Since it converges, Qu is defined in S ′(Rn) for each t.
The convergence is absolute and uniform in t, so t 7→ 〈Qu(t),φ〉 is continuous; and bounded by
c∑ |〈k j ∗u,φ〉|. Therefore Qu is in the subspace Cb(Rt ,S ′(Rnx)); cf. Lemma 6.2.
Consequently r0Qu is defined by evaluation at t = 0, which gives ∑η(0)k j ∗u(x), hence gives back u
because of (70). Using the convergence in S ′(Rn), the support preservation in (72) is immediate from
(68) by test against any φ ∈C∞0 (Rn) vanishing for xn ≥ 0.
TRACES AND MIXED NORMS 25
Finally, continuity of Q follows at once if 〈Qu,ψ〉 = 〈u,T ψ〉 for ψ ∈ S (Rn+1), i.e. if Q is the
transpose of T : S (Rn+1)→S (Rn) given by
(T ψ)(x) =
∫
R
∞
∑
j=0
ˇk j ∗ψ(x, t)η(2 jat t)dt.
Here the sum is a Cauchy series in the space S (Rn+1), for a seminorm pM applied to the general term
is less than pM(η(2 jat t)) = O(2 jat M) times pM(ˇk j ∗ψ), which decays rapidly as Lk = ∞. Denoting the
sum by S(x, t), also x 7→
∫
S(x, t)dt is a Schwartz function, so T ψ is well defined and by the definition
of tensor products we get
〈u,T ψ〉= 〈u⊗1,S〉=
∫
〈u,S(·, t)〉dt =
∫
〈Qu(·, t),ψ(·, t)〉dt = 〈Qu,ψ〉,
using (71) and Lemma 6.2. 
Before we go deeper into the boundedness of Q in the scales of mixed-norm Lizorkin–Triebel spaces,
we first sum up the fundamental estimate in the next result. In the isotropic case it goes back at least to
the trace investigations of Triebel [Tri83, p. 136].
Proposition 6.5. For ~p = (p1, . . . , pn,r) in ]0,∞[n+1, a real number a > 0 and 0 < q ≤ ∞ there is a
constant c with the property that∥∥{v j⊗2 j ar f (2 ja·)}∞j=0 ∣∣L~p(ℓq)(Rn+1)∥∥≤ c( ∞∑
j=0
‖v j |Lp′(Rn)‖r
)1/r
whenever (v j) is a sequence of measurable functions on Rn and f ∈C(R) is such that tN f (t) is bounded
for some N > 0 satisfying Nr > 1.
Proof. To save a page of repetition from [JS08, Sec. 4.2.3], we leave it to the reader to carry over the
proof given there with a few notational changes. (Note that f itself is bounded, so the arguments there
extend to our case without any Schwartz class assumptions on f .) 
Theorem 6.6. The operator Q is for 0 <~p < ∞, 0 < q ≤ ∞ and ~a ≥ 1 a bounded map
Q : Bs,a′p′,pt (Rn)→ F
s+ atpt ,~a
~p,q (R
n×R) for all s ∈ R, (73)
Q : ◦Bs,a′p′,pt (R
n
+)→
◦
F
s+ atpt ,~a
~p,q (R
n
+×R) for all s ∈ R. (74)
Proof. The property in (74) is a direct consequence of (73) and Proposition 6.3.
As for (73), by means of an auxiliary function F η˜ ∈C∞0 (R) taken so that F η˜ = 1 on [1,2]⊃ supp η̂
and suppF η˜ ⊂ ]0,∞[ , we rewrite Qu in terms of convolutions on Rn+1, using that k j = ψ j ∗ϕ j,
Qu =
∞
∑
j=0
η˜ j ∗η(2 jat ·)(t)k j ∗u(x) =
∞
∑
j=0
(ψ ⊗ η˜) j ∗ (ϕ j ∗u⊗η(2 jat ·)).
Hereby it is understood for j = 0 that the first factor is ψ0⊗ η˜ .
Now we may invoke Lemma 5.5 as the function ψ ⊗ η˜ has all its moments equal to 0, because its
Fourier transformed function is supported in a half-plane disjoint from the origin in Rn+1. This gives an
estimate of the Lizorkin–Triebel norm as follows,∥∥Qu ∣∣Fs+ atpt ,~a~p,q (Rn+1)∥∥≤ c∥∥{2(s+ atpt ) j(ϕ j ∗u⊗η(2 jat ·))∗j}∞j=0 ∣∣L~p(ℓq)(Rn+1)∥∥.
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Here the maximal function (·)∗j considered in the lemma allow us to estimate the jth term by
sup
y,yt
∣∣2s jϕ j ∗u(y)2 j atpt η(2 jat yt)∣∣n+1∏
l=1
(1+2 jal |xl − yl|)−rl ≤ v j(x)2 j
at
pt f (2 jat t)
if we set
v j = sup
y
|2s jϕ j ∗u(y)|
n
∏
l=1
(1+2 jal |xl − yl|)−rl ,
f (t) = sup
yt
|η(yt)|(1+ |t− yt |)−rt .
To invoke Proposition 6.5, we note that v j, f are continuous (by an argument similar to e.g. [Joh11,
(6)–(7)]) and, moreover, sup |tN f (t)|< ∞ for 0 < N ≤ rt . We therefore apply the proposition for r = pt ,
a = at and note that if we fix the above parameter rt such that rt pt > 1, then N pt > 1 is fulfilled at least
for N = rt . This gives∥∥Qu ∣∣F s+ atpt ,~a~p,q (Rn+1)∥∥≤ c∥∥{v j⊗2 j atpt f (2 jat ·)}∞j=0 ∣∣L~p(ℓq)(Rn+1)∥∥≤ c( ∞∑
j=0
‖v j |Lp′(Rn)‖pt
)1/pt
.
So by writing the v j in terms of the Peetre–Fefferman–Stein maximal function ϕ∗j u(x),∥∥Qu ∣∣Fs+ atpt ,~a~p,q (Rn+1)∥∥≤ c( ∞∑
j=0
‖2s jϕ∗j u |Lp′(Rn)‖pt
)1/pt
≤ c‖u |Bs,a
′
p′,pt (R
n)‖.
The last inequality is essentially known from [Ryc99a, (4)], but to account for effects of the flaws
pointed out in [JSH13a, Rem. 1.1], let us briefly note the following: if we apply [Ryc99a, (21)] to the
very last formula in the proof of [JSH13a, Thm. 4.4], then we get an estimate of the above sum by
‖2s j(F−1Φ)∗ju |ℓpt (Lp′)‖. This can be controlled by the ℓpt (Lp0)-norm of the convolutions 2s jF−1Φ j ∗
u, i.e. by the stated ‖u |Bs,a
′
p′,pt (R
n)‖, by following the argument for [Ryc99a, (23)] (after the remedy
discussed in Section 4.3 above), say for simplicity with r0 := r1 = . . .= rn and r0 p0 > n. 
The operator Q above is now used to replace the particular right-inverse to r0 in (65) by an operator
QΩ that preserves support in Ω.
The construction uses the partition of unity 1 = ∑λ ψλ +ψ on Ω constructed in Section 4.2.2 as well
as cut-off functions ηλ ∈C∞0 (Rn), λ ∈ Λ, chosen with supp ηλ ⊂ B and ηλ = 1 on supp ψ˜λ ; and some
ηΩ ∈C∞L∞(R
n), cf. Lemma 2.5 for the definition of C∞L∞ , such that supp ηΩ ⊂ Ω with ηΩ = 1 on supp ψ .
For convenience we let u(λ) = eB
(
(ψλ u)◦λ−1
)
, which enters the definition of the operator QΩ:
QΩu =∑
λ
eUλ×R
(
(ηλ Qu(λ))◦ (λ × idR)
)
+ηΩQ(ψu). (75)
Theorem 6.7. Let Ω ⊂ Rn be a smooth set with compact boundary ∂Ω as in Section 4.2.2. When ~a,~p
satisfy (58), 0 < q ≤ ∞ and s ∈ R, then QΩ is a bounded linear map
QΩ : Bs,a
′
p′,pt (R
n)→ F s+at/pt ,~a~p,q (R
n+1),
which on the subspace
◦
Bs,a
′
p′,pt (Ω) has r0 as a left-inverse:
r0QΩu = u whenever supp u ⊂ Ω for u ∈ Bs,a
′
p′,pt (R
n). (76)
Moreover, QΩ has range in C(Rt ,D ′(Rnx)) and preserves supports in Ω in the strong form
suppu ⊂ Ω =⇒ ∀t : supp QΩu(·, t) ⊂Ω. (77)
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Proof. For the terms in the sum over λ in (75), we note that the multiplication result in [Tri92, 4.2.2]
together with the Besov version of Theorem 3.1, cf. Section 4.3, imply
u(λ) = eB
(
(ψλ u)◦λ−1
)
∈ Bs,a
′
p′,pt (R
n). (78)
(These results apply to isotropic Besov spaces, so we use Lemma 2.3 to rescale (s,a′)↔ s/a0, cf. (58).)
Theorem 6.6 and the paramultiplication result [JSH13b, Lem. 7] now gives that ηλ Qu(λ) belongs to
Fs+at/pt ,~a~p,q (R
n+1), hence according to Theorem 3.3,
(ηλ Qu(λ))◦ (λ × idR) ∈ Fs+at/pt ,~a~p,q (Uλ ×R).
As supp ηλ ⊂ B, Lemma 2.9 gives that extension of this composition by 0 belongs to F
s+at/pt ,~a
~p,q (R
n+1).
For the last term in (75), it is an immediate consequence of [Tri92, 4.2.2] that ψu belongs to
Bs,a
′
p′,pt (R
n), since ψ ∈C∞L∞ (as ψ = 1−∑λ ψλ on Ω and ∂Ω is compact).
This shows that QΩu ∈ Fs+at/pt ,~a~p,q (Rn+1) and by applying the quasi-norm estimates in the theorems
and lemmas referred to above, we obtain
‖QΩu |F s+at/pt ,~a~p,q (Rn+1)‖ ≤ c‖u |Bs,a
′
p′,pt (R
n)‖.
Furthermore, it follows from Proposition 6.3 that QΩu ∈C(Rt ,D ′(Rnx)) and therefore the effect of r0
on QΩu is simply restriction to t = 0, cf. (60). Hence for u ∈ Bs,a
′
p′,pt (R
n),
r0QΩu = ∑
λ
eUλ
(
(ηλ Qu(λ))(·,0)◦λ
)
+ηΩQ(ψu)(·,0).
Since Q according to Proposition 6.3 is a right-inverse of r0, this sum equals the following by using (78)
as well as the properties of ηλ ,ηΩ, and in the final step that supp u⊂ Ω,
∑
λ
eUλ
(
(ηλ u(λ))◦λ
)
+ψu = ∑
λ
eUλ
(
ηλ ◦λ ·ψλ u
)
+ψu = ∑
λ
ψλ u+ψu = u.
This shows (76). Finally, the support preserving property in (77) follows from (72). Indeed, when
supp u⊂Ω, then the support of each u(λ) is contained inR
n
+ and therefore supp(ηλ Qu(λ))◦(λ (·), t)⊂Ω
for all t ∈R, which immediately gives that supp QΩu(·, t) ⊂ Ω. 
6.3. The Trace at the Curved Boundary. We now address the trace γ of distributions in Fs,~a~p,q(Ω× I),
where for simplicity I =]0,T [ , T < ∞, and Ω is smooth as in Definition 4.13 with compact boundary Γ.
6.3.1. Preliminaries. The trace is first worked out locally and then it is observed that the local pieces
define a global trace. In this process we use that the trace γ0,1 is a bounded surjection, cf. [JS08,
Thm. 2.2],
γ0,1 :F s,~a~p,q(R
n+1)→ F
s−
a0
p0
,a′′
p′′,p0 (R
n)
for s > a0
p0
+(n−1)
( a0
min(1, p0,q)
−a0
)
+
( at
min(1, p0, pt ,q)
−at
)
.
(79)
This is also valid for γ0,n in view of (58) and we prefer to work with this, for locally the boundary
Γ is defined by the equation xn = 0, as usual. For the s in (79), we have by [JS08, Thm. 2.1], since
rk := max(1, pk),
Fs,~a~p,q(R
n+1) →֒Cb(R,Lr′′(Rn)) →֒ L1,loc(Rn+1). (80)
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So when u ∈ Fs,~a~p,q(Ω× I) for such s, an extension f in the corresponding space on Rn is a function and
for this we right away get
f ◦ (λ−1× idR) ∈ L1,loc(B×R). (81)
Moreover, if we work locally with cut-off functions ψ ∈C∞0 (Uλ ), ϕ ∈C∞0 (R), then Lemma 2.5 yields
ψ ⊗ϕ f ∈ Fs,~a~p,q(Rn+1). Changing coordinates, Theorem 3.3 implies that (ψ ⊗ϕ f ) ◦ (λ−1 × idR) is in
Fs,~a~p,q(B×R), hence it extends by 0 to F
s,~a
~p,q(R
n+1). By (79),
γ0,n
(
(ψ⊗ϕ f )◦ (λ−1× idR)
)
∈ Fs−a0/p0,a
′′
p′′,p0 (R
n).
Strictly speaking, we should have inserted the extension by 0, namely eB×R, before applying γ0,n,
but we have chosen not to burden notation with this. Now restriction to B′×R gives an element in
Fs−a0/p0,a
′′
p′′,p0 (B
′×R), and since it is easily seen using (80) that restriction to {xn = 0} and eB×R can be
interchanged, we obtain
(ψ ⊗ϕ f )◦ (λ−1(·,0)× idR) ∈ Fs−a0/p0,a
′′
p′′,p0 (B
′×R). (82)
Furthermore, to describe the range of γ , we introduce for an open interval I′ ⊃ I the restriction (with
notation as in Section 4.4)
rI : Fs,~a~p,q;loc(Γ× I
′)→ Fs,~a~p,q;loc(Γ× I),
which for any v ∈ Fs,~a~p,q;loc(Γ× I
′) is defined as the distribution arising from the family {rB′×Ivκ×idI′}κ∈F0
of distributions on B′× I, cf. the paragraph on restriction just below Lemma 4.3.
Using rI , we also introduce a space of restricted distributions (in the time variable only),
F s,~a~p,q(Γ× I) := rIF
s,~a
~p,q;loc(Γ×R) = rI
◦
Fs,~a~p,q(Γ× J) (83)
valid for any compact interval J ⊃ I. Since
◦
Fs,~a~p,q(Γ× J) is a quasi-Banach space, cf. Theorem 4.16, the
space Fs,~a~p,q(Γ× I) is so too when equipped with
‖u |F s,~a~p,q(Γ× I)‖ := inf
rIv=u
‖v |
◦
F s,~a~p,q(Γ× J)‖. (84)
6.3.2. The Definition. To give sense to γu in D ′(Γ× I), it is first observed that (81) induces invariantly
defined functions. Indeed, in view of the identity κ−1(·) = λ−1(·,0), we set
fκ = f ◦ (λ−1(·,0)× idR) ∈ L1,loc(B′×R)
and as distributions they transform as in (14), since
fκ ◦ (κ ◦κ−11 × idR) = fκ1 on κ1(Γκ1 ∩Γκ)×R. (85)
Hence by Lemma 4.3 there exists a unique v ∈D ′(Γ×R) with
vκ×idR = fκ . (86)
That v is in Fs−a0/p0,a
′′
p′′,p0;loc (Γ×R) is a special case of (82), cf. Definition 4.14.
Note that the distribution v does not depend on the atlas F0, for when another atlas F1 in the same
way induces a distribution v1, then formula (85) read with κ running through F0 and κ1 running through
F1 implies that both v and v1 result by “restriction” from the distribution w induced by F0∪F1.
Now we define the trace γu in D ′(Γ× I) by
γu = rIv. (87)
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Indeed, to verify that γu is independent of the chosen f , it suffices to derive that for any two extensions
f1, f2 ∈ Fs,~a~p,q(Rn+1), the following identity holds for each λ ∈ Λ and (x′, t) ∈ B′× I:
f1 ◦ (λ−1(·,0)× idR)(x′, t) = f2 ◦ (λ−1(·,0)× idR)(x′, t). (88)
To do so, we choose ψ ∈C∞0 (Uλ ), ϕ ∈C∞0 (R) such that ψ(λ−1(x′,0)) 6= 0 and ϕ(t) 6= 0. Since f1, f2
coincide in Ω× I, the functions
eB×R
(
(ψ ⊗ϕ f j)◦ (λ−1× idR)
)
(x, t), j = 1,2
are identical for (x, t)∈ B× I with xn > 0. Letting xn → 0+ therefore gives the same limits in Lr′′(Rn−1×
I), cf. (80), in particular they coincide in Lr′′(B′× I). As (ψ ⊗ϕ) ◦ (λ−1(·,0)× idR)(x′, t) 6= 0, this
yields (88).
Furthermore, (88) can be used to show that γ does not depend on the Lizorkin–Triebel space satisfy-
ing (79). For when u belongs to two different Lizorkin–Triebel spaces, we can take f1 above to be an
extension in one of the spaces and f2 to be an extension in the other. The identity in (88) then gives that
γu belongs to the intersection of the corresponding Lizorkin–Triebel spaces over the curved boundary.
We also note that the trace γ has the natural property that rI ◦ γ = γ ◦ rI on Fs,~a~p,q(Ω× I′) for any open
interval I′ ⊃ I.
Finally, γ applied to any u ∈ rΩ×IC(Rn+1) gives the expected, namely rΓ×I u˜ for any extension u˜ ∈
C(Rn+1) of u. Indeed using (87),
(γu)κ×idI = rB′×I
(
u˜◦ (λ−1(·,0)× idR)
)
= (rΓ×I u˜)◦ (κ
−1× idI) = (rΓ×I u˜)κ×idI ,
which shows that γu equals a restriction, rΓ×I u˜, of the continuous function u˜.
6.3.3. The Theorem. To construct a right-inverse of γ , we use a bounded right-inverse Kn of γ0,n, where
because of (58) we may refer to [JS08, Thm. 2.6] for a right-inverse of the similar trace γ0,1 in (79),
Kn : F
s−a0/p0,a′′
p′′,p0 (R
n)→ Fs,~a~p,q(R
n+1), s ∈ R, (89)
given by, cf. just above (64) for the ψ ,
Knv(x) :=
∞
∑
j=0
ψ(2 jan xn)F−1(Φ j(ξ ′,0,ξn+1)Fv(ξ ′,ξn+1))(x′,xn+1).
Hereby we have set p′′ = (p0, . . . , p0, pt) ∈ ]0,∞[n, which results when pn = p0 is left out; cf. (58).
Theorem 6.8. When Γ is compact, ~a,~p satisfy (58) and (s,q) fulfils the inequality in (79), then
γ : Fs,~a~p,q(Ω× I)→ F
s−a0/p0,a′′
p′′,p0 (Γ× I)
is a bounded surjection, which has a right-inverse Kγ . More precisely, the operator Kγ can be chosen
such that Kγ : F
s−a0/p0,a′′
p′′,p0 (Γ× I)→ F
s,~a
~p,q(Ω× I) is bounded for every s ∈ R.
Proof. Since the space Fs−a0/p0,a′′p′′,p0 (Γ× I), cf. (83), does not depend on how the compact interval J ⊃ I
is chosen, it is fixed in the following. Moreover, γu does not depend on the extension f of u, thus we
take f such that supp f ⊂ Rn× J. By (86) and (83), γu = rIv is in F s−a0/p0,a
′′
p′′,p0 (Γ× I).
To prove boundedness, note that v according to (16) belongs to ◦F s,a′′p′′,q(Γ× J), since
supp v ⊂
⋃
λ∈Λ
(λ−1(·,0)× idR)(B′× J) = Γ× J. (90)
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Hence it can be inferred from Theorem 4.16 that
‖γu |F s−a0/p0,a
′′
p′′,p0 (Γ× I)‖
d
≤ inf
rΩ×I f=u
supp f⊂Rn×J
∑
λ∈Λ
‖(ψλ ⊗1R f )◦ (λ−1(·,0)× idR) |F s−a0/p0,a
′′
p′′,p0 (B
′×R)‖d . (91)
By choosing first a cut-off function on R, we can use the infimum norm to fix f such that
‖ f |Fs,~a~p,q(Rn+1)‖ ≤ 2‖u |F
s,~a
~p,q(Ω× I)‖. Using the arguments leading up to (82) and the boundedness
of γ0,n, cf. (79), each summand in (91) can be estimated by
c‖(ψλ ⊗1R f )◦ (λ−1× idR) |F s,~a~p,q(B×R)‖d.
Finally, applying Theorem 3.3 and Lemma 2.5, since ψλ ⊗1R ∈C∞L∞(R
n+1), we obtain
‖γu |F s−a0/p0,a
′′
p′′,p0 (Γ× I)‖ ≤ c‖ f |F s,~a~p,q(Rn+1)‖ ≤ 2c‖u |F
s,~a
~p,q(Ω× I)‖.
The construction of a right-inverse Kγ uses that for any w ∈ F
s−a0/p0,a′′
p′′,p0 (Γ× I) there exists a v ∈
◦
Fs−a0/p0,a
′′
p′′,p0 (Γ× J) such that rIv = w. It is easily verified that
wκ := rRn−1×I
(
eB′×R(ψ˜κ ⊗1Rvκ×idR)
) (92)
is independent of the extension v; and obviously wκ is in Fs−a0/p0,a
′′
p′′,p0 (R
n−1× I) with support in B′× I.
For χ1,χ2 ∈C∞0 (R) such that χ1 + χ2 ≡ 1 on a neighbourhood of I and such that χ1, χ2 vanish before
the right, respective the left end point of I, we let, cf. Theorem 5.6 and Corollary 5.7,
wκext = Eu(χ1wκ)+Eu,T (χ2wκ),
where extension by 0 toRn+ andRn−1×]−∞,T [ before application of Eu, respectively Eu,T is understood.
Lemma 2.10 gives that this extension does not change the regularity of the elements, hence wκext belongs
to F s−a0/p0,a
′′
p′′,p0 (R
n); and furthermore rRn−1×Iwκext = wκ .
Now using Kn in (89) as well as functions ηλ ∈C∞0 (Rn), λ ∈ Λ, such that supp ηλ ⊂ B and ηλ = 1
on supp ψ˜λ , we define (using the v-independence of wκext)
Kγw = rΩ×I ∑
λ∈Λ
eUλ×R(ηλ Knw
κ
ext)◦ (λ × idR). (93)
Boundedness of Kγ is a consequence of first using Lemma 2.9 and Theorem 3.3, d :=min(1, p0, pt ,q),
‖Kγw |F
s,~a
~p,q(Ω× I)‖d ≤ ∑
λ∈Λ
‖(ηλ Knwκext)◦ (λ × idR) |F
s,~a
~p,q(Uλ ×R)‖d
≤ c ∑
λ∈Λ
‖ηλ Knwκext |F
s,~a
~p,q(R
n+1)‖d ,
and then Lemma 2.5, Lemma 2.10 and the mapping properties of Kn, Eu, Eu,T ,
‖Kγw |F
s,~a
~p,q(Ω× I)‖d ≤ c ∑
κ∈F0j=1,2
‖χ jwκ |Fs−a0/p0,a
′′
p′′,p0 (R
n−1× I)‖d
≤ c ∑
κ∈F0
‖(ψκ ⊗1Rv)◦ (κ−1× idR) |F s−a0/p0,a
′′
p′′,p0 (B
′×R)‖d.
The extension v is chosen arbitrarily among those in
◦
Fs−a0/p0,a
′′
p′′,p0 (Γ× J) satisfying rIv = w, thus taking
the infimum over all such v yields the boundedness of Kγ , cf. (84) and (31).
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To verify that Kγ is indeed a right-inverse, we use that an extension of Kγw is
f = ∑
λ∈Λ
eUλ×R(ηλ Knw
κ
ext)◦ (λ × idR).
Hence the definition of γ , cf. (87), gives that γ(Kγw) = rIh, where hκ1×idR = f ◦ (λ−11 (·,0)× idR). We
shall now prove that rB′×Ihκ1×idR = wκ1×idI for each κ1 ∈F0. Indeed,
rB′×Ihκ1×idR = rB′×I ∑
λ∈Λ
(ηλ Knwκext)◦ (λ ◦λ−11 (·,0)× idR), (94)
where extension by 0 from κ1(Γκ1 ∩ Γκ)×R to B′×R in each term is understood. Using that Kn
is a right-inverse of γ0,n and that wκext = wκ on κ(Γκ1 ∩ Γκ)× I, each summand in (94) equals, cf.
also (92), (14),
(ηλ wκ)◦ (λ ◦λ−11 (·,0)× idR) = (ηλ ◦λ ·ψκ ⊗1R)◦ (λ−11 (·,0)× idR)vκ1×idR .
As ηλ ◦λ ≡ 1 on supp ψκ and ∑ψκ ≡ 1 on Γ, we finally obtain, using that rIv = w,
rB′×Ihκ1×idR = rB′×I
(
vκ1×idR ∑
λ∈Λ
(ψκ ⊗1R)◦ (λ−11 (·,0)× idR)
)
= wκ1×idI ,
hence Kγ is a right-inverse of γ . 
6.4. The Traces at the Corner. The trace from either the flat or the curved boundary to the corner
Γ×{0} ≃ Γ cannot simply be obtained by applying r0 and then γ , or vice versa, since these operators
are defined on spaces over the whole cylinder.
In the following, under the assumptions that I =]0,T [ is finite and Γ compact, the trace operators
r0,Γ, γΓ will therefore be introduced (the subscript Γ indicates that we end up at Γ×{0} ≃ Γ). We note
that focus will not be on optimality regarding the co-domains, since the purpose of this section merely
is to prepare for a discussion of compatibility conditions in connection with PDEs; and from this point
of view the interesting question is whether the following identity holds in D ′(Γ),
r0,Γ ◦ γu = γΓ ◦ r0u. (95)
Recall that when working with spaces on the boundary, the anisotropy and the vector of integral
exponents only have n entries. Since it is different entries that need to be left out, depending on whether
we are studying Γ× I or Ω, it will in the following be convenient to use a′′ = (a1, . . . ,an−1,at) as well
as a′ = (a1, . . . ,an); and likewise for p′, p′′. Moreover, (58) is a standing assumption on ~a, ~p.
We assume that s satisfies the inequality in (61) adapted to vectors of n entries, i.e. for the trace from
the curved boundary Γ× I,
s >
at
pt
+(n−1)
( a0
min(1, p0)
−a0
)
, (96)
and for the trace from the flat boundary Ω,
s >
a0
p0
+(n−1)
( a0
min(1, p0)
−a0
)
. (97)
Remark 6.9. When v ∈
◦
Fs,a
′′
p′′,q(Γ× J) for a compact interval J and s fulfils (96), then
vκ×idR ∈Cb(Rt ,L1,loc(B
′)) for each κ ∈F0.
This follows if for every compact set K ⊂B′, the map t 7→ vκ×idR(·, t) is continuous with values in L1(K).
In Theorem 4.16 we may, if necessary, change the partition of unity (using some ϕ ∈C∞0 (B′) equalling 1
on K) such that ψκ ≡ 1 on κ−1(K). Then ψ˜κ vκ×idR is in Fs,a
′′
p′′,q(B′×R), which because of (61) and (96)
is contained in Cb(Rt ,L1(B′)). Hence vκ×idR is in L1(K), continuously in time.
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6.4.1. The Curved Boundary. For w ∈ Fs,a
′′
p′′,q(Γ× I) there exists a v ∈
◦
Fs,a
′′
p′′,q(Γ× J), where J ⊃ I is any
compact interval, such that rIv = w, cf. (83). By exploiting that vκ×idR is continuous with respect to t,
cf. Remark 6.9, we define for x ∈ Γ,
r0,Γw(x) = ∑
κ∈F0
ψκ(x)vκ×idR(κ(x),0) (98)
with the understanding that the product ψκ(x)vκ×idR(κ(x),0) is defined to be 0 outside Γκ . On Γκ the
product is meaningful, since vκ×idR is in Cb(R,L1,loc(B′)).
The trace r0,Γ in (98) is independent of the chosen v ∈
◦
Fs,a
′′
p′′,q(Γ× J), since for any two extensions
v1,v2 in this space, ψ˜κ · rB′×Iv j,κ×idR , j = 1,2, coincide on B′× I, hence by continuity also on B′×{0}.
Moreover, the trace depends neither on the atlas nor on the subordinate partition of unity. Indeed,
considering another atlas F1 with a subordinate partition of unity 1 =∑κ1∈F1 ϕκ1 , we have on Γ, cf. (14)
for the atlas F0∪F1,
∑
κ
ψκvκ×idR(κ(·),0) = ∑
κ ,κ1
ψκ ϕκ1vκ1×idR(κ1(·),0) = ∑
κ1
ϕκ1 vκ1×idR(κ1(·),0).
In the following theorem the co-domain of the trace is B
s− atpt ,a0
p0,pt (Γ); the definition and properties of this
space follow from Section 4.3, since it coincides with an isotropic space in view of (58) and Lemma 2.3.
Note that we have abbreviated the (n−1)-vector (a0, . . . ,a0) to a0, and similarly for p0.
Theorem 6.10. When a′′, p′′ are as above with 0 < p′′ < ∞ and s satisfies (96), then r0,Γ is bounded,
r0,Γ : F
s,a′′
p′′,q(Γ× I)→ B
s− atpt ,a0
p0,pt (Γ).
Proof. From Remark 6.9 we have that vκ×idR is in Cb(R,L1,loc(B′)), hence using the bounded trace
operator, cf. [JS08, Thm. 2.5] and (96),
γ0,n : F s,a
′′
p′′,q(R
n)→ B
s− atpt ,a0
p0,pt (R
n−1), (99)
it is readily seen that
ψ˜κvκ×idR(·,0) = rB′γ0,neB′×R(ψ˜κ vκ×idR).
Since ψ˜κvκ×idR ∈ F
s,a′′
p′′,q(B
′×R), we therefore have by (99) that ψ˜κ vκ×idR(·,0) belongs to B
s− atpt ,a0
p0,pt (B′).
Now Corollary 4.9 adapted to Besov spaces, cf. Section 4.3, implies that r0,Γw ∈ B
s− atpt ,a0
p0,pt (Γ).
To prove r0,Γ is bounded, we use (26) to estimate ‖r0,Γw |B
s− atpt ,a0
p0,pt (Γ)‖d , d := min(1, p0, pt), by
∑
κ ,κ1∈F0
∥∥ψκ1 ◦κ−1 · ψ˜κ vκ1×idR(κ1 ◦κ−1(·),0) ∣∣Bs− atpt ,a0p0,pt (κ(Γκ ∩Γκ1))∥∥d.
After a change of coordinates x 7→ κ ◦κ−11 (x) and a slight restriction of the domain to a suitable open
subset W such that W ⊂ κ1(Γκ1 ∩Γκ), and finally multiplication by a χκ1 ∈ C∞0 (B′) where χκ1 ≡ 1 on
supp ψ˜κ1 , this can be estimated by, cf. [Tri92, 4.2.2] for an s1 large enough,
c ∑
κ ,κ1∈F0
(
∑
|α |≤s1
‖Dα eB′(ψκ ◦κ−11 χκ1) |L∞‖
)d ∥∥eB′(ψ˜κ1 vκ1×idR(·,0)) ∣∣Bs− atpt ,a0p0,pt (Rn−1)∥∥d ;
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the constant c contains supW |detJ(κ ◦κ−11 )|d as a finite factor (J denotes the Jacobian matrix). Now
boundedness of γ0,n in (99) gives∥∥r0,Γw ∣∣Bs− atpt ,a0p0,pt (Γ)∥∥d ≤ c ∑
κ1∈F0
‖ ψ˜κ1 vκ1×idR |F
s,a′′
p′′,q(B
′×R)‖d ,
hence taking the infimum over all admissible v (as we may since r0,Γ is independent of the extension)
proves that r0,Γ is bounded. 
6.4.2. The Flat Boundary. In this section we consider the trace operator γΓ, which simply is the trace
at Γ of distributions defined on Ω. In view of (95) and Theorem 6.1, the domain of interest for γΓ is the
unmixed Besov space Bs,a
′
p′,q(Ω), which according to Lemma 2.3 even equals an isotropic space, cf. (58),
The operator is defined by carrying over the definition and results for γ in Section 6.3. Indeed, we
remove the time dependence and use the Besov space result in [FJS00, Thm. 1] for γ0,n. An embed-
ding similar to (80) also holds in the case of Besov spaces, cf. [FJS00, Prop. 1] and (97), and Theo-
rem 4.16, 3.3 are replaced by the Besov versions, cf. Section 4.3, of Theorem 4.11, 3.1 respectively.
Recalling that the (n−1)-vector (a0, . . . ,a0) is abbreviated a0, and likewise for p0, this yields
Theorem 6.11. When a′ = (a0, . . . ,a0) ∈ [1,∞[n, p′ = (p0, . . . , p0) ∈ ]0,∞[n and s satisfies (97), then γΓ
is a bounded operator,
γΓ : Bs,a
′
p′,q(Ω)→ B
s−a0/p0,a0
p0,q (Γ).
We note that, as usual for Besov spaces, the sum exponent is not changed and, moreover, a formula
similar to the one in (98) for r0,Γ holds for γΓ. I.e. for any extension f of w ∈ Bs,a
′
p′,q(Ω), with (86)–(87)
adapted to γΓ for the fκ , we have when extension by 0 outside Γκ is suppressed,
γΓw = ∑
κ∈F0
ψκ · fκ ◦κ . (100)
Indeed,
(
∑κ∈F0 ψκ · fκ ◦κ
)
κ1
= ∑κ∈F0 ψκ ◦κ−11 · fκ1 = fκ1 = (γΓw)κ1 for each κ1 ∈F0. This formula
is convenient in a discussion of compatibility conditions, cf. the next section.
6.5. Applications. Without proof, we now indicate, by merely adapting [GS90, Ch. 6] to the present
set-up, what the above considerations yield in a study of e.g. the heat equation. That is, for ∆ = ∂ 2x1 +
. . .+∂ 2xn we consider
∂tu−∆u = g in Ω× I, (101)
γu = ϕ on Γ× I, (102)
r0u = u0 on Ω×{0}. (103)
Under the assumption that~a= (1, . . . ,1,2) and ~p=(p0, . . . , p0, pt)<∞, we give in the theorem below
necessary conditions for the existence of a solution u in Fs,~a~p,q(Ω× I), when γ and r0 in (102), (103) make
sense, i.e. when s fulfils the two conditions
s >
1
p0
+(n−1)
( a0
min(1, p0,q)
−a0
)
+
( at
min(1, p0, pt ,q)
−at
)
and
s >
2
pt
+n
( 1
min(1, p0)
−1
)
.
(104)
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Theorem 6.12. Let ~a, ~p and s satisfy the requirements above. When the boundary value problem
in (101)–(103) has a solution u ∈ Fs,~a~p,q(Ω× I), then the data (g,ϕ ,u0) necessarily satisfy
g ∈ Fs−2,~a~p,q (Ω× I), ϕ ∈ F
s− 1p0
,a′′
p′′,p0 (Γ× I), u0 ∈ B
s− 2pt
p0,pt (Ω). (105)
Moreover, for all l ∈ N0 fulfilling both
2l < s− 1
p0
−
2
pt
− (n−1)
( 1
min(1, p0)
−1
)
and
2l < s− 1
p0
− (n−1)
( a0
min(1, p0,q)
−a0
)
−
( at
min(1, p0, pt ,q)
−at
)
,
(106)
the data are compatible in the sense that
r0,Γ∂ lt ϕ = γΓ
(
∆lu0 +
l−1
∑
j=0
∆ jr0(∂ l−1− jt g)
)
, (107)
which reduces to r0,Γϕ = γΓu0 for l = 0 (the sum is void).
We recall that the corrections containing the minima in (104), (106) amount to 0 in the classical case
in which ~p,q ≥ 1.
Remark 6.13. In the construction of solutions to e.g. (101)–(103), it is well known from work of
Grubb and Solonnikov [GS90, Thm. 6.3] that the problem is solvable for p0 = 2 = pt , provided the
data (g,ϕ ,u0) are given as in (105) and subjected to the compatibility conditions in (106)–(107). In an
extension of this to general p0, pt , a first step could be to reduce to problems having ϕ ≡ 0, u0 ≡ 0.
By linearity, the surjectivity of γ in Theorem 6.8 allows a first reduction to the case ϕ ≡ 0. Secondly,
reduction to u0 ≡ 0 is obtained by adding and subtracting u˜ = rΩ×IQΩeΩu0 (the compatibility condition
for l = 0 entails that eΩu0 is defined, and for low s has the same regularity as u0), for here r0u˜ = u0 holds
as well as γ u˜ = 0 because the operator QΩ preserves support in Ω, as shown in Theorem 6.7. (Details
were given by the second author [MH13, Ch. 7].)
REFERENCES
[BePa61] A. Benedek and R. Panzone, The space Lp, with mixed norm, Duke Math. J. 28 (1961), 301–324.
[Ber85] M. Z. Berkolaı˘ko, Theorems on traces on coordinate subspaces for some spaces of differentiable functions with
anisotropic mixed norm, Dokl. Akad. Nauk SSSR 282 (1985), no. 5, 1042–1046, English translation: Soviet Math.
Dokl. 31 (1985), no. 3, 540–544.
[BIN79] O. V. Besov, V. P. Ilin, and S. M. Nikol’skij, Integral representations of functions and imbedding theorems, V. H.
Winston & Sons, Washington, D.C., 1978–79, Translated from the Russian, Scripta Series in Mathematics, Edited
by Mitchell H. Taibleson.
[BIN96] , Integral representations of functions and imbedding theorems, Nauka, Moscow, 1996, 2nd edition (in
russian).
[DHP07] R. Denk, M. Hieber, J. Pru¨ss, Optimal Lp–Lq-estimates for parabolic boundary value problems with inhomogeneous
data, Math. Z. 257(1) (2007), 193–224.
[FJS00] W. Farkas, J. Johnsen, W. Sickel, Traces of anisotropic Besov-Lizorkin-Triebel spaces—a complete treatment of the
borderline cases, Math. Bohem. 125(1) (2000), 1–37.
[Gru96] G. Grubb, Functional calculus of pseudodifferential boundary problems, second ed., Progress in Mathematics, vol.
65, Birkha¨user, Boston (1996).
[Gru09] , Distributions and Operators, Springer, 2009.
[GS90] G. Grubb, V. A. Solonnikov, Solution of parabolic pseudo-differential initial-boundary value problems, J. Differ-
ential Equations 87(2) (1990).
TRACES AND MIXED NORMS 35
[Ho¨r90] L. Ho¨rmander, The Analysis of Linear Partial Differential Operators I, Springer, Berlin, 1990, 2nd edition.
[Ho¨r07] , The Analysis of Linear Partial Differential Operators III, Springer, Berlin, 2007, reprint of the 1994
edition.
[Joh95] J. Johnsen, Pointwise multiplication of Besov and Triebel–Lizorkin spaces, Math. Nachr. 175 (1995), 85–133.
[Joh00] , Traces of Besov spaces revisited, J. Funct. Spaces Appl. 3 (2000), 763–779.
[Joh11] , Pointwise estimates of pseudo-differential operators, J. of Pseudo-Differential Operators and Applications
2(3) (2011), 377–398.
[JS07] J. Johnsen, W. Sickel, A direct proof of Sobolev embeddings for quasi-homogeneous Lizorkin–Triebel spaces with
mixed norms, J. Funct. Spaces Appl. 5 (2007), 183–198.
[JS08] , On the trace problem for Lizorkin–Triebel spaces with mixed norms, Math. Nachr. 281 (2008), 669–696.
[JSH13a] J. Johnsen, S. Munch Hansen, W. Sickel, Characterisation by local means of anisotropic Lizorkin–Triebel spaces
with mixed norms, Z. Anal. Anwend. 32(3) (2013), 257–277.
[JSH13b] , Anisotropic, mixed-norm Lizorkin–Triebel spaces and diffeomorphic maps, Journal of Function Spaces,
2014 (2014), Article ID 964794, 15 pages.
[MH13] S. Munch Hansen, On parabolic boundary problems treated in mixed-norm Lizorkin–Triebel spaces, Ph.D thesis,
Aalborg University; Aalborg, Denmark, 2013.
[RS96] T. Runst and W. Sickel, Sobolev spaces of fractional order, Nemytskij operators and nonlinear partial differential
equations, de Gryuter, Berlin 1996.
[Ryc99a] V. Rychkov, On a theorem of Bui, Paluszynski and Taibleson, Proc. Steklov Institute 227 (1999), 280–292.
[Ryc99] , On restrictions and extensions of the Besov and Triebel-Lizorkin spaces with respect to Lipschitz domains,
J. London Math. Soc. (2) 60 (1999), 237–257.
[ScTr87] H.-J. Schmeisser and H. Triebel, Topics in Fourier analysis and function spaces, Geest and Portig, 1987, Wiley,
Chichester 1987.
[See64] R. T. Seeley, Extension of C∞ functions defined in a half space, Proc. Amer. Math. Soc. 15 (1964), 625–626.
[Ste93] E. M. Stein, Harmonic analysis: real-variable methods, orthogonality, and oscillatory integrals, Princeton Univ.
Press, Princeton, 1993.
[Tri83] H. Triebel, Theory of function spaces, Monographs in Mathematics, vol. 78, Birkha¨user Verlag, Basel, 1983.
[Tri92] , Theory of function spaces II, Monographs in Mathematics, vol. 84, Birkha¨user Verlag, Basel, 1992.
[Tri06] , Theory of function spaces III, Monographs in Mathematics, vol. 100, Birkha¨user Verlag, Basel, 2006.
[Wei98] P. Weidemaier, Existence results in Lp-Lq spaces for second order parabolic equations with inhomogeneous Dirich-
let boundary conditions, Progress in partial differential equations, Vol. 2 (Pont-a`-Mousson, 1997), Pitman Res.
Notes Math. Ser., vol. 384, Longman, Harlow, 1998, pp. 189–200.
[Wei02] , Maximal regularity for parabolic equations with inhomogeneous boundary conditions in Sobolev spaces
with mixed Lp-norm, Electron. Res. Announc. Amer. Math. Soc. 8 (2002), 47–51 (electronic).
[Wei05] , Lizorkin-Triebel spaces of vector-valued functions and sharp trace theory for functions in Sobolev spaces
with a mixed Lp-norm in parabolic problems, Mat. Sb., Rossiı˘skaya Akademiya Nauk. Matematicheskiı˘ Sbornik,
vol. 196, (2005), pp. 3–16.
[Yam86] M. Yamazaki, A quasi-homogeneous version of paradifferential operators, I. Boundedness on spaces of Besov type,
J. Fac. Sci. Univ. Tokyo Sect. IA, Math. 33 (1986), 131–174.
DEPARTMENT OF MATHEMATICAL SCIENCES, AALBORG UNIVERSITY, FREDRIK BAJERS VEJ 7G,
DK-9220 AALBORG ØST, DENMARK
E-mail address: JJOHNSEN@MATH.AAU.DK
DEPARTMENT OF MATHEMATICAL SCIENCES, AALBORG UNIVERSITY, FREDRIK BAJERS VEJ 7G,
DK-9220 AALBORG ØST, DENMARK
E-mail address: SABRINA PRIVAT@HOTMAIL.COM
MATHEMATISCHES INSTITUT, ERNST-ABBE-PLATZ 2, D-07740 JENA, GERMANY
E-mail address: WINFRIED.SICKEL@UNI-JENA.DE
