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Abstract 
This study investigated the effect of unilateral cerebellar lesions on the performance of finger 
movement sequences in reaction time tasks. Two experiments extended the work of Adam & 
Van Veggel (1991) and Inhoff, Diener, Rafal, & Ivry (1989). Experiment 1 probed effector-
specific characteristics; Experiment 2 examined timing in movement sequence preparation 
and/or production. Both experiments pursued issues concerning the extent of ipsilateral 
cerebellar control. Six community-dwelling males (mean age 68, SD 4.070) were recruited 
for a pseudo-experimental design. Four individuals with unilateral cerebellar lesions were 
assigned to 2 experimental groups (mild and moderate), and two neurologically unimpaired 
individuals were matched as controls. Experiment 1 compared simple reaction time 
performance between fingers: It produced a Group main effect (p < 0.0125), indicating a 
difference in performance between the moderately impaired participants and the other 
groups. There was no significant effect for Hand or Finger factors. Experiment 2 involved 
rapid performance of short button-press sequences, but few of the complexity effects 
identified by Inhoff et al. were replicated. Experiment 2 did produce a Group main effect and 
a Group by Sequence Length interaction (p < 0.05), however there was no significant Hand 
effect. The Group effect in both experiments demonstrates that cerebellar lesions causing 
moderate impairment do impede preparation or production of a motor-response. The absence 
of a Hand effect in both experiments may reflect neuroplastic adaptation. The lack of a 
Finger effect in Experiment 1 indicates neuroanatomical differences do not affect 
performance. The lack of clear complexity effects in Experiment 2 may indicate use of 
 ix 
 
 
compensatory response strategies. The precise cause(s) remain unclear. Therefore, closer 
examination of the effects of ageing, neural plasticity, and diaschisis on motor performance is 
required to confirm these results and further clarify cerebellums role in motor control.  
 x 
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Chapter One 
INTRODUCTION  
Most physical activities depend on the skilled performance of consecutive movements. A 
number of different studies provide evidence suggesting that cerebellum plays an important 
role in the organization of sequential movement (Harrington et al., 2000; Ivry, Keele, & 
Diener, 1988; Kawashima et al., 2000; Thompson, Swain, Clark, & Shinkman, 2000; Welsh 
& Llinas, 1997; Yamaguchi, Tsuchiya, & Kobayashi, 1998). Some studies have used a lesion-
deficit model to investigate cerebellums role in sequence organization (Bastian, Martin, 
Keating, & Thach, 1996; Gomez-Beldarrain, Garcia-Monco, Rubio, & Pascual-Leone, 1998; 
Haggard, Jenner, & Wing, 1994; Inhoff, Diener, Rafal, & Ivry, 1989; Inhoff & Rafal, 1990; 
Ivry et al., 1988; Jahanshahi, Brown, & Marsden, 1993). In research employing a lesion-
deficit model, participants with specific neurological pathology are studied and compared 
with participants who are not neurologically impaired because the function(s) of the injured 
brain region can then be inferred.  The hypothesis underlying the present study is that 
cerebellum does play an integral role in the control of sequential movements. Precisely how 
this is achieved remains open to conjecture. 
Inhoff, Diener, Rafal, and Ivry (1989) and Inhoff and Rafal (1990) used the simple reaction 
time (sRT) paradigm with variable sequence lengths originally utilized by Sternberg, 
Monsell, Knoll, and Wright (1978). Sternberg and colleagues found that making the task 
more complex, by increasing the number of elements in a sequence, slowed reaction time 
(RT). This, and other associated phenomena were termed sequence length effects.  It is 
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thought that complexity effects such as these occur because as a task becomes more complex 
it takes longer to retrieve the information required to execute a response. 
Inhoff et al.(1989) initially recruited participants with diffuse cerebellar atrophy to assess the 
influence of cerebellum on movement organization. They then conducted further experiments 
using individuals with unilateral lesions to explore the function of specific cerebellar regions. 
The current study aimed to further examine the role of cerebellum in the organization of serial 
movement performance in two respects. Firstly, a study by Adam and Van Veggel (1991), 
that examined the influence of neuroanatomical characteristics of individual fingers on RT, 
was employed to assess a clinical population. Secondly, the previously mentioned study by 
Inhoff et al. (1989) was replicated. 
Outline  
Chapter One describes the intent of the present study and places it within a broader 
framework. In order to ensure clarity, key terms used throughout the thesis are defined and 
the parameters governing the scope of the study are identified. Then the significance and 
purpose are articulated. Chapter Two presents a review of the relevant literature. It 
commences with an overview of the study of sequential movement control and the main 
categories of motor control models. This is followed by a brief summary of the various brain 
structures involved in movement organization and execution. This will enable the putative 
role(s) of cerebellum to be viewed in perspective. To highlight the link between the 
anatomical organization of cerebellum and its function, key findings regarding its unique 
structure are also described. Lastly, there is a discussion of the various hypotheses that have 
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been proposed regarding the role of cerebellum in motor control. Noteworthy results from 
physiological, psychophysical, and imaging studies are used to examine the different theories.  
The methodology adopted for the two experiments that are the basis of the current study is 
described in Chapter Three. The first section summarizes the overall design. Within this 
section a rationale for its choice is provided. The next section indicates how potential 
participants were identified and screened. A justification of the screening methods is 
included. Following, in the next section, is a detailed description of the apparatus used to 
conduct the experiments. Key specifications, which confirm the precision and reliability of 
the equipment, are also presented. The subsequent section delineates the statistical principles 
on which analysis of data was founded and the specific techniques employed are 
comprehensively described. Finally, the task, procedure, and analyses used in the experiments 
are detailed with a level of description permitting close replication.  
Chapter Four provides a full account of the statistical results from the present study and 
discusses them with specific regard to the findings of Adam and Van Veggel (1991) and 
Inhoff et al. (1989). A number of noteworthy studies from the literature are also drawn on to 
provide further insight into the current studys findings and to indicate their relationship to 
broader motor control issues. 
The findings of the present study are briefly summarized in Chapter Five and conclusions 
drawn from them. Following this, the implications of those conclusions are discussed. Then, 
aspects of the study that are relevant to an evaluation of its merit are raised. Finally, 
recommendations, based on the identified issues, are made for future research into the role of 
cerebellum and other brain regions in motor control. 
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Statement of the Problem  
Movement sequences appear to be learned, prepared, and executed by a widely distributed 
group of brain regions. The role of individual areas appears to be context dependent and may 
change as learning progresses. Cerebellum is hypothesized to play a crucial role in selection, 
transformation, and activation of movement characteristics. Despite being one of the most 
extensively studied brain structures, the exact nature of the contribution made by cerebellum 
remains open to debate. The specific question addressed by this study was whether unilateral 
cerebellar lesions consistently affect the standard response complexity effects typically found 
during the execution of rapid finger movement sequences, in the early stage of learning, when 
performing an sRT task.  
Operational Definitions 
Clinical Terms 
Cerebellar lesion: an area of tissue in cerebellum that has impaired function as a result 
of disease or wounding. 
Dysmetria: the inability to achieve a desired final position. 
Dysdiadochokinesia: the inability to perform repetitive movements at a constant 
rhythm. 
Contralateral: on or affecting the opposite side. 
Ipsilateral: on or affecting the same side. 
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Complexity Effect Terms 
Sequence: a series of elements to be remembered and performed together as a group. 
Element: a single component within a sequence, for example a button-press 
movement. 
Chunk: a group of sequence elements performed as a set, that develops with 
practice.  
Sequence length: the number of elements constituting a sequence. 
Reaction Time Task Terms  
Simple reaction time (sRT) task: a task not requiring discrimination between stimuli and 
a choice of response. That is a single stimulus, requires a single, pre-
defined response. 
Choice reaction time (cRT) task: a task requires discrimination between stimuli and a 
choice of response. That is, multiple stimulus-response combinations are 
possible. 
Serial reaction time task (SRTT): a task comprising a series of cRT tasks where, for 
example, stimuli can appear in one of four horizontal positions and the 
sequence of positions may be random or systematically repetitive. 
Event Measurement Terms  
GO stimulus: the stimulus that signals the imperative to begin a response. The response 
could be a single movement or a sequence of movements. 
Reaction time (RT): the interval between the GO stimulus and the onset of the first 
response. It is also referred to as latency. 
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Inter-response interval (IRI): the time that elapses between the onsets of two successive 
responses within a sequence. 
Sequence duration: the interval between the onset of the first response and the onset of 
the final response. 
Ratio effect: A RT to mean IRI ratio of greater than unity indicates advance 
preparation of a response has taken place. 
Data Treatment Terms 
Median:  a summary measure of RT that is not susceptible to extreme values 
within the data set. 
Truncation:  the removal of extreme values from the data set prior to analysis. 
Assumptions 
Firstly, it was assumed that cerebellum has an important role in the organization of serial 
movement sequences and that cerebellar lesions typically impair this role. 
Secondly, it was assumed that reaction time is an index of the production demands of a 
physical response to a stimulus in an sRT task, where the participants have been informed of 
the required response and have had time to prepare it.  
Delimitations 
Participants were only identified using Ballarat Health Services and Bayside Health (Alfred 
campus) medical records databases. 
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Neurologically impaired participants had right hemisphere unilateral cerebellar lesions caused 
by cerebrovascular accident (CVA) and no other known neurological or other relevant 
pathology. 
Neurologically unimpaired participants had lower limb orthopaedic pathology and no known 
neurological or other relevant pathology.  
All participants were male. 
The procedure for experiments one and two followed the protocol of Adam and Van Veggel 
(1991) and Inhoff et al. (1989) respectively. 
Limitations 
The ability to obtain an adequate sample size was constrained by suitable participant 
availability. 
The sample was from an older population. 
The raw neuroimaging data from the CT or MRI scans were not available for inspection.  
Some participants medical histories did not include written CT or MRI scan reports that 
identified the precise location or extent of the cerebellar lesion within the injured hemisphere.  
Neuroimaging data from CT and MRI scans were not available to confirm the absence of 
neurological impairment, suggested by the medical histories, of the control group 
participants. 
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Significance of the Study 
The Inhoff et al. (1989) investigations are apparently the only ones to examine the role of 
cerebellum in movement sequence performance using participants with cerebellar lesions and 
employing a task similar to the one used by Sternberg et al. (1978). In keeping with the model 
of sequence length effects proposed by Rosenbaum, Hindorff, and Munro (1987), Inhoff and 
colleagues suggest that the magnitude of a sequence length effect is indicative of the time 
required to set up response schedules for relevant muscle synergies and that position effects 
reflect the benefits of advanced scheduling of non-initial responses. They found that 
participants with unilateral cerebellar lesions, causing moderate impairment to the ipsilesional 
hand, did not demonstrate standard complexity effects on the effected side. Inhoff et al. 
claimed their results demonstrated that moderate cerebellar lesions interfered with the timing 
of the sequential movements performed by participants in their study.  
These studies have been cited in at least 40 journal articles since their findings were first 
reported (I.S.I, 2001), however the results of the experiments do not appear to have been 
verified. Therefore the current study aimed to confirm the results and address potential 
methodological weaknesses.  
Firstly, the same finger sequence was used for all trials of a given sequence length throughout 
the Inhoff et al. (1989) experiments, so it was possible that effector-specific variables such as 
neuroanatomical characteristics may have affected those results (Anson, 1982; Klapp, 1996; 
Verwey, 1999). Adam and Van Veggel (1991) assessed the neural, muscular, and skeletal 
characteristics of individual fingers on RT using an sRT task. Participants were required to 
perform the task under two conditions. In the first, a single responding finger was placed on 
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the corresponding response box button. Whereas in the second condition the four fingers of 
the responding hand were placed on the corresponding buttons, but only the designated finger 
made the response in each block of trials. All the individuals who participated in the 
experiment were neurologically unimpaired. The results showed that there was no statistically 
significant difference in RT between fingers in either of the two conditions. A finding 
consistent with Adam and Van Veggel would support the contention that neuroanatomical 
characteristics are unlikely to affect the results when employing the same finger order for all 
trials of a given sequence length in sRT experiments, such as those conducted by Inhoff et al. 
(1989). 
Secondly, Inhoff et al. (1989,) used the unaffected limb of patients with unilateral lesions as 
the control. This was based on the assumption that cerebellum primarily exerts ipsilateral 
control. If this were the case, standard effects in the unaffected hand would support 
cerebellums role in movement timing. However, results from a number of other studies have 
indicated that the contralateral cerebellum is active during movement sequence performance 
(Harrington et al., 2000; Imamizu et al., 2000; Jueptner, Jenkins, Brooks, Fracowiak, & 
Passingham, 1996; Jueptner et al., 1997; Kawashima et al., 2000; Parsons et al., 1997; 
Robinson & Fuchs, 2001; Yeo, Lobo, & Baum, 1997). It was therefore important to assess the 
Inhoff et al. findings by conducting the experiments with a neurologically impaired group and 
a closely matched unimpaired control group under the same conditions. The available 
comparisons would reveal whether the contralateral hand of participants with unilateral 
cerebellar lesions would consistently exhibit the same sequence length effects as those 
displayed by unaffected participants.  
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Purpose of the Study 
The purpose of the present study was to probe the role of cerebellum in the preparation and/or 
production of movement sequences in the early stage of learning.  In doing so, it was 
considered important to determine whether effector-specific variables may influence the 
results of sRT experiments. Likewise, it was necessary to confirm that cerebellum is not 
appreciably involved in contralateral control of effectors, to assess the validity of employing 
the contralesional hand as a control in lesion-deficit model studies.   
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Chapter Two 
REVIEW OF LITERATURE 
The earliest explanations of serial movement control were response-chaining theories as 
proposed by James (1890). The underlying concept was that sensory feedback from one 
sequence element provides the stimulus for the following element. Some sixty years later 
Lashley (1960) argued that many movement sequences were too fast for sensory feedback to 
have influenced movement execution. He also cited coarticulation, where one element of a 
sequence begins before the preceding one has finished, as another reason why response-
chaining theories are flawed. Lashley suggested movement sequence performance relies on 
centrally organized plans. The plans may take the form of a motor program that consists of 
stored neural information that regulates a skilled physical response (Smiley-Oyen & 
Worringham, 1996). 
Motor Control Models 
Early hierarchical motor programming models proposed that all the necessary information for 
movement execution was stored as a memory representation at a single site within the central 
nervous system (CNS) (Smiley-Oyen & Worringham, 1996). The motor program could be 
retrieved from long-term memory, loaded into a motor buffer, and converted to motor 
commands, which were then transmitted to the specified effector muscles when movement 
was required (Wickens, Hyland, & Anson, 1994). It was subsequently acknowledged that this 
model did not adequately account for the vast amount of information that needed to be stored, 
nor how novel activities could be performed satisfactorily when first attempted. Consequently 
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a more generalized model of a motor program was developed (Schmidt, 1988; Schmidt & 
Lee, 1999). 
In this generalized model, stored representation of particular classes of procedures is largely 
effector independent because characteristics such as the order of events, temporal structure of 
muscle contractions (phasing), and relative force are invariant. In contrast, parameters such as 
overall duration, overall force, and muscle selection must be specified on every occasion to 
meet the demands of movement in a specific context. This enables a unique movement 
pattern to occur each time that a motor program is executed (Schmidt & Lee, 1999). Verwey 
(1996 p. 559) describes this type of model simply as the how and what mechanism. Stored 
representations are drawn upon to ascertain what movements are to be executed. It is then 
determined how these stored representations will be translated into movements appropriate to 
the specific circumstances of the task. Verwey (1999) suggests that different brain regions are 
involved in these independent processes. Others have also found these procedures to be 
independent, for example Lai, Shea, Wulf, and Wright (2000).  
Dynamic systems theory provides an alternative model to the generalized motor program. 
Latash (1993) suggests this alternative model is founded upon dynamic pattern generation, 
whereas Kelso (1998) defines it as coordination dynamics. A dynamic system theory 
proposes that motor behaviour is a nonequlibrium self-organizing system. The interaction or 
coupling of components within human biological subsystems and the environment in which 
the movement takes place cause changes to the status of the motor system (Kelso, 1998). For 
example, order parameters such as the relative timing between two periodic processes enable 
comparatively stable movement patterns to occur. Changes in a control parameter such as 
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movement frequency do not affect an order parameter within a certain range, however outside 
of this range the order parameter becomes unstable, shifts, and subsequently re-stabilizes at a 
new value (Latash, 1993). A behavioural example of an order parameter is the relative timing 
between the lower limbs of humans during locomotion, whilst velocity is an example of a 
control parameter.  At low velocities the walking gait is preferred. Once the velocity reaches a 
critical value, of approximately eight kilometres per hour, locomotion changes from a 
walking to a running gait. In this model of motor control it is proposed that only the end-point 
of the task is programmed and that other components emerge as a result of the interaction 
between the biological system and the external environment (Vidal, Bonnet, & Macar, 1991). 
These complex interactions are described using the sophisticated law-based mathematics of 
stochastic dynamics (Kelso, 1998 p. 207).  
There is evidence to support both the generalized motor program and dynamic pattern 
generation models (Kelso, 1998; Latash, 1993; Schmidt & Lee, 1999; Vidal et al., 1991). 
Vidal et al. conducted experiments where the goal was the accurate timing of a motionless 
period between two brief movements. They suggest that in this context control based on 
dynamic characteristics is unlikely, particularly if the motionless period is long, therefore the 
means of control is somewhat dependent on the nature of the task. When discussing the need 
for precise representation of timing information for performing perceptual tasks, Ivry and 
Richardson draw comparable conclusions (2000). Latash similarly suggests the dynamic and 
generalized motor program theories are not mutually exclusive and supports this view by 
demonstrating that exactly the same phenomena can be explained in a compatible way by 
either theory.  
 14 
 
 
A third category, that of connectionist models, often referred to as neural networks, has 
developed (Grossberg & Kuperstein, 1989; Haruno, Wolpert, & Kawato, 2001; Kistler & van 
Hemmen, 1999; Rhodes, 2000; Spoelstra, Schweighofer, & Arbib, 2000; Suri & Schultz, 
1998; Wickens et al., 1994). These models can be considered to be hybrids as they contain 
elements of both the hierarchical and dynamic models. They are underpinned by anatomical, 
physiological, behavioural, and brain-imaging evidence which indicates that multiple brain 
regions are simultaneously involved in the control of movement (Ackermann, Daum, 
Schugens, & Grodd, 1996; Balfour, Clark, & Geffen, 1991; Bloedel & Bracha, 1995; Catalan, 
Honda, Weeks, Cohen, & Hallett, 1998; Cunnington, Bradshaw, & Iansek, 1996; Doyon et 
al., 1997; Gomez-Beldarrain et al., 1998; Harrington et al., 2000; Jueptner & Weiller, 1998; 
Lalonde & Botez-Marquard, 1997; Marsden, Ashby, Limousin-Downey, Rothwell, & Brown, 
2000; Milak, Shimansky, Bracka, & Bloedel, 1997; Passingham, 1995; Sakai et al., 1998; 
Shadmehr & Holcomb, 1997; Shima & Tanji, 2000). 
Computational modelling based on empirical data from research enables the types of 
calculations performed by the brain to be simulated. An important feature of artificial neural 
networks is that, like humans, they can learn to perform a novel task without having been 
specifically programmed for that task. This characteristic has contributed to the development 
of rudimentary, self-organizing, so called artificial intelligence. 
As yet no unifying theory of motor control exists. There is sound evidence to support each of 
the major categories of models and it has been demonstrated they are not necessarily mutually 
exclusive (Latash, 1993). The focus here has been to differentiate between the main classes of 
models rather than to question their veracity. Nonetheless, the high level of connectivity 
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within the brain is already well established and there is ample evidence that multiple brain 
regions are active during movement preparation and execution (Grezes & Decety, 2001). 
Therefore it would appear a distributed neural network model is currently the most cogent 
explanation of human motor control.  
Movement Sequence Organization Studies Utilizing Reaction Time  
Reaction time is defined as the interval between the onset of a motor-response-eliciting 
stimulus and the initiation of the response. Measurement of RT has been widely used to study 
the preparation and production of movement sequences. This use is founded on the premise 
that the time course of such behaviour is reliant on parameters, such as sequence length, 
specifying the task (Klapp, 1996). Henry and Rogers (1960) used the analogy of a computer 
memory drum to explain how neural information that governs a skilled physical response is 
acquired through practice and stored as a motor program. They proposed that with increasing 
response complexity more stored information is required to enable execution of a response. 
The more information required, the longer it would take to retrieve that information from 
long-term memory.  
Simple reaction time tasks, not requiring discrimination between stimuli and a choice of 
response, were used to probe the role of complexity with respect to the memory drum 
theory. Complexity was manipulated by increasing the number of elements in the task (Henry 
& Rogers, 1960). The activity started with a single finger movement and progressed to arm 
reaching movements with changes of direction. Participants were informed of the task prior to 
execution and therefore had time to prepare their response. The experiment design was 
balanced for practice effects and fatigue. Although the intention was to have no choice of 
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response, Henry and Rogers acknowledged there was a possibility that there may have been 
some choice in the manner in which individual components were executed.   
The results indicated that the RT increased as the number of elements in the task increased. 
Henry and Rogers (1960) suggested this was because a sequence requiring more commands 
takes more time to load from the memory drum into a motor buffer from which they can be 
executed. This seminal work was followed by many other studies that used RT tasks to 
investigate the central control of sequential movement.  
Anson (1982) replicated and extended the Henry and Rogers (1960) study using 
electromyography (EMG) to fractionate the RT. In general the findings of Henry and Rogers 
were upheld. However the results indicated that increasing the size of the anatomical unit 
executing the movement only affected motor time, when all other conditions were held 
constant. Anson suggests this may be because the moment of inertia of an anatomical unit is 
dependent on its scale. The results also demonstrated that when the target was less than one 
centimetre in diameter both premotor and motor time was increased, when all other 
conditions remained constant. Anson argued this was caused by the need to learn new 
equilibrium points for the involved joints. An increase in premotor time could therefore 
indicate inadequate practice. Anson also suggested that the need for greater accuracy 
increased the coactivation of opposing muscle pairs, thereby adding to motor time.      
Sternberg, Monsell, Knoll, and Wright (1978) studied the temporal aspects of sequential 
movement in speech and typing. Participants were required to execute a sequence of key-
presses or utterances as fast as possible after being informed of the list to be performed and 
allowed time to prepare their response. This is a form of sRT task in which the relative 
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absence of uncertainty enables response programming and production processes to be 
examined.  
Although Sternberg et al. (1978) only used four participants for the typing experiment, the 
large number of trials provided over 200 data points per condition. Regression analysis of 
these data identified principles that have been replicated elsewhere. The results indicated the 
normal temporal pattern arising from this task exhibited a relatively long RT following the 
GO stimulus and shorter inter-response intervals (IRIs) (pooled across non-initial responses). 
Both RT and mean IRI increased linearly as a function of sequence length. IRIs changed non-
monotonically with serial position. The ratio of RT to mean IRI was greater than one.  These 
phenomena will be referred to as the sequence length effect on latency, sequence length effect 
on (production) rate, serial position effect on IRIs, and ratio effect respectively. Sequence 
length effects are examples of a particular type of response complexity effect (Christina, 
1992). 
Sternberg et al. (1978) suggested their results support a theory that an entire motor program is 
assembled prior to response execution. They proposed that the program contains linked 
subprograms for each element in the response. The preparation phase allows a complete 
program to be loaded into a special motor buffer, distinct from normal working memory, in 
readiness for sequence execution. A self-terminating search of the buffer must then take place 
before each response can be executed, as sequence elements are not stored in any particular 
order. The longer the sequence, the more time it would take for the initial subprogram to be 
retrieved from the buffer and unpacked (organized) for execution, therefore increasing RT. 
Related retrieval characteristics can also explain the IRI effects. Subsequent work by others 
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(Balfour et al., 1991; Ito, 1997; Klapp, 1995; Rosenbaum et al., 1987; Verwey, 1995), whilst 
generally replicating the sequence length effects observed by Sternberg et al., has shown that 
they vary under some conditions, suggesting that their generality may need to clarified. 
Ito (1997) tested the Sternberg et al. (1978) model using a rapid force production task to 
investigate the effect of the number and similarity of elements on sRT. The need for a self-
terminating search of the buffer for each element where elements are homogeneous was 
questioned, since each subprogram would be the same. Ito refers to Schmidt (1988), to 
support a claim that a force production task was the most appropriate method to use because 
the structure of a motor program can best be studied by concentrating on the kinetic 
characteristics of a sequence rather than the kinematic features. This claim is likely to be 
based on Schmidts suggestion that the force production ratio is an invariant feature of a 
particular class of action. Conversely, kinematic features are generally more variable because 
they are specific to an individual performance of an action. 
All sequence elements in the rapid force production task were performed isometrically using 
a strain gauge. Participants were required to produce sequences of one, two, or three elements 
by squeezing the strain gauge handle as quickly and accurately as possible on presentation of 
an auditory GO stimulus. In the homogeneous condition all elements within a sequence were 
of the same magnitude. In the heterogeneous condition, elements within a sequence required 
different levels of force to be produced. Thirty practice trials and 20 test trials were 
performed for each condition, amounting to 300 trials in total. 
Itos (1997) results indicated that sRT became longer when the number of elements increased 
from one to two in both homogeneous and heterogeneous conditions. This is compatible with 
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the Sternberg et al. (1978) findings. The sRT did not become longer when the number 
increased from two to three elements and this is consistent with the findings of Rosenbaum et 
al. (1987), suggesting concurrent production and preparation may have occurred. In the 
homogeneous condition sRT was appreciably shorter than in the heterogeneous condition. 
This lends support to the findings of Klapp, Wyatt, and Lingo (1974). The IRIs did not 
increase as sequence length increased in either condition. Ito claimed that the results of the 
study support the proposition that homogeneity/heterogeneity of elements is an important 
factor that effects the complexity of motor programs, an aspect astutely exploited by Klapp 
(1974), as will be discussed presently.  
A modified version of the model used by Sternberg and colleagues (1978) was used by 
Balfour, Clark, and Geffen (1991) to investigate cerebral hemispheric differences in planning 
and execution of sequential finger movements. Participants were required to perform a 
predetermined number (1 to 8) of button presses using the index or middle finger of the left or 
right hand. The GO stimulus was presented to only the left or right visual field in each trial. 
One hundred and sixty trials were completed on each of two separate occasions one week 
apart.  
The overall findings were in agreement with the results of Sternberg et al. (1978), however 
separate analysis of the visual field/hand condition(s) showed both linear and quadratic 
trends. When the task was controlled by the left cerebral hemisphere (right visual field 
stimulus presentation with right hand performance), RT increased linearly with an increase in 
sequence length. Alternatively, when the right hemisphere was in control an inverse quadratic 
trend was evident; that is, once a sequence contained six or more elements the RT begun to 
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decrease. When there was dual hemisphere control the RT function exhibited characteristics 
of both trends. If duration, errors, and variability were considered, response execution did not 
differ between left and right hemispheres when only one hemisphere was engaged. It should 
be noted, however, that when the stimulus was presented to the right visual field (left 
hemisphere) and the left hand (right hemisphere) controlled the response there appeared to be 
an interaction between hemispheres. When compared to the left hemisphere only condition 
the response was slower, the variability of intervals between pairs of presses increased more 
rapidly, and errors increased more quickly as sequence complexity increased (Balfour et al., 
1991).  
The linear increase in RT was thought to be indicative of serial processing and the quadratic 
trends to show a switch to parallel processing, as the preparation time demands surpassed 
existing serial capacity (Balfour et al., 1991). The researchers suggested that in right cerebral 
hemisphere control, as well as the more natural dual hemisphere control, parallel processing 
is the norm for sequences longer than approximately six elements in length. That is, in long 
sequences later elements are being processed whilst earlier ones are being executed. This 
concurs with the findings of Rosenbaum, Hindorff, and Munro (1987). Verwey (1995) claims 
that parallel processing implies an interference-free procedure, however it has been shown 
that there is some slowing of the execution rate, therefore, concurrent processing is a more 
appropriate description of what is actually taking place.  
Van Dusen, Britton, and Glynn (1992) adapted another paradigm used by Sternberg (1969) to 
explore the transfer of knowledge from a long-term to a short-term store. They conducted two 
computer-based experiments using a reaction time model. The participants were required to 
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use declarative and procedural knowledge to complete a goal directed task in both 
experiments.  
In the first experiment, participants were required to perform a number of previously learned 
arithmetic operations of varying complexity on presentation of a GO stimulus. There was a 
short-term memory condition and a long-term memory condition. There were three action 
plan tasks, consisting of one, three, or five arithmetic operations performed on a number 
presented on a computer screen. The short-term condition consisted of 25 trials.  In this 
condition, the arithmetic operation(s) were presented followed by a get ready warning. The 
number that was to be manipulated then appeared and a response could be made. In the long-
term condition a string of six letters in random order was presented instead of the get ready 
warning. The letters were to be memorized. In half of the trials the participants were required 
to recall the letters and in the other half a number was manipulated. Twenty-five letters and 
25 numbers were randomly presented, for a total of 50 trials in the long-term condition. In a 
follow-up experiment, the task was interrupted either one or two seconds after the onset of the 
GO stimulus. The participants were then required to complete a novel one operation 
arithmetic computation before they could continue with the original task. In each of the 
experiments there was a total of 225 trials(Van Dusen et al., 1992). 
In the first experiment the more complex responses took longer to initiate, particularly in the 
long-term condition. In the second experiment the interruption hindered the transfer process 
in the long-term memory condition, but not the short-term condition. The implication is that 
there was no transfer process in the short-term memory condition. The results concurred with 
the findings of Sternberg et al. (1978), Inhoff et al. (1989), and Henry and Rogers (1960). 
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Van Dusen et al. (1992) point out that their findings were the product of limited practice, 
whereas with further practice chunking may have occurred.  
Movement sequence preparation has also been investigated using choice reaction time (cRT) 
tasks. A cRT task requires discrimination between stimuli, or a choice of response. Klapp et 
al. (1974) preferred to use cRT tasks in their study because sRT gives participants the 
opportunity to select and prepare a response prior to the GO stimulus, which means, they 
argue, that sRT should be independent of complexity.  They suggested the response from 
participants who were motivated to prepare before the GO stimulus in an sRT task would not 
display response complexity effects, however those not motivated to prepare in advance 
would exhibit such effects. A cRT task would remove this potential ambiguity.  
Klapp et al. (1974) used a Morse code pattern paradigm consisting of a short press, a long 
press, or two different combinations of a four-press sequence using both short and long key 
presses. Participants completed eight 160-trial sessions on separate days. The results of the 
Morse code task experiment supported the researchers hypothesis that the RT for cRT tasks 
increased for responses of longer duration, however the RT for sRT tasks did not.  
In 1995 Klapp explored the reason for the differing results in comparison to the work of 
others (Henry & Rogers, 1960; Sternberg et al., 1978) by using both sRT and cRT tasks. The 
aim was to achieve results that demonstrated a response complexity effect for both the sRT 
and cRT conditions. The methodology was based on the premise that responses are composed 
of a number of chunks and that each chunk has an inner structure. A chunk may be regarded 
as a group of elements, performed as a set, which develops with practice. It was hypothesized 
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that the internal complexity of a chunk has greater influence over cRT, while the total number 
of chunks has greater influence over sRT.  
The results substantiated this hypothesis. It was also found that practice reduced the 
magnitude of the RT for sRT tasks, however practice had little effect on the RT for cRT tasks. 
Klapp (1995) speculated that this might be because sequence components that were initially 
represented as separate unitary elements in the sRT task became integrated into one larger 
chunk with practice. Repetition may have also enabled chunks to be integrated in the cRT 
task, however as chunk complexity increased the time to prepare it for execution increased 
because a larger chunk takes longer to unpack. The results from a series of studies by Verwey 
(1999) lend support to this proposition. 
Rosenbaum, Inhoff, and Gordon (1984) also studied the execution of movement sequences by 
requiring participants to perform a cRT task consisting of two possible button-pressing 
sequences. They proposed that motor programs are executed using a hierarchical tree-
traversal process involving the unpacking of programs into successively smaller 
subprograms. When there is a choice of response, the editing of sequences that share the 
same representation (Rosenbaum et al., 1987 p.202) has to be completed before execution 
begins in order to resolve any uncertainty about which are the appropriate response elements. 
This proposal was called the hierarchical editor (HED) model.  
Rosenbaum, Hindorff, and Munro (1987) conducted a series of experiments to test the HED 
model further. Using sequences containing uncertainties resolved only coincident with the 
GO stimulus, they found that RT might decrease as a function of sequence length in some 
circumstances, depending on the position of the uncertain element(s) in the sequence. It was 
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suggested that this occurs because response execution and editing happen simultaneously to 
avoid potential delays in initiating a response for long sequences. More recently Verwey 
(1995) also found evidence to support the concurrent preparation and execution of responses. 
There were considerable differences in the paradigms used by Balfour et al. (1991), Henry 
and Rogers (1960), Anson (1982), Ito (1997), Klapp et al. (1974), Klapp (1995), Rosenbaum 
et al. (1984), Rosenbaum et al. (1987), and Sternberg et al. (1978). Yet the various theories 
proposed are fundamentally variations of what Christina (1992 p. 224) referred to as the 
number hypothesis. The essential proposition was that programming time is a function of 
the number of elements in a response and/or the inner complexity of the individual 
components of a response. A comprehensive review and theoretical treatment of number 
hypothesis and other related phenomena can be found in Rhodes (2000). 
Gordon and Christina (1991) and Sidaway (1991), among others, have used Fitts index of 
movement difficulty (ID) to underpin studies that investigated whether directional accuracy 
demands influence RT more than the number of elements in a movement sequence.  Sidaway 
required participants to strike a row of circular targets as quickly and accurately as possible 
with a stylus when presented with an auditory GO stimulus. Gordon and Christina required 
participants to either strike a series of circular targets with a stylus, or pass the stylus between 
two obstacles without striking them. The experiments required large-scale responses using 
arm movements. Both studies found that, under these circumstances, RT was influenced more 
by accuracy demands. The results from these studies therefore supported what Christina 
(1992 p. 224) referred to as the accuracy hypothesis. Alternatively, directional accuracy 
was not a crucial factor in the small-scale key-press responses required in the experiments of 
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Balfour (1991), Ito (1997), Klapp et al. (1974), Klapp et al. (1995), Rosenbaum et al. (1987), 
Rosenbaum et al. (1984), and Sternberg et al. (1978). 
Several theories have been proposed to explain the response complexity effect, however the 
means by which it occurs is still uncertain. Studies have indicated that the number of 
elements in a sequence, the duration of elements, the inner structure of components, the 
demand for accuracy, the homogeneity/heterogeneity of elements, cerebral hemispheric 
differences, and the scale of the response all contribute to RT when initiating sequential 
movements. Despite the varying results from different studies and the opposing theories 
proposed to explain those results, it appears likely that the necessary information cannot be 
directly accessed from long-term memory, therefore it must be retrieved and manipulated in 
some form of temporary storage, so a response can be made. A number of studies aimed at 
determining which brain regions might be involved in these processes have been conducted 
utilizing clinical populations. 
 Clinical Studies Using Reaction Time Tasks 
The lesion-deficit model has long been a mainstay of brain function research (Price, 
Warbuton, Moore, Frackowiak, & Friston, 2001). Individuals with neurological pathology 
have participated in studies using various RT paradigms to investigate the central control of 
sequential movement, permitting the role of distinct brain regions to be inferred. Jahanshahi 
et al. (1993) conducted a study to determine firstly, whether the RT deficits that have been 
identified in patients with Parkinsons disease are found in patients with other basal ganglia 
pathologies and secondly, whether those deficits are also found in patients with other types of 
CNS pathology. Mild to moderately impaired patients with Parkinsons disease, Huntingtons 
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disease, or cerebellar disease were compared in the performance of various sRT and cRT 
tasks. The cerebellar group generally had the slowest reaction times and the Parkinsons 
disease group had the fastest times. The Huntingtons disease group had appreciably slower 
sRT times compared with the Parkinsons disease group, though in the unwarned sRT task 
the Parkinsons disease group had the slowest overall response times. Laforce and Doyon 
(2001) also obtained similar results in a study that employed sRT and cRT tasks to compare 
Parkinsonian and cerebellar patients with a matched, unimpaired control group.  
Jahanshahi et al. (1993) speculated that brain pathology of any sort might affect some global 
function such as attention or readiness, thereby causing slowness. An alternative proposal was 
that the observed slowness is mediated by different mechanisms in each disorder. For 
example, the pathology is likely to involve the putamen in Parkinsons disease and the 
caudate in Huntingtons disease. Jahanshahi et al. state that the putamen projects to the 
supplementary motor area (SMA) and the caudate projects to the prefrontal cortex. They also 
point out that cerebellum, primarily via the thalamus, also projects to the frontal cortex, 
premotor cortex, and motor cortex. Jahanshahi et al. did not specify the region(s) of 
cerebellum affected in the cerebellar participants, presumably because late onset ideopathic 
degeneration is typically diffuse. They suggest that, in order to understand the complexities 
underlying the deficits displayed by the participants in their study, the individual mechanisms 
involved in different brain regions need to be studied further. 
Laforce and Doyon (2001) used a mirror-tracing task as one component of their study 
comparing Parkinsons disease patients, cerebellar atrophy patients, and a neurologically 
unimpaired group.  The task consisted of five stages. Initially participants were required to 
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trace 12 simple shapes whilst viewing their hand in a mirror. They then traced 12 triads each 
composed of three of the shapes. Following this, the participants executed 10 practice blocks 
consisting of 18 new shapes that were randomly presented. The participants then carried out 
three test blocks consisting of six triads composed of shapes from the third stage for the 
practiced condition. Finally, six triads composed of unfamiliar shapes were completed for the 
unpractised condition. 
The cerebellar group showed an impaired ability to mirror-trace when compared to the other 
groups. In their case, practicing the simple shapes that constituted the triads did not facilitate 
the tracing of those triads in the practiced condition. Laforce and Doyon (2001) claim this 
demonstrates that cerebellum, rather than the striatum, integrates simple actions into more 
complex ones. If this is the case, cerebellum would have a ubiquitous role in combining a 
number of single joint movements into one multijoint movement (Bastian et al., 1996).   
A serial reaction time task (SRTT), first employed by Nissen and Bullemer (1987), was used 
by Ackermann (1996) to study the role of the SMA. The sole experimental participant in the 
study had a SMA lesion that was the result of a tumour excision. The control group consisted 
of 15 unimpaired individuals matched for age and handedness.  
When one of four possible stimuli appeared on a computer screen the participants were 
required to press the corresponding button on a response keyboard. Blocks 1 to 4 and 6 to 8 
consisted of ten repetitions of a ten-item sequence sandwiched between five random trials. 
Block five consisted entirely of randomly presented stimuli. Each block was comprised of 
110 trials, thus providing a total of 880 data points. Participants were also required to perform 
two manual tracking tasks on a computer. A pointer was required to be kept within the 
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designated target limits for as long as possible during two test sessions that were three 
minutes long. There was a six-minute rest period between each test sessions. The movements 
in the first tracking task were predictable, however the movements in the second task were 
not. The relationship between the joystick and the cursor were also mirror-reversed in the 
second tracking task.  
The results indicated there was impaired procedural learning during the SRTT and the 
mirrored tracking task, but not during the predictable non-mirrored tracking task. Ackermann 
et al. (1996) concluded that the demands placed on visuomotor processing by the SRTT and 
mirrored tracking tasks, when compared to the predictable non-mirrored tracking task, 
suggest the SMA is predominantly involved in internally generated movement sequences. 
The role of the SMA in internally determined movements was also investigated using 
participants with Parkinsons disease and age-matched controls (1996). The tasks 
incorporated both cued and uncued button-pressing sequences in which cues could be 
provided for onset time and target position. The findings indicated that the unimpaired 
participants displayed increased pre-movement SMA activity in both cued and uncued tasks. 
If cueing was unpredictable, pre-movement SMA activity was appreciably reduced. The 
participants with Parkinsons disease only showed pre-movement SMA activity when no cues 
were given. Cunnington and colleagues (1999)  suggested that when input from the basal 
ganglia to the SMA is disrupted only movements that must be internally driven cause pre-
movement SMA activity. 
Rafal, Inhoff, Friedman, and Bernstein (1987) employed a paradigm similar to that used by 
Sternberg et al. (1978), using participants with Parkinsons disease to determine if the basal 
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ganglia played a role in programming sequential finger movements. They found that, 
although overall performance was slower in the Parkinsonian participants when compared to 
a neurologically unimpaired control group, the performance of the two groups was 
qualitatively comparable and in accord with the Sternberg et al. results. It was concluded that 
the basal ganglia did not have a timing role in programming sequences. Wickens (1993) 
however, points out that there is considerable evidence to support the role of the basal ganglia 
in movement preparation that involves open-loop control, for example the scaling of muscle 
activity in ballistic movements. 
Ivry, Keele, and Diener (1988) studied seven patients with focal lesions in cerebellum. Four 
of the patients had predominantly lateral lesions and the remaining three had predominantly 
medial lesions. The lateral lesions tended to impair fine motor coordination and the medial 
lesions primarily disturbed balance and gait. All of the patients were found to have increased 
variability in performing rhythmic tapping on the ipsilateral (affected) side when compared to 
the contralateral (unaffected) side. Ivry et al. concluded that the lateral regions of cerebellum 
are critical to the accurate functioning of an internal timing system for rhythmic tapping. 
However Robinson and Fuchs (2001) have also found lateral lesions might affect smooth 
pursuit in voluntary eye movements. This implies that specific cells within the region may 
well have unique, context-dependent functions.  
In subsequent studies, Ivry and colleagues (2000) found that timing variability in the impaired 
hand of patients with unilateral cerebellar damage was appreciably lower in bimanual tasks. 
When unimpaired participants were tested, the researchers found that within-hand timing 
variability decreased in both hands. This occurrence was also found in unrelated limbs.  
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Based on the data from these studies, Ivry and Richardson (2000) developed a multiple timer 
model to explain the more consistent execution of repetitive, rhythmical bimanual tasks when 
compared to unilateral tasks. The model assumes that temporal representations are produced 
for each effector, that there is a central gating mechanism between the CNS and the 
peripheral nervous system (PNS), and that each timing cycle is triggered by output from the 
previous cycle rather than being based on somatosensory feedback. Therefore the system 
exerts essentially open-loop control.     
Inhoff, Diener, Rafal, and Ivry (1989) investigated the role of cerebellum in the timing of 
movement sequences by employing a similar paradigm to that used by Sternberg et al. (1978) 
and Rafal et al. (1987). In one experiment, involving participants with bilateral cerebellar 
lesions, they found that mildly impaired participants displayed results similar to the 
unimpaired control group, whilst moderately impaired participants exhibited a less rapid 
increase in RTs as sequence length increased. It should be noted that the control group data 
was from an earlier experiment by Rafal, Inhoff, Friedman, and Bernstein (1987), that used 
the same protocol to study Parkinsonian patients. The results obtained from the cerebellar 
patients were notably different from the Sternberg et al. findings.  
A follow-up experiment used participants with unilateral lesions. The findings indicated no 
abnormal effects in the mildly impaired individuals. In general, the moderately impaired 
participants were slower to respond to a stimulus than the mildly impaired participants were.  
No sequence length effect on latency was observed in the ipsilateral (affected) hand for 
moderately impaired individuals; however this effect was evident in the contralateral 
(unaffected) hand.  
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Further work using participants with either a lateral or medial lesion indicated that the two 
locations might have different consequences (Inhoff & Rafal, 1990). The participant with 
lateral lesions exhibited a qualitatively different temporal pattern, notably with no sequence 
length effect on latency. The moderately impaired participants with bilateral lesions, who 
participated in the earlier experiment, exhibited virtually no ratio effect, however the 
moderately impaired individuals with unilateral lesions displayed no ratio effect on the 
ipsilateral side, but a standard effect on the contralateral side. Absence of a ratio effect of 
greater than unity suggests advance preparation of a response had not taken place.  
These studies lend considerable support to the view that cerebellum influences the 
organization and/or execution of sequential movements. How cerebellum cooperates with 
other regions to achieve this remains an open question. A description of those regions 
follows.  
Major Brain Areas Involved in Serial Movement  
Debate continues regarding the validity of assigning explicit functions to particular brain 
regions. For instance, Ivry (2000) asserts that developments in neuroscience have 
demonstrated there are limitations to dividing neural structures into areas that fulfil special 
functions such as perception, memory, and movement. Likewise, Latash (1998) argues that 
attributing specific types of behaviours to particular brain regions is questionable because 
they can only be inferred from circumstantial evidence. Alternatively, Friston and Price 
(2001) suggest that specialization does not necessarily mean a function solely occurs in one 
particular area, but allows for the incorporation of several cortical areas in the processing of a 
specific task. 
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The development of functional imaging technology has enabled researchers to demonstrate 
that there is distributed neural control of movement (Harrington et al., 2000; Jueptner & 
Weiller, 1998; Kawashima et al., 2000; Kim, Ugurbil, & Strick, 1994; Penhune, Zatorre, & 
Evans, 1998; Sakai et al., 1998; Shadmehr & Holcomb, 1997). Harrington et al. used whole-
brain functional magnetic resonance imaging (fMRI) to study the performance of sequential 
finger key presses. They showed that a number of distinct brain regions are concurrently 
active during voluntary sequential movement performance. This suggests the perceptual, 
sensorimotor, and abstract structural properties of a sequence determine which neural sites 
prepare serial movement. The following sections briefly survey the major brain areas that are 
most often implicated in the control of sequential movement. 
Prefrontal cortex 
The prefrontal cortex may have a decision-making role that facilitates the storage and 
manipulation of information in short-term memory to aid movement sequence performance 
(Thompson, 2000). Jueptner and Weiller (1998) claim that after new movements have been 
learned and become routine the prefrontal cortex is inactive, but becomes active again if 
attention is refocused on the task. This is congruent with the suggestion by Friston and Price 
(2001) that there is evidence to support attentional modulation of brain activity in a number 
of brain regions. In line with this, the work of Sakai and colleagues (1998) indicates that the 
dorsolateral prefrontal cortex is particularly active during the learning of new movement 
sequences. Like Thompson, they suggest this activity is likely to be related to working-
memory rather than a direct involvement in movement control. DEsposito, Postle, Ballard, 
and Lease (1999) found the dorsolateral prefrontal cortex to be most active when the 
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information in the working-memory must be manipulated in some way. Alternatively, the 
ventrolateral prefrontal cortex appears to be active when information in the working-memory 
simply has to be maintained. Shadmehr and Holcomb (1997) established that the contralateral 
dorsolateral prefrontal cortex increased in activity when movements had to be recalled some 
five and a half-hours after being learned. Taken together the findings indicate the prefrontal 
cortex is involved in the storage and manipulation of information that is used in the decision 
making associated with performing movement sequences, especially early in learning.  
Presupplementary and Supplementary Motor Areas 
Evidence is accumulating that the SMA is involved in self-initiated movements (Ackermann 
et al., 1996), particularly when they are memory-driven because of the absence of visual cues 
(Krakauer & Ghez, 2000; Shima & Tanji, 1998). It has also been demonstrated that there is a 
selective increase in blood flow within the SMA when individuals imagine a complex 
sequence of finger movements without physically performing the response (Shima & Tanji, 
2000). This may occur because the SMA is a key producer of the Bereitschaftspotential 
(readiness potential), which is linked to preparing for imminent action (Cunnington et al., 
1996; Miller & Hackley, 1992; Osman, Bashore, Meyer, Coles, & Donchin, 1992; Wickens et 
al., 1994). There is evidence that indicates the presupplementary motor area (preSMA) is 
involved in externally cued movements (Krakauer & Ghez, 2000). This may be one reason 
why the preSMA is critical to the learning of new movement sequences (Rand et al., 1998), 
whereas the SMA is involved with the execution of well learned movements. However these 
roles are not mutually exclusive (Cunnington et al., 1996). Grafton, Mazziotta, Woods, and 
Phelps (1992b) suggest the SMA performs a movement sequencing function that is effector 
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independent. This view is supported by Shima and Tanji (2000), who conducted a single-
neuron study that showed neurons in the SMA were active in shaping the relational order of 
the constituent parts of a sequence, whereas neurons in preSMA were active in the numerical 
ordering of movements. In the case of the former this means, for example, that an element in 
a sequence only occurs if it is preceded by another specific element. In the case of the latter, 
the element has a particular ordinal position regardless of which sequence element comes 
before or after it (Clower & Alexander, 1998). Tanji (2001) suggests this implies that both 
areas are crucial to the correct sequencing of separately performed multiple movements. If 
that is the case, the SMA could be involved in deciding what to do and the preSMA in 
deciding how to do it in the what and how mechanism model proposed by Verwey (1996).  
Parietal Cortex 
Sadato et al. (1996) suggest that the parietal cortex may be involved in retrieving sequences 
from working memory. This is in accord with findings that indicate the area of the parietal 
cortex known as Brodmann area (BA) 7 becomes active when movements are imagined 
(Catalan et al., 1998). Catalan et al. also point out that BA 7 is active when sequences are 
executed and propose that the parietal cortex is involved in the integration of sensory 
information to enable the appropriate timing of individual components within a sequence. 
Grafton et al. (1998) posit that BA 40 of the parietal cortex is involved in goal related 
movement planning at the abstract level. This suggests it may contribute to deciding what 
needs to be done in the what and how mechanism proposed by Verwey (1996). In addition, 
Saper et al. (2000) submit that the posterior parietal cortex binds the individual components 
of a scene into a coherent whole by defining the spatial relationships between them. 
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Premotor Cortex 
The premotor cortex plays a role in selecting the appropriate movement for a task 
(Passingham, 1993). The scope of its role may be reflected in the size of the premotor cortex, 
which is approximately six times larger than the primary motor cortex (Thompson, 2000). 
Passingham, however, hypothesizes that the premotor cortex actually consists of two discrete 
systems that receive different inputs and send different outputs. One system acts on 
information about limb joints and the other processes information about objects and locations 
in the environment. Consequently the premotor cortex may be best viewed as a set of 
interconnected areas rather than as one homogeneous region (Saper et al., 2000). 
Primary motor cortex 
Sakai et al. (2000) propose that the role of the primary motor cortex (M1) may involve either 
integration or modification of response information. The findings of Kawashima et al. (2000) 
indicate that the contralateral M1 was particularly active in memory-timed and visually cued 
movements. This is in agreement with Sakai et al.s proposal. Also in accordance with this 
are Tanjis (2001) claims that the additional preparation requirements of sequential 
movements are one cause of increases in M1 activity. Grafton et al. (1998; 1992a) take the 
view that M1 is concerned with selecting the optimum set of motor neurons to accomplish a 
given task. From this perspective, activity is closely linked to specific effectors. This 
suggestion is supported by the observation by Tanji and Mushiake (1996) that there is little 
movement preparation activity in M1 when compared to the SMA. They also noted that the 
onset times of M1 activity corresponds with movement reaction times and that the neuronal 
activity is similar regardless of the type of stimulus. 
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Basal Ganglia 
The role of the basal ganglia in movement control has proved difficult to clearly define. One 
view suggests they are primarily involved in the selection processes associated with 
movement control (Jueptner & Weiller, 1998; Wickens et al., 1994). Cunnington and 
colleagues (1996) propose that for well-learned movement sequences, the basal ganglia halt 
preparatory activity in the SMA thereby cueing the commencement of an already prepared 
component, and initiating preparation of the following element. On the other hand, single-
neuron studies indicate the basal ganglia become active after the cerebral cortex and 
cerebellum and may therefore be involved in preventing premature movements, rather than 
initiating them as has been previously suggested (Thompson, 2000). Similarly, Ivry and 
Richardson (2000) speculate that the basal ganglia may perform the role of a gating 
mechanism. Tanji (2001) asserts that the available evidence suggests the basal ganglia are a 
collection of discrete areas with different context-dependent functions associated with novel 
motor tasks, well-learned motor tasks, as well as cognitive tasks. 
Cerebellum 
In an evolutionary context cerebellum is an ancient brain structure that appears to be involved 
in movement coordination, learning, and memory (Thompson, 2000). Although cerebellum 
comprises only 10% of the brains mass, it contains over half its neurons (Ghez & Thach, 
2000). Braitenberg, Heck and Sultan (1997) suggest cerebellum may be the little brain in 
terms of volume, however its great surface area, large number of neurons, and unique 
structure are pointers to the complexity of its role in the control of human movement. 
Therefore, in accordance with the key role of this brain region in the current study, a more 
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thorough exploration of the structure and function of cerebellum will be undertaken in the 
following sections. 
The Cerebellum and Central Control of Serial Movement  
 Cerebellar Structure  
The foliated cortex of cerebellum is divided into three lobes by two transverse fissures. Two 
longitudinal furrows define the vermis, which is a midline ridge. The cerebellar hemispheres 
are positioned on either side of this ridge. Braitenberg et al. (1997) maintain that unlike most 
other parts of the CNS there is little discontinuity between the cerebellar hemispheres.  
The vermis and intermediate hemispheres are referred to as the spinocerebellum. The vermis 
seems to be involved in oculomotor control, postural control, and locomotion. The 
intermediate hemispheres appear to influence the distal muscles of the limbs. The lateral 
hemispheres are called the cerebrocerebellum. It is suggested they are active in planning, 
mental rehearsal of movement, and conscious assessment of movement errors (Ghez & 
Thach, 2000). 
There are three pairs of cerebellar subcortical nuclei (fastigial, interposed, and dentate), which 
are embedded in the internal white matter (Ghez & Thach, 2000). The interposed nucleus is in 
turn composed of two nuclei: the globose and emboliform. The dentate nucleus is divided 
into the magnocellular and parvocellular sections. Output from the magnocellular section 
projects to the red nucleus in the midbrain. Parvocellular output goes to the thalamus and then 
on to the motor cortex (Lalonde & Botez-Marquard, 1997). The globose nucleus projects to 
the Darkschevitch nucleus in the brain stem. Projections from the emboliform nucleus go to 
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the CM intralaminar nucleus in the thalamus. The fastigial nucleus projects to the superior 
colliculus, spinal cord, and lower brain stem (Roland, 1993). The cerebellar nuclei also send 
output to the nucleus reticularis tegmenti pontis in the pons (Kistler & van Hemmen, 1999) 
and the inferior olivary nucleus which, is also located in the brainstem (Thach, Goodkin, & 
Keating, 1992). 
Output from cerebellum reaches the spinal cord via the rubrospinal tract, which is formed 
from neurons in the red nucleus. Cerebellar output also indirectly reaches the spinal cord from 
frontal motor and primary somatosensory regions. This occurs via the pyramidal tract 
(Latash, 1998).  
Cerebellum receives sensory input from the periphery via the dorsal, ventral, and rostral 
spinocerebellar tracts, the cuneocerebellar tract, and the spino-olivary-cerebellar tract (Latash, 
1998). Input is delivered by mossy fibres, arising principally in the pons, that provide context 
specific information regarding limb position and movement, cutaneous, auditory, and visual 
stimuli (Thompson, 2000). Cerebellum also receives input from the cerebral cortex 
(Thompson, 2000). Climbing fibres that originate from the inferior olivary nucleus in the 
brainstem supply somatosensory, visual, or cerebrocortical information that, some researchers 
believe, indicate errors (Ghez & Thach, 2000; Ito, 1998). The mossy and climbing fibres also 
synapse with the cerebellar subcortical nuclei. Voogd and Glickstein (1998) suggest that 
widely dispersed mono-aminergic and cholinergic afferent fibres project to cerebellum too. 
Little is known about the function of cholinergic systems within the brain, however it has 
been demonstrated that drugs that interact with acetylcholine can affect learning and memory 
(Thompson, 2000). The major monoamine circuits within the brain are in the cerebral cortex, 
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hypothalamus, and basal ganglia, however norepinephrine (NE) fibres project almost 
everywhere, including cerebellum. It is suggested NE may have a broad, non-specific 
function associated with basic levels of arousal (Thompson, 2000). 
The cerebellar cortex contains four main types of inhibitory neurons: stellate, basket, 
Purkinje, and Golgi cells. The dendritic fibres of the stellate, basket, and Purkinjie cells have 
a posterior-anterior orientation whereas the axonal parallel fibres of the excitatory granule 
cells have a transverse orientation. Golgi cell fibres are dispersed in a more circular pattern 
(Braitenberg et al., 1997). The stellate and basket cells provide feed-forward inhibition to 
Purkinje cells. The Golgi cells provide feedback inhibition to granule cells (Voogd & 
Glickstein, 1998). Mossy fibres stimulate granule cells, which in turn excite Purkinje cells. 
The Purkinje cells provide the only output from the cerebellar cortex. Their axons project to 
the cerebellar subcortical nuclei and vestibular nuclei, causing post-synaptic inhibition in the 
cells they innervate (Thompson, 2000).  
Cerebellar neurons are connected by projections that form a series of intra-cerebellar loops. 
Moreover, reciprocal connections form a set of loops between cerebellum and many other 
cortical regions (Middleton & Strick, 2000). Friston and Price (2001) emphasize the 
importance of this when they suggest that the function of a brain structure, regardless of scale, 
is chiefly determined by its neural connections. That is, whether the connections are primarily 
forward, driving connections or backward, modulatory connections. Driving connections 
cause the target cells to fire strongly, whereas modulatory connections do not. They alter the 
excitation caused by driving inputs (Crick & Koch, 1998). Cerebellum has GABA mediated 
forward connections. Consequently, this type of interconnectivity implies cerebellum has a 
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pervasive role. Knowledge of cerebellar anatomy and physiology has, however, surpassed the 
detailed understanding of cerebellar function (Wolpert, Miall, & Kawato, 1998).  
Cerebellar Function 
It has been suggested that biological feedback loops have inadequate gain and are too slow to 
provide control of fast, coordinated movements, therefore a predictive means of control is 
required (Kawato, 1999). Wolpert et al. (1998) propose that in order to fulfil this role 
cerebellum learns internal models that are neural representations of the input and output 
characteristics of the motor system. This view is supported by the work of Imamizu et al. 
(2000). 
Wolpert et al. (1998) suggest that cerebellum has two types of models that enable predictive 
control: the inverse model and the forward model. Internal inverse models provide the motor 
commands that will achieve the desired outcome by solving computational problems 
associated with achieving a required change of state. Miall (1998) suggests that in the internal 
forward model cerebellar input is an efference copy of motor commands and output is a 
corollary discharge approximating the sensory outcome of the commands. This mechanism 
permits fast internal feedback to occur. Cerebellum is likely to also provide current state 
estimates to other motor systems (Tesche & Karhu, 2000). 
The Cerebellum, Memory, and Movement  
Thompson, Swain, Clark, and Shinkman (2000) conducted a series of studies that 
investigated the role of cerebellum in basic associative learning and memory. Classical 
conditioning of the eye blink response in rabbits was the model used because it exhibited the 
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characteristics of Pavlovian conditioning in humans. They found that permanent unilateral 
lesions in the anterior interposed nucleus prevented learning and memory for the classical 
conditioning of the eye blink response on the ipsilateral side. It did not have a lasting effect 
on the unconditioned response. Their findings have been successfully reproduced numerous 
times.  
The results of the experiments are compelling, but as Bloedel and Bracha (1995) indicate, 
permanent deactivation of sections of the CNS results in immediate activation of 
compensatory mechanisms. Recent functional imaging of, both adaptive and maladaptive, 
plastic changes within the brain support this view (Ribary et al., 1999; Seitz & Azari, 1999). 
The question therefore arises as to whether an absence of specific cerebellar functions or the 
malfunction of remaining CNS components directly causes the observed behaviour. 
Temporary inactivation of the interposed nucleus with the GABA agonist muscimol produced 
similar results to the permanent lesion studies, however the reciprocal connections between 
the interposed nucleus and the cerebellar cortex may mean the cerebellar cortex was also 
involved (Thompson et al., 2000). Nevertheless, the results of these temporary inactivation 
experiments appear to be reasonably trustworthy because the effects can be studied in active 
animals with few complications, repeated measurements can be made post inactivation, and 
the methods of administering the drug can be easily controlled (Bloedel & Bracha, 1995). The 
outcome of these studies led Thompson and colleagues to conclude that a memory trace must 
be created in localized areas of the interposed nucleus and cerebellar cortex.  
Thompson et al. (2000) argue that the inferior olivary nucleus has a role in cerebellar long-
term depression (LTD) that some researchers believe is the mechanism for memory storage in 
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the cerebellar cortex. LTD is the result of the reduced effectiveness of synaptic transmission 
created by repeated combined activation by parallel and climbing fibres that innervate the 
same Purkinje cells (Okano, Hirano, & Balaban, 1999). Ito (1998) suggests that current 
technology does not allow the time course of LTD to be followed for long enough to ascertain 
whether it explains long-term memory. He proposes that as climbing fibres convey error 
signals; LTD is likely to be a medium for error-driven learning.  
Cerebellar Learning 
The structure of cerebellum suggests a common computational task is performed, despite 
operating as a group of more or less discrete channels processing specific input signals and 
sending output signals to different destinations (Middleton & Strick, 1997; Wolpert et al., 
1998). Keele et al. (1995) examined the transfer of learned sequences from one effector 
system to another by requiring participants to press keys that corresponded to visual cues that 
occupied different spatial positions on a computer screen. In another condition the 
participants were asked to respond to the cue verbally. Improvements in successive RTs were 
used to indicate that learning had taken place.   
It was found that, after 14 blocks of 100 trials, stored sequence knowledge is largely 
independent of the effector system and that much of that knowledge is related to the order of 
the stimuli (Keele et al., 1995). Keele et al. concluded that their results are compatible with 
the notion that a common computational task can be sent to different destinations as required; 
however they did not speculate as to which sites in the CNS might be responsible. On the 
other hand, animal studies from the laboratory of Rand et al. (1998) have shown that 
inactivation of the cerebellar dentate nucleus causes effector-specific impairment in 
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performance of tasks, which had more than 15 days of practice. The researchers believed this 
demonstrated that the dentate nucleus is involved in learning effector-specific movement 
parameters. However Jordan (1995) implies that the dentate is not the only site of effector-
specific learning. He takes the view that the effector-specific aspects of skill learning may 
appear more generally with extended practice.  
Kim, Ugurbil, and Strick (1994), using fMRI, found that the dentate nucleus was three to four 
times more active when participants attempted to solve a pegboard puzzle than when they 
performed a simple visually guided task with the pegboard. This implies the cognitive aspects 
of solving the pegboard puzzle led to greater dentate nucleus activation. These findings are 
consistent with the work of Hallett and Grafman (1997) and others, who have investigated the 
role of cerebellum in cognition. However Parsons, Bower, Gao, Xiong, Li, and Fox (1997) 
suggest that as the dentate is known to be activated by imagined movement, Kim et al.s 
interpretation of their results should be regarded cautiously. Parsons et al. imply that the 
dentate activation could have been related to imagined movement used as part of a problem 
solving strategy.  
The role of cerebellum in procedural learning has been studied using SRTT (Gomez-
Beldarrain et al., 1998). Patients with focal unilateral cerebellar lesions were required to 
perform five blocks of trials that involved pressing a designated button with a specific finger. 
Blocks 1 and 5 consisted of random trials and blocks 2-4 consisted of a 10 element repetitive 
sequence of trials. Participants were not informed about the sequences, which could not be 
predicted. Procedural learning was considered to have occurred if the RT decreased between 
blocks 2-4 and rebounded in block 5.  
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Gómez-Beldarrain et al. (1998) reported that the results showed that there was significantly 
less procedural learning on the ipsilateral side when compared to the contralateral hand of 
impaired participants, or either hand of unimpaired participants. They suggest the experiment 
outcomes indicate a critical role for cerebellum in procedural learning, which is consistent 
with the findings of both Ito (1998) and Thompson (2000).  Gómez-Beldarrain et al.  
speculated that projections between cerebellum and prefrontal cortex might be important to 
this function.  
Cerebellar Modulation of the Temporal and Spatial Components of Movement. 
A large number researchers have developed models to explain adaptive timing (Barto, H., 
Sitkoff, & Houk, 1999; Brown, Hulme, & Preece, 2000; Burgess & Hitch, 1999; Haruno et 
al., 2001; Houk, Buckingham, & Barto, 1997; Kistler & van Hemmen, 1999; Rhodes & 
Bullock, 2002) and several of those have focussed on the role of the cerebellum. It is beyond 
the scope of this study to investigate individual theoretical proposals, however examples of 
the type of psychophysical and neurophysiological studies that inform the development of 
conceptual models will be discussed in this section. 
Milak, Shimansky, Bracha, and Bloedel (1997) have suggested the cerebellar nuclei are 
involved in the temporal and spatial aspects of coordination between the joints involved in a 
movement. The interposed nucleus is thought to be the major contributor. They tested this 
proposition by conducting experiments to determine the effects of inactivating cat cerebellar 
nuclei using an injection of muscimol. The cats were trained to move a lever in an L-shaped 
pattern for food rewards. 
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The use of temporary inactivation of the nuclei removed the likelihood of compensatory 
changes that result from long-term lesions. A sham-operated control, using a saline injection, 
allowed changes that arise because of practice, satiation, or fatigue to be accounted for. The 
fastigial, interposed, and dentate nuclei were individually tested.  
The results showed that the sequence could be performed after the muscimol injection, 
however both spatial and temporal aspects were adversely affected. Even when, the nucleus 
that had the most influence over particular aspects of movement was inactivated the 
movement could still take place, indicating distributed control of spatial and temporal 
parameters. The largest effects were observed when the interposed nucleus was inactivated. 
Milak et al. (1997) concluded that cerebellum optimises a control strategy that takes into 
account the changing relationship between joint angles and the translation of a limb during a 
reaching task.  
Bastian, Martin, Keating, and Thach (1996) noted that to make coordinated movements, 
muscles in one segment must generate forces that accommodate torque at the joints of other 
segments. This phenomenon is referred to as interaction torque. It may act to either facilitate 
or constrain the desired movement. Participants with cerebellar injuries were used to 
investigate the role of cerebellum in accommodating this occurrence. A video motion 
measurement system was used to analyse cerebellar patients performing reaching movements 
at a variety of speeds.  
The findings showed that the patients undershot the target in a slow-accurate condition and 
overshot the target in a fast-accurate condition. Under all experimental conditions cerebellar 
patients moved more slowly when compared with the unimpaired control group.  This was 
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interpreted as being caused by a combination of an underlying movement deficit and the use 
of compensatory strategies. These results suggest that the nervous system directly accounts 
for the introduction of dynamic interaction torque (Bastian et al., 1996). This is consistent 
with the notion of internal inverse models of movement control.  
Welsh and Llinás (1997) reported that rhythmic activation of the inferior olivary nucleus, 
caused by the systemic administration of the monoamine oxidase (MAO) inhibitor harmaline, 
produced a pervasive rhythmic tremor in muscles throughout the body. They contend that 
similar rhythmic activity of the inferior olivary nucleus was also observed during the repeated 
licking behaviours of rats. Neuron population coding studies revealed the olivary rhythmicity 
changed according to the behavioural demands placed on the rats. Welsh and Llinás 
suggested the oscillatory activity of the inferior olivary nucleus lend support to the view that 
its main role is to regulate the timing of contractions in muscle synergies. Thompson et al. 
(2000) established that electrical stimulation of the appropriate portion of the inferior olivary 
nucleus caused motor responses such as limb flexion, head turn, and eye blink. They suggest 
the inferior olivary-climbing fibre system may be particularly suited to the preparation of 
precisely timed movements. 
Marsden, Ashby, Limousin-Downey, Rothwell, and Brown (2000) recorded local field 
potentials (LFP) in unanaesthetized patients who had a history of isolated tremor or tremor 
with cerebellar syndrome. The LFP arose primarily from the nucleus ventralis intermedius 
(Vim) of the thalamus. Marsden et al. suggest that this is the area of the thalamus that 
receives projections from the cerebellar nuclei. Roland (1993) however, points out that the 
cerebellar dentate nucleus also sends projections to several other nuclei of the thalamus. 
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 Marsden et al. (2000) found consistent oscillatory activity between the Vim, sensorimotor 
cortex, and musculature. They speculated that the role of the oscillation might be to 
synchronize the neural firing of spatially disparate but functionally related neuron 
populations. This is in keeping with the findings of Keele et al. (1995) concerning effector 
independence. Alternatively, the oscillations may provide a mechanism for the temporal 
sampling of movement related activities in different brain regions. The information gained 
from the sampling could be used to modify afferent input within cerebellum via a 
corticocerebellar-thalamic loop (Marsden et al., 2000).  
Cerebellum and Sensory Control of Movement  
According to Jueptner and Weiller (1998), fMRI studies have shown that up to 90% of lateral 
cerebellar cortex activity can be attributed to the processing of sensory information. One of 
their findings indicated that passive movement could generate neural activity in the same 
parts of cerebellum as active movement. The magnitude of the activation was almost identical 
in both forms of motion. Jueptner and Weiller claim this indicates that one possible role of 
cerebellum is to monitor movement outcomes and optimise performance through the use of 
sensory feedback. 
Miall (1998) tested cerebellar activation in hand/eye coordination tasks using monkeys. The 
results of these fMRI studies showed that activation of the cerebellar cortex was strongest in 
hand and eye coordination tasks when compared to tasks involving only the eyes or only the 
hands. The amplification of cerebellar activity can be interpreted as being caused by 
increased task complexity. These results are consistent with the notion that sensory input has 
a central role in cerebellar activation.  
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Bloedel and Bracha (1995) indicate that cutaneous and proprioceptive feedback allows rapid, 
accurate adjustment of limbs during the final phase of voluntary movement. The researchers 
propose that cerebellum has a central role in the management of these senses. It could achieve 
this by regulating the influence of the rubrospinal and corticospinal pathways on the spinal 
reflexes responsible for organizing the basic characteristics of goal-directed voluntary 
movements, such as reaching and grasping. However, this does not adequately account for 
how rapid movements can be successfully performed when there is limited time for sensory 
feedback to reach the CNS.  
Haggard, Jenner, and Wing (1994) studied upper limb multijoint movements in a participant 
with unilateral cerebellar damage. The researchers investigated both reaching and grasping 
movements. The tasks were performed under three different conditions: with visual feedback, 
without visual feedback, and whilst performing a concurrent cognitive task. 
The results of both the reaching and grasping movement trials indicated that in all conditions 
the unimpaired hand performed better than the impaired hand. The absence of visual feedback 
improved the performance of the impaired hand. The results of the grasping trials indicated 
that the increase in the impaired hands aperture width was a strategy to compensate for 
variability in movement as the arm reached towards the target. The concurrent cognitive task 
increased the tremor in the impaired hand. Haggard et al. (1994) concluded that reduced 
predictive control of the upper limb required a high level of cognitive processing in order to 
achieve the desired outcome. In discussing this experiment in a later article, Haggard (1997) 
proposed that cerebellum contributes to rapid adjustment of motor control parameters rather 
than planning movement strategies in advance.  
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Haggard et al. (1995) continued to investigate the role of cerebellum in predictive control of 
movement with a study that employed a visuomotor tracking task performed by participants 
with focal lesions to the superior cerebellar peduncle. The participants exhibited a tremor at a 
frequency that corresponded to visual feedback delays. Once again the researchers found that 
removal of visual feedback produced smoother movements because the level of tremor was 
reduced. However if the cursor was obscured the participants diverged from the correct 
trajectory. Conversely, the divergence did not occur if the target was obscured.  Haggard and 
colleagues suggest this may be because the participants could not effectively represent the 
cursor (hand) location and velocity without being able to see it. The researchers propose that 
the superior cerebellar peduncles have a predictive function. This is consistent with the 
proposition that cerebellum has a role in the internal forward model. 
Blakemore, Frith, and Wolpert (2001) probed the role of cerebellum in the forward model by 
using positron emission tomography (PET) and a robotic arm. They studied neural responses 
to inconsistencies between the predicted and actual sensory outcomes of movement. 
Participants brains were scanned whilst manipulating a robotic arm with their right hand. 
The robotic interface enabled a tactile sensation to be produced on the palm of the left hand.  
Delays of up to 300 ms could be introduced between the movement of the robotic arm and 
delivery of the stimulus. Results indicated that after the effects of movement frequency and 
amplitude had been accounted for, activity in the right lateral cerebellar cortex correlated with 
delays between hand movement and stimulus delivery.  Blakemore et al. suggest that the 
inconsistencies between the predicted and actual sensory outcomes of movement increased as 
the delay between hand movement and stimulus delivery became longer. Once again this is 
consistent with the notion of an internal forward model. 
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According to Tesche and Karhu (2000) research has demonstrated that the sensory role of 
cerebellum is particularly important in tasks that require accurate short-term reproduction of 
temporal information. Consequently, magnetoencephalography (MEG) was used to probe the 
role of cerebellum in anticipating repetitive somatosensory stimuli.  
Tesche and Karhu (2000) hypothesized that if cerebellum processes sensory information 
recurring stimuli would probably be represented as an internal model. If this model involves 
recognition of timing of elements, any discrepancy between the temporal predictions of the 
model and the actual timing of stimuli would result in changes to the characteristics of the 
neuronal activity. Neural activity in the somatosensory cortex and cerebellum was compared 
when the finger and the median nerve received intermittent electrical stimulation in the 
absence of active movement.  
Oscillatory activity that is consistent with the climbing and mossy fibre frequencies was 
observed. Sustained cerebellar activity resulted when the repetitive stimulus was interrupted, 
whereas the somatosensory cortex response was directly related to stimulus presentation. 
Tesche and Karhu (2000) proposed that the capacity of cerebellum to predict and process 
sensory input with great temporal accuracy make it well suited to coordinating activity in 
other brain regions. 
Parsons et al. (1997) propose that cerebellum plays a pivotal role in attaining and regulating 
sensory information required by other brain regions, rather than being directly involved in 
movement control. They suggest the high level of connectivity between cerebellum and both 
motor and non-motor regions of cerebral cortex and the large number of projections to 
cerebellum, from effectively all sensory systems, make it ideal for this purpose.  
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In order to test this proposition, Parsons et al. (1997) used neuroimaging to examine changes 
in blood flow within the dentate nuclei whilst participants received a tactile stimulus to both 
hands. Participants initially passively received a stimulus to the fingers of both hands. They 
received the same type of stimulus again, but were asked to discriminate any differences 
between hands. Following this they were required to manipulate objects with their fingers, 
with and without being required to discriminate as to the similarity or difference of the 
objects. The dentate was selected because it has been shown to be associated with finger 
control in human and non-human primate studies. 
Parsons et al. (1997) claim that their results support the proposition that cerebellum processes 
the sensory information necessary for skilled object manipulation. They also suggest that 
cerebellum is not only involved in acquiring and regulating tactile information, but sensory 
stimuli in general. Therefore, in all probability, it contributes to motor, perceptual, and 
cognitive processes.   
Summary 
This chapter provided an overview of the study of sequential movement control. It included 
an outline of the main motor control model categories, as well as a summary of the various 
brain structures involved, and a discussion of noteworthy physiological, psychophysical, and 
imaging studies that probed the role of those structures. In keeping with the purpose of the 
present study, particular attention was paid to research that focussed on cerebellar function.  
Despite the lack of a unifying theory of motor control, the high level of connectivity within 
the brain is agreed upon. Therefore, the claim based on available information, that a 
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distributed neural network model is the most convincing explanation of human motor control 
is justified. There is also compelling evidence that cerebellum is an integral component of 
such a network. 
Measurement of RT has long been used to study the control of movement. Its use is based on 
the belief that its duration reflects the demands of planning and producing consecutive 
movements in response to a stimulus. Studies have demonstrated that damage to specific 
brain regions can affect RT, which implies those brain areas are involved in planning and/or 
production of motor-responses. Cerebellum is one such region. 
The uniquely uniform structure of cerebellum belies the complexity of its role in the control 
of human movement. Theories about the nature of its function abound. For example, there are 
hypotheses concerning movement error detection and correction, coordination of multijoint 
movements, control of limb velocity, sensory control of movement, learning, and memory. 
The data from numerous studies, conducted within a variety of disciplines, have been used to 
argue for these different theories. Whilst meaningful comparison between studies can be 
difficult, because of methodological differences, the general view has been that cerebellum 
supports the effective functioning of various other central nervous system components with 
which it interacts, chiefly through error-driven learning. This may explain why cerebellar 
function appears to change according to the demands of a given situation.   
The pervasive role of cerebellum in movement control demands ongoing investigation. 
Undoubtedly, the development of new research techniques that address its multifaceted role 
are required. However, there is also a need for the ongoing verification and extension of 
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existing studies, so as to clarify whether the findings are context-dependent or more broadly 
applicable. 
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Chapter Three 
METHODOLOGY 
The purpose of the two experiments that compose the present study was to probe the role of 
cerebellum in the preparation and/or production of movement sequences in the early stage of 
learning.  Specifically, the study intended to verify that participants with unilateral cerebellar 
lesions, causing moderate impairment to the ipsilesional hand, would not demonstrate 
standard complexity effects on the effected side. The first experiment was expressly aimed at 
determining whether effector-specific variables may have influenced the results of sRT 
experiments conducted by Inhoff et al.(Inhoff et al., 1989; Inhoff & Rafal, 1990). The second 
experiments purpose was to assess the validity of employing the contralesional hand as a 
control in those studies, by determining whether or not cerebellum is appreciably involved in 
contralateral control of effectors.  A detailed account of the rationale and methods employed 
follows in the subsequent sections of this chapter. 
Design 
The lesion-deficit model used for the study required the utilization of a pseudo experimental 
design to enable participants with the appropriate cerebellar pathology to be assigned to the 
experimental group and participants, with matched characteristics, assigned to the control 
group. The experiments employed a mixed model factorial design. The allocation of trial 
condition, responding hand, and, in experiment one, responding finger was randomised. 
Intra-class correlation was employed to establish whether participants performed consistently 
across tasks in the assessment battery (Getchell, Forrester, & Whitall, 2001). This form of 
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correlation was used to verify that the individual tasks were assessing similar motor abilities. 
Discriminant analysis was then performed to assess whether the test battery accurately 
classified participants into one of the three groups. This is achieved by examining quantitative 
predictors called functions. The predictor variable that maximizes the difference between 
groups is known as the first function. Subsequent functions may be identified provided they 
are not correlated with any other function (Green, Salkind, & Akey, 1997).  
The procedure suggested by Green, Salkind, and Akey (1997) was followed for the intra-class 
correlation. The Timed Up and Go variable was reverse-coded so as to be comparable to the 
other tasks, in which a score of larger magnitude indicated a higher standard of performance. 
Standard scores were also calculated for all variables because individual tests used different 
measurement scales. 
The method followed to determine an acceptable sample size for the discriminant analysis 
required at least two cases per group and the number of variables to be at least two less than 
the total number of cases (Coakes & Steed, 1999). Accordingly, the handgrip strength test 
and Purdue Pegboard Test were discarded from the analysis because of their poor correlation 
to the other tests (refer Appendix C).  
As is common in RT studies, Inhoff et al. (1989) used median values in their analysis because 
they are reasonably insensitive to spurious responses. Miller (1988), however, points out that 
in a positively skewed distribution, as is typical in RT studies, the median is a biased 
estimator of central tendency. When comparing different experimental conditions this is 
unimportant, provided the bias is the same for all conditions. The smaller the sample size the 
more unlikely this becomes. The use of 12 participants in the Inhoff et al. study provided 
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4320 data points for analysis before errors were removed. In the present study the six 
participants provided 2160 data points for analysis before errors were removed. 
Inhoff et al. (1989) also truncated the data set by eliminating responses that were less than 
150 ms or greater than 3000 ms. Once again, this was to minimize the effect of invalid 
responses. Adam and Van Veggel (1991) truncated their data set too. They used 100 ms and 
1000 ms as the cut-off points. However, removing responses outside of a specified range can 
be problematic because the distribution of legitimate responses and the distribution of 
supposed invalid responses overlaps somewhat, thus valid responses are also eliminated 
(Ratcliff, 1993).  
As the use of the median and truncation can introduce statistical artefacts (Miller, 1988; 
Ratcliff, 1993; Ulrich & Miller, 1994), particularly when the sample size is small, the 
recommendation of Ulrich and Miller (1994) was adopted. That is, firstly, every effort was 
made in the procedure design to minimize spurious responses occurring. This was achieved 
by providing explicit instructions and programming the experiment software to identify 
errors, such as anticipating presentation of the response stimulus, and providing appropriate 
feedback to the participant (refer to Appendices A and B). Secondly, analysis was conducted 
without truncation or the use of median values.  
Reaction time experiments also commonly use repeated measures methods (Schneider, 
Eschman, & Zuccolotto, 2002). When using SPSS software the analysis is restricted to a 
maximum of 99 repeated measures per analysis. This limitation would have required using 
mean or median values for trial blocks in each condition. The pitfalls of this approach have 
been previously outlined.  
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Missing data is also problematic in repeated measures analysis, as any cases with missing 
data are automatically discarded. All cases in the current experiments had missing data. Some 
form of substitution, using means for example, would therefore have been necessary.  
Substitution decreases the variability between participants thereby diminishing the likelihood 
of identifying genuine effects (Tabachnick & Fidell, 2001). Thus, in the context of the current 
study, the drawbacks of repeated measures analysis required the use of another method. 
Based on the following rationale, univariate analysis of variance was considered suitable for 
both experiments. Firstly, Adam and Van Veggel (1991) and Inhoff et al. (1989; Inhoff & 
Rafal, 1990) employed mixed model parametric analysis techniques, presumably because 
they are more powerful than non-parametric techniques (Roberts & Russo, 1999). Therefore 
it was necessary to use very similar methods to be able to compare results. In order to 
accomplish this with only a small number of suitable participants, the data was analysed at 
the level of the individual trial.  This was deemed to be acceptable because the number of 
trials per condition was commensurate with early practice (Fischman & Lim, 1991) therefore 
learning effects were likely to be minimal. Similarly, Sternberg et al. (1978) found that 
repetition of the  letters in a sequence had minimal effect on RT or duration. Secondly, all 
trials were collected within 45 minutes for each experiment and the two experiments were 
conducted during the same session, with a 10 to 20 minute rest period between them. 
Therefore the effect of time and fatigue on performance was not considered a relevant factor. 
Thirdly, a pretest and treatment followed by a posttest design was not employed. Lastly, a 
closely matched control group was used to obviate the need for a within-subjects comparison 
of the affected and non-affected limbs of individual participants in the experimental group.  
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Summary data from the two experiments were compared using a paired sample t-test in order 
to determine if there were significant carry-over effects. The validity of conducting an 
analysis of summary data from two different experiments may be questioned. However, as 
has already been stated, the two experiments were conducted within 20 minutes of each other 
and the paradigms were virtually identical, as was the procedure. A comparison was therefore 
considered justifiable.  
The general linear model (GLM) was employed to perform univariate analysis of variance on 
data from the two reaction time experiments. Incorrect responses were eliminated from the 
data sets prior to analysis. For variables of more than two levels, planned contrasts were used 
to test the significance of the relationship between these levels. Type I error was controlled by 
the Bonferroni method. 
The assumptions for the analysis of variance were checked by examining skewness, kurtosis, 
and performing an Fmax test. As a guide, the distribution of variables was considered normal if 
the ratio of skewness or kurtosis to their respective standard errors was not greater than 
approximately 0.96 (Ntoumanis, 2001). However flexibility was employed in assessing 
normality as it is widely considered to be robust in univariate analysis of variance (Stevens, 
1996). The current study followed the suggestion of Tabachnick and Fidell (2001) that an 
Fmax test result as large as 10 is an acceptable measure of homogeneity of variance-covariance 
if the groups are of a similar size. As the size of the groups was equal, a moderate departure 
from the equality of variance assumption was considered acceptable (Ferguson & Takane, 
1989).  
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Transformation of data that violated assumptions of the statistical tests was not used because 
the appropriate transformation for RT data is unknown (Ulrich & Miller, 1994). The unit of 
measurement (milliseconds) in the current study is conceptually meaningful. Therefore the 
use of commonly applied transformations would have made interpretation of results difficult. 
Data transformation is more appropriate when the scale of measurement is of a more arbitrary 
nature (Tabachnick & Fidell, 2001).   
Wherever possible, effect sizes were calculated to demonstrate the strength of the relationship 
between variables, thereby making the merit of the findings clear. Estimations of power were 
provided to indicate the experiments ability to detect meaningful effects (Cohen, 1988, 1994; 
Speed & Anderson, 2000; Stevens, 1996; Thomas, Salazar, & Landers, 1991). 
 The effect size used for t-tests is d and its value can be positive or negative, with a range that 
is theoretically infinite. Irrespective of sign, a value of 0.2 is small, a value of 0.5 is moderate, 
and a value of 0.8 is considered large (Green et al., 1997). GLM univariate analysis of 
variance uses a partial ETA squared (η2) effect size statistic. Partial η2 of 0.01, 0.06, and 0.14 
represent small, medium, and large effect sizes respectively (Stevens, 1996). The current 
study adopts the suggestion by Stevens that, an observed power value of at least 0.7 is 
desirable. All analyses were conducted using SPSS for Windows (Release 10.0) software. 
Significance was determined using a familywise alpha level of 0.05. 
Participants 
Stratified sampling was used to identify potential participants. The experimental group was 
recruited from cerebrovascular accident (CVA) patients, identified by a search of hospital 
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databases, using the 163 and 164 classification codes from the International Statistical 
Classification of Diseases and Related Health Problems reference manuals (Health, 2000). 
The selection criteria for a potential participant was based on doctors diagnoses and written 
brain-imaging reports contained in the medical histories. Several hundred medical histories 
were identified from the database search. However the final sample size was severely 
constrained by participant suitability and willingness to participate. Eighteen individuals, who 
were considered suitable for the experimental group, were invited to participate. Seven of 
those individuals accepted the invitation. After screening was completed, four community-
dwelling males with right-hemisphere unilateral cerebellar lesions, potentially causing 
impairment of the ipsilateral hand, were included in the study. Those with injuries to other 
brain regions that could impair motor performance and/or cognition were excluded. Potential 
participants with orthopaedic conditions that appreciably hampered finger dexterity were also 
excluded from the study.  
After a search of hospital databases, using the 49318-00, 49518-00, 49503-00, 49560-03, and 
M17.9 classification codes from the International Statistical Classification of Diseases and 
Related Health Problems reference manuals (Health, 2000), 17 lower limb orthopaedic 
patients with no known neurological pathology were invited to participate in the control 
group. Five of those individuals accepted the invitation. Potential participants from the 
control group were excluded if they had cognitive impairment or an orthopaedic condition 
that appreciably hampered finger dexterity. After screening, four community-dwelling male 
participants were enlisted to participate in the study. As in the Inhoff et al. (1989) study, the 
experimental group was subsequently divided into two groups based on level of impairment.  
Therefore two unimpaired participants were removed from the study and the remaining two 
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formed the control group. This enabled equality of group size to be established, thus 
improving the reliability of the parametric statistical tests employed in the study (Tabachnick 
& Fidell, 2001).  
The control group was closely matched with the experimental group for age, gender, 
handedness, and level of education. All participants were asked to state their age, gender, and 
level of education, during the screening process. Handedness for fine motor skills was 
determined by asking the control participants which was their preferred hand for writing. The 
experimental group participants were also asked which was their preferred hand for writing 
prior to their CVA. This straightforward method of assessing handedness was used because a 
number of studies (Balfour et al., 1991; Teixeira, Gasparetto, & Sugie, 1999; Vidal et al., 
1991) have demonstrated there is no significant difference in RT between dominant and non-
dominant hands for simple tasks. 
Participant Screening 
All potential participants were screened for suitability with the aid of the reports contained in 
their medical histories. In the case of experimental group participants, the written 
neuroimaging reports were of particular relevance. Those participants, who expressed an 
interest in participating, also completed the Abbreviated Mental Test (AMT), and a seven-test 
battery that measured physical performance. The test battery, administered by a 
neurophysiotherapist, comprised of the Berg Balance Scale, The Timed Up and Go Test, 
Jamar hand grip dynamometer, B & C Engineering pinch grip dynamometer, the Purdue 
Pegboard Test, Bimanual Forearm Supination-Pronation Test for dysdiadochokinesia, and 
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Finger-to-Nose Test for dysmetria. These standardized tests were chosen because of their 
practicality and appropriateness for use with older adults (Van Swearingen & Brach, 2001).  
Computed tomography (CT) and structural magnetic resonance imaging (MRI) are both 
widely used in the diagnosis of CVAs (Fisher, Prichard, & Warach, 1995). However, there is 
a divergence of opinion as to which method is the most appropriate. Rothrock, Lyden, 
Hesselink, Brown, and Healy (1987) suggested that MRI was more effective at identifying 
small, deep lesions. Conversely, Mohr et al. (1995) conducted a comparative study and 
concluded that MRI may not be any better at identifying acute CVAs than the more easily 
realized CT scan. An even more recent comparative study demonstrated that diffusion 
weighted MRI is a more accurate means of identifying CVAs than CT (Marks, Albers, & 
Lansberg, 2000). In the current study potential participants were identified using either of the 
neuroimaging methods. 
Participants were required to undertake the AMT7 to ensure they were able to give informed 
consent and to follow simple instructions. The AMT was developed from the modified Roth 
Hopkins Test in 1972. In 1991 a shorter version, the AMT7, was introduced. The newer 
version maintained validity and reliability, but was somewhat more sensitive. A score above 
seven, out of a possible maximum of ten, indicates no appreciable cognitive deficit. It is a 
widely used test for detecting cognitive impairment (Holmes & Gilbody, 1996).  The 
experiments were conducted in accordance with the National Health and Medical Research 
Council guidelines. All participants gained a score of nine or ten and agreed to sign a written 
Consent to Participate statement before commencing the screening test-battery.  
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The Berg Balance Scale was used to assess the participants overall mobility. The scale is one 
of the five most commonly used measures of the ability to maintain static and dynamic 
balance in the elderly and CVA patients. Fourteen tasks are used to challenge balance. The 
lower the score achieved the greater the balance deficit (Nakamura, Holm, & Wilson, 1998). 
Scores of below 45, out of a maximum of 56, have been shown to be an accurate predictor of 
repeated falls (Van Swearingen & Brach, 2001). It has been demonstrated that the Berg 
Balance Scale has high inter-rater reliability, intra-rater reliability, and sensitivity (Chandler, 
1996). It has also been shown to have good validity (Nakamura et al., 1998). 
The Timed Up and Go Test was also used to assess the general mobility of participants. 
Participants are required to rise from a seated position, walk three metres at a self-selected 
pace, and return to the chair to resume the seated position. A score below 20 seconds 
indicates a person is largely independent, scores between 20 and 29 seconds point to varying 
mobility that may be task dependent, and a score in excess of 30 would indicate the need for 
assistance in the ordinary activities of daily life. The Timed Up and Go Test has been shown 
to have good reliability (Nair et al., 1999; Van Swearingen & Brach, 2001).  
The clinical assessment of dysmetria and dysdiadochokinesia consisted of repeated finger-to-
nose pointing and bimanual hand supination-pronation respectively. These are measures used 
commonly in the clinical assessment of neurological patients. The Finger-to-Nose Test has 
been shown to have good reliability (Swaine & Sullivan, 1993). The tests have also been used 
in movement related research that utilizes a clinical population (Haggard et al., 1994; Serrien 
& Wiesendanger, 2000; Wessel, Verleger, Nazarenus, Vieregge, & Kompf, 1994).  
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Handgrip strength of CVA patients, expressed as a ratio between the affected and nonaffected 
side, has been shown to correlate well with upper limb function tests (Boissy & Bourbonnais, 
1999). In the current study, grip strength was used to evaluate possible within participant and 
between participant differences in the groups. Handgrip strength was assessed using the 
Jamar dynamometer (G. E. Miller Inc.). It is one of two instruments commonly used for this 
purpose. The other method employs a sphygmomanometer (Hamilton, McDonald, & Chenier, 
1992). The Jamar dynamometer has high retest reliability and compares favourably with 
sphygmomanometer assessment of grip strength (Hamilton et al., 1992). Waldo (1996) has 
argued that as grip is a force, a hydraulic dynamometer, such as the Jamar, is the preferred 
measurement instrument. A similar device, the B & C Engineering pinch grip dynamometer 
(model number PG.60) was also used. The method used to assess grip strength followed the 
protocol of Mathiowetz et al. (1985).  
Hand dexterity was determined using the Purdue Pegboard Test (Lafayette Instruments Inc.) 
by comparing the results with age matched normative data. This test is employed in research 
as well as clinical settings (Laforce & Doyon, 2001). It is a widely used measure that has 
been validated and found to be reliable (Desrosiers, H'erbert, Bravo, & Dutil, 1995). Single 
trial administration was employed so as to be comparable with the normative data from 
Spreen and Strauss (1991). The first two subtests were used because they measure finger 
dexterity, whereas subtest three principally measures proficiency at large-scale hand-arm 
manipulations.  
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The tests used in the screening provided quantitative data that allowed unsuitable participants 
to be identified and excluded from the data collection trials. It also enabled some participants 
to be assigned to groups based on their level of disability. 
Participant Debriefing 
At the end of each data collection session, participants were debriefed. They were told what 
the researchers expected to find and why, offered the opportunity to receive their individual 
results, offered the chance to ask questions, and comment on their own experience. When 
analysis of the data was completed, the participants were provided with a written report, using 
lay language to explain the findings.  
Apparatus 
A Dell Latitude CPt S 500GT laptop computer and a Psychological Software Tools (PST) 
five-button serial response box (model number 200a) were used for data collection. The 
experiments were programmed using PST E-Prime 1.0 (beta 5.0) software.  
The laptop computer had an Intel Mobile Celeron 440 Megahertz processor, 128 Megabytes 
of SDRAM memory, and a six-Gigabyte hard drive. The visual display was a 14.1-inch XGA 
active-matrix colour (TFT) screen. The operating system was Microsoft Windows 98 SE. 
A DB25 extension cable connected the response box to the computers serial port. The 
response box was configured to run with 19,200-baud standard RS-232C communications 
transmitting 1600 characters per second to the computer. This provided 0.62 millisecond (ms) 
timing accuracy between the response box and computer (Tools). 
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 The E-Prime software provided millisecond timing accuracy using a microsecond precision 
crystal clock. The software runs in high priority mode and is structured so as to minimize 
timing errors caused by computer operating system interruptions, which prevent the clock 
from being read. The average timing error is less than 0.5ms (Schneider et al., 2002). 
Experiment One Methods  
Task 
Experiment One, which preceded Experiment Two, followed the method used by Adam and 
Van Veggel (1991). Participants were required to perform an sRT task under two conditions. 
In the first condition a single responding finger was placed on the corresponding response 
box button. The second condition required the four fingers of the responding hand to be 
placed on the corresponding buttons, but only the designated finger was to make the response 
in each block of trials. Participants knew prior to each block which finger would be used. The 
intention of the second condition was to probe whether holding multiple fingers over 
corresponding keys, as would be required to perform sequences in Experiment 2, would 
significantly affect performance when compared to involvement of only a single digit. 
Each trial began with a blank silver screen, a black outline of a rectangle appeared in the 
centre of the screen, followed by a warning sign (+ symbol) which appeared in the centre of 
the rectangle for 500 ms. After a randomly chosen interval, within the range 1000 ms to 3000 
ms, the GO stimulus (* symbol) appeared on the screen. It was accompanied by an easily 
audible tone. Following the execution of the response the screen went blank for 2000 ms prior 
to the commencement of the next trial. Visual and auditory feedback on performance was 
given after each trial. If the trial was performed correctly a click sound was heard. If the 
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sequence was performed incorrectly an uhoh sound was heard and one of the following 
feedback messages was displayed: "Don't anticipate"; "Wrong key pressed"; "Extra key 
pressed"; or "No response when required".  
Procedure 
Participants were tested individually, seated at a table with the laptop computer and response 
box on it. They performed trials of both conditions. Three practice trials for each finger were 
allowed for each condition. Upon completion of all practice trials, eight blocks of twenty 
trials were performed per condition (making a total of 320 experimental trials per participant). 
The order of trial condition, responding hand, and responding finger was randomised across 
participants. 
Participants were familiarized with the equipment, informed which finger to use for the 
response and instructed to execute the response as quickly and accurately as possible. They 
were also encouraged to place the response box in a position on the table that optimised 
physical comfort and to take a rest between blocks if necessary. Text instructions appeared on 
the screen for each practice block and each block of trials (refer to Appendix A).  
Analysis 
The purpose of Experiment One was to assess whether the specific neuroanatomical 
characteristics of individual fingers affect RT in an sRT task. It employed four two-way 
univariate analyses of variance, specifically: 2 (Condition) by 4 (Finger), 2 (Condition) by 2 
(Hand), 4 (Finger) by 3 (Group), and 2 (Hand) by 3 (Group).  The first two analyses 
addressed the question of whether neuroanatomical differences between specific effectors 
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would influence response outcomes. The third and fourth analyses speak to whether 
cerebellar lesions would influence response outcomes mediated by ipsilateral effectors. Type 
I error was controlled by the Bonferroni method. Significance was determined with an alpha 
level of 0.0125.  
Preliminary examination indicated normality and equality of variance was violated. However, 
in keeping with the criteria outlined in the methodology chapter, the violations were 
considered within acceptable limits. Examination of incorrect responses indicated they were 
randomly distributed over the following errors: anticipation, wrong button-press, extra 
button-press, and no response when required. The eleven incorrect responses, representing an 
error rate of 0.577%, were eliminated from the analysis. Planned comparisons were 
conducted for the Group and Finger factors. 
Experiment Two Methods 
Task 
Experiment Two was conducted after Experiment One. Like Inhoff et al. (1989), it used a 
similar paradigm to Sternberg et al. (Sternberg et al., 1978), however there were some notable 
differences. The participants in the Sternberg et al. experiments were discouraged from 
anticipating the presentation of the GO stimulus by the use of catch trials. They were also 
forced to use a mnemonic strategy for remembering sequences. The present study followed 
the method employed by Inhoff et al. for discouraging anticipation. That is, a variable 
foreperiod was used. Inhoff et al. provided auditory feedback regarding performance. The 
present study provided both auditory and visual feedback. Like Harrington et al. (Harrington 
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et al., 2000), the present study also provided a visual reminder of the required sequence once 
a response had been initiated. A detailed explanation of the task follows. 
Participants were required to perform a sRT task comprising three sequence lengths: a single 
button-press with the index finger; button-presses with the index finger followed by the ring 
finger; button-presses with the index finger first, followed by the ring finger and then the 
middle finger. The sequence to be performed was the same for every trial within a block and 
participants knew prior to each block which sequence was to be performed. Ten practice trials 
of each sequence for each hand were allowed.  Upon completion of all practice trials, 
participants completed two blocks of thirty trials per sequence for each hand (for a total of 
360 experimental trials each). The order of sequence length and responding hand was 
randomised across participants. 
As in Experiment One, instructions appeared on the screen for each practice block and each 
block of trials (refer to Appendix B). Each trial began with a blank silver screen, a black 
outline of a rectangle appeared, followed 500 ms later by a 50 ms tone. A green character, 
depicting the first element in the sequence and acting as a GO signal for the trial, appeared in 
the centre of the rectangle 250 ms after the tone. Immediately upon any button-press, the 
succeeding sequence element was displayed as a prompt for making a response. Upon 
completion of the entire sequence the screen went blank for 3000 ms, after which the next 
trial commenced. Visual and auditory feedback on performance was given after each trial. If 
the sequence was performed correctly a click sound was heard. If the sequence was 
performed incorrectly an uhoh sound was heard and one of the following feedback 
messages were displayed: "Sequence started before first letter appeared"; "Sequence not 
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correctly performed"; "Extra key pressed at end of sequence"; or "No response when 
required". The participant was also reminded of the correct sequence for the current block.  
Procedure 
Much of the procedure was identical with that of Experiment One: Participants were tested 
individually, seated at a table with the laptop computer and response box on it and 
encouraged to place the response box in a position on the table that optimised physical 
comfort. The participants were familiarized with the equipment and informed which 
sequences were to be performed. The Index, Middle, and Ring fingers of the hand to be tested 
were placed on designated buttons. Participants were instructed to execute each response 
sequence as a single movement as quickly, accurately, and smoothly as possible and were 
encouraged to rest between blocks if necessary.  
Analysis 
The aim of Experiment Two was to examine the paradigm employed by Inhoff and 
colleagues (1989) to investigate the effect of unilateral cerebellar lesions on the time course 
of finger movement sequence production. It employed a 2 (Hand) by 3 (Group) by 3 
(Sequence Length) univariate analysis of variance with planned comparisons for the Group 
and Sequence Length factors. A two-way (Group by Sequence Length) analysis of variance 
was employed to examine inter-response intervals. Type I error was controlled by the 
Bonferroni method. Significance was determined with an alpha level of 0.05.  
One hundred and twenty-nine incorrect responses, amounting to a 5.961% error rate, were 
eliminated before the analysis was conducted. Again examination of incorrect responses 
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indicated they were randomly distributed over the following errors: anticipation, wrong 
button-press, extra button-press, and no response when required. Homogeneity of variance 
was upheld, but the normality assumption violated. However, univariate analysis of variance 
is reasonably robust to departures from normality.  
A two-tailed one-sample t-test was conducted for each group to determine if there was a ratio 
effect. That is, whether the ratio of RT to mean IRI was greater than one. The test value used 
in the comparison was one. The test is robust to departures from normality; however, the 
assumption of independence of sample scores was violated because of the multiple scores 
contributed by the two participants in each group. Therefore caution is required when 
interpreting the results.  
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Chapter Four 
RESULTS AND DISCUSSION 
This chapter provides an account of the relevant statistical results from the experiments that 
form the basis of present study. The analysis of the participant screening test-battery results is 
presented first, followed by the outcome of a comparison of RT between the two experiments. 
Then the specific results from experiments one and two are presented, with those of the 
former being straightforward. The results of Experiment Two are more complex and therefore 
presented in sections. The RT findings precede those concerning the IRIs and the ratio effect 
followed by an individual participant analysis. The computer output for all of the statistical 
analyses is presented in the appendices. Discussion specifically relates present results to the 
findings of Adam and Van Veggel (1991) and Inhoff et al. (1989), but other noteworthy 
studies from the literature are also drawn on to provide further insight into the present 
findings and their relevance to broader motor control issues. 
Participant Screening 
Results 
The intra-class correlation statistic for standardized scores, using a two-way mixed effect 
model, was 0.875; its parameter was likely to be within a confidence interval of 0.682 ≥ ρxy ≤ 
0.969 (refer to Appendix C). This indicated consistent performance across tasks by each 
participant.  
Inspection of the descriptive data for the discriminant analysis indicated the assumptions of 
the test were satisfied. All variables passed the tolerance criteria (minimum tolerance level of 
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0.001). Interpretation of the analysis was problematic because of a lack of general 
significance. The overall Wilks lambda, Λ = 0.007, χ2(10, N = 8) = 14.788, p = 0.140, 
indicated a lack of a substantial difference between the moderate, control, and mild groups 
across all predictor variables (Berg balance scale, timed up and go, pronation-supination, 
finger to nose left, finger to nose right, and pinch grip left, pinch grip right). However the χ2 
value suggested that the association between predictor variables and the groups was adequate.   
Also, the eigenvalue was large (47.040) and 96.2% of the variance could be attributed to the 
first function.   The residual Wilks lambda, Λ = 0.347, χ2(4, N = 8) = 3.172, p = 0.529, was 
not significant either, however its eigenvalue was small (1.879) and only 3.8% of the variance 
could be attributed to a second function. Consequently, only the first function required further 
examination.  
 
 
 
 
 
 
The function coefficients demonstrated that precision grip, as determined by the pinch grip 
test, appeared to best represent the first function (refer to Table 8D). Classification results 
Table 1 
Participant Characteristics 
Participant Age Years of 
Education 
Dominant 
Hand 
Lesion Group 
1 69 9 right none control 
2 72 10 right none control 
3 70 12 right right mild 
4 80 8 right right mild 
5 69 8 left right moderate 
6 68 8 right right moderate 
Mean 68 9.167    
Std Dev 4.070 1.463    
Range 12 4    
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showed that the test battery alone was able to assign 100% of participants correctly (refer to 
Table 9D). This was considered a very acceptable outcome, especially as the test-battery was 
used in conjunction with the doctors diagnoses and the written neuroimaging reports. A 
summary of general characteristics for those who performed the experiments is presented in 
Table 1. 
Discussion 
All participants in the experimental groups reported that they had a hemiparesis at the time of 
their CVA and were still suffering some degree of impairment on the affected side, at the time 
of testing. This was consistent with information contained in the participants medical 
histories. It is noteworthy that, despite the absence of an overall statistically significant result 
in the discriminant analysis of the test-battery, the participants were appropriately assigned to 
groups, using the first function. The implication is that the participants were closely matched 
and it was essentially the upper limb impairment, caused by the lesions, which set them apart 
from each other. However, as the raw neuroimaging data were unavailable, it was not 
possible to independently determine the exact location or extent of the lesions causing 
impairment. 
Comparison of RT between Experiment One and Experiment Two 
Results 
In order to ascertain whether Experiment One had any effect on performance in Experiment 
Two, as a result of Experiment One immediately preceding it, a paired sample t-test was 
conducted. The required independence of the difference scores was upheld. The test is 
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reasonably robust to departures from normality. The analysis was treated as a repeated-
measures design with no intervention. The results show that there was no significant 
difference between the mean RT of Experiment One (M = 516.853, SD = 187.707) and 
Experiment Two (M = 412.260, SD = 101.188), t(2) = 1.703, p = 0.231 (two-tailed), d = 
0.568 (refer to Appendix E).  
Discussion 
The rationale for this analysis was provided earlier. Despite an absence of statistical 
significance, support for the assertion that carry-over effects did not arise must be qualified. 
With limited degrees of freedom, the power was poor to moderate and examination of mean 
and SD values from the groups appears to indicate a trend that would be indicative of an 
emerging learning effect. Perhaps this apparent trend should not be surprising, as it is known 
that older adults benefit more from practice than the young (Light, Reilly, Behrman, & 
Spirduso, 1996; Welford, 1988). A possible confound is the large within-participant 
variability displayed in Experiment One.  
Nevertheless, the lack of a statistically significant effect did justify an evaluation of the 
present study with reference to the corresponding experiments in the Adam and Van Veggel 
(1991) and Inhoff et al. (1989) studies. The likely reason(s) for any similarities or differences 
between the present study and the past studies will be explored in the appropriate discussion 
sections. 
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Experiment One 
Results 
There was no significant main effect or interaction in the Finger by Condition analysis. Nor 
was there a significant main effect or interaction in the Hand by Condition analysis.  
The Finger by Group analysis revealed a significant main effect for the mean RT of the three 
groups, F(2, 13.565) = 400.480, p = 0.000,  but no difference between the responding fingers 
(refer to Table 6F). The effect size magnitude, partial η2 = 0.983, and the strength of the 
observed power, 1.000, confirm the veracity of the difference between groups.  The planned 
contrast demonstrated that the moderate group was significantly different from the control 
and mild groups (p < 0.001). However there was no difference between the control and mild 
groups (p = 0.731). The moderately impaired group (M = 732.945, SD = 407.876) was 
approximately twice as slow as the mild (M = 423.366, SD = 207.376) and control (M = 
394.247, SD = 78.600) groups (refer to Figure 1). The moderate group also demonstrated the 
most variability. There was no significant main effect for the Hand factor, nor was there a 
Hand by Condition interaction (refer Table 9F). The Group factor displayed a significant 
main effect, F(2, 2) = 618.256, p = 0.002, in the Hand by Group analysis. The effect size, 
partial η2 = 0.998, and the observed power, 1.000, were also large in this analysis. The 
planned contrast demonstrated that the moderate group was significantly different from the 
control and mild groups (p = 0.000). However there was no difference between the control 
and mild groups (p = 0.192).  
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Figure 1. Group-wise mean reaction times from Experiment 1 for individual fingers in the single finger 
condition (top) and the multiple finger condition (bottom) for left and right hands. (Error bars show 
standard deviations.) 
Discussion 
In Experiment One, the RTs of all groups were slower when compared to the participants in 
Adam and Van Veggels (1991) study. This is to be expected as it is widely accepted that RT 
increases with age (Haaland, Harrington, & Grice, 1993; Light et al., 1996; Welford, 1988). 
Adam and Van Veggels sample ranged from 19 to 32 years of age (M = 23.3, SD = 3.6) 
whereas the sample used in this study was substantially older (M = 68, SD = 4.070). It has 
been demonstrated that, for extremely simple tasks, the RT of older adults is marginally 
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slower than the RT of young adults. However, as task complexity increases the RT of older 
people become substantially longer (Haaland et al., 1993; Light & Spirduso, 1990). Welford 
(1988) suggests that, as older people benefit from practice more than the young do, it is likely 
that the reduced level of performance in early practice is due to cognitive problems associated 
with understanding task requirements. Similarly, Yan (2000) suggests that movement 
planning and production are adversely affected in older individuals as they become 
increasingly challenged by movement complexity and response uncertainty.  
According to Keys and White (2000), the deterioration in performance is a natural 
consequence of the reduction in brain volume and on-going tissue loss that occur with healthy 
aging. A key aspect of this is the upsurge in CNS neural noise which, is linked to the 
increased incidence of random errors (Yan, 2000). Another important feature is the decrease 
in signal strength. Combined, these factors result in a lowering of the neural signal-to-noise 
ratio. Therefore, it takes longer to reach the necessary signal threshold to allow nerve 
impulses to effectively propagate through the nervous system (Welford, 1988). 
The age-related atrophy is most obvious in the frontal, temporal, and parietal lobes. It is 
generally accepted that these areas contribute to the control of movement in some way 
(Catalan et al., 1998; D'Espositio et al., 1999; Grezes & Decety, 2001; Jason, 1985; 
Passingham, 1993; Sakai et al., 1998; Tanji, 2001; Thompson, 2000). The prefrontal cortex 
appears to be the most vulnerable region (Keys & White, 2000). Hence, the slower responses 
of the participants in Experiment One of the current study can be adequately explained by the 
degeneration of brain tissue that is related to aging.  
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However it should be noted that, within the present study, the moderately impaired group was 
considerably slower than the other groups. It is not possible to ascertain, from this 
experiment, the precise cause of the increased RT in this group. Nevertheless the severity and 
location of the cerebellar lesions, in all probability, was an important factor (Bastian et al., 
1996; Inhoff et al., 1989; Ivry et al., 1988; Jahanshahi et al., 1993; Laforce & Doyon, 2001). 
Cerebellum has reciprocal connections with a wide range of brain regions including the 
prefrontal cortex, frontal cortex, premotor cortex, motor cortex, and parietal cortex 
(Jahanshahi et al., 1993; Middleton & Strick, 1998, 2000; Wessel et al., 1994). It has been 
shown, by structural neuroimaging studies of resting brain activity, that injury to one brain 
area can cause changes to metabolism and reduce blood flow at other physically remote, but 
connected, regions. This is referred to as diaschisis (Komaba, Osono, Kitamura, & Katayama, 
2000; Nguyen & Botez, 1998). Therefore any cerebellar impairment may well have 
consequences in the reciprocally connected cortical areas associated with motor-response 
preparation. The end result could then become manifest in the response production phase. 
This proposition is supported by research that demonstrated that RT is increased as a result of 
cerebello-cortical diaschisis (Nguyen & Botez, 1998), although, the deficit does not appear to 
be enduring. It is suggested that lesions of the cerebellothalmocortical pathway and/or the 
cerebropontine-cerebellar tract are responsible for the deficits found some distance from the 
primary site of injury (Komaba et al., 2000). Alternatively, Friston and Price (2001) propose 
that another form of diaschisis, referred to as dynamic diaschisis, adversely affects the 
responses of intact cortical areas only when those responses depend on interactions with other 
regions that are damaged. It has also been shown that the damaged areas may be responsive to 
some inputs but not others. That is, the dysfunction is context-specific (Price et al., 2001). 
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Functional neuroimaging is used to detect such an effect; therefore it would not be apparent 
from the structural neuroimaging of resting activity that is used to aid diagnosis of 
neuropathology. Based on this evidence, it appears possible that dynamic diaschisis is the 
cause of the slower performance of the moderately impaired group in the present study. 
Despite the overall slower performance across groups and the relative slower performance of 
the moderately impaired group, the results of Experiment One concur with the general 
findings of Adam and Van Veggel (1991). There was no significant difference in RT for the 
finger factor (refer to Figure 1). This suggests the neuroanatomical characteristics of fingers 
do not influence RT in an sRT paradigm using sequential button-presses, even in the 
cerebellar participants. Therefore, using the same finger order for all trials of a given 
sequence length should not have affected the outcome of Experiment Two in the present 
study.  
Finally, the absence of a hand effect is noteworthy, especially in the moderate cerebellar 
group, as it disagrees with both the results of Inhoff et al. (1989) and a number of other 
studies (Gomez-Beldarrain et al., 1998; Haggard et al., 1994; Ivry et al., 1988). Further 
examination of this outcome will take place in relation to the findings of Experiment Two, 
later in this chapter.  
 81 
 
 
Experiment Two 
Results 
Reaction time 
There was a significant main effect for the Group factor, F(2, 3.703) = 24.296, p = 0.007,  
and a significant Group by Sequence Length interaction, F(4, 4) = 10.997, p = 0.020. The 
large effect sizes, partial η2 = 0.929 and 0.917 respectively, and power values, 0.973 and 
0.854 respectively, gave weight to these findings. The moderate group RT was shown to be 
significantly different from the other groups (p < 0.001) and there was no RT difference 
between the control and mild groups (p = 0.731). Again, the moderate group (n = 680 trials, 
M = 546.266, SD = 339.003) had the slowest and most variable RT (refer to Figure 2) when 
compared to the other groups (mild: n = 664 trials, M = 330.574, SD = 199.327; control: n = 
687 trials, M = 347.510, SD = 155.500). 
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Figure 2. (a) Group-wise mean reaction times from Experiment 2 as a function of sequence length; (b) 
Group-wise mean reaction times (for position 1) or inter-response intervals (for positions 2 and 3) for 
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performance of a 3-item sequence from Experiment 2 as a function of serial position; (c) and (d) 
Results from Inhoff et al. (1989) corresponding to panels (a) and (b) respectively--note that for clarity 
the scales of (c) and (d) differ from their counterparts (a) and (b). (Error bars in (a) and (b) show 
standard deviations.) 
Inter-Response Intervals 
There was a significant difference in mean IRI between groups, F(2, 2) = 171.851, p = 0.006, 
partial η2 = 0.994, observed power = 1.000. Planned contrasts showed that the moderate 
group differed from the mild group (p < 0.001) and the mild group differed from the control 
group (p < 0.001). The means indicate that the moderate groups IRIs (n = 680 trials, M = 
816.258, SD = 366.183) was substantially longer than both of the other groups and the control 
group was slower than the mild group (mild: n = 664 trials, M = 433.673, SD = 161.007, 
control: n = 687 trials, M = 557.400, SD = 122.387). There was no main effect for the 
sequence length factor, nor a group by sequence length interaction (refer to Table 2H). 
Ratio Effect 
The ratio for each group was significantly different from unity (refer to Table 2). Inspection 
of the means indicated no group had a ratio greater than one. Following the theoretical 
Table 2 
Single-Sample T-Test for a Ratio Effect Using a Test Value of One 
Group Mean SD t df d 
Control 0.593 0.254 -33.999* 447 2.335 
Mild 0.810 0.563 -7.079* 440 1.776 
Moderate 0.754 0.464 -11.179* 442 1.625 
*p < 0.01. 
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position that presence of a ratio effect indicates advance preparation for sequence 
performance, the result suggests that preparation had not consistently taken place. 
 Individual Participant Analysis 
Analyses of the Experiment Two grouped data produced equivocal results vis-à-vis the Inhoff 
et al. (1989) results. Specifically, there was a group main effect for RTs and IRIs, a Group by 
Sequence Length interaction for RTs but not IRIs, no Sequence Length main effects, and no 
ratio effect that was greater than one. Therefore the data from individual participants were 
examined.  Inspection of the summary data for each participant indicated that the normality 
assumption had been violated, but in accordance with the criteria that were articulated in the 
methodology this was considered acceptable. The equality of variance assumption was, 
however, upheld in every case. Only one participant, a member of the mildly impaired group, 
demonstrated a statistically significant Sequence Length effect, F(2, 2) = 20.053, p = 0.047. 
Whilst the effect size was large, partial η2 = 0.953, the observed power was only moderate, 
0.651. A planned contrast showed this subject exhibited a significant difference (p = 0.003) 
between the two-element sequence and the three-element sequence, however there was no 
difference between the one-element sequence and the two-element sequence (p = 0.870). The 
three-element sequence RT (M = 463.808, SD = 126.810) was longer than the one-element 
sequence (M = 386.667, SD = 159.494) and the two-element sequence RT (M = 390.556, SD 
= 86.817). The other member of the mildly impaired group displayed a significant effect for 
Hand by Sequence Length, F(2, 310) = 3.092, p = 0.047. The effect size was small, partial η2 
= 0.020, and the observed power was only moderate, 0.593. A member of the control group 
also displayed a significant Hand by Sequence Length interaction, F(2, 350) = 5.792, p = 
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0.003. The effect size was small, partial η2 = 0.032, but the observed power was good, 0.868. 
No other significant effects were evident in any analysis (refer to Appendix J).  
Discussion 
Age and Performance 
The three groups in Experiment Two were somewhat slower in comparison to the Inhoff et al. 
(1989) participants. The mean age of the Inhoff et al. participants was approximately 47 years 
and the age range was 49 years. Therefore the reasons for the response speed difference may 
be the same as for Experiment One.  
Notwithstanding the slower RTs exhibited by all groups in the present study, absolute RT was 
only of minor interest. The issue of central concern was whether increasing the number of 
sequence elements would increase RT and mean IRI between groups; that is, the standard 
complexity effects. 
Complexity Effects 
Few of the Inhoff et al. (1989) complexity effect findings were replicated in the current study 
(refer to Figure 2). There was, however, a significant RT main effect for the group factor in 
the analysis. The results indicated the moderate group was consistently slower than the 
control group, but there were no noteworthy differences in performance between the mild 
group and control group. This group difference is consistent with the findings of Inhoff and 
colleagues and the first experiment in the current study. 
None of the groups displayed sequence length effects on latency or on (production) rate. 
However, analysis of individual data indicated one participant, a member of the mild group, 
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demonstrated a significant main effect for the sequence length factor. A significant group by 
sequence length interaction was also found, however it was not possible to determine, from 
the available information, precisely what the interaction signified.  
Despite the fact that participants were routinely observed to verbally rehearse the sequence to 
be executed, the most parsimonious explanation for the absence of standard complexity effects 
is that they did not adequately prepare the sequence to be executed, or that response 
production was in some way hampered. The reason(s) for this cannot be definitively 
answered from the results of Experiment Two, however they may be explained by the 
aforementioned decline in motor response preparation that results from aging (Haaland et al., 
1993; Keys & White, 2000; Light & Spirduso, 1990; Yan, 2000).  Specifically, Yan (2000) 
suggests that movements in reaching tasks are not only slower but also segmented, perhaps 
indicating a compensatory strategy has been adopted.  
According to proponents of generalized motor program models of motor control, for example 
Schmidt (1999) there is little opportunity to make use of sensory feedback in situations that 
require rapid responses. Therefore, some form of preplanning is required in order to meet the 
demands of the task (Yan, 2000). However, Haarland et al. (1993) suggest that older persons 
become less able to prepare an entire response as tasks increase in duration. This may be the 
result of diminished capacity in regions involved in movement planning, such as the 
prefrontal cortex (D'Espositio et al., 1999; Sakai et al., 1998; Thompson, 2000). This in turn 
could result in older persons relying more on sensory feedback for motor control (Haaland et 
al., 1993; Yan, 2000), therefore necessitating a slowing of response production. However, as 
the capacity of the brain regions involved in sensory processing, such as the parietal cortex 
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(Catalan et al., 1998; Sakai et al., 1998), also deteriorate movements become more variable 
(Yan, 2000).  
Keys and White (2000) have indicated that the prefrontal cortex is the area most susceptible 
to deterioration and Thompson (2000), among others, propose that it has a role in the storage 
and manipulation of information in short-term memory, that indirectly aids movement 
sequence performance. Sakai and colleagues (1998) indicate that the dorsolateral prefrontal 
cortex is particularly active during the learning of new movement sequences. The number of 
trials in the current study corresponded to the early stage of learning (Fischman & Lim, 
1991). Therefore it can be assumed the dorsolateral prefrontal cortex had considerable 
demands placed on it by the task in Experiment Two.   
Other areas in the frontal lobe are implicated in the preparation of movement. The sequences 
in the current study were externally cued, and there is evidence that indicates the preSMA is 
involved in externally cued as well as memory-driven movements (Krakauer & Ghez, 2000; 
Shima & Tanji, 1998). Rand et al. (1998) claim the preSMA is also critical to learning new 
movement sequences. In the present study, the relational order between elements was crucial 
to the correct performance of the tasks. Shima and Tanji (2000) have demonstrated that 
neurons in the SMA are active in shaping the relational order of the constituent parts of a 
sequence.  
Another relevant brain area is the premotor cortex, which also plays a role in selecting the 
appropriate movement for a task by acting on information about limb joints, as well as objects 
and locations in the environment (Passingham, 1993). Kawashima et al. (2000) indicate that 
the contralateral M1 is particularly active in memory-timed and visually cued movements. As 
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has been previously stated, visual cueing was a feature of the tasks in the current study. Tanji 
(2001) claims that the additional preparation requirements of sequential movements, as 
opposed to single movements, are a cause of increases in M1 activity. Lastly, Grafton et al. 
(1998; 1992a) suggest that M1 is concerned with selecting the optimum set of motor neurons 
for the task, in this case the neurons that control the participants fingers.  
There are also claims that the temporal lobes may participate in control of movement. For 
instance, Kawashima et al. (2000) found that the right superior temporal cortex was one of a 
number of brain regions activated by visually cued movement sequences. Jueptner et al. 
(1995) recorded increased blood flow in the temporal lobes, particularly the left hemisphere, 
during auditory cued finger movements. Additionally, Jason (1985) established that 
participants ability to remember hand positions was impaired by left-hemisphere unilateral 
temporal lesions. Grezes and Decety (2001) claim that the middle temporal gyrus is not only 
associated with recall about object motion, but also with the observation of hand movements. 
It is therefore possible that any age-related damage to this region could have inhibited 
sequence preparation in the present study, particularly since sequence preparation appeared to 
be verbally mediated. 
Catalan et al. (1998) suggests the parietal cortex is active during movement production and 
integrates sensory information that allows the appropriate timing of consecutive movements. 
Consequently, it could be expected to sustain an increased information-processing burden if 
the participants did adopt the strategies suggested by Yan (2000). As the parietal cortex has 
previously been identified as a brain area also prone to aging-related atrophy (Keys & White, 
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2000), the extra processing burden may well result in the slow and variable performance 
exhibited in Experiment Two. 
The lack of a standard ratio effect may be explained by the participants in the current study 
adopting compensatory strategies to cope with planning or production deficits that result from 
aging (Yan, 2000). If this is so, it is probable that they were not consistently performing 
sequences as a single movement, despite best intentions to do so. This would be in accord 
with the earlier noted suggestion of Haarland et al. (1993) that older adults struggle to prepare 
a complete plan for longer duration movements.   
A comparison of the percentage of incorrect responses in Adam and Van Veggel (1991), 
Inhoff et al. (1989), and the present study proved revealing. There was little difference in the 
incorrect response rate between the Adam and Van Veggel study  (0.42%) and Experiment 
One in the current study (0.58%). However the difference between the Inhoff et al. study 
(11%) and the second experiment in the present study (6%) was appreciable. The tasks in the 
Inhoff et al. study and Experiment Two were more complex than in Adam and Van Veggel or 
Experiment One of the current study. Therefore the lower incorrect response rate in 
Experiment Two, when compared to Inhoff et al., is indicative of a strategy that facilitated 
accuracy, perhaps at the expense of speed. This is compatible with the suggestion of Light 
and Spirduso (Light & Spirduso, 1990), that movement planning in older adults changes in 
response to even small increases in complexity. It is also consistent with evidence that 
suggests the diminished motor abilities of older people cause them to bias motor responses in 
favour of accuracy (Yan, Thomas, Stelmach, & Thomas, 2000).  
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The participants may have segmented the longer sequences in an attempt to draw on sensory 
information that would normally be unavailable in ballistic movements under open-loop 
control. This strategy is likely to have succeeded because immediately following a response 
any subsequent element was displayed on the screen. It should also be noted that some studies 
have demonstrated that participants of all ages avoid taxing working memory unnecessarily 
(Ballard, Hayhoe, & Pelz, 1995b). However, Harrington et al. (2000) suggest that 
presentation of the non-initial elements in a response does not entirely preclude the need to 
use working memory, whilst implementing the remaining elements. The group by sequence 
length interaction tends to support this contention. It should also be noted that, in the 
debriefing after completion of the trials no participants reported using a strategy such as the 
one under discussion. Overall, the atrophy that commonly occurs with aging offers a 
plausible explanation for the absence of clear complexity effects. Nonetheless, other possible 
causes cannot be completely ruled out.   
Sternberg et al. (1978) found that when participants were required to name digits or words in 
a sRT task, the RT increased as the number of digits or words in the response increased. 
Later, Klapp (1995) established that complexity effects occur in both sRT and cRT tasks that 
require the response to be made by pressing a key on a response box. Yet there is evidence 
demonstrating that in a cRT, if stimuli are letters of the alphabet or digits and the response is 
verbal, the extra time taken to prepare a response, when compared to a sRT task, can be 
nearly zero (Welford, 1988). The suggestion is that this occurs because of the amount of 
inadvertent practice accrued from a lifetime of identifying letters and digits. Consequently, if 
age related atrophy did not prevent the participants from performing their responses as a 
single movement in the present study, it is open to conjecture as to whether verbally 
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mediated sequence preparation minimized the standard complexity effects previously 
observed by Inhoff et al. (1989). 
Hand Effect 
In one of their experiments, Inhoff et al. (1989) used the contralateral hand of participants as 
a control in order to determine whether extracerebellar damage may have caused the observed 
effects. The absence of hand effects in control and mildly affected participants, in the present 
study, is in keeping with the findings of Inhoff et al. However, as in Experiment One and 
contrary to Inhoff et al., the moderate group did not demonstrate a difference between hands 
either. The reason for an absence of a hand effect in this group cannot be directly explained 
by an assessment of the data in Experiment Two. Nevertheless, reasons may be found by 
examining previous research. 
Ghez (2000) suggests the intermediate hemispheres of cerebellum influence the distal 
muscles of the limbs and the lateral hemispheres are active in planning, mental rehearsal of 
movement, and conscious assessment of movement errors. In keeping with cerebellums 
proposed role in mental rehearsal, Jueptner and Weiller (1998) claim that up to 90% of lateral 
cerebellar cortex activity can be attributed to processing of sensory information and that 
passive movement can generate neural activity in the same parts of cerebellum as active 
movement. Conversely, Ivry, Keele, and Diener (1988) conducted research that indicated 
lateral lesions tended to impair fine motor coordination of the upper limbs, and that medial 
lesions primarily disturbed balance and gait. The differing views are not mutually exclusive 
for at least two reasons. Firstly, as fine motor co-ordination would normally involve some 
type of planning, mental rehearsal, and conscious assessment of movement errors, it is 
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possible that these two studies were actually describing the same phenomena. Secondly, not 
only is there some anatomical variability between human brains, but also substantial variation 
in neural activation patterns that could reflect the use of different strategies when people 
perform the same task (Seitz & Azari, 1999). Therefore, a prudent explanation for the lack of 
a hand effect is that the moderately impaired participants in the present study employed an 
area of cerebellum that was not damaged, when compared to the participants in the Inhoff et 
al. (1989) study.  
Another explanation for the absence of a hand effect involves the inherent plasticity of the 
brain, which mediates the functional reorganization of the CNS after it has sustained an 
injury. Pizzamiglio, Galati, and Committeri, (2001) state that neural plasticity not only 
enables the CNS to adapt to developmental and environmental changes, but is also the 
mechanism by which areas of the brain unaffected by injury subsume the role of injured parts. 
Ischemic deafferentation of limbs and anaesthesia of fingers have been used to demonstrate 
that cortical mapping changes within minutes of disruption to blood flow. This shows the 
dynamic nature of neural circuitry as it adapts to changing functional demands (Ribary et al., 
1999).  
Functional recovery after a CVA takes a number of forms. When there is partial impairment 
of a brain area, there is likely to be within-system recovery. Implicit re-learning facilitates 
this form of recovery. When there is more severe injury to a brain region, recovery will 
probably occur through substitution of another functionally related region (Seitz & Azari, 
1999). Azari and Seitz (2000) have also found that it is possible for brain regions not 
normally involved in motor control to be engaged. Specifically, blindfolded participants with 
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motor cortex lesions engaged the visual cortex, when required to move their impaired hand, 
whilst unimpaired blindfolded participants moving the corresponding hand did not recruit 
visual cortex. Evidence from other neuroimaging studies have shown that the recovered hand 
of people who had suffered a hemiplegic CVA, caused by capsular infarction, showed 
increased activation of ipsilateral sensorimotor cortex, parietal cortex, and contralateral 
cerebellum (Hallett, 2001). Price, Mummery, More, Frackowiak, and Friston (1999) found 
that a participant with damage to the right lateral cerebellar cortex, unlike unimpaired 
individuals, did not activate that region when performing a non-motor semantic similarity 
task. Instead a medial posterior area of cerebellum became active. This may indicate that 
functional reorganization had occurred. Thus, the evidence supports the possibility that, in the 
current study, another brain area, or contralateral cerebellum itself, had attempted to take over 
the function of the damaged portions of ipsilateral cerebellum. Given cerebellar structure, this 
is a feasible proposition that could explain the absence of a clear hand effect. 
Following on from this, it is noteworthy that neural pathways between the cerebellar 
hemispheres are continuous, unlike other brain regions. Therefore communication between 
neurons in different hemispheres should be the same as communication between those within 
hemispheres (Braitenberg et al., 1997). Consistent with this, results from a number of studies 
have indicated that cerebellum is bilaterally active during movement sequence performance 
using a single limb (Harrington et al., 2000; Imamizu et al., 2000; Jueptner et al., 1996; 
Jueptner et al., 1997; Jueptner et al., 1995; Kawashima et al., 2000; Parsons et al., 1997).  
For example, Jueptner et al. (1995) found that primarily the inferior sections of the ipsilateral 
cerebellum were active in simple finger movements, but when participants were required to 
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make judgements concerning timing intervals, there was bilateral activation of superior 
segments of cerebellum as well. Likewise, Kawashima et al. (2000) established that memory-
timed finger movements activated the anterior lobe of cerebellum, bilaterally, more strongly 
than visually cued finger movements. Alternatively, Harrington et al. (2000) discovered that 
when participants performed visually cued finger movement sequences, bilateral activation of 
anterior cerebellum increased for non-repetitive sequences and also with an increase in the 
number of fingers being used. Unexpectedly, left cerebellar activation did not coincide with 
right sensorimotor cortex activation. This remains unexplained. Nevertheless, the researchers 
suggest that, in general, their results are in keeping with prevailing views of cerebellums role 
in movement control. Again, Parsons et al. (1997) found that the dentate nucleus was 
bilaterally activated by sensory stimuli in tasks involving the fingers. The activation level was 
of the same intensity in both hemispheres, however more widespread on the right, which was 
the dominant side of the participants. When the participants were required to discriminate, 
with regard to the stimuli, the activation levels of both hemispheres more than doubled. The 
researchers claim that their results support cerebellums primary role being the acquisition 
and regulation of sensory stimuli.   
The results from a number of studies indicate that cerebellum is bilaterally active during 
finger movement sequence tasks. The level of activation increases, as the complexity of the 
task becomes greater. It also appears that the cerebellar areas involved in bilateral activation 
are context dependent. Collectively, these findings lend support to the proposal that 
contralateral cerebellum could undertake, at least some of, the role of the ipsilesional 
cerebellar hemisphere when there is unilateral cerebellar damage. 
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Analysis Methodology 
Finally, some aspects of the dissimilarity between the findings of the present study and Inhoff 
et al. (1989) could be attributed to the methods used to analyse data. As is common in RT 
studies, Inhoff et al. used median values because they are reasonably insensitive to spurious 
responses. Miller (1988), however, points out that in a positively skewed distribution, as is 
typical in RT studies, the median is a biased estimator of central tendency. The smaller the 
sample size the more extreme the effects of the bias become. 
Inhoff et al. (1989) also truncated the data set by eliminating responses that were less than 
150 ms or greater than 3000 ms, once again to minimize the effect of possibly invalid 
responses. However removing these outliers can be problematic because the distribution of 
legitimate responses and the distribution of invalid responses overlap (Ratcliff, 1993).  
Conversely, the present study adopted the recommendations of Ulrich and Miller (1994), that 
every effort be made to minimize spurious responses occurring, so as to avoid the need to use 
median values and truncation of extreme values. This was achieved by providing explicit 
instructions, programming the experiment software to be able to identify invalid responses, 
and providing appropriate feedback to the participants. The analysis was then conducted 
without using the median or truncation of extreme values. However, as the distributions of 
valid and spurious responses overlap, it is not possible to precisely determine which very fast 
or very slow responses are valid (Ratcliff, 1993). Spurious responses could therefore affect 
the results. Assessment of the data, adopting the cut-off points employed by Inhoff et al. 
(1989), indicated that invalid responses would probably amount to less than six percent of 
responses deemed to be correct, thereby justifying an analysis without using the median or 
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truncation of extreme values, in order to avoid the statistical artefacts that can arise from their 
use.  
General Discussion 
This study investigated whether unilateral cerebellar lesions affect the response complexity 
effects typically found in serial reaction time tasks employing finger movement sequences. It 
extended the work of Inhoff, Diener, Rafal & Ivry (1989) and Adam & Van Veggel (1991) by 
examining effector-specific characteristics and ipsilateral cerebellar control. A discussion of 
the current studys findings in relation to the putative role(s) of cerebellum proposed by 
Inhoff et al., and others, follows.   
The results of Experiment One that are in accord with Adam and Van Veggel (1991), indicate 
that effector-specific characteristics are unlikely to influence RT in older unimpaired and 
cerebellar participants when performing a sRT task, such as the one employed in the present 
study. This, in turn, lends support to the proposition that RT is a valid index of CNS response 
preparation and production for such a task. The findings of Experiment One also 
demonstrated that participants with unilateral cerebellar lesions causing moderate impairment 
take appreciably more time to respond to the stimulus in an sRT task than do unimpaired 
individuals of the same gender, a similar age, and similar educational background. This was 
also apparent when the moderately impaired individuals were compared to less severely 
impaired participants with the same type of pathology. The implication is that cerebellum 
does exert considerable influence over motor-response preparation and/or production. 
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Experiment Two probed the role of cerebellum further by increasing the complexity of the 
sRT task. This was achieved by requiring responses of varying sequence length. The results 
were equivocal. Whilst the group effect remained robust, the sequence length effects 
originally demonstrated by Sternberg et al. (1978) and later reproduced, on the contralateral 
side of individuals with unilateral cerebellar lesions, by Inhoff et al. (1989) were not clearly 
evident in any group within the current study. The most plausible explanation for this is that, 
as a natural consequence ageing, the participants adopted compensatory preparatory strategies 
(Keys & White, 2000) or response production was hindered in some way, perhaps via BA7 
and M1. 
Despite the lack of clear complexity effects, the performance of the participants with the most 
severe cerebellar lesions was compromised in both experiments. A viable explanation for this 
is that dynamic diaschisis adversely affected cortical areas that normally collaborate with 
cerebellum and are known to be associated with movement planning or production. 
The moderately impaired participants, in the Inhoff et al. (1989) studies, demonstrated 
standard sequence length effects in their unimpaired hand but not in their impaired hand. In 
the present study there was no significant hand effect. This was unexpected, given that 
neuroimaging had identified that the participants in the experimental groups had right 
hemisphere unilateral cerebellar lesions. An acceptable explanation for lack of a hand effect 
is that the inherent plasticity of the brain enabled the CNS to adapt thereby facilitating 
functional reorganization, using spared cerebellum and implicit re-learning, or through 
substitution of other task related regions (Seitz & Azari, 1999). Alternatively, considering the 
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level of variability within the CNS, the participants in the current study may not have had 
lesions located in the areas of cerebellum that would produce a hand effect.  
Inhoff et al. (1989, p. 566) stated that cerebellar damage could interfere with the generation 
of a neural (motor plan) representation which compromises all components of a complex 
action, or with the parametric translation of a motor plan into action. Identifying which of 
those processes are affected by cerebellar damage is not possible by means of lesion-deficit 
model experiments, which merely employ an sRT task, as in Inhoff et al. and the present 
study. However, recent fMRI research does suggest that, in neurologically unimpaired 
individuals, ipsilateral cerebellum participates in finger movement control and anterior 
cerebellum is bilaterally involved in chronometric counting (Kawashima et al., 2000). Other 
research suggests bilateral anterior cerebellum activation, in visually cued tasks, amplifies as 
the task becomes less repetitive and the number of fingers being used increases (Harrington et 
al., 2000). This is analogous to an increase in task complexity and may be indicative of 
cerebellum mediating associated cognitive processes rather than exercising direct control over 
effectors.  
Inhoff et al. (1989) refer to animal studies to support their findings (from human studies) that 
cerebellum is involved in ensuring the correct timing of consecutive movements. Specifically, 
they cite studies that established that dentate nucleus neurons fire more frequently after a RT 
stimulus, but before the onset of a motor-response and that the dentate is active in the timing 
of motor-responses to predictable perturbations. Inhoff et al. suggest, taken together, these 
findings demonstrate that the dentate nucleus has a role in the timing of movement initiation. 
Based on this, cerebellar lesions could inhibit the conversion of preparation into action.  
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However, more recently Parsons et al. (1997) found that the dentate nucleus was bilaterally 
activated by passive sensory stimulation of the fingers and when the participants were 
required to discriminate whether successive stimuli were the same, the activation level more 
than doubled. Similarly, Tesche and Karhu (2000) compared neural activity in the 
somatosensory cortex and cerebellum in response to intermittent stimuli that did not entail 
active movement. There was sustained cerebellar activity in response to the absence of the 
anticipated stimulus, whereas the somatosensory cortex response was directly related to the 
stimulus being presented. Correspondingly, Blakemore et al. (2001) demonstrated that the 
right lateral cerebellar cortex participates in identifying inconsistencies between the predicted 
and true sensory consequences of physical action. Equally, the amplified bilateral anterior 
cerebellum activation observed by Harrington et al. (2000) could conceivably be due to the 
need to assimilate more sensory information rather than control of the fingers per se.  
If cerebellum assimilates sensory information from other CNS systems and accurately 
predicts the sensory outcome of movement, the putative timing function attributed to it may, 
at least in part, be a consequence of this role. Even so, should cerebellum be damaged, as in 
Inhoff et al. (1989) and the present study, impaired motor-preparation or response production 
could ensue. The predictive aspects of cerebellar function posited by many (Blakemore et al., 
2001; Haggard et al., 1995; Tesche & Karhu, 2000; Wolpert et al., 1998) would be less 
accurate, therefore planning or production could be compromised. Likewise, corrective 
adjustments during the final phase of movement execution would be less reliable if sensory 
feedback could not be successfully used. In accordance with this, impaired sensory 
integration or prediction would obviously reduce the effectiveness of any control strategy that 
accounts for changing relationships between joint angles and limb translation (Milak et al., 
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1997). However, in the present study, it is not possible to disentangle normal cerebellar 
function in motor performance from the consequences of adaptive and/or maladaptive 
changes within cerebellum and connected cortical areas.  
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Chapter Five 
CONCLUSION AND RECOMMENDATIONS 
Conclusion 
The question of whether unilateral cerebellar lesions consistently affect the standard response 
complexity effects typically found during the execution of rapid finger movement sequences 
was addressed by extending the work of Inhoff et al. (1989) and Adam & Van Veggel (1991). 
The findings of Experiment One agreed with Adam and Van Veggel, whilst the findings in 
Experiment Two unexpectedly diverged from those of Inhoff et al. 
Experiment One demonstrated that the neuroanatomical characteristics of individual fingers 
do not noticeably impinge upon motor-responses in an sRT task. This was the case in both 
conditions of the experiment. The lack of a difference between fingers suggests that the 
results of Experiment Two in the present study are due to central rather than peripheral 
causes. 
Despite the performance deficit displayed by the moderately impaired group, there was a lack 
of a hand effect in both experiments, and an absence of clear complexity effects in 
Experiment Two. An explanation for this cannot be directly obtained from the available data. 
However, previous research suggests older individuals find it increasingly difficult to plan 
consecutive movements as the complexity of the task increases. The elderly consequently 
place greater reliance on sensory information to facilitate real time control during execution 
of a movement sequence, which necessitates slower responses. As the sample used in the 
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present study was considerably older than the sample employed by Inhoff et al. (1989), this is 
the most plausible explanation for the different findings regarding complexity effects. 
Adequately addressing the absence of a hand effect with a single explanation is difficult for a 
number of reasons. Firstly, because of the highly plastic nature of the brain, it is possible that 
spared areas of cerebellum or other distant but functionally related brain regions attempted to 
compensate for the loss of damaged cerebellum. Secondly, both anatomical variation and the 
utilization of different strategies to perform the same task may mean, that cerebellar lesions 
did not drastically affect the area of cerebellum that would produce a hand effect. Lastly, 
there is the question of whether cerebellum does solely exert ipsilateral control, as has been 
the prevailing view. Accumulating evidence suggests that, as task complexity increases, 
cerebellum becomes progressively more bilaterally active.  Consequently, as older individuals 
find movement planning comparatively more difficult because of cortical tissue loss in the 
areas associated with motor-response planning, it is conceivable that cerebellum becomes 
increasingly bilaterally active in order to meet the relatively greater demands of the task, thus 
diminishing the likelihood of a significant hand effect when ipsilatral cerebellum is damaged.  
The high level of connectivity between cerebellum and several other brain regions can best 
explain the slower performance of the moderately impaired group, because it increases the 
probability of dynamic diaschisis occurring. This would be particularly so if cerebellums 
role is to assimilate and distribute sensory information to many other brain regions, most 
notably those involved in movement preparation or production. If dynamic diaschisis is the 
cause of the performance deficit, it is not possible to attribute the observed behaviour solely 
to impaired cerebellar function. 
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There are three apparent implications from the present findings. The first is that the standard 
sequence length effects previously identified by Inhoff et al. (1989), and others, may only be 
present under very specific conditions across the human lifespan. For example, participants 
are likely to use external cues, where available, in order to minimise the demands placed on 
working memory. As has previously been explained, this is even more probable if they are 
older individuals. Therefore the inferences that can be drawn from these earlier studies must 
be qualified. The second implication is that, the assumption that cerebellum solely exerts 
ipsilateral control is not sufficiently founded to permit the use of a contralesional limb as an 
experimental control. Third, it is, at best, extremely difficult to infer the role of a single brain 
region by simply studying a clinical population with neuropathology of that specific area, 
because of the possible effects of diaschisis. When evaluating these implications, several 
aspects need to be borne in mind.  
Every effort was made to ensure reliability and validity throughout the investigation. The 
sample was homogeneous, as was demonstrated by the analysis of participant performance of 
the screening instrument(s). Care was taken to employ analysis methods that reduced the 
likelihood of statistical artefacts masking real effects or producing false effects. Large effect 
sizes and good observed power attest to the veracity of the findings that were significant. 
Whilst these features add to the studys credibility, there are other facets that hamper 
evaluating its true worth.  
For example, the recruitment of participants was confined to two hospitals. Consequently, the 
size of the sample was very limited. Another relevant aspect was that the exact location and 
extent of the cerebellar lesions identified in the written neuroimaging reports could not be 
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independently verified. Additionally, the medical histories of the control group indicated they 
had no known neurological impairment, however it was not possible to obtain brain scans in 
order to confirm this. Therefore, given that participants were drawn from an older population, 
the possibility remains that there may have been some neurological impairment within the 
control group that was not identified by the screening process. The limitations of the present 
study aside, the findings have highlighted the need for further research, employing methods 
that address the dynamic nature of the CNS, in order to more precisely determine cerebellar 
contributions to movement sequence preparation and/or production. 
Recommendations 
1) Future research examining the function of cerebellum, or other brain regions, through the 
use of reaction time tasks, should include longitudinal studies of both unimpaired and 
impaired populations.  This would provide greater insight into changes in brain function, 
which may result from different motor control strategies being adopted across the lifespan.  It 
would also identify changes that result from functional recovery after illness or injury, as 
opposed to developmental changes.  
2) Studies employing clinical populations would benefit from recruiting a range of 
participants. That is, participants who could complete the required task without disruption to 
normal function, as well as participants who could barely complete the task at all. Studying 
these subgroups, in conjunction with a control group, would aid determination of whether a 
particular brain region is absolutely essential to successful completion of the required task, in 
all circumstances, or if it plays a subsidiary, perhaps context-dependent role.   
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3) Experimental groups drawn from clinical populations ought to have suitably matched 
controls, so as to be able to clearly identify performances that vary from typical performance 
of the task. Ideally, the match should be close enough, over a number of different blocking 
variables, to enable pairwise comparisons to be made when the collected data is analysed, as 
this would improve statistical power. How closely the participants should be matched would 
depend somewhat on their stage of development. For example, children and adolescents 
would need to be more closely matched than middle-aged individuals, because of the 
substantial developmental differences that can exist when compared to a year or two earlier in 
life. The judicious use of a matched control group would assist in clearly attributing 
differences in performance to the chosen independent variable(s), rather than the considerable 
variation, which is normal within any given population.     
4) Every effort should be made to use a variety of neuroimaging techniques in conjunction 
with other methods. Whilst fMRI only enables brain function to be inferred at a relatively 
gross level temporally, its good spatial resolution does allow changes to regional cerebral 
blood flow to be accurately identified. Conversely, the good temporal resolution provided by 
MEG permits virtually instantaneous measurement of neural activity, however it is not 
possible to precisely identify the location(s) of the activation. A multi-modal approach would 
offer the opportunity to identify both the temporal and spatial aspects of context-specific co-
operation between brain regions that are part of a distributed network involved in the control 
of movement.  
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Appendix A 
EXPERIMENT ONE ON-SCREEN INSTRUCTIONS 
Welcome to Experiment 1 
 
Press SPACE to continue 
 
Do you want to view the instructions? 
 
Press Y for Yes or N for No 
 
The experiment consists of two phases:  
 
PRACTICE PHASE - where you will become  
familiar with the task,  
 
and 
 
PERFORMANCE PHASE - where your performance  
of the tasks will be measured 
 
The phases consist of blocks of trials.  
Within a block, all trials will have the  
same condition - as explained  
on the next screen. 
 
For each trial, your goal is to press the correct  
key as quickly as possible after the GO signal  
appears. 
 
Press SPACE to continue 
 
There are two conditions in this experiment. 
 
The first is the SINGLE finger condition. 
In this condition, you will have only one finger  
ready over the response key within a block of trials. 
 
The second is the MULTIPLE finger condition. 
In this condition, you will have all four fingers of  
one hand over their respective keys throughout a  
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block of trials. 
But you will only need to use one of these fingers -  
which you will know in advance - during each block. 
 
Press SPACE to continue 
 
For the Left hand trials in the Multiple finger condition  
of  this experiment you must press keys as follows: 
 
1 - pressed with Left Little finger 
2 - pressed with Left Ring finger 
3 - pressed with Left Middle finger 
4 - pressed with Left Index finger 
 
For Left hand trials you should rest these  
fingers lightly on their keys at the 
start of the trial. 
 
Press SPACE to continue 
 
For the Right hand trials in the Multiple finger condition  
of this experiment you must press keys as follows: 
 
5 - pressed with Right Little finger 
4 - pressed with Right Ring finger 
3 - pressed with Right Middle finger 
2 - pressed with Right Index finger 
 
For Right hand trials you should rest these  
fingers lightly on their keys at the 
start of the trial. 
 
Press SPACE to continue 
 
At the start of each block you will be informed  
which condition you are in (and which hand to  
use if appropriate) for that set of trials. 
 
The color of the instructions will differ between  
the two conditions. 
 
You will also receive a reminder about what to do. 
 
Finally, you will have time to get ready and  
must press a key to start the block. 
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An example block instruction screen will be  
shown next. 
 
Press SPACE to continue 
 
Multiple finger condition 
 
For the following trials, use your left ring  
finger to press 2 as soon as you  
see the green * appear. 
 
As a reminder of the finger to use, 'left ring'  
will appear at the bottom of the screen  
throughout the block of trials. 
 
Place the fingers of your Left hand lightly over the  
the appropriate keys now. 
 
Press 2 with your left ring finger  
when you are ready to proceed. 
 
Within each block all trials will run without interruption. 
 
There will be a delay of 2 seconds from the  
end of one trial to the start of the next. 
 
Each trial will start when a black + appears in the  
center of the black box that is present on the  
screen throughout a block of trials. 
 
Between 1 and 3 seconds later the + will be replaced  
by a green * - this is your signal to press the  
correct key as quickly as possible. 
 
Press SPACE to see these stages 
 
At the end of each trial you will receive feedback. 
 
If you perform the trial correctly, you will  
hear a 'click' sound and the box will remain  
blank until the next trial begins. 
 
Note that the sound takes up part of the 2 seconds  
trials, so you should be preparing for the next 
trial whilst the sound is on. 
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Press SPACE to hear this sound now. 
 
At the end of each trial you will receive feedback. 
 
If you perform the sequence incorrectly, you will  
hear an 'uhoh' sound and the screen will tell you  
what you did wrong. 
 
After the feedback finishes, you will have 2  
seconds to prepare for the next trial. 
 
Press SPACE to hear the sound now. 
 
Do you want to view the instructions again? 
 
Press Y for Yes or N for No 
 
PRACTICE PHASE 
 
The following 6 blocks are for you  
to practice the 6 sequences you will  
perform during the experiment proper. 
 
You will see another message like this  
at the end of the practice phase. 
 
Press SPACE to start the practice phase. 
 
Do you want to redo the practice trials? 
 
Press Y for Yes or N for No 
 
You have now completed the experiment. 
 
Thank you for your participation. 
 
Error1Msg = "Don't anticipate" 
Error2Msg = "Wrong key pressed" 
Error4Msg = "Extra key pressed" 
Error8Msg = "No response when required" 
 
You have now completed the experiment. 
 
Thank you for your participation. 
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Appendix B 
EXPERIMENT TWO ON-SCREEN INSTRUCTIONS 
Do you want to view the instructions? 
 
Press Y for Yes or N for No 
 
The experiment consists of two phases:  
 
PRACTICE PHASE - where you will become  
familiar with the sequences,  
 
and 
 
PERFORMANCE PHASE - where your performance  
of the sequences will be measured 
 
The phases consist of blocks of trials.  
Within a block, all trials will use the  
same sequence. 
 
For each trial, your goal is to perform the  
required sequence as quickly, accurately,  
and smoothly as possible -  
like a single movement. 
 
Press SPACE to continue 
 
For all Left hand trials in this experiment you  
must press keys as follows: 
 
2 - pressed with Left Ring finger 
3 - pressed with Left Middle finger 
4 - pressed with Left Index finger 
 
For Left hand trials you should rest these  
fingers lightly on their keys at the 
start of the trial. 
 
Press SPACE to continue 
 
For all Right hand trials in this experiment you  
must press keys as follows: 
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4 - pressed with Right Ring finger 
3 - pressed with Right Middle finger 
2 - pressed with Right Index finger 
 
For Right hand trials you should rest these  
fingers lightly on their keys at the 
start of the trial. 
 
Press SPACE to continue 
 
At the start of each block you will be informed  
which sequence and hand is required for that  
set of trials. 
 
You will also receive a reminder about what to do. 
 
Finally, you will have time to get ready and  
must press a key to start the block. 
 
An example block instruction screen will be  
shown next. 
 
Press SPACE to continue 
 
For the following trials, type the sequence  
4 2 3  
as fast as possible using your Left hand. 
 
You should begin only when the 4 appears. 
 
Place your fingers lightly on the keys now. 
 
Mentally prepare to perform the sequence  
as fast as possible like a single movement. 
Try not to rely on appearance of any stimulus after  
the first one. 
 
Press the SPACE bar (with your other hand)  
when you are ready to proceed. 
 
Within each block all trials will run without  
interruption. 
 
There will be a delay of 3 seconds from the  
end of one trial and the start of the next. 
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Each trial will start when the outline of a black  
square appears in the center of the screen. 
 
Half a second later you will hear a short tone as a  
warning that you will soon have to perform. 
 
These stages are shown next. 
 
Press SPACE to continue 
 
Shortly after the tone the first stimulus in the sequence  
will appear in green in the center of the black box. 
 
This is your signal to start performing the entire  
sequence as quickly, accurately, and smoothly as  
you can like a single movement. 
 
Although you should prepare to perform as quickly  
as possible, you should not make your first 
press until the green stimulus appears. 
 
You will only ever have to perform the sequence  
indicated at the start of the block.  
 
Press SPACE to continue 
 
When you press the first key, the stimulus will  
disappear and be replaced by the stimulus for  
the next key you should press, and so on until  
you have completed the whole sequence. 
 
However, you should try to prepare in advance to  
perform the entire sequence as a whole and  
not rely on the stimuli appearing on the  
screen as you go. 
 
But do not begin before the appearance of the  
green stimulus. 
 
Press SPACE to continue 
 
At the end of each trial you will receive feedback. 
 
If you perform the sequence correctly, you will  
hear a 'click' sound and the screen will remain  
blank until the next trial begins. 
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Note that the sound takes up part of the 3 seconds  
trials, so you should be preparing for the next 
trial whilst the sound is on. 
 
Press SPACE to hear this sound now. 
 
At the end of each trial you will receive feedback. 
 
If you perform the sequence incorrectly, you will  
hear an 'uhoh' sound and the screen will tell you  
what you did wrong. 
 
The text screen will also remind you of the correct  
sequence for the current block. 
 
After the feedback finishes, you will have 3  
seconds to prepare for the next trial. 
 
Press SPACE to hear the sound now. 
 
It is time to have a go at a complete trial. 
 
After you press the SPACE you will see  
the instruction screen again. 
 
When you are ready after reading the instructions  
press the SPACE again and a trial will start. 
 
If you make an error, you will see the instruction  
screen again after the feedback and you will have  
to perform the sequence correctly to continue. 
 
Press SPACE to continue 
 
Mentally prepare to perform the sequence  
as fast as possible like a single movement. 
Try not to rely on appearance of any stimulus after  
the first one. 
 
Press the SPACE bar (with your other hand)  
when you are ready to proceed. 
 
Error1Msg = "Sequence started before first letter appeared" 
Error2Msg = "Sequence not correctly performed" 
Error4Msg = "Extra key pressed at end of sequence" 
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Error8Msg = "No response when required" 
 
Do you want to view the instructions again? 
 
Press Y for Yes or N for No 
 
Do you want to redo the practice trials? 
 
 
 
Press Y for Yes or N for No 
 
PERFORMANCE PHASE 
 
You have completed the practice phase. 
 
You will now continue with the experimental trials  
for which your performance will be measured. 
 
Press SPACE to start the performance phase. 
 
For the following trials, type the sequence  
(SeqFull)  
as fast as possible using your (SeqHand) hand. 
 
You should begin only when the (Seq1) appears. 
 
Place your fingers lightly on the keys now. 
 
Mentally prepare to perform the sequence  
as fast as possible like a single movement. 
Try not to rely on appearance of any letter after  
the first one. 
 
Press the SPACE bar (with your other hand)  
when you are ready to proceed. 
 
You have now completed the experiment. 
 
Thank you for your participation. 
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Appendix C 
SCREENING TEST-BATTERY INTRACLASS CORRELATION OUTPUT 
 
                             Correlation Matrix 
 
                BBS         TUG         PRSU        FTNL        FTNR 
 
BBS             1.0000 
TUG              .4814      1.0000 
PRSU             .8367       .5427      1.0000 
FTNL             .7525       .1749       .4591      1.0000 
FTNR             .8062       .3725       .4985       .9381      1.0000 
HGSL             .1202      -.0383       .0689       .5935       .5151 
HGSR             .1478       .4083       .1343       .2943       .3976 
PGSL             .4001       .0513       .3930       .5358       .5945 
PGSR             .5735       .4240       .3768       .7471       .8583 
PRDUNPH          .0527       .4784       .0956      -.1478       .0398 
PRDUPH           .1252      -.1141      -.0911       .1083       .1636 
 
 
                HGSL        HGSR        PGSL        PGSR        PRDUNPH 
 
HGSL            1.0000 
HGSR             .5955      1.0000 
PGSL             .7479       .3360      1.0000 
PGSR             .7405       .7546       .7306      1.0000 
PRDUNPH          .2332       .6791       .2556       .4575      1.0000 
PRDUPH           .1665       .5948       .0561       .3774       .5604 
 
                PRDUPH 
 
PRDUPH          1.0000 
 
                 Intraclass Correlation Coefficient 
 
Two-Way Mixed Effect Model (Consistency Definition): 
People Effect Random, Measure Effect Fixed 
 Single Measure Intraclass Correlation =    .3814* 
    95.00% C.I.:            Lower =    .1632          Upper =    .7441 
 F =   7.7825   DF = (     7,   70.0)   Sig. = .0000  (Test Value = .0000 ) 
 Average Measure Intraclass Correlation =    .8715** 
    95.00% C.I.:            Lower =    .6821          Upper =    .9697 
 F =   7.7825   DF = (     7,   70.0)   Sig. = .0000  (Test Value = .0000 ) 
*: Notice that the same estimator is used whether the interaction effect 
   is present or not. 
**: This estimate is computed if the interaction effect is absent, 
    otherwise ICC is not estimable. 
 
Reliability Coefficients    11 items 
 
Alpha =   .8715           Standardized item alpha =   .8755 
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Appendix D 
SCREENING TEST-BATTERY DISCRIMINANT ANALYSIS OUTPUT 
Table 1D 
Group Statistics
54.0000 .0000 2 2.000
15.0000 5.5861 2 2.000
15.5000 .7071 2 2.000
12.5000 2.1213 2 2.000
14.0000 1.4142 2 2.000
22.7500 10.2530 2 2.000
28.5000 6.3640 2 2.000
54.5000 .7071 2 2.000
9.5500 3.6062 2 2.000
16.5000 .7071 2 2.000
15.5000 2.1213 2 2.000
14.0000 1.4142 2 2.000
25.7500 6.7175 2 2.000
23.0000 7.0711 2 2.000
46.5000 7.1880 4 4.000
9.9875 2.7768 4 4.000
13.0000 7.3937 4 4.000
7.0000 2.1602 4 4.000
5.7500 1.7078 4 4.000
16.7500 7.0770 4 4.000
15.5000 1.9149 4 4.000
50.3750 6.2778 8 8.000
11.1313 3.9190 8 8.000
14.5000 5.1270 8 8.000
10.5000 4.3095 8 8.000
9.8750 4.6117 8 8.000
20.5000 7.7644 8 8.000
20.6250 6.9885 8 8.000
BBS
TUG
PRSU
FTNL
FTNR
PGSL
PGSR
BBS
TUG
PRSU
FTNL
FTNR
PGSL
PGSR
BBS
TUG
PRSU
FTNL
FTNR
PGSL
PGSR
BBS
TUG
PRSU
FTNL
FTNR
PGSL
PGSR
GROUP
.00
1.00
2.00
Total
Mean Std. Deviation Unweighted Weighted
Valid N (listwise)
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Table 2D 
Variables Failing Tolerance Testa
60.100 .000 .000
20.300 .000 .000
PGSL
PGSR
Within-Groups
Variance Tolerance
Minimum
Tolerance
All variables passing the tolerance criteria are entered simultaneously
Minimum tolerance level is .001.a. 
 
Table 3D 
Eigenvalues
47.040a 96.2 96.2 .990
1.879a 3.8 100.0 .808
Function
1
2
Eigenvalue % of Variance Cumulative %
Canonical
Correlation
First 2 canonical discriminant functions were used in the analysis.a. 
 
Table 4D 
Wilks' Lambda
.007 14.788 10 .140
.347 3.172 4 .529
Test of Function(s)
1 through 2
2
Wilks' Lambda Chi-square df Sig.
 
Table 5D 
Classification Results a
2 0 0 2
0 2 0 2
0 0 4 4
100.0 .0 .0 100.0
.0 100.0 .0 100.0
.0 .0 100.0 100.0
GROUP
.00
1.00
2.00
.00
1.00
2.00
Count
%
Original
.00 1.00 2.00
Predicted Group Membership
Total
100.0% of original grouped cases correctly classified.a. 
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Appendix E 
COMPARISON OF MEAN RT EXPERIMENT ONE AND EXPERIMENT TWO 
ANALYSIS OUTPUT 
Table 1E 
Paired Samples Statistics
516.8528 3 187.7066 108.3725
412.2603 3 101.1884 58.4212
EXP1
EXP2
Pair
1
Mean N
Std.
Deviation
Std. Error
Mean
 
Table 2E 
Paired Samples Correlations
3 .899 .289EXP1 & EXP2Pair 1
N Correlation Sig.
 
Table 3E 
Paired Samples Test
05 06 61.4 160 369 1.7 2 .231
EXP1 -
EXP2
Pair
1
Mean SD
Std.
Error
Mean Lower Upper
95% Confidence
Interval of the
Difference
Paired Differences
t df
Sig
(2-tailed)
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Appendix F 
EXPERIMENT ONE ANALYSIS OUTPUT 
Table 1F 
Descriptives
394.2473 3.1094
388.1414
400.3531
78.6001
423.3664 8.2230
407.2188
439.5139
207.3756
732.9448 16.1988
701.1348
764.7548
407.8763
Mean
Lower Bound
Upper Bound
95%
Confidence
Interval for
Mean
Std. Deviation
Mean
Lower Bound
Upper Bound
95%
Confidence
Interval for
Mean
Std. Deviation
Mean
Lower Bound
Upper Bound
95%
Confidence
Interval for
Mean
Std. Deviation
GROUP
control
mild
moderate
Resp RT
Statistic Std. Error
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Table 2F 
Descriptives
498.0416 9.1923
480.0035
516.0798
291.9897
537.0533 10.8165
515.8248
558.2819
324.4951
Mean
Lower
Bound
Upper
Bound
95%
Confidence
Interval for
Mean
Std. Deviation
Mean
Lower
Bound
Upper
Bound
95%
Confidence
Interval for
Mean
Std. Deviation
Condition
single
multiple
Resp RT
Statistic Std. Error
 
Table 3F 
Descriptives
515.4421 9.7227
496.3619
534.5223
301.0888
517.4347 10.2369
497.3452
537.5243
315.5225
Mean
Lower
Bound
Upper
Bound
95%
Confidence
Interval for
Mean
Std. Deviation
Mean
Lower
Bound
Upper
Bound
95%
Confidence
Interval for
Mean
Std. Deviation
HAND
left
right
Resp RT
Statistic Std. Error
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Table 4F 
Tests of Finger by Condition Between-Subjects Effects
Dependent Variable: Response.RT
83553705.313 1 83553705.313 93.9 .075 .990 .131
834034.403 .937 890120.248b
201514.053 3 67171.351 .150 .919 .242 .014
632684.551 1.417 446431.782c
825042.457 1 825042.457 3.343 .191 .591 .061
571363.868 2.315 246807.919d
562214.385 2 281107.192 2.970 .052 .003 .369
179993306.725 1902 94633.705e
Source
Hyp
Err
Intercept
Hyp
Err
FINGER
Hyp
Err
COND
Hyp
Err
FINGER
* COND
Type III Sum of
Squares df Mean Square F Sig.
Eta
Sq
Obs
Pwra
Computed using alpha = .0125a. 
1.114 MS(CONDITIO) - 9.875E-02 MS(FINGER * CONDITIO) - 1.556E-02 MS(Error)b. 
1.887 MS(FINGER * CONDITIO) - .887 MS(Error)c. 
.816 MS(FINGER * CONDITIO) + .184 MS(Error)d. 
MS(Error)e.  
Table 5F 
Tests Hand by Condition Between-Subjects Effects
Dependent Variable: Response.RT
507809053.2 1 507809053.2 703.60 .02 .999 .842
721731.007 1 721731.007b
19.407 1 19.407 .001 .98 .001 .013
17460.584 1 17460.584c
721731.007 1 721731.007 41.335 .10 .976 .100
17460.584 1 17460.584c
17460.584 1 17460.584 .184 .67 .000 .021
180584629.4  94795.081d
Source
Hyp
Err
Intercept
Hyp
Err
HAND
Hyp
Err
COND
Hyp
Err
HAND *
COND
Type III Sum of
Squares df Mean Square F Sig.
Eta
Sq
Obs
Pwra
Computed using alpha = .0125a. 
 MS(CONDITIO)b. 
 MS(HAND * CONDITIO)c. 
MS(Error)d.  
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Table 6F 
Tests of Finger by Group Between-Subjects Effects
Dependent Variable: Response.RT
332064884 1 332064884.26 23.2 .041 .921 .259
28675649.7 2.000 14337823.748b
466282.757 3 155427.586 5.44 .038 .731 .360
171556.027 6.001 28590.115c
28675863.4 2 14337931.724 400 .000 .983 1.000
485666.367 13.6 35801.837d
171536.078 6 28589.346 .399 .880 .001 .065
135919602 1897 71649.764e
Source
Hyp
Err
Intercept
Hyp
Err
FINGER
Hyp
Err
GROUP
Hyp
Err
FINGER *
GROUP
Type III Sum
of Squares df Mean Square F Sig.
Eta
Sq
Obs
Pwra
Computed using alpha = .0125a. 
1.000 MS(GROUP) + 7.569E-06 MS(Error)b. 
1.000 MS(FINGER * GROUP) + 1.784E-05 MS(Error)c. 
.833 MS(FINGER * GROUP) + .167 MS(Error)d. 
MS(Error)e.  
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Table 7F 
Group Planned Contrast Results (K Matrix)
-14.620
0
-14.620
42.590
.731
-121.099
91.859
-338.570
0
-338.570
42.590
.000
-445.049
-232.090
Contrast Estimate
Hypothesized Value
Difference (Estimate - Hypothesized)
Std. Error
Sig.
Lower Bound
Upper Bound
98.75% Confidence Interval for
Difference
Contrast Estimate
Hypothesized Value
Difference (Estimate - Hypothesized)
Std. Error
Sig.
Lower Bound
Upper Bound
98.75% Confidence Interval for
Difference
GROUP Repeated
Contrast
Level 1 vs. Level 2
Level 2 vs. Level 3
Response.
RT
Dependent
Variable
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Table 8F 
finger by Group Planned Contrast Test Results
Dependent Variable: Response.RT
6309103.958 2 3154551.979 44.027 .000 .044 1.000
135919602.5 1897 71649.764
Source
Contrast
Error
Sum of
Squares df Mean Square F Sig.
Eta
Sq Powera
Computed using alpha = .0125a. 
 
Table 9F 
Tests Hand by Condition Between-Subjects Effects
Dependent Variable: Response.RT
507809053.2 507809053.2 703.6 ** 1.0 .842
721731.007 721731.007b
19.407 19.407 .001 ** .00 .013
17460.584 17460.584c
721731.007 721731.007 41.335 ** .98 .100
17460.584 17460.584c
17460.584 17460.584 .184 ** .00 .021
180584629.4 94795.081d
Source
Hyp
Err
Intercept
Hyp
Err
HAND
Hyp
Err
COND
Hyp
Err
HAND *
COND
Type III Sum of
Squares df Mean Square F Sig.
Eta
Sq
Obs
Pwra
Computed using alpha = .0125a. 
 MS(CONDITIO)b. 
 MS(HAND * CONDITIO)c. 
MS(Error)d.  
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Table 10F 
Tests of Hand by Group Between-Subjects Effects
Dependent Variable: Response.RT
509940115.2 1 509940115.2 22.791 .041 .92 .256
44748998.550 2.0 22374498.521b
2630.568 1 2630.568 .073 .813 .04 .013
72381.662 2.0 36190.077c
44749231.570 2 22374615.785 618.3 .002 1.0 1.000
72379.780 2 36189.890d
72379.780 2 36189.890 .505 .604 .00 .048
136482224.2 1903 71719.508e
Source
Hyp
Err
Intercpt
Hyp
Err
HAND
Hyp
Err
GROUP
Hyp
Err
HAND *
GROUP
Type III Sum
of Squares df Mean Square F Sig.
Eta
Sq
 Obs
Pwra
Computed using alpha = .0125a. 
1.000 MS(GROUP) + 5.258E-06 MS(Error)b. 
1.000 MS(HAND * GROUP) + 5.258E-06 MS(Error)c. 
 MS(HAND * GROUP)d. 
MS(Error)e.  
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Table 11F 
Hand by Group Planned Contrast Results (K Matrix)
-27.74
-27.74
21.255
.192
-80.88
25.395
-297.182
-297.182
21.322
.000
-350.489
-243.874
Contrast Estimate
Hypothesized Value
Difference (Estimate - Hypothesized)
Std. Error
Sig.
Lower Bound
Upper Bound
98.75% Confidence Interval for
Difference
Contrast Estimate
Hypothesized Value
Difference (Estimate - Hypothesized)
Std. Error
Sig.
Lower Bound
Upper Bound
98.75% Confidence Interval for
Difference
GROUP Repeated
Contrast
Level 1 vs. Level 2
Level 2 vs. Level 3
Response.RT
Dependent
Variable
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Table 12F 
Hand by Group Planned Contrast Test Results
Dependent Variable: Response.RT
20502732.068 2 10251366.0 142.937 .000 .131 1.000
136482224.2 1903 71719.508
Source
Contrast
Error
Sum of
Squares df
Mean
Square F Sig. Eta Sq
Obs
Pwra
Computed using alpha = .0125a. 
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Appendix G 
EXPERIMENT TWO ANALYSIS OUTPUT 
Table 1G 
  Descriptive Statistics
Dependent Variable: ITEM1.RT
393.1333 193.5381 120
314.7080 138.2271 113
309.3190 135.3339 116
343.5182 195.1920 110
319.6667 179.6119 108
340.5431 172.7961 116
518.2185 362.6155 119
498.9554 255.8643 112
625.9364 305.7837 110
420.1461 273.3578 349
378.2853 214.7941 333
421.7456 257.1517 342
396.9412 160.3624 119
315.2672 109.1257 116
352.5534 157.3522 103
298.6726 206.5468 113
318.4414 174.4128 111
364.0566 256.0902 106
523.7203 372.2823 118
505.5413 355.7136 109
608.5179 348.2254 112
407.9571 278.0069 350
378.0417 250.3994 336
445.6604 292.8357 321
395.0293 177.4321 239
314.9913 124.0657 229
329.6530 147.3578 219
320.7937 201.8282 223
319.0457 176.5901 219
351.7703 216.4134 222
520.9578 366.6912 237
502.2036 308.4762 221
617.1486 327.2586 222
414.0429 275.5654 699
378.1629 233.1822 669
433.3243 275.0580 663
408.5185 263.0402 2031
SeqLength
1.00
2.00
3.00
1.00
2.00
3.00
1.00
2.00
3.00
1.00
2.00
3.00
1.00
2.00
3.00
1.00
2.00
3.00
1.00
2.00
3.00
1.00
2.00
3.00
1.00
2.00
3.00
1.00
2.00
3.00
1.00
2.00
3.00
1.00
2.00
3.00
Totala
GROUP
control
mild
moderate
Total
control
mild
moderate
Total
control
mild
moderate
Total
HAND
Left
Right
Total
Mean Std. Deviation N
a.  
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Table 2G 
Tests of Between-Subjects Effects
Dependent Variable: ITEM1.RT
337852488 1 337852488.3 34.2 .027 .944 .829
20070876.4 2.0 9886002.500b
2431.923 1 2431.923 .114 .845 .239 .051
7761.093 .364 21335.383c
19591023.6 2 9795511.818 24.3 .007 .929 .973
1492886.401 3.7 403179.113d
1014656.385 2 507328.192 1.23 .386 .390 .150
1583746.032 3.8 412057.280e
50346.349 2 25173.174 .665 .563 .249 .104
151484.444 4.0 37831.286f
67971.440 2 33985.720 .898 .476 .310 .124
151388.535 4.0 37827.678g
1663834.068 4 415958.517 11.0 .020 .917 .854
151296.914 4 37824.228h
151296.914 4 37824.228 .645 .630 .001 .213
117997404 2013 58617.687i
Source
Hyp
Err
Intercpt
Hyp
Err
HAND
Hyp
Err
GROUP
Hyp
Err
SEQLEN
Hyp
Err
HAND * GRP
Hyp
Err
HAND *
SEQLEN
Hyp
Err
GROUP *
SEQLEN
Hyp
Err
HAND * GRP
* SEQLEN
Type III Sum
of Squares df Mean Square F Sig.
 Eta
Sq
Obs
Pwra
Computed using alpha = .05a. 
1.000 MS(GROUP) + 1.000 MS(SEQLENGT) - 1.000 MS(GROUP * SEQLENGT) - 7.199E-05
MS(Error)
b. 
1.000 MS(HAND * GROUP) + 1.000 MS(HAND * SEQLENGT) - 1.000 MS(HAND * GROUP *
SEQLENGT) - 7.199E-05 MS(Error)
c. 
 MS(HAND * GROUP) + 1.000 MS(GROUP * SEQLENGT) - 1.000 MS(HAND * GROUP *
SEQLENGT)
d. 
 MS(HAND * SEQLENGT) + 1.000 MS(GROUP * SEQLENGT) - 1.000 MS(HAND * GROUP *
SEQLENGT)
e. 
1.000 MS(HAND * GROUP * SEQLENGT) + 3.394E-04 MS(Error)f. 
1.000 MS(HAND * GROUP * SEQLENGT) + 1.659E-04 MS(Error)g. 
 MS(HAND * GROUP * SEQLENGT) i.  MS(Error)h.  
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Table 3G 
Planned Group Contrast Results (K Matrix)
-11.503
0
-11.503
33.498
.731
-77.197
54.191
-244.461
0
-244.461
32.808
.000
-308.803
-180.120
Contrast Estimate
Hypothesized Value
Difference (Estimate - Hypothesized)
Std. Error
Sig.
Lower Bound
Upper Bound
95% Confidence Interval for
Difference
Contrast Estimate
Hypothesized Value
Difference (Estimate - Hypothesized)
Std. Error
Sig.
Lower Bound
Upper Bound
95% Confidence Interval for
Difference
GROUP Repeated
Contrast
Level 1 vs. Level 2
Level 2 vs. Level 3
ITEM1.RT
Dep
Variable
 
Table 4G 
Group Planned Contrast Test Results
Dependent Variable: ITEM1.RT
4569296.907 2 2284648.5 38.98 .000 .037 1.000
117997403.801 2013 58617.687
Source
Contrast
Error
Sum of Squares df
Mean
Square F Sig. Eta Sq Obs Pwra
Computed using alpha = .05a. 
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Appendix H 
INTER-RESPONSE INTERVAL ANALYSIS OUTPUT 
Table 1H 
IRI Descriptive Statistics
Dependent Variable: MEANIRI
.0000 .0000 239
537.7904 109.2889 229
577.9041 131.8898 219
363.4862 283.4568 687
.0000 .0000 223
408.1553 168.0672 219
458.8468 149.8896 222
288.0271 243.3461 664
.0000 .0000 237
768.1222 381.3602 221
864.1779 344.6438 222
531.7684 488.6642 680
.0000 .0000 699
571.4425 288.3056 669
633.8952 286.3176 663
395.1588 369.7424 2031
SeqLength
1.00
2.00
3.00
Total
1.00
2.00
3.00
Total
1.00
2.00
3.00
Total
1.00
2.00
3.00
Total
GROUP
control
mild
moderate
Total
Mean
Std.
Deviation N
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Table 2H 
Tests IRI Between-Subjects Effects
Dependent Variable: MEANIRI
483414314.66 1 483414315 374 .033 1.0 .591
1291639.597 1 1291639.597b
33708684.740 2 16854342.4 172 .006 .99 .987
196150.170 2 98075.085c
1291639.597 1 1291639.597 13.2 .068 .87 .296
196153.188 2.000 98074.248d
196150.170 2 98075.085 1.714 .181 .00 .262
75884343.363 1326 57228.012e
Source
Hyp
Err
Intercpt
Hyp
Err
GROUP
Hyp
Err
SEQLEN
Hyp
Err
GRP *
SEQLEN
Type III Sum of
Squares df Mean Square F Sig.
Eta
Sq
Obs
Pwra
Computed using alpha = .05a. 
 MS(SEQLENGT)b. 
 MS(GROUP * SEQLENGT)c. 
1.000 MS(GROUP * SEQLENGT) + 2.049E-05 MS(Error)d. 
MS(Error)e.  
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Table 3H 
IRI Group Planned Contrast Results (K Matrix)
119.057
0
119.057
22.784
.000
67.932
170.183
-405.331
0
-405.331
22.706
.000
-456.282
-354.380
Contrast Estimate
Hypothesized Value
Difference (Estimate - Hypothesized)
Std. Error
Sig.
Lower Bound
Upper Bound
97.5% Confidence Interval for
Difference
Contrast Estimate
Hypothesized Value
Difference (Estimate - Hypothesized)
Std. Error
Sig.
Lower Bound
Upper Bound
97.5% Confidence Interval for
Difference
GROUP Repeated
Contrast
Level 1 vs. Level 2
Level 2 vs. Level 3
MEANIRI
Dep
Variable
 
Table 4H 
IRI Planned Contrast Test Results
Dependent Variable: MEANIRI
19261762.964 2 9630881.482 168.290 .000 .202 1.000
75884343.363 1326 57228.012
Source
Contrast
Error
Sum of
Squares df Mean Square F Sig.
Eta
Sq
Obs
Pwra
Computed using alpha = .05a. 
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Appendix I 
RATIO EFFECT ONE-SAMPLE T-TEST ANALYSIS OUTPUT 
Table 1I 
Control Group One-Sample Statistics
448 .5929 .2535 1.198E-02RATIO
N Mean
Std.
Deviation
Std. Error
Mean
 
Table 2I 
Control Group One-Sample Test
-33.999 447 .000 -.4071 -.4307 -.3836RATIO
t df
Sig.
(2-tailed)
Mean
Difference Lower Upper
95% Confidence
Interval of the
Difference
Test Value = 1
 
Table 3I 
Mild Group One-Sample Statistics
441 .8102 .5631 2.682E-02RATIO
N Mean
Std.
Deviation
Std. Error
Mean
 
Table 4I 
Mild Group One-Sample Test
-7.079 440 .000 -.1898 -.2425 -.1371RATIO
t df
Sig.
(2-tailed)
Mean
Difference Lower Upper
95% Confidence
Interval of the
Difference
Test Value = 1
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Table 5I 
Moderate Group One-Sample Statistics
443 .7538 .4635 2.202E-02RATIO
N Mean
Std.
Deviation
Std. Error
Mean
 
 
 
Table 6I 
Moderate Group One-Sample Test
-11.179 442 .000 -.2462 -.2895 -.2029RATIO
t df
Sig.
(2-tailed)
Mean
Difference Lower Upper
95% Confidence
Interval of the
Difference
Test Value = 1
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Appendix J 
INDIVIDUAL ANALYSIS OUTPUT 
Table 1J 
Participant 3 Mild GroupTest  Effects
Dependent Variable: ITEM1.RT
59480329.1 1 59480329.1 365.6 .003 .995 1.00
325465.771 2.00 162713.206b
23.503 1 23.503 .003 .962 .001 .050
16286.734 2.00 8123.653c
325600.430 2 162800.215 20.05 .047 .953 .651
16237.287 2 8118.644d
16237.287 2 8118.644 .491 .613 .003 .130
5656467.337 342 16539.378e
Source
Hyp
Err
Intercpt
Hyp
Err
HAND
Hyp
Err
SEQLEN
Hyp
Err
HAND *
SEQLEN
Type III Sum
of Squares df
Mean
Square F Sig.
Eta
Sq
Obs
Pwra
Computed using alpha = .05a. 
.999 MS(SEQLENGT) + 5.949E-04 MS(Error)b. 
.999 MS(HAND * SEQLENGT) + 5.949E-04 MS(Error)c. 
 MS(HAND * SEQLENGT)d. 
MS(Error)e.  
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Table 2J 
Particpant 3 Mild group Sequence Length Planned Contrast Results (K Matrix)
-3.885
0
-3.885
23.682
.870
-50.465
42.695
-73.256
0
-73.256
24.561
.003
-121.565
-24.947
Contrast Estimate
Hypothesized Value
Difference (Estimate - Hypothesized)
Std. Error
Sig.
Lower Bound
Upper Bound
95% Confidence Interval for
Difference
Contrast Estimate
Hypothesized Value
Difference (Estimate - Hypothesized)
Std. Error
Sig.
Lower Bound
Upper Bound
95% Confidence Interval for
Difference
SeqLength
Repeated Contrast
Level 1 vs. Level 2
Level 2 vs. Level 3
ITEM1.RT
 Dep
Variable
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Table 3J 
 Participant 3 mild Group Test Results
Dependent Variable: ITEM1.RT
204729.421 2 102364.711 6.189 .002 .035 .890
5656467.337 342 16539.378
Source
Contrast
Error
Sum of
Squares df
Mean
Square F Sig. Eta Sq Obs Pwra
Computed using alpha = .05a. 
 
Table 4J 
Particpant 1 Mild Group Tests of Between-Subjects Effects
Dependent Variable: ITEM1.RT
18190002.5 1 18190002.53 1082.08 .001 .998 1.000
33757.805 2.01 16810.270b
6940.519 1 6940.519 .046 .850 .023 .052
300477.118 2.00 150170.112c
33575.755 2 16787.878 .112 .899 .101 .055
300483.352 2 150241.676d
300483.352 2 150241.676 3.092 .047 .020 .593
15064078.6 310 48593.802e
Source
Hyp
Err
Intercpt
Hyp
Err
HAND
Hyp
Err
SEQLEN
Hyp
Err
HAND *
SEQLEN
Type III Sum
of Squares df Mean Square F Sig.
Eta
Sq
Obs
Pwra
Computed using alpha = .05a. 
.999 MS(SEQLENGT) + 7.040E-04 MS(Error)b. 
.999 MS(HAND * SEQLENGT) + 7.040E-04 MS(Error)c. 
 MS(HAND * SEQLENGT)d. 
MS(Error)e.  
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Table 5J 
Participant 2 Control Group Tests of Between-Subjects Effects
Dependent Variable: ITEM1.RT
58112280.416 1 58112280.4 214.8 .005 .991 1.000
541011.999 2.0 270503.461b
73202.535 1 73202.535 .585 .524 .226 .077
250130.944 2.0 125062.933c
541036.184 2 270518.092 2.163 .316 .684 .147
250138.031 2 125069.015d
250138.031 2 125069.015 5.792 .003 .032 .868
7557464.661 350 21592.756e
Source
Hyp
Err
Intercpt
Hyp
Err
HAND
Hyp
Err
SEQLEN
Hyp
Err
HAND *
SEQLEN
Type III Sum of
Squares df Mean Square F Sig. Eta Sq
Obs
Pwra
Computed using alpha = .05a. 
1.000 MS(SEQLENGT) + 5.878E-05 MS(Error)b. 
1.000 MS(HAND * SEQLENGT) + 5.878E-05 MS(Error)c. 
 MS(HAND * SEQLENGT)d. 
MS(Error)e.  
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Table 6J 
Particpant 6 Control Group Tests of Between-Subjects Effects
Dependent Variable: ITEM1.RT
26255464.4 1 26255464 125.62 .008 .984 .998
418261.455 2.0 209003.6b
451.105 1 451.105 .011 .925 .006 .051
80456.651 2.0 40100.938c
419514.557 2 209757.3 5.219 .161 .839 .268
80387.990 2 40193.995d
80387.990 2 40193.995 2.464 .087 .015 .494
5300521.634 325 16309.297e
Source
Hyp
Err
Intercpt
Hyp
Err
HAND
Hyp
Err
SEQLEN
Hyp
Err
HAND *
SEQLEN
Type III Sum
of Squares df
Mean
Square F Sig.
Eta
Sq
Obs
Pwra
Computed using alpha = .05a. 
.996 MS(SEQLENGT) + 3.896E-03 MS(Error)b. 
.996 MS(HAND * SEQLENGT) + 3.896E-03 MS(Error)c. 
 MS(HAND * SEQLENGT)d. 
MS(Error)e.  
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Table 7J 
Participant 7 Moderate Group Tests of Between-Subjects Effects
Dependent Variable: ITEM1.RT
175078399.394 1 175078399.394 398.900 .002 .995 1.000
877915.722 2.000 438902.580b
15953.950 1 15953.950 .114 .768 .054 .055
280378.845 2.001 140134.131c
878017.573 2 439008.786 3.132 .242 .758 .188
280298.442 2 140149.221d
280298.442 2 140149.221 1.546 .215 .009 .328
31184274.970 344 90651.962e
Source
Hyp
Err
Intercpt
Hyp
Err
HAND
Hyp
Err
SEQLEN
Hyp
Err
HAND *
SEQLEN
Type III Sum
of Squares df Mean Square F Sig.
Eta
Sq
Obs
Pwra
Computed using alpha = .05a. 
1.000 MS(SEQLENGT) + 3.049E-04 MS(Error)b. 
1.000 MS(HAND * SEQLENGT) + 3.049E-04 MS(Error)c. 
 MS(HAND * SEQLENGT)d. 
MS(Error)e.  
Table 8J 
Participant 8 Moderate Group Tests of Between-Subjects Effects
Dependent Variable: ITEM1.RT
46645045.8 1 46645045.8 97.910 .010 .980 .992
953187.461 2.00 476407.757b
26837.650 1 26837.650 .254 .664 .113 .062
211524.804 2.00 105576.238c
953731.938 2 476865.969 4.516 .181 .819 .242
211210.678 2 105605.339d
211210.678 2 105605.339 1.313 .270 .008 .283
26058428.2 324 80427.247e
Source
Hyp
Err
Intercpt
Hyp
Err
HAND
Hyp
Err
SEQLEN
Hyp
Err
HAND *
SEQLEN
Type III Sum
of Squares df
Mean
Square F Sig.
Eta
Sq
Obs
Pwra
Computed using alpha = .05a. 
.999 MS(SEQLENGT) + 1.156E-03 MS(Error)b. 
.999 MS(HAND * SEQLENGT) + 1.156E-03 MS(Error)c. 
 MS(HAND * SEQLENGT)d. 
MS(Error)e.  
 
 
