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Tangent cones to positive-(1, 1) De Rham
currents
Costante Bellettini
Abstract: We consider positive-(1, 1) De Rham currents in arbitrary
almost complex manifolds and prove the uniqueness of the tangent cone at
any point where the density does not have a jump with respect to all of its
values in a neighbourhood. Without this assumption, counterexamples to
the uniqueness of tangent cones can be produced already in Cn, hence our
result is optimal. The key idea is an implementation, for currents in an
almost complex setting, of the classical blow up of curves in algebraic or
symplectic geometry. Unlike the classical approach in Cn, we cannot rely on
plurisubharmonic potentials.
1 Introduction
In many problems from analysis one is naturally led to study possi-
bly non-smooth objects: W 1,2-harmonic maps between manifolds, volume-
minimizing currents and weak solutions to equations are a few important
examples. In order to understand the behaviour of the object around a sin-
gular point, the first study that is typically done is the blow-up analysis. We
look at the object inside smaller and smaller balls Brn(x) centered at the
chosen point x and dilate to a reference size (e.g. the unit ball). For any
sequence {rn} of radii the rescaled objects converge, up to a subsequence, to
what is called a tangent (tangent maps, tangent cones...). Of course we ask
the question: will we get different tangents by choosing different sequences
of radii for the blow-up analysis? If not, then we say that the object under
investigation has a unique tangent at the chosen point. This uniqueness is
a very important regularity property, which has been widely investigated in
several problems using different techniques. Without hoping to do justice to
the vast literature, we present a short overview (see also the survey [13]).
Regarding tangent cones at a point x of a mass-minimizing current it is
known that the masses of the rescaled currents converge in a non-increasing
fashion towards the so-called density at x: the speed of convergence is called
rate of decay of the mass ratio at x. An approach often used to prove
uniqueness of the tangent cone at x is to show that this rate of decay is
fast enough (see [10] 5.4.3). In [32] B. White proved the uniqueness of
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tangent cone at all points of a 2-dimensional mass-minimizing integral cycle
by showing, via a comparison method, an epiperimetric inequality, from
which the desired decay followed. In [22] D. Pumberger and T. Rivière
proved, also by showing the “fast decay property”, that at any point of a
semi-calibrated integral 2-cycle the tangent cone is unique.
In other works on (semi-)calibrated 2-cycles alternative proofs have been
given by using techniques of slicing with positive intersection: this is the case
of integral pseudo-holomorphic 2-cycles in dimension 4 (C. H. Taubes in [29],
T. Rivière and G. Tian in [23]) and integral Special Legendrian 2-cycles in
dimension 5 (the author and T. Rivière in [2], [3]).
In [24] the uniqueness for pseudo holomorphic integral 2-dimensional cy-
cles is achieved in arbitrary codimension by means of a lower-epiperimetric
inequality.
In [27] L. Simon proved that if a tangent cone to a minimal integral
current has multiplicity one and has an isolated singularity, then it is unique.
This proof applies to tangents at isolated singular points for harmonic maps
taking values into an analytic manifold and is based on the Lojaciewicz
inequality, again leading to a rate of decay (for the energy) which implies
the uniqueness. On the other hand, White showed in [33] that tangent maps
at isolated singularities of harmonic maps might fail to be unique if the
assumption of analiticity on the target manifold is dropped.
Negative answers to the uniqueness of tangent cones have also been ob-
tained in the case of non-rectifiable mass-minimizing currents: this failure
was proved for positive-(p, p) normal cycles in a complex manifold by C. O.
Kiselman in [16] and in further works, see [4] and [5], where necessary and
sufficient conditions on the rate of decay of the mass ratio are given, under
which the uniqueness holds (these works are closely related to the issue of
tangent maps to plurisubharmonic maps).
The problems described so far are of elliptic type, the use of blow-up
techniques goes however much further. For example in [1] the authors address
a rectifiability issue for a measure arising in the context of conservation laws
for hyperbolic PDEs and employ for the proof a delicate blow-up analysis.
Turning our attention to a parabolic problem, the classification of possible
singularities arising after finite time for a Mean-Curvature Flow is again built
upon a blow-up analysis.
In the present work we will be dealing with a a first order elliptic pro-
blem: we address the issue of the uniqueness of blow-ups for positive-(1, 1)
normal cycles in almost complex manifolds. We present a new technique,
which does not require the understanding of the rate of decay.
We will now describe the setting and the connections to other problems,
after which a sketch of the proof will be provided.
Setting. Let (M, J) be a smooth almost complex manifold of dimension
2n+ 2 (with n ∈ N∗), endowed with a non-degenerate 2-form ω compatible
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with J . If dω = 0 then we have a symplectic form, but we will not need
to assume closedness. Let g be the associated Riemannian metric, g(·, ·) :=
ω(·, J ·).
The form ω is a semi-calibration onM for the metric g, i.e. the comass
‖ω‖∗ is 1; recall that the comass of ω is defined to be
||ω||∗ := sup{〈ωx, ξx〉 : x ∈M, ξx is a unit simple 2-vector at x},
where the metric that we are using on TxM is naturally gx. Then
‖ω‖∗ = 1 follows from ω(·, ·) = g(J ·, ·), recalling that J is an orthogonal
endomorphism. If ω is closed, then we have a classical calibration, as in [14].
Among the oriented 2-dimensional planes of the GrassmanniansG(x, TxM),
we pick those that, represented as unit simple 2-vectors, realize the equality
〈ωx, ξx〉 = 1. Define the set G(ω) of 2-planes calibrated by ω as
G(ω) := ∪x∈M Gx := ∪x∈M{ξx ∈ G(x, TxM) : 〈ωx, ξx〉 = 1}.
Before turning to the main object of these work, let us recall a few facts
from Geometric Measure theory.
Currents were first introduced by De Rham as the dual space of smooth
and compactly supported differential forms (see [6]). Some distinguished
classes of currents have, since the sixties, played a key role in Geometric
Measure Theory (see [11], [10], [21], [12] or [26]).
For De Rham currents we have the notions of boundary and mass, which
we now recall in the case of interest, i.e. a 2-dimensional De Rham current
C (the case of general dimension is completely analogous).
The boundary ∂C of C is the 1-dimensional current characterized by its
action on an arbitrary compactly supported one-form α as follows:
(∂C)(α) := C(dα) = 0.
The mass of C is
M(C) := sup{C(β) : β compactly supported 2-form, ||β||∗ ≤ 1}.
A De Rham current C such that M(C) and M(∂C) are finite is called a
normal current. Any current C of finite mass is representable by integration
(see [12] pages 125-126), i.e. there exist
(i) a positive Radon measure ‖C‖,
(ii) a generalized tangent space ~Cx ∈ Λ2 (TxM), that is defined for
‖C‖-a.a. points x, is ‖C‖-measurable and has1 mass-norm 1,
1The mass-norm for 2-vectors is defined in duality with the comass on two-forms. The
unit ball for the mass-norm on Λ2R2n+2 is the convex envelope of unit simple 2-vectors.
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such that the action of C on any 2-form β with compact support is
expressed as follows
C(β) =
∫
M
〈β, ~C〉d‖C‖.
A current with zero boundary is shortly called a cycle. We will consider
a ω-positive normal 2-cycle T . Equivalent notions of ω-positiveness (see
[14] or [15]) are
• ~T ∈ convex hull ofG(ω) ‖T‖-a.e.
• 〈ω, ~T 〉 = 1 ‖T‖-a.e.
The last condition is clearly equivalent to the important equality
T (ω) =
∫
M
〈ω, ~T 〉d‖T‖ = M(T ). (1)
Remark that for arbitrary currents M(C) := sup{C(β) : ||β||∗ ≤ 1} and
in general this sup need not be achieved. Also remark that for currents of
finite mass the action can be extended to forms with non-compact support
(actually to forms with merely bounded Borel coefficients, see [12] page 127).
So T (ω) in (1) makes sense.
In the case when ω is closed, from (1) one also gets the important fact
that a ω-positive T is (locally) homologically mass-minimizing (see [14]).
In the case of a non-closed ω, the same argument shows that a ω-positive
cycle T is locally an almost-minimizer of the mass (also called λ-minimizer).
When the normal cycle is actually rectifiable (see [10] or [12] for definitions)
a common term used, instead of ω-positive, is ω-(semi)calibrated.
In the case we are investigating there is a useful equivalent character-
ization for the fact that a unit simple 2-vector at x is in Gx, i.e. it is
ωx-calibrated. Indeed, testing on w1 ∧ w2 such that w1 and w2 are unit
orthogonal vectors at x for gx and recalling that J is an othogonal endomor-
phism of the tangent space we get
ωx(w1 ∧ w2) = 1⇔ gx(Jx(w1), w2) = 1⇔ Jx(w1) = w2. (2)
Thus a 2-plane is in Gx if an only if it is Jx-invariant or, in other words,
if an only if it is Jx-holomorphic.
So an equivalent way to express ω-positiveness is that ‖T‖-a.e. ~T belongs
to the convex hull of J-holomorphic simple unit 2-vectors, in particular ~T
itself is J-invariant. For this reason ω-positive normal cycles are also called
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positive-(1, 1) normal cycles2. Remarkably the (1, 1)-condition only depends
on J , so a positive-(1, 1) cycle is ω-positive for any J-compatible couple
(ω, g).
Positive cycles satisfy an important almost monotonicity property : at
any point x0 the mass ratio
M(T Br(x0))
pir2
is an almost-increasing function
of r, i.e. it can be expressed as a weakly increasing function of r plus an
infinitesimal of r. The precise statement can be found in section 2.
Monotonicity yields a well-defined limit
ν(x0) := lim
r→0
M(T Br(x0))
pir2
.
This is called the (two-dimensional) density of the current T at the point x0
(Lelong number in the classical literature, see [18]). The almost monotonicity
property also yields that the density is an upper semi-continuous function.
Consider a dilation of T around x0 of factor r which, in normal coordi-
nates around x0, is expressed by the push-forward of T under the action of
the map
x− x0
r
:
(Tx0,r B1)(ψ) :=
[(
x− x0
r
)
∗
T
]
(χB1ψ) = T
(
χBr(x0)
(
x− x0
r
)∗
ψ
)
.
(3)
The current Tx0,r is positive for the semi-calibration ωx0,r :=
1
r2
(r|x −
x0|)∗ω, with respect to the metric gx0,r(X,Y ) := 1r2 g ((r|x− x0|)∗X, (r|x− x0|)∗Y ).
We thus have the equality M(Tx0,r B1) =
M(T Br(x0))
r2
, where the masses
are computed respectively with respect to gx0,r and g.
The fact that
M(T Br(x0))
r2
is monotonically almost-decreasing as r ↓ 0
gives that, for r ≤ r0 (for a small enough r0), we are dealing with a fam-
ily of currents {Tx0,r B1} that satisfy the hypothesis of Federer-Fleming’s
compactness theorem (see [12] page 141) with respect to the flat metric (the
metrics gx0,r converge, as r → 0, uniformly to the flat metric g0).
Thus there exist a sequence rn → 0 and a boundaryless current T∞ such
that
Tx0,rn B1 → T∞.
This procedure is called the blow up limit and the idea goes back to De
Giorgi [8]. Any such limit T∞ turns out to be a cone (a so called tangent
2We are using the term dimension for a current as it is customary in Geometric Measure
Theory, i.e. the dimension of a current is the degree of the forms it acts on. Remark
however that in the classical works on positive currents and plurisubharmonic functions,
e.g. [18] or [28], our 2-cycle in Cn+1 would actually be called a current of bidimension
(1, 1) and bidegree (n, n).
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cone to T at x0) with density at the origin the same as the density of T at
x0. Moreover T∞ is ωx0-positive.
The main issue regarding tangent cones is whether the limit T∞ depends
or not on the sequence rn ↓ 0 yielded by the compactness theorem, i.e.
whether T∞ is unique or not. It is not hard to check that any two sequences
rn → 0 and ρn → 0 fulfilling a ≤ rnρn ≤ b for a, b > 0 must yield the
same tangent cone, so non-uniqueness can arise for sequences with different
asymptotic behaviours.
The fact that a current possesses a unique tangent cone is a symptom of
regularity, roughly speaking of regularity at infinitesimal level. It is generally
expected that currents minimizing (or almost-minimizing) functionals such
as the mass should have fairly good regularity properties. This issues are
however hard in general.
The uniqueness of tangent cones is known for some particular classes of
integral currents, namely for mass-minimizing integral cycles of dimension 2
([32]) and for general semi-calibrated integral 2-cycles ([22]).
Passing more generally to normal currents, things get harder. Many
examples of ω-positive normal 2-cycles can be given by taking a family of
pseudoholomorphic curves and assigning a positive Radon measure on it
(this can be made rigorous). However ω-positive normal 2-cycles need not
be necessarily of this form, as the following example shows.
Example 1.1. In R4 ∼= C2, with the standard complex structure, consider the
unit sphere S3 and the standard contact form γ on it.
The 2-dimensional current C1 supported in S3 and dual to γ, i.e. defined
by C1(β) :=
∫
S3 γ ∧ β dH3, is positive-(1, 1) and its boundary is given by
∂C1(α) :=
∫
S3 dγ ∧ α dH3, i.e. the boundary is the 1-current given by the
uniform Hausdorff measure on S3 and the Reeb vector field.
Now consider the positive-(1, 1) cone C with vertex at the origin, ob-
tained by assigning the uniform measure 14piH2 on CP1, i.e. C is obtained by
taking the family of holomorphic disks through the origin and endowing it
with a unifom measure of total mass 1. The current C2 := C (R4 \ B41(0))
has boundary ∂C2 = −∂C1, therefore C1 + C2 is a positive-(1, 1) cycle.
This construction shows that a ω-positive normal 2-cycle T is not very
rigid and it is not true that, restricting for example to a ball B, the current
T B is the unique minimizer for its boundary (which is instead true for
integral cycles). This can be interpreted as a lack of unique continuation for
these currents.
This issue reflects into the fact that the uniqueness of tangent cones to ω-
positive normal 2-cycles fails in general, already in the case of the complex
manifold (Cn, J0), where J0 is the standard complex structure: this was
proven by Kiselman [16]. Further works extended the result to arbitrary
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dimension and codimension (see [4] and [5], where conditions on the rate of
convergence of the mass ratio are given, under which uniqueness holds).
While in the integrable case (Cn, J0) positive cycles have been studied
quite extensively, there are no results avaliable when the structure J is almost
complex.
In this work we prove the following result:
Theorem 1.1. Given an almost complex (2n + 2)-dimensional manifold
(M, J, ω, g) as above, let T be a positive-(1, 1) normal cycle, or equivalently
a ω-positive normal 2-cycle.
Let x0 be a point of positive density ν(x0) > 0 and assume that there is
a sequence xm → x0 of points xm 6= x0 all having positive densities ν(xm)
and such that ν(xm)→ ν(x0).
Then the tangent cone at x0 is unique and is given by ν(x0)JDK for a
certain Jx0-invariant disk D.
The notation JDK stands for the current of integration on D. Our proof
actually yields the stronger result stated in theorem 2.1.
In the integrable case (Cn, J0), Siu [28] proved a beautiful and remarkable
regularity theorem, which in our situation states the following: given c > 0,
the set of points of a positive-(1, 1) cycle of density ≥ c is made of analytic
varieties each carrying a positive, real, constant multiplicity. Therefore, in
the integrable case, theorem 1.1 follows from Siu’s result.
In the non-integrable case, on the other hand, there are no regularity
results avaliable at the moment. The proofs of Siu’s theorem given in the
integrable case, see [28], [17], [19], [7], strongly rely on a connection with
a plurisubharmonic potential for the current, which is not avaliable in the
almost complex setting.
In addition to the interest for tangent cones themselves, theorems 1.1
and 2.1 are a first step towards a regularity result analogous to the one
in [28], this time in the non-integrable setting (they can be seen as an in-
finitesimal version of that). The quest for such a regularity result is strongly
motivated by several geometric issues, problems where the structure must be
perturbated from a complex to almost complex one, in order to ensure some
transversality conditions. Some of these are discussed in [9], [23], [30], [31].
We give here an example related to the study of pseudo-holomorphic maps
into algebraic varieties, as those analyzed in [23]. Indeed, if u : M4 → CP1 is
pseudoholomorphic and weakly approximable as in [23], with M4 a compact
closed 4-dimensional almost-complex manifold, denoting by $ the symplec-
tic form on CP1, then the 2-current U defined by U(β) :=
∫
M4 u
∗$ ∧ β is a
positive-(1, 1) normal cycle inM4. As explained in [23], the singular set of u
is of zero H2-measure and coincides with the set of points where the density
of U is ≥ , for a positive  depending on M4 (this is a so-called ε-regularity
7
result, see [25]). Then we would be reduced, in order to understand singu-
larities of u, to the study of points of density ≥  of U . Knowing that such
a set is made of pseudoholomorphic subvarieties, together with the fact that
it is H2-null, would imply that the singular set is made of isolated points,
the same result achieved in [23] with different techniques.
The strategy might then be applied to other dimensions. Positive-(1, 1)
cycles, or more generally other calibrated currents, might also serve for other
kind of problems, in which ε-regularity results play a role, for example when
dealing with some Yang-Mills fields for high dimensional Gauge Theory (see
for example the case of anti-self-dual instantons in section 5 of the survey
[31]).
Sketch of the proof. The key idea for the proof of our result is to
realize for our current a sort of “algebraic blow up”.
This is a well-known construction in Algebraic and Symplectic Geometry,
with the name “blow up”. To avoid confusion we will call it algebraic blow up,
since we have already introduced the notion of blow up as limit of dilations, as
customary in Geometric Measure Theory. We now briefly recall the algebraic
blow up in the complex setting (see figure 2).
Algebraic blow up (or proper transform), (see [20]). Define C˜n+1 to be
the submanifold of CPn × Cn+1 made of the pairs (`, (z0, ...zn)) such that
(z0, ...zn) ∈ `.
C˜n+1 is a complex submanifold and inherits from CPn × Cn+1 the stan-
dard complex structure, which we denote I0. The metric g0 on C˜n+1 is
inherited from the ambient CPn × Cn+1, that is endowed with the product
of the Fubini-Study metric on CPn and of the flat metric on Cn+1. Let
Φ : C˜n+1 → Cn+1 be the projection map (`, (z0, ...zn)) → (z0, ...zn). Φ
is holomorphic for the standard complex structures J0 on Cn+1 and I0 on
C˜n+1 and is a diffeomorphism between C˜n+1 \ (CPn × {0}) and Cn+1 \ {0}.
Moreover the inverse image of {0} is CPn × {0}.
C˜n+1 is a complex line bundle on CPn but we will later view it as an
orientable manifold of (real) dimension 2n + 2. The transformation Φ−1
(called proper transform) sends the point 0 6= (z0, ...zn) ∈ Cn+1 to the point
([z0, ...zn], (z0, ...zn)) ∈ C˜n+1 ⊂ CPn × Cn+1. With the almost complex
structures J0 and I0, the J0-holomorphic planes through the origin are sent
to the fibers of the line bundle, which are I0-holomorphic planes.
Outline of the argument. We have a positive-(1, 1) normal cycle T in
Cn+1, at the moment with reference to the standard complex structure J0,
and we want to to understand the tangent cones at the origin, that we
assume to be a point of density 1. By assumption we have a sequence of
points xm → 0 with densities converging to 1. Take a subsequence xmk such
that xmk|xmk |
→ y for a point y ∈ ∂B1.
We can make sense (section 4) of the proper transform
(
Φ−1
)
∗T , although
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the map Φ−1 degenerates at the origin, and prove that
(
Φ−1
)
∗T is a positive-
(1, 1) normal cycle in (C˜n+1, I0,g0).
The densities of points different than the origin are preserved under the
proper transform (see the appendix), therefore the current
(
Φ−1
)
∗T has a
sequence of points converging to a certain y0 (that lives in CPn×{0} ⊂ C˜n+1)
and the densities of these points converge to 1. More precisely y0 = H(y),
where H : S2n+1 → CPn is the Hopf projection.(
Φ−1
)
∗T is a positive-(1, 1) cycle in (C˜
n+1, I0,g0), so by upper semi-
continuity of the density y0 is also a point of density ≥ 1.
Turning now to a sequence T0,rn of dilated currents, with a limiting cone
T∞, we can take the proper transforms
(
Φ−1
)
∗T0,rn and find that all of
them share the features just described, with the same y0 (because radial
dilations do not affect the fact that there is a sequence of points of density 1
whose normalizations converge to y). But going to the limit we realize that(
Φ−1
)
∗T0,rn weakly converge to the proper transform
(
Φ−1
)
∗T∞, which is
also positive-(1, 1).
The mass is continuous under weak convergence of positive (or calibrated)
currents, therefore y0 is a point of density ≥ 1 for
(
Φ−1
)
∗T∞. This limit,
however, is of a very peculiar form, being the transform of a cone. Recall that
the fibers of C˜n+1 are holomorphic planes coming from holomorphic planes
through the origin of Cn+1. Since T∞ is a positive-(1, 1) cone, it is made of a
weighted family of holomorphic disks through the origin, as described in (4),
and the weight is a positive measure. Then
(
Φ−1
)
∗T∞ is made of a family
of fibers of the line bundle C˜n+1 with a positive weight. Then the fact that
y0 has density ≥ 1 implies that the whole fiber Ly0 at y0 is counted with a
weight ≥ 1. Transforming back, T∞ must contain the plane Φ(Ly0) with a
weight ≥ 1.
But the density of T at the origin is 1, so there is no space for anything
else and T∞ must be the disk Φ(Ly0) with multiplicity 1. Since we started
from an arbitrary sequence rn, the proof is complete, and it is also clear that
H
(
xm
|xm|
)
cannot have accumulation points other than y0.
In the almost complex setting we need to adapt the algebraic blow up,
respecting the almost complex structure.
In the next section we recall some facts on monotonicity and tangent
cones for ω-positive cycles and state the stronger theorem 2.1.
In section 3 we construct suitable coordinates, used in section 4 for the
almost complex implementation of the algebraic blow up. In section 4 we also
prove that the proper transform actually yields a current of finite mass and
without boundary. The appendix contains two lemmas: pseudo holomorphic
maps preserve both the (1, 1)-condition and the densities. With all this, in
section 5 we conclude the proof.
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2 Tangent cones to positive-(1, 1) cycles.
Given an almost complex (2n+ 2)-dimensional manifold (M, J, ω, g), let
T be a ω-positive normal 2-cycle. Tangent cones are a local matter, it suffices
then to work in a chart around the point under investigation.
One of the key properties of positive currents is the following almost
monotonicity property for the mass-ratio. The statement here follows from
proposition A.1 in the appendix, which is in turn borrowed from [22].
Proposition 2.1. Let T be a ω-positive normal cycle in an open and bounded
set of R2n+2, endowed with a metric g and a semicalibration ω. We assume
that g and ω are L-Lipschitz for some constant L > 1 and that 15I ≤ g ≤ 5I,
where I is the identity matrix, representing the flat metric.
Let Br(x0) be the ball of radius r around x0 with respect to the metric gx0
and let M be the mass computed with respect to the metric g. There exists
r0 > 0 depending only on L such that, for any x0 and for r ≤ r0 the mass ra-
tio M(T Br(x0))
pir2
is an almost-increasing function in r, i.e.
M(T Br(x0))
pir2
=
R(r) + or(1) for a function R that is monotonically non-increasing as r ↓ 0
and a function or(1) which is infinitesimal of r.
Independently of x0, the perturbation term or(1) is bounded in modulus
by C · L · r, where C is a universal constant.
The fact that r0 and C do not depend on the point yield that the density
ν(x) of T is an upper semi-continuous function; the proof is rather standard.
Another very important consequence of monotonicity is that the mass
is continuous and not just lower semi-continuous under weak convergence
of semicalibrated or positive cycles. Basically this is due to the fact that
computing mass for a ω-positive cycle amounts to testing it on the form
ω, as described in (1); testing on forms is exactly how weak convergence is
defined. This fact is of key importance for this work and will be formally
proved when needed (see (27) in section 5).
Let us now focus on tangent cones. If we perform the blow up procedure
around a point of density 0, then the limiting cone is unique and is the zero-
current. So in this situation there is no issue about the uniqueness of the
tangent cone.
We are therefore interested in the limiting behaviour around a point x0
of strictly positive density ν(x0) > 0.
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From [4] we know that any normal positive 2-cone in Cn+1 is a posi-
tive Radon measure on CPn. Combining3 this with the fact that a tangent
cone T∞ at x0 to a ω-positive cycle is ωx0-positive and has density ν(x0) at
the vertex, we get that T∞ is represented by a Radon measure, with total
measure ν(x0), on the set of ωx0-calibrated 2-planes. Precisely, there exists
a positive Radon measure τ on CPn such that, denoting by DX the Jx0-
holomorphic unit disk in B2n+21 (0) corresponding to X ∈ CPn, the action of
T∞ on any two-form β is expressed as
T∞(β) =
∫
CPn
{∫
DX
〈β, ~DX〉 dL2
}
dτ(X). (4)
Let x0 be a point of positive density ν(x0) > 0 and assume that there is
a sequence xm → x0 of points of positive density ν(xm) ≥ κ > 0 for a fixed
κ > 0. By upper-semicontinuity of ν it must be ν(x0) ≥ κ.
Blow up around x0 for the sequence of radii |xm−x0|: up to a subsequence
we get a tangent cone T∞. What can we immediately say about this cone?
With these dilations, the currents Tx0,|xm−x0| always have a point ym :=
xm−x0
|xm−x0| on the boundary of B1 with density ν(ym) ≥ κ. By compactness we
can assume ym → y ∈ ∂B1. By monotonicity, for any fixed δ > 0, localizing
to the ball Bδ(y) we find, using (1) and recalling from (3) that T∞ and Tx0,r
are positive respectively for ωx0 and ωx0,r,
M(T∞ Bδ(y)) = T∞(χBδ(y)ωx0) = limm Tx0,|xm−x0|(χBδ(y)ωx0) =
lim
m
Tx0,|xm−x0|
[
χBδ(y)
|xm − x0|2 (|xm − x0|(x− x0))
∗ ω
]
=
= lim
m
M(Tx0,|xm−x0| Bδ(y)) ≥ κpiδ2,
which4 implies that y has density ν(y) ≥ κ.
Therefore T∞ “must contain” κJDK, where D is the holomorphic disk
through 0 and y; i.e. T∞ − κJDK is a ωx0-positive cone having density
ν(x0)− κ at the vertex.
More precisely, what we have just shown the following well-known lemma.
In the sequel H : S2n+1 → CPn denotes the standard Hopf projection.
Lemma 2.1. Let x0 be a point of positive density ν(x0) > 0 and assume
that there is a sequence xm → x0, xm 6= x0, of points of positive density
ν(xm) ≥ κ > 0 for a fixed κ > 0. Let {yα}α∈A be the set of accumulation
3As explained in [16] and [4], the family of possible tangent cones at a point x0 must
be a convex and connected subset of the space of ωx0 -positive cones with density ν(x0).
4This computation is an instance of the fact that the mass is continuous under weak con-
vergence of positive currents, unlike the general case when it is just lower semi-continuous.
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points on CPn for the sequence ym := H
(
xm−x0
|xm−x0|
)
. Let Dα be the Jx0-
holomorphic disk in Tx0M containing 0 and H−1(yα). Then for every α ∈ A
there is at least a tangent cone to T at x0 of the form κJDαK + T˜α, for a
ωx0-positive cone T˜α.
In other words, each κJDαK “must appear” in at least one tangent cone.
What about all other (possibly different) tangent cones that we get by choos-
ing different sequences of radii?
The following result shows that any tangent cone to T at x0 “must con-
tain” each disk κJDαK, for all α ∈ A.
Theorem 2.1. Given an almost complex (2n + 2)-dimensional manifold
(M, J, ω, g), let T be a ω-positive normal 2-cycle.
Let x0 be a point of positive density ν(x0) > 0 and assume that there is
a sequence of points {xm} such that xm → x0, xm 6= x0 and the xm have
positive densities satisfying lim infm→∞ ν(xm) ≥ κ for a fixed κ > 0.
Let {yα}α∈A be the set of accumulation points on CPn for the sequence
ym := H
(
xm−x0
|xm−x0|
)
. Let Dα be the Jx0-holomorphic disk in Tx0M containing
0 and H−1(yα).
Then the points yα’s are finitely many and any tangent cone T∞ to T at
x0 is such that T∞ −⊕ακJDαK, is a ωx0-positive cone.
Remark 2.1. It follows that the cardinality of the yα’s is bounded by
⌊
ν(x0)
κ
⌋
.
In particular, theorem 1.1 follows from this result.
3 Pseudo holomorphic polar coordinates
T is ω-positive 2-cycle of finite mass in a (2n + 2)-dimensional almost
complex manifold endowed with a compatible metric and form, (M, J, ω, g);
T is shortly called a (1, 1)-normal cycle.
Since tangent cones to T at a point x0 are a local issue it suffices to work in
a chart. We can assume straight from the beginning to work in the geodesic
ball of radius 2, in normal coordinates centered at x0; for this purpose it
is enough to start with the current T already dilated enough around x0.
Always up to a dilation, without loss of generality we can actually start with
the following situation.
T is a ω-positive normal cycle in the unit ball B2n+22 (0), the coordi-
nates are normal, J is the standard complex structure at the origin, ω is
the standard symplectic form at the origin, ‖ω − ω0‖C2,ν(B2n+22 ) and ‖J −
J0‖C2,ν(B2n+22 ) are small enough.
The dilations needed for the blow up are expressed by the map
x
r
for r > 0
(we are in a normal chart centered at the origin). So in these coordinates we
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need to look at the family of currents
T0,r :=
(x
r
)
∗
T.
It turns out effective, however, to work in coordinates adapted to the
almost-complex structure, as we are going to explain in this section.
With coordinates (z0, ...zn) in Cn+1, we use the notation (ε is a small
positive number)
S˜ε := {(z0, z1, ...zn) ∈ B2n+21+ε ⊂ Cn+1 : |(z1, ..., zn)| < (1 + ε)|z0|}. (5)
We have a canonical identification of X = [z0, z1, ..., zn] ∈ CPn with the
2-dimensional plane DX = {ζ(z0, z1, ..., zn) : ζ ∈ C}, which is complex for
the standard structure J0.
As X ranges in the open ball
Vε ⊂ CPn, Vε := {[z0, z1, ..., zn] : |(z1, ..., zn)| < (1 + ε)|z0|},
the planes DX foliate the sector S˜ε. We thus canonically get a polar
foliation of the sector, by means of holomorphic disks.
Let the ball (of radius 2) B2n+22 ⊂ R2n+2 be endowed with an almost
complex structure J . The same set as in (5), this time thought of as a
subset of (B2n+22 , J), will be denoted by Sε.
We can get a polar foliation of the sector S0, by means of J-pseudo
holomorphic disks; this is achieved by perturbing the canonical foliation
exhibited for S˜ε. The case n = 1 is lemma A.2 in the appendix of [23], the
proof is however valid for any n: here is the statement.
Existence of a J-pseudo holomorphic polar foliation. There exists
α0 > 0 small enough such that, if ‖J − J0‖C2,ν(B2n+22 ) < α0 and J = J0 at
the origin, then the following holds.
There exists a diffeomorphism
Ψ : S˜ε → (B2n+22 , J) , (6)
that extends continuously up to the origin, with Ψ(0) = 0, with the
following properties (see top picture of figure 1):
(i) Ψ sends the 2-disk DX ∩ S˜ε represented by X = [z0, z1, ...zn] ∈ CPn to
an embedded J-pseudo holomorphic disk through 0 with tangent DX
at the origin;
(ii) the image of Ψ contains S0 = B2n+21 ∩ {|(z1, ..., zn)| < |z0|};
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(iii) ‖Ψ − Id‖C2,ν(Sε) < C0, where C0 is a positive constant that can be
made as small as wished by assuming α0 small enough.
The collection {Ψ (DY ) : Y ∈ Vε} of these embedded J-pseudo holo-
morphic disks foliates a neighbourhood of the sector S0; we will call it a
J-pseudo holomorphic polar foliation.
The proof (see [23]) also shows that, in order to foliate S0, the ε needed
in (6) can be made small by taking α0 small enough.
Rescale the foliation. We are now going to use this polar foliation to
construct coordinates adapted to J .
The result in [23] actually shows that there exists α0 such that for all
α ∈ [0, α0], if ‖J − J0‖C2,ν(B2n+22 ) = α and J = J0 at the origin, then there
is a map Ψα yielding a polar foliation with ‖Ψα − Id‖C2,ν(Sε) < oα(1) (an
infinitesimal of α).
We make use however only of the result for α0, as we are about to explain.
When we dilate the current T in normal coordinates with a factor r and look
at the dilated current in the new ball B2n+22 , we find that it is positive-(1, 1)
for Jr, where Jr := (λ−1r )∗J , i.e. Jr(V ) := (λr)∗[J
(
(λ−1r )∗V
)
].
As r → 0 it holds ‖Jr − J0‖C2,ν(B2n+22 ) → 0. Once we have applied
the existence result of the J-pseudo holomorphic polar foliation to the ball
B2n+22 endowed with J (assuming ‖J−J0‖C2 < α0), then we get a Jr-pseudo
holomorphic polar foliation of (B2, Jr) just as follows.
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X )
Figure 1: J-pseudo holomorphic polar foliation via Ψ and Jr-pseudo holo-
morphic polar foliation via Ψr.
Let λ˜r be the dilation (in euclidean coordinates) x→ xr ; we use the tilda
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to remind that we are in S˜ε. The same dilation in normal coordinates in
Ψ(Sε) ⊂ (B2n+22 , J) is denoted by λr. Introduce the map (see figure 1)
Ψr : S˜ε →
(
B2n+22 , Jr
)
x → λr ◦Ψ ◦ λ˜−1r (x).
(7)
Ψr clearly yields a Jr-pseudo holomorphic polar foliation for the ball
B2n+22 endowed with Jr. Remark, in view of (11), that Ψr can actually be
defined on the sector λ˜r(S˜ε).
From the proof in [23] we get that5 Ψr → Id in C1(Sε) as r → 0.
Adapted coordinates. The aim is to pull back the problem on S˜ε via
Ψ. Endow for this purpose S˜ε with the almost complex structure Ψ∗J .
Recall that we have in mind to look at T0,r in
(
B2n+22 , Jr
)
as r → 0. So
we are going to study the family(
Ψ−1r
)
∗
[
T0,r
(
Ψr(S˜ε)
)]
as r → 0. For each r > 0 these currents are positive-(1, 1) normal cycles
in S˜ε endowed with the almost complex structure Ψ∗rJr, as proved in lemma
A.1.
It is elementary to check that
Ψ∗rJr = (λ˜
−1
r )
∗Ψ∗λ∗rJr = (λ˜
−1
r )
∗Ψ∗J,
so we can equivalently look, for r > 0, at S˜ε with the almost complex struc-
ture (λ˜−1r )∗Ψ∗J . The latter is obtained from (S˜ε,Ψ∗J) by dilation. Remark
that Ψ∗rJr → J0 in C0 as r → 0; moreover, assuming α0 small enough, the
fact that DΨ is C0-close to I yields |∇ (Ψ∗J)| ≤ 2|∇J |.
We are looking, in normal coordinates, at a sequence T0,rn := (λrn)∗T =(
x
rn
)
∗
T → T∞. Restricting to Ψrn(S˜ε), i.e. T0,rn Ψrn(S˜ε), we pull back
the problem on S˜ε and look at(
Ψ−1rn
)
∗
(
T0,rn Ψrn(S˜ε)
)
. (8)
Recalling that Ψr → Id in C1 and that T0,rn have equibounded masses
we have, for any two-form β,
(
Ψ−1rn
)
∗
(
T0,rn Ψrn(S˜ε)
)
(β)− (Id)∗
(
T0,rn Ψrn(S˜ε)
)
(β)→ 0. (9)
5This follows, with reference to the notation in [23], by observing that the map Ξq on
page 84 (associated to the diffeomorphism that we called Ψ) satisfies Ξq → Id uniformly
as q → 0, by the condition that above we called (i). Then the C1,ν bounds there and
Ascoli-Arzelà’s theorem (applied to DΨr) yield that Ψr → Id in C1.
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This follows with a proof as in step 2 of lemma A.2, by writing the
difference (Ψrn
−1)∗β − Id∗β in terms of the coefficients of β. Then from (8)
and (9) we get
lim
n→∞
(
Ψ−1rn
)
∗
(
T0,rn Ψrn(S˜ε)
)
=
(
lim
n→∞ (λrn)∗ T
)
Sε . (10)
In the last equality we are identifying the space with the tilda and the
one without. On the other hand by (6) we have
(
Ψ−1rn
)
∗
(
T0,rn Ψrn(S˜ε)
)
=
[(
Ψ−1rn
)
∗ λrn∗
(
T Ψ(S˜ε)
)]
S˜ε
=
[(
λ˜rn
)
∗
(
Ψ−1
)
∗
(
T Ψ(S˜ε)
)]
S˜ε.
(11)
What we have obtained with (10) and (11) is that, using Ψ, we can just
pull back T to S˜ε endowed with Ψ∗J , Ψ∗g and Ψ∗ω and dilate with λ˜r and
observe what happens in the limit. All the possible limits of this family are
cones, namely all the possible tangent cones to the original T , restricted to
the sector Sε.
All the information we need about the family T0,r S0 can be obtained
in this way. So we are substituting the blow up in normal coordinates with a
different one, that behaves well with respect to J and has the same asymp-
totic behaviour, i.e. it yields the same cones.
Remark that lemmas A.1 and A.2 tell us that
(
Ψ−1
)
∗
(
T Ψ(S˜ε)
)
is still
positive-(1, 1) and the densities are preserved. Observe that we cannot use
the monotonicity formula for
(
Ψ−1
)
∗
(
T Ψ(S˜ε)
)
at the origin, since 0 is
now a boundary point. However the monotonicity for T reflects into the
following
Lemma 3.1. For the current
(
Ψ−1
)
∗
(
T Ψ(S˜ε)
)
, with respect to the flat
metric in Sε, it holds
M
((
Ψ−1
)
∗
(
T Ψ(S˜ε)
)
(Br ∩ S˜ε)
)
pir2
≤ K (12)
with a constant K independent of r.
proof of lemma 3.1. We denote, only for this proof, by C the current(
Ψ−1
)
∗
(
T Ψ(S˜ε)
)
. Since |DΨ− I| ≤ crν (where I = D(Id) is the identity
matrix) and g = g0 +O(r2) (where g0 is the flat metric), we also get Ψ∗g =
g0 +O(r
ν).
Comparing the masses of C with respect to g0 and Ψ∗g we get
Mg0
(
C (Br ∩ S˜ε)
)
≤ (1 + |O(rν)|)MΨ∗g
(
C (Br ∩ S˜ε)
)
,
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where Br is always euclidean. Now recall that, by the positiveness of the
currents,
MΨ∗g
(
C (Br ∩ S˜ε)
)
=
(
C (Br ∩ S˜ε)
)
(Ψ∗ω) = Mg
(
T Ψ(Br ∩ S˜ε)
)
.
The condition |Ψ− Id| ≤ cr1+ν implies that Ψ(Br ∩ S˜ε) ⊂ Br+cr1+ν ∩Sε.
In Sε coordinates are normal, so, putting all together:
Mg0
(
C (Br ∩ S˜ε)
)
r2
≤ (1 + |O(rν)|) (r + cr
1+ν)2
r2
Mg (T Br+cr1+ν )
(r + cr1+ν)2
,
which is equibounded in r by almost monotonicity (proposition 2.1).
So we restate our problem in the following terms, where we drop the
tildas and the pull-backs (resp. push-forwards) via Ψ (resp. Ψ−1), since
there will be no more confusion arising.
New setting: pseudo holomorphic polar coordinates.
Endow Sε ⊂ B2n+22 (0) with a smooth almost complex structure J such
that, denoting by J0 the standard complex structure,
• there is Q > 0 such that for any 0 < r < 1, |J − J0|C0(Sε∩Br) < Q · r
and |∇J | < Q (and Q can be assumed to be small);
• the 2-planes DX (for X ∈ Vε) foliating the sector Sε are J-pseudo
holomorphic.
Let ω and g be respectively a compatible non-degenerate two-form and
the associated Riemannian metric such that ‖ω − ω0‖C0(Sε∩Br) < Q · r and
‖g − g0‖C0(Sε∩Br) < Q · r, where ω0 and g0 are the standard ones.
Let T be a positive-(1, 1) normal cycle in Sε.
Study the asymptotic behaviour as r → 0 of the family (λr)∗ T , where
λr =
Id
r in euclidean coordinates. More precisely we can restate theorem 2.1
as follows; in theorem 2.1 we can assume, up to a rotation and passing to a
subsequence, that ym = xm|xm| → (1, 0, ..., 0).
Proposition 3.1. With the assumptions just made on J and T , assume
that there exists a sequence xm → 0, 0 6= xm ∈ Sε, of points all having
densities satisfying lim infm→∞ ν(xm) ≥ κ for a fixed κ > 0 and such that
ym :=
xm
|xm| → (1, 0, ..., 0). Then any limit
lim
rn→0
(λrn)∗ T
is a positive-(1, 1) cone (for J0) of the form κJD[1,0,...,0]K+ T˜ , where T˜ is also
a positive-(1, 1) cone for J0 (T˜ possibly depending on {rn}).
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Remark 3.1. As observed in (12), our new T satisfies, with respect to the
flat metric, M(T (Br∩Sε))
r2
≤ K for a constant independent of r.
Remark 3.2. For the proof of proposition 3.1 is suffices to understand the
asymptotic behaviour of T in S0, which we will just denote by S. So at some
point we will look at T S and this current has boundary on ∂S. Indeed the
operation is defined in such a way that it yields a current with support in
S, but we still view it as a current in the open set Sε.
On the other hand we may wish to look at T S as a current in the open
set S, which means that we only test it against forms compactly supported
in S: it this case T is boundaryless in S. It will be specified when we wish
to do so.
4 Algebraic blow up
The classical symplectic (or algebraic) blow up was recalled in the in-
troduction (maps Φ and Φ−1 in figure 2). More details can be found in
[20]. C˜n+1 is a complex line bundle over CPn, that we view as an embedded
sumbanifold in CPn × Cn+1. We use standard coordinates on CPn × Cn+1
coming from the product, so we have 2n “horizontal variables” and 2n + 2
“vertical variables”. The standard symplectic form on CPn × Cn+1 is given
by the two form ϑCPn + ϑCn+1 , where ϑCPn is the standard symplectic form6
on CPn extended to CPn ×Cn+1 (so independent of the “vertical variables”)
and ϑCn+1 is the symplectic two-form on Cn+1, extended to CPn×Cn+1 (so
independent of the “horizontal variables”). To ϑCPn +ϑCn+1 we associate the
standard metric, i.e. the product of the Fubini-Study metric on CPn and
the flat metric on Cn+1. The associated complex structure is denoted I0.
As a complex submanifold, C˜n+1 inherits from the ambient space a com-
plex structure, still denoted I0, and the restricted symplectic form ϑ0 :=
E∗ (ϑCPn + ϑCn+1), where E is the embedding in CPn×Cn+1. Let further g0
denote the ambient metric restricted to C˜n+1: g0 is then compatible with I0
and ϑ0, i.e. ϑ0(·, ·) := g0(·,−I0·).
We now turn to the almost complex situation and will adapt the previous
construction by building on the results of section 3.
Implementation in the almost complex setting. With the notation
Sε = {(z0, z1, ...zn) ∈ B2n+21+ε ⊂ Cn+1 : |(z1, ..., zn)| < (1 + ε)|z0|}
6In the chart Cn ≡ {z0 6= 0} of CPn, the form ϑCPn is expressed, using coordinates
Z = (Z1, ..., Zn), by ∂∂f , where f = i2 log(1 + |Z|2) (see [20]). The metric gFS associated
to ϑCPn and to the standard complex structure is called Fubini-Study metric and it fulfils
1
4
I ≤ gFS ≤ 4I when we compare it to the flat metric on the domain {|Z| < 1}.
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for ε ≥ 0 as in (5), let S = S0. Also set Vε :=
{∑n
j=1
|zj |2
|z0|2 < 1 + ε
}
⊂
CPn and V = V0.
The inverse image Φ−1(Sε) is given by {(`, z) ∈ Vε×Cn+1 : 0 < |z| <
1 + ε}. The union Φ−1(Sε) ∪ (Vε×{0}) will be denoted by Aε.
Aε is an open set in C˜n+1 but we will endow it with other almost complex
structures, different from I0, so Aε should be thought of just as an oriented
manifold and the structure on it will be specified in every instance.
We will keep using the same letters Φ−1 and Φ to denote the restricted
maps
Φ−1 : S → A
Φ : A → S ∪ {0} (13)
also when we look at these spaces just as oriented manifolds (not complex
ones). We will make use of the notation
Sρ := S ∩B2n+2ρ and Aρ := Φ−1(Sρ) ∪ (V ×{0}) .
It should be kept in mind that Φ−1 and Φ in (13) can be extended a bit
beyond their boundaries, namely to Sε and to Aε := Φ−1(Sε) ∪ (Vε×{0}).
V
D
2
Φ
Φ
−1
0
Figure 2: Blowing up the origin. The maps Φ−1 : S → A and Φ : A →
S ∪ {0}.
Define on A \ (CPn × {0}):
• the almost complex structure I := Φ∗J , i.e. I(·) := (Φ−1)∗JΦ∗(·),
• the metric g(·, ·) := g0(·, ·) + g0(I·, I·),
• the non-degenerate two-form ϑ(·, ·) := g(I·, ·) = g0(I·, ·)− g0(·, I·).
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The triple (I,g, ϑ) is smooth on A \ (CPn×{0}) and makes it an almost
complex manifold. We do not know yet, however, the behaviour of (I,g, ϑ)
as we approach V ×{0}.
Lemma 4.1 (the new structure is Lipschitz). The almost complex struc-
ture I fulfils
|I − I0|(·) ≤ cdistg0( · , CPn × {0}),
for c = C ·Q, where C is a dimensional constant and Q is as in the hypothesis
on J (paragraph “new setting”, just before proposition 3.1). I can thus be
extended continuously across across CPn × {0}.
Analogously we have |g−g0|(·) ≤ cdistg0( · , CPn×{0}) and |ϑ−ϑ0|(·) ≤
cdistg0( · , CPn×{0}). The triple (I,g, ϑ) can be extended across CPn×{0}
to the whole of A by setting it to be the standard (I0,g0, ϑ0) on CPn × {0}.
The structures I,g, ϑ so defined are globally Lipschitz-continuos on A, with
Lipschitz constant L+C ·Q, where L > 0 is an upper bound for the Lipschitz
constants of I0, g0 and ϑ0 (with respect to euclidean coordinates on V ×D2).
proof of lemma 4.1. Recall that Φ is holomorphic for the standard struc-
tures J0 and I0. With respect to the flat metric on S, we can choose an
orthonormal basis at any point q 6= 0 made as follows:
{L1, J0(L1), L2, J0(L2), ..., Ln, J0(Ln),W, J0(W )},
where W and J0(W ) span the J0-complex 2-plane through the origin and q.
The map
(
Φ−1
)
∗ is holomorphic and sends this basis to one at
(
Φ−1
)
(q) ∈
A, sending W and I0(W ) to a pair of vectors spanning the fiber through(
Φ−1
)
(q). On the vertical vectors
(
Φ−1
)
∗ is length preserving, while for the
others |(Φ−1)∗Lj | = |(Φ−1)∗J0(Lj)| = √1+|q|2|q| , as one can compute from
the explicit expression of the Fubini-Study metric.
Reversing this construction we can choose two basis, respectively at p
and q = Φ(p), as follows:
{H1, I0(H1), ...,Hn, I0(Hn), V, I0(V )}
made of g0-unit vectors with scalar products w.r.t g0 bounded by
|q|√
1+|q|2 ,
and
{√
1 + |q|2
|q| K1,
√
1 + |q|2
|q| J0(K1), ...,
√
1 + |q|2
|q| Kn,
√
1 + |q|2
|q| J0(Kn),W, J0(W )
}
,
orthonormal at q = Φ(p), such that:
(i) Kj := Φ∗Hj and W := Φ∗V ;
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(ii) V and I0(V ) are vertical, i.e. they span the vertical fiber through p:
by (i), W and J0(W ) span the J0-complex 2-plane through the origin
and q.
By the assumption that J is close to J0 in B1 we can write the action of
J on K1 as
J(K1) = (1 + λ)J0(K1) +
n∑
j=1
µjKj +
n∑
j=2
µ˜jJ0(Kj)+
+
|q|√
1 + |q|2σW1 +
|q|√
1 + |q|2 σ˜J0(W1).
(14)
Here λ, µj , µ˜j , σ and σ˜ are functions on S depending on J−J0, evaluated
at q, so their moduli are bounded by |J − J0|(q) < Q|q|.
Let us write the action of I on H1 explicitly: by definition of I, using
(14),
I(H1) :=
(
Φ−1
)
∗JΦ∗(H1) =
(
Φ−1
)
∗J(K1) =
= ((1 + λ) ◦ Φ)I0(H1) +
n∑
j=1
(µj ◦ Φ)Hj +
n∑
j=2
(µ˜j ◦ Φ)I0(Kj)+
+
|q|√
1 + |q|2 (σ ◦ Φ)V1 +
|q|√
1 + |q|2 (σ˜ ◦ Φ)I0(V1).
(15)
Similar expressions are obtained for the actions on Hj and I0(Hj) for all
j. Now
J(W ) = σW + (1 + σ˜)J0(W ),
since the 2-plane spanned by W and J0(W ) is J-pseudo holomorphic by
hypothesis.
Here σ and σ˜ are functions on S depending on J − J0, evaluated at q,
and their moduli are bounded by |J − J0| < Q|q|.
So the action of I on V is explicitly given by
I(V ) :=
(
Φ−1
)
∗JΦ∗(V ) =
(
Φ−1
)
∗J(W ) =
= (σ ◦ Φ)(Φ−1)∗(W ) + ((1 + σ˜) ◦ Φ)(Φ−1)∗J0(W )
= (σ ◦ Φ)V + ((1 + σ˜) ◦ Φ)I0(V ). (16)
21
So we have, from (15) and (16) that there exists c = C · Q (for some
dimensional constant C) such that (I − I0) at the point p =
(
Φ−1
)
(q) has
norm ≤ c|q| = c distg0( · , CPn × {0}).
The analogous estimates on g and ϑ follow by their definition. So we can
extend the triple (I,g, ϑ) across CPn×{0} in a Lipschitz continuous fashion.
From (15) and (16) we also get that I is, globally in A, a Lipschitz
continuous perturbation of I0, and the same goes for g and ϑ: indeed the
Lipschitz constants of λ, µj , µ˜j , σ and σ˜ are controlled by C · Q, for some
dimensional constant C (which can be taken the same as the C we had above,
by choosing the larger of the two).
Remark 4.1. The importance of working with coordinates adapted to J , as
chosen in section 3, relies in the fact that this allows to obtain the Lip-
schitz extension across CPn × {0}, which could fail on the vertical vectors if
coordinates were taken arbitrary.
The aim is now to translate our problem in the new space (A, I, g, ϑ).
The trouble is that the push-forward of T via Φ−1 can only be done away
from the origin and the map Φ−1 degenerates as we get closer to 0.
For any ρ > 0 we can take the proper transform of T (S \Sρ) by pushing
forward via Φ−1, since this is a diffeomorphism away from the origin:
Pρ :=
(
Φ−1
)
∗ (T (S \Sρ)) .
What happens when ρ → 0 ? The following two lemmas yield the an-
swers.
Lemma 4.2. The current P := limρ→0 Pρ = limρ→0
(
Φ−1
)
∗ (T (S \Sρ)) is
well-defined as the limit of currents of equibounded mass to be a current of
finite mass in A.
The mass of P , both with respect to g and to g0, is bounded by a dimen-
sional constant C times the mass of T .
Lemma 4.3. The current P := limρ→0 Pρ = limρ→0
(
Φ−1
)
∗ (T (S \Sρ))
is a ϑ-positive normal cycle in the open set A (ϑ is a semi-calibration with
respect to g).
A little notation before the proofs. For any ρ consider the dilation
λρ(·) := ·ρ , sending Bρ to B1, and the map
Λρ : Aρ → A, Λρ := Φ−1 ◦ λρ ◦ Φ, (17)
which in the coordinates of CPn × Cn+1 (the ambient space in which A
is embedded) reads Λρ(`, z) =
(
`, zρ
)
.
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proof of lemma 4.2. The currents T and T0,r := (λr)∗(T Bρ) are defined
in Sε and by remark 3.1, i.e. by the monotonicity formula, we have a uniform
bound on the masses: M(T0,r) ≤ K.
The map Φ−1 is pseudo holomorphic with respect to J and I by definition
of I; thus each Pρ =
(
Φ−1
)
∗ (T (S \Sρ)) is ϑ-positive by construction (see
lemma A.1), so M(Pρ) = Pρ(ϑ), where the mass is computed here with
respect to g, the metric defined before lemma 4.1. The currents Pρ and Pρ′ ,
for ρ > ρ′, coincide on A \Aρ, therefore in order to study the limit as ρ→ 0,
it is enough to look at a chosen sequence ρk → 0 and prove that Pρk have
equibounded masses and thus converge to a limit P , which must then be the
limit of the whole family Pρ.
1st step: choice of the sequence. Denote by 〈T, |z| = r〉 the slice of a
current T with the sphere ∂Br. Choose ρk so to ensure
• (i) Tρk ⇀ T∞ in S for a certain cone T∞,
• (ii) M(〈Tρk , |z| = 1〉) are equibounded by 4K.
This is achieved as follows: take a sequence ρ′k fulfilling (i); remark 3.1
tells us that M(Tρ′k) are equibounded by a constant K independent of k. By
slicing theory (see [12])∫ 1
1
2
M(〈Tρ′k , |z| = r〉)dr ≤M(Tρ′k (B1 \B 12 )) ≤ K,
thus at least half of the slices 〈Tρ′k , |z| = r〉r∈[ 12 ,1] have masses ≤ 2K. For
every k we can choose 12 ≤ sk ≤ 1 such that all the slices 〈Tρ′k , |z| = sk〉 exist
and have mass ≤ 2K. Then with ρk = skρ′k it holds
M(〈Tρk , |z| = 1〉) = M
((
λ ρk
ρ′
k
)
∗
〈
Tρ′k , |z| = sk =
ρk
ρ′k
〉)
≤ 2 · 2K
and since ρ
′
k
2 ≤ ρk ≤ ρ′k the sequence Tρk also converges to the same T∞.
Since 〈Tρk , |z| = 1〉 = (λρk)∗ 〈T, |z| = ρk〉, condition (ii) also reads
M (〈T, |z| = ρk〉) ≤ 4Kρk. (18)
2nd step: uniform bound on the masses. We use in A standard coordi-
nates inherited from CPn×Cn+1, i.e. we have 2n horizontal variables (from
CPn) and 2n+ 2 vertical variables.
The standard symplectic form ϑ0 is E∗(ϑCPn+ϑCn+1), as in the beginning
of section 4. We want to estimate M(Pρ) = Pρ(ϑ) = Pρ(ϑ0) + Pρ(ϑ− ϑ0).
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Let us first deal with Pρ(E∗ϑCPn) = T0,ρ (S \Sρ)(
(
Φ−1
)∗E∗ϑCPn). It
is convenient here to keep in mind that ϑ0 is actually defined on Aε and
consider
(
Φ−1
)∗E∗ϑCPn as a form on Sε, since Φ−1 also extends to Sε.
The map E ◦ Φ−1 : Sε → Aε has the coordinate expression (z0, ...zn) →(
( z1z0 , ...,
zn
z0
), (z0, ...zn)
)
∈ Vε×Cn+1, using the chart z0 6= 0 on Vε ⊂ CPn.
Using the explicit expression of ϑCPn (see [20] or the beginning of this
section) we can write in the domain Sε, where z0 6= 0,
(
Φ−1
)∗E∗(ϑCPn) = ∂∂ log
1 + n∑
j=1
|zj |2
|z0|2
 .
We are neglecting a factor i2 , which would not play any significant role
in this proof. In particular
(
Φ−1
)∗E∗(ϑCPn) = dη, where
η =
1
2
∂ log
1 + n∑
j=1
|zj |2
|z0|2
− ∂ log
1 + n∑
j=1
|zj |2
|z0|2
 .
We thus have
Pρ(E∗ϑCPn) = (T (S \Sρ)) (
(
Φ−1
)∗E∗ϑCPn) = (T (S \Sρ)) (dη) =
= ∂ [T (S \Sρ)] (η) .
The boundary of T (S \Sρ) is made of three portions: two live in the
spheres ∂B1 and ∂Bρ and the third one is given by the slice of (T Sε) (B1\
Bρ) with the hypersurface
∑n
j=1
|zj |2
|z0|2 = 1. There is no loss of generality in
assuming that these slices exists.
The explicit form of η then implies that the latter portion of boundary,
i.e. the slice of T with the hypersurface
∑n
j=1
|zj |2
|z0|2 = 1, has zero action on
η. We can thus write
Pρ(E∗ϑCPn) = 〈T S, |z| = 1〉 (η)− 〈T S, |z| = ρ〉 (η) .
Now observe the comass of η. The comasses are equivalent up to a
universal constant C to the maximum modulus of the coefficients of the
form. We can explicitly compute ‖η‖∗ ≤ Cρ , where ρ is the distance from the
origin.
Now we focus on the sequence ρk chosen in step 1, for which (ii) and (18)
hold. We thus get, independently of ρk,
|Pρk(E∗ϑCPn)| ≤ 4K C. (19)
The estimate
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|Pρ(E∗ϑCn+1)| = |T0,ρ (S \Sρ)(
(
Φ−1
)∗E∗ϑCn+1)| ≤ K (20)
follows easily since Φ−1 is lenght-preserving in the vertical coordinates
and thus (E ◦ Φ−1)∗ preserves the comass of ϑCn+1 .
Now let us consider |Pρ(ϑ − ϑ0)|. Thanks to the Lipschitz control from
lemma 4.1, i.e. |ϑ− ϑ0|(·) ≤ cdistg0(·,CPn×{0}), the two-form
(
Φ−1
)∗
(ϑ−
ϑ0) in S has comass ≤ c·Cρ ≤ Cρ , where ρ is the distance from the origin and
C is a dimensional constant (c can be assumed to be smaller that 1).
We can then decompose S = ∪∞j=0Aj , where Aj = S ∩
(
B 1
2j
\B 1
2j+1
)
.
As observed in remark 3.1 it holds M(T Aj) ≤ K 122j . On the other hand
the comass of
(
Φ−1
)∗
(ϑ− ϑ0) in Aj is ≤ C 2j+1.
Therefore summing on all j’s we can bound
|Pρ(ϑ− ϑ0)| =
∣∣∣(T S)((Φ−1)∗(ϑ− ϑ0))∣∣∣ ≤
≤ K C
∞∑
j=0
2j+1
1
22j
= K C
∞∑
j=0
21−j = 4K C, (21)
so |Pρ(ϑ− ϑ0)| is also equibounded independently of ρ.
Putting (19), (20) and (4) together, we obtain thatM(Pρk) are uniformly
bounded by K times a dimensional constant C. By compactness there exists
a current P in A such that Pρ ⇀ P .
So far we were taking the mass with respect to g. Since g is c-close
to g0, for a small constant c, an analogous bound holds, up to doubling the
constant C, for the mass of P computed with respect to g0. This observation
is needed later in section 5.
Our next aim is to prove that the current P just obtained is in fact a
cycle in the open set A. A priori this is not clear, for in the limit ρ → 0
some boundary could be created on CPn × {0}.
proof of lemma 4.3. Step 1. We are viewing P as a current in the open
set A in the manifold C˜n+1, so the same should be done for the currents
Pρ :=
(
Φ−1
)
∗ (T (S \Sρ)). Given a sequence ρk → 0, we want to observe
the boundaries ∂Pρk . Up to a subsequence we may assume that ρk is such
that T0,ρk ⇀ T∞ for a certain cone. Then the boundaries ∂Pρk satisfy, as
k →∞, by the definition (17) of Λρk :
(Λρk)∗(∂Pρk) = −
(
Φ−1
)
∗〈T0,ρk , |z| = 1〉⇀ −
(
Φ−1
)
∗〈T∞, |z| = 1〉. (22)
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Recall that we are viewing Pρk as currents in the open set A, so also
T (S \Sρ) should be thought of as a current in the open set S: this is why
the only boundary comes from the slice of T with |z| = ρk.
Moreover if the sequence is chosen (and we will do so) as in step 1 of
lemma 4.2, then (Λρk)∗(∂Pρk) have equibounded masses, since so do ∂(T0,ρk)
and Φ−1 is a diffeomorphism on ∂B1.
The current T∞ has a special form: it is a (1, 1)-cone, so the 1-current
〈T∞, |z| = 1〉 has an associated vector field that is always tangent to the
Hopf fibers7 of S2n+1.
Step 2. We want to show that P is a cycle in A, i.e. that ∂Pρk → 0 as
n→∞. The boundary in the limit could possibly appear on CPn×{0} and
we can exclude that as follows.
Let α be a 1-form of comass one with compact support in A and let
us prove that ∂Pρk(α) → 0. Since A is a submanifold in CPn × Cn+1, we
can extend α to be a form in CPn × Cn+1. Let us write, using horizontal
coordinates {tj}2nj=1 on CPn and vertical ones {sj}2n+2j=1 for Cn+1, α = αh+αv,
where αh is a form in the dtj ’s, αv in the dsj ’s. Rewrite, viewing Pρn as
currents in CPn × Cn+1,
∂Pρk(α) = [(Λρk)∗(∂Pρk)]
(
Λ−1ρk )
∗α
)
.
The map Λ−1ρk is expressed in our coordinates by (t1, ..., t2n, s1, ...sn) →
(t1, ..., t2n, ρks1, ...ρks2n+2), therefore
(Λ−1ρk )
∗α = αnh + α
n
v ,
where the decomposition is as above and with ‖αnh‖∗ ≈ ‖αh‖∗ and
‖αnv‖∗ . ρk‖αv‖∗. The signs ≈ and . mean respectively equality and in-
equality of the comasses up to a dimensional constant, so independently of
the index n of the sequence.
As k → ∞ it holds αkh → α∞h in some C`-norm, where ‖α∞h ‖∗ . 1 and
α∞h is a form in the dtj ’s. More precisely α
∞
h coincides with the restriction of
αh to CPn×{0}, extended to CPn×Cn+1 independently of the sj variables.
We can write
∣∣∣[(Λρk)∗(∂Pρk)] (αkh)∣∣∣ ≤ ∣∣∣[(Λρk)∗(∂Pρk)] (αkh − α∞h )∣∣∣+ |[(Λρk)∗(∂Pρk)] (α∞h )|
and both terms on the r.h.s. go to 0. The first, since M((Λρk)∗(∂Pρk))
are equibounded and |αkh−α∞h | → 0; the second because we can use (22) and
7The Hopf fibration is defined by the projection H : S2n+1 ⊂ Cn+1 → CPn,
H(z0, ..., zn) = [z0, ..., zn]. The Hopf fibers H−1(p) for p ∈ CPn are maximal circles
in S2n+1, namely the links of complex lines of Cn+1 with the sphere.
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(
Φ−1
)
∗∂(T∞) has zero action on a form that only has the dtj ’s components,
as remarked in step 1.
Moreover ∣∣∣[(Λρk)∗(∂Pρk)] (αkv)∣∣∣→ 0,
because (Λρk)∗(∂Pρk) = −
(
Φ−1
)
∗〈T0,ρk , |z| = 1〉 have equibounded masses
by the choice of ρk, while ‖αkv‖∗ . ρk‖αv‖∗ have comasses going to 0.
Therefore no boundary appears in the limit and P is a normal cycle in
A. The fact that it is ϑ-positive follows easily by the fact that so are the
currents Pρ, as remarked in the beginning of the proof of lemma 4.2.
Summarizing, we define the current P just constructed to be the proper
transform of the positive-(1, 1) normal cycle T S. P is a normal and ϑ-
positive cycle in A, where the semicalibration ϑ is Lipschitz (and actually
smooth away from CPn × {0}). Therefore the almost monotonicity formula
holds true for P . Observe that the metric g on A fulfils the hypothesis
1
5I ≤ g ≤ 5I of proposition 2.1, being a perturbation of g0, which is in turn
built from the Fubini-Study metric.
5 Proof of the result
With the assumptions in proposition 3.1, we have to observe the family
T0,r = (λr)∗T as r → 0. These currents have equibounded masses by (12).
Take any converging sequence T0,rn := (λrn)∗T ⇀ T∞ for rn → 0. Take
the proper transform of each T0,rn and denote it by Pn. Lemmas 4.2 and 4.3
yield that Pn is a ϑn-positive cycle, for a semicalibration ϑn in the manifold
A. ϑn is smooth away from V ×{0} and it is Lipschitz-continuous, with
|ϑn − ϑ0| < cndistg0(·,CPn × {0}). Recalling lemma 4.1 we can see that,
since the almost complex structure Jrn on S fulfils |Jrn − J0| < (Qrn) · r in
S (by dilation), then the constants cn go to 0 as n → ∞. Analogously we
get that the Lipschitz constants of ϑn are uniformly bounded by 2L.
By lemma 4.2 the masses of Pn are uniformly bounded in n (with respect
to g0), since so are the masses of T0,rn , M(T0,rn) ≤ K.
So by compactness, up to a subsequence that we do not relabel, we can
assume Pn ⇀ P∞ as n→∞ for a normal cycle P∞.
Lemma 5.1. P∞ is a ϑ0-positive cycle; more precisely it is the proper trans-
form of T∞.
27
Proof. ϑ0-positiveness follows straight from the ϑn-positiveness of Pn and
|ϑn − ϑ0| < cndistg0(·,CPn × {0}), cn → 0.
Recall that ϑ0 = E∗(ϑCPn + ϑCn+1); we want to estimate (notation from
section 4)
M(P∞ Aρ) = (P∞ Aρ)(ϑ0) = lim
n→∞(Pn Aρ)(ϑ0).
Write
(Pn Aρ)(ϑ0) = (Pn Aρ)(E∗ϑCPn) + (Pn Aρ)(E∗ϑCn+1). (23)
Let us bound the second term on the r.h.s.
(Pn Aρ)(E∗ϑCn+1) = (Λρ)∗(Pn Aρ)
(
(Λ−1r )
∗(E∗ϑCn+1)
)
.
The current (Λρ)∗(Pn Aρ) is the proper transform of T0,ρrn , there-
fore (lemma 4.2) M ((Λρ)∗(Pn Aρ)) ≤ K C independently of n; the form
(Λ−1r )∗(E∗ϑCn+1) has comass bounded by ρ2. Altogether
(Pn Aρ)(E∗ϑCn+1) ≤ K C ρ2.
To bound the first term on the r.h.s. of (23), let P be the proper trans-
form of T ; using that (Λrn)∗E∗ϑCPn = E∗ϑCPn we can write
(Pn Aρ)(E∗ϑCPn) = (P Arnρ)(E∗ϑCPn) ≤M
(
P Arnρ
) ≤M (P Aρ) ,
which goes to 0 as ρ→ 0 by lemma 4.2. Summarizing we get that there
exists a function oρ(1) that is infinitesimal as ρ→ 0, such that |(Pn Aρ)(ϑ0)| ≤
oρ(1) (the point is that oρ(1) can be chosen independently of n).
Therefore also M(P∞ Aρ) = limn→∞(Pn Aρ)(ϑ0) ≤ oρ(1), which
means that
P∞ = lim
ρ→0
P∞ (A \Aρ). (24)
Recall now that the proper transform is a diffeomorphism away from the
origin, thus
P∞ (A \Aρ) = lim
n
(
Φ−1
)
∗T0,rn (S \Sρ) =
(
Φ−1
)
∗T∞ (S \Sρ),
which concludes, together with (24), the proof that P∞ is the proper
transform of
(
Φ−1
)
∗T∞.
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Recalling (4), the previous lemma tells us that P∞ is of a very special
form. Denoting V :=
{∑n
j=1
|zj |2
|z0|2 < 1
}
⊂ CPn and, for each disk DX in S,
LX the disk such that Φ(LX) = DX , we have
P∞(β) =
∫
V
{∫
LX
〈β, ~LX〉 dL2
}
dτ |V(X). (25)
When we take the proper transform the density is preserved going from
S to Φ−1(S), since Φ−1 is a diffeomorphism on S (see lemma A.2).
We are ready to conlcude the proof of proposition 3.1, and therefore of
theorems 1.1 and 2.1.
proof of proposition 3.1. The points xm|xm| converge to the point (1, 0, ..., 0)
in D ∩ S2n+1, where D is the disk D = D[1,0,...0].
We want to show that any converging sequence T0,rn := (λrn)∗T ⇀ T∞
is such that the cone T∞ contains κJDK.
Let us apply the proper transform to T0,rn and get Pn as in lemma
5.1. Fix n: there is a sequence {xm} tending to the origin of points with
densities such that lim infm→∞ ν(xm) ≥ κ. By lemma A.2 the points pm :=(
Φ−1
)
(xm) also have densities fulfilling that their lim inf is ≥ κ for Pn.
It easily seen that it holds pm → p0 = ([1, 0, ...0], 0) ∈ CPn × Cn+1.
By upper semi-continuity of the density (which follows from the almost
monotonicity formula for Pn) we get that p0 also has density ≥ κ for Pn.
Doing this for every n we get that we are dealing with a sequence of
normal cycles Pn all having the point p0 as a point of density ≥ κ. We
wish to prove that, being the cycles Pn positive, then the point p0 is also of
density ≥ κ for the limit P∞.
The cycles Pn are ϑn-positive so for any δ > 0 it holds
M(Pn Bδ(p0)) = (Pn Bδ(p0))(ϑn).
By weak convergence
M(P∞ Bδ(p0)) = (P∞ Bδ(p0))(ϑ0) =
= lim
n→∞(Pn Bδ(p0))(ϑ0).
We can split
(Pn Bδ(p0))(ϑ0) = (Pn Bδ(p0))(ϑ0 − ϑn) + (Pn Bδ(p0))(ϑn). (26)
The semi-calibrations ϑn have uniform bounds on their Lipschitz con-
stants, say 2L. The metrics at p0 coincide with g0 independently of n. We
can therefore use the almost monotonicity formula for Pn at p0 (proposition
2.1) to get
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(Pn Bδ(p0))(ϑn) = M(Pn Bδ(p0)) ≥ pi(κ− C2Lδ)δ2,
where C is a universal constant. The forms ϑn fulfil |ϑn − ϑ0| < cn in
Bδ(p0) and cn → 0 as n→∞. Therefore we can bound, from (26),
|(Pn Bδ(p0))(ϑ0)| ≥ −cnK C+M(Pn Bδ(p0)) ≥ −cnK C+piκδ2−2CLδ3.
Since cn → 0 we can conclude
M(P∞ Bδ(p0)) ≥ piκδ2 − 2CLδ3 (27)
independently of δ, which means that p0 is a point of density ≥ κ for the
ϑ0-positive cycle P∞.
Recall the structure of P∞: it is made by the holomorphic disks LX
weighted with the positive measure τ , so if y0 has density ≥ κ, then the disk
L[1,0,...0] must be weighted with a mass ≥ κ, in other words the measure τ
must have an atom of mass ≥ κ at y0.
So P∞ is of the form κJL[1,0,...0]K+ P˜ , for a ϑ0-positive current P˜ . Trans-
forming back via Φ, T∞ contains the disk κJDK, as required.
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A Appendix
The following almost-monotonicity formula for positive or semi-calibrated
cycles is proved in [22], Proposition 1, for a C1 semi-calibration: the same
proof works as well for a form with Lipschitz-continous coefficients, so we
only give the statement.
Let the ball of radius 2 in Rd be endowed with a metric g and a two-form
ω such that both g and ω have Lipschitz-continuous coefficients (with respect
to the standard coordinates on Rn) and ω has unit comass for g. The metric
g is represented by a matrix and we further assume that 15I ≤ g ≤ 5I, where
I is the identity matrix. So g is a Lipshitz perturbation of the flat metric.
Let T be a ω-positive normal cycle. Then we have a 2-vector field
~T (x), of unit mass with respect to g. This means that for ‖T‖-a.a. x,
~T (x) =
∑N(x)
k=1 λk(x)
~Tk(x), a convex combination of ωx-calibrated unit sim-
ple 2-vectors. The mass refers pointwise to the metric gx.
Proposition A.1. In the previous hypothesis, there exists r0 > 0 and C > 0,
depending only on the Lipschitz constants of g and ω such that, given an
arbitrary point x0 ∈ B1(0), the following holds.
Denote by Br(x0) (respectively Bs(x0)) the ball around x0 of radius r
(respectively s) with respect to the metric gx0; let | · | be the distance for gx0
and | · |g the mass-norm with respect to g. Let ∂∂r be the unit radial vector
field with respect to x0 and gx0.
For any 0 < s < r < r0, we have
eCr + Cr
r2
(T Br(x0)) (ω)− e
Cs + Cs
s2
(T Bs(x0)) (ω)
≥
∫
Br\Bs(x0)
1
|x− x0|2
N(x)∑
k=1
λk(x)
∣∣∣∣~Tk(x) ∧ ∂∂r
∣∣∣∣2
g(x)
d‖T‖
(28)
and
eCr − Cr
r2
(T Br(x0)) (ω)− e
Cs − Cs
s2
(T Bs(x0)) (ω)
≤
∫
Br\Bs(x0)
1
|x− x0|2
N(x)∑
k=1
λk(x)
∣∣∣∣~Tk(x) ∧ ∂∂r
∣∣∣∣2
g(x)
d‖T‖.
(29)
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The following two lemmas are used in the paper when pushing forward
a positive cycle under a diffeomorphism.
Lemma A.1. [the pushforward of a positive-(1, 1) current via a pseu-
doholomorphic diffeomorphism is positive-(1, 1)]
Let C be a positive-(1, 1) normal current in an open set U ⊂ R2N , en-
dowed with an almost complex structure J1, a compatible metric g1 and a
two-form ω1. Let f : U → R2N be a smooth pseudoholomorphic diffeomor-
phism, where R2N is endowed with an almost complex structure J2 and com-
patible metric and semi-calibration g2 and ω2. Then f∗C is a positive-(1, 1)
normal current in (R2N , J2, g2).
proof of lemma A.1. The current C is represented by a couple (µC , ~C),
where µC is a Radon measure and ~C is a unit 2-vector field, well defined µC-
a.e. The (1, 1)-condition can be expressed by the fact that ~C =
∑M
j=1 λj
~Cj ,
with
∑M
j=1 λj = 1, λj ≥ 0 and ~Cj are unit simple J1-invariant.
The push-forward f∗C can be represented by the Radon measure f∗µC
and the 2-vector field (defined f∗µC-a.e.) f∗ ~C, the latter is however not of
unit mass. Denoting by ‖ · ‖ the mass norm on 2-vectors with respect to g2,
we rewrite it as
f∗ ~C =
M∑
j=1
λjf∗ ~Cj =
M∑
j=1
λj · ‖f∗ ~Cj‖ f∗
~Cj
‖f∗ ~Cj‖
=
=
 M∑
j=1
λj · ‖f∗ ~Cj‖
 M∑
j=1
λj · ‖f∗ ~Cj‖(∑M
j=1 λj · ‖f∗ ~Cj‖
) f∗ ~Cj
‖f∗ ~Cj‖
,
where each simple 2-vector f∗
~Cj
‖f∗ ~Cj‖ is of unit mass and J2-invariant (by
the hypothesis on f).
We can then represent f∗C by the Radon measure M∑
j=1
λj · ‖f∗ ~Cj‖
 f∗µC
and the 2-vector field of unit mass
M∑
j=1
λj · ‖f∗ ~Cj‖(∑M
j=1 λj · ‖f∗ ~Cj‖
) f∗ ~Cj
‖f∗ ~Cj‖
,
which is a convex combination of unit simple J2-holomorphic 2-vectors.
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Lemma A.2. [the density is preserved]
Let U , V be open sets in R2n+2, ω be a calibration in U , T be a normal
ω-positive 2-cycle in U , f : U → V be a diffeomorphism. Be ν(p) ≥ 0 the
density of T at p ∈ U . Then the current f∗T has 2-density equal to ν(p) at
the point f(p) ∈ V .
proof of lemma A.2. Up to translations, which do not affect densities,
we may assume p = f(p) = 0, the origin of R2n+2. We use coordinates
q = (q1, q2, ..., q2n+2).
Step 1. Assume that f is linear. Choose any sequence of radii Rn ↓ 0
and dilate the current f∗T around 0 with the chosen factors, i.e. observe the
sequence: (
Id
|Rn|
)
∗
(f∗T ) =
(
Id
|Rn| ◦ f
)
∗
T.
By the linearity of f this is the same as(
f ◦ Id|Rn|
)
∗
T = f∗
(
Id
|Rn|
)
∗
T.
The assumptions yield a subsequence Rnj such that
(
Id
|Rnj |
)
∗
T ⇀ T∞
for a cone T∞, whose density at the vertex is ν(0). So
f∗
(
Id
|Rnj |
)
∗
T ⇀ f∗T∞.
Recall that T∞ is represented by a positive Radon measure on the 2-
planes, with total mass ν(0). The linearity of f gives that f∗T∞ is still a cone
with the same density ν(0) at the vertex, so we have found a subsequence Rnj
such that
(
Id
|Rnj |
)
∗
(f∗T ) weakly converges to a cone with density ν(0). Since
the sequence Rn was arbitrary, we get in particular that f∗T has 2-density
equal to ν(0) at the point f(0) = 0.
Step 2. For a general f , write f(q) = Df(0) · q + o(|q|).
As before, we have to observe
(
Id
|Rn|
)
∗
(f∗T ). We show that this se-
quence has the same limiting behaviour as
(
Id
|Rn|
)
∗
((Df(0) · q)∗T ), for
which Step 1 applies.
We estimate the difference of the actions on a two-form β supported in
the unit ball B1: (
Id
|Rn|
)
∗
[f∗T − (Df(0) · q)∗T ] (β) =
= T
(
f∗
(
Id
|Rn|
)∗
β − (Df(0) · q)∗
(
Id
|Rn|
)∗
β
)
.
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Writing explicitly β =
∑
I βIdq
I , where dqI = dqi ∧ dqj for i 6= j ∈
{1, 2, ..., 2n+ 2}, the difference in brackets reads8
∑
I
βI ◦ Id|Rn| ◦ f − βI ◦ Id|Rn| ◦ (Df(0) · q)
R2n
df I .
This form is supported, for n large enough, in a ball of radius≤ 12|Df(0)|Rn
around 0. Moreover, for each I, we can estimate from above, for n large
enough:
|df I |
∣∣∣∣∣βI ◦
Id
|Rn| ◦ f − βI ◦ Id|Rn| ◦ (Df(0) · q)
R2n
∣∣∣∣∣ ≤
≤ ‖f‖C1(B1)‖βi‖C1(B1)
R3n
· |o(|q|)| ≤ |o(1)|
R2n
,
for a function o(1), infinitesimal as n→∞, depending on β and ‖f‖C2 .
Using monotonicity, we get a constant K > 0, depending on ν(0) and ‖f‖C1 ,
such that M
(
T B 1
2|Df(0)|Rn
)
≤ KR2n for n large enough. These estimates
imply
T
(
f∗
(
Id
|Rn|
)∗
β − (Df(0) · q)∗
(
Id
|Rn|
)∗
β
)
→ 0 as n→∞,
so the limiting behaviour of
(
Id
|Rn|
)
∗
(f∗T ) must be the same as that
of
(
Id
|Rn|
)
∗
((Df(0) · q)∗T ). In particular the density of f∗T at the point
f(0) = 0 is ν(0).
8Writing f = (f1, f2, ..., f2n+2) and I = (i, j), the notation dfI stands for d(f i)∧d(f j),
as in [12] (page 120).
34
References
[1] Ambrosio, Luigi and Kirchheim, Bernd and Lecumberry, Myriam and
Rivière, Tristan On the rectifiability of defect measures arising in a mi-
cromagnetics model, Nonlinear problems in mathematical physics and
related topics, II, Int. Math. Ser. (N. Y.), 2, 29-60.
[2] Bellettini, Costante and Rivière, Tristan The regularity of Special Leg-
endrian integral cycles, to appear in Ann. Sc. Norm. Sup. Pisa Cl. Sci.
[3] Bellettini, Costante Almost complex structures and calibrated integral
cycles in contact 5-manifolds, preprint 2010.
[4] Blel, M. Sur le cône tangent à un courant positif fermè J. Math. Pures
Appl. (9) 72 (1993), no. 6, 517 - 536
[5] Blel, Mongi and Demailly, Jean-Pierre and Mouzali, Mokhtar, Sur
l’existence du cône tangent à un courant positif fermé, Ark. Mat. 28
(1990), 2, 231-248.
[6] De Rham, Georges Variétés différentiables. Formes, courants, formes
harmoniques, Actualités Sci. Ind., no. 1222 = Publ. Inst. Math. Univ.
Nancago III, Hermann et Cie, Paris (1955), vii+196.
[7] Demailly, Jean-Pierre Nombres de Lelong généralisés, théorèmes
d’intégralité et d’analyticité, Acta Math., Acta Mathematica, 159
(1987), 3-4, 153–169.
[8] De Giorgi, Ennio Nuovi teoremi relativi alle misure (r−1)-dimensionali
in uno spazio ad r dimensioni (Italian) Ricerche Mat. 4 (1955), 95-113.
[9] S.K. Donaldson and R.P. Thomas Gauge Theory in higher dimensions,
in "The geometric Universe", Oxford Univ. Press, 1998, 31-47.
[10] Federer, Herbert Geometric measure theory, Die Grundlehren der math-
ematischen Wissenschaften, Band 153, Springer-Verlag New York Inc.,
New York, 1969, xiv+676.
[11] Federer, Herbert; Fleming, Wendell H. Normal and integral currents
Ann. of Math. (2) 72 1960 458–520.
[12] M. Giaquinta, G. Modica and J. Souček Cartesian currents in the calcu-
lus of variations I, Ergeb. Math. Grenzgeb. (3) vol. 37, Springer-Verlag,
Berlin, 1998, xxiv+711.
[13] Hardt, Robert M. Singularities of harmonic maps, Bull. Amer. Math.
Soc. (N.S.), 34, 1997, 1, 15-34.
35
[14] Harvey, Reese and Lawson, H. Blaine Jr. Calibrated geometries, Acta
Math.,148, 47-157,1982.
[15] Harvey, Reese and Lawson, H. Blaine Jr. Duality of positive currents
and plurisubharmonic functions in calibrated geometry, Amer. J. Math.
131 no. 5 (2009), 1211-1240.
[16] Kiselman, Christer O. Tangents of plurisubharmonic functions Interna-
tional Symposium in Memory of Hua Loo Keng, Vol. II (Beijing, 1988),
157-167, Springer, Berlin
[17] Kiselman, Christer O. Densité des fonctions plurisousharmoniques,
Bull. Soc. Math. France, Bulletin de la Société Mathématique de France,
107 (1979), 3, 295–304.
[18] Lelong, P. Fonctions plurisousharmoniques et formes différentielles pos-
itives, Gordon & Breach, Paris (1968), ix+79.
[19] Lelong, Pierre Sur la structure des courants positifs fermés, Séminaire
Pierre Lelong (Analyse) (année 1975/76), 136–156. Lecture Notes in
Math., Vol. 578, Springer, Berlin, (1977).
[20] McDuff, Dusa and Salamon Dietmar Introduction to symplectic topol-
ogy, Oxford Mathematical Monographs, 2, The Clarendon Press Oxford
University Press, New York, 1998, x+486.
[21] Morgan, Frank, Geometric measure theory, Fourth edition, A beginner’s
guide, Elsevier/Academic Press, Amsterdam, 2009, viii+249.
[22] Pumberger, David and Rivière, Tristan Uniqueness of tangent cones for
semi-calibrated 2-cycles, Duke Math. J., Duke Mathematical Journal,
152 (2010), no. 3, 441–480.
[23] Rivière, Tristan; Tian, Gang The singular set of J-holomorphic maps
into projective algebraic varieties, J. Reine Angew. Math. 570 (2004),
47–87. 58J45
[24] Rivière, Tristan and Tian, Gang The singular set of 1-1 integral cur-
rents, Ann. of Math. (2), Annals of Mathematics. Second Series, 169,
2009, 3, 741-794.
[25] Schoen, R. and Uhlenbeck, K. A regularity theory for harmonic maps,
J. Diff. Geom., 17, (1982), 1, 307-335.
[26] Simon, Leon Lectures on geometric measure theory, Proceedings of the
Centre for Mathematical Analysis, Australian National University, 3,
Australian National University Centre for Mathematical Analysis, Can-
berra, 1983, vii+272.
36
[27] Simon, Leon Asymptotics for a class of nonlinear evolution equations,
with applications to geometric problems, Ann. of Math. (2), Annals of
Mathematics. Second Series, 118 (1983), 3, 525-571.
[28] Siu, Yum Tong Analyticity of sets associated to Lelong numbers and the
extension of closed positive currents Invent. Math. 27 (1974), 53-156.
[29] Taubes, Clifford Henry, "SW⇒ Gr: from the Seiberg-Witten equations
to pseudo-holomorphic curves". Seiberg Witten and Gromov invariants
for symplectic 4-manifolds. , 1–102, First Int. Press Lect. Ser., 2, Int.
Press, Somerville, MA, 2000.
[30] G. Tian Gauge theory and calibrated geometry. I, Ann. of Math. (2),
151 (2000) 1, 193–268.
[31] Tian, Gang Elliptic Yang-Mills equation, Proc. Natl. Acad. Sci. USA,
Proceedings of the National Academy of Sciences of the United States
of America, 99, (2002), 24, 15281-15286.
[32] White, Brian Tangent cones to two-dimensional area-minimizing inte-
gral currents are unique, Duke Math. J., Duke Mathematical Journal,
50, 1983, 1, 143–160.
[33] White, Brian Nonunique tangent maps at isolated singularities of har-
monic maps, Bull. Amer. Math. Soc. (N.S.), 26, 1992, 1, 125-129.
37
