Upscaling Klinkenberg-corrected gas permeability, k, in unconventional tight sandstones has numerous practical applications, particularly in gas exploration and production. In this study, we adapt the effective-medium approximation (EMA) model of Doyenproposed first to estimate bulk electrical conductivity, " , and permeability in sandstones from rock images -to scale up " and k in tight-gas sandstones from pore to core. For this purpose, we calculate two characteristic pore sizes: an effective hydraulic and an effective electrical pore size from pore-throat size distributions -determined from mercury intrusion capillary pressure (MICP) curves -and pore-throat connectivity. The latter is estimated from critical volume fraction (or percolation threshold) for macroscopic flow. Electrical conductivity and permeability are then scaled up from the 2 two characteristic pore sizes, tortuosity, and porosity by assuming two different pore geometries: cylindrical and slit-shaped. Comparison of results obtained for eighteen tightgas sandstones indicates that the EMA estimates " and k more accurately when pores are assumed to be cylindrical. We also estimate k from the pore-throat size distributions and the measured electrical conductivity using the EMA and critical path analysis (CPA), another upscaling technique borrowed from statistical physics. Theoretically, the former is valid in relatively heterogeneous porous media with narrow pore-throat size distribution, while the latter is valid in heterogeneous media with broad pore-throat size distribution. Results show that the EMA estimates k more accurately than CPA and arrives within a factor of two of the measurements on average.
Introduction
Upscaling gas permeability, k, in tight porous sandstones has numerous practical applications in reservoir engineering. Various theoretical models have been proposed to scale up k from pore throat properties, employing size distribution, tortuosity, porosity, etc. (Behrang et al., 2016; Peng et al., 2018; Song et al., 2016) . One simple model based on a bundle of tortuous capillary tubes of the same radius R and porosity is given by 
(
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-/ 0 1 , where Lt is the tortuous capillary tube length and Ls is the sample length.
In Eq.
(1) by replacing R with 2 4 = 2 [ 7 (1 − )] ⁄ where 4 is hydraulic radius and specific surface area 7 = 6 ̅ ⁄ A , one may derive the Kozeny-Carman model (Carman, 1937; Kozeny, 1927) 
Here ̅ A is a representative grain diameter that may be approximated by the harmonic or geometric mean (Koltermann and Gorelick, 1995) . However, as is well known, Eq. (2) only provides accurate permeability estimations in homogeneous porous media with narrow particle/pore size distribution (Bryant et al., 1993) .
Generalized models based on a bundle of capillary tubes concept that include the Kozeny-Carman equation as a special case were later developed by incorporating more complex properties of the pore space morphology (see e.g., Behrang and Kantzas (2017) ; Cai et al. (2015) ; Chen and Yao (2017) ). However, idealizing a porous medium as a bundle of straight/tortuous capillary tubes even with various pore shapes (see e.g., Cai et al., 2014) neglects pore connectivity, which is important for fluid transport through rocks.
More complex approaches were also invoked to model gas permeability based on firstand higher-order slip equation. For example, Beskok and Karniadakis (1999) accounted for slip flow and adapted Hagen-Poiseuille's law for gas flow in a cylindrical tube. Such a method was extensively used to model Klinkenberg-corrected gas permeability in unconventional reservoir rocks (see e.g., Civan, 2010; Nazari Moghaddam and Jamiolahmady, 2016) . Javadpour (2009) and Darabi et al. (2012) , however, accounted for first-order slip flow and Knudsen diffusion mechanisms and proposed another model for gas permeability.
Techniques borrowed from statistical physics have been used to upscale permeability in porous media. For example, Katz and Thompson (Katz and Thompson, 1986; Katz and Thompson, 1987) applied critical path analysis to estimate the permeability of rocks. In their model, a critical pore size is the key factor controlling permeability. Although critical path analysis was proposed to upscale electrical conductivity and permeability in porous media with broad conductance distribution, Shah and Yortsos (1996) stated that, "The basic argument underlying this theory [critical path analysis] is that because of the large exponent in the pore conductance-pore [throat] radius relationship, g ~ r 4 , natural porous media, even though moderately disordered in pore [throat] size, possess a wide conductance distribution." Concepts from critical path analysis were successfully used to upscale single-phase permeability in different types of rocks and soils (Arns et al., 2005; Ghanbarian et al., , 2016b Hunt et al., 2014; Katz and Thompson, 1986; Katz and Thompson, 1987) .
In addition to critical path analysis, the effective-medium approximation, an old approximate analytical upscaling technique, was also applied to upscale fluid flow and transport in porous rocks (see e.g., Sahimi (2011) and references therein). Koplik et al. (1984) assumed that pore throats were elliptically cylindrical and determined hydraulic and electrical conductances, their distributions, and the average coordination number (Z; the average number of pore throats connected to the same pore body) from thin sections.
Using the effective-medium approximation, Koplik et al. (1984) overestimated permeability by a factor of 10, while underestimating formation factor ( = N " ⁄ in which " and N are bulk and fluid electrical conductivities, respectively) by a factor of 2 for a Massilon sandstone with porosity = 0.22 and average pore coordination number Z = 3.5.
Following Koplik et al. (1984) , Doyen (1988) estimated the single-phase permeability of seven Fontainebleau sandstones from thin sections and image analysis. An effective porethroat radius was determined from pore-throat and pore-body size distributions. Doyen (1988) performed both permeability and electrical conductivity estimations within a factor of three of the measurements. David et al. (1990) assessed the EMA reliability in estimation of effective conductance in two-dimensional regular networks (e.g., hexagonal, square, and triangular) with various pore conductance distributions. Those authors reported that the effective conductance estimated by the EMA was in good agreement with numerical simulations of flow through media with quasi-uniform distributions, while large discrepancies appeared for exponential distributions. Adler and Berkowitz (2000) evaluated the accuracy of the EMA in the estimation of electrical conductivity in two-and three-dimensional lattices with local conductances following a lognormal distribution of various standard deviations. Adler and Berkowitz (2000) concluded that, "… the analytical expressions [the effective-medium approximations]
provide good agreement to the simulations in 2D systems, but are in significant error in 3D systems when the standard deviation [sge] of the local conductivities is large." They indicated that EMA conductivity estimations in three dimensions were very accurate under fully saturated conditions as long as the standard deviation of the lognormal electrical conductance distribution was less than 1 ( PQ < 1).
To scale up single-phase gas permeability from pore to core (e.g. via Eq. 1), one requires knowledge of porosity, tortuosity, shape factor and a characteristic length scale. Although Eq.
(1) was proposed for a medium composed of tortuous capillary tubes of uniform radius, R, it has been widely used to estimate permeability in homogeneous and heterogeneous porous rocks by replacing with H , a representative pore radius in the medium. In the literature, different quantities, such as effective pore-throat radius, re (David et al., 1990; Doyen, 1988) , and median pore-throat radius, r50 (Weller et al., 2016) , have been used to estimate H and accordingly k via Eq. (1).
The effective-medium approximation has been previously used to estimate H , (or the effective hydraulic pore radius rhe) from the pore-throat size distribution and the average pore coordination number Z, both determined from two-dimensional images of sandstones and carbonate rocks (see e.g., Doyen (1988) ; Koplik et al. (1984) ). However, precise calculation of Z requires either two-or three-dimensional rock images or nitrogen sorption measurements (Seaton, 1991) . We accordingly approximate Z from the critical saturation, Sc, corresponding to the inflection point on the capillary pressure curve, routinely measured through petrophysical evaluation of porous rocks. Although Z approximation from Sc has been successfully tested on the estimation of relative permeability in soils (Ghanbarian et al., 2016a) and pore-pressure dependent gas permeability in shales (Ghanbarian and Javadpour, 2017) , to the best of the authors' knowledge, it has never been used to estimate the effective pore-throat size and the Klinkenberg-corrected gas permeability from mercury intrusion porosimetry in tight-gas sandstones. Nor has it been applied to estimate gas permeability from electrical conductivity measurements. Furthermore, its accuracy has not been compared to that of critical path analysis experimentally in porous media. Therefore, the main objectives of this study are: (1) to evaluate the EMA's reliability and accuracy to estimate effective hydraulic and electrical pore sizes and the Klinkenberg-corrected gas permeability k from pore-throat size distribution, tortuosity, and porosity, (2) to estimate k from pore-throat size distribution and electrical conductivity measurements, and (3) to compare EMA results to those obtained from critical path analysis in tight-gas sandstones.
Theory

Hydraulic and electrical conductances of a single pore
To scale up gas permeability and electrical conductivity in a low permeability (tight) porous rock, one first requires describing hydraulic and electrical flow at the pore scale for a single pore. The hydraulic (gh) and electrical (ge) conductances of a cylindrical pore of radius r with a constant cross-sectional area and length l filled with a fluid of viscosity and electrical conductivity of N are (Friedman and Seaton, 1998) 
and
For a slit-shaped pore of width w much narrower than its breadth b and length l, hydraulic and electrical conductances are (Friedman and Seaton, 1998) 
Note that the numerical prefactors 8, in Eq. (3), and 12, in Eq. (5), are pore shape factors.
Scaling up from pore to core via the effective-medium approximation
Within the EMA framework, a heterogeneous and uncorrelated pore network is replaced by an ordered one composed of pores all of the same size, while its permeability is still the same as that of the original disordered network.
Figure 1 presents a 3D schematic pore network with pore bodies and throats of various sizes replaced by an ordered network (lattice) with a single effective pore size and conductance. Following Kirkpatrick (1973) , the effective pore conductance is determined by setting the spatially averaged perturbations, taken with respect to the conductance distribution f(g) in the disordered network, to be zero as follows
where gmin and gmax are the minimum and maximum conductances in the network, ge is the effective conductance controlling flow, and Z is the average pore coordination number, (the average number of pore throats meeting at a pore body). Hereafter, we refer to pore-throat and pore-body radii as r and rb, respectively, in cylindrical pores and as w and wb in slit-shaped pores.
Three-dimensional images provide detailed pore space geometrical and morphological properties, particularly compared to other methods like mercury intrusion porosimetry.
Although different algorithms e.g., Lindquist et al. (1996) , Silin et al. (2003) and Øren and Bakke (2003) have been developed to quantify pore space geometrical properties and topological characteristics in porous media, analysis of three-dimensional images and identification of pore radius, volume, and length are still ambiguous. Note that widelyapplied and well-known models characterizing pore space from rock images, such as the maximal ball algorithm (Dong and Blunt, 2009; Silin and Patzek, 2006) and 3DMA-Rock (Lindquist et al., 2005; Lindquist et al., 2000) still differentiate pore bodies from pore throats.
Within the effective-medium approximation framework, the bond percolation threshold (pc) of a pore network is 2/Z. Although pc = 2/Z is accurate in two dimensions, it has been well documented in the literature (see, e.g., (Kirkpatrick, 1973) ) that the EMA, Eq. (7), generally overestimates pc in 3D networks (pc < 2/Z). In addition, accurate estimation of Z requires either 2D or 3D rock images (Doyen, 1988) or a nitrogen adsorption curve (Seaton, 1991) . Because neither the sorption isotherms nor the images for the samples studied here are available, we use another approximation and replace 2/Z in Eq. (7) with
As suggested by Katz and Thompson (Katz and Thompson, 1986; Katz and Thompson, 1987) , the saturation at the inflection point (Sc) on the mercury intrusion capillary pressure (MICP) curve represents the critical volume fraction (the minimum saturation required to form sample-spanning cluster) for percolation. The bond percolation threshold (pc) representing the critical number fraction is equivalent to the critical mercury saturation (Sc) representing the critical volume fraction. Following Ghanbarian et al. (2016a) , we thus correspondingly replace (1 -pc)/pc by (1 -Sc)/Sc and rewrite Eq. (7) to obtain
Given that 4 ∝ j , Z ∝ 1 , and f(g)dg = f(r)dr, we accordingly substitute the corresponding conductance from Eqs. (3) and (4) into Eq. (8) to determine the effective pore radius for, respectively, hydraulic and electrical flow from the pore-throat size distribution f(r) and the critical saturation Sc. Similarly, for slit-shaped pores Eqs. (5) and (6) are substituted in Eq. (8) to calculate whe and wee, the effective hydraulic and electrical pore widths, respectively.
In accordance with Doyen (1988) , the macroscopically upscaled electrical conductivity " and permeability k are given by
where Z and 4 are, respectively, the electrical and hydraulic tortuosity factors.
Therefore, one may estimate the electrical conductivity and permeability from the effective pore radii (rhe and ree), the average squared pore body radius (〈 " 1 〉), tortuosity, and porosity. In Eqs. (9) and (10), the value of 〈 " 1 〉 is determined as the average of " 1 over the entire pore body-size distribution. In this study, the pore body-size distribution is not available. We thus approximate 〈 " 1 〉 with 〈 1 〉, the average squared pore-throat radius (David et al., 1990; Doyen, 1988) . According to the results of Zhao et al. (2015) and Xi et al. (2016) , replacing 〈 " 1 〉 with 〈 1 〉, however, might be a rough approximation in tight sandstones.
Dividing Eq. (10) by (9) gives Ghanbarian et al. (2013a) demonstrated that electrical tortuosity Z is typically smaller than hydraulic tortuosity 4 . However, if the pore-throat size distribution is narrow enough, one may approximately set Z ≈ 4 (Ghanbarian et al., 2013a) and, accordingly,
Equation (12) estimates k from the measured electrical conductivity and the effective hydraulic and electrical pore-throat radii (i.e., rhe and ree).
Likewise, for slit-shaped pores Eqs. (9), (10) and (12) become
Recall that whe and wee are, respectively, the effective hydraulic and electrical pore widths, and wb is the pore body width.
In what follows, we apply Eqs. (9), (10) and (12) as well as Eqs. (13), (14) and (15) in order to estimate electrical conductivity and gas permeability in eighteen tight-gas sandstone samples. We compare the accuracy of the effective-medium approximation to that of critical path analysis in the k estimation from the pore-throat size distribution and electrical conductivity measurements.
Experimental data
The eighteen tight-gas sandstones used in this study were cut from whole cores retrieved from a tight-gas sandstone formation located in East Texas. In all samples, gas permeability was measured using the transient pulse technique at a net confining stress of 2500 psi and corrected by extrapolating to infinite pressure using the Klinkenberg (1941) method. The effect of pore and confining pressures on fluid permeability has been extensively addressed in porous rocks (see e.g., Brace and Walsh (1968) (2017)). However, the influence of pore pressure on gas permeability in our samples is small because all permeability measurements were Klinkenberg-corrected. Total porosity of each sample was determined via helium expansion. The capillary pressure curve, measured using mercury intrusion pressures ranged between 1.5 to 60000 psi, was used to derive the pore-throat size distribution i.e., f(r) or f(w) for each sample. For this purpose, capillary pressure Pc was converted to porethroat diameter (d = 2r) and/or width (w) using respectively (Bullard and Garboczi, 2009) 
in which Pnw and Pw are the pressures of the nonwetting and wetting phases, respectively, is the air/mercury interfacial tension (485 dyn/cm), and is the contact angle (140° for mercury). Equation (16) necessarily means that pore radius is equivalent to pore width (r = w) and thus f(r) = f(w). To determine the pore-throat size distribution, dSHg/dln(Pc) was calculated from the MICP and plotted versus pore-throat size, as shown in Fig. 2 .
In this study, MICP and permeability were measured on the same sample. The core samples measured 1 inch in diameter and 1.5 inches in length. It is well documented in the literature that petrophysical properties such as permeability, porosity, and MICP (or pore-throat size distribution) are scale-dependent measurements. For example, both Tinni et al. (2012) and Fink et al. (2017) experimentally showed that as sample volume increases, permeability increases as well. Results of and Han et al. (2016) also indicated that the pore-throat size distribution could vary with a change in measurement scale.
Following Katz and Thompson (Katz and Thompson, 1986; Katz and Thompson, 1987) , the critical saturation Sc for gas flow was estimated from the inflection point on the MICP curve. We determined the inflection point in MATLAB by fitting a spline to the measured data and computing the second derivative numerically. However, the method failed to correctly find the inflection point because of local scatter in MICP data in samples 9, 10, 13, 16, and 18. We instead fit the van Genuchten capillary pressure curve model (van Genuchten, 1980) and then calculated the inflection point corresponding to the critical saturation Sc, critical pore radius rc, and critical pore width wc using the approach proposed by Dexter (2004) and implemented by Ghanbarian et al. (2016b) .
Using f(r), f(w), the critical saturation Sc, and Eq. (8) we calculated the effective hydraulic pore sizes i.e., rhe and whe as well as the effective electrical i.e., ree and wee.
Surface conduction can contribute to electrical conductivity in addition to bulk conduction in clay-rich and clay-free porous rocks (see e.g., Revil and Glover (1998); Revil et al. (2014) ). In this study, electrical conductivity was measured using a synthetic and highly saline brine of resistivity 0.0403 (Ω-m) at 25°C using the two-terminal method and 1 KHz frequency under fully saturated conditions. Such a low resistivity corresponds to high brine conductivity N = 24.8 (S m -1 ), high bulk electrical conduction, and, therefore, negligible surface conduction ( " ≫ v ), in accord with results given in Fig. 3 of Revil et al. (2014) . In addition, measurements of electrical conductivity, particularly at small water saturations (not shown), indicated that surface conduction was negligible in these tight-gas sandstones. This behavior is also confirmed through accurate permeability estimations from the measured electrical conductivity, as shown in the Results and Discussion section.
To estimate permeability and electrical conductivity via Eqs. (9), (10), (13) and (14), one needs to estimate electrical Z and hydraulic 4 tortuosity values. Analysis of energy or
Joule dissipation (Bernabé and Revil, 1995; Revil and Cathles, 1999) has shown that hydraulic or electrical tortuosity is a dynamic quantity associated with the local normalized gradient of the fluid pressure or electrical potential. However, threedimensional images of the tight-gas sandstones studied here are unavailable to provide an accurate determination of the corresponding tortuosity for hydraulic and electrical flow.
Therefore, as a first-order approximation we invoke the geometrical model of Ghanbarian et al. (2013b) and approximate Z and 4 with the geometrical tortuosity A
where = 0.88 is the correlation length exponent from percolation theory, C is the typical pore-throat length, Le is the effective geometrical flow length, and Ls is the sample length.
In Eq. (17), Dopt is the optimal path fractal dimension whose universal value in 3D systems is 1.43. This means that its value is only a function of system's dimensionality and does not vary from one rock sample to another. Note that the optimal path is the most energetically favorable path through a system. Since Ls >> C in experiments, following Ghanbarian et al. (2013b) one may set C/Ls = 0. By comparing to numerical simulations and experimental measurements, Ghanbarian et al. (2013b) showed that their geometrical tortuosity model, Eq. (17), approximated hydraulic and electrical tortuosity values accurately in porous media with narrow pore/particle size distributions (see their . Table 1 summarizes the geometrical tortuosity A determined for each rock sample.
Other salient properties of each sample as well as the calculated parameters to estimate " / N and k are included in Table 1 .
To evaluate the accuracy of the models in the estimation of " / N and k, the root mean square log-transformed error (RMSLE) and mean log-transformed error (MLE) parameters were determined as follows
where N is the number of values, and x and y are the calculated (estimated) and measured quantities, respectively. Note that MLE > 0 indicates that the model generally overestimates, while MLE < 0 denotes model underestimation. Table 1 summarizes the calculated effective hydraulic and electrical pore-throat sizes under two different pore geometries (i.e., cylindrical and slit-shaped). We found that except for one of the samples the effective hydraulic radius (rhe) was greater than the effective electrical radius (ree). In sample 4, ree = 0.213 is slightly greater than rhe = 0.211, whereas wee = 0.211 is less than whe = 0.212. Although Doyen (1988) also reported rhe < ree for two samples in his study, the difference between ree = 0.213 and rhe = 0.211 in sample 4 is not significant and the two radii can be considered identical with twodecimal-place accuracy. One should typically expect rhe > ree because hydraulic conductance gh is proportional to pore size (i.e., r or w) to the power 4 or 3 for cylindrical and slit-shaped pores, respectively (see Eqs. 3 and 5), while the power for the electrical conductance ge is 2 or 1 (see Eqs. 4 and 6). This necessarily means that permeability depends on pore space morphological properties more strongly than does electrical conductivity. Figure 2 shows the pore-throat size distribution, the interpolated curve via the spline method (shown in blue), and the effective hydraulic and electrical pore-throat widths for four samples e.g., 3, 8, 13, and 18. This figure indicates how close the effective hydraulic and electrical widths are to each other and particularly to the peak on the pore-throat size distribution. The peak corresponds to the critical pore-throat width as suggested by Katz and Thompson (Katz and Thompson, 1986; Katz and Thompson, 1987) .
Results and Discussion
We also found a strong correlation between rhe and ree (i.e., rhe = 1.075ree -0.005, R 2 = 0.99) as well as whe and wee (i.e., whe = 1.095wee -0.004, R 2 = 0.99). Interestingly, by
analyzing the results of Doyen (1988) , obtained from images and given in his Table 1 , and the results of David et al. (1990) , obtained from 2D lattices and presented in their Table 2 and Figs. 3 and 4, we also found that rhe was highly correlated to ree according to rhe = 1.194ree -1.787 with R 2 = 0.99 and rhe = 1.07ree -0.353 with R 2 = 0.98, respectively. In our study, rhe and ree (in µm) were determined from volume-based porethroat size distribution (e.g., the cumulative volume of mercury injected), while in Doyen (1988) rhe and ree (in µm) were calculated from area-based pore-throat size distribution derived from two-dimensional images. Nonetheless, plotting all rhe values versus ree values from Doyen (1988) , David et al. (1990) , and this study resulted into the relationship: rhe = 1.06ree -0.097 with R 2 = 0.99 (results not shown). This result indicates that rhe is a linear function of ree to high accuracy. High correlation between rhe and ree as well as whe and wee might be due to the fact that both parameters are determined from Eq.
(8) with the same input parameters, such as pore-throat size distribution, critical saturation, and minimum and maximum pore conductances except the exponent in the conductance-size relationship (see exponents in Eqs. (3)- (6)). Depending on transport mechanism (hydraulic or electrical) and pore geometry (cylindrical or slit-shaped) the exponent could be 1, 2, 3 or 4. As can be observed in Table 1 , the values of ree, rhe, wee, and whe are not greatly different for each rock sample. This behavior indicates that the impact of the exponent in the pore conductance-size relationship on the effective hydraulic and/or electrical pore size estimation is not significant. However, its effect on the estimation of electrical conductivity " / N and permeability k may be considerable (compare Fig. 3a to Fig. 4a and Fig. 3b to Fig. 4b ). This is because the exponent of the effective pore size in Eq. 9 is two (Fig. 3a) , whereas its value in Eq. 13 is one (Fig. 4a) .
Likewise, the exponent of the effective pore-throat size in Eq. 10 is four (Fig. 3b) , while its value in Eq. 14 is three (Fig. 4b) .
In what follows we first present the results of electrical conductivity and permeability estimations using the effective-medium approximation models i.e., Eqs. (9), (10), and (12)-(15) for two different pore geometries: cylindrical and slit-shaped. We then compare the effective-medium approximation with the critical path analysis method in the estimation of gas permeability from the pore-throat size distribution and electrical conductivity measurements in tight-gas sandstones.
Effective-medium approximation
Results of the effective-medium approximation in the estimation of electrical conductivity " / N and permeability k are presented in Figs. 3 and 4 assuming pores are cylindrical and slit-shaped, respectively. Figs. 3a, 3b, 4a and 4b show EMA estimations from the pore-throat size distribution, porosity and tortuosity, while Figs. 3c and 4c refers to EMA estimates from the pore-throat size distribution and the measured electrical conductivity. Figure 3a shows that Eq. (9) generally overestimated the electrical conductivity with RMSLE = 0.53 and MLE = 0.48. This is in contrast with the results of Doyen (1988) who showed that the EMA generally underestimated " / N from porethroat size distribution derived from two-dimensional images (see his Table 1 ). Generally speaking, derivation of a three-dimensional quantity from two-dimensional images is inherently difficult because: (1) the interpretation of pore bodies and pore throats is ambiguous, and (2) such images do not capture pore connectivity accurately in all directions, particularly in anisotropic porous rocks. We should point out that Doyen (1988) approximated tortuosity by 3 in all sandstone samples with a wide range of porosity from 5 to 22%, although it is well documented in the literature that tortuosity varies with porosity. Generally speaking, the higher the porosity the less the tortuosity (recall that ≥ 1).
Equation (9) is an integrated function of several factors and precise estimation of " / N by Eq. (9) requires accurate determination of each factor i.e., tortuosity, 〈 " 1 〉, and effective electrical radius ZZ . Given that the electrical tortuosity Z was probably underestimated by the geometrical tortuosity model of Ghanbarian et al. (2013b) (since A ≤ Z ), one may expect Eq. (9) combined with Eq. (17) to overestimate " / N in natural rocks. Another source of error might be due to estimating 〈 " 1 〉 from the pore-throat size distribution rather than pore-body size distribution. In rocks the pore-body size distribution is not necessarily the same as the pore-throat size distribution. Therefore, replacing 〈 " 1 〉 with 〈 1 〉 may yield uncertainties in the estimation of electrical conductivity and permeability. Accurate " / N estimate also depends on the value of ZZ whose overestimation in turn leads to overestimation of " / N . Figure 3b shows the estimated permeability via Eq. (10) with hydraulic tortuosity 4 estimated from Eq. (17) as a function of the measured one. As can be observed, although for most samples Eq. (10) estimated k from the estimated tortuosity and the pore-throat size distribution derived from the MICP curve reasonably well, it underestimated k in some samples. The general trend of k underestimation via Eq. (10) is confirmed through the negative MLE value (i.e., -0.36 reported in Fig. 3b ). Given that Eq. (17) probably underestimated 4 , k underestimations via Eq. (10) might be because of either inaccurate values of 〈 " 1 〉 approximated by 〈 1 〉 or imprecise pore shape factor 8.
In Fig. 3c we presented the calculated gas permeability k via Eq. (12) from the porethroat size distribution and measured electrical conductivity data versus the measured k.
As shown in Fig. 3c , Eq. (12) tended to overestimate k slightly. However, most estimations are within a factor of two confidence intervals. The calculated RMSLE and MLE values given in Fig. 3 indicate that Eq. (12) estimated k more accurately than Eq.
(10) that estimates k from the pore-throat size distribution and tortuosity. This is mainly because the value of tortuosity was approximately estimated, while the electrical conductivity value was experimentally measured.
In Fig. 4 we show results for the same tight-gas sandstone samples but assuming pores are slit-shaped. Similar to the results of cylindrical pores (Fig. 3a) as Fig. 4a (9) and (13) are the same except for the effective electrical pore size (i.e., ree and wee) and their exponents. As can be deduced from Table 1 , the value of wee is less than that of ree for all samples (wee < ree). More specifically, we found wee = 0.947ree + 0.003 with R 2 = 0.99 and, accordingly, wee in Eq. (13) greater than ZZ 1 in Eq. (13) ( ZZ > ZZ 1 ). This is the reason that Eq. (13) gives a larger and less accurate estimate of " / N than Eq. (9). . These two models differ in two parameters: (1) the pore shape factor i.e., 8
and 12, and (2) and the effective pore size i.e., 4Z j and 4Z ™ for cylindrical and slit-shaped pores, respectively. We experimentally found whe = 0.967rhe + 0.003 with R 2 = 0.99 (whe < rhe), which means 4Z ™ > 4Z j . Although the pore shape factor 8 in Eq. (10) is less than 12 in Eq. (14) by a factor of 1.5, because 4Z ™ is greater than 4Z j by a factor between 2 and 16, k estimates via Eq. (14) are greater than those via Eq. (10). As we discussed earlier, the high correlation between whe and rhe is mainly because both are estimated from Eq.
(8) with the same input parameters but the conductance-size exponents are different for the hydraulic (i.e., 4) and electrical (i.e., 3) flow.
Results of electrical conductivity and permeability estimates from the pore-throat size distribution, tortuosity, and porosity (i.e., Eqs. (9), (10), (13) and (14)) demonstrate that cylindrical pores might be more realistic than slit-shaped pores and yield more accurate estimations in tight-gas sandstones. However, in the following we show that the EMA (e.g., Eqs. (12) and (15)) with slit-shaped pores provides slightly more precise permeability estimations from the pore-throat size distribution and measured electrical conductivity than cylindrical pores.
In Fig. 4c we show the calculated permeability using Eq. (15) These results indicate that accurate electrical conductivity and permeability estimations do not necessarily provide useful information and precise conclusions about representative pore geometries in rocks. We should point out that rock minerals play a critical role in the formation of pore space and its structure. Different mineralogical compositions could greatly affect the pore shape geometry. Some rocks include minerals which are not stable under a wide range of pressure and temperature conditions, whereby alteration mechanisms such as cementation, dissolution, and recrystallization (Vanorio et al., 2008) are responsible for the presence of pores with irregular shapes.
Comparison of the RMSLE values reported in Fig. 3a ,b to those in Fig. 4a ,b confirms that the assumption of cylindrical pores yielded more accurate electrical conductivity and permeability estimates from pore-throat size distribution, porosity and tortuosity than the assumption of slit-shaped pores. However, the EMA with slit-shaped pores estimated permeability from pore-throat size distribution and formation factor more precisely than that with cylindrical pores (compare Fig. 3c to Fig. 4c ).
Scaling up via critical path analysis
Another upscaling technique from statistical physics is critical path analysis (CPA). In contrast to the effective-medium approximation that is known to be accurate in porous media with relatively narrow pore-throat size distribution (Adler and Berkowitz, 2000) , CPA works well in highly heterogeneous media whose pore-throat size distribution is
broad. In what follows, we compare the accuracy of CPA with that of the EMA in the estimation of gas permeability from the pore-throat size distribution and measured electrical conductivity using the same eighteen tight-gas sandstone samples.
Based on concepts from CPA, Le Doussal (Le Doussal, 1989 ) and later Skaggs (Skaggs, 2011 ) proposed
when pores are cylindrical, and
assuming pores are slit-shaped. In Eqs. (19) and (20), rc and wc represent critical porethroat radius and width, respectively, and y = 0.74 (Skaggs, 2003) . Both rc and wc can be approximated from the inflection point on the MICP curve (Katz and Thompson, 1986; Katz and Thompson, 1987) .
Results of k estimations via Eqs. (19) and (20) are presented in Fig. 5 assuming pores are cylindrical ( Fig. 5a ) and slit-shaped (Fig. 5b) . As can be deduced from the RMSLE and MLE values reported in Fig. 5 This contradiction clearly shows that, in addition to input parameters, the choice of upscaling techniques would affect permeability estimation accuracy as well as any conclusion about representative pore geometry in the medium.
We also found that the EMA, either Eq. (12) or Eq. (15) estimated k from the pore-throat size distribution and measured electrical conductivity with slightly more accuracy than CPA, Eqs. (19) and (20) Although the reliability of Eq. (19) is not substantially less than that of Eqs. (12) and (15), the results show that in these tight-gas sandstones with relatively narrow pore-throat size distribution (lognormal pore-throat size distribution standard deviation s ≤ 0.9; see Table 1 ) the EMA returned more accurate k estimations than CPA.
Based on electrical conductivity simulations of Adler and Berkowitz (2000) , one should expect very accurate estimations via the EMA in three dimensions, if the standard deviation of the lognormal electrical conductance distribution in a network of pores is less than 1 (sge < 1). Given that f(ge)dge = f(r)dr = f(w)dw, converting the electrical conductance distribution, f(ge), to the pore-throat size distribution, f(r) or f(w), requires invoking the relationship between pore electrical conductance, ge, and pore-throat size, r or w (see Eqs. 4 and 6). If one assumes that pores are cylindrical and applies Eq. (4), then sge ≈ 2s < 1, while assuming slit-shaped pores and using Eq. (6) result in sge ≈ s < 1. A natural porous medium, however, is probably a mixture of the two pore geometries.
Accordingly, based on the Adler and Berkowitz (2000) results (i.e., sge should be less than 1), one may use an average value and expect accurate estimates by the EMA in porous media whose s values are less than 0.75. Interestingly, for all samples analyzed in this study s ≲ 0.75 (see Table 1 ), except sample 10 for which s is not noticeably greater than 0.75. We should point out that Shah and Yortsos (1996) also argued that porous media, even though moderately disordered in pore size, possess a wider electrical or hydraulic conductance distribution compared to their pore-throat size distribution.
Conclusions
Using the effective-medium approximation we scaled up electrical conductivity, " / N , and gas permeability, k, from pore to core in tight-gas sandstones. More specifically, we evaluated various effective-medium approximation models in the estimation of " / N and k by assuming different pore geometries e.g., cylindrical and slit-shaped. Comparison of eighteen tight-gas sandstone samples indicated that the EMA estimated " / N and k from pore-throat size distribution, porosity and tortuosity more accurately by assuming cylindrical pores. We also compared the accuracy of the effective-medium approximation to the reliability of critical path analysis in the estimation of k from the pore-throat size distribution and the measured electrical conductivity. Results showed that the effectivemedium approximation with slit-shaped pores estimated k (RMSLE = 0.42) slightly more precisely than critical path analysis with cylindrical pores (RMSLE = 0.47), although both method estimations were mainly within a factor of two of the measurements. The reason most probably is because the width of the pore-throat size distribution of these tight-gas sandstones is relatively narrow, consistent with concepts of the EMA. We found that, depending on input parameters and upscaling methods, the assumption of cylindrical pores could yield more accurate " / N and k estimates than the assumption of slit-shaped pores and vice versa. This means that accurate estimates of electrical conductivity and permeability do not provide a reliable way to distinguish between models of the representative pore geometry. assuming that pores are slit-shaped and using various models from the effectivemedium approximation vs. the measured one for eighteen tight-gas sandstones.
Notation
Electrical conductivity and permeability were estimated from the pore-throat size distribution and estimated geometrical tortuosity in plots (a) and (b) and from the porethroat size distribution and measured electrical conductivity in plot (c). The red solid and dashed red lines represent the 1:1 line (y = x) and factor of two confidence intervals (y = 0.5x and 2x), respectively. Figure 5 . Logarithm of the calculated gas permeability using critical path analysis (CPA) and assuming that pores are (a) cylindrical and (b) slit-shaped, respectively, vs. the measured one for eighteen tight-gas sandstones. Permeability was estimated from the pore-throat size distribution and measured electrical conductivity. The red solid and dashed red lines represent the 1:1 line (y = x) and factor of two confidence intervals (y = 0.5x and 2x), respectively. Klinkenberg- corrected permeability, : lognormal distribution mean, : lognormal pore-throat size distribution standard deviation, rc = wc: critical pore-throat radius/width, ree: effective electrical pore-throat radius, rhe: effective hydraulic pore-throat radius, wee: effective electrical pore-throat width, whe: effective hydraulic pore-throat width, 〈 " 〉 = 〈 " 〉: spatial average of pore body, 〈 " 1 〉 = 〈 " 1 〉: spatial average of squared pore body, A = ( Z v ⁄ ) 1 : geometrical tortuosity. Figure 3 . Logarithm of the calculated electrical conductivity and gas permeability assuming that pores are cylindrical and using various models from the effective-medium approximation vs. the measured one for eighteen tight-gas sandstones. Electrical conductivity and permeability were estimated from the pore-throat size distribution and estimated geometrical tortuosity in plots (a) and (b) and from the pore-throat size distribution and measured electrical conductivity in plot (c). The red solid and dashed red lines represent the 1:1 line (y = x) and factor of two confidence intervals (y = 0.5x and 2x), respectively. Figure 4 . Logarithm of the calculated electrical conductivity and gas permeability assuming that pores are slit-shaped and using various models from the effective-medium approximation vs. the measured one for eighteen tight-gas sandstones. Electrical conductivity and permeability were estimated from the pore-throat size distribution and estimated geometrical tortuosity in plots (a) and (b) and from the pore-throat size distribution and measured electrical conductivity in plot (c). The red solid and dashed red lines represent the 1:1 line (y = x) and factor of two confidence intervals (y = 0.5x and 2x), respectively. Figure 5 . Logarithm of the calculated gas permeability using critical path analysis (CPA) and assuming that pores are (a) cylindrical and (b) slit-shaped, respectively, vs. the measured one for eighteen tight-gas sandstones. Permeability was estimated from the pore-throat size distribution and measured electrical conductivity. The red solid and dashed red lines represent the 1:1 line (y = x) and factor of two confidence intervals (y = 0.5x and 2x), respectively. 
