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Zusammenfassung
Ziel der Arbeit ist die Entwicklung und Analyse von Verfahren zur Parameterscha¨tzung
in nichtlinearen Normalverteilungsmodellen, wie sie bei Finite-Elemente-Modellen der
strukturmechanischen Dynamik auftreten. Das Augenmerk liegt hier auch auf dem Fall,
dass man noch Zusatzinformation u¨ber den Parameter besitzt, die etwa aus Vorversuchen
oder Erfahrungswerten stammt, und die man durch eine a-priori-Verteilung spezifiziert.
Hierbei wird auch auf die in der Literatur sehr selten behandelte Situation eingegangen,
dass die a-priori-Verteilung unbekannte Parameter entha¨lt.
Im ersten Kapitel werden nichtlineare Normalverteilungsmodelle mit und ohne Vor-
information vorgestellt. Im zweiten Kapitel wird ein Abriss der Theorie zur Parame-
terscha¨tzung in linearen und nichtlinearen Normalverteilungsmodellen ohne Vorinforma-
tion gegeben, wobei wir uns tiefergehend mit der Existenz und Eindeutigkeit der Lo¨sung
des Kleinste-Quadrate-Problems bescha¨ftigen. Das dritte Kapitel behandelt zum einen
die numerischen Eigenschaften von verschiedenen Verfahren zur Lo¨sung des linearen
Kleinste-Quadrate-Problems inklusive einer ausfu¨hrlichen Sensitivita¨tsanalyse des Pro-
blems. Zum anderen stellt es Verfahren zur Lo¨sung des nichtlinearen Kleinste-Quadrate-
Problems vor und betrachtet ihre theoretischen Konvergenzeigenschaften. Das vierte
Kapitel ist theoretischen Grundlagen der Parameterscha¨tzung, wenn Vorinformation ge-
geben ist, gewidmet. Hierauf werden im fu¨nften Kapitel sowohl einige aus der Literatur
bekannte als auch neu entwickelte Algorithmen zur Ermittlung der Parameterscha¨tzung
in Modellen mit Vorinformation vorgestellt und bewertet. Im sechsten Kapitel finden
sich praktische Anwendungsbeispiele aus den Ingenieurwissenschaften und es werden
die vorgestellten Algorithmen an diesen praktischen Beispielen untersucht. Abschließend
werden noch Ausblicke auf mo¨gliche Zielrichtungen fu¨r weitere Untersuchungen gege-
ben. Im Anhang finden sich einige Beweise eher technischer Natur, die im Haupttext
den Lesefluss gesto¨rt ha¨tten, und eine kurze Einfu¨hrung in die Differentialgeometrie, da
wir unterwegs einige Begriffe und Resultate daraus beno¨tigen.
Computercodes, mit denen die dargestellten Problemstellungen gelo¨st wurden, werden
auf Wunsch gerne zur Verfu¨gung gestellt.
Summary
Aim of this thesis is the development and analysis of parameter estimation procedures in
nonlinear Gaussian models that are used in finite element models in structural dynamics.
We especially focus on the case of prior information on the parameters, which may result
from former experiments or from expert knowledge. The prior information is modelled by
a prior distribution. In this context we also address the issue that the prior distribution
contains unkown parameters, which has been neglected in the literature.
The first chapter features an introduction to nonlinear Gaussian models with or with-
out prior information. In the second chapter we give a summary of parameter estima-
tion theory in linear and nonlinear Gaussian models without prior information. Here,
we present an in-depth study of the existence and uniqueness of the solution of the
least squares estimation problem. We discuss the numerical properties of procedures for
the solution of the least squares problem including a detailed sensitivity analysis of the
problem in the third chapter. Thereupon we list several algorithms for the solution of
the nonlinear least squares problem and examine their theoretical convergence proper-
ties. In the fourth chapter we address the foundations of parameter estimation theory in
models with prior information. Then, in the fifth chapter we present and analyse some
algorithms known from the literature and also new algorithms for parameter estimation
in models with prior information. Practical applications from engineering are presented
in the sixth chapter and the algorithms are tested for the solution of practical examples.
Finally, we give some recommendations for future work. For the sake of readability you
will find some technical proofs in the appendix. Further we give a short introduction to
differential geometry, since we are using some concepts and results from this field.
On request we are pleased to provide source codes that were used for the solution of
the given examples and applications.
1. Nichtlineare Normalverteilungsmodelle
1.1. Das klassische Modell
Die U¨berlegungen im Folgenden sind auf allgemeine nichtlineare Modelle von der Form
Y ∼ N (η(ϑ),Σ) (1.1)
mit unbekanntem Parameter ϑ ∈ Θ ⊆ Rp, Θ 6= ∅, und Modellfunktion
η : Θ→ RN
anwendbar. Dabei bezeichnet N (η(ϑ),Σ) die multivariate Normalverteilung mit Erwar-
tungswertvektor η(ϑ) ∈ RN und positiv definiter Kovarianzmatrix Σ ∈ RN×N . Die
Modellfunktion η ist im Allgemeinen nichtlinear, die Kovarianzmatrix Σ kann bekannt
oder unbekannt sein. Etwas vereinfacht wird die statistische Analyse, wenn die Kovari-
anzmatrix bis auf einen Faktor bekannt ist, also von der Form Σ = σ2Σ0 mit bekannter
Matrix Σ0 ∈ RN×N und unbekanntem Parameter σ > 0.
Das Modell (1.1) werden wir im Folgenden als das
”
klassische Modell“ bezeichnen.
Alternativen zur Normalverteilungsannahme werden im Abschnitt 6.2.3 besprochen.
1.2. Bayes-Modell mit Vorinformation
Oft hat man noch Vorinformationen u¨ber den unbekannten Parameter und betrachtet ihn
als Zufallsvariable θ, um die Unsicherheit der Vorinformation statistisch zu modellieren.
So verwendet man etwa das Modell
PY |θ=ϑ = N (η(ϑ),Σ) (1.2)
und die a-priori-Annahme
θ ∼ N (µ(ξ), B(ρ)) (1.3)
mit µ : Rw → Rp, B : Rv → Rp×p und Θ = Rp. Der Mittelwert bzw. die Streuung der
a-priori-Verteilung in (1.3) ha¨ngen eventuell noch von unbekannten Parametern ξ ∈ Rw
bzw. ρ ∈ Rv ab.
1.3. Nichtlineare Modellfunktionen und Kovarianzmatrizen
In diesem Abschnitt stellen wir einige Modellfunktionen η und Kovarianzmatrizen Σ vor,
die in dieser Arbeit eine wichtige Rolle spielen werden.
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1. Nichtlineare Normalverteilungsmodelle
1.3.1. Ein sehr einfaches Beispiel
Ein sehr einfaches Beispiel ist durch die Modellfunktion
η : R→ RN , η(ϑ) = 1
2
ϑ21N =
(
1
2
ϑ2, . . . ,
1
2
ϑ2
)T
(1.4)
und die Kovarianzmatrix Σ = σ20IN mit bekannter Streuung σ
2
0 gegeben. In diesem
Modell ohne a-priori-Annahmen liegen also N Beobachtungen Y i =
1
2ϑ
2 + ei mit un-
abha¨ngigen und identisch gema¨ß N (0, σ20)-verteilten Messfehlern e1, . . . , eN vor.
1.3.2. Das lineare Modell als Spezialfall
Gelegentlich werden wir als Spezialfall das lineare Modell
η : Θ→ RN , η(ϑ) = Xϑ
oder das affin-lineare Modell
η : Θ→ RN , η(ϑ) = y0 +X · (ϑ− ϑ0)
mit y0 ∈ RN , X ∈ RN×p und ϑ0 ∈ Rp betrachten, um Eigenschaften von Algorithmen
zu untersuchen bzw. die Konstruktion von Algorithmen zu motivieren.
1.3.3. Eigenwerte und Eigenvektoren eines strukturellen Eigenwertproblems
Durch Anpassung von Parametern eines Finite-Elemente-Modells auf der Basis von Ex-
perimenten versucht man ein geeignetes mathematisches Modell fu¨r das Schwingungs-
verhalten eines physikalischen Systems (z.B. einer Platte oder eines Motorblocks) zu
erhalten. Wir stellen hier nur wesentliche Bestandteile vor und verweisen auf den Ab-
schnitt 6.2, wo solche Finite-Elemente-Modelle genauer erla¨utert und untersucht werden.
Bezeichnet man mit xi(t) ∈ R, i = 1, . . . , n, den Ort der i-ten Komponente des
Systems zur Zeit t, so betrachtet man unter Vernachla¨ssigung von Reibungseffekten ein
ungeda¨mpftes dynamisches System mit der Bewegungsgleichung
M(ϑ)x¨+K(ϑ)x = 0n
mit strukturellem Parameter ϑ ∈ Rp, MassenmatrixM(ϑ) ∈ Rn×n und Steifigkeitsmatrix
K(ϑ) ∈ Rn×n, die jeweils positiv definit sind. Durch den Ansatz x(t) = veiωt erha¨lt man
mit λ = ω2 das strukturelle Eigenwertproblem
K(ϑ)v = λM(ϑ)v. (1.5)
Dabei nennt man das zu einem Eigenwert λ > 0 geho¨rige ω =
√
λ eine Eigenfrequenz
des ungeda¨mpften dynamischen Systems.
2
1.4. A-priori-Verteilungen
Mit Hilfe der experimentellen Modalanalyse – vergleiche hierzu Natke (1992) – erha¨lt
man Messungen der Eigenfrequenzen aus einem bestimmten Frequenzbereich – typi-
scherweise die kleinsten Eigenfrequenzen – und einige Komponenten der zugeho¨rigen
Eigenvektoren. Zur Darstellung der zugeho¨rigen Modellfunktion η bezeichnen wir mit
λ1(ϑ) ≤ . . . ≤ λn(ϑ)
die sortierten Eigenwerte des strukturellen Eigenwertproblems (1.5) und mit
v1(ϑ), . . . , vn(ϑ)
zugeho¨rige Eigenvektoren. Es gilt also K(ϑ)vi(ϑ) = λi(ϑ)M(ϑ)vi(ϑ) fu¨r i = 1, . . . , n. Zu
gegebenen Indexmengen I, L ⊆ {1, . . . , n} seien ferner λI(ϑ) = (λi(ϑ))i∈I der Teilvektor
der Komponenten, die zur Indexmenge I geho¨ren, und analog vLI(ϑ) = (vl,i(ϑ))l∈L,i∈I die
durch L bestimmte Auswahl von Komponenten der zugeho¨rigen Eigenvektoren vi(ϑ) =
(v1,i(ϑ), . . . , vn,i(ϑ))
T, i ∈ I. Dann ist die Modellfunktion gegeben durch
η(ϑ) =
(
λI(ϑ)
vLI(ϑ)
)
.
1.4. A-priori-Verteilungen
Im Beispiel 1.3.1 ist eine mo¨gliche a-priori-Annahme durch
θ ∼ N (µ, τ2) (1.6)
gegeben. Der a-priori-Mittelwert µ ∈ R und die a-priori-Standardabweichung τ > 0
ko¨nnen bekannt oder unbekannt sein.
Im strukturellem Eigenwertproblem 1.5 kann man sich als a-priori-Annahme analog
θ ∼ N (µ, τ2Ip) (1.7)
mit µ ∈ Rp und τ > 0 vorstellen. Interessanter erscheinen uns diejenigen a-priori-
Verteilungen, die ra¨umliche Abha¨ngigkeiten zwischen den Parameterkomponenten ein-
beziehen, etwa
θ ∼ N (µ, τ2B(ρ)) (1.8)
mit µ ∈ Rp, τ > 0, ρ ∈ (−1, 1) und
B(ρ) =
(
bij(ρ)
)
1≤i,j≤p
mit
bij(ρ) = ρ
|i−j| fu¨r i, j = 1, . . . , p.
Solche Ansa¨tze werden in Abschnitt 6.2.5 vorgestellt und eingehend diskutiert.
3
2. Kleinste-Quadrate-Scha¨tzung im Modell
ohne a-priori-Information
Wir geben zuerst eine kurze Zusammenschau der wichtigsten Resultate zur Parame-
terscha¨tzung im linearen Modell und verweisen fu¨r Beweise und weitere Ergebnisse auf
die Literatur, z.B. Searle (1982), Rao u. Rao (1998) zur Matrix-Theorie und Seber (1977)
und Christensen (2002) zur Theorie im linearen Modell. Anschließend wenden wir uns
der Parameterscha¨tzung im nichtlinearen Modell zu. Erga¨nzungen zur hier vorgestellten
Theorie im nichtlinearen Modell finden sich in Pa´zman (1993), Seber u. Wild (1989)
und Bates u. Watts (1988) und viele praktische Beispiele in Fahrmeir u. a. (2007), Ryan
(1997), Draper u. Smith (1998) und Box u. Draper (1987). Zuletzt beleuchten wir kurz
Tests und Konfidenzbereiche im linearen und nichtlinearen Modell.
2.1. Eigenschaften des Kleinste-Quadrate-Scha¨tzers
2.1.1. Eigenschaften im linearen Modell
Wir betrachten in diesem Abschnitt zu der bekannten Design-Matrix X ∈ RN×p, der
positiv definiten Kovarianzmatrix Σ ∈ RN×N und bekannten Vektoren y0 ∈ RN und
ϑ0 ∈ Rp das affin-lineare Modell
Y ∼ N (η(ϑ),Σ) mit
η : Rp → RN , η(ϑ) = y0 +X · (ϑ− ϑ0). (2.1)
Als Spezialfall ergibt sich fu¨r y0 = Xϑ0 das lineare Modell
Y ∼ N (η(ϑ),Σ) mit
η : Rp → RN , η(ϑ) = Xϑ. (2.2)
Wir studieren hinsichtlich der Kovarianzmatrix Σ ∈ RN×N die folgenden beiden Fa¨lle:
A. Σ ist bekannt.
B. Σ = σ2Σ0 mit einer bekannten positiv definiten Matrix Σ0 ∈ RN×N , σ > 0 ist
unbekannt.
Diese Unterscheidung wird im Abschnitt 2.2 zu Tests und Konfidenzbereichen wesentlich
sein. Hier betrachten wir zuna¨chst die Scha¨tzung von ϑ ∈ Rp.
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2.1. Eigenschaften des Kleinste-Quadrate-Scha¨tzers
Bemerkung 2.1 (Modelltransformation)
Mit den affin-linearen Transformationen
ϑ˜ = ϑ− ϑ0, Y˜ = Σ−1/20 (Y − y0) und X˜ = Σ−1/20 X
erha¨lt man aus dem Modell (2.1) mit bis auf σ bekannter Kovarianzmatrix (Fall B)
einen Spezialfall von Modell (2.2), na¨mlich das Modell
Y˜ ∼ N (X˜ϑ˜, σ2IN ), (2.3)
wie es meist in der Literatur zu linearen Modellen betrachtet wird. Die Komponenten
ei = (Y˜ − X˜ϑ˜)i, i = 1, . . . , N , des Fehlervektors e = (Y˜ − X˜ϑ˜) sind dann unabha¨ngig
und identisch verteilt. Aus den entsprechenden Ergebnissen in der Literatur erha¨lt man
durch Ru¨cktransformation die unten aufgefu¨hrten Resultate.
Im Fall A der vollsta¨ndig bekannten Kovarianzmatrix Σ erha¨lt man mit den Transfor-
mationen
ϑ˜ = ϑ− ϑ0, Y˜ = Σ−1/2(Y − y0) und X˜ = Σ−1/2X
sogar das Modell
Y˜ ∼ N (X˜ϑ˜, IN )
und kann ebenfalls wieder die entsprechenden Resultate aus der Literatur u¨bertragen.
Im Fall A der vollsta¨ndig bekannten Kovarianzmatrix Σ in (2.1) zeigt sich, dass zur
Maximierung der Likelihood-Funktion fu¨r ϑ ∈ Rp zur Beobachtung y ∈ RN das (gewich-
tete) Kleinste-Quadrate-Problem
min
ϑ∈Rp
‖y − η(ϑ)‖2Σ (2.4)
mit
‖y − η(ϑ)‖2Σ = (y − η(ϑ))TΣ−1(y − η(ϑ))
zu lo¨sen ist.1
Die Lo¨sungen ϑ∗ von (2.4) sind genau die Lo¨sungen der Normalgleichungen
XTΣ−1X(ϑ∗ − ϑ0) = XTΣ−1(y − y0). (2.5)
1Im Fall B ist die Maximierung der Likelihood-Funktion fu¨r (ϑ, σ) ∈ Rp × (0,∞) nicht mo¨glich, falls
y ∈ η(Rp). Im Fall rg(X) < N , etwa fu¨r p < N , ist η(Rp) ein echter affin-linearer Teilraum des RN
und damit eine Nullmenge unter der Normal-Verteilung. Sieht man von dieser Nullmenge ab, dann
stimmen Maximum-Likelihood-Scha¨tzer und Kleinste-Quadrate-Scha¨tzer u¨berein, und sind im Fall
rg(X) = p gegeben durch
ϑˆ = ϑ0 + (X
TΣ−1X)−1XTΣ−1(Y − y0) = ϑ0 + (XTΣ−10 X)−1XTΣ−10 (Y − y0).
Ist rg(X) = N ≤ p, so existiert keine Maximum-Likelihood-Scha¨tzung fu¨r (ϑ, σ). Alle Lo¨sungen ϑˆ(y)
des Kleinste-Quadrate-Ansatzes,
min
ϑ∈Rp
‖y − η(ϑ)‖2Σ0 ,
erfu¨llen dann sogar η(ϑˆ(y)) = y.
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Ist rg(X) = p, dann gibt es genau eine Lo¨sung ϑˆ(y) = ϑ∗, die durch
ϑˆ(y) = ϑ0 + (X
TΣ−1X)−1XTΣ−1(y − y0) (2.6)
gegeben ist, und
ϑˆ = ϑˆ(Y ) = ϑ0 + (X
TΣ−1X)−1XTΣ−1(Y − y0) (2.7)
wird als der (gewichtete) Kleinste-Quadrate-Scha¨tzer bezeichnet.
Im Fall rg(X) < p ist (2.4) nicht eindeutig lo¨sbar; die Menge der Lo¨sungen ϑ∗ von (2.4)
bzw. (2.5) ist dann gegeben durch
L(y) = {ϑ0 + (XTΣ−1X)+XTΣ−1(y − y0) + (Ip − (XTΣ−1X)+XTΣ−1X)v : v ∈ Rp},
(2.8)
wobei (XTΣ−1X)+ die Moore-Penrose-Inverse von XTΣ−1X bezeichnet. Wa¨hlt man
ϑˆMP (y) = ϑ0 + (X
TΣ−1X)+XTΣ−1(y − y0) ∈ L(y), (2.9)
um einen Scha¨tzer festzulegen, so entscheidet man sich unter den Lo¨sungen ϑ∗ ∈ L(y)
von (2.4) fu¨r diejenige, die zusa¨tzlich ‖ϑ∗ − ϑ0‖ minimiert, d.h. in der Euklidischen Norm
den geringsten Abstand von ϑ0 hat.
Wir betrachten noch die allgemeinere Situation, dass man Lϑ+a scha¨tzen will, wobei
L ∈ Rq×p und a ∈ Rq. Dabei heißt Lϑ + a scha¨tzbar, wenn es fu¨r diesen Aspekt einen
erwartungstreuen linearen Scha¨tzer gibt. Dies ist genau dann der Fall, wenn Bild(LT) ⊆
Bild(XT) gilt, und beides ist a¨quivalent zu Lϑ∗1 = Lϑ∗2 fu¨r alle ϑ∗1, ϑ∗2 ∈ L(y) und alle
y ∈ RN .
In diesem Fall erha¨lt man durch Anwendung des Aspekts auf den Scha¨tzer ϑˆMP den
Gauß-Markov-Scha¨tzer
L̂ϑ+ a = L̂ϑ+ a(Y ) = Lϑ0 + L(X
TΣ−1X)+XTΣ−1(Y − y0) + a (2.10)
fu¨r Lϑ + a. Es gilt L̂ϑ+ a = L̂ϑ + a und im Fall rg(X) = p ferner L̂ϑ+ a = Lϑˆ + a.
Ein Anwendungsfall hiervon ist, dass man η(ϑ) scha¨tzen will, dass also L = X und
a = y0−Xϑ0 gilt. Die Bedingung bezu¨glich der Bildra¨ume ist dann trivialerweise erfu¨llt
und es ergibt sich als Gauß-Markov-Scha¨tzer
η̂(ϑ) = η̂(ϑ)(Y ) = X(XTΣ−1X)+XTΣ−1(Y − y0) + y0. (2.11)
Ferner folgt aus der hinreichenden und notwendigen Bedingung der Bildinklusion, dass
im Fall rg(X) < p der Scha¨tzer ϑˆMP = ϑˆMP (Y ) nicht erwartungstreu fu¨r ϑ ist.
Fu¨r die beiden folgenden Resultate beno¨tigen wir von der Normalverteilungsannahme
in Modell (2.1) lediglich die Annahmen u¨ber die ersten beiden Momente,2 d.h.
E(Y ) = η(ϑ) und
D(Y ) = Σ.
2Hier und in der Folge bezeichnen wir mit Eϑ(g(Y )) (bzw. Eϑ,σ(g(Y )) im Fall B) den Erwartungs-
wert und mit Dϑ (g (Y )) die Varianz der Zufallsvariablen g(Y ) im Modell Y ∼ N (η(ϑ),Σ). Ist der
Parameterwert ϑ aus dem Zusammenhang klar, wird er unterdru¨ckt und wir schreiben z.B. E(g(Y )).
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Ferner betrachten wir die Klasse ∆ der erwartungstreuen affin-linearen Scha¨tzer fu¨r
Lϑ+ a, d.h. im Fall A
∆ = {UY + b : U ∈ Rq×N , b ∈ Rq und Eϑ(UY + b) = Lϑ+ a fu¨r alle ϑ ∈ Rp}
bzw. im Fall B
∆ = {UY + b : U ∈ Rq×N , b ∈ Rq und Eϑ,σ(UY + b) = Lϑ+ a fu¨r alle ϑ ∈ Rp, σ > 0}.
Mit ≤L bezeichnen wir die Loewner-Halbordnung auf den symmetrischen Matrizen,
d.h. fu¨r Matrizen A,B ∈ Rk×k gilt A ≤L B, wenn B −A positiv semidefinit ist.
Satz 2.2 (Satz von Gauß-Markov)
Es gelte Bild(LT) ⊆ Bild(XT). Dann ist der Gauß-Markov-Scha¨tzer aus (2.10) erwar-
tungstreu fu¨r Lϑ+ a und erfu¨llt
D(L̂ϑ+ a) ≤L D(δ) fu¨r alle δ ∈ ∆.
Ferner gilt
D(L̂ϑ+ a) = L(XTΣ−1X)+LT.
Will man fu¨r c ∈ Bild(XT) einen reellen Aspekt cTϑ scha¨tzen, so hat also der Gauß-
Markov-Scha¨tzer ĉTϑ die kleinste Varianz unter allen affin-linearen erwartungstreuen
Scha¨tzern fu¨r cTϑ.
Unter der Normalverteilungsannahme in (2.1) fu¨r Y ist der Gauß-Markov-Scha¨tzer
als affin-linearer Scha¨tzer in Y normalverteilt. Es gilt folglich3
L̂ϑ+ a ∼ N (Lϑ+ a, L(XTΣ−1X)+LT) .
Korollar 2.3 (Eigenschaften des Kleinste-Quadrate-Scha¨tzers)
Es gelte rg(X) = p.
(i) Der Kleinste-Quadrate-Scha¨tzer ϑˆ ist erwartungstreu, d.h. es gilt Eϑ(ϑˆ) = ϑ im
Fall A bzw. Eϑ,σ(ϑˆ) = ϑ im Fall B.
(ii) Fu¨r die Kovarianzmatrix von ϑˆ gilt D(ϑˆ) = (XTΣ−1X)−1.
(iii) Unter der Normalverteilungsannahme in (2.1) ist der Kleinste-Quadrate-Scha¨tzer
normalverteilt, d.h. es gilt
ϑˆ ∼ N (ϑ, (XTΣ−1X)−1) .
3Im Fall rg(L) < q ist die Normalverteilung entartet.
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Die Verteilungsfamilie (N (η(ϑ),Σ))ϑ∈Rp des Modells (2.1) bei vollsta¨ndig bekannter
Kovarianzmatrix Σ (Fall A) ist eine p-parametrige Exponentialfamilie in
T : (RN ,BN )→ (Rp,Bp), T (y) = XTΣ−1y
mit ϑ als natu¨rlichem Parameter.
Ist die Kovarianzmatrix Σ = σ2Σ0 nur bis auf σ bekannt (Fall B), dann ist die Vertei-
lungsfamilie
(N (η(ϑ), σ2Σ0))(ϑ,σ)∈Rp×(0,∞) eine (p + 1)-parametrige Exponentialfamilie
in
T : (RN ,BN )→ (Rp+1,Bp+1), T (y) =
(
XTΣ−10 y
(−y0 +Xϑ0 + y)TΣ−10 y
)
mit natu¨rlichem Parameter
β(ϑ, σ) =
( 1
σ2
ϑ
− 1
σ2
)
.
In beiden Fa¨llen ist die Statistik T (Y ) suffizient und vollsta¨ndig. Folglich sind der
Kleinste-Quadrate-Scha¨tzer ϑˆ im Fall rg(X) = p bzw. allgemeiner der Gauß-Markov-
Scha¨tzer L̂ϑ+ a im Fall Bild(LT) ⊆ Bild(XT) als erwartungstreue Scha¨tzer basierend
auf T (Y ) nach dem Satz von Lehmann-Scheffe´ optimal bezu¨glich jeder konvexen Ver-
lustfunktion in der Klasse der erwartungstreuen Scha¨tzer fu¨r ϑ bzw. Lϑ+a. Insbesondere
gilt bei quadratischem Verlust:
D(ϑˆ) ≤L D(δ(Y ))
fu¨r alle δ : (RN ,BN )→ (Rp,Bp) mit Eϑ(δ(Y )) = ϑ fu¨r jedes ϑ ∈ Rp im Fall A bzw. mit
Eϑ,σ(δ(Y )) = ϑ fu¨r jedes ϑ ∈ Rp im Fall B und
D(L̂ϑ+ a) ≤L D(δ(Y ))
fu¨r alle δ : (RN ,BN )→ (Rq,Bq) mit Eϑ(δ(Y )) = Lϑ+a fu¨r jedes ϑ ∈ Rp im Fall A bzw.
mit Eϑ,σ(δ(Y )) = Lϑ+ a fu¨r jedes ϑ ∈ Rp im Fall B.
Abschließend diskutieren wir noch eine geometrische Interpretation der Kleinste-Qua-
drate-Scha¨tzung, vergleiche auch Abbildung 2.1. Die Matrix
PX,Σ = X(XTΣ−1X)+XTΣ−1
ist orthogonaler Projektor auf Bild(X) bezu¨glich des von Σ induzierten Skalarprodukts,
d.h. es gilt Bild(PX,Σ) = Bild(X), P2X,Σ = PX,Σ und < x,PX,Σy >Σ=< PX,Σx, y >Σ fu¨r
x, y ∈ RN , wobei < x, y >Σ= xTΣ−1y. Abku¨rzend schreiben wir hierbei
PX = PX,IN .
Nach (2.11) ist daher η̂(ϑ)(y)− y0 = PX,Σ(y− y0) die <,>Σ-orthogonale Projektion von
y − y0 auf Bild(X).
Man kann sich also die Kleinste-Quadrate-Scha¨tzung als zweistufigen Prozess vorstellen:
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Abbildung 2.1.: Orthogonale Projektion auf die Erwartungswertmenge y0 +Bild(X)
Zuerst wird y − y0 mittels PX,Σ (<,>Σ-orthogonal) auf Bild(X) projiziert.
Im Fall rg(X) = p ist dann im zweiten Schritt das zu dieser Projektion PX,Σ(y − y0)
zugeho¨rige ϑ, die Kleinste-Quadrate-Scha¨tzung, eindeutig bestimmt, d.h. PX,Σ(y−y0) =
X(ϑ− ϑ0) ist eindeutig lo¨sbar nach ϑ.
Der Residuenvektor zu dieser Projektion
eˆ(y) = y − η̂(ϑ)(y) = y − y0 − PX,Σ(y − y0) = (IN − PX,Σ)(y − y0) (2.12)
erfu¨llt
‖eˆ(y)‖Σ = min
z∈Bild(X)
‖y − (z + y0)‖Σ = min
z∈y0+Bild(X)
‖y − z‖Σ .
Dabei ist IN − PX,Σ ein <,>Σ-orthogonaler Projektor auf
Bild(X)⊥Σ = {y ∈ RN :< x, y >Σ= 0 fu¨r alle x ∈ Bild(X)},
den Orthogonalraum zu Bild(X) bezu¨glich des von Σ induzierten Skalarprodukts.
2.1.2. Eigenschaften im nichtlinearen Modell
In diesem Abschnitt betrachten wir die Scha¨tzung von ϑ im Modell (1.1), also
Y ∼ N (η(ϑ),Σ)
mit ϑ ∈ Θ ⊆ Rp, Θ 6= ∅, und (nichtlinearer) Modellfunktion
η : Θ→ RN ,
und wir betrachten bei der Kovarianzmatrix Σ ∈ RN×N wieder die beiden Fa¨lle:
A. Σ ist bekannt.
B. Σ = σ2Σ0 mit einer bekannten positiv definiten Matrix Σ0 ∈ RN×N , σ > 0 ist
unbekannt.
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Bemerkung 2.4 (Modelltransformation)
Mit den linearen Transformationen
Y˜ = Σ
−1/2
0 Y und η˜ = Σ
−1/2
0 η
erha¨lt man im Fall B das Modell
Y˜ ∼ N (η˜(ϑ), σ2IN ) (2.13)
mit unabha¨ngigen und identisch-verteilten Fehlern ei = Y˜ i − η˜i(ϑ), i = 1, . . . , N , wie es
meist in der Literatur betrachtet wird.
Im FallA der vollsta¨ndig bekannten Kovarianzmatrix erha¨lt man mit den linearen Trans-
formationen
Y˜ = Σ−1/2Y und η˜ = Σ−1/2η
sogar das Modell
Y˜ ∼ N (η˜(ϑ), IN ). (2.14)
Die Verteilungsfamilie (N (η(ϑ),Σ))ϑ∈Θ unseres Modells (1.1) ist bei vollsta¨ndig be-
kannter Kovarianzmatrix Σ, also im Fall A, eine N -parametrige Exponentialfamilie in
der Statistik
T : (RN ,BN )→ (RN ,BN ), T (y) = Σ−1y,
wobei der natu¨rliche Parameter durch β(ϑ) = η(ϑ) gegeben ist.
Ist im Fall B die Kovarianzmatrix Σ = σ2Σ0 nur bis auf σ bekannt, dann ist die Vertei-
lungsfamilie
(N (η(ϑ), σ2Σ0))(ϑ,σ)∈Θ×(0,∞) eine (N + 1)-parametrige Exponentialfamilie
in der Statistik
T : (RN ,BN )→ (RN+1,BN+1), T (y) =
(
Σ−10 y
yTΣ−10 y
)
,
wobei der natu¨rliche Parameter durch
β(ϑ, σ) =
( 1
σ2
η(ϑ)
− 1
σ2
)
gegeben ist.
Im Allgemeinen sind im nichtlinearen Modell die Voraussetzungen fu¨r den Satz von
Lehmann-Scheffe´ nicht erfu¨llt. Zwei Probleme treten auf:
Zwar ist die Statistik T (Y ) suffizient, aber im Allgemeinen nicht mehr vollsta¨ndig. Man
beachte hierbei, dass die hinreichende Bedingung, dass β(Θ) bzw. β(Θ× (0,∞)) nicht-
leeres Inneres besitzt, im Allgemeinen nicht mehr gegeben ist.
Weiterhin existiert im Allgemeinen kein erwartungstreuer Scha¨tzer fu¨r ϑ, wie wir im
folgenden Beispiel ero¨rtern.
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Beispiel 2.5
a) Sei Θ = [0, π], η : Θ→ R2, η(ϑ) = (cos(ϑ), sin(ϑ))T und Σ = I2.
Naheliegend ist, sich hier auf diejenigen Scha¨tzer g(Y ) fu¨r ϑ ∈ Θ einzuschra¨nken,
bei denen g(R2) ⊆ [0, π] gilt. In dieser Klasse gibt es keinen erwartungstreuen
Scha¨tzer fu¨r ϑ ∈ Θ:
Denn damit g(Y ) erwartungstreu fu¨r ϑ ist, muss Eϑ(g(Y )) = 0 insbesondere fu¨r
ϑ = 0 gelten und, da g ≥ 0, folglich g = 0 Lebesgue-fast-u¨berall gelten. Damit
wa¨re aber Eϑ(g(Y )) 6= ϑ fu¨r ϑ 6= 0.4
Mathematisch unbefriedigend an diesem Beispiel ist die Einschra¨nkung der Klasse
der erlaubten Scha¨tzer, was aber in praktischen Anwendungen oft notwendig ist,
um physikalisch sinnvolle Scha¨tzungen zu erhalten. Einige kurze U¨berlegungen
dazu, ob es ohne die Einschra¨nkung der Klasse der Scha¨tzer einen erwartungstreuen
Scha¨tzer gibt, finden sich im Anhang A.1.5
b) Sei Θ = R \ {0}, η : Θ → RN , η(ϑ) = 1/ϑ · 1N und Σ = IN . Dann gibt es keinen
erwartungstreuen Scha¨tzer fu¨r ϑ, wie wir in Anhang A.1 zeigen. Der Grund ist
der Pol der Modellfunktion. Betrachtet man stattdessen Θ = (0,∞), dann gibt es
erwartungstreue Scha¨tzer, vergleiche ebenfalls Anhang A.1.
Im Fall A der vollsta¨ndig bekannten Kovarianzmatrix ist im Modell (1.1) die Maximie-
rung der Likelihood-Funktion fu¨r ϑ ∈ Θ zur Beobachtung y a¨quivalent zum (gewichteten)
Kleinste-Quadrate-Problem
min
ϑ∈Θ
‖y − η(ϑ)‖2Σ . (2.15)
Im Fall B ist die Maximierung der Likelihood-Funktion auf Θ × (0,∞) fu¨r y ∈ η(Θ)
nicht mo¨glich. Im Allgemeinen ist die Bedingung p < N nicht mehr hinreichend dafu¨r,
dass die Menge η(Θ) eine Lebesgue-Nullmenge ist. Ein Gegenbeispiel wa¨re etwa bei einer
Bijektion η : Rp → RN gegeben. Eine hinreichende Bedingung liefert:
Satz 2.6
Sei U ⊆ Rn offen und f : U → Rn stetig differenzierbar auf U . Ist A ⊆ U eine Lebesgue-
Nullmenge im Rn, so ist auch f(A) eine Lebesgue-Nullmenge im Rn.
Beweis: siehe Forster (1984, § 7, Satz 6)
Dies ko¨nnen wir nun wie folgt anwenden: Ist Θ ⊆ Rp offen mit p < N und η :
Θ → RN stetig differenzierbar, dann ist auf f : Θ × RN−p → RN , f(ϑ, z) = η(ϑ) und
A = Θ × {0N−p} der Satz anwendbar und man kann folgern, dass η(Θ) = f(A) eine
Lebesgue-Nullmenge ist.
4Diese U¨berlegungen sind nicht spezifisch fu¨r die betrachtete Modellfunktion und u¨bertragen sich auf
andere Fa¨lle mit eingeschra¨nktem Parameterbereich und der entsprechend eingeschra¨nkten Klasse
von Scha¨tzern, z.B. fu¨r Θ = [0, 1], η˜ : Θ→ R2, η(ϑ) = `ϑ, ϑ2´T.
5Im Modell aus Fußnote 4 ist der Sachverhalt einfach: Dort ist mit g : R2 → R, g(x1, x2) = x1 ein
erwartungstreuer Scha¨tzer g(Y ) gegeben, wenn man auf die Einschra¨nkung verzichtet.
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Ist Θ nicht offen, so kann man oft η stetig differenzierbar auf eine offene Obermenge von
Θ fortsetzen oder muss den Rand von Θ gesondert behandeln.
Bei p < N ist daher in praktischen Anwendungen η(Θ) meist eine Lebesgue-Nullmenge
und folglich eine Nullmenge unter der Normalverteilung. In diesem Fall ist daher ein
Scha¨tzer definiert durch Lo¨sen des Kleinste-Quadrate-Problems
min
ϑ∈Θ
‖y − η(ϑ)‖2Σ0 (2.16)
(wie in (2.15) nur mit Σ0 anstelle von Σ), abgesehen von obiger Nullmenge, auch ein
Maximum-Likelihood-Scha¨tzer.
Wir wenden uns nun dem Fall p ≥ N zu. Hier und im Folgenden bezeichnen wir zu
einer in einem Punkt ϑ ∈ Θ differenzierbaren Abbildung η : Θ→ RN mit Jη(ϑ) ∈ RN×p
die Jacobi-Matrix von η in ϑ ∈ Θ.
Lemma 2.7
Sei ϑ ∈ Θ und p ≥ N . Ferner sei Θ1 ⊆ Θ eine offene Umgebung von ϑ und η stetig
differenzierbar6 auf Θ1 und rg(Jη(ϑ)) = N , d.h. Jη(ϑ) ist surjektiv. Dann gibt es U ⊆ Θ1
mit ϑ ∈ U , so dass η(U) offen im RN ist.
Beweis: Da rg(Jη(ϑ)) = N gibt es Indizes i1, . . . , iN , so dass
( ∂η
∂ϑi1
(ϑ), . . . , ∂η∂ϑiN
(ϑ)
)
invertierbar ist. Zur Vereinfachung der Notation nehmen wir o.B.d.A. an, dass i1 =
1, . . . , iN = N . Ferner sei im Fall p > N entsprechend ϑ = (x, z) mit x ∈ RN , z ∈ Rp−N .
Dann ist Θ˜1 = {u ∈ RN : (u, z) ∈ Θ1} offen und die Abbildung η˜ : Θ˜1 → RN , η˜(u) =
η(u, z) ist stetig differenzierbar auf Θ˜1 und Jη˜(x) ist invertierbar. (Im Fall von p = N
wa¨hlt man Θ˜1 = Θ1 und η˜ = η.) Nach dem Satz u¨ber Umkehrabbildungen, vgl. z.B.
Rudin (1998), gibt es dann eine offene Menge U˜ ⊆ Θ˜1 mit x ∈ U˜ , so dass η˜ injektiv auf
U˜ und η˜(U˜) ⊆ RN offen ist. Im Fall p > N erha¨lt man mit U = U˜ × {z} und im Fall
p = N mit U = U˜ die Behauptung.
Im Fall p ≥ N ist daher in der Regel η(Θ) keine Lebesgue-Nullmenge und der
Maximum-Likelihood-Scha¨tzer auf einer Menge mit positiver Wahrscheinlichkeit nicht
definiert. Anders gesagt sind Lo¨sungen des Kleinste-Quadrate-Problems (2.16) mit po-
sitiver Wahrscheinlichkeit keine Maximum-Likelihood-Scha¨tzungen.
Wir werden im weiteren Verlauf unsere Betrachtungen am Fall A der vollsta¨ndig
bekannten Kovarianzmatrix Σ ausrichten. Im Fall B wa¨re im Folgenden entsprechend Σ
durch Σ0 zu ersetzen.
Wir wenden uns nun der Frage zu, fu¨r welche η und welche Beobachtungen y es u¨ber-
haupt eine Lo¨sung des Kleinste-Quadrate-Problems (2.15) gibt bzw. ob diese eindeutig
ist.
6Man kann die Voraussetzungen noch weiter abschwa¨chen, indem man nur fordert, dass die im Beweis
definierte Funktion η˜ stetig differenzierbar ist. Auch die Stetigkeit der Ableitung beno¨tigt man nur
in einem Punkt, vgl. Nijenhuis (1974).
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Man kann analog zur geometrischen Interpretation im linearen Fall (siehe S. 8) auch im
nichtlinearen Modell die Lo¨sung des Kleinste-Quadrate-Problems (2.16) in zwei Schritte
zerlegen. Im ersten Schritt bestimmt man eine Lo¨sung z∗ von
min
z∈E
‖y − z‖2Σ (2.17)
mit der sogenannten
”
Erwartungswertmenge“
E = η(Θ).
Eine solche Lo¨sung nennt man auch ein Proximum an y in E bezu¨glich der durch Σ in-
duzierten Norm ‖·‖Σ. Zu dieser Lo¨sung z∗ ist dann im zweiten Schritt ein entsprechendes
ϑ∗ mit η(ϑ∗) = z∗ zu finden.
Ist z∗ eindeutig, so ist die Injektivita¨t7 von η eine hinreichende Bedingung fu¨r die
Eindeutigkeit von ϑ∗. Ferner ist die Existenz von ϑ∗ nach Definition von E gewa¨hrleistet.
Damit bleibt noch die Untersuchung der Existenz und Eindeutigkeit einer Lo¨sung von
(2.17).
Zuerst zur Existenz.
Lemma 2.8
Ist E abgeschlossen, dann existiert fu¨r jedes y ∈ RN ein Proximum in (2.17).
Beweis: Wir betrachten eine Folge (zn)n∈N in E mit
lim
n→∞ ‖y − zn‖Σ = infz∈E ‖y − z‖Σ =: EE(y).
Dann gibt es ein n0 ∈ N mit
‖y − zn‖Σ ≤ EE(y) + 1
fu¨r n ≥ n0. Folglich ist
‖zn‖Σ ≤ ‖y − zn‖Σ + ‖y‖Σ ≤ EE(y) + 1 + ‖y‖Σ =: K
fu¨r n ≥ n0. Daher gilt mit BK = {z ∈ RN : ‖z‖Σ ≤ K}, dass
inf
z∈E
‖y − z‖2Σ = inf
z∈E∩BK
‖y − z‖2Σ .
Da die Abbildung S : E ∩BK → R, S(z) = ‖y − z‖Σ stetig ist und E ∩BK kompakt ist,
folgt die Existenz eines Proximums.
Korollar 2.9
Falls Θ kompakt ist und η stetig, dann existiert fu¨r jedes y ∈ RN ein Proximum in
(2.17).
7Ist η von komplizierter Bauart und z.B. nur implizit u¨ber die Lo¨sung einer Differentialgleichung oder
eines Eigenwertproblems gegeben, so kann eine Pru¨fung auf Injektivita¨t schwer oder unmo¨glich sein.
Einen numerischen Ansatz, um auf Injektivita¨t zu pru¨fen, liefern Winterfors u. Curtis (2008).
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Beweis: Unter den Voraussetzungen ist dann E = η(Θ) kompakt, also insbesondere
abgeschlossen und wir ko¨nnen Lemma 2.8 anwenden.
Statt der Abgeschlossenheit von E in Lemma 2.8 genu¨gt auch, dass es ein c > 0 gibt,
so dass
Ec(y) = {z ∈ E : ‖y − z‖Σ ≤ c}
nichtleer und abgeschlossen ist, denn dann gilt
argmin
z∈E
‖y − z‖2Σ = argmin
z∈Ec(y)
‖y − z‖2Σ .
Hier beschra¨nkt man sich bei der Erwartungswertmenge auf relevante Punkte. Be-
schra¨nkt man sich hingegen bei der Parametermenge Θ auf relevante Punkte, so fu¨hrt
dies zum Begriff des Existenzlevels, vgl. Demidenko (1989, 2008).
Wir fu¨hren diesen Begriff allgemein ein, obwohl wir ihn in diesem Kapitel nur bei
gegebenem y ∈ RN fu¨r die Funktion
Sη,y : Θ→ R, Sη,y(ϑ) = ‖y − η(ϑ)‖2Σ .
beno¨tigen.
Definition 2.10
Fu¨r f : Θ→ R bezeichne
fE = lim
r→∞ inf‖ϑ‖>r
ϑ∈Θ
f(ϑ),
wobei inf ∅ = ∞. Ist Θ abgeschlossen, dann nennt man fE das (obere) Existenzlevel
zu f in Θ.
Wir weisen darauf hin, dass diese Definition des Existenzlevels nur im Fall Θ = Rp
mit der Definition von Demidenko (1989, 2008) u¨bereinstimmt, vgl. die Diskussion vor
Definition 2.13.
Lemma 2.11
Ist Θ abgeschlossen, f : Θ→ R stetig und gibt es ein ϑ0 ∈ Θ mit
f(ϑ0) < fE ,
so existiert ein Minimumspunkt von f auf Θ.
Beweis: Da f(ϑ0) < fE , existiert ein r0 > 0 mit
f(ϑ0) < inf‖ϑ‖>r0
ϑ∈Θ
f(ϑ)
Daher ist
inf
ϑ∈Θ
f(ϑ) = inf
ϑ∈Θ∗
f(ϑ)
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mit
Θ∗ = Θ ∩ {ϑ ∈ Rp : ‖ϑ‖ ≤ r0},
einer beschra¨nkten und abgeschlossenen und damit kompakten Teilmenge des Rp. Somit
existiert ein Minimum von f auf Θ.
Korollar 2.12
Ist Θ abgeschlossen, η stetig, y ∈ RN und gibt es ein ϑ0 ∈ Θ mit
‖y − η(ϑ0)‖2Σ < Sη,yE ,
so existiert ein Proximum in E an y.
Beweis: Ist η stetig, so ist auch Sη,y stetig, und man kann Lemma 2.11 anwenden und
die Existenz eines Minimums von Sη,y in einem Punkt ϑ∗ und damit eines Proximums
z = η(ϑ∗) folgern.
Demidenko (1989, 2006, 2008) definiert das (obere) Existenzlevel fu¨r Funktionen f :
Θ→ R wie folgt:
f∗E = inf
(ϑk)k∈N⊆Θ
ϑk
k→∞−→ ∂Θ
lim inf
k→∞
f(ϑk).
Die Begriffsbildung ist hierbei unvollsta¨ndig. Versteht man den Rand ∂Θ in topologi-
schem Sinne, also ∂Θ = cl(Θ)\int(Θ), dann gilt eine Lemma 2.11 entsprechende Aussage
nicht mehr, wie man an der Funktion Sη,y zur Modellfunktion η : [0;∞)→ R, η(ϑ) = e−ϑ
und einem beliebigem y ≤ 0 sieht. Daher sollten bei der Infimum-Bildung auch Folgen
in Θ mit uneigentlichen Grenzwerten betrachtet werden, wie dies in Ma¨kela¨inen u. a.
(1981) als Sprechweise vereinbart wird: Im Fall einer offenen Menge Θ heißt dort eine
Folge (ϑk)k∈N konvergent gegen den Rand ∂Θ von Θ, wenn es fu¨r jede kompakte Menge
K ⊆ Θ ein k0 ∈ N gibt, so dass ϑk /∈ K fu¨r alle k ≥ k0. Angelehnt daran erweitern
wir Definition 2.10 auf den Fall, dass Θ nicht abgeschlossen ist, wobei wir den Rand
∂Θ = cl(Θ) \ int(Θ) im u¨blichen topologischen Sinne verstehen.
Definition 2.13
Sei f : Θ→ R. Dann heißt
fE,∂ = min
{
fE , inf
(ϑk)k∈N⊆Θ
lim
k→∞
ϑk∈∂Θ\Θ
lim inf
k→∞
f(ϑk)
}
(wobei inf ∅ =∞) das (obere) Existenzlevel zu f in Θ.
Ist Θ abgeschlossen, dann ist ∂Θ \ Θ leer und es gilt fE,∂ = fE . Unter Verwendung
von fE,∂ an Stelle von fE gilt ferner die Aussage von Lemma 2.11 auch ohne die Vor-
aussetzung, dass Θ abgeschlossen ist.
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Lemma 2.14
Ist f : Θ→ R stetig und gibt es ein ϑ0 ∈ Θ mit
f(ϑ0) < fE,∂ ,
so existiert ein Minimumspunkt von f auf Θ.
Beweis: Setzt man
Θ∗ = {ϑ ∈ Θ : f(ϑ) ≤ f(ϑ0)},
so gilt
inf
ϑ∈Θ
f(ϑ) = inf
ϑ∈Θ∗
f(ϑ).
Zum einen ist Θ∗ beschra¨nkt:
Ansonsten ga¨be es eine Folge (ϑk)k∈N in Θ mit ‖ϑk‖ → ∞ und f(ϑk) ≤ f(ϑ0) fu¨r k ∈ N.
Insbesondere gilt dann fE ≤ f(ϑ0), was aber im Widerspruch zu f(ϑ0) < fE,∂ ≤ fE
steht.
Zum anderen ist Θ∗ abgeschlossen:
Ansonsten ga¨be es eine Folge (ϑk)k∈N in Θ mit limk→∞ ϑk ∈ ∂Θ \Θ und f(ϑk) ≤ f(ϑ0)
fu¨r k ∈ N. Dann gilt
inf
(ϑk)k∈N⊆Θ
lim
k→∞
ϑk∈∂Θ\Θ
lim inf
k→∞
f(ϑk) ≤ f(ϑ0),
was im Widerspruch zu
f(ϑ0) < fE,∂ ≤ inf
(ϑk)k∈N⊆Θ
lim
k→∞
ϑk∈∂Θ\Θ
lim inf
k→∞
f(ϑk)
steht.
Daher ist Θ∗ eine beschra¨nkte und abgeschlossene und damit kompakte Teilmenge des
Rp und es existiert ein Minimum von f auf Θ∗ und daher auch auf Θ.
Korollar 2.15
Sei y ∈ RN . Ist η : Θ→ RN stetig und gibt es ein ϑ0 ∈ Θ mit
‖y − η(ϑ0)‖2Σ < Sη,yE,∂ ,
so existiert ein Proximum in E an y.
Bemerkung 2.16
Um Lemma 2.14 (oder analog Korollar 2.15) anwenden zu ko¨nnen, genu¨gt es trivialer-
weise, fu¨r das (obere) Existenzlevel eine Abscha¨tzung f lowE ≤ fE,∂ nach unten und einen
Punkt ϑ0 mit f(ϑ0) < f
low
E zu haben. Man ist also nicht unbedingt gezwungen, das
Existenzlevel exakt zu bestimmen.
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Abbildung 2.2.: Der Halbkreis {z ∈ R2 : ‖z‖ = 1, z1 ≥ 0}
Deterministische Minimierungsverfahren liefern in der Regel ausgehend von einem Start-
punkt ϑ0 eine Folge (ϑk)k∈N0 mit f(ϑk+1) ≤ f(ϑk) fu¨r k ∈ N0. Gilt im Startpunkt ϑ0
f(ϑ0) < min
{
fE , inf
(ϑk)k∈N⊆Θ
lim
k→∞
ϑk∈∂Θ
lim inf
k→∞
f(ϑk)
}
, (2.18)
also betrachtet man in der rechten Infimumsbildung auch Folgen mit Grenzwerten in
∂Θ und nicht nur Folgen mit Grenzwerten in ∂Θ \ Θ, so kann man sicherstellen, dass
die Folge im Inneren von Θ bleibt und nicht gegen einen Randpunkt konvergiert und
entgeht so numerischen Problemen. Insbesondere wird unter der Bedingung (2.18) das
globale Minimum in einem inneren Punkt von Θ angenommen.
Wir illustrieren die obigen Sachverhalte zur Existenz an einem Beispiel.
Beispiel 2.17
a) Sei Θ = [−π/2, π/2] und
η : Θ→ R2, η(ϑ) =
(
cos(ϑ)
sin(ϑ)
)
sowie Σ = I2. Dann ist
E = η(Θ) = {z ∈ R2 : ‖z‖ = 1, z1 ≥ 0}
(vgl. Abbildung 2.2), und es gilt
argmin
z∈E
‖y − z‖Σ =

{
1
‖y‖ y
}
fu¨r y1 ≥ 0, y 6= 02,
E fu¨r y = 02,{(
0
−1
)
,
(
0
1
)}
fu¨r y1 < 0, y2 = 0,{(
0
−1
)}
fu¨r y1 < 0, y2 < 0,{(
0
1
)}
fu¨r y1 < 0, y2 > 0
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Man erha¨lt
argmin
ϑ∈Θ
‖y − η(ϑ)‖Σ =

{
arcsin
(
y2
‖y‖
)}
fu¨r y1 ≥ 0, y 6= 02,
Θ fu¨r y = 02,
{−π/2, π/2} fu¨r y1 < 0, y2 = 0,
{−π/2} fu¨r y1 < 0, y2 < 0,
{π/2} fu¨r y1 < 0, y2 > 0.
Hier ist Θ kompakt und E abgeschlossen und das Proximum an y ∈ R2 existiert
in jedem Fall. Es ist allerdings auf einer Lebesgue-Nullmenge nicht eindeutig. Fu¨r
das Existenzlevel von Sη,y gilt Sη,yE = S
η,y
E,∂ =∞.
b) Sei Θ = R und
η : R→ R2, η(ϑ) =
(
cos(arctan(ϑ))
sin(arctan(ϑ))
)
=
( 1√
1+ϑ2
ϑ√
1+ϑ2
)
sowie Σ = I2. Zwar ist Θ abgeschlossen, aber
E = η(Θ) = {z ∈ R2 : ‖z‖ = 1, z1 > 0}
ist nicht abgeschlossen. Ein Proximum in E existiert nicht fu¨r y ∈ R2 mit y1 ≤ 0,
y 6= 02. Es gilt
argmin
z∈E
‖y − z‖Σ =

{
1
‖y‖ y
}
fu¨r y1 > 0,
E fu¨r y = 02,
∅ fu¨r y1 ≤ 0, y 6= 02.
Man erha¨lt
argmin
ϑ∈Θ
‖y − η(ϑ)‖Σ =

{
y2
y1
}
fu¨r y1 > 0,
Θ fu¨r y = 02,
∅ fu¨r y1 ≤ 0, y 6= 02;
es gibt also nur fu¨r y = 02 mehr als ein Proximum. Fu¨r das Existenzlevel von S
η,y
gilt
Sη,yE = S
η,y
E,∂ = min{y21 + (y2 − 1)2, y21 + (y2 + 1)2} =
y
2
1 + (y2 − 1)2 fu¨r y2 ≥ 0,
y21 + (y2 + 1)
2 fu¨r y2 < 0.
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Als Vorbereitung zur Frage der Eindeutigkeit der Kleinste-Quadrate-Scha¨tzung un-
tersuchen wir, wann E eine Ck-Mannigfaltigkeit ist. Fu¨r eine Erla¨uterung dieses Begriffs
verweisen wir auf die Grundlagen aus der Differentialgeometrie in Anhang B.
Satz 2.18
Sei p ≤ N , Θ ⊆ Rp offen und η : Θ → RN eine Ck(Θ)-Abbildung mit rg(Jη(ϑ)) = p
fu¨r alle ϑ ∈ Θ. Dann gibt es zu jedem ϑ ∈ Θ eine offene Umgebung Uϑ ⊆ Θ, so dass
η(Uϑ) eine p-dimensionale C
k-Mannigfaltigkeit des RN und η|Uϑ : Uϑ → η(Uϑ) ein
Homo¨omorphismus ist.
Beweis: siehe Forster (1984, § 14, Satz 3)
Bemerkung 2.19
Unter den Voraussetzungen des Satzes 2.18 kann man nicht folgern, dass E = η(Θ)
eine Ck-Mannigfaltigkeit ist, sogar nicht einmal dann, wenn η injektiv ist, anders als
in Pa´zman (1993, Proposition 4.3.2) behauptet, wie wir im nachfolgenden Beispiel 2.20
sehen werden.
Man kann aber folgern, dass E die Vereinigung endlich vieler oder abza¨hlbar unendlich
vieler Ck-Mannigfaltigkeiten ist: Das Mengensystem (Uϑ)ϑ∈Θ aus dem Satz bildet eine
offene U¨berdeckung der offenen Teilmenge Θ ⊆ Rp. Da Rp sich als Vereinigung abza¨hlbar
vieler kompakter Quader schreiben la¨sst, genu¨gen abza¨hlbar viele Mengen Uϑ, um Θ zu
u¨berdecken.
Beispiel 2.20
a) Wir betrachten die Modellfunktion
η1 : R→ R2, η1(ϑ) = (ϑ2 − 1, ϑ3 − ϑ),
deren Bild in Abbildung 2.3 zu sehen ist und fu¨r die rg(Jη1(ϑ)) = rg
((
2ϑ
3ϑ2−1
))
= 1
fu¨r alle ϑ ∈ R gilt. Da η1(−1) = η1(1) = 02 gilt, ist η1 nicht injektiv. Das Bild
la¨sst sich als Vereinigung zweier eindimensionaler Mannigfaltigkeiten darstellen,
η1(R) = η1
((−∞, 12)) ∪ η1 ((−12 ,∞)) .
In keiner Umgebung um den Punkt 02 ist aber die Menge E der Graph einer reellen
Funktion und nach Lemma B.7d) keine eindimensionale Mannigfaltigkeit.
b) Aber selbst Injektivita¨t genu¨gt nicht, damit das Bild E = η(Θ) der Modellfunktion
eine Mannigfaltigkeit ist. Wir betrachten hierzu die Funktion
η2 : R→ R2, η2(ϑ) = η1(eϑ − 1).
Diese Funktion ist injektiv und es gilt rg(Jη2(ϑ)) = 1 fu¨r alle ϑ ∈ R. Trotzdem ist
immer noch in keiner Umgebung um den Punkt 02 die Menge E der Graph einer
reellen Funktion, wie in Lemma B.7d) gefordert, und damit ist E = η(Θ) keine
eindimensionale Mannigfaltigkeit, vgl. Abbildung 2.3.
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Abbildung 2.3.: Die Bilder von η1 (links) und von η2 (rechts)
Die Frage der Eindeutigkeit des Proximums (2.17) (und damit der Kleinste-Quadrate-
Lo¨sung) bei Injektivita¨t der Modellfunktion) in der Situation von Satz 2.18 kla¨rt der
folgende Satz.
Satz 2.21
Sei I eine endliche oder abza¨hlbar unendliche Indexmenge und E = ∪i∈IEi, wobei die
Mengen Ei C2-Mannigfaltigkeiten sind. Ferner sei Σ positiv definit. Dann ist
{y ∈ RN : # argmin
z∈E
‖y − z‖Σ ≥ 2}
eine Lebesgue-Nullmenge im RN .
Beweis: siehe Pa´zman (1984) und Koutkova´ (1992)
Wir bemerken ferner, dass die C2-Mannigfaltigkeiten Ei in Satz 2.21 nicht notwendig
gleiche Dimension im RN haben mu¨ssen und nicht notwendig disjunkt sein mu¨ssen.
Korollar 2.22
Sei Θ ⊆ Rp offen und η eine C2(Θ)-Abbildung mit rg(Jη(ϑ)) = p fu¨r alle ϑ ∈ Θ. Dann
gibt es unter der Normalverteilungsannahme von Modell (1.1) fu¨r P -fast alle y ∈ RN
ho¨chstens ein Proximum an y in E = η(Θ).
Ist η zudem injektiv, so gibt es P -fast sicher ho¨chstens eine Lo¨sung des Kleinste-Quadrate-
Problems (2.15).
Beweis: Wende Satz 2.18 und Satz 2.21 an.
Ist Θ nicht offen oder ist nicht fu¨r alle ϑ ∈ Θ die Annahme rg(Jη(ϑ)) = p erfu¨llt,
so kann man oft den Parameterbereich Θ geeignet in das Innere und den Rand von
Θ, und gegebenenfalls weiter in Bereiche, auf denen der Rang rg(Jη(ϑ)) konstant ist,
20
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Abbildung 2.4.: Die Projektion von E auf die ersten beiden Komponenten aus Beispiel
2.23a) (links) und E aus Beispiel 2.23b) (rechts)
zerlegen und dann Satz 2.21 auf die sich ergebende Vereinigung von Mannigfaltigkeiten
anwenden. Wir illustrieren dieses Vorgehen anhand der folgenden Beispiele.
Beispiel 2.23
a) Gegeben seien fu¨r ϑ ∈ R die Matrix
A(ϑ) =
(
ϑ ϑ
ϑ 3ϑ
)
und
η : R→ R4, η(ϑ) = (λmin(ϑ), λmax(ϑ), λmin(ϑ), λmax(ϑ))T ,
wobei λmin(ϑ) = min{(2 −
√
2)ϑ, (2 +
√
2)ϑ} den minimalen Eigenwert von A(ϑ)
und λmax(ϑ) = max{(2 −
√
2)ϑ, (2 +
√
2)ϑ} den maximalen Eigenwert von A(ϑ)
bezeichnen. Dann ist E = η(R \ {0}) ∪ {η(0)} die Vereinigung einer eindimensio-
nalen C2-Mannigfaltigkeit, bestehend aus zwei disjunkten Halbgeraden, und eines
Punktes, also einer 0-dimensionalen Mannigfaltigkeit, vgl. Abbildung 2.4.
b) Gegeben sei fu¨r ϑ ∈ R2 die Matrix
B(ϑ) =
(
ϑ2 ϑ1
ϑ1 2ϑ1
)
.
Dann ist
Θ = {ϑ ∈ R2 : ϑ1 > 0, ϑ2 > ϑ1/2}
diejenige Menge, auf derB(ϑ) positiv definit ist. Wir betrachten die Modellfunktion
η : Θ→ R2, η(ϑ) =
(
ϑ1 + ϑ2/2− 12
√
8ϑ21 − 4ϑ1ϑ2 + ϑ22
ϑ1 + ϑ2/2 +
1
2
√
8ϑ21 − 4ϑ1ϑ2 + ϑ22
)
,
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wobei η1(ϑ) der minimale und η2(ϑ) der maximale Eigenwert von B(ϑ) ist. Dann
ist E = η(Θ) = {(x, y)T ∈ R2 : x > 0, y ≥ x(3 +√5)/2}, weil E offensichtlich ein
Kegel ist (d.h. mit z ∈ E gilt auch µz ∈ E fu¨r µ > 0), der wegzusammenha¨ngend
ist, und der Kegelbereich durch die extremalen Strahlen berandet wird, die sich
aus ϑ2 → ϑ1/2 bzw. ϑ2 = 3ϑ1 ergeben. Die Menge E kann man in ihr Inneres int(E)
(eine offene Teilmenge des R2) und einen Halbstrahl zerlegen, vgl. Abbildung 2.4.
Wir haben uns bisher mit der Existenz und Eindeutigkeit der Lo¨sung ϑ∗ des Kleinste-
Quadrate-Problems bescha¨ftigt, in der das globale Minimum von
Sη,y : Θ→ R, Sη,y(ϑ) = ‖y − η(ϑ)‖2Σ
angenommen wird. Um eine solche Lo¨sung numerisch zu berechnen, beachte man Fol-
gendes:
Im Fall dass η stetig differenzierbar auf int(Θ) ist und ϑ∗ ∈ int(Θ) eine Lo¨sung des
Kleinste-Quadrate-Problems ist, d.h. Sη,y das Minimum in einem inneren Punkt von Θ
annimmt, muss bekanntermaßen
gradSη,y(ϑ∗) = 0Tp
gelten. Wegen
gradTSη,y(ϑ) = 2JTη (ϑ)Σ
−1 (η(ϑ)− y)
muss ϑ∗ also die sogenannten Normalgleichungen erfu¨llen, d.h.
< J iη(ϑ
∗), η(ϑ∗)− y >Σ= 0 (2.19)
fu¨r i = 1, . . . , p erfu¨llen, wobei J iη(ϑ
∗) = ∂η∂ϑi (ϑ
∗) den i-ten Spaltenvektor der Jacobi-
Matrix Jη(ϑ
∗) ∈ RN×p bezeichne. Der Residuenvektor y − η(ϑ∗) steht also senkrecht
(bzgl. des von Σ induzierten Skalarprodukts) auf den Vektoren ∂η∂ϑi (ϑ
∗), i = 1, . . . , p, die
den Tangentialraum in η(ϑ∗) aufspannen. In Abbildung 2.5 wird dies graphisch veran-
schaulicht, wobei zur besseren Illustration der Tangentialraum affin an den Vektor η(ϑ∗)
angeheftet wurde.
Fu¨r die numerische Praxis ist es interessant, ob es bei nichtlinearen Kleinste-Quad-
rate-Problemen mehrere lokale Minima gibt. Dieser Frage haben sich unter anderem
Ma¨kela¨inen u. a. (1981) und Demidenko (1989, 2000) gewidmet. Zur Kla¨rung sind zwei
vorbereitende Definitionen angebracht.
Definition 2.24
Gegeben sei eine Modellfunktion η : Rp → RN . Man sagt, dass die Modellfunktion
infinite Tails besitzt, falls
‖η(ϑk)‖ k→∞−→ ∞ fu¨r alle Folgen (ϑk)k∈N mit ‖ϑk‖ k→∞−→ ∞.
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Abbildung 2.5.: Veranschaulichung der Normalgleichungen und des Tangentialraums
Bemerkung 2.25
Hat die stetige Modellfunktion η : Rp → RN infinite Tails, dann ist fu¨r jedes y ∈ RN
Sη,yE = ∞, so dass trivialerweise nach Korollar 2.15 fu¨r alle y ∈ RN ein Proximum in
E existiert. In der Sprache der Funktionalanalysis impliziert die Eigenschaft der infinite
Tails, dass Sη,y fu¨r alle y ∈ RN koerzitiv ist.
Definition 2.26
Die zweimal stetig differenzierbare Modellfunktion η : Rp → RN heißt intrinsisch
nichtlinear der 2.Ordnung, wenn ein ϑ ∈ Rp existiert, so dass die N × p(p + 3)/2-
Matrix mit den Spalten
∂η
∂ϑi
(ϑ) fu¨r i = 1, . . . , p und ∂
2η
∂ϑk∂ϑj
(ϑ) fu¨r (j, k) mit j, k = 1, . . . , p und j ≥ k
maximalen Rang hat, also der Rang gleich min{N, p(p+ 3)/2} ist.
Ehe wir zur angeku¨ndigten Kla¨rung schreiten, erla¨utern wir den Zusammenhang des
Begriffs der intrinsischen Nichlinearita¨t 2.Ordnung und des Begriffs der intrinsischen
Linearita¨t.
Definition 2.27
Sei Θ ⊆ cl(int(Θ)) ⊆ Rp. Eine stetige Modellfunktion η : Θ → RN heißt intrinsisch
linear, falls η(int(Θ)) eine offene Teilmenge eines s-dimensionalen affinen Teilraums
L ⊆ RN bezu¨glich der Relativtopologie von L ist mit s ≤ p.
Die Bedingung Θ ⊆ cl(int(Θ)) ⊆ Rp dient dazu, dass Punkte auf dem Rand von Θ als
Grenzwerte von Punkten aus dem Inneren darstellbar sind. Wenn eine Modellfunktion η
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intrinsisch linear ist, dann kann man durch eine Reparametrisierung ein (affin)-lineares
Modell erhalten, siehe Pa´zman (1993, S. 37).
Satz 2.28
Sei Θ offen und wegzusammenha¨ngend, η : Θ → RN zweimal stetig differenzierbar und
rg(Jη(ϑ)) = p fu¨r alle ϑ ∈ Θ. Dann ist die Modellfunktion η genau dann intrinsisch
linear, falls fu¨r alle i, j = 1, . . . , p die Gleichung
∂2η
∂ϑi∂ϑj
(ϑ) = Jη(ϑ)
(
JTη (ϑ)Jη(ϑ)
)−1
JTη (ϑ)
∂2η
∂ϑi∂ϑj
(ϑ) (2.20)
gilt.
Beweis: siehe Pa´zman (1993, Proposition 2.2.1), dort fehlt jedoch die Voraussetzung des
Wegzusammenhangs.
Im letzten Schritt des angegebenen Beweises wird gefolgert, dass der Raum linear ist, weil
jede Geoda¨tische in η(Θ) eine Gerade ist. Dieser Schluss ist ohne die Voraussetzung, dass
Θ wegzusammenha¨ngend ist, i.A. nicht korrekt, wie nachfolgendes Beispiel zeigt.
Beispiel 2.29
Sei Θ = (0, 1) ∪ (2, 3) und
η : Θ→ R2, η(ϑ) =
{
(ϑ, ϑ)T fu¨r ϑ ∈ (0, 1),
(ϑ, ϑ− 1)T fu¨r ϑ ∈ (2, 3).
Dann ist η offensichtlich nicht intrinsisch linear, erfu¨llt aber alle Voraussetzungen von
Satz 2.28 bis auf den Wegzusammenhang.
Bemerkung 2.30
Sei nun η intrinsisch nichtlinear der 2.Ordnung und gelte N > p und rg(Jη(ϑ)) = p.
Wa¨re Gleichung (2.20) erfu¨llt, dann wa¨re ∂
2η
∂ϑi∂ϑj
(ϑ) ∈ Bild(Jη(ϑ)) fu¨r alle i, j = 1, . . . , p
und daher der Rang der entsprechenden Matrix in Definition 2.26 lediglich p. Daher ist
in diesem Fall η nicht intrinsisch linear.
Nach diesem kleinen Exkurs nun zur Antwort auf die Frage, ob es mehrere lokale
Minima gibt.
Satz 2.31
Sei Σ positiv definit, N ≥ p(p+3)/2 und sei η : Rp → RN dreimal stetig differenzierbar,
intrinsisch nichtlinear der 2.Ordnung und habe infinite Tails. Dann entha¨lt die Menge
U = {y ∈ RN : Sη,y besitzt mindestens zwei lokale Minima}
eine nichtleere offene Teilmenge des RN und hat daher positives Lebesgue-Maß.
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Beweis: siehe Demidenko (2000)
Fu¨r die numerischen Verfahren ist das etwas ernu¨chternd, da man unter den Vor-
aussetzungen des Satzes nicht wissen kann, ob ein berechnetes lokales Minimum auch
ein globales Minimum ist. Demidenko (2000) argumentiert, dass in
”
praktischen stati-
stischen Problemen“ die Wahrscheinlichkeit P (Y ∈ U) klein sei, siehe aber hierzu die
folgenden beiden Beispiele.
Beispiel 2.32
Gegeben sei die Modellfunktion
η : R→ R2, η(ϑ) =
(
eϑ
e−ϑ
)
.
Diese Modellfunktion hat offensichtlich unendliche Tails und ist intrinsisch nichtlinear
der 2.Ordnung, weil die Matrix(
∂η
∂ϑ
(ϑ),
∂2η
∂ϑ2
(ϑ)
)
=
(
eϑ eϑ
−e−ϑ e−ϑ
)
fu¨r alle ϑ ∈ R Rang 2 hat. Da N = 2 = p(p + 3)/2 sind die Voraussetzungen des
Satzes 2.31 erfu¨llt. Die Erwartungswertmenge E = {(t, 1/t)T : t > 0} ist eine Hyperbel,
siehe die gestrichelte Kurve in Abbildung 2.6 (links). Wir werden im Folgenden fu¨r
Σ = I2 (oder allgemeiner Σ = σ
2I2 fu¨r σ > 0) die Menge U ermitteln. Details finden
sich im Anhang A.1, wir erwa¨hnen hier nur die wesentlichen Schritte. Fu¨r
Sη,y : R→ R, Sη,y(ϑ) = ‖y − η(ϑ)‖2 = (y1 − eϑ)2 + (y2 − e−ϑ)2
erha¨lt man mit t = eϑ als Ableitung nach ϑ
∂
∂ϑS
η,y : R→ R, ∂∂ϑSη,y(ϑ) =
2
t2
py(t)
mit dem Polynom
py(t) = t
4 − y1t3 + y2t− 1. (2.21)
Wir untersuchen daher, wie viele Nullstellen t > 0 dieses Polynom 4.Grades in Abha¨ngig-
keit von y1 und y2 besitzt, wobei offensichtlich mindestens eine Nullstelle im Intervall
(−∞, 0) liegt. Mit Hilfe von Bedingungen, wann ein Polynom 4.Grades vier reelle Null-
stellen hat, und einer Kurvendiskussion ergibt sich die Menge der y ∈ R2, fu¨r die py drei
reelle Nullstellen auf (0,∞) besitzt:
U = {y ∈ R2 : y1 > 0, y2 > 0, 4(−y1y2 + 4)3 + 27(y21 − y22)2 < 0}.
Diese drei Nullstellen bedeuten dann zwei lokale Minima und ein lokales Maximum von
Sη,y. Dieser Bereich U ist in Abbildung 2.6 (links) dargestellt. Er wird von oben von
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Abbildung 2.6.: Die Erwartungswertmenge E (gestrichelt) und der Bereich U , in dem
fu¨r jeden Punkt y ∈ U zwei lokale Minima von Sη,y existieren, fu¨r das
Beispiel 2.32 (links) und fu¨r das Beispiel aus Demidenko (2000) (rechts)
fo : [2,∞)→ R, fo(y1) =
y31
27
+
1
2
h(y1) +
1
2
√√√√8y61
729
+
8y21
27
− 2
9
g(y1)−
8
(
5y41 + 64
)
9g(y1)
+
64y91
19683 +
32y51
243 +
512y1
9
4h(y1)
und von unten von
fu : [2,∞)→ R, fu(y1) =
y31
27
+
1
2
h(y1)− 1
2
√√√√8y61
729
+
8y21
27
− 2
9
g(y1)−
8
(
5y41 + 64
)
9g(y1)
+
64y91
19683 +
32y51
243 +
512y1
9
4h(y1)
begrenzt, wobei zur Abku¨rzung die Teilformeln
g(y1) =
3
√
y101 + 40y
6
1 + 2560y
2
1 +
√
y201 + 80y
16
1 − 1280y121 − 102400y81 + 2621440y41 − 16777216
und
h(y1) =
√
4y61
729
+
4y21
27
+
2
9
g(y1) +
8
(
5y41 + 64
)
9g(y1)
verwendet wurden.
Mit Y ∼ N (η(ϑ), σ2I2) ergibt sich fu¨r die Wahrscheinlichkeit, dass es mehrere lokale
Minima gibt
P (Y ∈ U) = 1
2πσ2
∞∫
2
 fo(y1)∫
fu(y1)
e−
(y2−1/t)
2
2σ2 dy2
 e− (y1−t)22σ2 dy1.
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P (Y ∈ U) t = 1 t = 2 t = 3 t = 4 t = 5
σ2 = 0.25 0.00009 0.00009 0.00002 0.00000 0.00000
σ2 = 0.5 0.00136 0.00168 0.00100 0.00022 0.00003
σ2 = 1 0.00711 0.00908 0.00899 0.00547 0.00242
σ2 = 2 0.02013 0.02513 0.02972 0.02784 0.02127
σ2 = 4 0.03995 0.04786 0.05860 0.06442 0.06321
Tabelle 2.1.: Die Wahrscheinlichkeiten P (Y ∈ U) im Beispiel 2.32
P (Y ∈ U) ϑ = 0 ϑ = 1 ϑ = 2 ϑ = 3
σ2 = 0.25 0.0160 0.0557 0.7665 1.0000
σ2 = 0.5 0.0332 0.1082 0.6999 1.0000
σ2 = 1 0.0559 0.1496 0.6494 0.9998
σ2 = 2 0.0822 0.1769 0.6084 0.9946
σ2 = 4 0.1105 0.1960 0.5602 0.9652
Tabelle 2.2.: Wahrscheinlichkeiten P (Y ∈ U) im Beispiel aus Demidenko (2000)
In der Tabelle 2.1 ist diese Wahrscheinlichkeit fu¨r einige σ2 und einige t = eϑ na¨herungs-
weise berechnet.
Beispiel 2.33
Demidenko (2000) untersucht die Modellfunktion
η : R→ R2, η(ϑ) = (ϑ, ϑ2)T,
d.h. die Erwartungswertmenge E ist eine Parabel. Er ermittelt hierfu¨r (zu Σ = σI2 mit
σ > 0)
U = {y ∈ R2 : y2 > 3|y1|2/3/ 3
√
4 + 1/2},
vgl. Abbildung 2.6 (rechts). Fu¨r die Wahrscheinlichkeit mehrerer lokaler Minima8
P (Y ∈ U) = 1
2πσ2
∞∫
−∞

∞∫
3|y1|2/3/ 3
√
4+ 1
2
e−
(y2−ϑ2)
2
2σ2 dy2
 e− (y1−ϑ)22σ2 dy1
ergeben sich die Werte in Tabelle 2.2.
Die Wahrscheinlichkeit P (Y ∈ U) ist im ersten Beispiel in allen betrachteten Fa¨llen
kleiner als 0.07, wa¨hrend im zweiten Beispiel die Wahrscheinlichkeit in den meisten Fa¨llen
nicht zu vernachla¨ssigen ist und sogar nahe bei 1 liegen kann. Anschaulich naheliegend
8Die in Demidenko (2000) angegebene Formel ist fehlerhaft.
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ist, dass die gro¨ßeren Wahrscheinlichkeiten im zweiten Beispiel an der deutlich gro¨ßeren
Kru¨mmung der Erwartungswertmenge liegen. Die Aussage von Demidenko, dass in sta-
tistischen Problemen aus der Anwendungspraxis die Wahrscheinlichkeit P (Y ∈ U) klein
ist, wird nicht durch das von ihm gegebene Beispiel gestu¨tzt.
Bemerkung 2.34
Wir werden nicht na¨her auf asymptotische Aussagen zum Kleinste-Quadrate-Scha¨tzer
eingehen, sondern verweisen auf die entsprechende Literatur, z.B. Pa´zman (1993) und
Gallant (1987), und vermitteln hier nur einen kurzen Eindruck von der Art der Ergeb-
nisse.
Sei Θ kompakt, seien ηi : Θ→ R fu¨r i ∈ N und bezeichne η(n) = (η1, . . . , ηn)T : Θ→ Rn
fu¨r n ∈ N. Gegeben sei eine Familie von Modellen fu¨r Y (n), n ∈ N, mit
E(Y (n)) = η(n)(ϑ) und
D(Y (n)) = σ2In.
Ferner existiere
M(ϑ) = lim
n→∞
1
n
n∑
i=1
gradTηi(ϑ)grad ηi(ϑ) = lim
n→∞
1
n
JT
η(n)
(ϑ)Jη(n)(ϑ)
und sei invertierbar und sei ϑˆ(n) = ϑˆ(n)(Y (n)) ein Kleinste-Quadrate-Scha¨tzer im n-ten
Modell, d.h. fu¨r y ∈ Rn gilt
ϑˆ(n)(y) ∈ argmin
ϑ∈Θ
‖y − η(n)(ϑ)‖2 .
Unter zusa¨tzlichen Voraussetzungen an ηi, i ∈ N, gilt dann fu¨r ϑ ∈ int(Θ) die Vertei-
lungskonvergenz √
n
(
ϑˆ(n) − ϑ
)
n→∞−→
L
N (0, σ2M−1(ϑ)) .
Ferner gilt mit Wahrscheinlichkeit 1, dass
lim
n→∞M(ϑˆ
(n)) =M(ϑ).
Dies kann man wie folgt interpretieren: Bezeichnet ϑ0 den wahren Parameterwert, so ist
mit
l
(n) : Θ→ Rn, l(n)(ϑ) = Jη(n)(ϑ0) · (ϑ− ϑ0) + η(n)(ϑ0)
im Hinblick auf den Kleinste-Quadrate-Scha¨tzer fu¨r großes n das lineare Modell
Y˜
(n) ∼ N
(
l
(n)(ϑ), σ2In
)
eine gute Approximation des Modells fu¨r Y (n). Da unter den obigen Voraussetzungen
ϑˆ(n)(Y (n)) → ϑ0 mit Wahrscheinlichkeit 1 gilt, erscheint ferner zu einer Beobachtung
y ∈ Rn eine Approximation durch das lineare Modell in ϑ0 = ϑˆ(n)(y) plausibel, z.B.
insbesondere die Approximation
Dϑ
(
ϑˆ(n)
)
≈ σ2
(
JT
η(n)
(ϑˆ(n)(y))Jη(n)(ϑˆ
(n)(y))
)−1
.
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2.2. Tests und Konfidenzbereiche basierend auf dem
Kleinste-Quadrate-Scha¨tzer
2.2.1. Lineares Modell
Wir betrachten im affin-linearen Modell (2.1) zuerst den FallB, dass die Kovarianzmatrix
von der Form Σ = σ2Σ0 mit unbekanntem σ > 0 und bekannter Matrix Σ0 ist und
formulieren vorbereitende Verteilungsresultate. Mit PX,Σ = X(XTΣ−1X)+XTΣ−1 =
X(XTΣ−10 X)
+XTΣ−10 bezeichnen wir wieder den orthogonalen Projektor auf Bild(X)
bezu¨glich des von Σ und damit auch bezu¨glich des von Σ0 induzierten Skalarprodukts.
Lemma 2.35
Sei rg(X) = r ≤ p und fu¨r (iii)-(v) gelte ferner r < N .
(i) Fu¨r den Residuenvektor eˆ(Y ) = Y − η̂(ϑ)(Y ) gilt
Eϑ,σ(eˆ(Y )) = 0 und Dϑ,σ(eˆ(Y )) = σ
2(IN − PX,Σ)Σ0.
(ii) Im Fall Sη,y(ϑˆ(y)) 6= 0 (vgl. Fußnote 1, S. 5) ist die Maximum-Likelihood-Scha¨tzung
σ̂2
ML
(y) fu¨r σ2 zur Beobachtung y gegeben durch
σ̂2
ML
(y) =
1
N
‖eˆ(y)‖2Σ0 =
1
N
‖(IN − PX,Σ)(y − y0)‖2Σ0 =
1
N
(y − y0)TR(y − y0)
mit R = Σ−10 (IN − PX,Σ) = Σ−10 − Σ−10 X(XTΣ−10 X)+XTΣ−10 .
(iii) Der Scha¨tzer
σ̂2 = σ̂2(Y ) =
1
N − r ‖eˆ(y)‖
2
Σ0
ist ein erwartungstreuer Scha¨tzer fu¨r σ2 und optimal in der Klasse der erwartungs-
treuen Scha¨tzer bezu¨glich jeder konvexen Verlustfunktion; insbesondere gilt
Dϑ,σ(σ̂2(Y )) ≤ Dϑ,σ(δ(Y ))
fu¨r alle δ : (RN ,BN )→ (R,B) mit Eϑ,σ(δ(Y )) = σ2 fu¨r alle (ϑ, σ) ∈ Rp × (0,∞).
Ferner gilt
N − r
σ2
σ̂2(Y ) ∼ χ2N−r .
(iv) Der Scha¨tzer
σˆe(Y ) =
√
N − r√
2
Γ((N − r)/2)
Γ((N + 1− r)/2)
√
σ̂2(Y )
ist erwartungstreu fu¨r σ und optimal in der Klasse der erwartungstreuen Scha¨tzer
bezu¨glich jeder konvexen Verlustfunktion; insbesondere gilt
Dϑ,σ(σˆe(Y )) ≤ Dϑ,σ(δ(Y ))
fu¨r alle δ : (RN ,BN )→ (R,B) mit Eϑ,σ(δ(Y )) = σ fu¨r alle (ϑ, σ) ∈ Rp × (0,∞).
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(v) Sei L ∈ Rq×p mit Bild(LT) ⊆ Bild(XT). Der Gauß-Markov-Scha¨tzer L̂ϑ(Y ) fu¨r
Lϑ und σ̂2(Y ) sind stochastisch unabha¨ngig. Sei ferner rg(L) = q. Fu¨r
Q(Y ) = (L̂ϑ(Y )− Lϑ)TV −1L (L̂ϑ(Y )− Lϑ)
mit
VL = L(X
TΣ−10 X)
+LT
gilt dann
Q(Y )/σ2 ∼ χ2q
und
F (Y ) =
Q(Y )
q σ̂2(Y )
∼ Fq,N−r.
Fu¨r c ∈ Bild(XT) \ {0p} gilt
1√
cT(XTΣ−10 X)+c · σ̂2(Y )
(ĉTϑ(Y )− cTϑ) ∼ tN−r.
Insbesondere folgt aus (v), dass im Fall rg(X) = p der Kleinste-Quadrate-Scha¨tzer
ϑˆ(Y ) und σ̂2(Y ) stochastisch unabha¨ngig sind und es gilt
F (Y ) =
1
p σ̂2(Y )
(ϑˆ− ϑ)TXTΣ−10 X(ϑˆ− ϑ) ∼ Fp,N−p.
Fu¨r eine Approximation der Vorfaktoren in (iv) fu¨r großes N − r siehe Gurland u. Tri-
pathi (1971). Oft verwendet man jedoch σˆ(Y ) =
√
σ̂2(Y ) zur Scha¨tzung von σ.
Aussagen zur Optimalita¨t von σ̂2(Y ) und zur Unkorreliertheit von σ̂2(Y ) und L̂ϑ(Y )
unter Bedingungen an die ersten vier Momente von Y statt der Normalverteilungsan-
nahme finden sich in Witting (1985, S. 456 ff.).
Nun kurz zum Fall A, dass die Kovarianzmatrix Σ vollsta¨ndig bekannt ist.
Bemerkung 2.36
(i) Fu¨r den Residuenvektor eˆ(Y ) = Y − η̂(ϑ)(Y ) gilt
Eϑ,σ(eˆ(Y )) = 0 und Dϑ,σ(eˆ(Y )) = (IN − PX,Σ)Σ.
(ii) Sei L ∈ Rq×p mit Bild(LT) ⊆ Bild(XT) und rg(L) = q. Fu¨r
Q(Y ) = (L̂ϑ(Y )− Lϑ)TV −1L (L̂ϑ(Y )− Lϑ)
mit
VL = L(X
TΣ−1X)+LT
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gilt dann
Q(Y ) ∼ χ2q .
Fu¨r c ∈ Bild(XT) \ {0p} gilt
1√
cT(XTΣ−1X)+c
(ĉTϑ(Y )− cTϑ) ∼ N (0, 1).
Testen linearer Hypothesen
Wir verzichten bei den folgenden Testprozeduren auf Aussagen zur Optimalita¨t und
verweisen hierfu¨r auf Witting (1985). Soweit nicht extra angegeben, verwenden wir in
den folgenden beiden Korollaren die Bezeichnungen von Lemma 2.35 und betrachten
wieder zuerst den Fall B. Mit Fq,s;α bezeichnen wir im Folgenden das α-Quantil der
Fq,s-Verteilung, mit ts;α das α-Quantil der ts-Verteilung, mit χ
2
s;α das α-Quantil der χ
2
s-
Verteilung und schließlich mit Φ die Verteilungsfunktion der Standardnormalverteilung.
Korollar 2.37
Sei α ∈ (0, 1) und rg(X) = r < N .
(i) Sei c ∈ Rq, L ∈ Rq×p mit rg(L) = q und Bild(LT) ⊆ Bild(XT). Fu¨r das Testpro-
blem
H0 : Lϑ = c gegen H1 : Lϑ 6= c
ist
φ(Y ) = 1(Fq,N−r;1−α,∞) (T1(Y ))
mit der Teststatistik
T1(Y ) =
Q(Y )
q · σ̂2(Y )
ein α-Niveau-Test, wobei
Q(Y ) = (L̂ϑ(Y )− c)TV −1L (L̂ϑ(Y )− c).
(ii) Sei b ∈ R, c ∈ Bild(XT) \ {0p}. Fu¨r das Testproblem
H0 : c
Tϑ ≤ b gegen H1 : cTϑ > b
ist
φ(Y ) = 1(tN−r;1−α,∞) (T2(Y ))
mit der Teststatistik
T2(Y ) =
ĉTϑ(Y )− b√
cT(XTΣ−10 X)+c · σ̂2(Y )
ein α-Niveau-Test.
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(iii) Sei τ > 0. Fu¨r das Testproblem
H0 : σ
2 ≤ τ2 gegen H1 : σ2 > τ2
ist
φ(Y ) = 1(χ2N−r;1−α,∞) (T3(Y ))
mit der Teststatistik
T3(Y ) = (N − r) σ̂
2(Y )
τ2
ein α-Niveau-Test.
(iv) Sei τ > 0. Fu¨r das Testproblem
H0 : σ
2 ≥ τ2 gegen H1 : σ2 < τ2
ist
φ(Y ) = 1(0, χ2N−r;α)
(T3(Y ))
ein α-Niveau-Test.
(v) Seien τ > 0 und π1, π2 ∈ (0, 1) mit π2 − π1 = 1− α. Fu¨r das Testproblem
H0 : σ
2 = τ2 gegen H1 : σ
2 6= τ2
ist
φ(Y ) = 1− 1h
χ2N−r;pi1
, χ2N−r;pi2
i (T3(Y ))
ein α-Niveau-Test.
Den Test unter (i) kann man auch als Likelihood-Ratio-Test auffassen. Zur optimalen
Wahl von π1 und π2 in (v) vergleiche Witting (1985, S. 392); man verwendet meist
π1 = α/2 und π2 = 1− α/2.
Beispiel 2.38
a) Will man im Fall rg(X) = p fu¨r t ∈ Rp das Testproblem
H0 : ϑ = t gegen H1 : ϑ 6= t
untersuchen, so kommt (i) zur Anwendung mit L = Ip, c = t und
Q(Y ) = (ϑˆ(Y )− t)TXTΣ−10 X(ϑˆ(Y )− t).
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b) Testet man auf einen Teilvektor von ϑ, betrachtet also z.B. fu¨r ϑT = (ϑT1 , ϑ
T
2 ) mit
ϑ1 ∈ Ru, ϑ2 ∈ Rv, 0 < u < p, v = p− u und t ∈ Ru das Testproblem
H0 : ϑ1 = t gegen H1 : ϑ1 6= t,
so kann man (i) mit
L =
[
Iu, 0u×v
]
anwenden, wobei L ∈ Ru×p die Blockmatrix gebildet aus Iu und 0u×v bezeichnet.
Unterteilt man entsprechend X = [X1 X2] mit einer Matrix X1 ∈ RN×u und einer
Matrix X2 ∈ RN×v, so gilt
Bild(LT) ⊆ Bild(XT) ⇐⇒ rg((IN − PX2)X1) = u.
Hierbei bezeichnet PX2 = PX2,IN den orthogonalen Projektor auf Bild(X2) bezu¨g-
lich des Standardskalarprodukts; Details zum Beweis finden sich im Anhang A.3.
Ferner gilt
rg(X) = p⇒ rg((IN − PX2)X1) = u⇒ rg(X1) = u,
d.h. rg(X1) = u ist notwendig und rg(X) = p ist hinreichend fu¨r Bild(L
T) ⊆
Bild(XT) und man erha¨lt unter der Bildinklusion mit Hilfe von Searle (1982, S. 263)
VL = (X
T
1 Σ
−1
0 (IN − PX2)X1)−1
und hiermit
Q(Y ) = (L̂ϑ(Y )− t)TV −1L (L̂ϑ(Y )− t)
= (Lϑˆ(Y )− t)TXT1 Σ−10 (IN − PX2)X1(Lϑˆ(Y )− t).
Im Fall A der vollsta¨ndig bekannten Kovarianzmatrix Σ werden oft die folgenden Tests
verwendet, die man mittels Bemerkung 2.36 erha¨lt.
Bemerkung 2.39
(i) Sei c ∈ Rq, L ∈ Rq×p mit rg(L) = q und Bild(LT) ⊆ Bild(XT). Fu¨r das Testpro-
blem
H0 : Lϑ = c gegen H1 : Lϑ 6= c
ist
φ(Y ) = 1(χ2q;1−α,∞) (Q(Y ))
mit der Teststatistik
Q(Y ) = (L̂ϑ(Y )− c)TV −1L (L̂ϑ(Y )− c)
ein α-Niveau-Test.
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(ii) Sei b ∈ R, c ∈ Bild(XT) \ {0p}. Fu¨r das Testproblem
H0 : c
Tϑ ≤ b gegen H1 : cTϑ > b
ist
φ(Y ) = 1(Φ−1(1−α),∞) (T2(Y ))
mit der Teststatistik
T2(Y ) =
ĉTϑ(Y )− b√
cT(XTΣ−1X)+c
ein α-Niveau-Test.
Konfidenzbereiche fu¨r lineare Aspekte
Wir verzichten bei den folgenden exemplarischen Konfidenzbereichen, die man aus obi-
gen Tests durch den u¨blichen Zusammenhang zwischen Konfidenzbereichen und Tests
erha¨lt, wieder auf Aussagen zur Optimalita¨t und verweisen auf Witting (1985). Ferner
betrachten wir nur Fall B.
Korollar 2.40
Sei α ∈ (0, 1).
(i) Sei a ∈ Rq und L ∈ Rq×p, wobei Bild(LT) ⊆ Bild(XT) und rg(L) = q gelte. Mit
VL = L(X
TΣ−10 X)
+LT
ist ein (1− α)-Konfidenzellipsoid fu¨r Lϑ+ a gegeben durch{
z ∈ Rq : (z − L̂ϑ(Y )− a)TV −1L (z − L̂ϑ(Y )− a) ≤ q · σ̂2(Y )Fq,N−r;1−α
}
.
(ii) Sei c ∈ Bild(XT) \ {0p}. Dann ist[
ĉTϑ(Y )−
√
cT(XTΣ−10 X)+c · σ̂2(Y ) tN−r;1−α/2,
ĉTϑ(Y ) +
√
cT(XTΣ−10 X)+c · σ̂2(Y ) tN−r;1−α/2
]
ein (1− α)-Konfidenzintervall fu¨r cTϑ.
(iii) Im Fall rg(X) = p ist ein (1− α)-Konfidenzellipsoid fu¨r ϑ gegeben durch
{ϑ ∈ Rp : (ϑ− ϑˆ(Y ))TXTΣ−10 X(ϑ− ϑˆ(Y )) ≤ p · σ̂2(Y )Fp,N−p;1−α}.
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(iv) Seien π1, π2 ∈ (0, 1) mit π2 − π1 = 1− α. Dann ist[
(N − r) σ̂
2(Y )
χ2N−r;pi2
, (N − r) σ̂
2(Y )
χ2N−r;pi1
]
ein (1− α)-Konfidenzintervall fu¨r σ2.
(U¨blich sind die Werte π1 = α/2 und π2 = 1 − α/2, vgl. die Bemerkung im
Anschluss an Korollar 2.37.)
Beispiel 2.41
a) Ein (1− α)-Konfidenzintervall fu¨r σ ist gegeben durch
√√√√(N − r) σ̂2(Y )
χ2N−r;1−α/2
,
√√√√(N − r) σ̂2(Y )
χ2N−r;α/2
 .
b) Sei ei ∈ Bild(XT). Mit
se(ϑ̂i) = se(ϑ̂i)(Y ) =
√
eTi (X
TΣ−10 X)+ei · σ̂2(Y )
ist ein (1− α)-Konfidenzintervall fu¨r ϑi gegeben durch[
ϑ̂i(Y )− se(ϑ̂i)tN−r;1−α/2, ϑ̂i(Y ) + se(ϑ̂i)tN−r;1−α/2
]
.
c) Fu¨r simultane Konfidenzbereiche z.B. nach Bonferroni oder nach Scheffe´ verweisen
wir auf Seber (1977, Chapter 5) oder Christensen (2002, Chapter 5).
2.2.2. Nichtlineares Modell
Wir werden uns im Folgenden auf Konfidenzbereiche beschra¨nken. Mit dem bekann-
ten Zusammenhang zwischen Konfidenzbereichen und Tests erha¨lt man die zugeho¨rigen
Tests.
Die einfachste Idee, um in nichtlinearen Modellen Konfidenzbereiche zu erhalten, be-
steht darin, die Modellfunktion zu linearisieren. Hierfu¨r gibt es zwei Methoden: Zum
einen kann man in einem vorher gewa¨hlten Punkt ϑ0 oder in der Kleinste-Quadrate-
Scha¨tzung ϑ̂(y) des nichtlinearen Modells linearisieren. Wir werden dieses Vorgehen, das
auch durch die Resultate aus der Asymptotik motiviert ist, vgl. Bemerkung 2.34, bei-
spielhaft erla¨utern. Eine entsprechende U¨bertragung auf die anderen Konfidenzbereiche
(und Tests) aus dem vorhergehenden Abschnitt 2.2.1 u¨ber das lineare Modell geschieht
nach dem gleichen Muster.
Approximiert man in einem Punkt ϑ0 mit rg(Jη(ϑ0)) = p durch das entsprechende
lineare Modell mit der Modellfunktion
l : Θ→ RN , l(ϑ) = Jη(ϑ0) · (ϑ− ϑ0) + η(ϑ0),
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dann erha¨lt man im Fall B (σ unbekannt) fu¨r N > p mit
σ̂2(Y ) =
1
N − p ‖Y − η(ϑˆ(Y ))‖
2
Σ0
mit Korollar 2.40(iii)
{ϑ ∈ Θ : (ϑ− ϑˆ(Y ))TJTη (ϑ0)Σ−10 Jη(ϑ0)(ϑ− ϑˆ(Y )) ≤ p σ̂2(Y )Fp,N−p;1−α}
als approximatives (1−α)-Konfidenzellipsoid fu¨r ϑ bzw. linearisiert man stattdessen zur
Beobachtung y im Punkt ϑ0 = ϑˆ(y), so erha¨lt man fu¨r N > p und fu¨r ein regula¨res
Modell, d.h. mit rg(Jη(ϑ)) = p fu¨r alle ϑ ∈ Θ,
{ϑ ∈ Θ : (ϑ− ϑˆ(Y ))TJTη (ϑˆ(Y ))Σ−10 Jη(ϑˆ(Y ))(ϑ− ϑˆ(Y )) ≤ p σ̂2(Y )Fp,N−p;1−α}
als approximatives (1 − α)-Konfidenzellipsoid fu¨r ϑ.9 Im Fall A (Σ bekannt) erha¨lt
man durch U¨bertragung von Bemerkung 2.39 entsprechend die approximativen (1−α)-
Konfidenzellipsoide
{ϑ ∈ Θ : (ϑ− ϑˆ(Y ))TJTη (ϑ0)Σ−1Jη(ϑ0)(ϑ− ϑˆ(Y )) ≤ χ2p;1−α}
bzw.
{ϑ ∈ Θ : (ϑ− ϑˆ(Y ))TJTη (ϑˆ(Y ))Σ−1Jη(ϑˆ(Y ))(ϑ− ϑˆ(Y )) ≤ χ2p;1−α}
fu¨r ϑ.
Die Gu¨te der Approximation ha¨ngt davon ab, wie gut das linearisierte Modell das
nichtlineare Modell beschreibt. Ausgehend von Beale (1960) wurden daher Nichtlinea-
rita¨tsmaße eingefu¨hrt, die auf einer quadratischen Approximation, d.h. auf den zweiten
Ableitungen von η basieren. Diesbezu¨glich verweisen wir auf Bates u. Watts (1988, Chap-
ter 7), Seber u. Wild (1989, Chapter 4) und Pa´zman (1993, Section 5.5 und Section 6.2).
Eine zweite Methode liefert sogar exakte Konfidenzbereiche fu¨r regula¨re Modellfunk-
tionen, d.h. rg(Jη(ϑ)) = p fu¨r alle ϑ ∈ Θ. Wie im linearen Fall (vgl. auch Lemma 2.35)
zeigt man, dass die Zufallsvariablen
PJη(ϑ),Σ(Y − η(ϑ)) ∼ N
(
0, PJη(ϑ),Σ
)
und
(IN − PJη(ϑ),Σ)(Y − η(ϑ)) ∼ N
(
0, (IN − PJη(ϑ),Σ)
)
9Ist Σ−10 = U
TU und ist fu¨r X = Jη(ϑ0) bzw. X = Jη(ϑˆ(y)) eine QR-Zerlegung QR = UX von UX
mit R =
`
R1
0
´
gegeben, so gilt XTΣ−10 X = R
T
1 R1 und man erha¨lt
{ϑ ∈ Θ : (ϑ− ϑˆ(y))TXTΣ−10 X(ϑ− ϑˆ(y)) ≤ pcσ2(y)Fp,N−p;1−α}
=

ϑˆ(y) +
q
pcσ2(y)Fp,N−p;1−αR−11 t : t ∈ Rp, ‖t‖ ≤ 1
ﬀ
∩Θ.
36
2.2. Tests und Konfidenzbereiche basierend auf dem Kleinste-Quadrate-Scha¨tzer
stochastisch unabha¨ngig sind und daher auch die Zufallsvariablen∥∥PJη(ϑ),Σ(Y − η(ϑ))∥∥2Σ ∼ χ2p
und ∥∥(IN − PJη(ϑ),Σ)(Y − η(ϑ))∥∥2Σ ∼ χ2N−p
stochastisch unabha¨ngig sind. Dies fu¨hrt im FallA zum exakten (1−α)-Konfidenzbereich{
ϑ ∈ Θ : ∥∥PJη(ϑ),Σ(Y − η(ϑ))∥∥2Σ ≤ χ2p;1−α}
fu¨r ϑ und im Fall B fu¨r N > p zum exakten (1− α)-Konfidenzbereichϑ ∈ Θ :
∥∥PJη(ϑ),Σ0(Y − η(ϑ))∥∥2Σ0∥∥(IN − PJη(ϑ),Σ0)(Y − η(ϑ))∥∥2Σ0 ≤ Fp,N−p;1−α
 (2.22)
fu¨r ϑ.
Beispiel 2.42
Wie in Beispiel 2.32 sei die Modellfunktion
η : R→ R2, η(ϑ) =
(
eϑ
e−ϑ
)
.
und Σ = I2 gegeben. Dann ist
PJη(ϑ),I2 =
1
e2ϑ + e−2ϑ
(
e2ϑ −1
−1 e−2ϑ
)
und
gy(ϑ) =
∥∥PJη(ϑ),I2(y − η(ϑ))∥∥2 = (e4ϑ − y1e3ϑ + y2eϑ − 1)2e2ϑ + e6ϑ . (2.23)
Die Bestimmung von Konfidenzbereichen erfordert numerische Verfahren zur Bestim-
mung der Subniveaumengen der nichtlinearen Funktion gy, also insbesondere die Be-
stimmung aller Lo¨sungen der nichtlinearen Gleichung gy(ϑ) = c fu¨r den kritischen Wert
c. Das Verhalten der Funktion gy : R → R ist jedoch im Allgemeinen nicht sofort zu
u¨berblicken.
Sei y = (7, 2)T. Dann ergibt sich der Kleinste-Quadrate-Scha¨tzer als der Logarithmus
der einzigen reellen Nullstelle des Polynoms
py(t) = t
4 − y1t3 + y2t− 1 = t4 − 7t3 + 2t− 1,
vgl. (2.21), also ϑ̂(y) ≈ ln(6.916971) ≈ 1.94042 und damit η(ϑ̂(y)) ≈ (6.91697, 0.1436)T.
Mit χ21;0.95 = 3.84145882 ergibt sich aber etwas u¨berraschend zu y = (7, 2)
T der 95%-
Konfidenzbereich
{ϑ ∈ R : ∥∥PJη(ϑ),I2(y − η(ϑ))∥∥2 ≤ χ21;0.95} ≈ [−1.21815, −0.464639] ∪ [1.60251, 2.19014],
vgl. Abbildung 2.7, obwohl das Intervall mit den negativen ϑ-Werten unplausibel er-
scheint.
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Abbildung 2.7.: Die Funktion gy aus (2.23), der kritische Wert χ
2
1;0.95 und das Konfidenz-
intervall zu y = (7, 2)T aus Beispiel 2.42 (links) und der entsprechende
Bereich auf der Erwartungswertmenge E (rechts)
Zum einen sind diese exakten Konfidenzbereiche also numerisch schwierig zu bestim-
men, zum anderen liefern sie mitunter unplausible unzusammenha¨ngende Konfidenzbe-
reiche. Das erkla¨rt, warum die Konfidenzbereiche aus der Linearisierung in der Praxis so
popula¨r sind. Das Pha¨nomen solcher unplausibler Konfidenzbereiche wird z.T. vermieden
durch approximative (1− α)-Konfidenzbereiche der Form{
ϑ ∈ Θ : ∥∥PJη(ϑ),Σ(Y − η(ϑ))∥∥2Σ ≤ χ2p;1−α und ‖η(ϑ̂(Y ))− η(ϑ)‖2Σ ≤ r0}
fu¨r ϑ im Fall A und im Fall B durch approximative (1− α)-Konfidenzbereicheϑ ∈ Θ :
∥∥PJη(ϑ),Σ0(Y − η(ϑ))∥∥2Σ0∥∥(IN − PJη(ϑ),Σ0)(Y − η(ϑ))∥∥2Σ0 ≤ Fp,N−p;1−α und ‖η(ϑ̂(Y ))− η(ϑ)‖
2
Σ0
≤ r0

fu¨r ϑ, die Pa´zman (1993, Chapter 8) untersucht.
Als weitere Mo¨glichkeit machen wir abschließend noch auf Konfidenzbereiche basie-
rend auf dem Likelihood-Ratio-Test und mo¨gliche Verfeinerungen aufmerksam, siehe z.B.
Pa´zman (1993, Section 8.3).
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numerische Methoden
3.1. Lineares Modell
Wir beschreiben in diesem Abschnitt vier der gebra¨uchlichsten numerischen Verfahren
zur Lo¨sung der Normalgleichungen (2.5), also von
XTΣ−1X(ϑ∗ − ϑ0) = XTΣ−1(y − y0),
wobei wir bei Mehrdeutigkeit (rg(X) < p) an der Minimum-Norm-Lo¨sung interessiert
sind, d.h. wir wollen (2.6) bzw. (2.9) bestimmen.
Wir erinnern zuerst an den Begriff der Singula¨rwertzerlegung und der Konditionszahl
einer Matrix.
3.1.1. Singula¨rwertzerlegung, Konditionszahl und Sensitivita¨tsanalysen
Bemerkung 3.1
Sei C ∈ Rm×n mit r = rg(C) ≤ min{m,n}. Mit λ1 ≥ . . . ≥ λr bezeichnen wir die von
0 verschiedenen Eigenwerte von CTC. Sei v1, . . . , vn ein Orthonormalsystem des R
n von
Eigenvektoren von CTC, wobei vi Eigenvektor zum Eigenwert λi fu¨r i = 1, . . . , r und
vr+1, . . . , vn Eigenvektoren zum Eigenwert 0 seien. Ferner erga¨nzen wir ui =
1√
λi
Cvi,
i = 1, . . . , r, zu einem Orthonormalsystem u1, . . . , um von R
m.1
Setzt man V = [v1, . . . , vn] ∈ Rn×n, U = [u1, . . . , um] ∈ Rm×m, di =
√
λi fu¨r i = 1, . . . , r
und di = 0 fu¨r i = r + 1, . . . ,min{m,n} und
D = (sij)i=1,...,m
j=1,...,n
mit sij =
{
di fu¨r i = j,
0 fu¨r i 6= j
1Man beachte, dass u1, . . . , ur dann normiert und orthogonal sind, weil
uTi ui =
1√
λi
1√
λi
vTi C
TCvi =
1
λi
vTi λivi = 1 und u
T
i uj =
p
λj√
λi
vTi vj = 0 fu¨r 1 ≤ i, j ≤ r mit i 6= j
und fu¨r i = 1, . . . , r, ferner ui Eigenvektor von CC
T zum Eigenwert λi ist, da
CCTui =
1√
λi
CCTCvi =
1√
λi
Cλivi = λiui
gilt. Dann lassen sich u1, . . . , ur mit Eigenvektoren ur+1, . . . , um von CC
T zum Eigenwert 0 zu einem
Orthogonalsystem erga¨nzen.
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fu¨r i = 1, . . . ,m, j = 1, . . . , n, dann ist
C = UDV T
eine Singula¨rwertzerlegung2 von C. Die positiven Zahlen d1 ≥ . . . ≥ dr heißen auch
die singula¨ren Werte von C.
Insbesondere ist dann3
C+ = V D+UT
mit
D+ = (tij) i=1,...,n
j=1,...,m
mit tij =
{
1/di fu¨r i = j ≤ r,
0 sonst,
d.h. 1/dr ≥ . . . ≥ 1/d1 sind die singula¨ren Werte von C+.
Wir definieren im Folgenden zwei verschiedene Konditionszahlen, die man je nachdem
verwendet, ob man an der allgemeinen Lo¨sung oder an der Minimum-Norm-Lo¨sung eines
linearen Gleichungssystems interessiert ist. Mit ‖·‖ bezeichnen wir die Spektralnorm
einer Matrix, also die induzierte Matrixnorm zur Euklidischen Vektornorm, d.h. es gilt
‖C‖ = max
x∈Rn, x 6=0n
‖Cx‖
‖x‖ .
Fu¨r eine Matrix C ∈ Rm×n ist daher ‖C‖2 der maximale Eigenwert von CTC.
Definition 3.2
Sei C ∈ Rn×n mit C 6= 0n×n. Ist C regula¨r, so setzt man
cond(C) = ‖C‖∥∥C−1∥∥ ,
ist C nichtregula¨r, so setzt man cond(C) =∞.
Man nennt cond(C) die Konditionszahl von C.
Bemerkung 3.3
Sind d1 ≥ . . . ≥ dn > 0 die singula¨ren Werte der regula¨ren Matrix C ∈ Rn×n, so ist
cond(C) =
d1
dn
=
max
x∈Rn, x 6=0n
‖Cx‖ / ‖x‖
min
x∈Rn, x 6=0n
‖Cx‖ / ‖x‖ .
2Eine Singula¨rwertzerlegung C = UDV T liegt genau dann vor, wenn U und V orthogonale Matrizen
sind und D nur auf der Hauptdiagonalen Eintra¨ge ungleich 0 hat, die positiv und absteigend sortiert
sind.
3Die Darstellung C+ = V D+UT ist jedoch keine Singula¨rwertzerlegung von C+, hierzu wa¨re noch die
Reihenfolge der ersten r Spalten von U und V und der ersten r Diagonaleintra¨ge vonD+ umzudrehen.
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Die Motivation fu¨r den Begriff der Konditionszahl liegt in folgendem Satz begru¨ndet,
der eine Abscha¨tzung fu¨r den relativen Fehler der (allgemeinen) Lo¨sung eines linearen
Gleichungssystems mit Koeffizientenmatrix C bei gesto¨rter rechter Seite liefert.
Satz 3.4
Seien C ∈ Rn×n und b, b˜ ∈ Rn. Sei x∗ ∈ Rn eine Lo¨sung des linearen Gleichungssystems
Cx = b und x˜∗ ∈ Rn eine Lo¨sung des linearen Gleichungssystems Cx = b˜. Dann gilt
(fu¨r b 6= 0n)
‖x˜∗ − x∗‖
‖x∗‖ ≤ cond(C)
‖b˜− b‖
‖b‖ .
Ist C regula¨r und ist b 6= b˜, wird Gleichheit genau dann angenommen, falls b˜− b im Ei-
genraum zum gro¨ßten Eigenwert von (C−1)TC−1 liegt und b im Eigenraum zum gro¨ßten
Eigenwert von CCT liegt. Ist C singula¨r, dann kann die linke Seite der Ungleichung
beliebig groß werden.
Beweis: Ist C singula¨r, dann ist die Abscha¨tzung wegen cond(C) = ∞ trivial. Da C
singula¨r ist, gibt es ein z ∈ Rn, so dass Cz = 0n. Mit x˜∗ ist auch x˜∗+αz fu¨r α ∈ R eine
Lo¨sung des Gleichungssystems Cx = b˜, so dass der zweite Teil der Behauptung folgt.
Wir betrachten nun den Fall, dass C regula¨r ist. Dann ist
x˜∗ − x∗ = C−1(b˜− b)
und daher
‖x˜∗ − x∗‖ ≤ ∥∥C−1∥∥ ‖b˜− b‖ . (3.1)
Wegen
‖b‖ ≤ ‖C‖ ‖x∗‖ (3.2)
folgt
‖x˜∗ − x∗‖
‖x∗‖ ≤
∥∥C−1∥∥ ‖C‖ ‖b˜− b‖‖b‖ . (3.3)
Gleichheit wird in (3.3) im Fall von b˜ 6= b und b 6= 0n genau dann angenommen, wenn in
beiden Ungleichungen (3.1) und (3.2) Gleichheit angenommen wird. In der Ungleichung
(3.1) wird genau dann Gleichheit angenommen, wenn b˜− b ein Eigenvektor zum gro¨ßten
Eigenwert von (C−1)TC−1 ist. In der Ungleichung (3.2) wird genau dann Gleichheit
angenommen, wenn x∗ Eigenvektor zum gro¨ßten Eigenwert von CTC ist, d.h. wenn
CTCx∗ = ‖C‖2 x∗.
Wegen Cx∗ = b und ‖C‖ = ∥∥CT∥∥ ist dies durch Multiplikation mit C a¨quivalent zu
CCTb =
∥∥CT∥∥2 b,
d.h. dass b Eigenvektor zum gro¨ßten Eigenwert von CCT ist.
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Eine weitere Interpretation fu¨r die Konditionszahl liefert der Satz von Gastinel und
Kahan, siehe Kahan (1966). Hierzu definieren wir den relativen Abstand einer Matrix
C ∈ Rn×n mit C 6= 0n×n zur Singularita¨t durch
dist(C) = inf
{‖C˜ − C‖
‖C‖ : C˜ ∈ R
n×n singula¨r
}
. (3.4)
Satz 3.5 (Gastinel und Kahan)
Sei C ∈ Rn×n regula¨r. Dann gilt
dist(C) = 1/cond(C).
Beweis: siehe Higham (2002, Theorem 6.5) oder als Spezialfall von Satz 3.12
Die Konditionszahl ist also der Kehrwert des Abstandes zur Singularita¨t. Ist die Kon-
ditionszahl hoch, so ist der relative Abstand zu einer singula¨ren Matrix gering.
Sto¨rungen in der Koeffizientenmatrix werden durch die folgende Abscha¨tzung erfasst.
Satz 3.6
Seien C ∈ Rn×n regula¨r, C˜ ∈ Rn×n und b ∈ Rn mit b 6= 0n und es gelte
cond(C)
‖C˜ − C‖
‖C‖ < 1. (3.5)
Dann ist auch C˜ regula¨r und fu¨r x∗ = C−1b und x˜∗ = C˜−1b gilt
‖x˜∗ − x∗‖
‖x∗‖ ≤
cond(C)
1− cond(C)‖C˜−C‖‖C‖
‖C˜ − C‖
‖C‖ .
Beweis: Mittels Satz 3.5 folgt aus (3.5) sofort, dass C˜ regula¨r ist. Fu¨r einen Beweis der
weiteren Aussagen siehe z.B. Ha¨mmerlin u. Hoffmann (1991, Abschnitt 5.2).
Bemerkung 3.7
a) Da fu¨r z ∈ R, |z| < 1,
1
1− z =
∞∑
i=0
zi
ist, erha¨lt man mit z = cond(C)‖C˜−C‖‖C‖ , dass fu¨r festes C und fu¨r ‖C˜ − C‖ hinrei-
chend klein
‖x˜∗ − x∗‖
‖x∗‖ ≤ cond(C)
‖C˜ − C‖
‖C‖ +O(‖C˜ − C‖
2)
gilt.
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b) Kombiniert man Satz 3.4 mit Satz 3.6, so ergibt sich unter den Voraussetzungen
von Satz 3.6, dass fu¨r x˜∗ = C˜−1b˜ die Abscha¨tzung
‖x˜∗ − x∗‖
‖x∗‖ ≤
cond(C)
1− cond(C)‖C˜−C‖‖C‖
(‖C˜ − C‖
‖C‖ +
‖b˜− b‖
‖b‖
)
gilt.
Wir kommen jetzt zur zweiten Definition einer Konditionszahl, die im Fall b ∈ Bild(C)
auf das Problem der Minimum-Norm-Lo¨sung eines linearen Gleichungssystems Cx = b
bzw. im Fall von b /∈ Bild(C) auf das Minimierungsproblem minx∈Rn ‖Cx− b‖ zuge-
schnitten ist.
Definition 3.8
Sei C ∈ Rm×n mit C 6= 0m×n, r = rg(C) und singula¨ren Werten d1 ≥ . . . ≥ dr > 0.
Dann heißt
cond+(C) =
d1
dr
die Konditionszahl von C (bezu¨glich des Minimum-Norm-Problems) oder auch die Spek-
tralkonditionszahl.
Bemerkung 3.9
Es gilt also cond+(C) = ‖C‖ ‖C+‖ und im Falle einer regula¨ren Matrix C ∈ Rn×n gilt
daher cond+(C) = cond(C). Trivialerweise gilt cond+(C) ≥ 1.
Wir erinnern daran, dass wir mit PC = C(CTC)+CT = CC+ den orthogonalen Pro-
jektor auf Bild(C) bezu¨glich des Euklidischen Skalarprodukts bezeichnen.
Satz 3.10 (Verallgemeinerung von Satz 3.4)
Sei C ∈ Rm×n mit C 6= 0m×n und b, b˜ ∈ Rn mit PCb 6= 0m. Fu¨r x∗ = C+b und x˜∗ = C+b˜
gilt dann
‖x˜∗ − x∗‖
‖x∗‖ ≤ cond+(C)
‖b˜− b‖
‖PCb‖ .
Hierbei wird Gleichheit angenommen, falls b˜− b im Eigenraum zum gro¨ßten Eigenwert
von C+TC+ und b im Eigenraum zum gro¨ßten Eigenwert von CCT liegt.
Beweis: Seien r = rg(C), d1 ≥ . . . ≥ dr > 0 die singula¨ren Werte von C und C = UDV T
eine Singula¨rwertzerlegung mit den entsprechenden Bezeichnungen von Bemerkung 3.1.
Es gilt
x˜∗ − x∗ = C+(b˜− b)
und daher
‖x˜∗ − x∗‖ ≤ ‖C+‖ ‖b˜− b‖ . (3.6)
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Ferner4 gilt mit c = UTb
x∗ = C+b = V D+UTb =
r∑
i=1
(ci/di) vi
und wegen
PCb = CC+b = UDD+UTb = U
(
Ir 0r×m−r
0m−r×r 0m−r×m−r
)
c =
r∑
i=1
ciui
weiter
‖x∗‖2 =
r∑
i=1
(ci/di)
2 ≥ 1
d21
r∑
i=1
c2i =
1
d21
∥∥∥∥∥
r∑
i=1
ciui
∥∥∥∥∥
2
=
1
‖C‖2 ‖PCb‖
2 . (3.7)
Es folgt mit (3.6)
‖x˜∗ − x∗‖
‖x∗‖ ≤
∥∥C+∥∥ ‖C‖ ‖b˜− b‖‖PCb‖
und wegen cond+(C) = ‖C+‖ ‖C‖ die behauptete Ungleichung.
Wir kommen zur Gleichheitsdiskussion: In (3.6) gilt Gleichheit genau dann, wenn b˜− b
Eigenvektor zum gro¨ßten Eigenwert von (C+)
T
C+ ist.
Sei s die Dimension des Eigenraums zum gro¨ßten Eigenwert von CCT, d.h. fu¨r die
singula¨ren Werte von C gilt d1 = . . . = ds > ds+1 ≥ . . . ≥ dr > 0. Dann gilt Gleichheit
in (3.7) genau dann, wenn ci = (U
Tb)i = 0 fu¨r i = s + 1, . . . , r. Dies ist a¨quivalent
dazu, dass b im vom Eigenraum zum gro¨ßten Eigenwert von CCT und vom Nullraum
Null(CCT) = Null(CT) aufgespannten Raum liegt.
Bemerkung 3.11
Man beachte, dass x∗ = C+b die Minimum-Norm-Lo¨sung des Minimierungsproblems
minx∈Rn ‖Cx− b‖ ist. Falls zudem b ∈ Bild(C) gilt, ist x∗ = C+b die Minimum-Norm-
Lo¨sung des Gleichungssystems Cx = b. Ist C regula¨r, so gilt natu¨rlich, dass x∗ = C−1b.
Ferner ist der gro¨ßte Eigenwert von C+TC+ = U(D+)TD+UT gleich dem Kehrwert des
kleinsten Eigenwertes λr 6= 0 von CCT = UDDTUT und die zugeho¨rigen Eigenra¨ume
sind identisch.
Die Konditionszahl cond+(C) liefert also eine Abscha¨tzung zum relativen Fehler der
Minimum-Norm-Lo¨sung des in der rechten Seite gesto¨rten Gleichungssystems, die fu¨r
gewisse Werte der rechten Seite sogar scharf ist.
Die Abscha¨tzungen in Satz 3.10 und in Satz 3.4 wie auch die Abscha¨tzungen in Satz 3.6
und Satz 3.17 sind zwar nicht das Gleiche wie eine Abscha¨tzung fu¨r den relativen Fehler
bei der numerischen Lo¨sung durch einen Algorithmus, bei dem nicht nur Inputgro¨ßen
gesto¨rt sind, sondern in jedem Berechnungsschritt durch Rundung auf die vom Pro-
gramm verwendeten Gleitkommazahlen gesto¨rt wird. Im letzteren Fall hat man dann im
4Alternativ kann man analog zum Beweis von Satz 3.4 die Formel (3.7) wieder aus ‖C‖ ‖x∗‖ ≥ ‖Cx∗‖ =‚‚CC+b‚‚ = ‖PCb‖ folgern.
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Allgemeinen den zugeho¨rigen Term C˜ der Sto¨rung nicht unter Kontrolle. Trotzdem wer-
den aber beide Konditionszahlen oft zur praktischen Einscha¨tzung fu¨r die numerischen
Schwierigkeiten des Problems verwendet.
Eine weitere Interpretation fu¨r die Spektralkonditionszahl liefert eine Verallgemei-
nerung des Satzes 3.5 von Gastinel und Kahan. Hierzu definieren wir den relativen
Abstand einer Matrix C ∈ Rm×n mit C 6= 0m×n zu Rangverlust durch
dist+(C) = inf
{‖C˜ − C‖
‖C‖ : C˜ ∈ R
m×n, rg(C˜) < rg(C)
}
. (3.8)
Satz 3.12
Sei C ∈ Rm×n mit C 6= 0m×n. Dann gilt
dist+(C) = 1/cond+(C).
Bevor wir diesen Satz beweisen, fu¨hren wir folgende Bezeichnung ein:
Sei A = (aij)i=1,...,m
j=1,...,n
∈ Rm×n. Fu¨r k ∈ {1, . . . , n} sei A(k) = (aˇij)i=1,...,m
j=1,...,n
∈ Rm×n die
Matrix mit den Eintra¨gen
aˇij =
{
aij , falls j ≤ k,
0 falls j > k.
Beweis von Satz 3.12: Sei C˜ ∈ Rm×n mit rg(C˜) < rg(C). Dann gibt es x ∈ Bild(CT) =
Bild(C+) mit x 6= 0n, so dass C˜x = 0. Sei z ∈ Rm mit x = C+z. Dann folgt aufgrund
der Eigenschaften der Moore-Penrose-Inverse, dass C+Cx = C+CC+z = C+z = x und
damit
‖x‖ = ‖C+(C˜ − C)x‖ ≤ ‖C+‖ ‖C˜ − C‖ ‖x‖ .
Somit ergibt sich
‖C˜ − C‖
‖C‖ ≥
1
‖C‖ ‖C+‖ = 1/cond+(C).
Es genu¨gt also zu zeigen, dass diese untere Schranke auch angenommen wird.
Seien d1 ≥ . . . ≥ dr > 0 die singula¨ren Werte von C und C = UDV T eine Singula¨rwert-
zerlegung. Setze Cˇ = UD(r−1)V T. Dann gilt rg(Cˇ) = r − 1 und∥∥C − Cˇ∥∥ = ∥∥D −D(r−1)∥∥ = dr = 1/∥∥C+∥∥ ,
weil die Spektralnorm gegenu¨ber orthogonalen Transformationen invariant ist. Somit gilt
‖Cˇ − C‖
‖C‖ =
1
‖C‖ ‖C+‖ = 1/cond+(C).
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Wir zeigen kurz einen interessanten Zusammenhang des Satzes 3.12 mit dem Appro-
ximationstheorem von E. Schmidt.5 Hierzu bezeichne
‖A‖Frob =
 m∑
i=1
n∑
j=1
a2ij
1/2
die Frobenius-Norm von A.
Satz 3.13 (Approximationstheorem von E. Schmidt)
Sei C ∈ Rm×n mit rg(C) = r und den singula¨ren Werten d1 ≥ . . . ≥ dr > 0 und sei
C = UDV T eine Singula¨rwertzerlegung.
Dann gilt fu¨r 1 ≤ k < r:
inf
{
‖C − C˜‖Frob : C˜ ∈ Rm×n, rg(C˜) ≤ k
}
=
∥∥C − UD(k)V T∥∥Frob =
(
r∑
i=k+1
d2i
)1/2
.
Ferner ist C˜ = UD(k)V
T die eindeutige Minimalstelle genau dann, wenn dk+1 6= dk.
Beweis: siehe Ben-Israel u. Greville (2003, Chapter 6, Theorem 3)
Bemerkung 3.14
Insbesondere gilt nach dem Beweis von Satz 3.12 und nach Satz 3.13 fu¨r C ∈ Rm×n der
Zusammenhang
inf
{
‖C˜ − C‖ : C˜ ∈ Rm×n, rg(C˜) < rg(C)
}
= inf
{
‖C˜ − C‖Frob : C˜ ∈ Rm×n, rg(C˜) < rg(C)
}
.
Der Beweis zeigt ferner, dass in (3.8) und damit auch in (3.4) das Infimum angenommen
wird und wie eine zugeho¨rige Matrix aussieht.6
Abschließend betrachten wir auch hier wieder Sto¨rungen in der Koeffizientenmatrix.
Will man ein Analogon zu Satz 3.6 zeigen, dann liegt ein Problem allerdings darin, dass
die Operation der Bildung der Moore-Penrose-Inversen unstetig bei Rangvera¨nderungen
ist. So gilt z.B.
Ck =
(
1 0
0 1/k
)
→ C =
(
1 0
0 0
)
fu¨r k →∞,
5Das Approximationstheorem von E. Schmidt wird auch Satz von Eckart-Young genannt, vgl. Eckart
u. Young (1936), wurde aber erstmals von Schmidt (1907) bewiesen.
6Dass fu¨r jede orthogonal invariante Norm ‖·‖ und k < rg(C)
inf
n
‖C˜ − C‖ : C˜ ∈ Rm×n, rg(C˜) ≤ k
o
=
‚‚D −D(k)‚‚
gilt, wurde erstmals von Mirsky (1960) gezeigt.
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aber
C+k =
(
1 0
0 k
)
6→ C+ =
(
1 0
0 0
)
fu¨r k →∞.
Allgemeiner zeigt folgender Satz, dass fu¨r Matrizen C und C˜, die sehr kleinen Abstand,
aber unterschiedlichen Rang haben, die jeweiligen Moore-Penrose-Inversen C+ und C˜+
weit voneinander entfernt sind.
Satz 3.15
Seien C˜, C ∈ Rm×n.
a) Falls rg(C˜) 6= rg(C) ist, dann gilt∥∥C˜+ − C+∥∥ ≥ 1/ ‖C˜ − C‖ .
b) Falls rg(C˜) = rg(C) ist, dann gilt∥∥C˜+ − C+∥∥ ≤ µ ‖C˜+‖∥∥C+∥∥ ‖C˜ − C‖ ,
wobei
µ =

(1 +
√
5)/2, falls rg(C) < min{m,n},√
2, falls rg(C) = min{m,n} und m 6= n,
1, falls rg(C) = m = n.
Beweis: siehe Wedin (1973, Theorem 4.1 und Theorem 7.2)
Bemerkung 3.16
a) Im Falle von limk→∞Ck = C gilt daher limk→∞C+k = C
+ genau dann, wenn
limk→∞ rg(Ck) = rg(C).
b) Um eine vernu¨nftige Abscha¨tzung fu¨r die Lo¨sung des gesto¨rten Problems errei-
chen zu ko¨nnen, muss man aufgrund von Satz 3.15 folglich voraussetzen, dass die
Sto¨rung den Rang von C nicht a¨ndert. Dies ist ein Hinweis, dass es fu¨r numerische
Verfahren wichtig ist, dass der Rang bei Matrixumformungen erhalten bleibt.
Satz 3.17
Seien C˜, C ∈ Rm×n mit rg(C˜) = rg(C) und C 6= 0m×n und sei
γ = cond+(C)
‖C˜ − C‖
‖C‖ < 1.
Dann ist
‖C˜+‖ ≤ 1
1− γ
∥∥C+∥∥ .
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Seien ferner b, b˜ ∈ Rm. Dann gilt fu¨r x˜∗ = C˜+b˜ und x∗ = C+b mit
M =
cond+(C)
1− γ
(‖C˜ − C‖
‖C‖ ‖x
∗‖+ ‖b˜− b‖‖C‖ +
‖C˜ − C‖
‖C‖ cond+(C)
‖(Im − PC)b‖
‖C‖
)
die Abscha¨tzung
‖x˜∗ − x∗‖ ≤M + ‖C˜ − C‖ ∥∥(CCT)+b∥∥ . (3.9)
Falls rg(C) = n, dann kann man die Abscha¨tzung (3.9) verscha¨rfen zu
‖x˜∗ − x∗‖ ≤M.
Beweis: siehe Wedin (1973, Theorem 5.1)
Bemerkung 3.18
a) Aus der Bedingung γ < 1 folgt mit Satz 3.12, dass rg(C˜) ≥ rg(C). Falls rg(C) =
min{m,n}, folgt damit bereits rg(C) = rg(C˜).
b) Falls rg(C) = n kann man durch geeignete Wahl von C˜, b und b˜ in der Abscha¨tzung
(3.9) die Differenz zwischen rechter und linker Seite beliebig klein machen, auch
wenn man im Allgemeinen nicht 0 erreichen kann, vgl. Wedin (1973, Section 6).
Fu¨r eine geometrische Interpretation des Terms mit (cond+(C))
2, die zeigt, dass
man diesen quadratischen Terms nicht weglassen kann, und Abscha¨tzungen basie-
rend auf der Norm der Spalten von C bzw. von C˜ siehe van der Sluis (1974).
c) Wegen (CCT)+ = (C+)TC+ kann man den letzten Term in (3.9) auch abscha¨tzen
zu
‖C˜ − C‖ ∥∥(CCT)+b∥∥ ≤ ‖C˜ − C‖∥∥C+∥∥ ‖x∗‖ = ‖C˜ − C‖‖C‖ cond+(C) ‖x∗‖ . (3.10)
Analog zu Bemerkung 3.7a) erha¨lt man damit Entwicklungen erster Ordnung.
Wenn man ‖b‖ = ‖Cx∗‖ ≤ ‖C‖ ‖x∗‖ und (3.10) in (3.9) verwendet, so ergibt sich
fu¨r x∗ 6= 0 bzw. a¨quivalent fu¨r b /∈ Null(CT)
‖x˜∗ − x∗‖
‖x∗‖ ≤ cond+(C)
(
2
‖C˜ − C‖
‖C‖ +
‖b˜− b‖
‖PCb‖ +
‖b˜− b‖
‖PCb‖
‖C˜ − C‖
‖C‖ cond+(C)
+
‖(Im − PC)b‖
‖PCb‖
‖C˜ − C‖
‖C‖ cond+(C)
)
+O(‖C˜ − C‖2 + ‖C˜ − C‖2 ‖b˜− b‖2).
Ist etwa ‖C˜ − C‖ / ‖C‖ < ǫ und ‖b˜− b‖ / ‖PCb‖ < ǫ, dann ist
‖x˜∗ − x∗‖
‖x∗‖ ≤
(
3 cond+(C) +
‖(Im − PC)b‖
‖PCb‖ (cond+(C))
2
)
ǫ+O(ǫ2).
Falls rg(C) = m, dann ist PC = Im und der Term mit (cond+(C))
2 verschwindet.
Ansonsten ist je nachdem, ob die Norm ‖Cx∗ − b‖ (2.12)= ‖(Im − PC)b‖ des Residu-
ums groß ist oder nicht, der Term mit (cond+(C))
2 oder der Term mit cond+(C)
dominant.
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Bemerkung 3.19
Fu¨r Resultate, wie sich Sto¨rungen in der Koeffizientenmatrix und der rechten Seite,
die komponentenweise beschra¨nkt sind, auf die Abweichung in der Lo¨sung auswirken,
verweisen wir auf Bauer (1966), Oettli u. Prager (1964) und Bjo¨rck (1991) sowie auf den
U¨bersichtsartikel Higham (1994). Fu¨r Sto¨rungen, bei denen z.B. die Matrizen C˜, C in
der Klasse der symmetrischen Matrizen verbleiben, siehe Rump (2003a, b).
Von den zu Beginn des Kapitels angeku¨ndigten Algorithmen zur Lo¨sung der Nor-
malgleichungen bestimmen das Verfahren basierend auf der Cholesky-Zerlegung und
das Verfahren basierend auf der LR-Zerlegung, die wir in den Abschnitten 3.1.2 und
3.1.3 vorstellen, eine Lo¨sung des Gleichungssystem Ax = b mit A = XTΣ−1X und
b = XTΣ−1(y − y0) und beno¨tigen, dass die Matrix A regula¨r ist. Die relevante Kondi-
tionszahl ist hier also cond(A).
Das Verfahren basierend auf der QR-Zerlegung und das Verfahren basierend auf der
Singula¨rwertzerlegung, die wir in den Abschnitten 3.1.4 und 3.1.5 vorstellen, bestim-
men die Kleinste-Quadrate-Lo¨sung des Gleichungssystems Bx = a mit Σ−1 = UTU ,
B = UX und a = U(y − y0), d.h. sie lo¨sen statt der Normalgleichungen das a¨quivalente
Minimierungsproblem
min
x∈Rp
‖Bx− a‖ .
Die relevante Konditionszahl ist bei diesem Vorgehen cond+(B).
Hierbei gilt cond+(A) = (cond+(B))
2. Da außer im Fall, dass alle singula¨ren Werte
von B gleich sind, cond+(B) > 1 gilt, ist die Spektralkonditionszahl von B kleiner
als die Spektralkonditionszahl cond+(A) von A, wobei ja cond(A) = cond+(A), falls
A regula¨r ist. Da somit der relative Abstand zu Rangverlust fu¨r die Matrix A kleiner
ist als fu¨r die Matrix B, ist es gema¨ß Satz 3.4 und Satz 3.10 plausibel anzunehmen,
dass die numerischen Schwierigkeiten einer Zerlegung von A bei Matrizen mit großer
Konditionszahl gro¨ßer sind als die einer Zerlegung von B und dass das Ergebnis basierend
auf einer Zerlegung von A ungenauer ist als das Ergebnis basierend auf einer Zerlegung
von B.
Wir illustrieren die unterschiedlichen Konditionszahlen und die Auswirkung der Ma-
trixmultiplikation bei der expliziten Bestimmung der Normalengleichungen an einem
Beispiel von derselben Form wie in La¨uchli (1961).
Beispiel 3.20
Sei
X =

1 1 1
δ 0 0
0 δ 0
0 0 δ

mit δ ∈ R. Rechnet man, wie in den meisten modernen Computern verwendet, mit
64-bit-Gleitkommazahlen7 (
”
double precision“) nach IEEE 754-2008, so ergibt die Mul-
7Die verwendeten Zahlen haben eine 52-bit-Mantisse und damit ca. 15-16 Stellen Genauigkeit im De-
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tiplikation XTX fu¨r δ = 10−8 anstelle von
XTX =
1 + δ2 1 11 1 + δ2 1
1 1 1 + δ2

das Ergebnis 1 1 11 1 1
1 1 1
 .
In diesem Fall ist cond+(X) =
√
3 + δ2/|δ| und cond(XTX) = (3 + δ2)/δ2, d.h. fu¨r
δ = 10−8 ergibt sich cond+(X) ≈ 1.73205 · 108 und cond(XTX) ≈ 3 · 1016. Wa¨hrend die
Matrix X fu¨r 64-bit-Gleitkommazahlen |δ| > 2−52 ≈ 2.22 ·10−16 z.B. auch nach Addition
von Zeile 1 auf Zeile 2 und Zeile 3 in der Darstellung durch 64-bit-Gleitkommazahlen noch
Rang 3 hat, geht dieser Rang fu¨rXTX in dieser Darstellung fu¨r 64-bit-Gleitkommazahlen
|δ| < 2−26 ≈ 1.49 · 10−8 und daher in unserem Beispiel schon mit δ = 10−8 verloren.
Da bei allen Verfahren, die wir in diesem Abschnitt noch vorstellen werden, zu Beginn
die Matrixmultiplikation A = XTΣ−1X bzw. B = UX anfa¨llt, eine Vorbemerkung zur
Matrixmultiplikation.
Bemerkung 3.21
Gegeben seien C ∈ Rm×n und D ∈ Rn×k. Nutzt man fu¨r die Multiplikation CD die
naive Matrixmultiplikation, so fallen
m(n− 1)k Additionen und mnk Multiplikationen
an. Nutzt man den Algorithmus von Strassen (1969), so kann die Anzahl der notwendigen
Rechenschritte einer Matrixmultiplikation verringert werden.
Seien m,n, k gerade Zahlen (ansonsten erga¨nze man die Matrizen um eine Zeile oder
Spalte mit 0-Eintra¨gen). Die Idee von Strassen besteht in der Unterteilung der Matrizen
C und D in jeweils 4 Blo¨cke gleicher Gro¨ße, d.h.
C =
(
C11 C12
C21 C22
)
mit Matrizen C11, C12, C21, C22 ∈ Rm/2×n/2 und
D =
(
D11 D12
D21 D22
)
zimalsystem, wenn man vom Problem des Exponentenu¨berlaufs oder Exponentenunterlaufs absieht;
genauer ist die Maschinengenauigkeit ǫMach = 2
−52. Die Maschinengenauigkeit ist dabei definiert als
die kleinste verwendete Gleitkommazahl τ > 0, so dass 1+τ bei einer Berechnung in den verwendeten
Gleitkommazahlen noch von 1 unterschieden werden kann.
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mit Matrizen D11, D12, D21, D22 ∈ Rn/2×k/2. Setzt man
M1 =(C11 + C22)(D11 +D22),
M2 =(C21 + C22)D11,
M3 =C11(D12 −D22),
M4 =C22(D21 −D11),
M5 =(C11 + C12)D22,
M6 =(C21 − C11)(D11 +D12),
M7 =(C12 − C22)(D21 +D22),
F11 =M1 +M4 −M5 +M7,
F12 =M3 +M5,
F21 =M2 +M4,
F22 =M1 +M3 −M2 +M6,
so ergibt sich
CD =
(
F11 F12
F21 F22
)
.
Zur Berechnung der Matrizen F11, F12, F21, F22 werden also 7 Multiplikationen vonm/2×
n/2 mit n/2× k/2 Matrizen und 18 Additionen von Matrizen unterschiedlicher Bauart,
davon 5 Additionen zweier m/2×n/2 Matrizen, 5 Additionen zweier n/2×k/2 Matrizen
und 8 Additionen zweier m/2 × k/2 Matrizen beno¨tigt. Benutzt man fu¨r die einzelnen
Blo¨cke die naive Matrixmultiplikation, so fallen folglich insgesamt
7
8
mnk Multiplikationen
und
7
8
m(n− 2)k + 5
4
mn+
5
4
nk +
8
4
mk Additionen
an. Einmalige Anwendung der Idee von Strassen verkleinert also die Zahl der Rechen-
operationen fu¨r große m,n, k um den Faktor 78 . Bei rekursiver Anwendung der Unter-
teilung in Blockmatrizen kann man fu¨r m = n = k zeigen, dass die Zahl der Rechen-
operationen (Additionen und Multiplikationen zusammen) kleiner als 4mlog2 7 ist, wobei
log2 7 ≈ 2.807, siehe Higham (2002, Section 23.1).
Dabei zeigen numerische Experimente, dass sich (im Fall m = n = k) ca. ab m ≥ 100
die Rechenzeit durch die Verwendung des Algorithmus von Strassen gegenu¨ber der naiven
Matrixmultiplikation tatsa¨chlich verku¨rzt, wa¨hrend fu¨r kleinere Matrizen der zusa¨tzliche
Speicherverwaltungsaufwand die Zeitersparnis durch die geringere Anzahl an Rechenope-
rationen zunichte macht. Bei praktischen Implementierungen etwa im Fall m = n = k
wendet man daher die Unterteilung in Teilmatrizen an, bis die Spalten- bzw. Zeilen-
zahl kleiner als 100 ist und verwendet dann die naive Matrixmultiplikation. Hierzu und
fu¨r weitergehende Ausfu¨hrungen zur schnellen Matrixmultiplikation vergleiche Higham
(2002, Section 23.1) und Skiena (1998, Chapter 8.2).
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Verwendet man hingegen bei der Matrixmultiplikation auf Parallelrechner zugeschnit-
tene Algorithmen, so sind andere U¨berlegungen zur Komplexita¨t no¨tig, fu¨r die wir z.B.
auf Golub u. Van Loan (1996, Chapter 6) verweisen.
Nun zu vier Verfahren zur Lo¨sung der Normalgleichungen
XTΣ−1X(ϑ∗ − ϑ0) = XTΣ−1(y − y0). (3.11)
Wir werden bei den Verfahren annehmen, dass rg(X) = p gilt, außer bei dem Verfahren
basierend auf der Singula¨rwertzerlegung, siehe Abschnitt 3.1.5. Nur dort werden wir also
die Mehrdeutigkeit der Lo¨sung von (3.11) zulassen und bestimmen dann die Lo¨sung ϑ∗
mit der minimaler Norm ‖ϑ∗ − ϑ0‖.
Wir werden der Einfachheit halber bei den folgenden Komplexita¨tsbetrachtungen au-
ßer beim Gesamtvergleich am Ende des Abschnitts jeweils mit der naiven Matrixmulti-
plikation rechnen.
Ferner werden wir annehmen, dass die Multiplikation mit Σ−1 einfach ist in dem
Sinne, dass entweder die Bestimmung von Σ−1 bereits geschehen ist oder man eine
Cholesky-Zerlegung von Σ kennt, und werden daher die Kosten einer Bestimmung von
Σ−1 ignorieren. Bei den Verfahren basierend auf einer QR-Zerlegung bzw. auf einer
Singula¨rwertzerlegung werden wir sogar annehmen, dass man schon eine Zerlegung
Σ−1 = UTU
mit U ∈ RN×N kennt, etwa durch eine Cholesky-Zerlegung, wobei allerdings U nicht
notwendigerweise eine Dreiecksmatrix sein muss.
Fu¨r den Fall, dass Σ schlecht konditioniert ist und daher die Bestimmung von U
numerisch instabil ist, verweisen wir auf Paige (1979a, b) fu¨r entsprechende Verfahren,
die ohne Verwendung von U auskommen.
3.1.2. Verfahren basierend auf der Cholesky-Zerlegung
1. Berechne A = XTΣ−1X und b = XTΣ−1(y − y0).
2. Bestimme eine Cholesky-Zerlegung A = LLT (L ist linke Dreiecksmatrix).
3. Lo¨se zwei Dreiecksgleichungssysteme
a) Lz∗ = b nach z∗ und
b) LTx∗ = z∗ nach x∗.
Lo¨sung: ϑ∗ = x∗ + ϑ0.
Komplexita¨t: (fu¨r Schritt 2 siehe Ha¨mmerlin u. Hoffmann (1991, Abschnitt 2.2.3))
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Rechenschritt Additionen/ Multiplikationen/ Quadratwurzeln
Subtraktionen Divisionen
Schritt 1
XTΣ−1 p(N − 1)N pN2
(XTΣ−1)X p(N − 1)p p2N
(XTΣ−1)(y − y0) p(N − 1) +N pN
Schritt 2 16(p
3 − p) 16(p3 + 3p2 − 4p) p
Schritt 3
Lz∗ = b 12p(p− 1) 12p(p+ 1)
LTx∗ = z∗ 12p(p− 1) 12p(p+ 1)
insgesamt pN2 + p2N + 16p
3 pN2 + p2N + 16p
3 p
+O(p2 + pN) +O(p2 + pN)
Nutzt man die Symmetrie der Matrix A = (XTΣ−1)X, so kann man in der zweiten
Zeile p(N − 1)p Additionen auf 12p(N − 1)(p+ 1) Additionen und p2N Multiplikationen
auf 12p(p + 1)N Multiplikationen reduzieren. Ist Σ
−1 eine Diagonalmatrix, so sinkt die
Komplexita¨t in der ersten Zeile auf 0 Additionen und pN Multiplikationen.
Wenn die Matrix A große Konditionszahl hat und der Abstand zu einer singula¨ren
Matrix klein ist, und damit auch der Abstand zu den Matrizen, die nicht positiv semide-
finit sind, klein ist, dann steigt das Risiko, dass die Bestimmung der Cholesky-Zerlegung
numerisch nicht mo¨glich ist, typischerweise weil bei einigen Rechenschritten, bei denen
Wurzeln gezogen werden mu¨ssen, durch Rechenungenauigkeiten keine nichtnegativen
Zahlen mehr vorliegen.8
Bemerkenswert ist in diesem Zusammenhang ein Satz von Wilkinson (1968, Theorem 2)
zur numerischen Cholesky-Zerlegung bei kleiner Konditionszahl:
Sei A eine p × p Matrix, deren Eintra¨ge Gleitkommazahlen in Bina¨rdarstellung mit
einer Mantisse der La¨nge t und beliebig großem oder kleinem Exponenten sind, und bei
Additionen, Subtraktionen, Multiplikationen und Divisionen werde fortlaufend in dieser
Gleitkommadarstellung gerechnet, d.h. die Maschinengenauigkeit betra¨gt ǫMach = 2
−t.
Ferner sei t1 = t − log2(1.06) und fu¨r Gleitkommazahlen a > 0 gelte fu¨r das Ergebnis
x(a) der Quadratwurzeloperation, dass (x(a))2/a ∈ [1 − 2.2−t1 , 1 + 2.2−t1 ]. Dann kann
die Cholesky-Zerlegung von A numerisch bestimmt werden, falls
2p3/22−t1 cond(A) < 0.1
und fu¨r den berechneten Cholesky-Faktor L˜ gilt∥∥A− L˜L˜T∥∥ ≤ 2.2−t1 (1 + (√p+ 2.2)2−t1)p(2
3
(p+ 1)3/2 + 1.1p
)
‖A‖ . (3.12)
Im Fall p > 10 kann man (3.12) weiter abscha¨tzen zu
‖A− L˜L˜T‖ ≤ 2.5p3/22−t1 ‖A‖ .
8Zur Bestimmung einer (verallgemeinerten) Cholesky-Zerlegung im singula¨ren Fall vergleiche Higham
(1990).
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3.1.3. Verfahren basierend auf der LR-Zerlegung mittels Gaußscher
Elimination
1. Berechne A = XTΣ−1X und b = XTΣ−1(y − y0).
2. Bestimme eine LR-Zerlegung PA = LR (P Permutationsmatrix, L ist linke Drei-
ecksmatrix, R rechte Dreiecksmatrix) mittels Gauß-Algorithmus mit (Zeilen-/Spal-
ten-/Turm- oder vollsta¨ndiger) Pivotisierung. Berechne c = Pb.
3. Lo¨se zwei Dreiecksgleichungssysteme
a) Lz∗ = c nach z∗ und
b) Rx∗ = z∗ nach x∗.
Lo¨sung: ϑ∗ = x∗ + ϑ0.
Komplexita¨t: (fu¨r Schritt 2 siehe Ha¨mmerlin u. Hoffmann (1991, Abschnitt 2.1.6))
Rechenschritt Additionen/ Multiplikationen/
Subtraktionen Divisionen
Schritt 1
XTΣ−1 p(N − 1)N pN2
(XTΣ−1)X p(N − 1)p p2N
(XTΣ−1)(y − y0) p(N − 1) +N pN
Schritt 2 13p
3 − 12p2 + 16p 13p3 − 12p
Schritt 3
Lz∗ = b 12p(p− 1) 12p(p− 1)
Rx∗ = z∗ 12p(p− 1) 12p(p+ 1)
insgesamt pN2 + p2N + 13p
3 pN2 + p2N + 13p
3
+O(p2 + pN) +O(p2 + pN)
Der wesentliche Unterschied in der Komplexita¨t zum Verfahren basierend auf der
Cholesky-Zerlegung liegt darin, dass Schritt 2 der Matrixzerlegung von A ca. doppelt so
aufwendig ist. Die entsprechenden Bemerkungen aus Abschnitt 3.1.2 zur Komplexita¨t
bei Ausnutzung der Symmetrie von A oder im Fall einer Diagonalmatrix Σ−1 gelten
analog.
Wenn die Matrix A schlecht konditioniert ist, d.h. cond(A) groß ist, dann kann die
LR-Zerlegung numerisch versagen.
Sie ist aber bei der Anwendung von Pivotisierungsstrategien in der Regel numerisch
stabiler als die Cholesky-Zerlegung, ohne Pivotisierung besteht in numerischer Hinsicht
kaum ein Unterschied.9 Einen Kompromiss zwischen Rechenaufwand und numerischer
9Fu¨r entsprechende Modifizierungen des Cholesky-Verfahrens durch Pivotsuche vergleiche Fang u.
O’Leary (2008).
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Stabilita¨t stellt dabei die Rook-Pivotisierung10 dar, vgl. Higham (2002, Chapter 9).
Zwar fallen im Worst Case wie bei kompletter Pivotsuche auch insgesamt O(p3) Ver-
gleiche an, unter einem sehr speziellen stochastischen Modell fu¨r die Matrizen A ∈ Rp×p
kann man aber zeigen, dass der Erwartungswert fu¨r die Anzahl der Vergleiche kleiner
als e/2(p − 1)p ≈ 1.36(p − 1)p ist, also von der gleichen Ordnung wie bei Spaltenpi-
votsuche oder Zeilenpivotsuche, bei denen jeweils p(p − 1)/2 Vergleiche anfallen. Diese
Ordnungsbeziehung besta¨tigt sich auch unter einem anderen stochastischen Modell und
in Simulationen unter weiteren stochastischen Modellen, vgl. Foster (1997, 1998) und
Poole u. Neal (2000). Mit der Begru¨ndung, dass wegen der positiven Definitheit von
A die Absolutbetra¨ge der Eintra¨ge der Matrizen Ak nach den Zeilenumformungen im
k-ten Schritt (k = 1, . . . , p− 1, d.h. Ap−1 = R) durch das Maximum der Absolutbetra¨ge
der Eintra¨ge von A beschra¨nkt sind (vgl. Higham (2002, Problem 10.6)), wird auch ein
Verzicht auf eine Pivotisierungsstrategie befu¨rwortet, vgl. Higham (2002, Section 9.3)
oder Reid (1971).
Fu¨r die LR-Zerlegung ist kein Resultat bekannt, das die Norm von A−L˜R˜ als Ausdruck
in p, der Norm von A und der Mantisse t der verwendeten Gleitkommazahlen beschra¨nkt,
also kein Analogon zum Satz von Wilkinson bei der Cholesky-Zerlegung (siehe S. 53).
Fu¨r Aussagen, in denen die Eintra¨ge von A − L˜R˜ durch die Eintra¨ge von L˜ und R˜
beschra¨nkt werden, siehe z.B. Higham (2002, Section 9.3, 9.8 und 9.13).
3.1.4. Verfahren basierend auf der QR-Zerlegung
Wir betrachten hier nur den Fall N ≥ p und rg(X) = p und formulieren das Vorgehen
fu¨r die QR-Zerlegung mit Pivotisierung.11 Falls keine Pivotisierung stattfindet, also im
Folgenden P = Ip ist, entfa¨llt Schritt 4b).
12
1. Berechne B = UX.
2. Bestimme eine QR-Zerlegung BP = Q
(
R
0
)
mit der Nullmatrix 0(N−p)×p, einer
rechten Dreiecksmatrix R ∈ Rp×p, einer orthogonalen Matrix Q ∈ RN×N und
einer Permutationsmatrix P ∈ Rp×p.
(Insbesondere ist R invertierbar. Schreibt man Q = (Q1 Q2), wobei Q1 die ersten
p Spalten von Q sind, so gilt BP = Q1R.)
10So genannt, weil das Verfahren zum Aufsuchen des Pivotelements den Zugmo¨glichkeiten eines Turms
auf einem Schachbrett entspricht und
”
Rook“ die englische Bezeichnung fu¨r einen Turm im Schach
ist. Auf diese Weise erreicht man ein Pivotelement, das sowohl in seiner Spalte als auch in seiner Zeile
maximalen Betrag hat.
11Im Fall N < p bestimmt man eine QR-Zerlegung AP = Q (R S) mit einer Permutationsmatrix
P ∈ Rp×p, einer orthogonalen Matrix Q ∈ RN×N , einer rechten Dreiecksmatrix R ∈ RN×N und einer
Matrix S ∈ RN×(p−N). Die Normalgleichungen sind aber nicht eindeutig lo¨sbar und man ko¨nnte die
allgemeine Lo¨sung zwar daraus bestimmen, aber dies ist einfacher mit Hilfe einer Singula¨rwertzerle-
gung - vor allem, wenn man an der Minimum-Norm-Lo¨sung ϑˆMP (y) aus (2.9) interessiert ist. Wir
werden diesen Weg daher nicht weiter verfolgen und verweisen auf Bjo¨rck (1990, Remark 7.5 und
Section 11), wie man mit einer QR-Zerlegung die Minimum-Norm-Lo¨sung ermittelt.
12Dieses Verfahren ohne Pivotisierung zur Lo¨sung des linearen Kleinste-Quadrate-Problems wurde im
Detail zuerst von Golub (1965) vorgeschlagen und heißt daher auch Golub-Methode.
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3. Berechne c = QT1 U(y − y0).
4. Lo¨se das Gleichungssystem
a) Rz∗ = c nach z∗ und permutiere
b) x∗ = Pz∗.
Lo¨sung: ϑ∗ = x∗ + ϑ0.
Die QR-Zerlegung verschlechtert die Kondition der zu zerlegenden Matrix nicht, wie dies
bei den Verfahren basierend auf der Cholesky- bzw. auf der LR-Zerlegung schon durch
Bildung von A = XTΣ−1X geschieht.
Wir geben nun die Anzahl der beno¨tigten Rechenoperationen des obigen Kleinste-
Quadrate-Verfahrens an, falls N > p gilt und das QR-Verfahren ohne Pivotstrategie mit
Hilfe von Householder-Matrizen erfolgt. Im Fall N = p a¨ndern sich nur im Schritt 2
und im Schritt 3 Glieder kleinerer Ordnung. Fu¨r Detailberechnungen verweisen wir auf
Anhang A.4.
Komplexita¨t:
Rechenschritt Additionen/ Multiplikationen/
Subtraktionen Divisionen Quadratwurzeln
Schritt 1: p(N − 1)N pN2
Schritt 2 Np2 − 13 p3 + 13 p Np2 − 13 p3 + p2 + 43 p p
Schritt 3 3Np+N − p2 − p 3Np− p2 + 2p
Schritt 4
Rx∗ = c 12p(p− 1) 12p(p+ 1)
insgesamt pN2 + p2N − 13 p3 pN2 + p2N − 13 p3 p
+O(p2 + pN) +O(p2 + pN)
Zwar beno¨tigt die QR-Zerlegung in Schritt 2 selbst im Fall von N = p ca. doppelt so
viele Rechenoperationen wie die LR-Zerlegung, die anderen Schritte wiegen diesen Nach-
teil allerdings wieder auf, so dass von den fu¨hrenden Gliedern dritter Ordnung in p und
N die Koeffizienten zu pN2 und p2N gleich sind und der Koeffizient zu p3 sogar kleiner
ist als beim Verfahren basierend auf der LR-Zerlegung.13 Mit der Pivotisierungsstrategie
fallen allerdings insgesamt 32 N
2p+Np2− 12 p3+O(p2+ pN) Additionen/Subtraktionen
und 32 N
2p+Np2 − 12 p3 +O(p2 + pN) Multiplikationen an.
In Higham (2002, Section 19.3 und 19.4) finden sich Resultate zur Berechnung der
QR-Zerlegung bei Verwendung von Gleitkommazahlen mit endlicher Mantisse, die dem
Satz von Wilkinson bei der Cholesky-Zerlegung (siehe S. 53) entsprechen.
Falls noch gro¨ßere numerische Stabilita¨t gewu¨nscht ist oder falls rg(X) < p, dann
empfiehlt sich ein Algorithmus basierend auf der Singula¨rwertzerlegung:
13Kommt allerdings die schnelle Matrixmultiplikation gewinnbringend zum Einsatz, so profitieren das
Verfahren basierend auf der Cholesky-Zerlegung und das Verfahren basierend auf der LR-Zerlegung
mehr als das Verfahren basierend auf der QR-Zerlegung.
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3.1.5. Verfahren basierend auf der Singula¨rwertzerlegung
1. Berechne B = UX.
2. Im Fall N ≥ p:
Bestimme eine Singula¨rwertzerlegung B = W
(
D
0
)
V T mit einer orthogonalen Ma-
trix W ∈ RN×N , einer orthogonalen Matrix V ∈ Rp×p, einer Diagonalmatrix
D = diag(d1, . . . , dp) ∈ Rp×p mit Eintra¨gen d1 ≥ d2 ≥ dp ≥ 0 und einer Null-
matrix 0(N−p)×p. Ferner sei r = #{i ∈ {1, . . . , p} : di > 0}.
Im Fall N < p:
Bestimme eine Singula¨rwertzerlegung B = W (D 0)V T mit einer orthogonalen
Matrix W ∈ RN×N , einer orthogonalen Matrix V ∈ Rp×p, einer Diagonalmatrix
D = diag(d1, . . . , dN ) ∈ RN×N mit Eintra¨gen d1 ≥ d2 ≥ dN ≥ 0 und einer Null-
matrix 0N×(p−N). Ferner sei r = #{i ∈ {1, . . . , N} : di > 0}.
3. Berechne c = U(y − y0).
4. Berechne:
x∗ =
r∑
i=1
wTi c
di
vi. (3.13)
Hierbei bezeichnen vi, i = 1, . . . , p, die Spalten von V und wi, i = 1, . . . , N , die
Spalten von W .
Lo¨sung: ϑ∗ = x∗ + ϑ0.
Wir geben eine kurze Begru¨ndung fu¨r die Korrektheit des Verfahrens, d.h. fu¨r Formel
(3.13). Sei r = rg(X) und sei B = WD˜V T eine Singula¨rwertzerlegung mit singula¨ren
Werten d1 ≥ d2 ≥ dr > 0, d.h. im Fall N ≥ p gilt D˜ =
(
D
0
)
und im Fall N < p gilt
D˜ = (D 0). Da fu¨r η(ϑ) = X · (ϑ− ϑ0) + y0 die Beziehung
argmin
ϑ∈Rp
‖y − η(ϑ)‖2Σ = argmin
ϑ∈Rp
‖UX · (ϑ− ϑ0)− U(y − y0)‖2
= argmin
ϑ∈Rp
‖B · (ϑ− ϑ0)− c‖2 (3.14)
gilt, ergibt sich fu¨r die Lo¨sung ϑ∗ mit der minimalen Norm ‖ϑ∗ − ϑ0‖, siehe (2.9), dass
ϑ∗ = ϑ0 +B+c = ϑ0 + V D˜+WTc = ϑ0 +
r∑
i=1
wTi c
di
vi.
Da fu¨r das System v1, . . . , vp der orthogonalen Eigenvektoren von B
TB = XTΣ−1X
gebildet durch die Spalten von V gilt, dass Bvi = 0N fu¨r i = r + 1, . . . , p gilt, folgt
L(y) =
{
ϑ0 +
r∑
i=1
wTi c
di
vi +
p∑
i=r+1
tivi : ti ∈ R fu¨r i = r + 1, . . . , p
}
fu¨r die allgemeine Lo¨sung von (3.14) aus (2.8).
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Falls r = rg(X) nicht bekannt ist, so ist fu¨r ein geeignetes δ > 0 der sogenannte
numerische δ-Rang
rˆ = #{i ∈ {1, . . . ,min(p,N)} : di > δ} (3.15)
der Matrix X eine zweckma¨ßige Wahl fu¨r r, vgl. Bjo¨rck (1990, Section 10), d.h. man
setzt die Eintra¨ge dr+1, . . . , dp bzw. dr+1, . . . , dN in der im Schritt 2 numerisch berech-
neten Diagonalmatrix D = diag(d1, . . . , dp) bzw. D = diag(d1, . . . , dN ) auf 0. In Glei-
chung (3.15) empfehlen Golub u. Van Loan (1996, Section 5.5.8) δ = 10−t ‖A‖∞ zu ver-
wenden, wenn die Matrixeintra¨ge auf t Dezimalstellen genau sind, bzw. δ = ǫMach ‖A‖∞
zu verwenden, wenn die Ungenauigkeit in den Eintra¨gen nur von der Verwendung von
Gleitkommazahlen herru¨hrt.
Abschließend betrachten wir die Zahl der Rechenschritte, die das Verfahren im Fall
N ≥ p bei einer Matrix X mit Rang r = rg(X) beno¨tigt; im Fall N < p sind bei der Sin-
gula¨rwertzerlegung in den Formeln N und p entsprechend zu vertauschen. Fu¨r die zweite
Phase der Singula¨rwertzerlegung ist allerdings keine obere Schranke fu¨r die Anzahl der
Rechenoperationen bekannt. Daher finden sich in der folgenden Tabelle bei Phase 2 von
Schritt 2, bei derD explizit undW und V implizit als Produkt von Householder-Matrizen
und Givens-Matrizen bestimmt werden, kein Eintrag. Da in Schritt 4 die entsprechen-
den Informationen aus den Matrizen W und V bestimmt werden mu¨ssen, findet sich
ebenfalls kein Eintrag. Rechnet man mit Annahmen aus numerischen Experimenten,
dann ergeben sich im Erwartungswert insgesamt 2pN2 + 4Np2 + 8p3 +O(p2 + pN) Re-
chenoperationen bzw. 2pN2 + 2Np2 + 11p3 +O(p2 + pN) Rechenoperationen bei einem
Alternativ-Verfahren. Genauere Ausfu¨hren finden sich hierzu im Anhang A.5.
Fu¨r die Anzahl der Rechenoperation, wie sie in der Tabelle aufgelistet sind, verweisen
wir fu¨r Details ebenfalls auf Anhang A.5.
Komplexita¨t:
Rechenschritt Additionen/ Multiplikationen/
Subtraktionen Divisionen Quadratwurzeln
Schritt 1: p(N − 1)N pN2
Schritt 2:
Phase 1 2Np2 − 23 p3 2Np2 − 23 p3 2p− 2
−2Np+ p2 + 23 p− 2 +p2 − 4N + 203 p− 8
Phase 2 / / /
Schritt 3 N2 N2
Schritt 4 / /
insgesamt ≥ pN2 + 2Np2 − 23 p3 ≥ pN2 + 2Np2 − 23 p3 2p− 2
+O(p2 + pN) +O(p2 + pN)
58
3.1. Lineares Modell
Fu¨r einen Vergleich der Anzahl der Rechenoperationen bei den vier vorgestellten Ver-
fahren beschra¨nken wir uns auf die Glieder 3.Ordnung in N und p und definieren
TChol(p,N) = 2pN
2 + 2p2N +
1
3
p3,
TLR(p,N) = 2pN
2 + 2p2N +
2
3
p3,
TQR(p,N) = 2pN
2 + 2p2N − 2
3
p3,
TQR-Pivot(p,N) = 3pN
2 + 2p2N − p3,
TSWZ(p,N) = min(2pN
2 + 4Np2 + 8p3, 2pN2 + 2Np2 + 11p3),
d.h. das Verfahren basierend auf der Cholesky-Zerlegung beno¨tigt TChol(p,N) +O(p
2 +
pN) Rechenoperationen. Die Graphen der Funktionen TChol(p, ·), TLR(p, ·), TQR(p, ·),
TQR-Pivot(p, ·) und TSWZ(p, ·) finden sich in Abbildung 3.1 (oben). Kommt schnelle Ma-
trixmultiplikation zum Einsatz, etwa durch dreimalige Unterteilung in Teilmatrizen, so
reduzieren sich die Glieder 3.Ordnung zu
T sMChol(p,N) = 2
(
7
8
)3
pN2 + 2
(
7
8
)3
p2N +
1
3
p3,
T sMLR (p,N) = 2
(
7
8
)3
pN2 + 2
(
7
8
)3
p2N +
2
3
p3,
T sMQR(p,N) = 2
(
7
8
)3
pN2 + 2p2N − 2
3
p3,
T sMQR-Pivot(p,N) =
(
2
(
7
8
)3
+ 1
)
pN2 + 2p2N − p3,
T sMSWZ(p,N) = min
(
2
(
7
8
)3
pN2 + 4Np2 + 8p3, 2
(
7
8
)3
pN2 + 2Np2 + 11p3
)
und die entsprechenden Graphen finden sich in Abbildung 3.1 (unten).
Man erkennt, dass die Unterschiede zwischen den Verfahren basierend auf Cholesky-
Zerlegung, der LR-Zerlegung und der QR-Zerlegung (ohne Pivotisierung) gering sind
und nur bei Anwendung der schnellen Matrixmultiplikation das Cholesky-Verfahren und
das LR-Verfahren weniger Rechenoperationen als das QR-Verfahren beno¨tigen. Das QR-
Verfahren mit Pivotisierung beno¨tigt fu¨r kleines N nicht wesentlich mehr Rechenopera-
tionen als die Verfahren basierend auf der Cholesky-Zerlegung, der LR-Zerlegung und der
QR-Zerlegung (ohne Pivotisierung), bei großem N/p sind es aber fast 50 Prozent mehr
Rechenoperationen. Das Verfahren basierend auf der Singula¨rwertzerlegung beno¨tigt
zwar deutlich mehr Rechenoperationen als die Verfahren basierend auf der Cholesky-
Zerlegung, der LR-Zerlegung und der QR-Zerlegung (ohne Pivotisierung), schneidet aber
bei großem N/p wesentlich besser ab als das Verfahren basierend auf der QR-Zerlegung
mit Pivotisierung. Da das Verfahren basierend auf der QR-Zerlegung die besseren nume-
rischen Eigenschaften hat als die Verfahren basierend auf der Cholesky-Zerlegung und
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N
Abbildung 3.1.: Rechenoperationen der vier Verfahren zur Bestimmung der Kleinste-
Quadrate-Lo¨sung im linearen Fall in Abha¨ngigkeit von N .
In der unteren Abbildung dreimalige Unterteilung in Teilmatrizen und
Einsatz der schnellen Matrixmultiplikation, oben ohne Verwendung der
schnellen Matrixmultiplikation.
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der LR-Zerlegung, ist es diesen daher in der Regel vorzuziehen, fu¨r moderates N/p kann
man sogar die QR-Zerlegung mit Pivotisierung erwa¨gen. Fu¨r Probleme mit schlechter
Konditionszahl oder Rangdefekt ist das Verfahren basierend auf der Singula¨rwertzerle-
gung das Verfahren der Wahl.
Fu¨r weitergehende Ausfu¨hrungen zum Kleinste-Quadrate-Problem im linearen Modell
vergleiche Bjo¨rck (1996, 2004) und Higham (2002, Chapter 20).
3.2. Nichtlineares Modell
Wir betrachten in diesem Abschnitt numerische Verfahren zur Lo¨sung des Kleinste-
Quadrate-Problems (2.15), wobei wir voraussetzen, dass η : Rp → RN stetig differenzier-
bar ist. Fu¨r den Fall, dass η nicht-differenzierbar ist, verweisen wir auf Fletcher (1987),
Bertsekas (1999, Chapter 6) und Osborne (1985). Fu¨r Methoden, die zwar die Diffe-
renzierbarkeit voraussetzen, aber ohne Ableitungen arbeiten, siehe z.B. Bazaraa u. a.
(2006, Chapter 8) und Bertsekas (1999, Chapter 1), und fu¨r Methoden zur numerischen
Berechnung von Ableitungen siehe Nocedal u. Wright (1999, Chapter 7).
Fu¨r die Verfahren, die wir betrachten, beno¨tigen wir den Gradienten und teilweise die
Hesse-Matrix von
Sη,y : Θ→ R, Sη,y(ϑ) = ‖y − η(ϑ)‖2Σ
und damit auch zweimalige Differenzierbarkeit von η. Die erste Ableitung haben wir
bereits bei der Herleitung der Normalgleichungen (2.19) bestimmt; es gilt
gradTSη,y(ϑ) = 2JTη (ϑ)Σ
−1 (η(ϑ)− y) . (3.16)
Fu¨r die Hesse-Matrix ergibt sich
HessSη,y(ϑ) = 2JTη (ϑ)Σ
−1Jη(ϑ) + 2
N∑
j=1
(
Σ−1 (η(ϑ)− y))
j
Hess ηj(ϑ). (3.17)
Wir behandeln im folgenden die Situation Θ = Rp. In diesem Abschnitt betrachten
wir Verfahren, die Folgen (ϑk)k∈N0 liefern, die ausgehend von einem geeigneten Startwert
ϑ0 durch
ϑk+1 = ϑk + λkdk, fu¨r k = 0, 1, . . .
rekursiv definiert sind. Hierbei wird im k-ten Schritt zuerst, je nach Verfahren auf un-
terschiedliche Weise, eine sogenannte Suchrichtung dk ∈ Rp bestimmt, so dass es gibt
ein δ > 0 gibt mit
Sη,y(ϑk + λdk) < S
η,y(ϑk)
fu¨r alle λ ∈ (0, δ). Notwendig hierzu ist gradSη,y(ϑk) · dk ≤ 0, hinreichend und, falls die
Hesse-Matrix positiv definit ist, sogar a¨quivalent ist
gradSη,y(ϑk) · dk < 0. (3.18)
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Wir nennen eine Richtung dk ∈ Rp mit (3.18) eine Abstiegsrichtung in ϑk. Zu einer
Abstiegsrichtung dk wird anschließend das Liniensuchproblem
min
λ∈(0,1]
Sη,y(ϑk + λdk)
zur Bestimmmung von λk betrachtet, also ein eindimensionales Minimierungsproblem.
14
Eine Methode besteht darin, diese Liniensuche mit einem sogenannten exakten Ver-
fahren zu lo¨sen, etwa dem Verfahren der Fibonacci-Suche, dem Verfahren des goldenen
Schnitts oder Verfahren basierend auf quadratischer oder kubischer Interpolation, vgl.
z.B. Bazaraa u. a. (2006, Chapter 8) oder Gill u. a. (1989, Abschnitt 4.1). Da bei den
von uns angestrebten Anwendungen Funktionsauswertungen von η teuer sind, aber diese
Verfahren viele Funktionsauswertungen beno¨tigen, ist ein Ausweg, nicht das Liniensuch-
problem zu lo¨sen, sondern stattdessen sich mit gewissen Verbesserungen durch den neuen
Punkt ϑk+λdk, die in der Regel mit sehr wenigen Funktionsauswertungen erreicht wer-
den, zufrieden zu geben und daher nur dementsprechende Bedingungen an λk zu stellen,
so dass z.B.
lim
k→∞
gradSη,y(ϑk) = 0
T
p
gilt, vgl. Korollar 3.25.
Wir stellen hier die Wolfe-Bedingungen15 fu¨r zula¨ssige Werte λk vor:
16
Die Folgen (ϑk)k∈N0 , (dk)k∈N0 in R
p und (λk)k∈N0 in R
+
0 mit ϑk+1 = ϑk+λkdk fu¨r k ∈ N0
erfu¨llen die Wolfe-Bedingungen, falls es α ∈ (0, 1) und β ∈ (α, 1) gibt, so dass
Sη,y(ϑk + λkdk) ≤ Sη,y(ϑk) + αλk gradSη,y(ϑk) · dk (3.19)
und
gradSη,y(ϑk + λkdk) · dk ≥ β gradSη,y(ϑk) · dk (3.20)
fu¨r alle k ∈ N0.
Wir geben eine kurze Motivation der Bedingungen: Es gilt die Taylor-Formel
Sη,y(ϑk + λdk) = S
η,y(ϑk) + λ gradS
η,y(ϑk) · dk +O(λ2).
Fu¨r kleines λ > 0 ist
Sη,y(ϑk + λdk)− Sη,y(ϑk)
λ
≈ gradSη,y(ϑk) · dk
die Verbesserung (negativ, wenn dk Abstiegsrichtung) relativ zur Schrittla¨nge λ. Daher
sichert die Bedingung (3.19), dass die Verbesserungsrate noch mit dem Faktor α oder
besser erhalten bleibt. Es sollen auf diese Weise zu kleine Verbesserungen relativ zur
Schrittla¨nge verhindert werden.
14Alternativ betrachtet man auch minλ>0 S
η,y(ϑk + λdk).
15auch Wolfe-Powell-Bedingungen genannt
16Fu¨r andere Bedingungen wie Armijos Regel oder den Goldstein-Test verweisen wir auf Nocedal u.
Wright (1999, Chapter 3), Bazaraa u. a. (2006, Chapter 8) oder More´ u. Thuente (1994).
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Abbildung 3.2.: Veranschaulichung der Wolfe-Bedingungen (links) bzw. der strengen
Wolfe-Bedingungen (rechts): Die beiden markierten Teilbereiche kenn-
zeichnen jeweils die zula¨ssigen λ-Werte.
Die Bedingung (3.20) sorgt dagegen dafu¨r, dass die Schrittla¨nge nicht zu kurz wird.
Diese Bedingung wird auch Kru¨mmungsbedingung genannt, weil die Steigung f ′(λk)
von f : [0,∞) → R, f(λ) = Sη,y(ϑk + λdk) im Punkt λk gro¨ßer sein soll als βf ′(0).
Will man zusa¨tzlich sichern, dass die Steigung nicht beliebig groß wird, so kann man die
Bedingung (3.20) zu
|gradSη,y(ϑk + λkdk) · dk| ≤ β |gradSη,y(ϑk) · dk| (3.21)
verscha¨rfen. Dann erfu¨llt λk ≥ 0 die strengen Wolfe-Bedingungen, falls die beiden
Bedingungen (3.19) und (3.21) gelten. Fu¨r eine graphische Veranschaulichung zula¨ssiger
λ-Werte vergleiche Abbildung 3.2.
Der folgende Satz nach Wolfe (1969, 1971) zeigt, dass die Wolfe-Bedingungen bei
gegebenem ϑk ∈ Rp und dk ∈ Rp immer durch ein λk > 0 erfu¨llbar sind, wenn dk eine
Abstiegsrichtung in ϑk ist.
Satz 3.22
Sei dk eine Abstiegsrichtung in ϑk fu¨r S
η,y und α ∈ (0, 1), β ∈ (α, 1). Dann gibt es
ein Intervall von Punkten λ > 0, die die strengen Wolfe-Bedingungen (3.19) und (3.21)
erfu¨llen.
Beweis: Betrachte die Funktion
f : [0,∞)→ R, f(λ) = Sη,y(ϑk + λdk).
Da dk Abstiegsrichtung, gilt f
′(0) < 0 und die strengen Wolfe-Bedingungen werden zu
f(λ) ≤ f(0) + αλf ′(0) (3.22)
und
|f ′(λ)| ≤ β|f ′(0)|. (3.23)
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Angenommen es gelte
f(λ) ≥ f(0) + αλf ′(0) fu¨r alle λ > 0.
Dann wa¨re
f ′(0) = lim
λ→0
1
λ
(f(λ)− f(0)) ≥ αf ′(0)
im Widerspruch zu f ′(0) < 0 und α < 1. Daher gibt es ein λL > 0, so dass
f(λL) < f(0) + αλLf
′(0).
Weil damit fu¨r die Funktion g : (0,∞) → R, g(λ) = f(λ) − f(0) − αλf ′(0) gilt, dass
g(λL) < 0 ist, und weil wegen α > 0, f ≥ 0 und f ′(0) < 0 gilt, dass limλ→∞ g(λ) = ∞,
gibt es nach dem Zwischenwertsatz eine Nullstelle von g, d.h. die Funktion f schneidet
sich mit der Halbgeraden H = {(λ, f(0) + αλf ′(0)) : λ > 0} in einem Punkt (λ, f(λ)).
Angenommen, es ga¨be eine Folge (λi)i∈N von Nullstellen von g mit λi → 0 fu¨r i→∞.
Dann wa¨re
f ′(0) = lim
i→∞
f(λi)− f(0)
λi
= αf ′(0)
im Widerspruch zu α < 1 und f ′(0) < 0. Daher ist inf{λ > 0 : g(λ) = 0} > 0. Da g aber
stetig ist, wird das Infimum angenommen, es gibt also eine kleinste Nullstelle λH von g.
Nach Definition von g ist das der kleinste Schnittpunkt von f mit der Halbgeraden H,
d.h. es gilt
f(λH) = f(0) + αλHf
′(0). (3.24)
Wegen der Stetigkeit von f und mit der gleichen Argumentation wie oben fu¨r λL folgt
f(λ) < f(0) + αλf ′(0) fu¨r λ ∈ (0, λH). (3.25)
Aus Stetigkeitsgru¨nden gibt es ein λS ∈ (0, λH) mit
f(0) > f(λS) > f(λH). (3.26)
Da λS ∈ (0, λH) gilt wegen (3.25)
f(λS) < f(0) + αλSf
′(0). (3.27)
Nach dem Mittelwertsatz gibt es ein λ¯ ∈ (λS , λH), so dass
f ′(λ¯) =
f(λH)− f(λS)
λH − λS .
Daher folgt wegen β > α, f ′(0) < 0, (3.26), (3.27) und (3.24)
0 > f ′(λ¯) > αf ′(0) > βf ′(0). (3.28)
Wegen (3.25) und (3.28) erfu¨llt λ¯ die strengen Wolfe-Bedingungen (3.22) und (3.23) und
es gibt aufgrund der Stetigkeit von f und f ′ ein Intervall um λ¯, in dem die Punkte die
strengen Wolfe-Bedingungen einhalten.
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Bemerkung 3.23
a) Unter den Bedingungen des Satzes 3.22 gibt es trivialerweise auch ein Intervall
von Punkten λ, die die Wolfe-Bedingungen (3.19) und (3.20) erfu¨llen, da diese
Bedingungen schwa¨cher sind.
b) Betrachtet man statt der nichtnegativen Funktion Sη,y : Rp → R eine nach unten
beschra¨nkte, stetig differenzierbare Funktion G : Rp → R, so gilt Satz 3.22 offen-
sichtlich immer noch. Falls aber G nicht nach unten beschra¨nkt ist, so gibt es nicht
notwendig einen Schnittpunkt wie im Beweis. Dass dann das Lemma nicht mehr
gilt, zeigt das Beispiel
G : R→ R, G(ϑ) = − exp(ϑ).
Fu¨r alle ϑ ∈ R ist hier d = +1 eine Abstiegsrichtung, aber |G′(ϑ+ λd)| > |G′(ϑ)|,
so dass die strengen Wolfe-Bedingungen nicht erfu¨llbar sind, wie auch immer α ∈
(0, 1) und β ∈ (α, 1) gewa¨hlt werden.
Lemma 3.24
Sei γ ≥ 0 und Sη,y erfu¨lle die Lipschitz-Bedingung∥∥∥gradSη,y(ϑ)− gradSη,y(ϑ˜)∥∥∥ ≤ γ ∥∥∥ϑ− ϑ˜∥∥∥ (3.29)
fu¨r alle ϑ, ϑ˜ ∈ Rp, d.h. gradSη,y ist Lipschitz-stetig.
Gegeben seien Folgen (ϑk)k∈N0 ⊂ Rp, (dk)k∈N0 ⊂ Rp und (λk)k∈N0 ⊂ R+0 mit folgenden
Eigenschaften: Fu¨r jedes k ∈ N0 sei entweder
a) gradSη,y(ϑk) = 0
T
p , ϑk+1 = ϑk und dk 6= 0p (es gibt keine Abstiegsrichtung in ϑk)
oder
b) dk ist Abstiegsrichtung in ϑk, die Wolfe-Bedingungen (3.19) und (3.20) sind erfu¨llt
und ϑk+1 = ϑk + λkdk.
Dann gilt
lim
k→∞
gradSη,y(ϑk) · dk
‖dk‖ = 0.
Beweis: Dennis u. Schnabel (1983, Theorem 6.3.3)
Mit
φk = arccos
(
− gradS
η,y(ϑk)dk
‖gradSη,y(ϑk)‖ ‖dk‖
)
(3.30)
bezeichnen wir den Winkel zwischen dk und −gradTSη,y(ϑk). Ist dk Abstiegsrichtung in
ϑk, so ist φk ≤ π/2. Setzt man zudem noch voraus, dass der Winkel nach oben von π/2
weg beschra¨nkt ist, so erha¨lt man Konvergenz der Gradienten gegen 0.
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Korollar 3.25
Gilt unter den Voraussetzungen von Lemma 3.24 zusa¨tzlich, dass
lim sup
k∈N0
φk < π/2, (3.31)
so gilt
lim
k→∞
gradSη,y(ϑk) = 0.
Bemerkung 3.26
a) Man kann bei den meisten Algorithmen, die in der Praxis verwendet werden, nicht
garantieren, dass die Bedingung (3.31) erfu¨llt ist. Eine Ausnahme bildet z.B. die
Methode des steilsten Abstiegs (dk = −gradTSη,y(ϑk)), bei der sogar φk = 0 gilt.
Die Methode des steilsten Abstiegs zeigt aber nur lineare Konvergenz, die mitunter
sehr langsam ist, vgl. Dennis u. Schnabel (1983, S. 115 f.). Dennis u. Schnabel
(1983) stellen fest, dass in den meisten Fa¨llen die Methode des steilsten Abstiegs
nicht verwendet werden soll, da ein Quasi-Newton-Verfahren viel effizienter ist.
b) Eine Abschwa¨chung von (3.31) ist die Bedingung
∞∑
k=0
cos2(φk) =∞. (3.32)
Diese liefert unter den Voraussetzungen von Lemma 3.24
lim inf
k→∞
‖gradSη,y(ϑk)‖ = 0Tp ,
vgl. Fletcher (1987, S. 31 f.). Die Bedingung (3.32) wird zum Beispiel unter Zu-
satzbedingungen vom BFGS-Verfahren erfu¨llt, vgl. Powell (1976). Auch andere
Verfahren erfu¨llen diese Bedingung, vgl. z.B. Al-Baali (1985).
c) Betrachtet man statt der nichtnegativen Funktion Sη,y : Rp → R eine nach unten
beschra¨nkte, stetig differenzierbare Funktion G : Rp → R, so gelten Lemma 3.24
und Korollar 3.25 immer noch.
d) Die Lipschitz-Bedingung (3.29) muss nicht global erfu¨llt sein, damit die Aussagen
von Lemma 3.24 und Korollar 3.25 gelten. Genauer genu¨gt, damit die Aussagen fu¨r
die Folge (ϑk)k∈N0 gelten, dass die Lipschitz-Bedingung auf der Subniveaumenge
U0 = {ϑ ∈ Rp : Sη,y(ϑ) ≤ Sη,y(ϑ0)} gilt.
Ferner gilt: Falls η stetig differenzierbar auf einer offenen Umgebung von U0 und
Jη Lipschitz-stetig auf U0 und ‖Jη‖ beschra¨nkt auf U0 bzw. a¨quivalent, falls η
stetig differenzierbar auf einer offenen Umgebung von U0 und fu¨r i = 1, . . . , N
grad ηi Lipschitz-stetig auf U0 und ‖grad ηi‖ beschra¨nkt auf U0 sind, dann ist auch
Sη,y stetig differenzierbar auf einer offenen Umgebung von U0 und gradS
η,y ist
Lipschitz-stetig auf U0.
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Beweis: Es gelte ‖Jη‖ ≤ β auf U0 und Jη sei Lipschitz-stetig auf U0 mit Lipschitz-
Konstante L ≥ 0. Damit ist η Lipschitz-stetig auf U0 mit Lipschitz-Konstante β
und es gilt ∥∥∥gradTSη,y(ϑ)− gradTSη,y(ϑ˜)∥∥∥
=
∥∥∥2JTη (ϑ)Σ−1 (η(ϑ)− y)− 2JTη (ϑ˜)Σ−1 (η(ϑ˜)− y)∥∥∥
=
∥∥∥2JTη (ϑ)Σ−1 (η(ϑ)− η(ϑ˜))+ 2(JTη (ϑ)− JTη (ϑ˜))Σ−1 (η(ϑ˜)− y)∥∥∥
≤ 2 ‖Jη(ϑ)‖
∥∥Σ−1∥∥∥∥∥η(ϑ)− η(ϑ˜)∥∥∥+ 2∥∥∥JTη (ϑ)− JTη (ϑ˜)∥∥∥∥∥Σ−1∥∥∥∥∥η(ϑ˜)− y∥∥∥
≤ 2β ∥∥Σ−1∥∥β ∥∥∥ϑ− ϑ˜∥∥∥+ 2L∥∥∥ϑ− ϑ˜∥∥∥∥∥Σ−1∥∥√Sη,y(ϑ0)
= 2
∥∥Σ−1∥∥(β2 + L√Sη,y(ϑ0))∥∥∥ϑ− ϑ˜∥∥∥
fu¨r alle ϑ, ϑ˜ ∈ U0.
Eine hinreichende Bedingung hierfu¨r ist, dass U0 beschra¨nkt ist und η zweimal
stetig differenzierbar auf einer offenen Umgebung von U0 ist.
e) Das Korollar 3.25 folgert die Konvergenz von (gradSη,y(ϑk))k∈N gegen 0, aber da-
mit ist noch nicht gezeigt, dass (ϑk)k∈N konvergiert und Konvergenz gegen ein (lo-
kales) Minimum erfolgt. Die Voraussetzungen an Sη,y sind allerdings so schwach,
dass gar kein lokales Minimum zu existieren braucht. Man vergleiche dazu Bei-
spiel 2.17b) mit y = (−1, 2)T. Dann ist
Sη,y(ϑ) = 6 +
2− 4ϑ√
1 + ϑ2
,
vergleiche Abbildung 3.3. Das globale Infimum ergibt sich aus ϑ→∞ und es gibt
nur ein lokales Maximum und kein lokales Minimum, da
∂
∂ϑ
Sη,y(ϑ) =
−2(2 + ϑ)
(1 + ϑ2)3/2
.
Ferner gilt aber offensichtlich die Lipschitz-Bedingung (3.29), da die 2.Ableitung
∂2
∂ϑ2
Sη,y(ϑ) =
2(−1 + 6ϑ+ 2ϑ2)
(1 + ϑ2)5/2
beschra¨nkt ist, vergleiche auch Abbildung 3.3.
Erweitert man die Voraussetzungen noch um die zusa¨tzliche Bedingung, dass die
Subniveaumenge {ϑ ∈ Rp : Sη,y(ϑ) ≤ Sη,y(ϑ0)} beschra¨nkt (und damit kompakt)
ist, ergibt sich zumindest, dass die Ha¨ufungspunkte stationa¨re Punkte sind, wie
das folgende Korollar zeigt.
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Abbildung 3.3.: Die Funktion Sη,y (links) und ihre 2.Ableitung ∂
2
∂ϑ2
Sη,y (rechts) aus Be-
merkung 3.26e)
Korollar 3.27
Gilt unter den Voraussetzungen von Lemma 3.24 zusa¨tzlich (3.31) oder (3.32) und ist
ferner noch {ϑ ∈ Rp : Sη,y(ϑ) ≤ Sη,y(ϑ0)} beschra¨nkt, dann ist die Folge (ϑk)k∈N0 ⊂ Rp
beschra¨nkt und jeder Ha¨ufungspunkt der Folge ist ein stationa¨rer Punkt von Sη,y.
Beweis: analog Bertsekas (1999, Proposition 1.2.4)
Wir wenden uns nun konkreten Algorithmen zu, um bei gegebenem ϑk, Abstiegsrich-
tung dk und α ∈ (0, 1), β ∈ (α, 1) zu einer nach unten beschra¨nkten Funktion G ein
durch Satz 3.22 garantiertes λk > 0 zu finden, so dass die Wolfe-Bedingungen
G(ϑk + λkdk) ≤ G(ϑk) + αλk gradTG(ϑk)dk und (3.33)
gradG(ϑk + λkdk) · dk ≥ β gradG(ϑk) · dk oder (3.34)
|gradG(ϑk + λkdk) · dk| ≤ β |gradG(ϑk) · dk| (3.35)
erfu¨llt werden. In dieser Klasse von Algorithmen startet man mit dem Versuch λk = 1
und versucht dann in der Regel die Schrittweite solange zu verku¨rzen (
”
Backtracking“),
bis die Wolfe-Bedingungen eingehalten werden.
Algorithmus 3.28 (Generischer Backtracking-Algorithmus)
Input: G : Rp → R stetig differenzierbar,
ϑ ∈ Rp,
Abstiegsrichtung d ∈ Rp bezu¨glich G in ϑ,
α ∈ (0, 1),
0 < l < u < 1.
Output: λ > 0, so dass λ, ϑ, d die Bedingung
G(ϑ+ λd) ≤ G(ϑ) + αλ gradG(ϑ)d (3.36)
erfu¨llen.
1. Start mit λ = 1
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2. Falls (3.36) nicht erfu¨llt, setze λ := ρλ fu¨r ein ρ ∈ [l, u] (in jedem Schritt verschie-
denes ρ mo¨glich) und wiederhole (2).
Ansonsten STOP mit Output λ.
Bemerkung 3.29
a) Bei vielen Algorithmen kann man die Konstanten α ∈ (0, 1) und β ∈ (α, 1) frei
wa¨hlen. Dennis u. Schnabel (1983, Section 6.3.2) und Nocedal u. Wright (1999,
Chapter 3) empfehlen bei der Verwendung des Backtracking-Algorithmus zur Li-
niensuche bei Newton- oder Quasi-Newton-Verfahren die Wahl von α = 10−4 und
β = 0.9.
b) In der Praxis verzichtet man meist auf eine Implementation der 2.Ungleichung
aus den Wolfe-Bedingungen, weil man hofft, dass durch die Backtracking-Strategie
gesichert ist, dass die Schrittla¨nge nicht zu klein ist, vgl. die Motivation der 2.Un-
gleichung auf S. 63. Will man sicher gehen, dass die 2.Ungleichung auch erfu¨llt ist,
dann muss man event. von λ0 = 1 ausgehend die λ-Werte erst noch erho¨hen. Fu¨r
eine algorithmische Umsetzung vergleiche Dennis u. Schnabel (1983, A 6.3.1mod).
c) Die konkreten Backtracking-Algorithmen unterscheiden sich in der Strategie der
Wahl von ρ. Wir werden einen Backtracking-Algorithmus vorstellen, der auf ei-
ner quadratischen Anpassung der aktuellen Funktionsinformationen basiert. Ein
a¨hnlicher Algorithmus wird von Dennis u. Schnabel (1983, A 6.3.1) vorgeschla-
gen; dort erfolgt im ersten Schritt ebenfalls eine quadratische Anpassung, in den
weiteren Schritten allerdings eine kubische Anpassung. Fu¨r weitere Backtracking-
Algorithmen vergleiche Nocedal u. Wright (1999, Chapter 3) oder Bazaraa u. a.
(2006, Chapter 8).
Algorithmus 3.30 (Backtracking-Algorithmus mit iterierter quadratischer Anpassung)
Input: G : Rp → R stetig differenzierbar,
ϑ ∈ Rp,
Abstiegsrichtung d ∈ Rp bezu¨glich G in ϑ,
α = 10−4,
l = 0.1.
Output: λ > 0, so dass λ, ϑ, d
G(ϑ+ λd) ≤ G(ϑ) + αλ gradG(ϑ)d
erfu¨llen.
1. Setze λ(0) = 1, k = 0.
2. Falls
G(ϑ+ λ(k)d) ≤ G(ϑ) + αλ(k)gradG(ϑ)d
STOP mit Output λ = λ(k), ansonsten setze
λ(k+1) := λ(k)max
(
l, − gradG(ϑ)d
2(G(ϑ+ λ(k)d)−G(ϑ)− gradG(ϑ)d)
)
(3.37)
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und k := k + 1 und wiederhole den Schritt.
Bemerkung 3.31
Wir geben eine Interpretation der Updateformel (3.37). Es gelte also
G(ϑ+ λ(k)d) > G(ϑ) + αλ(k)gradG(ϑ)d. (3.38)
Wir bestimmen dann eine quadratische Funktion q : R → R mit q(0) = G(ϑ), q′(0) =
gradG(ϑ)d < 0 und q(1) = G(ϑ+ λ(k)d), d.h.
q(λ) = (q(1)− q(0)− q′(0))λ2 + q′(0)λ+ q(0).
Wegen (3.38) gilt q(1) > q(0)+αq′(0) und damit wegen q′(0) < 0 und α < 1 insbesondere
q(1)−q(0)−q′(0) > 0. Die quadratische Funktion q hat folglich ein eindeutiges Minimum
in
λ˜ = − q
′(0)
2(q(1)− q(0)− q′(0)) > 0.
Wegen (3.38) und α > 0 gilt λ˜ < 12(1−α) < 0.5. Man kann also Algorithmus 3.30 als
spezielle Form des generischen Algorithmus 3.28 mit Obergrenze u = 12(1−α) (oder u =
1/2) ansehen.
Wir wenden uns nun verschiedenen Verfahren zur Ermittlung von Suchrichtungen dk
zu.
3.2.1. Newton-Verfahren
Das Newton-Verfahren basiert auf der Idee, ausgehend von einem Startpunkt ϑ0 im
(k + 1)-ten Schritt die zu minimierende Funktion G im Punkt ϑk (lokal) durch eine
quadratische Funktion zu approximieren und deren Minimumstelle als ϑk+1 zu wa¨hlen,
bis ein geeignetes Konvergenzkriterium erfu¨llt ist.
Ist G : Rp → R zweimal stetig differenzierbar, so verwenden wir als quadratische
Approximation in ϑk die Funktion
qk : R
p → R, qk(ϑ) = G(ϑk) + gradG(ϑk) · (ϑ− ϑk) + 1
2
(ϑ− ϑk)T ·HessG(ϑk) · (ϑ− ϑk).
Nach dem Satz von Taylor gilt
G(ϑ) = qk(ϑ) + o(‖ϑ− ϑk‖2).
Fu¨r die quadratische Approximation qk gilt
grad qk(ϑ) = gradG(ϑk) + (ϑ− ϑk)THessG(ϑk), (3.39)
Hess qk(ϑ) = HessG(ϑk).
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Notwendige Bedingung fu¨r den Minimumspunkt ϑk+1 von qk ist grad qk(ϑk+1) = 0
T
p ;
wenn HessG(ϑk) positiv definit ist, dann ist die Bedingung auch hinreichend. Auflo¨sen
von grad qk(ϑk+1) = 0
T
p liefert aus (3.39) unter der Annahme, dass HessG(ϑk) regula¨r
ist,
ϑk+1 = ϑk − (HessG(ϑk))−1 gradTG(ϑk). (3.40)
Alternativ formuliert heißt dies, dass ϑk+1 = ϑk + dk, wobei dk das lineare Gleichungs-
system HessG(ϑk)dk = −gradTG(ϑk) erfu¨llt.
Algorithmus 3.32 (Newton-Verfahren)
Input: G : Rp → R zweimal stetig differenzierbar,
Startpunkt ϑ0 ∈ Rp,
Abbruchkriterium
Output: ϑ∗ ∈ Rp (Approximation einer Minimumstelle von G)
1. Setze k = 0.
2. Lo¨se das lineare Gleichungssystem
HessG(ϑk)dk = −gradTG(ϑk) (3.41)
fu¨r dk und setze ϑk+1 = ϑk + dk.
3. Falls das Abbruchkriterium erfu¨llt ist, dann STOP mit Output ϑ∗ = ϑk+1, anson-
sten setze k := k + 1 und gehe zu Schritt 2.
Satz 3.33
Sei G : Rp → R zweimal stetig differenzierbar, ϑ∗ ∈ Rp mit gradG(ϑ∗) = 0Tp und
HessG(ϑ∗) regula¨r. Dann gibt es eine Umgebung U von ϑ∗, so dass gilt: Ist ϑ0 ∈ U , dann
ist die nach (3.40) erzeugte Folge (ϑk)k∈N wohldefiniert und es gilt limk→∞ ϑk = ϑ∗.
Ist G sogar dreimal stetig differenzierbar,17 dann ist die Konvergenz lokal quadratisch,
d.h. es gibt ein c ∈ [0, 1) und eine Umgebung V von ϑ∗, so dass fu¨r alle ϑ0 ∈ V gilt18
lim sup
k→∞
‖ϑk+1 − ϑ∗‖
‖ϑk − ϑ∗‖2
= c.
Beweis: Ha¨mmerlin u. Hoffmann (1991) oder Nocedal u. Wright (1999)
Wir untersuchen an zwei Beispielen einige Probleme des Newton-Verfahrens.
17Es genu¨gt, dass HessG in einer Umgebung von ϑ∗ Lipschitz-stetig ist.
18Hierbei ist wie im Folgenden der Fall, dass schon nach endlich vielen Schritten Konvergenz eintritt,
wie in Definition 3.54 gesondert zu behandeln, indem man 0/0 := 0 setzt.
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Beispiel 3.34
Wir betrachten die Modellfunktion
η : R→ R2, η(ϑ) = (ϑ, ϑ2)T,
mit Σ = I2, vgl. S. 27. Dann ist
Sη,y : R→ R, Sη,y(ϑ) = ϑ4 + (1− 2y2)ϑ2 − 2y1ϑ+ y21 + y22.
a) Wir betrachten zum einen den Fall yT = (−1, 2). Man erha¨lt
Sη,y : R→ R, Sη,y(ϑ) = ϑ4 − 3ϑ2 + 2ϑ+ 5,
vgl. Abbildung 3.4. Die Funktion Sη,y besitzt eine globale Minimumstelle in ϑ =
(−1 − √3)/2 ≈ −1.366, eine lokale Maximumsstelle in ϑ = (−1 +√3)/2 ≈ 0.366
und eine lokale Minimumstelle in ϑ = 1. Betrachtet man nun in Abha¨ngigkeit
vom Startwert ϑ0 die entsprechenden Limespunkte der Newton-Iteration (3.40),
so ergibt eine Berechnung bei einer Genauigkeit von 100 Stellen das Ergebnis in
Abbildung 3.4. Nur fu¨r ϑ0 < −
√
2/2 konvergiert das Newton-Verfahren gegen die
globale Minimumstelle, fu¨r Startwerte ϑ0 ∈ (−
√
2/2,
√
2/2) erfolgt meist Kon-
vergenz gegen die lokale Maximumsstelle und fu¨r Startwerte ϑ0 >
√
2/2 erfolgt
Konvergenz gegen die lokale Minimumstelle.19
b) Wir betrachten nun den Fall yT = (−4, 2.5), d.h.
Sη,y : R→ R, Sη,y(ϑ) = ϑ4 − 4ϑ2 + 8ϑ+ 89/4,
vgl. Abbildung 3.5. Hier liegt die globale Minimumstelle in
ϑ∗ = −(9−
√
57)1/3
32/3
− 2
(3(9−√57))1/3 ≈ −1.769,
es gibt keine weiteren lokalen Minimumstellen oder Maximumsstellen. Zwar kon-
vergiert das Newton-Verfahren fu¨r alle Startwerte ϑ0 < −
√
2/3 gegen die globale
Minimumstelle, aber es gibt Startwerte ϑ0 > −
√
2/3, fu¨r die Divergenz auftritt;
bei solchen Startwerten konvergieren die ungeraden Folgenglieder gegen 0 und die
geraden Folgenglieder gegen 1 oder umgekehrt. Es gibt sogar eine offene Umge-
bung um 0 mit solchen Startwerten bei denen zugeho¨rigen Folgen oszillieren. Als
”
Limespunkt“ wurde in Abbildung 3.5 fu¨r solche Punkte zur besseren Darstellung
stets die 1 gewa¨hlt. Weitergehende Ausfu¨hrungen zum chaotischen Verhalten in
diesem Beispiel finden sich in Hubbard u. a. (2001).
Beispiel 3.35
Als zweites Beispiel betrachten wir die Minimierung der Funktion
G : R→ R, G(ϑ) = ln(1 + ϑ2),
19Fu¨r ϑ0 = −
√
2/2 und ϑ0 = +
√
2/2 ist die Folge nicht definiert, da hierfu¨r ∂
2
∂ϑ2
Sη,y(ϑ0) = 0.
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Abbildung 3.4.: Die Funktion Sη,y fu¨r yT = (−1, 2) (links) und die zugeho¨rigen Limes-
punkte der Newton-Iteration in Abha¨ngigkeit von den Startpunkten
(rechts) aus Beispiel 3.34a)
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Abbildung 3.5.: Die Funktion Sη,y fu¨r yT = (−4, 2.5) (links) und die zugeho¨rigen
”
Limes-
punkte“ der Newton-Iteration in Abha¨ngigkeit von den Startpunkten
(rechts) aus Beispiel 3.34b)
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vgl. Abbildung 3.6. Betrachtet man die zur Newton-Iteration (3.40) geho¨rige Abbildung
G : R→ R, G(ϑ) = ϑ−G′(ϑ)/G′′(ϑ) = −2ϑ
3
1− ϑ2 ,
vgl. Abbildung 3.6, so erkennt man, dass fu¨r ϑ0 < −1 und ϑ0 > 1 die Absolutbetra¨ge
der Folgenglieder der Newton-Iteration immer gro¨ßer werden. Man bewegt sich zwar in
die richtige Richtung, schießt aber weit u¨ber das Ziel hinaus (
”
Overshooting“). Genau
fu¨r |ϑ0| < 1/
√
3 tritt dagegen Konvergenz gegen die globale Minimumstelle in ϑ = 0 ein
(und fu¨r ϑ = −1 und ϑ = 1 ist die Newton-Iteration nicht wohldefiniert).
Globale Konvergenz ist also nicht gesichert, die vom Newton-Verfahren erzeugte Folge
kann gegen ∞ divergieren, zwischen zwei Ha¨ufungspunkten alternieren oder gegen eine
lokale Minimumstelle oder gar eine lokale Maximumsstelle konvergieren.
Das
”
reine“ Newton-Verfahren kann man dadurch modifizieren, dass man es mit einer
Liniensuche kombiniert. Zu beachten ist hierbei, dass dk Abstiegsrichtung in ϑk ist, wenn
HessG(ϑk) positiv definit ist. Falls keine Abstiegsrichtung berechnet worden ist, dann
wa¨hlt man stattdessen die Richtung des steilsten Abstiegs.20 Man hofft so auch bessere
globale Konvergenzeigenschaften zu erreichen.
Algorithmus 3.36 (Modifiziertes Newton-Verfahren mit Liniensuche)
Input: G : Rp → R zweimal stetig differenzierbar,
Startpunkt ϑ0 ∈ Rp,
Abbruchkriterium
Output: ϑ∗ ∈ Rp (Approximation einer Minimumstelle von G)
1. Setze k = 0.
2. Lo¨se das lineare Gleichungssystem
HessG(ϑk)dk = −gradTG(ϑk)
fu¨r dk.
3. Falls das Gleichungssystem keine Lo¨sung hat (weil HessG(ϑk) singula¨r ist) oder
gradG(ϑk)dk ≥ 0 gilt (d.h. dk ist keine Abstiegsrichtung), so setze stattdessen
dk = −gradTG(ϑk) (Richtung des steilsten Abstiegs).
4. Bestimme λk > 0 durch eine (eventuell inexakte) Liniensuche in ϑk mit Suchrich-
tung dk und setze ϑk+1 = ϑk + λkdk.
5. Falls das Abbruchkriterium erfu¨llt ist, dann STOP mit Output ϑ∗ = ϑk+1, anson-
sten setze k := k + 1 und gehe zu Schritt 2.
20Statt dieser zweiten Modifikation gibt es viele andere Strategien, z.B. die Verwendung von Ek +
HessG(ϑk) an Stelle von HessG(ϑk) mit einer geeigneten Matrix Ek (z.B. Ek = τkIp fu¨r ein geeignetes
τk > 0), so dass die entstehende Matrix positiv definit ist. Vergleiche hierzu Nocedal u. Wright (1999,
Chapter 6).
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Wir betrachten die Eigenschaften dieses modifizierten Newton-Verfahrens in den obi-
gen Beispielen und interessieren uns besonders dafu¨r, ob sich die globalen Konvergen-
zeigenschaften verbessert haben.
Beispiel 3.37
Im Beispiel 3.34a) konvergiert ein modifiziertes Newton-Verfahren mit Liniensuche fu¨r
alle Startwerte ϑ0 < (−1+
√
3)/2 ≈ 0.366 gegen die globale Minimumstelle, fu¨r alle Start-
werte ϑ0 > (−1 +
√
3)/2 ≈ 0.366 hingegen gegen die lokale Minimumstelle ϑ = 1, ver-
gleiche Abbildung 3.7 links. In den Beispielen 3.34b) konvergieren alle Startwerte gegen
die Minimumstelle, vgl. Abbildung 3.7 rechts. Ebenso konvergieren dann alle Startwerte
im Beispiel 3.35 gegen die Minimumstelle.
In den Beispielen zeigen sich also deutlich bessere globale Konvergenzeigenschaften
als beim klassischen Newton-Verfahren, die Konvergenz gegen eine lokale Minimumstel-
le statt der globalen Minimumstelle kann so aber nicht verhindert werden. Ein u¨bliches
Verfahren, um sich hiergegen besser abzusichern, ist, das Verfahren mit mehreren Start-
punkten durchzufu¨hren.
Satz 3.38
Sei G zweimal stetig differenzierbar auf einer offenen konvexen Menge D und HessG
Lipschitz-stetig auf D, d.h. es exist. γ > 0, so dass fu¨r alle ϑ, ϑ˜ ∈ D gilt21∥∥∥HessG(ϑ)−HessG(ϑ˜)∥∥∥ ≤ γ ∥∥∥ϑ− ϑ˜∥∥∥ .
Zudem gelten fu¨r die Folgen (ϑk)k∈N0 ⊂ Rp, (dk)k∈N0 ⊂ Rp und (λk)k∈N0 ⊂ R+0 die
folgenden Eigenschaften:
dk ist Abstiegsrichtung in ϑk, die Wolfe-Bedingungen (3.19) und (3.20) (mit G anstelle
von Sη,y) sind fu¨r ein α < 1/2 erfu¨llt und ϑk+1 = ϑk+λkdk. Ferner konvergiere (ϑk)k∈N0
gegen ein ϑ∗ ∈ D, wobei HessG(ϑ∗) positiv definit sei, und es gelte
lim
k→∞
∥∥gradTG(ϑk) + HessG(ϑk)dk∥∥
‖dk‖ = 0.
Dann gilt gradG(ϑ∗) = 0p und es gibt ein k0 ∈ N0, so dass fu¨r k ≥ k0 die Wolfe-
Bedingungen auch von λ˜k = 1 erfu¨llt werden.
Falls es zudem ein s ∈ N0 gibt, so dass λk = 1 fu¨r k ≥ s, dann konvergiert (ϑk)k∈N0
superlinear gegen ϑ∗, d.h.
lim sup
k→∞
‖ϑk+1 − ϑ∗‖
‖ϑk − ϑ∗‖ = 0.
21Fu¨r A = (aij)1≤i,j≤p ∈ Rp×p bezeichne hierbei ‖A‖ irgendeine Matrixnorm auf Rp×p, also nicht
unbedingt die Spektralnorm, sondern z.B. auch die Frobenius-Norm ‖A‖Frob =
“Pp
i=1
Pp
j=1 a
2
ij
”1/2
;
die Wahl der Matrixnorm wirkt sich nur auf die mo¨glichen Werte der Konstanten γ aus, nicht jedoch
auf die Existenz einer solchen Konstante.
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Abbildung 3.6.: Die Funktion G (links) und die Newton-Abbildung G (rechts) aus Bei-
spiel 3.35
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Abbildung 3.7.: Die
”
Limespunkte“ der modifizierten Newton-Iteration in Abha¨ngigkeit
von den Startpunkten fu¨r Beispiel 3.34a) (links) und Beispiel 3.34b)
(rechts)
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Beweis: Dennis u. Schnabel (1983, Theorem 6.3.4)
Bemerkung 3.39
Wir betrachten nun ein modifizierten Newton-Verfahren mit Liniensuche, bei dem λk = 1
verwendet wird, falls die Wolfe-Bedingungen erfu¨llt sind. Dies ist z.B. der Fall, wenn
ein Backtracking-Verfahren zur Liniensuche zum Einsatz kommt. Weil beim Newton-
Verfahren gradTG(ϑk) + HessG(ϑk)dk = 0 gilt, stellt der Satz 3.38 inbesondere sicher,
dass die guten lokalen Konvergenzeigenschaften des Newton-Verfahrens aus Satz 3.33
beim einem solchen modifizierten Newton-Verfahren mit Liniensuche nicht verloren ge-
hen. Ist ferner HessG(ϑ∗) positiv definit, dann ist HessG auch in einer Umgebung von
ϑ∗ positiv definit, also stimmen dann lokal das Newton-Verfahren und das modifizier-
te Newton-Verfahren mit Liniensuche u¨berein. Bei dreimaliger stetiger Differenzierbar-
keit ergibt sich lokal nicht nur superlineare Konvergenz, sondern nach Satz 3.33 sogar
quadratische Konvergenz. Fu¨r eine weitere Anwendung des Satzes 3.38 vergleiche auch
Satz 3.71.
Das Newton-Verfahren (oder das modifizierte Newton-Verfahren mit Liniensuche)
kann man benutzen, um wie in den Beispielen 3.34a) und b) speziell Sη,y zu minimieren,
d.h. um den Kleinste-Quadrate-Scha¨tzer zu bestimmen. Zu beachten ist hierbei, dass
man zur Lo¨sung des linearen Gleichungssystems nicht wie im Abschnitt 3.1 die dortige
spezielle Struktur der Koeffizientenmatrix (hier hingegen HessSη,y, vgl. (3.17)) beim Ver-
fahren basierend auf der QR-Zerlegung bzw. der Singula¨rwertzerlegung ausnutzen kann
und auf
”
herko¨mmliche“ Art lo¨sen muss. Speziell fu¨r das Kleinste-Quadrate-Problem
werden wir aber im folgenden Abschnitt ein Verfahren betrachten, bei dem die Hesse-
Matrix von Sη,y geeignet approximiert wird, so dass die Koeffizientenmatrix wieder eine
spezielle Struktur hat – siehe (3.43) – und die Verfahren aus 3.1 ohne Einschra¨nkungen
anwendbar sind.22
3.2.2. Gauß-Newton-Verfahren
Die Hesse-Matrix von Sη,y ergibt sich (vgl. auch Formel (3.17)) zu
HessSη,y(ϑ) = 2JTη (ϑ)Σ
−1Jη(ϑ) + 2
N∑
j=1
(
Σ−1 (η(ϑ)− y))
j
Hess ηj(ϑ). (3.42)
Sind die Residuen y−η(ϑ) klein oder ist η anna¨hernd linear, dann sind fu¨r j = 1, . . . , p die
Werte ‖Hess ηj(ϑ)‖ |
(
Σ−1 (η(ϑ)− y))
j
| klein. Sind sie deutlich kleiner als die Eigenwerte
von JTη (ϑ)Σ
−1Jη(ϑ), dann kann man hoffen,23 dass der zweite Summand auf der rechten
22Wir schra¨nken also die Inputklasse ein und betrachten bei der Minimierung statt allgemeiner zweimal
stetig differenzierbarer Funktionen nur noch die Funktionen Sη,y.
23Insbesondere ko¨nnte die Approximation also schlecht sein, wenn das Modell nicht regula¨r ist in ϑ, also
wenn rg(JTη (ϑ)) < p gilt.
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Seite von (3.42), also 2Hη(ϑ) mit
Hη(ϑ) =
N∑
j=1
(
Σ−1 (η(ϑ)− y))
j
Hess ηj(ϑ),
vernachla¨ssigbar ist und stattdessen die Approximation
HessSη,y(ϑ) ≈ 2JTη (ϑ)Σ−1Jη(ϑ) (3.43)
verwendet werden kann. Dies erspart die im Allgemeinen, und vor allem bei den von uns
spa¨ter betrachteten Anwendungen, aufwendigen Berechnungen der Hesse-Matrizen von
ηj fu¨r j = 1, . . . , N .
Algorithmus 3.40 (Gauß-Newton-Verfahren)
Input: η : Rp → RN stetig differenzierbar,24
Beobachtung y ∈ RN ,
Startpunkt ϑ0 ∈ Rp,
Abbruchkriterium
Output: ϑ∗ ∈ Rp (Approximation einer Kleinste-Quadrate-Scha¨tzung)
1. Setze k = 0.
2. Lo¨se das lineare Gleichungssystem
JTη (ϑk)Σ
−1Jη(ϑk)dk = −JTη (ϑk)Σ−1 (η(ϑk)− y) (3.44)
fu¨r dk und setze ϑk+1 = ϑk + dk.
3. Falls das Abbruchkriterium erfu¨llt ist, dann STOP mit Output ϑ∗ = ϑk+1, anson-
sten setze k := k + 1 und gehe zu Schritt 2.
Kombiniert man das so abgewandelte Newton-Verfahren wieder mit einer Liniensuche,
so erha¨lt man
Algorithmus 3.41 (Gauß-Newton-Verfahren mit Liniensuche)
Input: η : Rp → RN stetig differenzierbar,25
Beobachtung y ∈ RN ,
Startpunkt ϑ0 ∈ Rp,
Abbruchkriterium
Output: ϑ∗ ∈ Rp (Approximation einer Kleinste-Quadrate-Scha¨tzung)
1. Setze k = 0.
24rg(Jη(ϑ)) = p sollte fu¨r (fast alle) ϑ ∈ Rp gegeben sein, vgl. Bemerkung 3.43
25rg(Jη(ϑ)) = p sollte fu¨r (fast alle) ϑ ∈ Rp aus der Subniveaumenge {ϑ ∈ Rp : Sη,y(ϑ) ≤ Sη,y(ϑ0)}
gegeben sein; wie man Schritt 2 aba¨ndern kann, im Fall dass doch rg(Jη(ϑk)) < p gilt, vgl. Bemer-
kung 3.43
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2. Lo¨se das lineare Gleichungssystem
JTη (ϑk)Σ
−1Jη(ϑk)dk = −JTη (ϑk)Σ−1 (η(ϑk)− y) (3.45)
fu¨r dk.
3. Bestimme λk durch eine (eventuell inexakte) Liniensuche in ϑk mit Suchrichtung
dk und setze ϑk+1 = ϑk + λkdk.
4. Falls das Abbruchkriterium erfu¨llt ist, dann STOP mit Output ϑ∗ = ϑk+1, anson-
sten setze k := k + 1 und gehe zu Schritt 2.
Bemerkung 3.42
Wir geben im Folgenden eine weitere aufschlussreiche Motivation fu¨r das Gauß-Newton-
Verfahren.
Betrachtet man ausgehend von einem Startwert ϑ0 die Folge (ϑk)k∈N0 , die sich dadurch
ergibt, dass
ϑk+1 = argmin
ϑ∈Rp
‖y − lk(ϑ)‖2Σ , (3.46)
wobei
lk : R
p → RN , lk(ϑ) = Jη(ϑk) · (ϑ− ϑk) + η(ϑk)
die Linearisierung der Modellfunktion η im Punkt ϑk ist, dann erha¨lt man wieder das
Gauß-Newton-Verfahren: Denn die Kleinste-Quadrate-Probleme (3.46) werden durch die
Normalgleichungen
JTη (ϑk)Σ
−1Jη(ϑk)(ϑk+1 − ϑk) = JTη (ϑk)Σ−1 (y − η(ϑk)) (3.47)
fu¨r ϑk+1 gelo¨st, wie man durch die Ersetzungen X = J
T
η (ϑk), y0 = η(ϑk), ϑ0 = ϑk und
ϑ∗ = ϑk+1 in (2.1), (2.4) und (2.5) erkennt. Die Normalgleichungen (3.47) entsprechen
dem Gleichungssystem im Schritt 2 von Algorithmus 3.40. Die Gleichungssysteme (3.44)
bzw. (3.45) ko¨nnen daher ohne Einschra¨nkungen mit den Verfahren aus Abschnitt 3.1
gelo¨st werden, d.h. insbesondere muss man nicht die Matrix JTη (ϑk)Σ
−1Jη(ϑk) berech-
nen, wenn man das Verfahren basierend auf der QR-Zerlegung bzw. basierend auf der
Singula¨rwertzerlegung verwendet.
Bemerkung 3.43
Es gilt
gradTSη,y(ϑk) · dk = 2
(
JTη (ϑk)Σ
−1 (η(ϑk)− y)
)T · dk
(3.45)
= −2 (JTη (ϑk)Σ−1Jη(ϑk)dk)T dk = −2 ‖Jη(ϑk)dk‖2Σ .
Wenn rg(Jη(ϑk)) = p, dann gilt Jη(ϑk)dk = 0 nach (3.16) und (3.45) genau dann, wenn
gradSη,y(ϑk) = 0
T
p . Daher gilt im Fall von rg(Jη(ϑk)) = p: Wenn ϑk kein stationa¨rer
Punkt von Sη,y, dann ist gradTSη,y(ϑk) · dk < 0, d.h. dk ist Abstiegsrichtung in ϑk.
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Falls rg(Jη(ϑ)) = p fu¨r alle ϑ ∈ Θ, dann ist das Gleichungssystem eindeutig lo¨sbar und
man kann auf eine Pru¨fung im Algorithmus, ob jeweils eine Abstiegsrichtung vorliegt,
verzichten. Falls dies nicht gegeben ist, dann sind verschiedene Strategien mo¨glich. Man
kann zuerst die Minimum-Norm-Lo¨sung
dk = −(JTη (ϑk)Σ−1Jη(ϑk))+JTη (ϑk)Σ−1 (η(ϑk)− y) (3.48)
des Gleichungssystems (3.45) z.B. mit dem Verfahren basierend auf der Singula¨rwert-
zerlegung berechnen und hoffen, dass diese eine Abstiegsrichtung ist. Falls nicht, kann
man analog zum modifizierten Newton-Verfahren mit Liniensuche (Algorithums 3.36)
gegebenenfalls die Suchrichtung dk durch die Richtung des steilsten Abstiegs ersetzen.
Falls die Minimum-Norm-Lo¨sung dk des Gleichungssystem (3.45) keine Abstiegsrichtung
ist, besteht eine weitere Methode darin – a¨hnlich wie in Fußnote 20 – statt dem Glei-
chungssystem (3.45) das Gleichungssystem
(JTη (ϑk)Σ
−1Jη(ϑk) + τkIp)dk = −JTη (ϑk)Σ−1 (η(ϑk)− y) (3.49)
mit einem geeignetem τk > 0 zu betrachten. Im Levenberg-Marquardt-Verfahren wird
dieses alternative Gleichungssystem fu¨r jedes k ∈ N0 betrachtet. Man kann dieses Ver-
fahren als Mittelung zwischem dem Verfahren des steilsten Abstiegs, also
dk = −JTη (ϑk)Σ−1 (η(ϑk)− y) ,
und dem Gauß-Newton-Verfahren interpretieren. Fu¨r großes τk ergibt sich approximativ
die Richtung des steilsten Abstiegs, fu¨r kleines τk > 0 hingegen im Fall rg(Jη(ϑk)) = p
approximativ die Richtung aus dem Gauß-Newton-Verfahren. Mit dk = ϑ
∗ − ϑk kann
man das Gleichungssystems (3.49) mit den Bezeichnungen der vorigen Bemerkung auch
a¨quivalent durch das Kleinste-Quadrate-Problem
ϑ∗ = argmin
ϑ∈Rp
‖y − lk(ϑ)‖2Σ + ‖ϑ− ϑk‖21
τk
Ip
ersetzen und interpretieren.
Im Gegensatz zu dem Vorgehen in Abschnitt 5.1.3 ist aber τk im Levenberg-Marquardt-
Verfahrens nicht fix, sondern wird entsprechend adjustiert, typischerweise so, dass τk → 0
gilt. Fu¨r die lokale Konvergenz ergibt ein a¨hnliches Verhalten wie beim Gauß-Newton-
Verfahren, das wir im folgenden diesbezu¨glich untersuchen werden. Bei den heute bevor-
zugt verwendeten Verfahren wird τk entsprechend einem Trust-Region-Ansatz eingestellt,
vergleiche hierzu Nocedal u. Wright (1999, Chapter 10).
Zuletzt stellen wir noch einen Zusammenhang zwischen dem Levenberg-Marquardt-
Verfahren und der Minimum-Norm-Wahl fu¨r dk aus (3.48) her.
Sei Σ−1 = UTU , bezeichne
f : Θ→ RN , f(ϑ) = U(η(ϑ)− y)
und fu¨r festes ϑ ∈ int(Θ) sei Jf (ϑ) = WDV T eine Singula¨rwertzerlegung der Jacobi-
Matrix von f in ϑ mit W ∈ RN×N orthogonal, V ∈ Rp×p orthogonal und D ∈ RN×p,
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einer Matrix, die nur auf der Hauptdiagonalen Eintra¨ge ungleich 0 hat. Dann ist
(JTη (ϑ)Σ
−1Jη(ϑ))+JTη (ϑ)Σ
−1 (η(ϑ)− y) = (JTf (ϑ)Jf (ϑ))+JTf (ϑ)f(ϑ)
= (V DTDV T)+V DTWTf(ϑ) = V D+(D+)TV TV DTWTf(ϑ) (3.50)
= V D+WTf(ϑ) = J+f (ϑ)f(ϑ)
und
lim
τ→0
τ>0
(JTη (ϑ)Σ
−1Jη(ϑ) + τIp)−1JTη (ϑ)Σ
−1 (η(ϑ)− y)
= lim
τ→0
τ>0
(JTf (ϑ)Jf (ϑ) + τIp)
−1JTf (ϑ)f(ϑ) = J
+
f (ϑ)f(ϑ),
da fu¨r A ∈ RN×p gilt
A+ = lim
τ→0
τ>0
(ATA+ τIp)
−1AT,
siehe Harville (1997, Theorem 20.7.1). Die Wahl von dk als Minimum-Norm-Lo¨sung
gema¨ß (3.48) kann man also als Grenzfall der Bestimmung der Richtung beim Levenberg-
Marquardt-Verfahren (3.49) fu¨r τk → 0 interpretieren.
Wir betrachten nun die Konvergenzeigenschaften des Gauß-Newton-Verfahrens bzw.
des Gauß-Newton-Verfahrens mit Liniensuche.
Satz 3.44
Sei Jη Lipschitz-stetig auf einer offenen Umgebung der Subniveaumenge U = {ϑ ∈ Rp :
Sη,y(ϑ) ≤ Sη,y(ϑ0)} und ‖Jη‖ ≤ L auf U . Ferner gebe es ein γ > 0, so dass
‖Jη(ϑ)z‖ ≥ γ ‖z‖ (3.51)
fu¨r alle z ∈ Rp und ϑ ∈ U .
Dann gilt fu¨r jede Folge (ϑk)k∈N0 ⊂ Rp, die vom Gauß-Newton-Verfahren (3.45) mit
inexakter Liniensuche in Suchrichtung dk, die die Wolfe-Bedingungen erfu¨llt, erzeugt
wird, dass
lim
k→∞
gradSη,y(ϑk) = 0
T
p .
Beweis: Wir weisen nach, dass die Voraussetzungen von Korollar 3.25 erfu¨llt sind. Wegen
der A¨quivalenz der Normen gibt es auch ein L˜ > 0, so dass ‖Jη(ϑ)‖Σ ≤ L˜ fu¨r alle ϑ ∈ U
bzw. ein γ˜ > 0, so dass ‖Jη(ϑ)z‖Σ ≥ γ˜ ‖z‖ fu¨r alle z ∈ Rp, ϑ ∈ U .
Wir zeigen nun, dass dk Abstiegsrichtung und aufgrund der Wolfe-Bedingungen gilt
daher induktiv ϑk ∈ U fu¨r alle k ∈ N0:
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Fu¨r den Winkel φk zwischen dk und −gradTSη,y(ϑk) gilt:
cos(φk) = − gradS
η,y(ϑk)dk
‖gradSη,y(ϑk)‖ ‖dk‖
Bem.
=
(3.45)
‖Jη(ϑk)dk‖2Σ∥∥JTη (ϑk)Σ−1Jη(ϑk)dk∥∥ ‖dk‖
≥ γ˜
2 ‖dk‖2
‖Jη(ϑk)‖2Σ ‖dk‖2
≥ γ˜
2
L˜2
.
Wegen (3.51) gilt insbesondere, dass rg(Jη(ϑk)) = p. Daher ist nach Bemerkung 3.43 dk
fu¨r k ∈ N0 Abstiegsrichtung und wegen Bemerkung 3.26d) sind damit die Voraussetzun-
gen von Korollar 3.25 erfu¨llt.
Bemerkung 3.45
Die Bedingung (3.51) ist a¨quivalent dazu, dass fu¨r ϑ ∈ U sowohl rg(Jη(ϑ)) = p gilt
als auch die Singula¨rwerte d1(ϑ) ≥ . . . ≥ dp(ϑ) von Jη(ϑ) von 0 weg beschra¨nkt sind,
d.h. es gibt ein γ > 0, so dass dp(ϑ) ≥ γ fu¨r ϑ ∈ U . Nach Satz 3.12 ist dp(ϑ) =
min{‖Jη(ϑ)− C‖ : C ∈ RN×p, rg(C) < rg(Jη(ϑ))}. Die Jacobi-Matrizen du¨rfen also in
diesem Sinne nicht beliebig nahe an eine Matrix mit Rangdefekt kommen.
Wir widmen uns nun noch den lokalen Konvergenzeigenschaften bzw. der Konvergenz-
ordnung. Es zeigt sich, dass die lokale Konvergenzordnung von der Gu¨te der Approxi-
mation der Hesse-Matrix im Konvergenzpunkt abha¨ngt.
Korollar 3.46
Sei η zweimal stetig differenzierbar auf einer offenen konvexen Menge D und HessSη,y
Lipschitz-stetig auf D. Zudem gelten fu¨r die Folgen (ϑk)k∈N0 ⊂ Rp, (dk)k∈N0 ⊂ Rp und
(λk)k∈N0 ⊂ R+0 , die vom Gauß-Newton-Verfahren mit Liniensuche erzeugt werden, die
Wolfe-Bedingungen (3.19) und (3.20) fu¨r ein α < 1/2 und (ϑk)k∈N0 konvergiere gegen ein
ϑ∗ ∈ D mit rg(Jη(ϑ∗)) = p. Ferner gelte Hη(ϑ∗) = 0p×p. Dann gilt gradSη,y(ϑ∗) = 0Tp
und es gibt ein k0 ∈ N0, so dass fu¨r k ≥ k0 die Wolfe-Bedingungen von λ˜k = 1 erfu¨llt
werden. Falls es zudem ein s ∈ N0 gibt, so dass λk = 1 fu¨r k ≥ s, dann konvergiert
(ϑk)k∈N0 superlinear gegen ϑ
∗.
Beweis: Da mit G = Sη,y
lim
k→∞
∥∥gradTG(ϑk) + HessG(ϑk)dk∥∥
‖dk‖ = limk→∞
‖2Hη(ϑk)dk‖
‖dk‖ = 0
und weil wegen rg(Jη(ϑ
∗)) = p die Hesse-Matrix HessSη,y(ϑ∗) = 2JTη (ϑ∗)Σ−1Jη(ϑ∗)
positiv definit ist, ist Satz 3.38 anwendbar.
Bei Anwendung eines Backtracking-Algorithmus stimmen dann in der Na¨he von ϑ∗
die Gauß-Newton-Verfahren mit und ohne Liniensuche u¨berein. Fordert man, dass Jη
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Lipschitz-stetig und auf D beschra¨nkt ist, dann erha¨lt man sogar quadratische Konver-
genz.
Satz 3.47
Sei η zweimal stetig differenzierbar auf einer offenen konvexen Menge D, Jη Lipschitz-
stetig auf D und ‖Jη‖ ≤ κ auf D, ϑ∗ ∈ D mit gradSη,y(ϑ∗) = 0, rg(Jη(ϑ∗)) = p und
Hη(ϑ
∗) = 0p×p. Dann gibt es eine Umgebung U von ϑ∗, so dass fu¨r alle ϑ0 ∈ U die vom
Gauß-Newton-Verfahren erzeugte Folge (ϑk)k∈N0 quadratisch gegen ϑ
∗ konvergiert.
Beweis: Dennis u. Schnabel (1983, Theorem 10.2.1 und Corollary 10.2.2)
Im Fall η(ϑ∗) = y oder im Fall26 Hess ηi(ϑ∗) = 0p×p fu¨r i = 1, . . . , N gilt offensicht-
lich Hη(ϑ
∗) = 0p×p. Naheliegend ist daher die Vermutung, dass fu¨r kleine Residuen
y − η(ϑ∗) ≈ 0 oder wenn η in ϑ∗ fast linear ist, auch noch gute lokale Konvergenzeigen-
schaften vorliegen. Dies pra¨zisiert Satz 3.63. Wir beno¨tigen fu¨r den Beweis noch einige
Vorbereitungen.
Definition 3.48
Ein Paar J = (G, D) mit D ⊆ Rp, D 6= ∅ und G : D → Rp heißt (sequentieller,
stationa¨rer) 1-Schritt-Prozess.
Ein Punkt ϑ∗ ∈ Rp heißt Grenzwert des Prozesses J , falls es ein ϑ0 ∈ D gibt, so dass die
durch ϑk+1 = G(ϑk) fu¨r k ∈ N0 rekursiv definierte Folge wohldefiniert ist (d.h. G(ϑk) ∈ D
fu¨r k ∈ N0) und Grenzwert ϑ∗ hat. Die Menge aller solchen Folgen mit Grenzwert ϑ∗
bezeichnen wir mit C(J , ϑ∗).
Definition 3.49
a) Sei (ϑk)k∈N0 ⊆ Rp eine Folge, die gegen ϑ∗ ∈ Rp konvergiert. Dann heißt
R1
(
(ϑk)k∈N0 , ϑ
∗) = lim sup
k→∞
‖ϑk − ϑ∗‖1/k
der asymptotische Wurzel-Konvergenzfaktor der Folge zu q = 1. Entspre-
chend definiert man fu¨r q > 1
Rq
(
(ϑk)k∈N0 , ϑ
∗) = lim sup
k→∞
‖ϑk − ϑ∗‖1/q
k
.
b) Sei J ein 1-Schritt-Prozess und ϑ∗ ein Grenzwert des Prozesses und q ∈ [1,∞).
Dann heißt
Rq(J , ϑ∗) = sup{Rq
(
(ϑk)k∈N0 , ϑ
∗) | (ϑk)k∈N0 ∈ C(J , ϑ∗)}
der asymptotische Wurzel-Konvergenzfaktor des 1-Schritt-Prozesses J
in ϑ∗ zu q.
26Es gilt insbesondere dann Hess ηi(ϑ
∗) = 0p×p fu¨r i = 1, . . . , N , wenn η linear in einer Umgebung von
ϑ∗ ist. Nach Bemerkung 3.42 ist man dann in dieser Umgebung allerdings bereits nach einem Schritt
im Optimum.
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Bemerkung 3.50
Konvergiert die Folge (ϑk)k∈N0 ⊆ Rp gegen ϑ∗, dann gibt es ein k˜ ∈ N0, so dass
‖ϑk − ϑ∗‖ < 1 fu¨r k ≥ k˜. Daher gilt 0 ≤ Rq
(
(ϑk)k∈N0 , ϑ
∗) ≤ 1.
Lemma 3.51
Sei J ein 1-Schritt-Prozess und ϑ∗ ein Grenzwert des Prozesses. Dann gilt genau eine
der folgenden Aussagen:
a) Rq(J , ϑ∗) = 0 fu¨r alle q ∈ [1,∞).
b) Es gibt ein q0 ∈ [1,∞), so dass Rq(J , ϑ∗) = 0 fu¨r alle q ∈ [1, q0) und Rq(J , ϑ∗) = 1
fu¨r alle q ∈ (q0,∞).
c) Rq(J , ϑ∗) = 1 fu¨r alle q ∈ [1,∞).
Beweis: Ortega u. Rheinboldt (1970, Theorem 9.2.3)
Definition 3.52
Sei J ein 1-Schritt-Prozess und ϑ∗ ein Grenzwert des Prozesses. Dann heißt
OR(J , ϑ∗) =
{
∞, falls Rq(J , ϑ∗) = 0 fu¨r alle q ∈ [1,∞),
inf{q ∈ [1,∞) : Rq(J , ϑ∗) = 1}, sonst,
die Wurzel-Ordnung des Prozesses J in ϑ∗.
Bemerkung 3.53
Ist Rq(J , ϑ∗) < 1 fu¨r ein q ∈ [1,∞), dann gilt nach Lemma 3.51, dass OR(J , ϑ∗) ≥ q.
Ist Rq(J , ϑ∗) > 0 fu¨r ein q ∈ [1,∞), dann gilt nach Lemma 3.51, dass OR(J , ϑ∗) ≤ q.
Ist also 0 < Rq(J , ϑ∗) < 1 fu¨r ein q ∈ [1,∞), dann gilt OR(J , ϑ∗) = q.
Definition 3.54
a) Sei (ϑk)k∈N0 ⊆ Rp eine Folge, die gegen ϑ∗ konvergiert und sei q ∈ [1,∞). Dann
heißt
Qq
(
(ϑk)k∈N0 , ϑ
∗) =

0, falls ϑk = ϑ
∗ fu¨r k ∈ N0 \A mit A endl.,
lim sup
k→∞
‖ϑk+1−ϑ∗‖
‖ϑk−ϑ∗‖q , falls ϑk 6= ϑ∗ fu¨r k ∈ N0 \B mit B endl.,
∞, sonst27,
der (Quotienten-)Konvergenzfaktor der Folge (ϑk)k∈N0 zu q in ϑ
∗.
27d.h. es gibt eine unendliche Menge C ⊂ N0, so dass N0 \ C unendlich und ϑk = ϑ∗ fu¨r k ∈ C und
ϑk 6= ϑ∗ fu¨r k ∈ N0 \C. In den von uns betrachteten iterativen Prozessen kann dieser letzte Fall nicht
auftreten, da aufgrund der Stetigkeit der Abbildung G Grenzwerte stets Fixpunkte sind.
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b) Sei J ein 1-Schritt-Prozess und ϑ∗ ein Grenzwert des Prozesses und q ∈ [1,∞).
Dann heißt
Qq(J , ϑ∗) = sup{Qq
(
(ϑk)k∈N0 , ϑ
∗) : (ϑk)k∈N0 ∈ C(J , ϑ∗)}
der (Quotienten-)Konvergenzfaktor des Prozesses J zu q in ϑ∗ .
Lemma 3.55
Sei J ein 1-Schritt-Prozess und ϑ∗ ein Grenzwert des Prozesses. Dann gilt genau eine
der folgenden Aussagen:
a) Qq(J , ϑ∗) = 0 fu¨r alle q ∈ [1,∞).
b) Es gibt ein q0 ∈ [1,∞), so dass Qq(J , ϑ∗) = 0 fu¨r alle q ∈ [1, q0) und Qq(J , ϑ∗) =
∞ fu¨r alle q ∈ (q0,∞).
c) Qq(J , ϑ∗) =∞ fu¨r alle q ∈ [1,∞).
Beweis: Ortega u. Rheinboldt (1970, Theorem 9.1.3)
Definition 3.56
Sei J ein 1-Schritt-Prozess und ϑ∗ ein Grenzwert des Prozesses. Dann heißt
OQ(J , ϑ∗) =
{
∞, falls Qq(J , ϑ∗) = 0 fu¨r alle q ∈ [1,∞)
inf{q ∈ [1,∞) : Qq(J , ϑ∗) =∞}, sonst,
die (Quotienten-)Ordnung des Prozesses J in ϑ∗.
Bemerkung 3.57
a) Gibt es ein q ∈ [1,∞) mit Qq(J , ϑ∗) < ∞, so gilt nach Lemma 3.55, dass
OQ(J , ϑ∗) ≥ q. Ist Qq(J , ϑ∗) > 0 fu¨r ein q ∈ [1,∞), dann gilt nach Lemma 3.55,
dass OQ(J , ϑ∗) ≤ q. Ist also 0 < Qq(J , ϑ∗) < ∞ fu¨r ein q ∈ [1,∞), dann gilt
OQ(J , ϑ∗) = q.
b) Falls Q1(J , ϑ∗) < 1, dann nennt man den Prozess J linear konvergent in ϑ∗, gilt
Q1(J , ϑ∗) = 0, dann nennt man den Prozess J superlinear konvergent in ϑ∗
und gilt Q2(J , ϑ∗) < 1, dann nennt man den Prozess J quadratisch konvergent
in ϑ∗. Dies deckt sich mit den bisherigen Bezeichnungen.
Lemma 3.58
a) Sei (ϑk)k∈N0 ⊂ Rp eine Folge, die gegen ϑ∗ konvergiert. Dann gilt
R1
(
(ϑk)k∈N0 , ϑ
∗) ≤ Q1 ((ϑk)k∈N0 , ϑ∗) .
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b) Ist J ein 1-Schritt-Prozess und ϑ∗ ein Grenzwert des Prozesses, dann gilt
OQ(J , ϑ∗) ≤ OR(J , ϑ∗).
Beweis: Ortega u. Rheinboldt (1970, Theorem 9.3.1 und 9.3.2)
Bemerkung 3.59
Hat man also eine Abscha¨tzung der Form
‖ϑk+1 − ϑ∗‖ ≤ c ‖ϑk − ϑ∗‖ fu¨r k ≥ k0,
dann liefert R1
(
(ϑk)k∈N0 , ϑ
∗) eine untere Schranke fu¨r die Konstante c.
Satz 3.60 (Ostrowskis Theorem)
Sei J = (G, D) ein 1-Schritt-Prozess, ϑ∗ ∈ int(D) ein Fixpunkt von G und G differen-
zierbar in ϑ∗. Es gelte
ρ (JG(ϑ∗)) < 1
fu¨r den Spektralradius von JG(ϑ∗).
a) Dann ist ϑ∗ Attraktorpunkt des Prozesses J , d.h. es gibt eine offene Umgebung
U ⊆ D von ϑ∗, so dass fu¨r alle ϑ0 ∈ U die durch den Prozess definierten Folgen
in D liegen und gegen ϑ∗ linear konvergieren.
b) R1(J , ϑ∗) = ρ (JG(ϑ∗)).
c) Ist ρ (JG(ϑ∗)) > 0, dann gilt OR(J , ϑ∗) = OQ(J , ϑ∗) = 1.
Beweis: Ortega u. Rheinboldt (1970, Theorem 10.1.3 und 10.1.4)
Wir beno¨tigen als letzte Vorbereitung fu¨r die Konvergenzuntersuchungen zum Gauß-
Newton-Verfahren noch eine Formel fu¨r die Ableitung der Moore-Penrose-Inversen.
Lemma 3.61
Sei U ⊆ Rp offen und F : U → Rm×n stetig differenzierbar. Es gelte rg(F ) ist konstant
in einer Umgebung von ϑ ∈ U . Dann ist F+ in ϑ differenzierbar und es gilt fu¨r l ∈
{1, . . . , p}, dass
∂F+
∂ϑl
(ϑ) =− F+(ϑ)∂F
∂ϑl
(ϑ)F+(ϑ)
+ F+(ϑ)
(
F+(ϑ)
)T(∂F
∂ϑl
(ϑ)
)T (
Im − F (ϑ)F+(ϑ)
)
+
(
In − F+(ϑ)F (ϑ)
)(∂F
∂ϑl
(ϑ)
)T (
F+(ϑ)
)T
F+(ϑ).
Beweis: siehe Harville (1997, Theorem 20.8.2)
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Korollar 3.62
Sei U ⊆ Rp offen und F : U → Rn×n stetig differenzierbar in U , ϑ ∈ U und F (ϑ) sei
regula¨r. Dann ist F−1 in ϑ differenzierbar und es gilt fu¨r l ∈ {1, . . . , p}, dass
∂F−1
∂ϑl
(ϑ) = −F−1(ϑ)∂F
∂ϑl
(ϑ)F−1(ϑ).
Beweis: Spezialfall von Lemma 3.61 oder fu¨r einen direkten Beweis siehe Harville (1997,
Section 15.8)
Satz 3.63
Sei η zweimal differenzierbar und bezeichne J = (G, D) den Gauß-Newton-Prozess, d.h.
G : D → Rp, G(ϑ) = ϑ− (JTη (ϑ)Σ−1Jη(ϑ))−1 JTη (ϑ)Σ−1 (η(ϑ)− y)
fu¨r D ⊆ Rp. Ist ϑ∗ ∈ int(D) mit rg(Jη(ϑ∗)) = p, dann ist ϑ∗ genau dann ein stationa¨rer
Punkt von Sη,y, wenn ϑ∗ ein Fixpunkt von G ist.
Sei ϑ∗ ein stationa¨rer Punkt von Sη,y mit rg(Jη(ϑ∗)) = p, dann gilt
JG(ϑ∗) = −
(
JTη (ϑ
∗)Σ−1Jη(ϑ∗)
)−1
Hη(ϑ
∗).
Gilt ρ (JG(ϑ∗)) < 1, dann ist ϑ∗ Attraktorpunkt des Prozesses J und der Prozess ist
linear konvergent und der Quotientenkonvergenzfaktor betra¨gt bestenfalls ρ (JG(ϑ∗)).
Die Bedingung ρ (JG(ϑ∗)) = 0 ist eine notwendige Bedingung dafu¨r, dass der Prozess
superlinear konvergent ist.
Beweis: Sei ϑ∗ ∈ int(D) mit rg(Jη(ϑ∗)) = p. Dann gilt
G(ϑ∗) = ϑ∗ ⇔ (JTη (ϑ∗)Σ−1Jη(ϑ∗))−1 JTη (ϑ∗)Σ−1 (η(ϑ∗)− y) = 0p
⇔ gradTSη,y(ϑ∗) = 2JTη (ϑ∗)Σ−1 (η(ϑ∗)− y) = 0p,
d.h. ϑ∗ ∈ int(D) ist genau dann ein stationa¨rer Punkt von Sη,y, wenn ϑ∗ ein Fixpunkt
von G ist.
Fu¨r die Ableitung von G gilt fu¨r l ∈ {1, . . . , p} wegen Korollar 3.62
∂
∂ϑl
G(ϑ) = el −
(
JTη (ϑ)Σ
−1Jη(ϑ)
)−1 (1
2
HessSη,y(ϑ)
)
l
+
(
JTη (ϑ)Σ
−1Jη(ϑ)
)−1
bl(ϑ)
mit
bl(ϑ) =
(
∂
∂ϑl
(
JTη (ϑ)Σ
−1Jη(ϑ)
)) (
JTη (ϑ)Σ
−1Jη(ϑ)
)−1 1
2
gradSη,y(ϑ).
Mit B(ϑ) = [b1(ϑ), . . . , bp(ϑ)] folgt
JG(ϑ) = Ip −
(
JTη (ϑ)Σ
−1Jη(ϑ)
)−1 (
JTη (ϑ)Σ
−1Jη(ϑ) +Hη(ϑ)
)
+
(
JTη (ϑ)Σ
−1Jη(ϑ)
)−1
B(ϑ)
=
(
JTη (ϑ)Σ
−1Jη(ϑ)
)−1
(−Hη(ϑ) +B(ϑ)) .
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Sei nun ϑ∗ ∈ int(D) ein stationa¨rer Punkt von Sη,y. Dann gilt B(ϑ∗) = 0p×p und
daher
JG(ϑ∗) = −
(
JTη (ϑ
∗)Σ−1Jη(ϑ∗)
)−1
Hη(ϑ
∗).
Die restlichen Aussagen folgen mit Satz 3.60.
Die Bedingung ρ
((
JTη (ϑ
∗)Σ−1Jη(ϑ∗)
)−1
Hη(ϑ
∗)
)
< 1 ist schwa¨cher28 als die Bedin-
gung
‖(JTη (ϑ∗)Σ−1Jη(ϑ∗))−1Hη(ϑ∗)‖ ≪ 1,
die mit einem heuristischen Argument in Nocedal u. Wright (1999, Chapter 10) her-
geleitet wurde, bzw. deckt sich mit den in Ramsin u. Wedin (1977) angegebenen Re-
sultaten. Fu¨r eine geometrische Interpretation von JG(ϑ∗) mittels Normalkru¨mmungen
siehe Wedin (1974) oder Bjo¨rck (1996, Section 9.1.2). Es liegt also Konvergenz gegen
einen stationa¨ren Punkt ϑ∗ mit rg(Jη(ϑ∗)) = p bei Startwerten in der Na¨he von ϑ∗ vor,
falls η fast linear in ϑ∗ ist, d.h. Hess ηj(ϑ∗) ≈ 0p×p gilt, bzw. falls das Residuum in ϑ∗
klein ist, d.h. η(ϑ∗) ≈ y gilt, weil in beiden Fa¨llen dann Hη(ϑ∗) ≈ 0p×p und daher dann
ρ (JG(ϑ∗)) < 1.
Ist rg(Jη(ϑ
∗)) < p, so kann man wie in Bemerkung 3.43 stattdessen die Minimum-
Norm-Lo¨sung (3.48) der Normalgleichungen (3.44) betrachten, d.h. fu¨r entsprechendes
D den 1-Schritt-Prozess J = (G, D) mit
G : D → Rp, G(ϑ) = ϑ− (JTη (ϑ)Σ−1Jη(ϑ))+JTη (ϑ)Σ−1 (η(ϑ)− y) , (3.52)
wobei mit Σ−1 = UTU und f(ϑ) = U(η(ϑ)− y) gilt, dass
G(ϑ) = ϑ− J+f (ϑ)f(ϑ), (3.53)
siehe (3.50). 1-Schritt-Prozesse der Form (3.53) wurden auch von Levin u. Ben-Israel
(2001) untersucht, die unter Bedingungen, dass Jf Lipschitz-stetig ist, dass die zweiten
Ableitungen von f nicht
”
zu groß“ und dass die ersten Ableitungen von f nicht
”
zu
klein“ sind, quadratische Konvergenz gegen einen stationa¨ren Punkt von
Sη,y = Sf : Rp → R, Sf (ϑ) = ‖f(ϑ)‖2 = ‖η(ϑ)− y‖2Σ
zeigen. Insbesondere die Voraussetzung, dass es ein c > 0 und ein r > 0 gibt, so dass
‖(J+f (ϑ)− J+f (ϑ˜))f(ϑ)‖ ≤ c ‖ϑ− ϑ˜‖2 (3.54)
fu¨r alle ϑ, ϑ˜ ∈ Br(ϑ0), wobei Br(ϑ0) die offene Kugel vom Radius r um den Startwert ϑ0
bezeichnet, scheint aber kaum erfu¨llbar zu sein, da in der Regel die linke Seite von (3.54)
nur durch einen linearen Term der Form c ‖ϑ− ϑ˜‖ und nicht durch einen quadratischen
Term nach oben abgescha¨tzt werden kann. Die in Levin u. Ben-Israel (2001) untersuchten
Beispiele erfu¨llen jedenfalls die Voraussetzung (3.54) nicht.
28Fu¨r A ∈ Rp×p gilt ρ(A) ≤ ‖A‖, da insbesondere fu¨r den betragsgro¨ßten Eigenwert λ und den zugeho¨ri-
gen Eigenvektor u gilt, dass ‖Au‖ = |λ| ‖u‖.
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Wir untersuchen, ob sich das Vorgehen im Beweis von Satz 3.63 auf den Fall rg(Jη(ϑ
∗)) <
p und den Prozess (3.52) ausweiten la¨sst. Zum einen gilt:29
G(ϑ∗) = ϑ∗ ⇔ J+f (ϑ∗)f(ϑ∗) = 0p ⇔ f(ϑ∗) ∈ Null(J+f (ϑ∗)) = Null(JTf (ϑ∗))
⇔ JTf (ϑ∗)f(ϑ∗) = 0p ⇔ gradSη,y = 2JTη (ϑ)Σ−1 (η(ϑ)− y) = 0p,
d.h. genau alle stationa¨ren Punkte sind Fixpunkte. Ferner gilt mit Lemma 3.61 fu¨r
stationa¨re Punkte, in deren Umgebung der Rang von Jη konstant ist,
JG(ϑ∗) = Ip −
(
JTη (ϑ
∗)Σ−1Jη(ϑ∗)
)+ 1
2
HessSη,y(ϑ∗)
= Ip − PJTη (ϑ∗) −
(
JTη (ϑ
∗)Σ−1Jη(ϑ∗)
)+
Hη(ϑ
∗)
und man kann damit den Satz 3.60 anwenden. Ist rg(Jη(ϑ
∗)) < p und Hη(ϑ∗) = 0p×p,
dann ist ρ (JG(ϑ∗)) = 1. Im Fall ρ (JG(ϑ∗)) = 1 kann man aber keine Aussage u¨ber die
Konvergenz treffen, es kommt dann auf die quadratischen (oder ho¨heren) Terme in der
Taylorentwicklung von G in ϑ∗ an, siehe Ortega u. Rheinboldt (1970, Exercise 10.1-2).
Wir beenden damit unsere Untersuchungen zum Konvergenzverhalten des Gauß-Newton-
Verfahrens und verweisen noch auf die ausfu¨hrlichen numerischen Studien zu Problemen
des Gauß-Newton-Verfahrens in Fraley (1989).
Im Falle großer Residuen oder stark nichtlinearer Modellfunktionen η empfiehlt sich
– vergleiche Satz 3.63 – das Gauß-Newton-Verfahren nicht, sondern sind Quasi-Newton-
Verfahren geeigneter. Wir werden mit dem BFGS-Verfahren das Quasi-Newton-Verfahren
vorstellen, das von den meisten Autoren im Allgemeinen fu¨r das effektivste Quasi-
Newton-Verfahren gehalten wird.
3.2.3. Quasi-Newton-Verfahren: BFGS und weitere Verfahren
Wir kehren zum allgemeinen Problem der Minimierung einer differenzierbaren Funktion
G : Rp → R zuru¨ck. Bei Quasi-Newton-Verfahren wird wie beim Gauß-Newton-Verfahren
(fu¨r die eingeschra¨nkte Funktionenklasse) versucht, die Berechnung der Hesse-Matrizen
durch eine Approximation zu vermeiden, die einfacher berechnet werden kann. Statt der
Newton-Iterationsvorschrift
ϑk+1 = ϑk − λk (HessG(ϑk))−1 gradTG(ϑk)
betrachtet man eine Iterationsvorschrift der Form
ϑk+1 = ϑk − λkHkgradTG(ϑk),
wobeiHk im (k+1)-ten Schritt also (HessG(ϑk))
−1, die Inverse der Hesse-Matrix, ersetzt.
Man erspart sich also gegenu¨ber dem Newton-Verfahren bei geeigneter Definition von
Hk sogar noch die Lo¨sung linearer Gleichungssysteme. Wir stellen hier ein spezielles
Quasi-Newton-Verfahren vor, das BFGS-Verfahren, das unabha¨ngig voneinander von
Broyden (1970), Fletcher (1970), Goldfarb (1970) und Shanno (1970) entwickelt wurde,
und betrachten noch einige leichte Abwandlungen davon.
29Fu¨r A ∈ Rm×n gilt Null(A+) = Null(AT), siehe Harville (1997, Theorem 20.5.1).
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Algorithmus 3.64 (BFGS-Verfahren ohne Liniensuche)
Input: G : Rp → R stetig differenzierbar,
Startpunkt ϑ0 ∈ Rp,
symmetrische, positiv definite Matrix H0 ∈ Rp×p (u¨blich H0 = Ip),
Abbruchkriterium
Output: ϑ∗ ∈ Rp (Approximation der Minimumstelle von G)
1. Setze k = 0 und berechne g0 = grad
TG(ϑ0).
2. Berechne pk = dk = −Hkgk, ϑk+1 = ϑk + pk und den neuen Gradienten gk+1 =
gradTG(ϑk+1).
3. Falls das Abbruchkriterium erfu¨llt ist, dann STOP mit Output ϑ∗ = ϑk+1, anson-
sten berechne rk = gk+1 − gk,
vk =
√
rTkHkrk
(
1
pTk rk
pk − 1
rTkHkrk
Hkrk
)
und
Hk+1 = Hk +
1
pTk pk
pkp
T
k −
1
rTkHkrk
(Hkrk)(Hkrk)
T + vkv
T
k , (3.55)
setze k := k + 1 und gehe zu Schritt 2.
Algorithmus 3.65 (BFGS-Verfahren mit Liniensuche)
Input: G : Rp → R stetig differenzierbar,
Startpunkt ϑ0 ∈ Rp,
symmetrische, positiv definite Matrix H0 ∈ Rp×p (u¨blich H0 = Ip)
Abbruchkriterium
Output: ϑ∗ ∈ Rp (Approximation der Minimumstelle von G)
1. Setze k = 0 und berechne g0 = grad
TG(ϑ0).
2. Bestimme λk durch eine (event. inexakte) Liniensuche in ϑk mit Suchrichtung
dk = −Hkgk und setze pk = λkdk und ϑk+1 = ϑk + pk.
3. Berechne den neuen Gradienten gk+1 = grad
TG(ϑk+1).
4. Falls das Abbruchkriterium erfu¨llt ist, dann STOP mit Output ϑ∗ = ϑk+1, anson-
sten berechne rk = gk+1 − gk,
vk =
√
rTkHkrk
(
1
pTk rk
pk − 1
rTkHkrk
Hkrk
)
und
Hk+1 = Hk +
1
pTk pk
pkp
T
k −
1
rTkHkrk
(Hkrk)(Hkrk)
T + vkv
T
k , (3.56)
setze k := k + 1 und gehe zu Schritt 2.
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Bemerkung 3.66
Die wesentliche Idee vieler Quasi-Newton-Verfahren liegt darin, wie in einem Newton-
Verfahren mit Liniensuche vorzugehen, aber im k-ten Schleifendurchlauf die Hesse-
Matrix HessG(ϑk+1) fu¨r die na¨chste Iteration durch eine symmetrische (und mo¨glichst
noch positiv definite) Matrix Bk+1 oder die inverse Hesse-Matrix (HessG(ϑk+1))
−1 durch
eine symmetrische (und mo¨glichst noch positiv definite) Matrix Hk+1 zu approximieren,
indem man zum einen die Gradienten gk+1 = grad
TG(ϑk+1) und gk = grad
TG(ϑk)
verwendet, um die Sekantengleichung
Bk+1pk = rk
mit pk = ϑk+1 − ϑk und rk = gk+1 − gk bzw.
Hk+1rk = pk
zu erfu¨llen. Die Sekantengleichung kann man so interpretieren, dass der Gradient der
quadratischen Funktion
qk+1 : R
p → R, qk+1(ϑ) = G(ϑk+1) + gTk+1ϑ+
1
2
ϑTBk+1ϑ
in ϑk und ϑk+1 mit dem Gradienten von G u¨bereinstimmt.
Zum anderen stellt man die Forderung an Bk+1 bzw. Hk+1, dass die Matrix sich nicht
zu stark von Bk bzw. Hk unterscheidet und das Update wenig aufwendig ist. So basieren
einige Quasi-Newton-Verfahren darauf, dass Bk+1−Bk bzw. Hk+1−Hk eine Matrix vom
Rang 1 ist, vergleiche z.B. Nocedal u. Wright (1999, Section 8.2). Beim DFP-Verfahren30
ist Bk+1 −Bk eine Matrix vom Rang 2, die man als Lo¨sung
Bk+1 = argmin
B∈Rp×p mit
B=BT und Bpk=rk
‖B −Bk‖W
interpretieren kann mit
W =
(∫ 1
0
HessG(ϑk + tpk) dt
)−1
und der gewichteten Frobenius-Norm
‖A‖W =
∥∥∥W 1/2AW 1/2∥∥∥
Frob
fu¨r A ∈ Rp×p.
Beim BFGS-Verfahren ist stattdessen Hk+1 −Hk eine Matrix vom Rang 2, die man als
Lo¨sung
Hk+1 = argmin
H∈Rp×p mit
H=HT und Hrk=pk
‖H −Hk‖W
30benannt nach Davidon (1959) und Fletcher u. Powell (1963)
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auffassen kann.31
Gegenu¨ber dem Newton-Verfahren spart man sich beim BFGS-Verfahren nicht nur
die eventuell aufwendige Berechnung der Hesse-Matrix, sondern statt der Lo¨sung eines
Gleichungssystems fallen lediglich Vektor-Vektor- und Matrix-Vektor-Multiplikationen
an, so dass bei jedem einzelnen Schritt O(p3) Rechenoperationen durch O(p2) Rechen-
operationen ersetzt werden.
Lemma 3.67
Sei Hk positiv definit und es gelte
pTk rk > 0 bzw. a¨quivalent gradG(ϑk+1)dk > gradG(ϑk)dk. (3.57)
Dann ist auch Hk+1 positiv definit.
Beweis: Dennis u. Schnabel (1983, Lemma 9.2.1) bzw. Bertsekas (1999, Proposition
1.7.1)
Korollar 3.68
Ist H0 positiv definit und verwendet man in Schritt 2 eine inexakte Liniensuche, die die
Wolfe-Bedingungen oder die strengen Wolfe-Bedingungen einha¨lt, dann ist Hk fu¨r alle
k ∈ N0 positiv definit.
Beweis: Die Forderung (3.57) ist durch die Bedingung (3.34), also die 2. Bedingung aus
den Wolfe-Bedingungen, erfu¨llt.
Bemerkung 3.69
Eine naheliegende Alternative zu H0 = Ip ist H0 = (HessG(ϑ0))
−1 zu verwenden, indem
man die Hesse-Matrix durch Einsetzen in eine Formel oder durch numerisches Ableiten
mittels finiter Differenzen berechnet, vgl. Dennis u. Schnabel (1983, Section 4.2 und Al-
gorithmen A5.6.1 f.). Dieses Vorgehen kann nur empfohlen werden, wenn man sich schon
in der Na¨he des Minimums befindet. Zum einen, weil man nur dort sichergehen kann,
dass man so eine positiv definite Matrix erha¨lt und zum anderen, weil bei einer gro¨ßeren
Entfernung die Richtung des steilsten Abstiegs, die man im ersten Schritt bei H0 = Ip
verwendet, in praktischen Anwendungen meist anfangs zu starken Verbesserungen in der
Zielfunktion G fu¨hrt.
Ferner sind sogenannte
”
Restarts“ popula¨r, d.h. man unterbricht die Iterationsfolge fu¨r
Hk nach einer fest vorgegebenen Schrittzahl und verwendet statt (3.55) bzw. (3.56)
Hk+1 = Ip, d.h. startet sozusagen mit dem aktuellen Wert fu¨r ϑk+1 als neuem Startwert
ϑ0 neu, siehe z.B. Gro¨tschel (1991, Kapitel 8). Ziel ist es, so numerische Probleme auf-
grund von kumulierten Rundungsfehlern zu vermeiden, wie z.B. dass Hk+1 zu nahe an
einer singula¨ren Matrix ist. Korollar 3.68 gilt dann entsprechend.
31Statt der durchschnittlichen Hesse-MatrixW kann man hierbei auch jede andere positiv definite Matrix
W verwenden, die die Sekantengleichung Wpk = rk erfu¨llt.
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Als Erstes geben wir die Eigenschaften des BFGS-Verfahrens und des DFP-Verfahrens
fu¨r positiv definite quadratische Formen an. Man erreicht hier superlineare Konvergenz
bei Verfahren mit inexakter Liniensuche.
Lemma 3.70
Sei a ∈ Rp, Q ∈ Rp×p symmetrisch und positiv definit und
GQ,a : R
p → R, GQ,a(ϑ) = 1
2
ϑTQϑ− aTϑ.
Dann gilt:
a) Das BFGS-Verfahren mit exakter Liniensuche32 findet das Minimum ϑ∗ = Q−1a
von GQ,a nach k0 ≤ p+ 1 Schritten und es gilt Hk0−1 = Q−1.
Analog findet das DFP-Verfahren mit exakter Liniensuche das Minimum nach l0 ≤
p+ 1 Schritten und es gilt Bl0−1 = Q.
b) Das BFGS-Verfahren ohne Liniensuche und das DFP-Verfahren ohne Liniensuche
sind zur Minimierung von GQ,a global konvergent und konvergieren superlinear,
d.h. fu¨r alle Startpunkte ϑ0 gilt
lim sup
k→∞
‖ϑk+1 − ϑ∗‖
‖ϑk − ϑ∗‖ = 0.
Beweis: siehe Bertsekas (1999, Proposition 1.7.2)
Wir formulieren abschließend einen Satz zur globalen Konvergenz und zur lokalen
Konvergenzordnung nach Powell (1976). Unter Konvexita¨tsannahmen kann man hier
auch superlineare Konvergenz zeigen.
Satz 3.71
Sei G zweimal stetig differenzierbar,
U0 = {ϑ ∈ Rp : G(ϑ) ≤ G(ϑ0)}
konvex und HessG positiv definit auf U0, d.h. G ist streng konvex auf U0. Dann konver-
giert das BFGS-Verfahren mit Liniensuche, also Algorithmus 3.65, gegen das eindeutige
Minimum auf U0, wenn die Liniensuche die Wolfe-Bedingungen mit α < 1/2 erfu¨llt und
dabei λk = 1 gewa¨hlt wird, falls dies zula¨ssig ist, also z.B. ein Backtracking-Algorithmus
zum Einsatz kommt.
Ist zudem HessG Lipschitz-stetig in einer Umgebung des Minimums, dann konvergiert
das Verfahren superlinear und in der Na¨he des Minimums ist λk = 1 stets zula¨ssig.
Beweis: siehe Powell (1976) oder Nocedal u. Wright (1999, Section 8.4) und Satz 3.38
32Wir nehmen also an, dass das Liniensuchproblem in Schritt 2 von Algorithmus 3.65 exakt gelo¨st wird
und man sich nicht wie bei der inexakten Liniensuche z.B. lediglich mit den Wolfe-Bedingungen
zufrieden gibt.
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Bemerkung 3.72
a) Beim DFP-Verfahren kann man fu¨r konvexe Funktionen aus Satz 3.71 nur bei
exakter Liniensuche Konvergenz zeigen, siehe Powell (1971, 1972). Bei inexakter
Liniensuche basierend auf den Wolfe-Bedingungen sind keine Konvergenzaussagen
bekannt.
b) Ist die Funktion G nicht konvex, so gibt Dai (2002) ein Beispiel an, bei dem das
BFGS-Verfahren mit inexakter Liniensuche unter Einhaltung der Wolfe-Bedingun-
gen nicht konvergiert. Fu¨r das BFGS-Verfahren mit exakter Liniensuche gibt Mas-
carenhas (2004) ein entsprechendes Beispiel an.
c) Um globale Konvergenz mit Hilfe und im Sinne von Korollar 3.25 fu¨r ein Verfah-
ren mit inexakter Liniensuche unter Einhaltung der Wolfe-Bedingungen zeigen zu
ko¨nnen, vera¨ndern Li u. Fukushima (2001) zu einer gegebenen streng monotonen
Funktion φ : [0,∞) → [0,∞) mit φ(0) = 0 (etwa φ(x) = δxβ fu¨r festes δ, β > 0)
die Formel fu¨r Hk+1 in (3.56) zu
Hk+1 =
Hk, falls
rTk pk
‖pk‖2 ≥ φ(‖gk‖),
gema¨ß (3.56), sonst.
d) Um den no¨tigen Speicherbedarf bei hochdimensionalen Problemen zu begrenzen,
ist die Modifikation L-BFGS entwickelt worden, die auch in vielen Software-Paketen
zum Einsatz kommt, etwa bei der optim-Funktion in R, Version 2.9.0, oder den Mi-
nimierungsfunktionen in Mathematica33, Version 6. Hierbei wird zur Berechnung
der Matrix Hk nicht die Matrix Hk−1 gespeichert, sondern fu¨r festesm ∈ N,m < p,
jeweils nur min(m− 1, k− 1) Vektoren-Paare (pi, ri), i = max(0, k−m), . . . , k− 2,
aus den letzten min(m− 1, k− 1) Rang-2-Updates fu¨r Hi gespeichert, (pk−1, rk−1)
neu berechnet und damit Hk approximiert.
34 Mit
Vk = Ip − λkrkpTk
und einer Anfangsapproximation H0k fu¨r die inverse Hesse-Matrix, etwa
H0k =
pTk−1rk−1
rTk−1rk−1
Ip
setzt man (fu¨r k ≥ m, ansonsten entsprechend verku¨rzt)
Hk =(V
T
k−1 · · ·V Tk−m)H0k(Vk−m · · ·Vk−1)
+ λk−m(V Tk−1 · · ·V Tk−m+1)pk−mpTk−m(Vk−m+1 · · ·Vk−1)
+ λk−m+1(V Tk−1 · · ·V Tk−m+2)pk−m+1pTk−m+1(Vk−m+2 · · ·Vk−1)
+ · · ·
+ λk−1pk−1pTk−1.
33Die Standardvorgabe bei Quasi-Newton-Verfahren in Mathematica ist, fu¨r p ≤ 250 das BFGS-
Verfahren und fu¨r p > 250 das L-BFGS-Verfahren zu benutzen.
34Fu¨r k ≤ m stimmen die Matrizen bei gleicher Wahl der Anfangsapproximation noch mit dem BFGS-
Verfahren u¨berein.
94
3.2. Nichtlineares Modell
Fu¨r weitere Details, wie der effizienten Berechnung der Suchrichtung dk = −Hkgk,
ohne die Matrix Hk explizit bestimmen zu mu¨ssen, siehe Nocedal u. Wright (1999,
Chapter 9).
Wir behandeln im Folgenden noch einige Verfahren, die speziell fu¨r Kleinste-Quadra-
te-Probleme entwickelt wurden.
Eine Synthese aus Gauß-Newton-Verfahren und Quasi-Newton-Verfahren wird im Al-
gorithmus NL2SOL verwendet, der z.B. als eine der mo¨glichen Methoden der nls-
Funktion in R, Version 2.9.0, wa¨hlbar ist und von Dennis u. a. (1981) entwickelt wurde.
Die Idee besteht darin, in der Summe
HessSη,y(ϑk+1) = 2J
T
η (ϑk+1)Σ
−1Jη(ϑk+1) + 2
N∑
j=1
(
Σ−1 (η(ϑk+1)− y)
)
j
Hess ηj(ϑk+1)
den zweiten Summanden anders als beim Gauß-Newton-Verfahren nicht zu ignorieren,
sondern mit einer a¨hnlichen Idee wie in Bemerkung 3.66 durch eine Matrix Bk+1 zu
approximieren.
Mit den Bezeichnungen
pk = ϑk+1 − ϑk,
gk = 2J
T
η (ϑk)Σ
−1 (η(ϑk)− y) ,
rk = gk+1 − gk,
yk = 2(J
T
η (ϑk+1)− JTη (ϑk))Σ−1(η(ϑk+1)− y)
und der Sekantengleichung
Bk+1pk = yk
ergibt sich
Bk+1 = Bk +
1
rTk pk
(
(yk −Bkpk)rTk + rk(yk −Bkpk)T
)− (yk −Bkpk)Tpk
(rTk pk)
2
rkr
T
k .
Die zugeho¨rige neue Suchrichtung dk+1 wird dann aus dem Gleichungssystem(
2JTη (ϑk+1)Σ
−1Jη(ϑk+1) +Bk+1
)
dk+1 = −gk+1
bestimmt. Als Startapproximation wird B0 = 0p×p verwendet. Die Wahl von Bk+1 kann
man, a¨hnlich wie beim DFP-Verfahren, als Lo¨sung des Minimierungsproblem
Bk+1 = argmin
B∈Rp×p mit
B=BT und Bpk=yk
‖B −Bk‖W
fu¨r eine positiv definite Matrix W mit Wpk = rk motivieren.
Neben dieser Grundidee verwendet NL2SOL unter anderem einen Trust-Region-Ansatz
und eine Skalierung der Matrix Bk, die große A¨nderungen in den Residuen besser wi-
derspiegeln soll. Hierzu und fu¨r weitere Details siehe Dennis u. a. (1981) und Dennis u.
Schnabel (1983, Section 10.3).
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Bemerkung 3.73
Ein weiterer Weg der Kombination von Gauß-Newton-Verfahren und BFGS-Methode
wird bei bestimmten hybriden Verfahren benutzt, von denen das bekannteste von Flet-
cher u. Xu (1987) vorgeschlagen wurde.35 Hierbei wird die Suchrichtung wa¨hrend des
Programmdurchlaufs je nach vermutetem Problemtyp vom Algorithmus gewa¨hlt; im kon-
kreten Fall wird die Gauß-Newton-Suchrichtung verwendet, wenn ein Kriterium erfu¨llt
ist, das auf ein Problem mit kleinen Residuen deutet, ansonsten die Suchrichtung aus
dem BFGS-Verfahren.
Fu¨r einige weitere Verfahren, die speziell fu¨r Kleinste-Quadrate-Probleme vorgeschla-
gen wurden, verweisen wir auf Seber u. Wild (1989, Section 14.2 und Section 14.3).
Wir widmen uns abschließend noch der Frage nach geeigneten Abbruchkriterien.
3.2.4. Abbruchkriterien
Ein naheliegendes Abbruchkriterium nach der Berechnung von ϑk+1 im (k+1)-ten Schritt
ist
‖ϑk+1 − ϑk‖ ≤ δ
fu¨r ein vorher festgelegtes δ > 0. Mo¨gliche Nachteile dieser Wahl sind jedoch, dass
zum einen die einzelnen Komponenten des Parametervektors unterschiedlich skaliert
sind ko¨nnen36 und zum anderen, dass es unklar ist, wie δ zu wa¨hlen ist; wa¨ren alle
Parameterkomponenten ungefa¨hr von der gleichen Gro¨ßenordnung, etwa[ p
min
i=1
|ϑi|, pmax
i=1
|ϑi|
] ⊆ [us, us+1]
fu¨r moderates u, etwa u = 10, und hat man t gu¨ltige Stellen im Dezimalsystem, so wa¨re
δ = us · 10−t+1 eine nicht unvernu¨nftige Wahl. Es bleibt jedoch die Kritik, dass man so
hauptsa¨chlich misst, ob keine wesentlichen Vera¨nderungen mehr in den Parameterwer-
ten geschehen und nicht, ob man sich in unmittelbarer Na¨he eines (lokalen) Minimums
befindet.
Nur bedingt geeignet wa¨re jedoch
‖gradG(ϑk+1)‖ ≤ δ
fu¨r ein δ > 0, da diese Bedingung von der Skalierung von G und von ϑ abha¨ngig ist und
man genaue Informationen u¨ber geeignete Gro¨ßenordnungen von gradG(ϑ) meist nicht
hat.
Eine verbreitete Alternative ist die Bedingung∥∥gradG(ϑk+1)Hess−1G(ϑk+1)gradG(ϑk+1)∥∥ ≤ δ.
35Der NL2SOL-Algorithmus verfolgt zusa¨tzlich auch noch a¨hnliche hybride Strategien.
36Die anna¨hernd gleiche Skalierung der Parameterkomponenten wa¨re jedoch auch fu¨r die Algorithmen
selbst vorteilhaft, siehe Dennis u. Schnabel (1983, Section 7.1).
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Zwar ist dieses Kriterium unabha¨ngig unter linearen Transformationen des Parameter-
raums, aber abgesehen davon, dass man meist die Bestimmung von HessG(ϑk+1) oder
gar der Inversen hiervon vermeiden will, hat es den Nachteil, immer noch von der Ska-
lierung von G abha¨ngig zu sein.
Bezeichnet typ(G) die vom Benutzer spezifizierte typische Gro¨ße von G und typ(ϑi) die
typische Gro¨ße von ϑi, so empfehlen Dennis u. Schnabel (1983, Section 7.2), dass eine
der beiden Bedingungen
p
max
i=1
|(gradG(ϑk+1))i| ·max(|(ϑk+1)i|, typ(ϑi))
max(|G(ϑk+1)|, typ(G)) ≤ δ1
und
p
max
i=1
|(ϑk+1)i − (ϑk)i|
max(|(ϑk+1)i|, typ(ϑi)) ≤ δ2
fu¨r einen Abbruch der Iteration erfu¨llt sein muss, und schlagen δ1 = (ǫMach)
1/3 und
δ2 = 10
−t vor, wenn t signifikante Stellen fu¨r die Komponenten von ϑ erwu¨nscht sind.
Speziell fu¨r Kleinste-Quadrate-Probleme37 schla¨gt Dennis (1977) (im Fall von Σ = IN )
ein Kriterium vor, das sich an den Normalgleichungen (2.19) orientiert und das misst,
welchen Winkel φ das Residuum y − η(ϑk+1) zur Tangentialebene Bild(Jη(ϑk+1)) hat,
und bei einem Winkel nahe π/2 abbricht. Da in dem von <,>Σ-induzierten Hilbertraum
cos(φ) =
∥∥PJη(ϑk+1),Σ(η(ϑk+1)− y)∥∥Σ
‖η(ϑk+1)− y‖Σ
gilt, wa¨re
cos2(φ) ≤ δ
oder a¨quivalent
(η(ϑk+1)− y)TΣ−1Jη(ϑk+1)(JTη (ϑk+1)Σ−1Jη(ϑk+1))+JTη (ϑk+1)Σ−1(η(ϑk+1)− y)
(η(ϑk+1)− y)TΣ−1(η(ϑk+1)− y) ≤ δ
ein entsprechendes Kriterium, wie es auch in der SAS Software, Version 8, als sogenanntes
R-Kriterium38 mit vom Nutzer spezifizierbarem δ > 0 verwendet wird. Dennis (1977)
selbst empfiehlt abzubrechen, wenn die Bedingung39
‖Jη(ϑk+1)‖Σ ≤ δ1 oder
p
max
i=1
| < J iη(ϑk+1), η(ϑk+1)− y >Σ |∥∥J iη(ϑk+1)∥∥Σ ‖η(ϑk+1)− y‖Σ ≤ δ2
fu¨r gegebenes δ1 ≥ 0 und δ2 > 0 erfu¨llt ist. Fu¨r δ1 ra¨t er zu einem sehr kleinen Wert,
eventuell sogar δ1 = 0, da durch die erste Bedingung vor allem abgesichert werden soll,
37Im Fall B kann man im folgenden stets Σ durch Σ0 ersetzen.
38Im in ϑk+1 linearisierten Modell ist cos
2(φ) = R2Jη(ϑk+1),y−η(ϑk+1), das R
2-Anpassungsmaß fu¨r die
Residuen y − η(ϑk+1).
39Hierbei bezeichne J iη(ϑ
∗) = ∂η
∂ϑi
(ϑ∗) wieder den i-ten Spaltenvektor der Jacobi-Matrix Jη(ϑ
∗) ∈ RN×p.
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dass z.B. die zweite Gro¨ße u¨berhaupt in den verwendeten Gleitkommazahlen berechnet
werden kann. Bei 64-bit-Gleitkommazahlen (
”
double precision“) ra¨t er zu δ2 = 10
−6.
Bates u. Watts (1981, 1988) motivieren, basierend auf der Betrachtung von Konfiden-
zintervallen, siehe z.B. (2.22), die Wahl∥∥PJη(ϑk+1),Σ(y − η(ϑk+1))∥∥2Σ∥∥(IN − PJη(ϑk+1),Σ)(y − η(ϑk+1))∥∥2Σ ≤
N − p
p
δ
mit δ = 10−6. Diese Bedingung wird bei der nls-Funktion in R, Version 2.9.0, verwendet.
Weitere Abbruchkriterien bei Kleinste-Quadrate-Problemen werden in Dennis u. a.
(1981, Section 6), in Bates u. Watts (1988, Section 2.2.3) und in Seber u. Wild (1989,
Section 14.4) diskutiert. Einen guten Einblick in eine praktische Implementierung liefert
Gay (1990, Section 7).
Nicht behandelt haben wir in diesem Kapitel die Situation, dass Θ 6= Rp gilt. Dies kann
man in manchen Fa¨llen durch eine Parametertransformation verhindern, z.B. wird die
Bedingung ϑ1 > 0 durch die Parametertransformation ϑ˜1 = ln(ϑ1) automatisch erfu¨llt.
U¨blicher sind aber zum einen Penalty-Verfahren, bei denen die Zielfunktion abgea¨ndert
wird, so dass Parameterwerte außerhalb von Θ bestraft werden, und Barriere-Verfahren,
bei denen Parameterwerte zu nahe am Rand von Θ bestraft werden, oder zum anderen
Projektionsverfahren, bei denen die Suchrichtung entsprechend abgea¨ndert wird und die
Suchweite beschra¨nkt wird, so dass man innerhalb von Θ bleibt. Wir verweisen hierzu auf
die Literatur, z.B. Gill u. a. (1989, Chapter 5 und 6), Nocedal u. Wright (1999, Chapter
12) und Bertsekas (1999, Chapter 2 und 4).
Ferner finden die in den vergangenen Abschnitten behandelten Methoden fu¨r das nicht-
lineare Kleinste-Quadrate-Problem nur lokale Minima. Fu¨r Strategien zur Suche nach
dem globalen Minimum, bei denen man verhindern will, dass man eventuell nur in einem
lokalen Minimum landet, siehe etwa To¨rn u. Zˇilinskas (1989), Zhigljavsky u. Zˇilinskas
(2008) und den U¨bersichtsartikel Neumaier (2004). Eine verwandte Fragestellung ist die
Wahl geeigneter Startwerte ϑ0 im nichtlinearen Problem. Hinweise hierzu liefern Rat-
kowsky (1983, Chapter 8), Bates u. Watts (1988, Section 3.3) und Seber u. Wild (1989,
Section 15.2.1).
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4.1. Bayes-Risiko und a-posteriori-Maximierung
Wir betrachten zuerst ein etwas allgemeineres Modell als das, was wir im Abschnitt 1.2
vorgestellt haben, na¨mlich
PY |θ=ϑ = Pϑ
und
P θ = Q
fu¨r eine Familie {Pϑ : ϑ ∈ Θ} von W-Verteilungen auf1 (RN ,BN ), fu¨r einen Borelschen
Parameterraum Θ ∈ Bp und fu¨r eine a-priori-Verteilung Q auf (Rp,Bp) mit Tra¨ger
supp(Q) = Θ.
Speziell interessieren wir uns spa¨ter fu¨r den Fall
Pϑ = N (η(ϑ),Σ), (4.1)
Q = N (µ,B) (4.2)
mit bekannter positiv definiter Kovarianzmatrix Σ ∈ RN×N , bekanntem Parametervek-
tor µ ∈ Rp und bekannter positiv definiter Kovarianzmatrix B ∈ Rp×p und fu¨r eine
messbare Modellfunktion η : (Rp,Bp)→ (RN ,BN ).
Definition 4.1
Die bedingte Verteilung
Qy = P
θ|Y=y,
heißt a-posteriori-Verteilung fu¨r θ zur Beobachtung y.
Unter den gegebenen Bedingungen existiert Qy fu¨r P
Y -fast alle y ∈ RN , siehe z.B.
Witting (1985, Satz 1.122).
Sei im Folgenden fϑ : R
N → [0,∞) eine Lebesgue-Dichte von Pϑ fu¨r ϑ ∈ Θ, die
Abbildung (ϑ, y) 7→ fϑ(y) sei messbar und sei q eine ν-Dichte von Q fu¨r ein σ-endliches
Maß ν auf (Rp,Bp).
1Mit BN bezeichnen wir die Borelsche σ-Algebra im RN und fu¨r Θ ∈ Bp bezeichnen wir mit BpΘ die
Borelschen Teilmengen von Θ, d.h. BpΘ = {B ∈ Bp : B ⊆ Θ}.
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Lemma 4.2
a)
h : RN × Rp → R, h(y, ϑ) = fϑ(y) · q(ϑ)
ist eine λN ⊗ ν-Dichte von P (Y ,θ).
b) Bezeichne fu¨r y ∈ RN
h¯Q(y) =
∫
Θ
fϑ(y) · q(ϑ) dν(ϑ) ∈ [0,∞]
und
MQ = {y ∈ RN : 0 < h¯Q(y) <∞}.
Dann ist h¯Q eine Lebesgue-Dichte von P
Y und P (Y ∈ MQ) = 1 und setzt man
fu¨r y ∈MQ
qy : R
p → R, qy(ϑ) = h(y, ϑ)
h¯Q(y)
(und wa¨hlt man fu¨r y ∈ RN \MQ irgendeine ν-Dichte), dann ist qy (PY -fast sicher)
eine ν-Dichte der a-posteriori-Verteilung Qy.
Beweis: siehe Witting (1985, Hilfssatz 2.137)
Wir wollen ϑ ∈ Θ oder allgemeiner γ(ϑ) fu¨r eine messbare Funktion
γ : (Θ,BpΘ)→ (Γ,BsΓ)
mit Γ ∈ Bs scha¨tzen.
Definition 4.3
Zur Beurteilung der Gu¨te von Scha¨tzern sei eine Verlustfunktion
L : Γ×Θ→ R
gegeben, die nach oben oder nach unten beschra¨nkt sei und die fu¨r jeden Scha¨tzer δ :
(RN ,BN )→ (Γ,BsΓ) erfu¨llt, dass L(δ(·), ϑ) Borel-messbar fu¨r jedes ϑ ∈ Θ sei.
Beispiel 4.4
Beispiele fu¨r Verlustfunktionen, die im Folgenden eine Rolle spielen, sind
L(1) : Γ×Θ→ R, L(1)(z, ϑ) =
s∑
i=1
|zi − γi(ϑ)| (absoluter Verlust),
L(2) : Γ×Θ→ R, L(2)(z, ϑ) = ‖z − γ(ϑ)‖2 (quadratischer Verlust)
oder fu¨r α > 0
Lα : Γ×Θ→ R, Lα(z, ϑ) =
{− 1(2α)s , falls smaxi=1 |zi − γi(ϑ)| ≤ α,
0, sonst.
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Definition 4.5
Mit den obigen Voraussetzungen und Bezeichnungen heißt fu¨r δ : (RN ,BN ) → (Γ,BsΓ)
die Funktion
Lδ : Θ→ R, Lδ(ϑ) = E(L(δ(·), ϑ)|θ = ϑ) =
∫
RN
L(δ(y), ϑ))fϑ(y) dλ
N (y)
die Risiko-Funktion von δ bezu¨glich der Verlustfunktion L.
Ist ferner noch
Lδ : (Θ,BpΘ)→ (R,B1),
dann heißt
Lδ,Q = EQ(Lδ) =
∫
Θ
Lδ(ϑ) dQ(ϑ) =
∫
Θ
Lδ(ϑ)q(ϑ) dν(ϑ) ∈ R
das Bayes-Risiko von δ bezu¨glich der Verlustfunktion L und der a-priori-Verteilung Q.
Definition 4.6
Sei ∆ eine Menge von Scha¨tzern fu¨r γ(ϑ). Dann heißt δ∗ Bayes-Scha¨tzer in ∆ bezu¨glich
der Verlustfunktion L und der a-priori-Verteilung Q, falls
Lδ∗,Q = min
δ∈∆
Lδ,Q.
Sei im Folgenden die Verlustfunktion sogar produkt-messbar, d.h. es gilt
L : (Γ×Θ,BsΓ ⊗ BpΘ)→ (R, B1). (4.3)
Die Verlustfunktionen aus Beispiel 4.4 sind alle produkt-messbar. Die Produkt-Messbar-
keit (4.3) impliziert die bisherigen Messbarkeitsvoraussetzungen in Definition 4.3 und
4.5 und es gilt
Lδ,Q =
∫
Θ
Lδ dQ(ϑ) =
∫
Θ
∫
RN
L(δ(y), ϑ))fϑ(y) dλ
N (y) dQ(ϑ)
=
∫
RN
(∫
Θ
L(δ(y), ϑ))fϑ(y) dQ(ϑ)
)
dλN (y)
=
∫
RN
(∫
Θ
L(δ(y), ϑ)) dQy(ϑ)
)
h¯Q(y) dλ
N (y). (4.4)
Fu¨r den inneren Integranden des letzten Ausdrucks in (4.4) fu¨hrt man folgende Be-
zeichnung ein.
Definition 4.7
Zur Beobachtung y ∈MQ heißt
Lz,Qy = EQy(L(z, ·)) =
∫
Θ
L(z, ϑ) dQy(ϑ)
das a-posteriori-Risiko der Scha¨tzung z zur Verlustfunktion L und zur a-posteriori-
Verteilung Qy.
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Es gilt also mit (4.4) und Definition 4.7, dass
Lδ,Q =
∫
RN
Lδ(y),Qy h¯Q(y) dλ
N (y). (4.5)
Das nachfolgende Lemma, das aus der Darstellung (4.5) folgt, besagt im Wesentlichen,
dass man in der Klasse der Scha¨tzer den Bayes-Scha¨tzer punktweise u¨ber die Scha¨tzung
mit dem minimalen a-posteriori-Risiko erha¨lt.
Lemma 4.8
Sei L : (Γ × Θ,BsΓ ⊗ BpΘ) → (R, B1) messbar. Ist δ∗ : (RN ,BN ) → (Γ,BsΓ) und gilt fu¨r
PY -fast alle y ∈MQ, dass
Lδ∗(y),Qy = min
z∈Γ
Lz,Qy , (4.6)
dann ist δ∗ Bayes-Scha¨tzer in der Klasse
∆ = {δ : (RN ,BN )→ (Γ,BsΓ)}
aller Scha¨tzer.
Beweis: siehe Witting (1985, Satz 2.138a)
Satz 4.9
Sei Γ = Rs.
a) Gilt EQy(‖γ‖2) < ∞ fu¨r PY -fast alle y ∈ MQ, dann ist der Bayes-Scha¨tzer δ∗
bezu¨glich quadratischem Verlust L(2) in der Klasse der messbaren Scha¨tzer PY -
fast sicher durch
δ∗(y) = EQy(γ)
gegeben.
b) Sei EQy(‖γ‖) < ∞ fu¨r PY -fast alle y ∈ MQ und δ∗ : (RN ,BN ) → (Γ,BsΓ). Gilt
fu¨r PY -fast alle y ∈MQ und fu¨r i = 1, . . . , s, dass δ∗i (y) ein Median von Qyγi ist,
dem Bildmaß der a-posteriori-Verteilung Qy unter γi, dann ist δ
∗ Bayes-Scha¨tzer
bezu¨glich absolutem Verlust L(1) in der Klasse der messbaren Scha¨tzer.
Beweis:
a) Es gilt
Lz,Qy =
s∑
i=1
∫
Rs
(zi − γi(ϑ))2 dQy(ϑ) =
s∑
i=1
∫
R
(zi − ui)2 dQγiy (ui).
Das Minimum in (4.6) wird daher angenommen, falls zi = E[Q
γi
y ] = EQy(γi) fu¨r
i = 1, . . . , s. Zur Messbarkeit siehe Witting (1985, Satz 1.126).
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b) Es gilt
Lz,Qy =
s∑
i=1
∫
Rs
|zi − γi(ϑ)|dQy(ϑ) =
s∑
i=1
∫
R
|zi − ui|dQγiy (ui).
Das Minimum in (4.6) wird daher angenommen, falls zi ein Median von Q
γi
y fu¨r
i = 1, . . . , s ist.
Bemerkung 4.10
Will man ϑ ∈ Θ scha¨tzen und ist Θ 6= Rp nicht konvex, so kann man Satz 4.9 mit
der Injektion γ : Θ → Rp, γ(ϑ) = ϑ anwenden, hat dann aber das Problem, dass der
Erwartungswert und der Median eventuell nicht in Θ liegen. Beschra¨nkt man sich auf
die Klasse
∆ = {δ : (RN ,BN )→ (Θ,BpΘ)}
der messbaren Scha¨tzer mit Scha¨tzwerten in Θ, so hat man fu¨r die Verlustfunktion L(1)
das Minimierungsproblem
argmin
z∈Θ
s∑
i=1
∫
Rs
|zi − γ(ϑ)|dQy(ϑ)
bzw. fu¨r die Verlustfunktion L(2)
argmin
z∈Θ
∫
Rs
‖z − γ(ϑ)‖2 dQy(ϑ) (4.7)
zu lo¨sen. Einige theoretische U¨berlegungen fu¨r Probleme der Form (4.7) fu¨r a¨ußerst
spezielle Mannigfaltigkeiten Θ finden sich in Hendriks u. Landsman (1998).
Fu¨r unsere Betrachtungen zu den Verlustfunktionen Lα, α > 0, beno¨tigen wir den
folgenden Satz. Hierbei bezeichnen wir fu¨r x ∈ Rk und r > 0 mit Br(x) = {y ∈ Rk :
‖x− y‖ < r} den offenen Ball vom Radius r um x.
Satz 4.11
Fu¨r alle x ∈ Rk sei (Ei(x))i∈N eine Folge von Borelmengen im Rk. Ferner gebe es fu¨r
alle x ∈ Rk ein a = a(x) > 0 und eine Folge (ri)i∈N mit ri > 0 und limi→∞ ri = 0
und Ei(x) ⊆ Bri(x) und λk(Ei(x)) ≥ aλk(Bri(x)) fu¨r alle i ∈ N. Ist f : Rk → R
Lebesgue-integrierbar, dann gilt fu¨r λk-fast alle x ∈ Rk
f(x) = lim
i→∞
1
λ
k(Ei(x))
∫
Ei(x)
f(y) dλk(y)
Beweis: siehe Rudin (1987, Theorem 7.10)
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Sei ν = λp. Wir betrachten nun die Verlustfunktionen Lα und wollen γ(ϑ) = ϑ
scha¨tzen. Dann gilt fu¨r das a-posteriori-Risiko einer Scha¨tzung z bei a-priori-Verteilung
Q und Beobachtung y ∈MQ mit B1α(z) = {x ∈ Rp :
p
max
i=1
|zi − xi| ≤ α}
Lαz,Qy =
∫
Rp
Lα(z, ϑ) dQy(ϑ)
= − 1
(2α)p
∫
B1α(z)
qy(ϑ) dλ
p(ϑ) = − 1
λ
p(B1α(z))
∫
B1α(z)
qy(ϑ) dλ
p(ϑ);
insbesondere gilt nach Satz 4.11, dass (fu¨r fast alle z ∈ Rp)
lim
αց0
Lαz,Qy = −qy(z). (4.8)
Definition 4.12
Ein Scha¨tzer
δ∗ : (RN ,BN )→ (Θ,BpΘ)
mit
qy(δ
∗(y)) = max
z∈Rp
qy(z) fu¨r (P
Y -fast alle) y ∈ RN (4.9)
heißt Modalwert-Scha¨tzer.
Da PY -fast sicher supp(Qy) ⊂ supp(Q) = Θ gilt, folgt
max
z∈Rp
qy(z) = max
z∈Θ
qy(z),
d.h. man kann das Maximierungsproblem (4.9) auf Θ einschra¨nken. Der Modalwert-
scha¨tzer ist ein Analogon zum Maximum-Likelihood-Scha¨tzer und wegen (4.8) und (4.9)
gilt fu¨r kleines α > 0, dass das a-posteriori-Risiko des Modalwert-Scha¨tzers anna¨hernd
gleich dem a-posteriori-Risiko eines Bayes-Scha¨tzers zu Lα ist. In diesem Sinne kann man
also den Modalwert-Scha¨tzer approximativ als Bayes-Scha¨tzer zu einer Verlustfunktion
Lα fu¨r kleines α > 0 ansehen. Es gibt also eine große Belohnung, wenn man sehr nahe
am
”
wahren“ Parameterwert liegt, ansonsten gibt es keine Belohnung. Bettet man den
Raum der Verlustfunktionen zur Entscheidung z in den Raum der Distributionen ein, so
konvergiert Lα(z, ·) gegen die negative Dirac-Distribution in z, siehe Forster (1984, Satz
1, S. 177). Aufgrund dessen kann man dann den Modalwert-Scha¨tzer als Bayes-Scha¨tzer
bezu¨glich dieser
”
Verlustdistribution“ auffassen.
Bemerkung 4.13
Sei g : Rs → [0,∞) eine Lebesgue-integrierbare Funktion mit ∫
Rs
g(x) dλs(x) = 1 und
beschra¨nktem Tra¨ger. Die Folge der Verlustfunktionen Lα kann man bei obigen U¨berle-
gungen zum Modalwert-Scha¨tzer zumindest in den Punkten, in denen qy stetig ist, durch
die Verlustfunktionen
Lg,α : Γ×Θ→ R, Lg,α(z, ϑ) = − 1
αs
g ((ϑ− z)/α)
ersetzen, wie man ebenfalls unter Anwendung von Forster (1984, Satz 1, S. 177) sieht.
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4.2. Bayes-Scha¨tzung im linearen Modell
Seien B ∈ Rp×p und Σ ∈ RN×N symmetrisch und positiv definit, X ∈ RN×p, y0 ∈ RN ,
µ ∈ Rp und ϑ0 ∈ Rp bekannt. Wir betrachten hier das affin-lineare Modell
PY |θ=ϑ = N (η(ϑ),Σ),
P θ = N (µ,B) (4.10)
mit
η : Rp → RN , η(ϑ) = y0 +X · (ϑ− ϑ0), (4.11)
das zuerst von Lindley u. Smith (1972) untersucht wurde.
Lemma 4.14
Im affin-linearen Modell (4.10) und (4.11) gilt fu¨r die Verteilung von Y , dass
PY = N (X(µ− ϑ0) + y0,Σ+XBXT).
Bezeichne
b = XTΣ−1(y − y0 +Xϑ0) +B−1µ,
C = (XTΣ−1X +B−1)−1. (4.12)
Dann ist die a-posteriori-Verteilung fu¨r θ zur Beobachtung y gegeben durch
P θ|Y=y = N (Cb,C).
Beweis: siehe Lindley u. Smith (1972, Section 2)
Korollar 4.15
Im affin-linearen Modell (4.10) und (4.11) ist der Scha¨tzer
ϑ̂Bayes(Y ) = (X
TΣ−1X +B−1)−1
(
XTΣ−1(Y − y0 +Xϑ0) +B−1µ
)
(4.13)
zugleich der Modalwert-Scha¨tzer und der Bayes-Scha¨tzer bezu¨glich absolutem Verlust und
bezu¨glich quadratischem Verlust.
Aufgrund der Normalgleichungen folgt im Fall rg(X) = p
ϑ̂Bayes(Y ) = (X
TΣ−1X +B−1)−1
(
XTΣ−1Xϑ̂(Y ) +B−1µ
)
, (4.14)
bzw. im Fall rg(X) < p
ϑ̂Bayes(Y ) = (X
TΣ−1X +B−1)−1
(
XTΣ−1Xϑ̂MP (Y ) +B−1µ
)
,
d.h. der Bayes-Scha¨tzer ϑ̂Bayes(Y ) ist in diesem Sinne ein gewichtetes Mittel aus dem
Kleinste-Quadrate-Scha¨tzer ϑ̂(Y ) und dem Erwartungswert µ der a-priori-Verteilung.
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An Stelle der Formeln (4.12) und (4.13) sind einige alternative Formulierungen mo¨glich,
indemman z.B. die Sherman-Morrison-Woodbury-Formel verwendet, siehe Higham (2002,
Exercise 13.9), woraus
C = (XTΣ−1X +B−1)−1 = B −BXT(Σ +XBXT)−1XB (4.15)
folgt oder indem man
(XTΣ−1X +B−1)−1XTΣ−1 = BXT(Σ +XBXT)−1
verwendet. Dies fu¨hrt zu
ϑ̂Bayes(Y ) = (X
TΣ−1X +B−1)−1XTΣ−1(Y − y0)
+ (XTΣ−1X +B−1)−1XTΣ−1Xϑ0 + (XTΣ−1X +B−1)−1B−1µ
=(XTΣ−1X +B−1)−1(XTΣ−1(Y − y0) +B−1(µ− ϑ0)) + ϑ0 (4.16)
oder zu
ϑ̂Bayes(Y ) = (X
TΣ−1X +B−1)−1XTΣ−1(Y − y0 +Xϑ0)
− (XTΣ−1X +B−1)−1XTΣ−1Xµ+ µ
=BXT(Σ +XBXT)−1(Y − y0 +X(ϑ0 − µ)) + µ. (4.17)
Die letztgenannte Formel (4.17) hat dabei den Vorteil, auch noch den Bayes-Scha¨tzer im
affin-linearen Modell anzugeben, falls B nur positiv semidefinit ist.
Bemerkung 4.16
Es gilt folgendes Analogon zum Satz 2.2 von Gauß-Markov, wenn man die Normalvertei-
lungsannahmen im affin-linearen Modell zu folgenden Annahmen u¨ber die ersten beiden
Momente abschwa¨cht: Seien
E(Y |θ = ϑ) = η(ϑ),
D(Y |θ = ϑ) = Σ,
wobei η affin-linear gema¨ß (4.11) und Σ positiv definit seien, und θ ∼ Q mit
E(θ) = µ,
D(θ) = B,
wobei B positiv semidefinit sei. Wir wollen γ(ϑ) = Lϑ fu¨r L ∈ Rs×p. scha¨tzen und
betrachten die Klasse
∆ = {UY + b : U ∈ Rs×N , b ∈ Rs}
von affin-linearen Scha¨tzern fu¨r Lϑ. Betrachtet man nun zu einem Scha¨tzer δ : (RN ,BN )→
(Rs,Bs) statt der Risikofunktion zum quadratischen Verlust die Streumatrix Rδ um Lϑ,
d.h.
Rδ : R
p → Rp×p, Rδ(ϑ) = E
(
(δ(·)− Cϑ)(δ(·)− Cϑ)T|θ = ϑ),
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und die mittlere Streumatrix
Rδ,Q =
∫
Rp
Rδ(ϑ) dQ(ϑ),
dann gilt fu¨r
δ∗(Y ) = Cϑ̂Bayes(Y ) = C(BXT(Σ +XBXT)−1(Y − y0 +X(ϑ0 − µ)) + µ) ∈ ∆,
dass
Rδ∗,Q ≤L Rδ,Q fu¨r alle δ ∈ ∆;
insbesondere ist fu¨r jedes d ∈ Rs daher dTϑ̂Bayes(Y ) Bayes-Scha¨tzer fu¨r dTϑ bezu¨glich
quadratischen Verlusts in der Klasse der affin-linearen Scha¨tzer und damit ist auch
ϑ̂Bayes(Y ) Bayes-Scha¨tzer fu¨r ϑ bezu¨glich quadratischen Verlusts in der Klasse der affin-
linearen Scha¨tzer.
Bemerkung 4.17
Bilden die Verteilungen PY |θ=ϑ fu¨r ϑ ∈ Θ eine Exponentialfamilie und entspricht der
Parameterraum Θ dem natu¨rlichen Parameterraum und hat dieser nichtleeres Inne-
res, dann bildet die konjugierte Exponentialfamilie Π eine angenehme Klasse von a-
priori-Verteilungen auf dem Inneren des natu¨rlichen Parameterraums, denn fu¨r alle a-
priori-Verteilungen Q ∈ Π sind dann fu¨r PY -fast alle Beobachtungen y die a-posteriori-
Verteilungen Qy ∈ Π, siehe Lehmann u. Casella (1998, S. 244 f.), Witting (1985, Aufgabe
1.43) oder Robert (2007, Section 3.3).
Da im Fall des linearen Modells (4.10) und (4.11) die konjugierte Exponentialfamilie
ebenfalls von Normalverteilungen gebildet wird, macht dies die Angelegenheit so ein-
fach.2 Dies scheitert jedoch im nichtlinearen Modell, da der natu¨rliche Parameterraum
im Allgemeinen kein nichtleeres Inneres hat, vergleiche die Ausfu¨hrungen auf Seite 10.
4.3. Der Modalwert-Scha¨tzer im nichtlinearen Modell
Wir betrachten das Modell
PY |θ=ϑ = N (η(ϑ),Σ),
P θ = Q (4.18)
fu¨r eine a-priori-Verteilung Q auf (Rp,Bp) mit ν-Dichte q fu¨r ein σ-endliches Maß ν auf
(Rp,Bp) mit supp(Q) = Θ ⊆ Rp und eine Borel-messbare Modellfunktion η : (Θ,BpΘ)→
2Es gibt auch noch Varianten zu dem hier betrachteten linearen Modell, indem man etwa fu¨r die
Kovarianzmatrix von PY |θ=ϑ eine Zerlegung der Form Σ = σ2Σ0 annimmt und zusa¨tzlich a-priori-
Annahmen fu¨r den unbekannten Parameter σ2 trifft. Dies fu¨hrt zum
”
Normal-Gamma-Modell“, siehe
Pukelsheim (1993, Chapter 11) und Rencher u. Schaalje (2008, Chapter 11), bei dem die Theorie
ebenfalls entsprechend einfach ist. Die Wishart-Verteilung als a-priori-Verteilung fu¨r Σ−1 wird in
Lindley u. Smith (1972) behandelt.
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(RN ,BN ). Wir bezeichnen mit
fN (η(ϑ),Σ) : RN → R, fN (η(ϑ),Σ)(y) =
1√
(2π)N det(Σ)
exp
(
−1
2
‖y − η(ϑ)‖2Σ
)
eine Lebesgue-Dichte von N (η(ϑ),Σ). Dann gilt fu¨r die ν-Dichte qy der a-posteriori-
Verteilung Qy nach Lemma 4.2
qy(ϑ) =
1
h¯Q(y)
fN (η(ϑ),Σ)(y) · q(ϑ).
Ist η nichtlinear oder ist q keine Normalverteilungsdichte, so ist in der Regel qy nicht mehr
Lebesgue-Dichte einer Normalverteilung. Die Bestimmung des Bayes-Scha¨tzers bezu¨glich
quadratischen Verlusts erfordert dann die Bestimmung des Erwartungswerts von Qy, die
Bestimmung des Bayes-Scha¨tzers bezu¨glich absoluten Verlusts erfordert die Bestimmung
der Mediane der Randverteilungen von Qy. Beide Scha¨tzprobleme mu¨ssen daher meist
mit Methoden der numerischen Integration gelo¨st werden, auf die wir hier nicht eingehen
werden und fu¨r die wir auf Robert (2007, Chapter 6) fu¨r eine Einfu¨hrung aus Bayesscher
Sicht, auf Dahlquist u. Bjo¨rck (2008, Chapter 5) fu¨r eine Einfu¨hrung in deterministi-
sche Verfahren zur Integration und auf Mu¨ller-Gronbach u. a. (2010) fu¨r stochastische
Verfahren zur Integration verweisen.
Wir betrachten hier den Modalwert-Scha¨tzer, also zu gegebener Beobachtung y das
Maximierungsproblem
argmax
ϑ∈Θ
qy(ϑ). (4.19)
Wegen
ln
(
fN (η(ϑ),Σ)(y) · q(ϑ)
)
= −1
2
N ln(2π)− 1
2
ln(det(Σ))− 1
2
‖y − η(ϑ)‖2Σ + ln(q(ϑ))
ist das Maximierungsproblem (4.19) a¨quivalent zum Minimierungsproblem
argmin
ϑ∈Θ
‖y − η(ϑ)‖2Σ − 2 ln(q(ϑ)). (4.20)
Gilt speziell Θ = Rp und Q = N (µ,B), so wird das Minimierungsproblem (4.20) zu
argmin
ϑ∈Rp
‖y − η(ϑ)‖2Σ + ‖ϑ− µ‖2B . (4.21)
Ist Θ 6= Rp mit λp(Θ) > 0, so erscheint statt Q = N (µ,B) die bedingte Verteilung
Q˜ = Q(·|Θ) als a-priori-Verteilung plausibel. Fu¨r die Lebesgue-Dichte fQ˜ von Q˜ gilt
dann
fQ˜ : R
p → [0,∞), fQ˜(ϑ) =
{
1
Q(Θ) fN (µ,B)(ϑ), fu¨r ϑ ∈ Θ,
0, sonst.
Damit ergibt sich fu¨r den Modalwert-Scha¨tzer das Minimierungsproblem
argmin
ϑ∈Θ
‖y − η(ϑ)‖2Σ + ‖ϑ− µ‖2B .
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Gegenu¨ber dem Kleinste-Quadrate-Verfahren (2.15) tritt beim Modalwert-Scha¨tzpro-
blem noch der
”
Strafterm“ −2 ln(q(ϑ)) bzw. ‖ϑ− µ‖2B auf, der groß wird, falls die
Dichte q in ϑ klein bzw. falls ϑ weit von dem a-priori-Modalwert µ entfernt ist. Au-
ßerdem erkennt man, dass der Ansatz, Nichtwissen durch eine konstante a-priori-Dichte
zu modellieren, zum Least-Squares-Verfahren fu¨hrt, siehe hierzu auch Bemerkung 4.19.
Daher ist der Modalwert-Scha¨tzer in der Literatur auch als
”
penalized-least-Squares-
Scha¨tzer“ bzw. extended-weighted-least-Squares-Scha¨tzer bekannt, siehe auch Isen-
berg (1979).
Formal kann man bei einer Normalverteilung Q = N (µ,B) als a-priori-Verteilung das
Kleinste-Quadrate-Problem mit Strafterm (4.21) auch als Kleinste-Quadrate-Problem
auffassen, da
‖y − η(ϑ)‖2Σ + ‖ϑ− µ‖2B =
∥∥∥∥(yµ
)
−
(
η(ϑ)
ϑ
)∥∥∥∥2“
Σ 0
0 B
” . (4.22)
Es ergibt sich also das gleiche Minimierungsproblem wie bei der Kleinste-Quadrate-
Scha¨tzung in einem Modell aus Abschnitt 2.1.2 zu einer Modellfunktion η˜ mit η˜(ϑ) =(η(ϑ)
ϑ
)
, zu einer
”
Beobachtung“ y˜ =
(
y
µ
)
und zu einer Kovarianzmatrix Σ˜ =
(
Σ 0
0 B
)
.
In Fragen der Existenz und Eindeutigkeit ko¨nnen somit direkt die Resultate aus Ab-
schnitt 2.1.2 angewendet werden. Auch die entsprechenden Nichtlinearita¨tsmaße (vgl.
die Referenzen in Abschnitt 2.2.2) zu u¨bertragen bietet sich direkt an. Im na¨chsten Ka-
pitel diskutieren wir die Anwendung der numerischen Verfahren aus Abschnitt 3.2 und
weitere numerische Verfahren fu¨r die Minimierungsprobleme (4.20) und (4.21).
Bemerkung 4.18
Da
Jη˜(ϑ) =
(
Jη(ϑ)
Ip
)
,
gilt insbesondere rg(Jη˜(ϑ)) = p fu¨r alle ϑ ∈ Θ, d.h. es liegt ein regula¨res Modell vor,
auch wenn rg(Jη˜(ϑ)) < p ist. Dies ist auch der Grund, warum Anwender und Numeriker
unter dem Stichwort
”
Tichonov-Regularisierung“ das Minimierungsproblem
argmin
ϑ∈Θ
‖y − η(ϑ)‖2
durch das Minimierungsproblem
argmin
ϑ∈Θ
‖y − η(ϑ)‖2 + ‖ϑ− µ‖2B
mit µ = 0, B = τIp und τ > 0 ersetzen, siehe Bickel u. Li (2006), Eriksson u. a. (2005)
und Engl u. a. (1996).
Bemerkung 4.19
Um zu modellieren, dass man fu¨r bestimmte Parameterkomponenten keine Vorinfor-
mation hat, la¨sst man auch sogenannte uneigentliche a-priori-Verteilungen zu.3
3
”
A-priori-Maß“ wa¨re eine bessere Bezeichnung.
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Unterteilt man fu¨r s ∈ {0, . . . , p} etwa
θ = (θ(1),θ(2))
mit einer (Rs,Bs)-wertigen Zufallsvariablen θ(1) und einer (Rp−s,Bp−s)-wertigen Zufalls-
variablen θ(2), so ist mit µ1 ∈ Rs und positiv definiter Matrix B1 ∈ Rs×s
θ ∼ N (µ1, B1)⊗ λp−s
ein entsprechendes a-priori-Maß, das modellieren soll, dass man nur Vorinformationen
u¨ber die ersten s Komponenten des Parametervektors hat. Zu solchen a-priori-Maßen be-
trachtet man dann eine Folge von a-priori-Verteilungen, die zwar bezu¨glich der schwach-
∗-Topologie divergent ist, von der man aber hofft, dass die entsprechenden Bayes-Risiken
bzw. a-posteriori-Verteilungen konvergieren, siehe Witting (1985, S. 326).4
In unserem Fall wu¨rde man demgema¨ß als Lebesgue-Dichte qy der a-posteriori-Verteilung
den Grenzwert
qy(ϑ) = lim
n→∞
fN (η(ϑ),Σ)(y)fN (µ1,B1)(ϑ
(1))1[−n,n]p−s(ϑ(2))∫
Rp
fN (η(ϑ),Σ)(y)fN (µ1,B1)(ϑ(1))1[−n,n]p−s(ϑ(2)) dλ
p(ϑ)
=
fN (η(ϑ),Σ)(y)fN (µ1,B1)(ϑ
(1))∫
Rp
fN (η(ϑ),Σ)(y)fN (µ1,B1)(ϑ(1)) dλ
p(ϑ)
(4.23)
ansehen, falls das Integral im Nenner (fu¨r fast alle y ∈ RN ) endlich ist. Maximierung
der a-posteriori-Dichte fu¨hrt dann zu dem anschaulichen Minimierungsproblem
argmin
ϑ∈Θ
‖y − η(ϑ)‖2Σ + ‖ϑ(1) − µ1‖2B1 .
Allerdings hat zum einen dieses Konzept der
”
Uninformiertheit“ seine Schwa¨chen, da es
nicht invariant gegen Parametertransformationen ist, siehe Robert (2007, Section 1.5,
3.5 und Chapter 9) und Berger (1985, Section 3.3), zum anderen muss das Integral im
Nenner von (4.23) nicht endlich sein, wie man an dem Beispiel
η : R→ R, η(ϑ) =
√
ln(
√
2 + ϑ2),
Σ = 1, θ ∼ λ1 und beliebiges y ∈ R sieht.
4Mit den Bezeichnungen von Abschnitt 4.1 auf S. 99 geht man wie folgt vor: Ist ν ein σ-endliches Maß
auf (Rp,Bp) und das a-priori-Maß Q = g · ν ein nicht endliches Maß auf (Rp,Bp), so betrachtet man
eine Folge (νn)n∈N von endlichen Maßen νn = gn · ν mit limn→∞ gn(ϑ) = g(ϑ) fu¨r ν-fast alle ϑ ∈ Rp.
Die zugeho¨rigen a-priori-Verteilungen sind dann Qn =
1
νn(Rp)
· νn fu¨r n ∈ N. Existiert
qy(ϑ) = lim
n→∞
fϑ(y)gn(ϑ)R
Rp
fϑ(y)gn(ϑ) dν(ϑ)
fu¨r fast alle y ∈ RN , so heißt qy · ν die (limitierte) a-posteriori-Verteilung.
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4.4. Empirische Bayes-Scha¨tzung
Wir betrachten jetzt Modelle, in denen in der a-priori-Verteilung unbekannte Parameter
ξ und ρ auftreten.
Seien η : (Rp,Bp) → (RN ,BN ), ξ ∈ W ⊆ Rw, µ : (W,BwW ) → (Rp,Bp), Σ ∈ RN×N
symmetrisch und positiv definit, ρ ∈ V ⊆ Rv, und B : (V,BvV ) → (Rp×p,Bp×p) eine
Funktion mit Werten in den symmetrischen und positiv definiten Matrizen. Gegeben sei
das Modell5
PY |θ=ϑ = N (η(ϑ),Σ),
P θ = N (µ(ξ), B(ρ)). (4.24)
Das u¨bliche Vorgehen in einem solchen Modell besteht darin, die Lebesgue-Dichte der
Verteilung von Y zu bestimmen, d.h.
h¯Q(y) =
∫
Rp
fN (η(ϑ),Σ)(y) · fN (µ(ξ),B(ρ)(ϑ) dλp(ϑ).
Zu gegebener Beobachtung y werden anschließend hieraus Scha¨tzungen ξ̂(y) fu¨r ξ und
ρ̂(y) fu¨r ρ bestimmt, wobei meist die Maximum-Likelihood-Methode verwendet wird.
Anschließend ergibt sich die Scha¨tzung fu¨r ϑ gema¨ß dem Verfahren bei vollsta¨ndiger
a-priori-Information unter Verwendung der Scha¨tzungen µ̂ = µ(ξ̂(y)) und B̂ = B(ρ̂(y)).
Ein Problem besteht nun darin, daß im Allgemeinen die Integration in der Formel fu¨r
die Dichte h¯Q von Y nicht explizit lo¨sbar ist und nicht wie im linearen Modell die Dichte
einer Normalverteilung ist. Ein mo¨gliches Vorgehen im nichtlinearen Fall wa¨re nun, das
Integral fu¨r die Randdichte jeweils numerisch auszuwerten, z.B. mit einer Monte-Carlo-
Methode. Fu¨r die von uns anvisierten Anwendungen ist dieses Verfahren allerdings sehr
aufwendig, da hierbei fu¨r viele verschiedene ϑ-Werte η(ϑ) bestimmt werden muß, also
z.B. viele strukturelle Eigenwert-Probleme gelo¨st werden mu¨ssen. Wir werden uns im
Abschnitt 5.2 mit Alternativen bescha¨ftigen.
Wie in Lemma 4.14 bereits festgestellt, la¨sst sich im affin-linearen Fall, d.h. fu¨r
η : Rp → RN , η(ϑ) = y0 +X · (ϑ− ϑ0),
die Verteilung von Y explizit bestimmen, und man erha¨lt
PY = N (X(µ(ξ)− ϑ0) + y0,Σ+XB(ρ)XT). (4.25)
Mit einer Konstanten c ∈ R gilt somit fu¨r die zugeho¨rige Dichte h¯Q
−2 ln(h¯Q(y)) = c+ ln det(Σ +XB(ρ)XT)
+ (y − y0 +Xϑ0 −Xµ(ξ))T(Σ +XB(ρ)XT)−1(y − y0 +Xϑ0 −Xµ(ξ)).
5Ist η nur auf Θ ( Rp definiert, kann man wie im vorhergehenden Abschnitt stattdessen als a-priori-
Verteilung eine bedingte Normalverteilung betrachten.
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Man hat daher zu einer Beobachtung y das Minimierungsproblem
argmin
ξ∈W,ρ∈V
ln det(Σ +XB(ρ)XT) + ‖y − y0 +Xϑ0 −Xµ(ξ)‖2Σ+XB(ρ)XT
zu betrachten. Fu¨r solche Minimierungsprobleme wurden in der Varianzkomponenten-
analyse Verfahren entwickelt, siehe z.B. Rao u. Kleffe (1988) und Searle u. a. (1992). Hat
man hiermit Scha¨tzwerte ξ̂ = ξ̂(y) und ρ̂ = ρ̂(y) bestimmt, erha¨lt man im affin-linearen
Modell als Scha¨tzung fu¨r ϑ somit
ϑ̂EB(y) = (X
TΣ−1X +B−1(ρ̂))−1
(
XTΣ−1(y − y0 +Xϑ0) +B−1(ρ̂)µ(ξ̂)
)
(4.26)
=ϑ0 + (X
TΣ−1X +B−1(ρ̂))−1
(
XTΣ−1(y − y0) +B−1(ρ̂)(µ(ξ̂)− ϑ0)
)
. (4.27)
Fu¨r weitere Hintergru¨nde zur empirischen Bayes-Scha¨tzung verweisen wir auf Leh-
mann u. Casella (1998, Section 4.6), Berger (1985, Section 4.5) und Carlin u. Louis
(1996, Chapter 3).
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numerische Verfahren
Wir pra¨sentieren in diesem Kapitel numerische Verfahren zur Berechnung des Modalwert-
Scha¨tzers und der empirischen Bayes-Scha¨tzung im nichtlinearen Modell.
5.1. Numerische Verfahren fu¨r den Modalwert-Scha¨tzer
In diesem Abschnitt stellen wir Verfahren zur Bestimmung des Modalwert-Scha¨tzers im
nichtlinearen Modell (4.18) mit Θ = Rp vor, genauer zur Lo¨sung der Minimierungspro-
bleme1
argmin
ϑ∈Rp
‖y − η(ϑ)‖2Σ − 2 ln(q(ϑ)) (5.1)
bzw. spezieller
argmin
ϑ∈Rp
‖y − η(ϑ)‖2Σ + ‖ϑ− µ‖2B , (5.2)
vergleiche (4.20) und (4.21). Mit
Zy(ϑ) = ‖y − η(ϑ)‖2Σ − 2 ln(q(ϑ))
gilt dann fu¨r eine differenzierbare a-priori-Dichte q
gradTZy(ϑ) = 2JTη (ϑ)Σ
−1 (η(ϑ)− y)− 2 gradT(ln(q))(ϑ)
= 2JTη (ϑ)Σ
−1 (η(ϑ)− y)− 2
q(ϑ)
gradTq(ϑ)
und, wenn q zweimal differenzierbar ist, so gilt
HessZy(ϑ) = 2JTη (ϑ)Σ
−1Jη(ϑ) + 2Hη(ϑ)− 2Hess (ln(q))(ϑ)
= 2JTη (ϑ)Σ
−1Jη(ϑ) + 2
N∑
j=1
(
Σ−1 (η(ϑ)− y))
j
Hess ηj(ϑ)
+
2
q2(ϑ)
gradTq(ϑ) grad q(ϑ)− 2
q(ϑ)
Hess q(ϑ).
Fu¨r
W y(ϑ) = ‖y − η(ϑ)‖2Σ + ‖ϑ− µ‖2B
1Fu¨r Minimierungsprobleme mit eingeschra¨nktem Parameterbereich Θ ( Rp verweisen wir auf die
Anmerkungen auf S. 98.
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gilt
gradTW y(ϑ) = 2JTη (ϑ)Σ
−1 (η(ϑ)− y) + 2B−1(ϑ− µ) und
HessW y(ϑ) = 2B−1 + 2JTη (ϑ)Σ
−1Jη(ϑ) + 2
N∑
j=1
(
Σ−1 (η(ϑ)− y))
j
Hess ηj(ϑ).
5.1.1. Der Algorithmus von Collins u.a.
Ein Verfahren zur Lo¨sung des Minimierungsproblems (5.2) wurde von Collins u. a. (1974)
vorgeschlagen.
Die Idee des Verfahrens liegt darin, beginnend mit ϑ0 = µ und B0 = B im (k+1)-ten
Schritt die Modellfunktion in ϑk zu linearisieren, d.h.
lk : R
p → RN , lk(ϑ) = Jη(ϑk) · (ϑ− ϑk) + η(ϑk)
an Stelle von η zu verwenden. Hiermit wird dann das affin-lineare Modell
PY |θ=ϑ = N (lk(ϑ),Σ),
P θ = N (ϑk, Bk)
betrachtet und ϑk+1 auf den Mittelwert und Bk+1 auf die Kovarianzmatrix der a-
posteriori-Verteilung zur Beobachtung y gesetzt, d.h. die alte a-posteriori-Verteilung
wird die neue a-priori-Verteilung und fu¨r das neue Modell wird die Modellfunktion im
Punkt ϑk, der Bayes-Scha¨tzung im alten Modells, linearisiert. Dies wird fu¨r k = 0, 1, 2, . . .
fortgesetzt, bis Konvergenz eintritt. Nutzt man hierbei die Formeln (4.15) und (4.17),
so ergibt sich folgender Algorithmus, wie er von Collins u. a. (1974) formuliert wurde.
Algorithmus 5.1
Input: Σ ∈ RN×N positiv definit,
B ∈ Rp×p positiv semidefinit,
µ ∈ Rp, y ∈ RN ,
η : Rp → RN stetig differenzierbar,
Abbruchkriterium
Output: ϑ∗ ∈ Rp (Approximation der Minimumstelle von (5.2))
1. Setze k = 0, ϑ0 = µ, B0 = B.
2. Setze
ϑk+1 = ϑk +BkJ
T
η (ϑk)
(
Σ+ Jη(ϑk)BkJ
T
η (ϑk)
)−1
(y − η(ϑk)), (5.3)
Bk+1 = Bk −BkJTη (ϑk)
(
Σ+ Jη(ϑk)BkJ
T
η (ϑk)
)−1
Jη(ϑk)Bk. (5.4)
3. Falls das Abbruchkriterium erfu¨llt ist, dann STOP mit Output ϑ∗ = ϑk+1, anson-
sten setze k := k + 1 und gehe zu Schritt 2.
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Wir bezeichnen mit PSD(p) die Menge der positiv semidefiniten Matrizen aus Rp×p.
Sei rg(Jη(ϑ)) = p fu¨r alle ϑ ∈ Rp. Betrachtet man den zum Algorithmus 5.1 zugeho¨rigen
Prozess J = (G, D) mit D = Rp × PSD(p) und
G : D → D, G
(
ϑ
B
)
=
(
ϑ+BJTη (ϑ)
(
Σ+ Jη(ϑ)BJ
T
η (ϑ)
)−1
(y − η(ϑ))
B −BJTη (ϑ)
(
Σ+ Jη(ϑ)BJ
T
η (ϑ)
)−1
Jη(ϑ)B
)
,
dann folgt
G
(
ϑ
B
)
=
(
ϑ
B
)
⇐⇒ B = 0p×p,
d.h. es gibt in der Regel viele Fixpunkte
(
ϑ
B
)
des Prozesses, bei denen ϑ keine Lo¨sung
des Minimierungsproblems (5.2) ist. Ein weiteres Problem zeigt der folgende Satz.
Satz 5.2
Seien B ∈ Rp×p und Σ ∈ RN×N symmetrisch und positiv definit, y0 ∈ RN , µ ∈ Rp,
ϑ˜0 ∈ Rp, X ∈ RN×p mit rg(X) = p und
η : Rp → RN , η(ϑ) = y0 +X · (ϑ− ϑ˜0).
Dann gilt fu¨r den Algorithmus 5.1
lim
k→∞
ϑk = ϑ̂(y),
d.h. fu¨r alle y ∈ RN konvergiert die generierte Folge gegen die Kleinste-Quadrate-
Scha¨tzung.
Beweis: Wir nehmen o.B.d.A. ϑ˜0 = µ an, da man ansonsten y0 durch y˜0 = y0+X(µ−ϑ˜0)
ersetzt. Wegen (4.14) und (4.15) folgt mit der Kleinste-Quadrate-Scha¨tzung
ϑ̂(y) = ϑ0 + (X
TΣ−1X)−1XTΣ−1(y − y0),
dass
ϑk+1 = Bk+1(B
−1
k ϑk +X
TΣ−1Xϑˆ(y)),
Bk+1 = (B
−1
k +X
TΣ−1X)−1.
Damit gilt
Bk = (B
−1 + kXTΣ−1X)−1 k→∞−→ 0p×p,
ϑk = Bk(B
−1µ+ kXTΣ−1Xϑ̂(y)) (5.5)
=
(1
k
B−1 +XTΣ−1X
)−1(1
k
B−1µ+XTΣ−1Xϑ̂(y)
)
k→∞−→ ϑ̂(y).
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Der Algorithmus lo¨st also im affin-linearen Fall das falsche Minimierungsproblem!
Es gelten die Voraussetzungen von Satz 5.2 und es sei µ 6= ϑ̂(y). Wegen (5.5) gilt dann
∥∥ϑk+1 − ϑ̂(y)∥∥∥∥ϑk − ϑ̂(y)∥∥ =
∥∥∥( 1k+1B−1 +XTΣ−1X)−1 1k+1B−1(µ− ϑ̂(y))∥∥∥∥∥∥( 1kB−1 +XTΣ−1X)−1 1kB−1(µ− ϑ̂(y))∥∥∥
k→∞−→ 1,
d.h. es liegt nicht einmal lineare Konvergenz gegen die Kleinste-Quadrate-Scha¨tzung vor.
Es wird also weder das richtige Minimierungsproblem gelo¨st, noch ist der Algorithmus
aufgrund der schlechten Konvergenzordnung ein geeignetes Verfahren zur Lo¨sung des
Kleinste-Quadrate-Problems.
Bemerkung 5.3
Interessant ist ferner, dass dieses unerwu¨nschte Ergebnis auch noch gilt, falls man le-
diglich ϑk, k ∈ N0, gema¨ß (5.3) definiert und Bk ≡ B konstant la¨sst, d.h. mit ϑ0 = µ
induktiv
ϑk+1 = ϑk +BJ
T
η (ϑk)
(
Σ+ Jη(ϑk)BJ
T
η (ϑk)
)−1
(y − η(ϑk))
setzt, d.h. den 1-Schritt-Prozess J = (G,Rp) mit
G : Rp → Rp, G(ϑ) = ϑ+BJTη (ϑ)
(
Σ+ Jη(ϑ)BJ
T
η (ϑ)
)−1
(y − η(ϑ))
betrachtet. U¨bertra¨gt man (4.17) mit X = Jη(ϑ), y0 = η(ϑ), µ = ϑ und ϑ0 = ϑ, so gilt
G(ϑ) = (JTη (ϑ)Σ−1Jη(ϑ) +B−1)−1(JTη (ϑ)Σ−1(y − η(ϑ) + Jη(ϑ) · ϑ) +B−1ϑ).
Daher folgt
G(ϑ) = ϑ⇐⇒ (JTη (ϑ)Σ−1Jη(ϑ) +B−1)ϑ = (JTη (ϑ)Σ−1(y − η(ϑ) + Jη(ϑ) · ϑ) +B−1ϑ)
⇐⇒ JTη (ϑ)Σ−1(y − η(ϑ)) = 0p,
d.h. ϑ ist Fixpunkt von G genau dann, wenn gradTSη,y(ϑ) = 0p. Daher sind die Fixpunk-
te genau die stationa¨ren Punkte von Sη,y : Rp → R, Sη,y(ϑ) = ‖η(ϑ)− y‖2Σ. Es wird so-
mit bei Konvergenz auch hier das falsche Minimierungsproblem gelo¨st. Im affin-linearen
Fall kann man wieder Konvergenz gegen die Kleinste-Quadrate-Scha¨tzung zeigen. Unter
den Voraussetzungen von Satz 5.2 gilt
G(ϑ) = (XTΣ−1X +B−1)−1
(
XTΣ−1Xϑ̂(y) +B−1ϑ
)
,
vergleiche (4.14). Mit
A = (BXTΣ−1X + Ip)−1
folgt fu¨r k ∈ N0
ϑk = (A+A
2 + · · ·+Ak)BXTΣ−1Xϑ̂(y) +Akµ = (Ip −Ak)ϑ̂(y) +Akµ,
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da
ABXTΣ−1X = Ip −A.
Da B und XTΣ−1X positiv definit sind, hat das Produkt BXTΣ−1X nur positive Ei-
genwerte, siehe Huppert (1990, S. 192), A−1 nur Eigenwerte gro¨ßer als 1 und folglich A
nur Eigenwerte kleiner als 1, womit der Spektralradius ρ(A) kleiner als 1 ist. Daher gilt
limk→∞Ak = 0 und wieder
lim
k→∞
ϑk = ϑ̂(y).
Da ∥∥ϑk+1 − ϑ̂(y)∥∥∥∥ϑk − ϑ̂(y)∥∥ =
∥∥Ak+1(µ− ϑ̂(y))∥∥∥∥Ak(µ− ϑ̂(y))∥∥
und ρ(A) < 1, ist nach Satz 3.60 der Prozess G im affin-linearen Fall mit rg(X) = p
linear konvergent gegen die Kleinste-Quadrate-Scha¨tzung, so dass dieses abgewandelte
Verfahren selbst im affin-linearen Fall keine besonders gute Konvergenzrate zeigt und
daher wohl auch im Allgemeinen kein geeignetes Verfahren zur Bestimmung der Kleinste-
Quadrate-Scha¨tzung ist.
Die naheliegende Idee, die a-priori-Verteilung fest zu lassen und nur den Linearisie-
rungspunkt in jeder Iteration zu a¨ndern, verfolgen wir in Abschnitt 5.1.3.
5.1.2. Der Algorithmus von Friswell
Ein weiteres Verfahren zur Lo¨sung des Minimierungsproblems (5.2) stammt von Friswell
(1989), der zu den Startwerten ϑ0 = µ, B0 = B und D0 = 0p×N folgende Iterationsfor-
meln vorschlug, wobei wir hier Jk = Jη(ϑk) abku¨rzen:
ϑk+1 = ϑk + (BkJ
T
k −Dk)
(
JkBkJ
T
k − JkDk −DTk JTk +Σ
)−1
(y − η(ϑk)),
Bk+1 = Bk − (BkJTk −Dk)
(
JkBkJ
T
k − JkDk −DTk JTk +Σ
)−1
(BkJ
T
k −Dk)T,
Dk+1 = Dk − (BkJTk −Dk)
(
JkBkJ
T
k − JkDk −DTk JTk +Σ
)−1
(JkDk − Σ).
Diese Formeln kann man wie folgt interpretieren, siehe unsere Diskussion in Zehn u. a.
(1999). In der (k + 1)-ten Iteration linearisiert man wieder die Modellfunktion η in ϑk
und betrachtet
lk : R
p → RN , lk(ϑ) = Jη(ϑk) · (ϑ− ϑk) + η(ϑk).
Im Modell
P θ = N (ϑk, Bk),
P e = N (0N ,Σ) mit
Dk = −Cov(θ, e) = −E(θeT)
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mit θ und e gemeinsam normalverteilt und mit der Zufallsvariablen Y = lk(θ) + e gilt
ϑk+1 = E[P
θ|Y=y],
Bk+1 = D[P
θ|Y=y],
Dk+1 = −Cov[P (θ,e)|Y=y].
Man beachte ferner, dass
D(Y ) = Jη(ϑk)BkJ
T
η (ϑk)− Jη(ϑk)Dk −DTk JTη (ϑk) + Σ und
D[P e|Y=y] = Σ− (DTk JTk − Σ)(D(Y ))−1(JkDk − Σ) =: Σk+1,
gilt. Daher ist
D[P (θ,e)|Y=y] =
(
Bk+1 −Dk+1
−Dk+1 Σk+1
)
positiv semidefinit. Da Σk+1 ≤L Σ gilt, folgt leicht, dass auch(
Bk+1 −Dk+1
−Dk+1 Σ
)
positiv semidefinit ist.
Wir setzen
D =
{
(B,D) ∈ PSD(p)× Rp×N :
(
B −D
−D Σ
)}
∈ PSD(p+N)
und untersuchen den (aufgrund obiger U¨berlegung wohldefinierten) zugeho¨rigen Prozess
J = (G,Rp ×D) mit
G : Rp ×D → Rp ×D, G
ϑB
D
 =
 ϑ+ (BJTη (ϑ)−D)
(
Jη(ϑ)BJ
T
η (ϑ)− Jη(ϑ)D −DTJTη (ϑ) + Σ
)−1
(y − η(ϑ))
B − (BJTη (ϑ)−D)
(
Jη(ϑ)BJ
T
η (ϑ)− Jη(ϑ)D −DTJTη (ϑ) + Σ
)−1
(BJTη (ϑ)−D)T
D − (BJTη (ϑ)−D)
(
Jη(ϑ)BJ
T
η (ϑ)− Jη(ϑ)D −DTJTη (ϑ) + Σ
)−1
(Jη(ϑ)D − Σ)

auf Fixpunkte. Es gilt
G
ϑB
D
 =
ϑB
D
⇐⇒ BJTη (ϑ) = D.
Es gibt also in der Regel viele Fixpunkte
(
ϑ
B
D
)
des Prozesses, bei denen ϑ keine Lo¨sung
des Minimierungsproblems (5.2) ist.
Im affin-linearen Modell verha¨lt sich das Verfahren allerdings gut und es wird nach
einem Schritt der Modalwertscha¨tzer bestimmt.
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Satz 5.4
Seien Σ ∈ RN×N symmetrisch und positiv definit und B ∈ Rp×p symmetrisch und positiv
semidefinit, y0 ∈ RN , µ ∈ Rp, ϑ˜0 ∈ Rp, X ∈ RN×p und
η : Rp → RN , η(ϑ) = y0 +X · (ϑ− ϑ˜0).
Dann gilt fu¨r die vom Verfahren von Friswell erzeugte Folge (ϑk)k∈N0 mit Startwerten
ϑ0 = µ, B0 = B und D0 = 0p×N
ϑk = ϑ̂Bayes(y) = µ+BX
T(Σ +XBXT)−1(y − y0 +X(ϑ˜0 − µ)) fu¨r k ≥ 1.
Beweis: Es gilt
ϑ1 = ϑ̂Bayes(y) = µ+BX
T(Σ +XBXT)−1(y − y0 +X(ϑ˜0 − µ))
D1 = BX
T
(
XBXT +Σ
)−1
Σ
B1 = B −BXT
(
XBXT +Σ
)−1
XB
und damit B1X
T −D1 = 0p×N . Somit folgt ϑ2 = ϑ1, B2 = B1 und D2 = D1 und daher
die Behauptung.
Bemerkung 5.5
Im linearen Fall terminiert also das Iterationsverfahren nach dem 2. Schritt. Man kann
also hoffen, dass bei fast-linearen Modellen schnelle Konvergenz eintritt. Die Tatsache,
dass es viele Fixpunkte des Prozesses gibt, die nicht Lo¨sung des gewu¨nschten Minimie-
rungsproblems sind, ist jedoch bedenklich. Wir werden im Abschnitt 5.1.6 an einem
einfachen Beispiel sehen, dass das Verfahren sehr ungu¨nstige Eigenschaften zeigt.
5.1.3. Ein Algorithmus basierend auf dem Gauß-Newton-Verfahren
Wir untersuchen nun, wie am Ende des Abschnitts 5.1.1 angesprochen, die neue Idee,
ausgehend von ϑ0 = µ im (k + 1)-ten Schritt das Modell in ϑk zu linearisieren und
fu¨r ϑk+1 die Bayes-Scha¨tzung zur originalen a-priori-Verteilung im linearisierten Modell
zu wa¨hlen, d.h. anders als bei den bisherigen Verfahren in diesem Kapitel die a-priori-
Verteilung im gesamten Verfahren fix zu lassen. Wir betrachten also im (k+1)-ten Schritt
das Modell
PY |θ=ϑ = N (lk(ϑ),Σ),
P θ = N (µ,B)
und setzen ϑk+1 auf die Bayes-Scha¨tzung in diesem Modell zur Beobachtung y. Es ergibt
sich mit ϑ0 = µ nach (4.17)
ϑk+1 = µ+BJ
T
η (ϑk)
(
Σ+ Jη(ϑk)BJ
T
η (ϑk)
)−1
(y − η(ϑk) + Jη(ϑk)(ϑk − µ)) (5.6)
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bzw. a¨quivalent, vergleiche (4.16),
ϑk+1 = ϑk + (J
T
η (ϑk)Σ
−1Jη(ϑk) +B−1)−1
(
JTη (ϑk)Σ
−1(y − η(ϑk)) +B−1(µ− ϑk)
)
.
(5.7)
Es zeigt sich der folgende u¨berraschende Zusammenhang mit dem Gauß-Newton-
Verfahren, wenn wir (4.22) verwenden.
Verwendet man das Gauß-Newton-Verfahren ohne Liniensuche (Algorithmus 3.40) fu¨r
W y(ϑ) =
∥∥∥∥(yµ
)
−
(
η(θ)
θ
)∥∥∥∥2“
Σ 0
0 B
” = ‖y˜ − η˜(ϑ)‖2Σ˜ ,
wobei wir wieder η˜(ϑ) =
(η(ϑ)
ϑ
)
, y˜ =
(
y
µ
)
und Σ˜ =
(
Σ 0
0 B
)
setzen, so ergibt sich mit
dk = −(JTη˜ (ϑk)Σ˜−1Jη˜(ϑk))−1JTη˜ (ϑk)Σ˜−1 (η˜(ϑk)− y)
= −(JTη (ϑk)Σ−1Jη(ϑk) +B−1)−1
(
JTη (ϑk)Σ
−1(η(ϑk)− y) +B−1(ϑk − µ)
)
(5.8)
ϑk+1 = ϑk+dk = ϑk+(J
T
η (ϑk)Σ
−1Jη(ϑk)+B−1)−1
(
JTη (ϑk)Σ
−1(y−η(ϑk))+B−1(µ−ϑk)
)
.
Daher stimmen die Iterationsvorschriften (5.6) bzw. (5.7) mit dem Gauß-Newton-Ver-
fahren fu¨r W y(ϑ) = ‖y˜ − η˜(ϑ)‖2
Σ˜
u¨berein!
5.1.4. Der Algorithmus von Pa´zman
Zur numerischen Berechnung des Modalwert-Scha¨tzers hat Pa´zman (1992, 1993), ein
Verfahren vorgeschlagen, das sich wie folgt motivieren la¨sst:
Zum einen wird im (k + 1)-ten Schritt wie z.B. beim Gauß-Newton-Verfahren (siehe
Bemerkung 3.42) η durch die Linearisierung lk ersetzt, so dass Z
y durch Zyk mit
Zyk (ϑ) = ‖y − lk(ϑ)‖2Σ − 2 ln(q(ϑ))
approximiert wird und zum anderen wird in der Gleichung
gradTZyk (ϑ) = 0p ⇐⇒ JTη (ϑ)Σ−1 (lk(ϑ)− y) = gradT(ln(q))(ϑ) (5.9)
die rechte Seite durch den Wert in ϑk ersetzt, d.h.
JTη (ϑ)Σ
−1 (lk(ϑ)− y) = gradT(ln(q))(ϑk)
betrachtet. Dieses lineare Gleichungssystem fu¨r ϑ wird von ϑk+1 = ϑk + dk mit
dk = (J
T
η (ϑk)Σ
−1Jη(ϑk))−1
(
JTη (ϑk)Σ
−1(y − η(ϑk)) + gradT(ln(q))(ϑk)
)
gelo¨st, falls rg(JTη (ϑk)) = p.
Insgesamt ergibt sich folgender Algorithmus.
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Algorithmus 5.6
Input: Σ ∈ RN×N positiv definit,
q : Rp → R differenzierbar,
y ∈ RN , Startpunkt ϑ0
η : Rp → RN stetig differenzierbar,
Abbruchkriterium
Output: ϑ∗ ∈ Rp (Approximation der Minimumstelle von (5.2))
1. Setze k = 0.
2. Lo¨se das lineare Gleichungssystem
JTη (ϑk)Σ
−1Jη(ϑk)dk = JTη (ϑk)Σ
−1(y − η(ϑk) + gradT(ln(q))(ϑk) (5.10)
fu¨r dk und setze ϑk+1 = ϑk + dk.
3. Falls das Abbruchkriterium erfu¨llt ist, dann STOP mit Output ϑ∗ = ϑk+1, anson-
sten setze k := k + 1 und gehe zu Schritt 2.
Pa´zman schla¨gt ferner vor, dieses Verfahren nach Schritt 2 um eine Liniensuche zu
erga¨nzen, d.h. anstatt ϑk+1 = ϑk + dk zu setzen, bestimmt man λk durch eine (event.
inexakte) Liniensuche zu Zy in ϑk mit Suchrichtung dk und setzt ϑk+1 = ϑk + λkdk.
Wir untersuchen nun den zugeho¨rigen Prozess J = (G,Rp) mit
G : Rp → Rp, G(ϑ) = ϑ+ (JTη (ϑ)Σ−1Jη(ϑ))−1
(
JTη (ϑ)Σ
−1(y − η(ϑ)) + gradT(ln(q))(ϑ)
)
.
Es gilt
G(ϑ) = ϑ⇐⇒ gradTZy(ϑ) = 2JTη (ϑ)Σ−1 (η(ϑ)− y)− 2 gradT(ln(q))(ϑ) = 0p,
und die Fixpunkte des Prozesses sind somit genau die stationa¨ren Punkte von Zy. Fer-
ner bestimmen wir analog zu Satz 3.63 die lokalen Konvergenzeigenschaften. Fu¨r die
Ableitung von G gilt fu¨r l ∈ {1, . . . , p} wegen Korollar 3.62
∂
∂ϑl
G(ϑ) = el −
(
JTη (ϑ)Σ
−1Jη(ϑ)
)−1 (1
2
HessZy(ϑ)
)
l
+
(
JTη (ϑ)Σ
−1Jη(ϑ)
)−1
cl(ϑ)
mit
cl(ϑ) =
∂
∂ϑl
(
JTη (ϑ)Σ
−1Jη(ϑ)
) (
JTη (ϑ)Σ
−1Jη(ϑ)
)−1 1
2
gradZy(ϑ),
wobei
(
1
2HessZ
y(ϑ)
)
l
die l-te Spalte von 12HessZ
y(ϑ) bezeichne. Fu¨r stationa¨re Punkte
ϑ∗ von Zy(ϑ) folgt daher
JG(ϑ∗) = −
(
JTη (ϑ
∗)Σ−1Jη(ϑ∗)
)−1 (
Hη(ϑ
∗)−Hess (ln(q))(ϑ∗)).
Gilt ρ (JG(ϑ∗)) < 1, dann ist nach Satz 3.60 ϑ∗ Attraktorpunkt des Prozesses J , der
Prozess ist linear konvergent und der Quotientenkonvergenzfaktor betra¨gt bestenfalls
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ρ (JG(ϑ∗)). In der Regel wird daher nur dann lineare Konvergenz eintreten, falls ln(q)
und η nicht zu stark nichtlinear in ϑ sind. Zudem ist ρ (JG(ϑ∗)) = 0 eine notwen-
dige Bedingung dafu¨r, dass der Prozess superlinear konvergent ist, was in der Regel
nur dann gegeben ist, wenn η und ln(q) linear in ϑ sind und daher Hη(ϑ
∗) = 0p×p
Hess (ln(q))(ϑ∗) = 0p×p.
Im Fall q = fN (µ,B), d.h. zur Lo¨sung des Minimierungsproblems (5.2), ergibt sich
speziell
dk = (J
T
η (ϑ)Σ
−1Jη(ϑ))−1(JTη (ϑ)Σ
−1(y − η(ϑk)) +B−1(µ− ϑk)).
Im Unterschied zum Algorithmus basierend auf dem Gauß-Newton-Verfahren ist der
erste Term (JTη (ϑ)Σ
−1Jη(ϑ))−1 statt (JTη (ϑk)Σ−1Jη(ϑk) +B−1)−1. In diesem Fall kann
man die Gleichung (5.9) direkt nach ϑ auflo¨sen und daher auf das Einsetzen des aktuellen
Punktes verzichten. Dies liefert dann wieder die Formeln des Gauß-Newton-Verfahrens.
Wir wollen im Fall q = fN (µ,B) noch ferner das lokale Konvergenzverhalten des Algo-
rithmus von Pa´zman untersuchen. Es ergibt sich dann
JG(ϑ∗) = −
(
JTη (ϑ
∗)Σ−1Jη(ϑ∗)
)−1 (
Hη(ϑ
∗) +B−1
)
,
wa¨hrend sich fu¨r den Prozess J˜ = (G˜,Rp) basierend auf dem Gauß-Newton-Verfahren,
siehe Abschnitt 5.1.3, mit Satz 3.63
JG˜(ϑ
∗) = −
(
JTη˜ (ϑ
∗)Σ˜−1Jη˜(ϑ∗)
)−1
Hη˜(ϑ
∗) = − (JTη (ϑ∗)Σ−1Jη(ϑ∗) +B−1)−1Hη(ϑ∗)
ergibt. In der Regel wird daher der Prozess basierend auf dem Gauß-Newton-Verfahren
bessere Konvergenzeigenschaften zeigen, weil der asymptotische Wurzelkonvergenzfaktor
kleiner ist.
5.1.5. Weitere Verfahren und Abbruchkriterien
Eine naheliegende Alternative zur Minimierung von Zy oderW y besteht darin, ein Quasi-
Newton-Verfahren aus Abschnitt 3.2.3 zu verwenden, z.B. das BFGS-Verfahren. Im Fall
des Minimierungsproblems W y bietet sich durch die Schreibweise (4.22) als Kleinste-
Quadrate-Problem speziell der Algorithmus NL2SOL von Dennis u. a. (1981) an, siehe
S. 95. Aber auch im Fall von Zy ist je nach Art der a-priori-Dichte q eine Kombination aus
der Gauß-Newton-Idee und Quasi-Newton-Verfahren interessant, z.B. ko¨nnte man bei
leichter Verfu¨gbarkeit der Hesse-Matrix von ln(q) nur fu¨r ‖y − η(ϑ)‖2Σ eine Gauß-Newton-
Approximation fu¨r die Hesse-Matrix vornehmen. Oder man nimmt fu¨r die Hesse-Matrix
von ln(q) eine Quasi-Newton-Approximation, also mittels einer Sekantenmethode, vor
und koppelt diese mit einer Gauß-Newton-Approximation zu ‖y − η(ϑ)‖2Σ.
Wir schließen hiermit die Vorstellung einiger Verfahren ab und geben noch die U¨bertra-
gung der Abbruchbedingung gema¨ß des Orthogonalita¨tskriteriums aus Abschnitt 3.2.4
an.
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In der augenblicklichen Problemstellung der Minimierung von W y wu¨rde man also mes-
sen, welchen Winkel φ das
”
Residuum“ y˜− η˜(ϑk+1) zur Tangentialebene Bild(Jη˜(ϑk+1))
hat, und bei einem Winkel nahe π/2 abbrechen. Da in dem von <,>Σ˜-induzierten Hil-
bertraum
cos2(φ) =
∥∥PJη˜(ϑk+1),Σ˜(η˜(ϑk+1)− y˜)∥∥2Σ˜
‖η˜(ϑk+1)− y˜‖Σ˜
=
∥∥PJη˜(ϑk+1),Σ˜(η˜(ϑk+1)− y˜)∥∥2Σ˜
‖y − η(ϑ)‖2Σ + ‖ϑ− µ‖2B
gilt, wu¨rde man also entsprechend wieder bei cos2(φ) ≤ δ fu¨r ein vorher festgelegtes
δ > 0 abbrechen. Hierbei gilt
PJη˜(ϑk+1),Σ˜ =
(
Jη(ϑk+1)
Ip
)(
(JTη (ϑk+1), Ip)
(
Σ−1 0
0 B−1
)(
Jη(ϑk+1)
Ip
))−1
· (JTη (ϑk+1), Ip)
(
Σ−1 0
0 B−1
)
=
(
Jη(ϑk+1)A(ϑk+1)J
T
η (ϑk+1)Σ
−1 Jη(ϑk+1)A(ϑk+1)B−1
A(ϑk+1)J
T
η (ϑk+1)Σ
−1 A(ϑk+1)B−1
)
mit der Abku¨rzung
A(ϑk+1) =
(
JTη (ϑk+1)Σ
−1Jη(ϑk+1) +B−1
)−1
.
Daraus erhalten wir
PJη˜ ,Σ˜(η˜(ϑk+1)− y˜) =
(
Jη(ϑk+1)A(ϑk+1)
(
JTη (ϑk+1)Σ
−1(η(ϑk+1)− y) +B−1(ϑk+1 − µ)
)
A(ϑk+1)
(
JTη (ϑk+1)Σ
−1(η(ϑk+1)− y) +B−1(ϑk+1 − µ)
) )
=
(−Jη(ϑk+1)dk+1
−dk+1
)
,
wobei
dk+1 = −(JTη (ϑk+1)Σ−1Jη(ϑk+1)+B−1)−1
(
JTη (ϑk+1)Σ
−1(η(ϑk+1)−y)+B−1(ϑk+1−µ)
)
die Suchrichtung aus dem (k+2)-ten Schritt des Algorithmus basierend auf dem Gauß-
Newton-Verfahren ist, siehe (5.8). Insgesamt ergibt sich damit
cos2(φ) =
‖Jη(ϑk+1)dk+1‖2Σ + ‖dk+1‖2B
‖η(ϑk+1)− y‖2Σ + ‖ϑk+1 − µ‖2B
.
Somit ist dieses Kriterium wie geschaffen fu¨r den Algorithmus basierend auf dem Gauß-
Newton-Verfahren, da alle Gro¨ßen leicht zur Verfu¨gung stehen.
Auch die Kriterien von Dennis (1977) und Bates u. Watts (1981, 1988), siehe Ab-
schnitt 3.2.4, u¨bertragen sich entsprechend.
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5.1.6. Vergleich der Verfahren in einem nichtlinearen Fall
Wir untersuchen die besprochenen Algorithmen an einem einfachen nichtlinearen Modell,
das wir bereits in Abschnitt 1.3.1 und Abschnitt 1.4 angesprochen haben:
PY |θ=ϑ = N (η(ϑ), σ20IN ),
P θ = N (µ, 1) (5.11)
mit
η : R→ RN , η(ϑ) = 1
2
1N ϑ
2,
σ20 > 0 bekannt und µ ∈ R bekannt.
Mit
gs,t,µ : R→ R, gs,t,µ(ϑ) = exp
(
− 1
8s
ϑ4 +
( t
2s
− 1
2
)ϑ2 + µϑ
)
ergibt sich fu¨r die Dichte qy der a-posteriori-Verteilung
qy : R→ R, qy(ϑ) = 1∫
R
gσ20/N,y¯,µ(ϑ) dλ
1(ϑ)
gσ20/N,y¯,µ(ϑ).
Hierbei bezeichnet y¯ = 1N
∑N
i=1 yi den empirischen Mittelwert von y ∈ RN . Fu¨r eine
Beobachtung y mit y¯ = 1, fu¨r µ = 1 und fu¨r einige Werte von σ20/N sind die zugeho¨rigen
a-posteriori-Dichten qϑ in Abbildung 5.1 dargestellt. Die Dichten sind linksschief und
zum Teil sogar mehrgipflig (σ20/N = 0.1, 0.2), was sich auch dadurch ausdru¨ckt, dass
Median und Erwartungswert kleiner als der Modalwert der Dichte sind.
Ha¨tte man keine a-priori-Annahme fu¨r den unbekannten Parameter, so wu¨rde man im
klassischen Modell die Parametertransformation β = ϑ2 vornehmen und ha¨tte ein linea-
res Modell und die Kleinste-Quadrate-Scha¨tzung β̂(y) = 2y¯ fu¨r β. Da die Modellfunktion
nicht injektiv ist, ist der zugeho¨rige ϑ-Wert nicht eindeutig bestimmt und es ergeben sich
fu¨r eine Kleinste-Quadrate-Scha¨tzung von ϑ die beiden mo¨glichen Werte ϑ̂(y) = ±√2y¯.
Fu¨hrt man hingegen in unserem Modell mit a-priori-Annahme diese Parametertransfor-
mation durch, so muss man die a-priori-Verteilung ebenfalls entsprechend transformieren
und es ergibt sich als transformierte a-priori-Verteilung eine nicht-zentrale χ2-Verteilung
mit Nichtzentralita¨tsparameter µ2 und einem Freiheitsgrad ergeben. Die Transformation
in ein lineares Modell wird also durch eine kompliziertere a-priori-Verteilung erkauft und
wir betrachten deshalb das Modell (5.11).
In Abbildung 5.2 sind die Ergebnisse der besprochenen Algorithmen fu¨r eine Beobach-
tung y mit y¯ = 1 in Abha¨ngigkeit von σ20/N aufgetragen.
Das Ergebnisse des Verfahrens von Collins u. a. (1974) stimmen auch in diesem nichtli-
nearen Modell stets mit einer Kleinste-Quadrate-Scha¨tzung u¨berein, hier konvergiert das
Verfahren jeweils gegen den Wert ϑ =
√
2. Zudem ist die Konvergenz a¨ußerst langsam.
Ein a¨ußerst unangenehmes Verhalten zeigt sich beim Scha¨tzer von Friswell: Zum einen
sind im Bereich 0.25 < σ20/N < 0.75 große Stabilita¨tsprobleme zu erkennen. Die Rech-
nungen wurden dabei mit unterschiedlichen Abbruchkriterien und unterschiedlichen Ge-
nauigkeiten (mit bis zu 50-stelligen Rechnungen im Dezimalsystem) vollzogen und es
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Abbildung 5.1.: Dichten der a-posteriori-Verteilung im Modell (5.11) mit y¯ = 1, µ = 1
und fu¨r σ20/N = 0.1 (fett), 0.3, 1, 3, 10 (gepunktet)
zeigte sich jedes Mal das gleiche Bild. Zum anderen ist das Verhalten fu¨r σ20/N → 0
nicht gema¨ß des Verhaltens des Modalwertes.
In Abbildung 5.3 finden sich noch weitere Rechnungen fu¨r σ20/N = 0.5 bzw. σ
2
0/N =
0.25 und jeweils variablem µ. Wieder zeigen sich große Probleme. Daher ko¨nnen wir
das Verfahren von Friswell nicht empfehlen. Der Algorithmus basierend auf dem Gauß-
Newton-Verfahren und das Verfahren von Pa´zman liefern beide in allen Fa¨llen den Mo-
dalwert.
Ferner sind noch die Scha¨tzungen aufgetragen, die man erha¨lt, wenn man den Median
der a-posteriori-Verteilung berechnet, der optimal bezu¨glich des absoluten Fehlers ist,
und die Scha¨tzungen, die man erha¨lt, wenn man den Erwartungswert der a-posteriori-
Verteilung berechnet, der optimal bezu¨glich des quadratischen Fehlers ist. Diese sind
numerisch allerdings deutlich schwerer zu bestimmen. In der folgenden Tabelle haben wir
noch die Anzahl der no¨tigen Iterationen angegeben, die fu¨r den Algorithmus basierend
auf dem Gauß-Newton-Verfahren (GN) und fu¨r das Verfahren von Pa´zman no¨tig waren,
um eine bestimmte Genauigkeit zu erzielen: Zu einer Beobachtung y mit y¯ = 1 und fu¨r
µ = 0.25, 0.50, . . . , 2.00 ist jeweils
min{k : |ϑk − ϑ̂Modal(y)| < 10−7}
angegeben, wobei ϑ̂Modal(y) die Modalwert-Scha¨tzung fu¨r σ
2
0/N = 0.1, fu¨r σ
2
0/N = 0.25,
fu¨r σ20/N = 0.5 und fu¨r σ
2
0 = 1 ist.
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Abbildung 5.2.: Median, Erwartungswert und Modalwert der a-posteriori-Verteilung im
Modell (5.11) mit y¯ = 1 und µ = 1 in Abha¨ngigkeit von σ20/N und
Ergebnisse des Verfahrens von Collins und des Verfahrens von Friswell;
die Verfahren von Pazman, das Verfahren basierend auf Gauß-Newton
und ein BFGS-Verfahren liefern jeweils den Modalwert
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Abbildung 5.3.: Modalwert der a-posteriori-Verteilung (gepunktet) im Modell (5.11) und
Ergebnisse des Verfahrens von Friswell (durchgezogen) mit y¯ = 1 und
σ20/N = 0.5 (oben) bzw. σ
2
0/N = 0.25 (unten) jeweils in Abha¨ngigkeit
von µ
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σ20/N = 0.1:
µ 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
GN 7 6 6 5 4 3 4 5
Pa´zman 7 6 6 5 5 5 6 6
σ20/N = 0.25:
µ 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
GN 8 7 6 5 4 3 5 5
Pa´zman 8 7 7 7 7 7 7 8
σ20/N = 0.5:
µ 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
GN 12 9 6 5 4 3 5 6
Pa´zman 9 9 9 10 10 10 11 11
σ20/N = 1:
µ 0.25 0.50 0.75 1.00 1.25 1.50 1.75 2.00
GN 19 12 8 6 4 3 5 6
Pa´zman 24 23 21 22 21 20 21 21
Der Algorithmus basierend auf dem Gauß-Newton-Verfahren erzielt hierbei in der
Regel deutlich schneller die gewu¨nschte Genauigkeit, so dass wir dem Algorithmus von
Pa´zman auch keine Empfehlung aussprechen. Das verwendete BFGS-Verfahren und das
Gauß-Newton-Verfahren beno¨tigen jeweils fast identische Schrittanzahlen.
5.2. Numerische Verfahren zur Empirischen Bayes-Scha¨tzung
Seien η : (Rp,Bp) → (RN ,BN ), ξ ∈ W ⊆ Rw, µ : (W,BwW ) → (Rp,Bp), Σ ∈ RN×N sym-
metrisch und positiv definit, ρ ∈ V ⊆ Rv und B : (V,BvV )→ (Rp×p,Bp×p) eine Funktion
mit Werten in den symmetrischen und positiv definiten Matrizen. Wir betrachten hier
zwei neue Verfahren zur approximativen Berechnung der empirischen Bayes-Scha¨tzung
im Modell aus Abschnitt 4.4, d.h. fu¨r
PY |θ=ϑ = N (η(ϑ),Σ),
P θ = N (µ(ξ), B(ρ)),
die beide auf einer Approximation der Lebesgue-Dichte der Randverteilung von Y , also
von
h¯Q(y) =
∫
Rp
fN (η(ϑ),Σ)(y) · fN (µ(ξ),B(ρ)(ϑ) dλp(ϑ) (5.12)
=
1
(
√
2π)N+p
√
detΣ
√
det(B(ρ))
∫
Rp
exp
(
−1
2
‖η(ϑ)− y‖2Σ −
1
2
‖ϑ− µ(ξ)‖2B(ρ)
)
dλp(ϑ)
beruhen. Die Dichte aus (5.12) ist zwar im affin-linearen Fall, wie in Abschnitt 4.4
gezeigt, eine Normalverteilungsdichte. Im nichtlinearen Fall gilt dies in der Regel nicht
mehr. Die im folgenden pra¨sentierten neue Verfahren basieren auf einer schrittweisen
Linearisierung der Modellfunktion bzw. einer Laplace-Approximation des Integrals.
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5.2.1. Ein Algorithmus zur approximativen Bestimmung der empirischen
Bayes-Scha¨tzung mittels Linearisierung des Modells
Angelehnt an das erfolgreiche Vorgehen mittels Linearisierung im Abschnitt 5.1.3 be-
trachten wir im (k + 1)-ten Schritt wieder statt η die Linearisierung
lk : R
p → RN , lk(ϑ) = Jη(ϑk) · (ϑ− ϑk) + η(ϑk)
und ersetzen die Verteilungsannahme fu¨r PY |θ=ϑ durch
PY |θ=ϑ = N (lk(ϑ),Σ).
Wie bereits in Abschnitt 4.4 festgestellt, gilt fu¨r die entsprechende Randverteilung von
Y dann
PY = N (Jη(ϑk)(µ(ξ)− ϑk) + η(ϑk),Σ+ Jη(ϑk)B(ρ)JTη (ϑk))
und fu¨r die zugeho¨rige Randdichte h¯Q gilt mit einer Konstanten c
−2 ln(h¯Q(y)) = c+ ln det(Σ + Jη(ϑk)B(ρ)JTη (ϑk))
+ ‖Jη(ϑk)µ(ξ)− Jη(ϑk)ϑk + η(ϑk)− y‖2Σ+Jη(ϑk)B(ρ)JTη (ϑk) .
Nach der Bestimmung von Scha¨tzwerten ξ̂ = ξ̂(y) und ρ̂ = ρ̂(y) aus der Maximierung
von −2 ln(h¯Q(y)) verwenden wir dann die Bayes-Scha¨tzung gema¨ß (4.27) und setzen
ϑBayes(y) = ϑk+(J
T
η (ϑk)Σ
−1Jη(ϑk) +B−1(ρ̂))−1
·
(
JTη (ϑk)Σ
−1(y − η(ϑk)) +B−1(ρ̂)(µ(ξ̂)− ϑk)
)
.
Dies ergibt folgenden Algorithmus:
Algorithmus 5.7
Input: Σ ∈ RN×N positiv definit,
B : (V,BvV )→ (Rp×p,Bp×p),
η : Rp → RN stetig differenzierbar,
µ : (W,BwW )→ (Rp,Bp),
Startwert ξ0 ∈W ,
Beobachtung y ∈ RN ,
Abbruchkriterium.
Output: ϑ∗ ∈ Rp (Approximation der empirischen Bayes-Scha¨tzung)
1. Setze k = 0 und ϑ0 = µ(ξ0).
2. Berechne (ξ̂, ρ̂) = (ξ̂(k+1), ρ̂(k+1)) aus folgendem Minimierungsproblem
min
(ξ,ρ)∈W×V
ln det(Σ + Jη(ϑk)B(ρ)J
T
η (ϑk))
+ ‖Jη(ϑk)µ(ξ)− Jη(ϑk)ϑk + η(ϑk)− y‖2Σ+Jη(ϑk)B(ρ)JTη (ϑk) .
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3. Lo¨se das lineare Gleichungssystem
(JTη (ϑk)Σ
−1Jη(ϑk) +B−1(ρ̂))dk = JTη (ϑk)Σ
−1(y − η(ϑk)) +B−1(ρ̂)(µ(ξ̂)− ϑk)
fu¨r dk und setze ϑk+1 = ϑk + dk.
4. Falls das Abbruchkriterium erfu¨llt ist, dann STOP mit Output ϑ∗ = ϑk+1, anson-
sten setze k := k + 1 und gehe zu Schritt 2.
Dieser Algorithmus, der von uns erstmals in Offinger (2000) vorgeschlagen wurde, ist
a¨hnlich zu dem Vorgehen, das Lindstrom u. Bates (1990) im nichtlinearen Gemischte-
Effekte-Modell vorgeschlagen haben und das von Pinheiro u. Bates (1980) an einigen
Beispielen numerisch untersucht wurde und dabei gute Ergebnisse erzielte. Fu¨r unseren
Algorithmus sind noch keine theoretischen Ergebnisse bekannt, erste numerische Unter-
suchungen finden sich in Abschnitt 5.2.3.
5.2.2. Zwei Verfahren zur approximativen Bestimmung der empirischen
Bayes-Scha¨tzung mittels Laplace-Approximation
Die Methode von Laplace wird meist durch den folgenden Satz motiviert.
Satz 5.8
Seien A ∈ Bp mit int(A) 6= ∅ und g, h : (A,BpA)→ (R,B). Weiterhin sei µ ∈ int(A) und
es gelte:
a) Fu¨r alle r > 0 existiert ein δ = δ(r) > 0, so dass fu¨r alle x ∈ A mit |x−µ| ≥ r gilt
g(x) ≥ g(µ) + δ.
b) g sei zweimal in µ differenzierbar und Hess g(µ) sei positiv definit.
c) h sei stetig in µ und auf A integrierbar.
Dann folgt
lim
n→∞
√( n
2π
)p
det(Hess g(µ)) exp(ng(µ))
∫
A
exp(−ng(x))h(x) dλp(x) = h(µ).
Beweis: siehe Witting u. Mu¨ller-Funk (1995, Satz B5.8)
Man kann also unter schwachen Voraussetzungen folgern, dass fu¨r eine Minimumstelle
µ von g Integrale der Form
∫
A exp(−ng(x))h(x) dλp(x) asymptotisch nur von g(µ), h(µ)
und det(Hess g(µ)) abha¨ngen und fu¨r großes n gilt
∫
A
exp(−ng(x))h(x) dλp(x) ≈ h(µ) exp(−ng(µ))
√
(2π)p
np det(Hess g(µ))
.
130
5.2. Numerische Verfahren zur Empirischen Bayes-Scha¨tzung
Will man diese Approximation nun allerdings fu¨r h ≡ 1 (und n = 1!) anwenden, so ist
die Voraussetzung c) nicht erfu¨llt. Wir erachten daher folgende Motivation (und daher
eher die Bezeichnung
”
Normalverteilungsapproximation“) als geeigneter: Wir betrachten
hierzu zuna¨chst A = Rp nehmen an, dass die zweimal stetig differenzierbare Funktion
g : Rp → R ein Minimum in µ besitzt, wobei Hess g(µ) positiv definit sei. Sei q die
quadratische Approximation von g um die Minimumsstelle µ, d.h.
q(x) = g(µ) +
1
2
(x− µ)THess g(µ)(x− µ) fu¨r x ∈ Rp.
Dann gilt∫
Rp
exp(−q(x)) dλp(x) = exp(−g(µ))
∫
Rp
exp
(
−1
2
(x− µ)THess g(µ)(x− µ)
)
dλp(x)
= exp(−g(µ))
√
(2π)p
det(Hess g(µ))
.
Ist ferner N (g(µ),Hess g(µ))(A) ≈ 1, dann ist eine Approximation
∫
A
exp(−g(x)) dλp(x) ≈ exp(−g(µ))
√
(2π)p
det(Hess g(µ))
(5.13)
plausibel.
Wir wollen nun eine Approximation wie in (5.13) fu¨r die Randdichte h¯Q durchfu¨hren.
Bezeichne hierzu
W y(ξ,ρ)(ϑ) = ‖y − η(ϑ)‖2Σ + ‖ϑ− µ(ξ)‖2B(ρ) ,
um die Abha¨ngigkeit von (ξ, ρ) deutlich zu machen, und
ϑ∗(ξ, ρ) = argmin
ϑ∈Rp
W y(ξ,ρ)(ϑ).
Dann ist∫
Rp
exp
(
−1
2
‖η(ϑ)− y‖2Σ −
1
2
‖ϑ− µ(ξ)‖2B(ρ)
)
dλp(ϑ)
≈ (2π)
p/2√
det
(
1
2HessW
y
(ξ,ρ)(ϑ
∗(ξ, ρ))
) exp (− 12W y(ξ,ρ)(ϑ∗(ξ, ρ)))
und somit
h¯Q(y) ≈
exp
(− 12W y(ξ,ρ)(ϑ∗(ξ, ρ)))√
(2π)N
√
det(Σ)
√
det(B(ρ))
√
det
(
1
2HessW
y
(ξ,ρ)ϑ
∗(ξ, ρ)
)
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bzw. fu¨r eine Konstante c
−2 ln(h¯Q(y)) ≈ c + ln(det(Σ)) + ln det(B(ρ)) + ln
(
det
(1
2
HessW y(ξ,ρ)(ϑ
∗(ξ, ρ))
))
+W y(ξ,ρ)(ϑ
∗(ξ, ρ)).
Es ergibt sich daher das Minimierungsproblem
min
(ξ,ρ)∈W×V
ln det(B(ρ)) + ln det
(
B−1(ρ) + JTη (ϑ
∗(ξ, ρ))Σ−1Jη(ϑ∗(ξ, ρ)) +Hη(ϑ∗(ξ, ρ))
)
+ ‖y − η(ϑ∗(ξ, ρ))‖2Σ + ‖ϑ∗(ξ, ρ)− µ(ξ)‖2B(ρ)
bzw. a¨quivalent
min
(ξ,ρ)∈W×V
ln det
(
Ip +B(ρ)J
T
η (ϑ
∗(ξ, ρ))Σ−1Jη(ϑ∗(ξ, ρ)) +B(ρ)Hη(ϑ∗(ξ, ρ))
)
+ ‖y − η(ϑ∗(ξ, ρ))‖2Σ + ‖ϑ∗(ξ, ρ)− µ(ξ)‖2B(ρ) . (5.14)
Verwendet man noch die Approximation aus der Gauß-Newton-Idee und vernachla¨ssigt
Hη(ϑ
∗(ξ, ρ)), so erhalten wir insgesamt das Minimierungsproblem
min
(ξ,ρ)∈W×V
ln det
(
Ip +B(ρ)J
T
η (ϑ
∗(ξ, ρ))Σ−1Jη(ϑ∗(ξ, ρ))
)
+ ‖y − η(ϑ∗(ξ, ρ))‖2Σ + ‖ϑ∗(ξ, ρ)− µ(ξ)‖2B(ρ) , (5.15)
wobei
ϑ∗(ξ, ρ) = argmin
ϑ∈Rp
‖y − η(ϑ)‖2Σ + ‖ϑ− µ(ξ)‖2B(ρ) . (5.16)
Mit der Lo¨sung (ξ̂, ρ̂) = (ξ̂(y), ρ̂(y)) ∈ W × V dieses Minimierungsproblems ergibt sich
dann die empirische Bayes-Scha¨tzung zu ϑ∗(ξ̂, ρ̂).
Fu¨r diese Approximationen2 sind ebenfalls noch keine theoretischen Ergebnisse be-
kannt, erste numerische Untersuchungen finden sich in dem na¨chsten Abschnitt 5.2.3.
Die Laplace-Approximation wird ha¨ufig in der Bayesschen Analyse der a-posteriori-
Verteilung verwendet, siehe z.B. Tierney u. Kadane (1986) und Robert (2007). In den
numerischen Untersuchungen von Pinheiro u. Bates (1980) in verschiedenen nichtlinea-
ren Gemischte-Effekte-Modellen erzielte die Laplace-Approximation ebenfalls gute Er-
gebnisse. U¨ber Probleme fu¨r hohe Dimension berichten allerdings Shun u. McCullagh
(1995).
Bemerkung 5.9
Neben den vorgestellten approximativen Verfahren erscheint uns ein Zugang u¨ber spha¨ri-
sche Integration, siehe Mysovskikh (1980), Monahan u. Genz (1997) und Monahan (2001,
2Als weitere Idee bietet sich an, das Minimierungsproblem (5.16) jeweils nicht
”
exakt“ zu lo¨sen, sondern
sich lediglich mit einer Verbesserung gegenu¨ber der vorigen Minimierung zufrieden zu geben. Wir
haben diese Idee noch nicht weiter verfolgt.
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Section 12.8), oder eine approximative Lo¨sung mittels Monte-Carlo-Simulation unter
Verwendung von Importance-Sampling, siehe z.B. Mu¨ller-Gronbach u. a. (2010) und
Evans u. Swartz (1995, 2000), vielversprechend zu sein. Wir planen beide Methoden
in weiteren Untersuchungen zum Vergleich zu den hier vorgestellten Approximationen
zu verwenden.
5.2.3. Vergleich der Approximationen an einem Beispiel
In den vergangenen beiden Abschnitten 5.2.1 und 5.2.2 haben wir eine Approxima-
tion durch Linearisierung (siehe Algorithmus 5.7) ein Verfahren basierend auf einer
Laplace-Approximation (siehe (5.14)) und ein Verfahren basierend auf einer Laplace-
Approximation und der Gauß-Newton-Idee (siehe (5.15)) vorgestellt.
Diese drei Verfahren wurden im Modell
PY |θ=ϑ = N (η(ϑ), σ20IN ),
P θ = N (1, ρ2) (5.17)
mit
η : R→ RN , η(ϑ) = 1
2
1N ϑ
2
und bekanntem Parameter σ20 > 0 und unbekanntem Parameter ρ > 0 untersucht und
mit einem deutlich aufwendigeren Verfahren unter Zuhilfenahme von deterministischer
numerischer Integration fu¨r die jeweilige Berechnung der Randdichte verglichen.
Fu¨r eine Beobachtung y mit y¯ = 1 sind die entsprechenden Ergebnisse der empirischen
Bayes-Scha¨tzung fu¨r ϑ, die die vier Verfahren liefern, in Abha¨ngigkeit von σ20/N in
Abbildung 5.4 aufgetragen.
Obwohl die drei Approximationen mit deutlich weniger Rechenaufwand verbunden wa-
ren, liefern sie recht a¨hnliche Ergebnisse und erscheinen daher alle Erfolg versprechend.
Vor allem aber die Laplace-Approximation ohne die Vernachla¨ssigung des Hη-Terms,
siehe (5.14), stimmt hervorragend mit den Ergebnissen aus der numerischen Integration
u¨berein, wa¨hrend im Bereich zwischen σ20/N = 0.2 und σ
2
0/N = 0.5 eine Abweichung in
den Ergebnissen des Verfahrens basierend auf einer Linearisierung (Algorithmus 5.7) und
der Laplace-Approximation in Kombination mit der Gauß-Newton-Idee, siehe (5.15), zu
sehen ist. Diese beiden Ansa¨tze verhalten sich in diesem Beispiel sehr a¨hnlich. Da man
in praktischen Anwendungen die Bestimmung der Hesse-Matrizen von ηi, i = 1, . . . , N ,
aufgrund des damit verbundenen Rechenaufwands oftmals vermeiden mo¨chte, bleiben
die Approximation durch die Linearisierung und die Laplace-Approximation unter Ver-
nachla¨ssigung von Hη trotz der schlechteren Ergebnisse praktisch relevant.
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Abbildung 5.4.: Ergebnisse der empirischen Bayes-Scha¨tzung fu¨r ϑ im Modell (5.17) zu
einer Beobachtung y mit y¯ = 1 in Abha¨ngigkeit von σ20/N
a) fu¨r ein Verfahren basierend auf numerischer Integration,
b) fu¨r das Verfahren basierend auf einer Linearisierung (Alg. 5.7),
c) fu¨r den Ansatz (5.14) mittels Laplace-Approximation und
d) fu¨r den Ansatz (5.15) mittels Laplace-Approximation in Kombination
mit der Gauß-Newton-Idee
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6. Anwendungen
In diesem Abschnitt werden wir im Detail zwei Anwendungen aus den Ingenieurwis-
senschaften vorstellen. Die erste Anwendung beschreibt Kriechversuche, bei der zweiten
betrachten wir strukturmechanische Probleme.
6.1. Kriechversuche
Beim einachsigen Zeitstandversuch unter Zugbeanspruchung nach EN 10291:2000 bzw.
DIN 50118 wird eine Materialprobe der La¨nge l0 eingespannt und auf die gewu¨nschte
(konstante) Temperatur T erhitzt, vgl. Abbildung 6.1. Ab der Zeit t = 0 wird sie dann
einer konstanten Spannung σ = Kraft/Querschnitt ausgesetzt. Sofort nach dem Anlegen
der Spannung ergibt sich eine Anfangsdehnung, so dass die Probe eine La¨nge von l(0)
aufweist, wobei l(0) > l0. Die La¨nge zur Zeit t bezeichnet man mit l(t). Die relative
(technische) Kriechdehnung zur Zeit t ist als
εrel(t) =
l(t)− l0
l0
definiert. Daneben wird auch die logarithmische oder natu¨rliche Kriechdehnung betrach-
tet, die durch
ε(t) = ln
(
l(t)
l(0)
)
definiert ist. Diese ist zwar im ersten Moment weniger anschaulich, hat aber angenehmere
Eigenschaften, vgl. Evans u. Wilshire (1993, S. 15).
Eine Modellierung der natu¨rlichen Kriechdehnung ε(t) zur Zeit t fu¨r biegsame (duktile)
Materialien basierend auf einer Theorie der Vorga¨nge auf Mikroebene ist gema¨ß Evans
u. Wilshire (1993, Chapter 6 und Appendix A) gegeben durch:
ε(t) = ϑ1(1− e−ϑ2t) + ϑ3(eϑ4t − 1) (6.1)
mit ϑi > 0 fu¨r i = 1, 2, 3, 4.
Ein typischer Verlauf der Kriechdehnung bei einer hohen Temperatur (zwischen 0.4Tm
und 0.8Tm, wenn Tm den Schmelzpunkt in Kelvin bezeichnet) ist in Abbildung 6.2 zu
finden.
Die prima¨re Phase (I) wird dabei vor allem durch die Parameter ϑ1 und ϑ2 cha-
rakterisiert, wobei ϑ2 die Kru¨mmung bestimmt und ϑ1 fu¨r die Skalierung sorgt. Die
tertia¨re Phase (III) wird hingegen hauptsa¨chlich von den Parametern ϑ3 und ϑ4 be-
stimmt, wobei ϑ4 vor allem die Kru¨mmung und ϑ3 die Skalierung beeinflusst. Die Para-
meter ϑ1, ϑ2, ϑ3, ϑ4 ko¨nnen dabei mit Materialkonstanten, Fließspannungen, der ange-
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Abbildung 6.1.: schematische Darstellung eines Zugversuchs
Abbildung 6.2.: typische Kriechkurve
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Zeit ti 0 60 180 300 420 540 660
Kriechdehnung ε(ti) 0.000 0.227 0.413 0.531 0.628 0.711 0.788
Zeit t 780 900 1020 1140 1260 1380 1500
Kriechdehnung ε(ti) 0.859 0.926 0.990 1.049 1.109 1.168 1.226
Zeit ti 1620 1740 1860 1980 2100 2220 2340
Kriechdehnung ε(ti) 1.283 1.338 1.394 1.450 1.508 1.564 1.622
Zeit ti 2460 2580 2700 2820 2940 3060 3180
Kriechdehnung ε(ti) 1.680 1.737 1.797 1.859 1.921 1.985 2.050
Zeit ti 3300 3420 3540 3660 3780 3900 4020
Kriechdehnung ε(ti) 2.118 2.190 2.260 2.336 2.417 2.503 2.591
Zeit ti 4140 4260 4380 4500 4620 4740 4800
Kriechdehnung ε(ti) 2.689 2.797 2.915 3.057 3.230 3.494 3.756
Tabelle 6.1.: Messungen der Kriechspannung fu¨r polykristallines Kupfer bei einer Span-
nung von σ = 76MN m−2 und einer Temperatur von 608Kelvin nach
Evans u. Wilshire (1993, Table B1)
legten Kraft, der Temperatur, der Querschnittsfla¨che und Aktivierungsenergien in Be-
ziehung gestellt werden, siehe Evans u. Wilshire (1993, S. 84) Wir werden uns hier mit
der Scha¨tzung von ϑ = (ϑ1, ϑ2, ϑ3, ϑ4) zufrieden geben.
Bei spro¨den Materialien hingegen ist die tertia¨re Phase bis zum Materialversagen recht
kurz. Um daher Probleme mit der Parameteridentifizierung zu vermeiden, schlagen Evans
u. Wilshire (1993, Appendix A) folgende Modellierung fu¨r spro¨de Materialien vor:1
ε˜(t) = ϑ1(1− e−ϑ2t) + ϑ5t. (6.2)
Die Kriechantwort des Systems wird zu den Zeiten ti gemessen, d.h. fu¨r biegsame
Materialien ist die Modellfunktion η : [0,∞)4 → RN durch
ηi(ϑ) = ε(ti) = ϑ1(1− exp(−ϑ2ti)) + ϑ3(exp(ϑ4ti)− 1) fu¨r i = 1, . . . , N
gegeben bzw. fu¨r spro¨de Materialien ist die Modellfunktion η˜ : [0,∞)3 → RN durch
η˜i(ϑ) = ε˜(ti) = ϑ1(1− exp(−ϑ2ti)) + ϑ5ti fu¨r i = 1, . . . , N
gegeben.
Wir untersuchen den Datensatz in Tabelle 6.1 aus Evans u. Wilshire (1993, Table B1),
die Messungen bei einer Spannung von σ = 76MN m−2 und einer Temperatur von
608Kelvin fu¨r polykristallines Kupfer auflisten.
Zuerst betrachten wir ein Modell ohne a-priori-Annahme fu¨r biegsame Materialien:
Y ∼ N (η(ϑ), σIN )
1Linearisiert man den Term eϑ4t − 1 um t = 0, d.h. ersetzt ihn durch ϑ4t und ferner ϑ3ϑ4 durch einen
neuen Parameter ϑ5, so erha¨lt man aus Gleichung (6.1) die Gleichung (6.2).
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mit σ > 0 unbekannt.
In diesem Fall erhalten wir bei einem Startwert ϑ0 = (2, 0.002, 0.1, 0.001) mit dem Gauß-
Newton-Verfahren nach 19 Schritten2 folgende Scha¨tzung fu¨r die Daten aus Tabelle 6.1:
ϑ̂(y) = (1.2198, 0.0013617, 0.14265, 0.00059474).
Betrachtet man stattdessen mit
Y ∼ N (η˜(ϑ), σIN )
ein Modell ohne a-priori-Annahme fu¨r spro¨de Materialien, so ergibt sich bei einem Start-
wert von ϑ0 = (0.5, 0.01, 0.001) nach 8 Iterationen
3 des Gauß-Newton-Verfahrens folgen-
de Scha¨tzung
ϑ̂(y) = (0.30183, 0.018232, 0.00059432).
Als Na¨chstes betrachten wir ein Modell mit a-priori-Annahme fu¨r biegsame Materialien:
PY |θ=ϑ = N (η(ϑ), σ2IN ),
P θ = N (µ,B),
wobei σ2 = 0.01 und µ = (2, 0.002, 0.1, 0.001) bekannt sind und
B = diag(12, 0.0012, 0.052, 0.00052) =

12 0 0 0
0 0.0012 0 0
0 0 0.052 0
0 0 0 0.00052
 ∈ R4×4.
Hier ergibt sich fu¨r die Modalwertscha¨tzung
ϑ̂(y) = (1.3042, 0.0012404, 0.10465, 0.00065035).
Setzt man stattdessen das Modell
PY |θ=ϑ = N (η˜(ϑ), σ2IN ),
P θ = N (µ,B),
fu¨r spro¨de Materialien mit σ2 = 0.01 und µ = (1, 0.01, 0.001) und
B = diag(0.52, 0.0052, 0.00052)
an, so ergibt sich fu¨r die Modalwertscha¨tzung
ϑ̂(y) = (0.30969, 0.011890, 0.00059199).
Die Kurven sind zusammen mit den Datenpunkten in Abbildung 6.3 dargestellt. Die
Kurven mit und ohne a-priori-Annahme unterscheiden sich jeweils nicht wesentlich, die
Modellfunktion fu¨r spro¨de Materialien passt fu¨r Kupfer nicht zu den Datenpunkten.
Fu¨r weiterfu¨hrende Literatur zum ingenieurwissenschaftlichen Hintergrund dieses The-
mas verweisen wir auf Evans u. Wilshire (1993) und Altenbach (1999).
2Zum Vergleich: Das Verfahren NL2SOL, siehe S. 95, beno¨tigt bei diesem Startwert 26 Schritte.
3Zum Vergleich: Das Verfahren NL2SOL, siehe S. 95, beno¨tigt bei diesem Startwert 11 Schritte.
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Abbildung 6.3.: Messdaten und gescha¨tzte Kriechkurven
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6.2.1. Eigenwertprobleme bei partiellen Differentialgleichungen
Wir geben in diesem einfu¨hrenden Abschnitt einen kleinen Einblick in die Finite-Elemen-
te-Methode zur Approximation von Eigenwertproblemen bei gewo¨hnlichen oder partiel-
len Differentialgleichungen. In unserer Darstellung folgen wir hierbei Babusˇka u. Osborn
(1991, Chapter 1), auf die wir ebenso wie auf Tveito u. Winther (2005, Section 2.4) fu¨r
einen tieferen Einstieg in das Thema verweisen. Fu¨r eine allgemeine Einfu¨hrung in die
Finite-Elemente-Methode empfehlen wir z.B. Go¨ring u. a. (1993).
Eigenwertprobleme bei Differentialgleichungen kommen in der Physik und den Inge-
nieurwissenschaften ha¨ufig vor. Bei der U¨berfu¨hrung der Differentialgleichung in eine
Variationsgleichung erha¨lt man fu¨r einen unendlich-dimensionalen Funktionenraum V
und fu¨r symmetrische und positiv definite Bilinearformen a und b auf V ×V das folgen-
de Problem:
Gesucht sind Paare (λ, u) ∈ (0,∞)× V mit u 6≡ 0, so dass
a(u, v) = λ b(u, v) fu¨r alle v ∈ V.
Approximiert man mit der Finite-Elemente-Methode den Funktionenraum V durch einen
endlich-dimensionalen Funktionenraum Vh mit einer Basis φ1, . . . , φn, so erha¨lt man
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folgendes Problem:
Gesucht sind Paare (λh, uh) ∈ (0,∞)× Vh mit uh 6≡ 0, so dass
a(uh, vh) = λh b(uh, vh) fu¨r alle vh ∈ Vh. (6.3)
Setzt man
A = (aij)1≤i,j≤n mit aij = a(φi, φj) und
B = (bij)1≤i,j≤n mit bij = b(φi, φj),
dann kann man das Problem a¨quivalent durch das folgende Problem ersetzen:
Gesucht sind Paare (λh, z) ∈ (0,∞)× Rn mit z 6= 0n, so dass
Az = λhB z.
Fu¨r jedes solche Paar (λh, z) ist dann (λh,
∑n
i=1 ziφi) eine Lo¨sung des Problems (6.3)
und umgekehrt.
Die Bilinearformen a und b bzw. die symmetrischen und positiv definiten Matrizen A
und B ha¨ngen dabei meist noch von physikalischen Parametern ϑ1, . . . , ϑp ∈ R ab, d.h.
mit ϑ = (ϑ1, . . . , ϑp) ergeben sich dann Probleme der Form
A(ϑ) z = λhB(ϑ) z
und man sucht zu gegebenem ϑ ∈ Rp entsprechend Paare (λh(ϑ), z(ϑ)) ∈ (0,∞)× Rn.
Wir werden im Folgenden exemplarisch die Finite-Elemente-Approximation eines Schwin-
gungsproblems vorstellen, bei der man auch die Diskretisierung eigensta¨ndig interpre-
tieren kann.
6.2.2. Lineare Schwingungen
Wir stellen in diesem Abschnitt einen eindimensionalen Massen-Feder-Schwinger mit n
Massen m1, . . . ,mn > 0 und mit n + 1 Steifigkeiten k1, . . . , kn+1 > 0 vor, siehe Abbil-
dung 6.4, den man auch als Diskretisierung eines gewichtslosen linear elastischen Stabes
auffassen kann, der das Hookesche Gesetz erfu¨llt, vergleiche Babusˇka u. Osborn (1991,
Section 1.5).
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Abbildung 6.4.: gebundener n-Massen-Feder-Schwinger in Reihenschaltung
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Wir nehmen an, dass man Reibung vernachla¨ssigen kann4 und keine externen Kra¨fte
vorliegen und bezeichnen mit xi(t), i = 1, . . . , n, die Auslenkung der i-ten Masse zur
Zeit t gegenu¨ber ihren jeweiligen zeitunabha¨ngigen Ruhelagen und mit x = x(t) =
(x1(t), . . . , xn(t))
T den Ortsvektor. Dann sind die Newtonschen Bewegungsgleichungen
von der Form
M(ϑ)x¨+K(ϑ)x = 0,
wobei x¨ die 2.Ableitung des Ortsvektors x nach t bezeichnet und die Massenmatrix
sich zu
M(ϑ) = diag(m1, . . . ,mn) (6.4)
und die Steifigkeitsmatrix sich zu
K(ϑ) =

k1 + k2 −k2
−k2 k2 + k3 −k3
. . .
. . .
. . .
−kn−1 kn−1 + kn −kn
−kn kn + kn+1

(6.5)
ergibt,5 wobei ki = ki(ϑ), i = 1, . . . , n + 1, und mi = mi(ϑ), i = 1, . . . , n. Zum Beispiel
kann der Strukturparameter ϑ dabei Komponenten der Massenmatrix und der Steifig-
keitsmatrix enthalten, soweit diese unbekannt sind.6 Werden die Massen als bekannt
vorausgesetzt und alle Steifigkeiten ohne weitere Einschra¨nkungen als unbekannt, so ist
der Strukturparameter von der Form ϑ = (k1, . . . , kn+1)
T ∈ (0,∞)n+1. Wie man leicht
sieht, ist fu¨r ki > 0, i = 1, . . . , n + 1, die Steifigkeitsmatrix K(ϑ) positiv definit,
7 die
Massenmatrix ist fu¨r mi > 0, i = 1, . . . , n, trivialerweise positiv definit.
Wie bereits im Abschnitt 1.3.3 erla¨utert, u¨berfu¨hrt man diese Differentialgleichung
durch den Ansatz x(t) = veiωt in das strukturelle Eigenwertproblem
K(ϑ)v = λM(ϑ)v (6.6)
4Fu¨r die Behandlung von Systemen mit Reibung, die ohne externe Kra¨fte von der Form
M(ϑ)x¨+ Cx˙+K(ϑ)x = 0
sind, vergleiche Huppert (1990, Section III.6).
5Dieses Problem weist somit die typischen Eigenschaften von Problemen auf, die aus der Finite-
Elemente-Diskretisierung von Eigenwertproblemen aus Abschnitt 6.2.1 entstehen, indem die Mas-
senmatrix und die Steifigkeitsmatrix Bandstruktur haben und symmetrisch und positiv definit sind.
6In den Ingenieurwissenschaften beliebt sind sogenannte Substrukturparameter. Hierbei wird z.B. fu¨r
die Steifigkeitsmatrix die Form
K(ϑ) = K0 +
pX
i=1
ϑiKi
angesetzt, siehe z.B. Natke (1992).
7Fu¨r allgemeine
”
Oszillationsmatrizen“ K mit gebundenen Komponenten siehe hierzu Huppert (1990,
Hilfssatz 5.3), bei freien Komponenten ist die Oszillationsmatrix K nur positiv semidefinit.
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und sucht nun Paare (λ, v) ∈ (0,∞) × Rn mit v 6= 0n, die dieses verallgemeinerte
Eigenwertproblem lo¨sen. Statt des Eigenwerts λ > 0 betrachtet man in den Ingenieur-
wissenschaften gerne die Eigenfrequenz ω =
√
λ.
Fu¨r eine weiterfu¨hrende Vertiefung in die mathematische Theorie von linear-elasti-
schen Schwingungen verweisen wir auf Huppert (1990, Chapter 3) und Huppert u. Wil-
lems (2006, Abschnitt 8.5) und fu¨r eine tiefergehende Betrachtung aus ingenieurwissen-
schaftlicher Sicht auf Hahn (1992, Kapitel 7) und Clough u. Penzien (2003).
6.2.3. Verteilungsannahmen fu¨r die Messungen der Eigenfrequenzen und
der Eigenvektoren
Mit Hilfe der experimentellen Modalanalyse erha¨lt man nun Messungen der Eigenfre-
quenzen aus einem bestimmten Frequenzbereich und einige Komponenten der zugeho¨ri-
gen Eigenvektoren. Man macht fu¨r die Messungen gerne8 die Normalverteilungsannahme
Y ∼ N (η(ϑ),Σ)
mit einer Modellfunktion von der Form
η : Θ→ RN , η(ϑ) =
(
λI(ϑ)
vLI(ϑ)
)
mit Θ ⊆ Rp wie in Abschnitt 1.3.3 eingefu¨hrt.
Wa¨hrend die Normalverteilungsannahme fu¨r die Eigenwertkomponenten plausibel er-
scheint, ist die Normalverteilungsannahme fu¨r die Eigenvektoren bedenklich.
Da die Modalanalyse als Ergebnis normierte9 Eigenvektoren liefert, erwartet man
hierfu¨r eine Verteilung auf der Einheitsspha¨re oder genauer, wenn man die Mehrdeu-
tigkeit im Vorzeichen auch noch beachtet, sogar eine Verteilung auf dem zugeho¨rigen
projektiven Raum.10
Eine naheliegende Verteilung auf der Einheitsspha¨re ist die Fisher-Bingham-Vertei-
lung, die man wie folgt erha¨lt, vergleiche Mardia u. Jupp (2000, Section 9.3.3):
Sei c ∈ Rn, A ∈ PD(n) und fu¨r die Zufallsvariable X gelte
PX ∼ N (c, A).
Dann ist die bedingte Verteilung
PX| ‖X‖=1 = FB(c, A)
eine Fisher-Bingham-Verteilung11, wobei
gc,A : S
n−1 → R, gc,A(y) = 1∫
Sn−1 fc,A(t) dµS(t)
fc,A(y)
8Fu¨r eine solche Normalverteilungsannahme siehe z.B. Friswell u. Mottershead (1995) und Martin
(2001).
9Wir nehmen fu¨r den Moment an, dass die Eigenvektoren bezu¨glich der Euklidschen Norm normiert
werden, siehe hierzu jedoch Abschnitt 6.2.4.
10Zum projektivem Raum RPn vergleiche Anhang B.22.
11U¨blicherweise wird die Fisher-Bingham-Verteilung jedoch anders parametrisiert, siehe Mardia u. Jupp
(2000, Section 9.3.3).
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eine Dichtefunktion gc,A bezu¨glich der Gleichverteilung µS auf der Einheitsspha¨re
Sn−1 = {x ∈ Rn : ‖x‖ = 1}
ist. Ist c ∈ Sn−1, so ha¨ngt wegen der Invarianz der Gleichverteilung µS auf der Einheits-
spha¨re bezu¨glich orthogonaler Transformationen das Integral κ(A) =
∫
Sn−1 fc,A(t) dµS(t)
nur von A ab.
Der Einfachheit halber betrachten wir im folgenden nur die Messung der Eigenvekto-
ren. Gegeben sei nun das Modell
Y ∼ FB(η(ϑ),Σ)
mit η : Θ → SN−1 ⊂ RN bei bekannter Matrix Σ ∈ PD(N). Die Maximum-Likelihood-
Scha¨tzung fu¨r ϑ ∈ Θ zu einer Beobachtung y ∈ SN−1 fu¨hrt dann zu dem Kleinste-
Quadrate-Problem
argmin
ϑ∈Θ
‖y − η(ϑ)‖2Σ . (6.7)
Analog erhalten wir fu¨r Θ = Rp, µ ∈ Rp, B ∈ PD(p) im Modell
PY |θ=ϑ = FB(η(ϑ),Σ),
P θ = N (µ,B)
mit Vorinformation wieder als Modalwertscha¨tzung12 zu einer Beobachtung y das Mini-
mierungsproblem
argmin
ϑ∈Rp
‖y − η(ϑ)‖2Σ + ‖ϑ− µ‖2B .
Beachtet man noch, dass die Eigenvektoren nur bis auf das Vorzeichen bestimmt sind,
so wa¨re
g˜η(ϑ),Σ : RP
n = Sn−1/{±id} → R, g˜η(ϑ),Σ(±x) =
1
2
gη(ϑ),Σ(x) +
1
2
gη(ϑ),Σ(−x) (6.8)
eine Dichtefunktion bezu¨glich einer Gleichverteilung auf Sn−1/{±id}. Ist ‖Σ‖ hinrei-
chend klein und somit die Normal-Verteilung hinreichend konzentriert, so kann man in
(6.8) einen Summanden vernachla¨ssigen und man erha¨lt z.B. im Modell ohne Vorinfor-
mation bei der Maximum-Likelihood-Scha¨tzung zu einer Beobachtung ±y approximativ
wieder das Minimierungsproblem
argmin
ϑ∈Θ
‖y − η(ϑ)‖2Σ ,
falls y und η(ϑ) in der von Σ induzierten Norm einen Winkel kleiner als π/2 bilden, d.h.
falls < y, η(ϑ) >Σ> 0
12Wir haben im Abschnitt 4.1 zwar angenommen, dass man Lebesgue-Dichten fϑ von Pϑ hat, aber die
Resultate u¨bertragen sich entsprechend auf die Situation Pϑ = fϑµ fu¨r ein σ-endliches Maß µ auf
(RN ,BN ).
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Bemerkung 6.1
Da die Messungen der Eigenvektoren durch Normierung entstehen (und sieht man von
der Vorzeichenwahl ab), wa¨re ein anderes naheliegendes Modell die Messung der Eigen-
vektoren als Zufallsvariable Y = X/ ‖X‖ mit einer Zufallsvariablen X ∼ N (η(ϑ),Σ)
aufzufassen. Die so entstehende projizierte Normalverteilung, auch Winkelnormalvertei-
lung genannt, vgl. Watson (1983, Section 3.6), ist jedoch deutlich schwerer zu hand-
haben; eine geschlossene Form fu¨r die Dichten wird hierbei von Pukkila u. Rao (1988)
angegeben.
6.2.4. Ableitungen der Eigenwert- und Eigenvektorfunktionen
Betrachtet man zu unserer Modellfunktion
η : Θ→ RN , η(ϑ) =
(
λI(ϑ)
vLI(ϑ)
)
mit Θ ⊆ Rp aus Abschnitt 1.3.3 Minimierungsprobleme der Form
argmin
ϑ∈Θ
‖y − η(ϑ)‖2Σ
und
argmin
ϑ∈Rp
‖y − η(ϑ)‖2Σ + ‖ϑ− µ‖2B ,
so beno¨tigt man hierbei fu¨r die von uns vorgestellten Algorithmen die Jacobi-Matrix der
Modellfunktion η. Wir widmen uns daher zuna¨chst dem Problem, ob die Eigenwerte und
Eigenvektoren eines strukturellen Eigenwertproblems
K(ϑ) v = λM(ϑ) v (6.9)
in Abha¨ngigkeit von ϑ differenzierbar sind, ehe wir Berechnungsformeln vorstellen, die
in der Praxis verwendet werden.
Wir haben bisher stillschweigend angenommen, dass die Normierung der Eigenvek-
toren bezu¨glich der Euklidschen Norm geschieht. U¨blicher ist in der Praxis jedoch die
Normierung bezu¨glich der Massematrix M . Zu beachten ist jedoch: Nur wenn M nicht
vom Strukturparameter ϑ abha¨ngt, u¨bertragen sich durch eine Transformation mit einer
Wurzel von M die entsprechenden U¨berlegungen aus Abschnitt 6.2.3 im Allgemeinen.
Der Beweis zum folgendem Satz folgt dabei dem Vorgehen in Harville (1997, Lem-
ma 21.15.1) fu¨r den Fall, dass die Eigenvektoren bezu¨glich der Euklidschen Norm nor-
miert sind. Eine kurze Vorbemerkung:
Sind fu¨r gegebenes ϑ0 alle Eigenwerte λ1(ϑ
0) ≤ . . . ≤ λn(ϑ0) des strukturellen Eigen-
wertproblems (6.9) einfach und bezeichnen vi(ϑ) die zugeho¨rigen und bezu¨glich M(ϑ)
normierten Eigenvektoren von (6.9), d.h. gilt
vTi (ϑ)M(ϑ)vi(ϑ) = 1 fu¨r i = 1, . . . , n , (6.10)
dann sind dabei bis auf das Vorzeichen in den Eigenvektoren alle Gro¨ßen eindeutig
definiert. Diese Mehrdeutigkeit in den Eigenvektoren kann man auch noch umgehen,
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indem man die entsprechenden A¨quivalenzklassen betrachtet. Wir werden auf dieses
technische Detail in den Ausfu¨hrungen jedoch verzichten.
Satz 6.2
Seien K : Rp → PD(n) und M : Rp → PD(n) jeweils Ck-differenzierbar nach ϑ in einer
Umgebung von ϑ0 und fu¨r gegebenes ϑ0 seien alle Eigenwerte einfach.
Dann sind in einer Umgebung von ϑ0 die Eigenwerte λ1(ϑ) ≤ . . . ≤ λn(ϑ) und die zu-
geho¨rigen nach M(ϑ) normierten Eigenvektoren vi(ϑ), i = 1, . . . , n, C
k-differenzierbare
Funktionen von ϑ.
Beweis: Betrachte
F : Rp × (Rn × R)n → (Rn+1)n , (ϑ, (vi, λi)ni=1) 7→ (K(ϑ)vi − λiM(ϑ)vivTi M(ϑ)vi − 1
)n
i=1
.
Dann ist
∂F (ϑ, (vi, λi)
n
i=1)
∂ (vi, λi)
n
i=1
eine Blockdiagonalmatrix, deren i-ter Block, i = 1, . . . , n, die folgende Form hat:
∂F
∂(vi, λi)
(ϑ, (vi, λi)
n
i=1) =
[
K(ϑ)− λiM(ϑ) −M(ϑ)vi
2vTi M(ϑ) 0
]
.
Wir zeigen nun, dass der i-te Block, i = 1, . . . , n, (und damit
∂F(ϑ,(vi,λi)ni=1)
∂(vi,λi)
n
i=1
) invertierbar
ist, falls (vi, λi)
n
i=1 einfache Eigenwerte und normierte Eigenvektoren des strukturellen
Eigenwertproblems zu ϑ sind, d.h. falls neben der Einfachheit F (ϑ, (vi, λi)
n
i=1) = 0n(n+1)
gilt.
Seien z ∈ Rn, α ∈ R, dann gilt:(
∂F
∂(vi, λi)
(ϑ, (vi, λi)
n
i=1)
)[
z
α
]
= 0 =⇒ vTi M(ϑ)z = 0 und
M1/2(ϑ)viα =M
−1/2(ϑ) [K(ϑ)− λiM(ϑ)] z
∈ Bild
(
M−1/2(ϑ) [K(ϑ)− λiM(ϑ)]
)
∩ Ker
(
[K(ϑ)− λiM(ϑ)]M−1/2
)
= Bild ∩Ker
(
M−1/2 [K(ϑ)− λiM(ϑ)]M−1/2
)
= {0n} ,
da M−1/2 [K(ϑ)− λiM(ϑ)]M−1/2 symmetrisch ist. Also folgt α = 0, d.h. z ist wie vi
Eigenvektor zum einfachen Eigenwert λi. Da aber v
T
i M(ϑ)z = 0 gilt, folgt z = 0.
Aufgrund der Invertierbarkeit sind also die Voraussetzungen des impliziten Funk-
tionentheorems erfu¨llt, so dass man in einer Umgebung von (vi, λi)
n
i=1 die Eigenwer-
te und die Eigenvektoren eindeutig als stetig differenzierbare Funktionen von ϑ erha¨lt,
wobei( ∂vi(ϑ)
∂ϑs
∂λi(ϑ)
∂ϑs
)
= −
[
K(ϑ)− λi(ϑ)M(ϑ) −M(ϑ)vi(ϑ)
2vTi (ϑ)M(ϑ) 0
]−1
·
(∂K(ϑ)
∂ϑs
vi(ϑ)− λi(ϑ)∂M(ϑ)∂ϑs vi(ϑ)
vTi (ϑ)
∂M(ϑ)
∂ϑs
vi(ϑ)
)
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gilt.
Bemerkung 6.3
a) Fu¨r das gewo¨hnliche Eigenwertproblem
K(ϑ)v = λv,
d.h. im Fall M = In, geben Lancaster (1964) und Andrew u. Tan (1999) einige
Resultate zur Differenzierbarkeit fu¨r mehrfache Eigenwerte an. Eine U¨bertragung
auf das verallgemeinerte Eigenwertproblem oder eine praktische Umsetzung der
theoretischen Resultate erscheint uns z.B. deswegen problematisch, da die Matrizen
K(ϑ) dabei nur von einem Parameter ϑ ∈ R analytisch abha¨ngen du¨rfen.
b) Fu¨r Formeln zu zweiten Ableitungen der Eigenwerte nach ϑ im Fall M = In
vergleiche zum Beispiel Magnus u. Neudecker (1995, Section 8.11).
Zur praktischen Berechnung der Ableitungen der Eigenvektoren verwendet man meist
nicht die im Satz hergeleitete Formel, sondern andere Methoden, die wir im Folgenden
erla¨utern.
Differenzieren der Eigenwertgleichung (6.9) nach der s-ten Komponente des struktu-
rellen Parameters ϑ = (ϑ1, . . . , ϑp) ergibt:
[K(ϑ)− λi(ϑ)M(ϑ)] ∂vi(ϑ)
∂ϑs
= fi (6.11)
mit
fi =
[
−∂K(ϑ)
∂ϑs
+ λi(ϑ)
∂M(ϑ)
∂ϑs
+
∂λi(ϑ)
∂ϑs
M(ϑ)
]
vi(ϑ).
Aus (6.11) erhalten wir mittels Multiplikation mit vTi (ϑ) von links:
∂λi(ϑ)
∂ϑs
= vTi (ϑ)
[
∂K(ϑ)
∂ϑs
− λi(ϑ)∂M(ϑ)
∂ϑs
]
vi(ϑ)
Die Gleichung (6.11) bedeutet, dass x = ∂vi(ϑ)∂ϑs Lo¨sung von
[K(ϑ)− λi(ϑ)M(ϑ)]x = fi.
Ist λi(ϑ) ein einfacher Eigenwert, so hat die Koeffizientenmatrix dieses inhomogenen
linearen Gleichungssystems Rangdefekt 1. Ist wi eine spezielle Lo¨sung, so ist die allge-
meine Lo¨sung von der Form wi + cvi(ϑ) fu¨r c ∈ R. Die allgemeine Methode besteht
nun darin, sich eine verallgemeinerte Inverse13 G von [K(ϑ)− λi(ϑ)M(ϑ)] zu verschaf-
fen. Eine spezielle Lo¨sung ist dann wi = Gfi, vergleiche Rao u. Mitra (1971, S. 20 f.).
13Zu einer Matrix A ∈ Rn×l ist die Menge A− aller verallgemeinerten Inversen definiert durch:
A− :=
n
G ∈ Rl×n|AGA = A
o
.
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Schließlich ergibt sich c im Ansatz
∂vi(ϑ)
∂ϑs
= Gfi + cvi(ϑ) (6.12)
aus der Normierungsforderung (6.10): Differenziert man diese, so hat man
2vTi (ϑ)M(ϑ)
∂vi(ϑ)
∂ϑs
+ vTi (ϑ)
∂M(ϑ)
∂ϑs
vi(ϑ) = 0 .
Setzt man jetzt den Ansatz (6.12) fu¨r ∂vi(ϑ)∂ϑs ein, so erha¨lt man:
c = −vTi (ϑ)M(ϑ)Gfi −
1
2
vTi (ϑ)
∂M(ϑ)
∂ϑs
vi(ϑ) . (6.13)
Die beiden Methoden fu¨r die Bestimmung der Ableitungen der Eigenvektoren, die wir
nun vorstellen werden, unterscheiden sich dabei in der Wahl der verallgemeinerten In-
versen G. Wir stellen zuerst die Methode von Friswell (1989) vor.
Satz 6.4
Es gilt:
G =
∑
k 6=i
1
λk(ϑ)− λi(ϑ) vk(ϑ)v
T
k (ϑ)
ist eine verallgemeinerte Inverse von [K(ϑ)− λi(ϑ)M(ϑ)].
Beweis: Setzt man zi =M
1/2(ϑ)vi(ϑ) fu¨r i = 1, . . . , n, so gilt
M−1/2(ϑ)K(ϑ)M−1/2(ϑ)zi = λi(ϑ)zi
und In =
∑n
k=1 zkz
T
k . Daher lautet die Spektralzerlegung von M
−1/2(ϑ)K(ϑ)M−1/2(ϑ):
M−1/2(ϑ)K(ϑ)M−1/2(ϑ) =
n∑
k
λk(ϑ)zkz
T
k .
Folglich ist
[K(ϑ)− λi(ϑ)M(ϑ)]− =
[
M1/2(ϑ)
(
M−1/2(ϑ)K(ϑ)M−1/2(ϑ)− λi(ϑ)In
)
M1/2(ϑ)
]−
=M−1/2(ϑ)
[(
M−1/2(ϑ)K(ϑ)M−1/2(ϑ)− λi(ϑ)In
)]−
M−1/2(ϑ)
=M−1/2(ϑ)
∑
k 6=i
(λk(ϑ)− λi(ϑ)) zkzTk
−M−1/2(ϑ).
Aufgrund der Orthogonalita¨t der zk, k = 1, . . . , n, ist dann
M−1/2(ϑ)
∑
k 6=i
1
λk(ϑ)− λi(ϑ)zkz
T
kM
−1/2(ϑ) =
∑
k 6=i
1
λk(ϑ)− λi(ϑ)vk(ϑ)v
T
k (ϑ) = G
eine verallgemeinerte Inverse.
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Wendet man nun diesen Satz in der oben beschriebenen allgemeinen Methode an, so
erha¨lt man die folgende Formel fu¨r die Ableitung der Eigenvektoren:
∂vi(ϑ)
∂ϑs
= Gfi + cvi(ϑ)
= −1
2
(
vTi (ϑ)
∂M(ϑ)
∂ϑs
vi(ϑ)
)
vi(ϑ)
+
∑
k 6=i
1
λk(ϑ)− λi(ϑ) vk(ϑ)v
T
k (ϑ)
[
λi(ϑ)
∂M(ϑ)
∂ϑs
− ∂K(ϑ)
∂ϑs
]
vi(ϑ).
Als Zweites stellen wir die Methode von Nelson (1976) vor und erla¨utern, welche
verallgemeinerte Inverse G dabei verwendet wird.
Betrachte die Matrix Al, die durch Streichen der l-ten Zeile und der l-ten Spalte von
[K(ϑ)− λi(ϑ)M(ϑ)] entsteht.
Satz 6.5
Falls vi(ϑ) mit (vi (ϑ))l 6= 0 Eigenvektor zum einfachen Eigenwert λi(ϑ), so gilt:
Al ist invertierbar.
Beweis: Bezeichnet Li die i-te Spalte von L = [K(ϑ)− λi(ϑ)M(ϑ)], so folgt wegen
Lvi(ϑ) = 0, dass
Ll = − 1
(vi (ϑ))l
∑
j 6=l
Lj · (vi (ϑ))j
gilt, d.h. die l-te Zeile ist Linearkombination der anderen Zeilen, ebenso ist wegen der
Symmetrie von L die l-te Spalte Linearkombination der anderen Spalten. Da aber L
nach Voraussetzung Rangdefekt 1 hat, hat Al vollen Rang, ist also invertierbar.
Damit ist die Matrix G ∈ Rn×n, die durch Einfu¨gen eines Nullvektors als l-te Zeile
und als l-te Spalte von A−1l ∈ R(n−1)×n−1 entsteht, eine verallgemeinerte Inverse von
[K(ϑ)− λi(ϑ)M(ϑ)], vergleiche Rao u. Mitra (1971, S. 208). Mit dieser verallgemeinerten
Inversen G erha¨lt man mittels (6.12) und (6.13) die Ableitung ∂vi(ϑ)∂ϑs .
Der Vorteil dieser zweiten Methode liegt darin, dass zur Berechnung der Ableitungen
nicht alle Eigenwerte und Eigenvektoren beno¨tigt werden.
6.2.5. Ra¨umliche Modelle fu¨r a-priori-Verteilungen
Wir skizzieren in diesem Abschnitt, wie ra¨umliche Modelle fu¨r die Wahl von a-priori-
Verteilungen zum Einsatz kommen ko¨nnen.
In unserem Federbeispiel mitK(ϑ) undM(ϑ) gema¨ß (6.4) und (6.5) und ϑ = (k1, . . . , kn+1)
ist ein einfacher Ansatz fu¨r eine a-priori-Verteilung des Strukturparameters
P θ ∼ N (ϑ01n+1, τ2In+1).
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Dieser Ansatz beschreibt eine zufa¨llige und unabha¨ngige Abweichung der Komponenten
des Strukturparameters um einen gemeinsamen Mittelwert ϑ0 ∈ R. Hat man dagegen
die Vorstellung, dass die Steifigkeiten ra¨umlich korreliert sind, so wa¨re
P θ ∼ N (ϑ01n+1, τ2B(ρ)) (6.14)
mit unbekanntem ρ ∈ (−1, 1) und τ > 0 und
B(ρ) = (bij(ρ))1≤i,j≤n+1 mit bij = ρ|i−j|
ein einfacher Ansatz, der beschreibt, dass die ra¨umliche Korrelation zwischen den Kom-
ponenten mit zunehmender Entfernung exponentiell abklingt.
Wir erla¨utern exemplarisch, wie man diese U¨berlegungen in der Praxis auf ein kompli-
zierteres Modell u¨bertra¨gt und verweisen fu¨r die no¨tigen Begriffe und weitere Einblicke
zur ra¨umlichen Statistik hierbei auf Cressie (1993).
Zehn u. a. (2000, S. 697 ff.) vom Institut fu¨r Mechanik der Otto-von-Guericke-Univer-
sita¨t haben ein strukturmechanisches Modell einer Platte beschrieben, das als Parame-
terkomponenten die Dicken einer Platte an verschiedenen Stellen beinhaltet. Um einen
Eindruck zu gewinnen, welche Modelle fu¨r die ra¨umliche Korrelation der Dickenpara-
meter in Frage kommen, wurden hierzu mehrere Platten ausgemessen. Die Dicke einer
dieser Platten kann man aus Abbildung 6.5 ersehen, die Messungen fanden dabei in den
Gitterpunkten statt.
Diese Datenwerte zu dieser Platte wurden von uns untersucht und wir erstellten fol-
gendes Modell: Fu¨r gegebene Gitterpunkte ui ∈ R2, i = 1, . . . , n, beschreibt die Zufalls-
variable θi die Dicke der Platte an der Stelle ui. Um die gemeinsame Verteilung der
Dicken zu beschreiben, wurde dabei ein isotropes Modell fu¨r die Korrelation gewa¨hlt,
d.h. es wurde angenommen, dass die Kovarianz
Cov(θi,θj) = C(‖ui − uj‖) (6.15)
fu¨r eine geeignete Funktion C : [0,∞) → R nur vom Abstand der zugeho¨rigen Gitter-
punkte abha¨ngt.
Wir haben nun verschiedene parametrische Modelle untersucht, um das Semivario-
gramm
γ(h) = C(0)− C(h) : [0,∞)→ R (6.16)
anzupassen.14 Von den u¨blichen parametrischen Ansa¨tzen fu¨r γ, siehe Cressie (1993,
S. 61 f.) erwies sich dabei das Exponentialmodell15 am geeignetsten, d.h. der Ansatz
γa,c(h) = c(1− exp(−h/a)). (6.17)
14Da 2γ(‖vi − vj‖) = Var(ϑi − ϑj) liegt es nahe, das Semivariogramm aus den quadrierten Dickendif-
ferenzen zu scha¨tzen. Zur Scha¨tzung wurde dabei als Zielfunktion ein Vorschlag aus Cressie (1993,
(2.6.12)) verwendet. Dieser Ansatz liefert typischerweise besonders fu¨r kleine Distanzen eine sehr gute
Na¨herung.
15Das Modell (6.14) ist der Spezialfall eines Exponentialmodells im R1.
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Abbildung 6.5.: Eine Platte mit nichtkonstanter Dicke
(an den dunkleren Stellen ist die Plattendicke gro¨ßer)
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Abbildung 6.6.: Variogrammscha¨tzung fu¨r die Platte aus Abbildung 6.5
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Der Mittelwert der quadrierten Dickendifferenzen in Abha¨ngigkeit vom Abstand der
Gitterpunkte ist dabei in Abbildung 6.6 zusammen mit der Kurve fu¨r das Variogramm
2γ dargestellt.
Fu¨r ein praxisrelevantes Modell wird man im Allgemeinen die Dicke einer Platte an
den verschiedenen Stellen nicht durch Versuche ermitteln, sondern bei der Anpassung ei-
nes Finite-Elemente-Modells versuchen, durch Messungen in einem repra¨sentativen Aus-
schnitt ein geeignetes Modell fu¨r die Kovarianzfunktion zu bestimmen. Man wa¨hlt dann
also z.B. das Exponentialmodell (6.17). Falls man zudem keine systematischen Abwei-
chungen von einer bekannten mittleren Dicke ϑ0 ∈ (0,∞) erwartet, wa¨re dann
P θ = N (1pϑ0, B(C(0), a, c)) (6.18)
ein geeignetes Modell fu¨r eine a-priori-Verteilung. Hierbei ergibt sich die Kovarianzmatrix
B(C(0), a, c) gema¨ß (6.15), (6.16) und (6.17). Die Parameter a, c und C(0) werden fu¨r
das weitere Vorgehen als unbekannt angesetzt und dann aus einer Messung y in dem
Modell
PY |θ=ϑ = N (η(ϑ),Σ)
zusammen mit der a-priori-Annahme (6.18) eine empirische Bayes-Scha¨tzung fu¨r ϑ be-
stimmt.
Dieses von uns in Offinger (2000) initiierte Vorgehen, Ansa¨tze aus der ra¨umlichen
Statistik zur Spezifikation einer a-priori-Verteilung fu¨r den Strukturparameter zu ver-
wenden, wurde von Zehn u. Saitov (2003) und von Zehn u. Machina (2005) fortgefu¨hrt.
Wir berichten abschließend noch von numerischen Experimenten zum Algorithmus 5.7,
der auf einer iterativen Linearisierung der Modellfunktion η basierte, zur Berechnung
einer empirischen Bayes-Scha¨tzung.
Wir haben dazu in unserem Federbeispiel mit K(ϑ) und M(ϑ) gema¨ß (6.4), (6.5)
und der a-priori-Verteilung (6.14) fu¨r die Steifigkeiten bei unbekanntem ρ und τ die
empirische Bayes-Scha¨tzung fu¨r ϑ untersucht. Dabei zeigte sich, dass beim Minimie-
rungsproblem in Schritt 2 von Algorithmus 5.7 die verwendeten Minimierungsroutinen
oft verschiedene lokale Minima fanden und die Scha¨tzung, die das Gesamtverfahren lie-
ferte, von der verwendeten Unterroutine abha¨ngig war. Dieses numerische Problem ist
momentan nicht hinreichend gelo¨st.
Zehn u. Saitov (2003), die unseren Algorithmus 5.7 in einem Modell aus der Praxis
verwendeten, berichten ebenfalls von numerischen Schwierigkeiten. Praktische Erfahrun-
gen mit den Approximationen aus Abschnitt 5.2.2 stehen noch aus und sind in Planung.
Weiterhin wollen wir in unserem Federbeispiel auch den Einsatz anderer numerischer Me-
thoden fu¨r das Integrationsproblem zur Bestimmung der Randverteilung im empirischen
Bayes-Modell untersuchen und Vergleiche mit unseren Approximationen anstellen.
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A.1. Beispiel 2.5
a) Wir werden an dieser Stelle lediglich zeigen, dass es im Modell Y = η(ϑ) + ǫ mit
Θ = [0, π], η : Θ → R2, η(ϑ) = (cos(ϑ), sin(ϑ))T und ǫ ∼ N (0, I2) keinen erwar-
tungstreuen Scha¨tzer fu¨r ϑ gibt, der lediglich auf der ersten Komponente beruht,
d.h. es gibt keine Borel-messbare Funktion g : R→ R, so dass Eϑ(g(Y 1)) = ϑ fu¨r
alle ϑ ∈ Θ.
Man kann dieses Problem auch so formulieren, dass man in dem Modell Z ∼
N (µ, 1) mit µ ∈ [−1, 1] einen erwartungstreuen Scha¨tzer φ(Z) fu¨r h(µ) = arccos(µ)
sucht, wobei φ : R → R integrierbar bezu¨glich des Wahrscheinlichkeitsmaßes
N (µ, 1) ist. Wir definieren zu einer solchen Funktion φ die Funktion
β : [−1, 1]→ R, β(µ) = 1√
2π
∫
R
φ(z) exp
(
−1
2
(z − µ)2
)
dz
und betrachten die entsprechende Gleichung fu¨r die Erwartungstreue
arccos(µ) = β(µ) fu¨r alle µ ∈ [−1, 1]. (A.1)
Analog zu Witting (1985, Hilfssatz 1.162 und Korollar 1.163) kann man zeigen,
dass die Funktion β analytisch ist, insbesondere existiert die Ableitung in den
Randpunkten µ = −1 und µ = 1. Da jedoch die Funktion arccos : [−1, 1] → R
nicht in µ = −1 und µ = 1 differenzierbar ist, kann die Gleichung (A.1) nicht fu¨r
alle µ ∈ [−1, 1] gelten, und es gibt keinen erwartungstreuen Scha¨tzer.
b) Wenn es im Modell Y ∼ N (1/ϑ · 1N , IN ) mit ϑ ∈ R \ {0} einen erwartungstreuen
Scha¨tzer fu¨r ϑ ga¨be, so hinge er von der vollsta¨ndigen und suffizienten Statistik
Z = 1N
∑N
i=1 Y i ab, d.h. wir ko¨nnen stattdessen die Frage stellen, ob es im Modell
Z ∼ N (µ, σ20) mit µ ∈ R \ {0} und bekanntem σ0 > 0 (hier: σ0 = 1/N) einen
erwartungstreuen Scha¨tzer fu¨r h(µ) = 1/µ gibt. Gesucht ist also eine Funktion
g : R→ R, die N (µ, σ20)-integrierbar fu¨r µ 6= 0 ist und
1
µ
=
1
σ0
√
2π
∫
R
g(z) exp
(
−(z − µ)
2
2σ20
)
dz (A.2)
fu¨r µ 6= 0 erfu¨llt.
Da
(z − µ)2 ≥ (z − 1)2 − 1 fu¨r z > 0 und µ ∈ [−1, 1]
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und
(z − µ)2 ≥ (z + 1)2 − 1 fu¨r z < 0 und µ ∈ [−1, 1],
wa¨re fu¨r eine solche Funktion
g+(z) exp
(
−(z − µ)
2
2σ20
)
≤ exp
(
1
2σ20
)
g+(z) exp
(
−(z + 1)
2
2σ20
)
1(−∞,0)
+ exp
(
1
2σ20
)
g+(z) exp
(
−(z − 1)
2
2σ20
)
1(0,∞)
fu¨r µ ∈ [−1, 1]. Mit der analogen Aussage fu¨r g− erha¨lt man eine integrierbare
Majorante und damit existiert nach dem Satz von der majorisierten Konvergenz
der Grenzwert
lim
µ→0
∫
R
g(z) exp
(
−(z − µ)
2
2σ20
)
dz =
∫
R
g(z) exp
(
− z
2
2σ20
)
dz
im Widerspruch zur Gleichung (A.2).
Betrachtet man hingegen das entsprechende Modell mit dem eingeschra¨nkten Pa-
rameterbereich Θ = (0,∞) anstelle von R \ {0}, so gibt es einen erwartungstreuen
Scha¨tzer, vgl. Voinov (1985).
A.2. Beispiel 2.32
Wir untersuchen, wie viele Nullstellen das Polynom
py(t) = t
4 − y1t3 + y2t− 1
in Abha¨ngigkeit von y1 und y2 auf R
+ hat. Es gilt
p′y(t) = 4t
3 − 3y1t2 + y2
p′′y(t) = 12t
2 − 6y1t.
1.Fall: y1 ≤ 0
Dann ist p′′(t) > 0 fu¨r t > 0, d.h. p′ ist streng monoton steigend auf R+. Ist y2 ≥ 0,
dann ist p′y(t) > 0 fu¨r t > 0 d.h. py ist streng monoton steigend und wegen py(0) = −1
gibt es folglich eine eindeutige Nullstelle von py auf R
+. Ist y2 < 0, dann gibt es eine
eindeutige Nullstelle t0 von p
′
y und p
′
y(t) < 0 fu¨r t < t0 und p
′
y(t) > 0 fu¨r t > t0, d.h. p
hat ein eindeutiges Minimum auf R+ in t0 und wegen py(0) = −1 gibt es ebenfalls eine
eindeutige Nullstelle von py auf R
+.
2.Fall: y1 > 0
Dann hat p′y auf R+ ein eindeutiges Minimum in t = y1/2 mit Wert p′y(y1/2) = −t31/4+y2.
Wenn y2 ≤ 0, dann ist wegen p′y(0) = y2 das Polynom py erst streng monoton fallend und
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dann streng monoton steigend auf R+, d.h. es hat dort ein eindeutiges Minimum und
wegen py(0) = −1 gibt es wieder eine eindeutige Nullstelle von py auf R+. Im Fall y2 > 0
kann man erst noch weiter unterteilen: Im Fall von y2 ≥ y31/4 ist p′y(t) ≥ 0 auf R+, da
fu¨r den Wert im Minimum p′y(y1/2) > 0 gilt. Bleibt also noch der Fall y2 > y31/4. Dann
hat p′y zwei Nullstellen auf R+, eine Nullstelle auf R−, folglich ein eindeutiges Minimum
auf R− und wegen py(0) = −1 daher genau eine Nullstelle auf R−. Es bleibt also die
Frage, wann in diesem Fall das Polynom py drei Nullstellen auf R
+ hat bzw. a¨quivalent
wann das Polynom py vier Nullstellen auf R
+ hat. Einsetzen in die Bedingungen von
Abramowitz u. Stegun (1972, S. 17 f.) liefert dann insgesamt
U = {y ∈ R2 : y1 > 0, y2 > 0, 4(−y1y2 + 4)3 + 27(y21 − y22)2 < 0}
als die Menge der y-Werte, fu¨r die das Polynom py drei Nullstellen auf R
+ hat und dann
von folgender Gestalt ist:
A.3. Beispiel 2.38
Sei X1 ∈ RN×u und X2 ∈ RN×v. Wir zeigen
Bild
(
Iu
0v×u
)
⊆ Bild
(
XT1
XT2
)
⇐⇒ rg((IN − PX2)X1) = u.
Beweis:
⇒: Gilt
Bild
(
Iu
0v×u
)
⊆ Bild
(
XT1
XT2
)
,
so existiert A ∈ RN×u mit Iu = XT1 A und 0v×u = XT2 A. Damit folgt
AT((IN − PX2)X1) = ATX1 −ATX2(XT2 X2)+XT2 X1 = Iu,
d.h. rg((IN − PX2)X1) = u.
⇐: Gilt hingegen rg((IN −PX2)X1) = u, dann gibt es wegen rg(XT1 (IN −PX2)) = u ein
B ∈ RN×u mit
XT1 (IN − PX2)B = Iu.
Da
XT2 (IN − PX2)B = (XT2 −XT2 )B = 0v×u
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gilt, folgt mit A = (IN − PX2)B, dass Iu = XT1 A und 0v×u = XT2 A und daher
Bild
(
Iu
0v×u
)
⊆ Bild
(
XT1
XT2
)
.
A.4. Rechenoperationen bei der QR-Zerlegung
Zur Untersuchung der Komplexita¨t des Verfahrens erinnern wir an die Grundzu¨ge der
QR-Zerlegung mittels Householder-Matrizen1 und starten hierbei mit einigen Bezeich-
nungen.
Eine Matrix H ∈ Rm×m heißt Householder-Matrix, falls sie von der Form
H = Hv = Im − 2
vTv
vvT
mit v ∈ Rm ist. H ist also die Spiegelungsmatrix zu der Hyperebene mit Normalenvektor
v ∈ Rm, und insbesondere gilt H = HT und HTH = H2 = Im. Sucht man ferner zu
gegebenen Vektoren x, y ∈ Rm, x 6= y mit ‖x‖ = ‖y‖, eine Householder-Matrix Hv, so
dass Hvx = y, so wird diese Aufgabenstellung durch v = x− y gelo¨st.
Mit dem Anwendungsziel bei der Linksmultiplikation einer Matrix mit einer Householder-
Matrix die Eintra¨ge einer Spalte unter der Hauptdiagonalen zu 0 werden zu lassen,
interessiert man sich insbesondere fu¨r den Fall2 x 6= 0 und y = −sgn(x1) ‖x‖ e1, wobei
sgn(a) =
{
+1 fu¨r a ≥ 0,
−1 fu¨r a < 0.
Mit
s(x) = sgn(x1) ‖x‖ , (A.3)
v(x) = x+ sgn(x1) ‖x‖ e1 = x+ s(x)e1, (A.4)
β(x) =
2
vT(x)v(x)
=
1
s(x)(x1 + s(x))
(A.5)
ergibt sich dann die zugeho¨rige Matrix
Hv(x) = Im − β(x)v(x)vT(x).
1Fu¨r eine QR-Zerlegung mittels Givens-Rotationen, vgl. Higham (2002, Section 19.6). Fu¨r vollbe-
setzte Matrizen fallen ca. 50 Prozent mehr Rechenoperationen als bei der QR-Zerlegung mittels
Householder-Matrizen an. Das Haupteinsatzgebiet dieses Verfahrens liegt bei der Zerlegung von
schwach besetzten Matrizen, z.B. von Tridiagonal-Matrizen.
2Die Wahl des Vorzeichens ist vor allem historisch bedingt; auch fu¨r den Fall y = +sgn(x1) ‖x‖ e1 kann
man durch geeignete Berechnung das Problem der numerischen Auslo¨schung vermeiden, vgl. Higham
(2002, Section 19.1).
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Ist C = [c1, . . . , cp] ∈ RN×p mit rg(C) = p, B = [b1, . . . , bp] ∈ RN×p, so ist c1 6= 0N und
man erha¨lt durch Linksmultiplikation mit H1 = Hv(b1) eine Matrix der Form
H1B =

∗ ∗ . . . ∗
0 ∗ . . . ∗
...
...
...
0 ∗ . . . ∗
 .
Nun zur induktiven Berechnung der Rechenoperationen bei der QR-Zerlegung einer
Matrix A ∈ RN×p mittels Householder-Matrizen. Allgemein hat man vor dem k-ten
Schritt eine Matrix Bk der Form
Bk = Hk−1 · · ·H1B =
(
Rk zk Ck
0(N−k)×k xk Dk
)
(A.6)
mit einer oberen Dreiecksmatrix Rk ∈ R(k−1)×(k−1), dem Vektor zk ∈ Rk−1, einer Matrix
Ck ∈ R(k−1)×(p−k), dem Vektor xk ∈ RN−k+1 und einer Matrix Dk ∈ R(N−k+1)×(p−k).
Ist N = p, so ist man schon nach Schritt k = p− 1 mit der QR-Zerlegung fertig, anson-
sten nach Schritt k = p.
Zu Beginn von Schritt k bietet sich eine Pivot-Strategie an, indem man unter dem Vektor
xk und den Spalten von Dk den betragsgro¨ßten Vektor sucht und durch Permutation an
die Stelle von xk bringt, d.h. mit einer Permutationsmatrix Pk+1 von rechts multipli-
ziert. Man hat dann wieder eine Matrix der Form (A.6).3 Wir werden im Folgenden die
Bezeichnungen nach einem Vorgehen ohne Pivotstrategien ausrichten.
Mit v(xk) = xk + sgn((xk)1) ‖xk‖ e1 und
Hv(xk) = IN−k+1 −
2
vT(xk)v(xk)
v(xk)v
T(xk)
= IN−k+1 − β(xk) v(xk)vT(xk) ∈ R(N−k+1)×(N−k+1)
setzt man
Hk =
(
Ik−1 0(k−1)×(N−k+1)
0(N−k+1)×(k−1) Hv(xk)
)
und multipliziert Bk von links mit Hk, wobei
HkBk = Hk
(
Rk zk Ck
0(N−k)×k xk Dk
)
=
(
Rk zk Ck
0(N−k)×k −s(xk)e1 Hv(xk)Dk
)
und
Hv(xk)Dk = Dk − v(xk)
(
β(xk)(v
T(xk)Dk)
)
. (A.7)
3Zusa¨tzlich kann man zu Beginn des Algorithmus noch eine Zeilen-Pivotstrategie anwenden, indem man
die Zeilen nach der Maximumsnorm anordnet, d.h. zu Beginn eine Multiplikation von links mit einer
Permutationsmatrix P0 durchfu¨hrt. Am Ende ist dann Q = P0H1 · · ·Hmin{N,p}. Zu Pivotstrategien
bei der QR-Faktorisierung siehe auch Higham (2002, Section 19.4).
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Ohne Pivotisierungsstrategie ergibt sich schließlich fu¨r N > p
Hp · · ·H1B =
(
R
0(N−p)×p
)
mit einer oberen Dreiecksmatrix R ∈ Rp×p und im Fall N = p
Hp−1 · · ·H1B = R
mit einer oberen Dreiecksmatrix R ∈ Rp×p. Mit Q = (Hp · · ·H1)T = H1 · · ·Hp im Fall
N > p bzw. Q = (Hp−1 · · ·H1)T = H1 · · ·Hp−1 im Fall N = p gilt also
B = Q
(
R
0(N−p)×p
)
.
Wendet man noch die Spalten-Pivotstrategie an, so ergibt sich stattdessen
BP = Q
(
R
0(N−p)×p
)
mit einer Permutationsmatrix P = P1 · · ·Pp−1.
Nutzt man die Formeln (A.3), (A.4), (A.5) und (A.7), so ergeben sich im k-ten Schritt
ohne Pivotstrategie folgende Rechenoperationen:
Die Bestimmung von s(xk) erfordert N −k+1 Quadrierungen (Multiplikationen), N −k
Additionen, eine Quadratwurzelziehung, eine Vorzeichenermittlung und eventuell eine
Vorzeichena¨nderung. Zur Bestimmung von β(xk) wird dann eine Addition, eine Multi-
plikation und eine Division beno¨tigt, wobei damit auch die erste Komponente von v(xk)
berechnet ist. Um vT(xk)Dk zu ermitteln, werden (N − k + 1)(p − k) Multiplikationen
und (N−k)(p−k) Additionen beno¨tigt, die anschließende Multiplikation mit dem Skalar
β(xk) beno¨tigt p−k Multiplikationen. Hiernach fa¨llt das a¨ußere Produkt eines N−k+1-
Vektors mit einem p−k-Vektor an, was (N−k+1)(p−k) Multiplikationen erfordert. Die
abschließende Differenz der beiden Matrizen erfodert (N − k+1)(p− k) Subtraktionen.
Insgesamt fallen also im k-ten Schritt N − k + 1 + (N − k)(p− k) + (N − k + 1)(p− k)
Additionen/Subtraktionen, (N−k+1)+1+(N−k+1)(p−k)+(p−k)+(N−k+1)(p−k)
Multiplikationen, 1 Division, 1 Quadratwurzelziehung und 1 Vorzeichenermittlung und
eventuell eine Vorzeichena¨nderung an. Im Fall N = p fallen daher u¨ber alle Schritte
neben den p− 1 Divisionen, p− 1 Quadratwurzelziehungen und den p− 1 Vorzeichener-
mittlungen bzw. eventuellen Vorzeichena¨nderungen
p−1∑
k=1
N − k + 1 + (N − k)(p− k) + (N − k + 1)(p− k) = −3 + p+ 2p
3
3
Additionen/Subtraktionen und
p−1∑
k=1
(N−k+1)+1+(N−k+1)(p−k)+(p−k)+(N−k+1)(p−k) = −6 + p+ 3p
2 + 2p3
3
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Multiplikationen an. Betrachtet man also Additionen, Subtraktionen, Multiplikationen,
Divisionen und Quadratwurzelziehungen zusammen, so ergeben sich
−3 + p+ 2p3
3
+
−6 + p+ 3p2 + 2p3
3
+ 2(p− 1) = −15 + 8p+ 3p
2 + 4p3
3
Rechenoperationen.4
Im Fall N > p fallen neben p Divisionen, p Quadratwurzelziehungen, p Vorzeichener-
mittlungen bzw. eventuellen Vorzeichena¨nderungen
p∑
k=1
N − k + 1 + (N − k)(p− k) + (N − k + 1)(p− k) = p− p
3 + 3Np2
3
(A.8)
Additionen/Subtraktionen und
p∑
k=1
(N−k+1)+1+(N−k+1)(p−k)+(p−k)+(N−k+1)(p−k) = p+ 3p
2 − p3 + 3Np2
3
(A.9)
Multiplikationen an, also insgesamt
p− p3 + 3Np2
3
+
p+ 3p2 − p3 + 3Np2
3
+ 2p =
8p+ 3p2 − 2p3 + 6Np2
3
Rechenoperationen.
Wendet man noch obige Pivotstrategie an, dann muss man im k-ten Schritt noch das
Quadrat der Normen der Spalten vonDk bestimmen, d.h. von p−k Vektoren im RN−k+1.
Dies beno¨tigt (N − k + 1)(p− k) Quadrierungen und (N − k)(p− k) Additionen. U¨ber
alle Schritte fallen also im Fall N ≥ p zusa¨tzlich
p∑
k=1
(N − k)(p− k) = 1
6
(3N − p− 1)(p− 1)p = 1
2
Np2 − 1
6
p3 − 1
2
Np+
1
6
p
Additionen und
p∑
k=1
(N − k + 1)(p− k) = 1
6
(p− 1)p(−2− 3N + p) = 1
2
Np2 − 1
6
p3 − 1
2
Np+
1
2
p2 − 1
3
p
Multiplikationen an.
Allerdings steht in beiden Fa¨llen hierbei Q nicht explizit zur Verfu¨gung, sondern lediglich
die Matrizen Hk bzw. die Vektoren v(xk).
5 Zur Lo¨sung des Kleinste-Quadrate-Problems,
d.h. insbesondere fu¨r Schritt 3, genu¨gt dies aber. Wir untersuchen, wie viele Rechenope-
rationen im Fall N > p beno¨tigt werden, um c = QT1 U(y − y0) zu ermitteln. Im Fall
4Durch die etwas geschicktere Berechnung von Hk+1 sind dies weniger Rechenoperationen als in
Ha¨mmerlin u. Hoffmann (1991, Abschnitt 2.3.4).
5Will man Q bzw. Q1 explizit bestimmen, so erfordert dies 4(N
2p − Np2 + p3/3) bzw. 2p2(N − p/3)
Rechenoperationen, wenn man hierbei die Glieder kleinerer Ordnung wegla¨sst, siehe Higham (2002,
Section 19.2).
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N = p a¨ndern sich nur Glieder kleinerer Ordnung. Fu¨r w = U(y − y0) werden dabei
p(N − 1) Additionen, N Subtraktionen und pN Multiplikationen beno¨tigt. Bezeichnet
man w1 = w, so kann man rekursiv wk+1 = Hkwk berechnen, die ersten p Eintra¨ge von
wp+1 sind dann der gesuchte Vektor c. Zerlegt man
wk =
(
wk,1
wk,2
)
mit wk,1 ∈ Rk−1 und wk,2 ∈ RN−k+1, so ist
Hkwk =
(
wk,1
Hv(xk)wk,2,
)
wobei
Hv(xk)wk,2 = wk,2 − v(xk)β(xk)vT(xk)wk,2.
Die Bestimmung von vT(xk)wk,2 beno¨tigt N − k + 1 Multiplikationen und N − k Ad-
ditionen, die anschließende Multiplikation mit β(xk) beno¨tigt eine Multiplikation, und
die Multiplikation mit dem Vektor v(xk) beno¨tigt N − k + 1 Multiplikationen und die
Subtraktion vom Vektor wk,2 beno¨tigt N − k + 1 Subtraktionen. U¨ber alle k = 1, . . . , p
und mit der Berechnung von w fallen daher
p(N − 1) +N +
p∑
k=1
(2(N − k) + 1) = 3Np+N − p2 − p
Additionen/Subtraktionen und
pN +
p∑
k=1
(2(N − k + 1) + 1) = 3Np− p2 + 2p
Multiplikationen in Schritt 3 fu¨r die Bestimmung von c an.
A.5. Rechenoperationen bei der Singula¨rwertzerlegung
Fu¨r die Rechenoperationen in Schritt 1 des Verfahrens basierend auf der Singula¨rwert-
zerlegung vergleiche die Ausfu¨hrungen zur QR-Zerlegung und zur Cholesky-Zerlegung.
Wir werden im Folgenden untersuchen, wie viele Rechenoperationen die Singula¨rwert-
zerlegung einer Matrix C ∈ RN×p beno¨tigt. Wir werden dabei N > p annehmen, da
man fu¨r N < p ansonsten die Zerlegung fu¨r CT betrachtet und daher in den Formeln
entsprechend N und p zu vertauschen sind bzw. fu¨r N = p sich nur Koeffizienten zu
Gliedern der Ordnung 2 oder kleiner in N und p a¨ndern.
Der klassische Algorithmus von Golub u. Kahan (1965) bzw. Golub u. Reinsch (1970)
besteht aus zwei Phasen.
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In der ersten Phase wird analog zur QR-Zerlegung mittels Householder-Matrizen Pk =
Pv(xk), k = 1, . . . , p, und Qk = Qv(yk), k = 1, . . . , p− 2, erreicht, dass
C˜ = Pp · · ·P1CQ1 · · ·Qp−2 =

q1 s2 0 . . . 0
q2 s3
. . .
...
. . .
. . . 0
0 qp−1 sp
qp
. . . . . . . . . . . . . . . . . . . . .
0(N−p)×p

eine bidiagonale Matrix ist.
Die erste Phase beno¨tigt zur Bestimmung von v(xk), k = 1, . . . , p, und v(yk), k =
1, . . . , p− 2, und C˜ fu¨r die Linksmultiplikationen
p∑
k=1
N − k + 1 + (N − k)(p− k) + (N − k + 1)(p− k) = Np2 − 1
3
p3 +
1
3
p
Additionen/Subtraktionen, vgl. Formel (A.8), und
p∑
k=1
(N−k+1)+1+(N−k+1)(p−k)+(p−k)+(N−k+1)(p−k) = Np2− 1
3
p3+p2+
1
3
p
Multiplikationen, vgl. Formel (A.9), und fu¨r die Rechtsmultiplikationen
p−2∑
k=1
(p−k−1)+1+(p−k−1)(N −k)+(p−k)(N −k) = Np2− 1
3
p3−2Np+p2+ 1
3
p−2
Additionen/Subtraktionen und
p−2∑
k=1
(p−k)+1+(p−k)(N −k)+ (N −k)+ (p−k)(N −k) = Np2− 1
3
p3− 4N + 13
3
p− 6
Multiplikationen, ferner insgesamt 2p− 2 Divisionen, 2p− 2 Quadratwurzeln und 2p− 2
Vorzeichenermittlungen und eventuelle bis zu 2p − 2 Vorzeichena¨nderungen. Insgesamt
fallen also in Phase 1
2Np2 − 2
3
p3 − 2Np+ p2 + 2
3
p− 2
Additionen/Subtraktionen und
2Np2 − 2
3
p3 + p2 − 4N + 20
3
p− 8
Multiplikationen/Divisionen und 2p− 2 Quadratwurzeln an.
In der zweiten Phase wird mit Hilfe von Givens-Rotationen aus der bidiagonalen Ma-
trix eine diagonale Matrix gebildet.
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Definition A.1
Fu¨r n ∈ N, i 6= j ∈ {1, . . . , n} und ϑ ∈ [0, 2π[ heißt hierbei die Drehmatrix G(i, j, φ) =
(gij)i,j∈{1,...,n} ∈ Rn×n mit
gkl =

1, k = l, k 6= i, k 6= j,
cos(φ), k = l = i,
sin(φ), k = i, l = j,
− sin(φ), k = j, l = i,
cos(φ), k = j, l = j,
0, sonst,
Givens-Rotation in der Ebene (i, j) mit dem Drehwinkel φ.
Um klarer zum Ausdruck zu bringen, dass man fu¨r die Matrix G(i, j, φ) nicht explizit
den Winkel φ, sondern nur cos(φ) und sin(φ) beno¨tigt, fu¨hren wir die Bezeichnung
G˜(i, j, c, s) = G(i, j, φ(c, s)) ein, wobei φ(c, s) den Winkel φ(c, s) ∈ [0, 2π[ bezeichne
mit cos(φ(c, s)) = c und sin(φ(c, s)) = s, d.h. G˜(i, j, c, s) = (g˜ij)i,j∈{1,...,n} mit
g˜kl =

1, k = l, k 6= i, k 6= j,
c, k = l = i,
s, k = i, l = j,
−s, k = j, l = i,
c, k = j, l = j,
0, sonst.
Fu¨r na¨here Erla¨uterungen und Motivationen zu den folgenden drei Algorithmenmo-
dulen fu¨r die zweite Phase, d.h. die Singula¨rwertzerlegung einer bidiagonalen Matrix,
verweisen wir auf Golub u. Van Loan (1996).
Algorithmus A.2 (Entkoppelung)
Input: Bidiagonal-Matrix
C =

α1 β1 0 . . . 0
0 α2 β2
. . .
...
...
. . . α3
. . . 0
...
. . .
. . . βn−1
0 . . . . . . 0 αn

mit αi = 0, fu¨r ein i = 1, . . . , n.
Output:
Cneu = G1 · · ·Gi−1CGˇi · · · Gˇn−1 =
C1 0
C2

mit einer Matrix C1 ∈ R(i−1)×(i−1) und einer Matrix C2 ∈ R(n−i)×(n−i).
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for k = i+ 1 to n do
c← − ck,kq
c2k,k+c
2
i,k
; s← ci,kq
c2k,k+c
2
i,k
C ← G(i, k, c, s)C
end for{nun Zeile i Nullzeile, jetzt noch Spalte i zu Nullzeile machen}
for k = i− 1 to 1 do
c← − ck,kq
c2k,k+c
2
i,k
; s← ci,kq
c2k,k+c
2
i,k
C ← CG(k, i, c, s)
end for
Algorithmus A.3 (Golub-Kahan-Schritt)
Input: Bidiagonal-Matrix
C =

α1 β1 0 . . . 0
0 α2 β2
. . .
...
...
. . . α3
. . . 0
...
. . .
. . . βn−1
0 . . . . . . 0 αn

mit αi 6= 0, i = 1, . . . , n und βi 6= 0, i = 1, . . . , n− 1.
Output: Cneu = G1 · · ·Gn−1CGˇ1 · · · Gˇn−1
a← α2n−1 + β2n−2; b← αn−1βn−1; c← α2n + β2n
if a ≤ c then
λ =
√
b2 +
(
a−c
2
)2
+ a+c2
else
λ = −
√
b2 +
(
a−c
2
)2
+ a+c2
end if{λ ist der Eigenwert der untersten rechtesten 2× 2 Untermatrix von T = CTC,
der na¨her an tnn ist}
y ← α21 − λ; z ← α1β1
for k = 1 to n− 1 do
c← − y√
z2+y2
; s← z√
z2+y2
; Gk ← G(k, k + 1, c, s)
C ← CGk
y ← ckk; z ← ck+1,k
c← y√
z2+y2
; s← z√
z2+y2
; Gˇk ← G(k, k + 1, c, s)T
C ← GˇkC
if k < n− 1 then
y ← ck,k+1; z ← ck,k+2
end if
end for
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A.5. Rechenoperationen bei der Singula¨rwertzerlegung
Fu¨r die Darstellung C = WˇCneuVˇ
T beno¨tigt die Bestimmung von Cneu lediglich O(n)
Rechenoperationen, die Bestimmung von Wˇ = GTn−1 · · ·GT1 , und die Bestimmung von
Vˇ = Gˇ1 · · · Gˇn−1 jeweils 6n2+O(n) Rechenoperationen. Algorithmus A.2 braucht offen-
sichtlich weniger Rechenoperationen.
Algorithmus A.4
Input: Bidiagonal-Matrix
C =

α1 β1 0 . . . 0
0 α2 β2
. . .
...
...
. . . α3
. . . 0
...
. . .
. . . βn−1
0 . . . . . . 0 αn

.
δ = cǫMach fu¨r ”
c klein“, z.B. c ∈ (1, 8]
Output: Cneu = U1 · · ·UkCVˇ1 · · · Vˇk, so dass Cneu diagonal
repeat
for i = 1 to n− 1 do
if |ci,i+1| ≤ δ(|cii|+ |ci+1,i+1|) then
ci,i+1 ← 0
end if{Event. auch
”
kleine“ Diagonaleintra¨ge auf 0 setzen}
end for
Finde gro¨ßtes q und s, so dass
C =
C11 C22
C33

mit einer Diagonalmatrix C33 ∈ Rq×q und einer Bidiagonalmatrix C22 ∈ Rs×s, deren
Eintra¨ge in der oberen Nebendiagonalen alle ungleich 0 sind.
if q < n then
if Ein Diagonaleintrag von C22 ist 0 then
Wende Algorithmus A.2 auf C22 an
else
Wende Algorithmus A.3 auf C22 an
end if
end if
until q = n
Wilkinson (1969) zeigt die Konvergenz dieses Algorithmus. Golub u. Reinsch (1970)
berichten, dass in ihren numerischen Experimenten die Zahl der Durchla¨ufe der Repeat-
Schleife in Algorithmus A.4 im Mittel kleiner als 2n war, geben aber keine weiteren
Einzelheiten zu diesen numerischen Experimenten. Es sind keine systematische numeri-
sche Untersuchungen der Schleifenanzahl mittels einer Simulation oder gar theoretische
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A. Beweise
Ergebnisse ausgehend von einer Wahrscheinlichkeitsverteilung fu¨r die Start-Matrizen
C bekannt. Wir gehen bei den folgenden U¨berlegungen trotzdem von O(n) Schlei-
fendurchla¨ufen im Erwartungswert aus. Da die Anzahl der Rechenoperationen in den
Algorithmen A.2 und A.3 jeweils O(n) ist, fallen im Erwartungswert fu¨r die Bestim-
mung der singula¨ren Werte, d.h. der Diagonalmatrix D in der Singula¨rwertzerlegung
C =WDV T, O(n2) Rechenoperationen an, fu¨r die Bestimmung von V im Erwartungs-
wert 283 n
3+O(n2) Rechnenoperationen und fu¨r die Bestimmung von WTc wiederum im
Erwartungswert O(n2) Rechenoperationen. Ingesamt fu¨hrt dies im Erwartungswert zu
2pN2 + 4Np2 + 8p3 +O(p2 + pN) Rechenoperationen.
Von Lawson u. Hanson (1974) und Chan (1982) wurde ein Verfahren zur Singula¨rwert-
zerlegung vorgeschlagen, das darauf beruht, dass man eine QR-Zerlegung vorschaltet,
also lediglich ein anderes Vorgehen in Phase 1 hat. Geht man von der gleichen Annah-
me der erwarteten Schleifendurchla¨ufe in Phase 2 aus, dann fu¨hrt dies zu insgesamt
2pN2 + 2Np2 + 11p3 + O(p2 + pN) Rechenoperationen, vgl. auch Golub u. Van Loan
(1996, Section 5.4.5). Da 2Np2+11p3 ≥ 4Np2+8p3 genau dann gilt, wenn N ≥ 32p gilt,
ist fu¨r große N und p in diesem Fall das Verfahren von Lawson-Hanson-Chan effizienter.
Ein weiteres Verfahren wurde von Barlow u. a. (2005) vorgeschlagen, das dann zu insge-
samt 2pN2+3Np2+ 283 p
3+O(p2+ pN) Rechenoperationen fu¨hrt, also fu¨r große N und
p bei 43p ≤ N ≤ 53p effizienter als die anderen beiden Verfahren ist.
Resultate zur Genauigkeit der Berechnung der Singula¨rwertzerlegung in Phase 1, also
der Berechnung der bidiagonalen Matrix, bei der Verwendung von Gleitkommazahlen
endlicher Mantisse finden sich in Wilkinson (1965).
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B. Grundlagen aus der
Differentialgeometrie
Wir stellen in diesem Abschnitt einige Grundlagen aus der Differentialgeometrie vor und
verweisen fu¨r Beweise und weitergehende Literatur auf Spivak (1965, 1979), do Carmo
(1983), Postnikov (1989) und Barden u. Thomas (2003).
Definition B.1 (Abstrakte Definition von Mannigfaltigkeiten mittels Karten)
Eine n-dimensionale differenzierbare (oder Ck-) Mannigfaltigkeit besteht aus einer
MengeM und einer Familie (φα)α∈A von injektiven Abbildungen, den sogenanntenKar-
ten oder lokalen Parametrisierungen, φα : Uα → M , mit Uα ⊆ Rn offen fu¨r α ∈ A,
so dass
1. die Karten M u¨berdecken (
”
bilden einen Atlas“):⋃
α∈A
φα(Uα) =M,
2. die Karten vertra¨glich sind (
”
differenzierbarer Kartenwechsel“):
Fu¨r alle α, β ∈ A mit W := φα(Uα) ∩ φβ(Uβ) 6= ∅ ist φ−1α (W ) offen und der
Kartenwechsel φ−1β ◦ φα : φ−1α (W )→ φ−1β (W ) ist differenzierbar (oder Ck).
Uα Uβ
φα φβ
M
W
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B. Grundlagen aus der Differentialgeometrie
Bemerkung B.2
Das Mengensystem
O = {O ⊆M : φ−1α (φα(Uα) ∩O) offen in Uα fu¨r alle α ∈ A}
definiert eine Topologie von offenen Mengen auf M . Diese wird fortan verwendet.
Definition B.3 (Differenzierbarkeit von Abbildungen zwischen Mannigfaltigkeiten)
Seien M und N Mannigfaltigkeiten, UM eine in M offene Teilmenge, VM eine in N
offene Teilmenge und f : UM → UN . Dann heißt f in p ∈ UM differenzierbar, wenn
es Karten φ : U → M und ψ : V → N mit p ∈ φ(U) und f(p) ∈ ψ(V ) gibt, so dass
ψ−1 ◦ f ◦ φ : U → V differenzierbar in φ−1(p) ist.
Hierbei betrachtet man mit φα : Uα → M fu¨r α ∈ A auch alle Einschra¨nkungen von
φα der Form φ˜α : Vα → M mit Vα ⊂ Uα offen als Karten, so dass man auf diese Weise
gegebenfalls φ(U) ⊆ UM und f(φ(U)) ⊆ ψ(V ) erreichen kann.
f
U V
p
f(p)
φ ψ
M
N
Seien U, V ⊆ Rn offen. Eine Abbildung φ : U → V heißt Cs-Diffeomorphismus, falls
φ bijektiv ist und φ und die Umkehrabbildung φ−1 jeweils s-mal stetig differenzierbar
sind.
Seien M und N Mannigfaltigkeiten. Entsprechend heißt fu¨r eine in M offene Teilmenge
U und eine in N offene Teilmenge V eine Abbildung f : U → V einDiffeomorphismus,
falls f bijektiv ist und f und f−1 differenzierbar sind.
Definition B.4 (Untermannigfaltigkeiten des RN )
M ⊆ RN ist n-dimensionale Ck-Untermannigfaltigkeit des RN , falls es fu¨r alle p ∈M
eine offene Umgebung U ⊆ RN mit p ∈ U und einen Ck-Diffeomorphismus φ : U →
φ(U) ⊆ RN gibt mit
φ(U ∩M) = φ(U) ∩ (Rn × {0N−n}).
166
p •
U ⊆ RN
M
RN
Rn
φ
φ(U)
φ(U ∩M)
Bemerkung B.5
• Damit ist mit φ˜p : prRNRn (φ(U)) → M,x 7→ φ−1(x, 0) fu¨r p ∈ M eine Familie von
Karten gegeben und jede Untermannigfaltigkeit des RN ist somit eine Mannigfal-
tigkeit.
• Definition B.1 und B.4 sind noch enger verwandt: Ist na¨mlich M nach Definition
B.1 (mit der vererbten Topologie aus Bemerkung B.2) Hausdorffsch und erfu¨llt das
zweite Abza¨hlbarkeitsaxiom (also abz. Basis der Topologie), so gilt der Satz von
Whitney:
M ist diffeomorph zu einer Untermannigfaltigkeit des R2n.
Lemma B.6 (Untermannigfaltigkeiten durch Gleichungen)
Sei N > n und U ⊆ RN offen, f : U → RN−n eine differenzierbare Ck-Abbildung und
a ∈ RN−n ein regula¨rer Wert von f , d.h. Jf (u) ist surjektiv fu¨r alle u ∈ U mit f(u) = a.
Dann ist M = f−1(a) eine n-dimensionale Ck-Untermannigfaltigkeit des RN .
Lemma B.7 (Charakterisierungen einer n-dimensionalen Ck-Untermannigfaltigkeit)
Sei M ⊆ RN . Folgende Bedingungen sind a¨quivalent:
a) M ist eine Ck-Untermannigfaltigkeit von RN der Dimension n.
b) Es gibt zu jedem Punkt a ∈M eine (relativ zu M) offene Umgebung Va ⊆M , eine
offene Teilmenge Ua ⊆ Rn und eine Ck-Abbildung φa : Ua → Va mit rg(Jφa(u)) = n
fu¨r alle u ∈ Ua (eine Ck-Immersion), die Ua homo¨omorph auf Va abbildet, d.h. die
Umkehrfunktion φ−1a ist auch stetig.
c) M ist lokal Urbild eines regula¨ren Wertes a ∈ RN−n einer Ck-Funktion, d.h. fu¨r
alle p ∈ M gibt es eine offene Umgebung V , so dass M ∩ V = f−1(a) fu¨r eine
Funktion f und einen regula¨ren Wert a ∈ RN−n von f wie in Lemma B.6.
d) M ist lokal der Graph einer Ck-Funktion u¨ber der n-dimensionalen Koordinaten-
ebene, d.h. es gibt fu¨r alle p ∈M nach eventueller Umnummerierung der Koordina-
ten offene Umgebungen U ∈ Rn von (p1, . . . , pd) und V ∈ RN−n von (pd+1, . . . , pn)
sowie eine Ck-differenzierbare Abbildung F : U → V , so dass
M ∩ (U × V ) = {(x, F (x)) : x ∈ U}.
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Bemerkung B.8 (Quotientenmannigfaltigkeiten)
Sei M eine Mannigfaltigkeit und (Γ, ◦, id) eine Gruppe von Diffeomorphismen, die auf
M operieren, d.h.
1. g ◦ h(p) = g(h(p)) fu¨r alle g, h ∈ Γ, p ∈M ,
2. id(p) = p fu¨r alle p ∈M .
Man sagt, Γ operiert eigentlich diskontinuierlich1 und fixpunktfrei2, falls fu¨r alle
p ∈M eine Umgebung U(p) existiert, so dass fu¨r alle g ∈ Γ \ {id} gilt
g(U(p)) ∩ U(p) = ∅. (B.1)
Dann bilden die A¨quivalenzklassen3 M/Γ := {Γ(x)|x ∈ M}, der sogenannte Orbit-
raum, in kanonischer Weise eine Mannigfaltigkeit der gleichen Dimension wie M . Ge-
nauer: Die kanonische Einbettung π :M →M/G ist ein lokaler Diffeomorphismus.4
Beispiel B.9 (Torus)
Sei T = R2/Z2, wobei Z2 mittels Translation auf R2 operiert, d.h. die A¨quivalenzrelation
∼ ist fu¨r x, y ∈ R2 wie folgt definiert:
x ∼ y :⇐⇒ x− y ∈ Z2.
Dann ist der Orbitraum T , der sogenannte flache Torus, diffeomorph zum zweidimensio-
nalen Rotationstorus T 2a,b ⊆ R3, b > a (”Autoschlauch“).
0 1
1
b
a
Der Diffeomorphismus vom flachen Torus auf den Rotationstorus ist gegeben durch:
g : R2/Z2 → T 2a,b, (x, y) + Z2 7→
 (b+ a cos(2πy)) cos(2πx)(b+ a cos(2πy)) sin(2πx)
a sin(2πy)
 .
Man kann zeigen, dass R2/Z2 zudem diffeomorph zu S1 × S1 ⊂ R4. Dies zeigt, dass
es keinen kanonischen umgebenden Euklidischen Raum (im Satz von Whitney) gibt, in
dem eine Mannigfaltigkeit liegt.
1Γ operiert eigentlich diskontinuierlich, wenn der Schnitt in Gleichung (B.1) fu¨r g ∈ Γ\{id} endlich ist.
2Γ operiert fixpunktfrei, falls alle g ∈ Γ \ {id} keinen Fixpunkt haben.
3Die A¨quivalenzrelation ∼ ist also wie folgt definiert: x ∼ y :⇐⇒ x = g(y) fu¨r ein g ∈ Γ, d.h. x und y
sind in gleicher Bahn unter Γ.
4Daher ist π ◦ φα nach Einschra¨nkung Karte fu¨r M/Γ, wenn φα Karte fu¨r M .
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Definition B.10 (Tangentialraum)
Sei M eine n-dimensionale Ck-Untermannigfaltigkeit des RN .
Dann ist der Tangentialraum im Punkt p ∈M gegeben durch
TpM :=
{
∂
∂t
∣∣∣
t=0
γ | γ : (−ǫ, ǫ)→M ist Ck-differenzierbar, γ(0) = p, ǫ > 0
}
.
Dieser wird meist mit (p, TpM) identifiziert. Die damit disjunkte Vereinigung
TM := •
⋃
p∈M
TpM
der Tangentialra¨ume heißt Tangentialbu¨ndel.
p
Falls M keine Untermannigfaltigkeit des RN ist, sondern eine abstrakte Mannigfaltig-
keit, so ist diese Definition nicht mo¨glich und wir mu¨ssen den Tangentialraum abstrakter
definieren und ko¨nnen ihn dann auch nicht mehr wie oben als Unterraum des RN auf-
fassen:
Sei C∞(M,p) := {f :M → R | f ist C∞ in Umgebung von p}. Dann definiert man:
TpM :=
{
v : C∞(M,p)→ R | es gibt ǫ > 0, γ : (−ǫ, ǫ)→M mit
γ(0) = p und v(f) =
∂
∂t
∣∣∣
t=0
f ◦ γ fu¨r alle f ∈ C∞(M,p)}.
Bemerkung B.11
TpM ist ein n-dimensionaler linearer Raum. Falls φ Karte fu¨r p = φ(x), so ist TpM =
Bild(Jφ(x)). Weiterhin ist das Tangentialbu¨ndel TM eine Mannigfaltigkeit der Dimen-
sion 2n, da
φ˜α : Uα × Rn → TM, (x, a) 7→
(
φα(x),
n∑
i=1
ai
d
dt
∣∣∣
t=0
φα(x+ tei)
)
Karte fu¨r α ∈ A ist.
169
B. Grundlagen aus der Differentialgeometrie
Definition B.12 (Ableitung von Funktionen)
Sei f : M → N eine differenzierbare Abbildung (nach Definition B.3). Die Abbildung
f∗p : TpM → Tf(p)N mit
f∗p
(
∂
∂t
∣∣∣
t=0
γ
)
:=
∂
∂t
∣∣∣
t=0
f ◦ γ
fu¨r differenzierbare Kurven γ : (−ǫ, ǫ) → M mit γ(0) = p und ǫ > 0, heißt Ableitung
von f in p.
fM N
γ
p
f ◦ γ
Bemerkung B.13
f∗p : TpM → Tf(p)M ist eine lineare Abbildung. Weiterhin gelten die u¨blichen Gesetze
fu¨r Ableitungen wie Kettenregel und implizites Funktionentheorem.
Definition B.14 (Vektorfelder)
Eine differenzierbare Abbildung X : M → TM mit X(p) ∈ TpM fu¨r p ∈ M heißt
differenzierbares Vektorfeld.
Bemerkung B.15
• Aufgrund der Definition B.3 und der Bemerkung B.11 ist erkla¨rt, was in diesem
Zusammenhang mit differenzierbar gemeint ist.
• Die Vektorfelder ∂∂xi : φα(Uα) ⊆M → TM mit
∂
∂xi
(p) :=
∂
∂xip
:=
(
p,
d
dt
∣∣∣
t=0
φα(φ
−1
α (p) + tei)
)
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fu¨r i = 1, . . . , n heißen Basisvektorfelder (der Karte φα).
φ−1α (p)
φα
p
Definition B.16 (Riemannsche Mannigfaltigkeiten)
Sei M eine Mannigfaltigkeit. Dann heißt eine Familie g = (gp)p∈M von (pos. def.) Ska-
larprodukten gp : TpM × TpM → R fu¨r p ∈ M Riemannsche Metrik, wenn die
Skalarprodukte differenzierbar von p ∈ M abha¨ngen, d.h. ist U ⊆ M offen und sind X,
Y differenzierbare Vektorfelder auf U , so ist p 7→ gp(X(p), Y (p)) differenzierbar.
Eine Mannigfaltigkeit M mit Riemannscher Metrik g heißt Riemannsche Mannigfal-
tigkeit (M, g).
Bemerkung B.17 (Messen von Kurvenla¨ngen)
Mittels der Skalarprodukte gp fu¨r p ∈ M definiert man fu¨r stu¨ckweise differenzierbare
Kurven c : [a, b]→M die La¨nge der Kurve durch
L(c) :=
b∫
a
‖ c˙(t) ‖gc(t) dt =
b∫
a
(
gc(t) (c˙(t), c˙(t))
)1/2
dt .
Ist (M, g) eine (weg-)zusammenha¨ngende5 Riemannsche Mannigfaltigkeit, so definiert
man die Riemannsche Abstandsfunktion d :M ×M → R:
d(p, q) := inf{L(c) | c : [a, b]→M stu¨ckw. diffb., c(a) = p, c(b) = q} .
Mit dieser Abstandsfunktion ist (M,d) ein metrischer Raum, wobei die durch d gegebene
Topologie mit der urspru¨nglichen u¨bereinstimmt.
Beispiel B.18
• Rn als Riemannsche Mannigfaltigkeit
Rn zusammen mit dem u¨blichen Skalarprodukt auf TpR
n ∼= Rn fu¨r p ∈ Rn bildet
eine Riemannsche Mannigfaltigkeit.
5Fu¨r differenzierbare Mannigfaltigkeiten sind die beiden Zusammenhangsbegriffe a¨quivalent, da es zu
jedem Punkt eine wegzusammenha¨ngende Umgebung gibt.
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• Induzierte Metrik
Ist N Untermannigfaltigkeit einer Riemannschen Mannigfaltigkeit M mit Metrik
g, so kann man fu¨r p ∈ N den Tangentialraum TpN in natu¨rlicher Weise als
Unterraum von TpM auffassen, genauer:
Bezeichnet i : N → M die Inklusion, so identifiziere (fu¨r p ∈ N) v ∈ TpM mit
i∗pv ∈ TpN .
Dann ist N mit der Einschra¨nkung der Skalarprodukte von TM auf TN eine
Riemannsche Mannigfaltigkeit.
Beispiele: Die Einheitskugel Sn−1 ⊆ Rn, Rotationstorus T 2a,b ⊆ R3.
Definition B.19 (Isometrien)
Seien (M, g) und (N,h) zwei Riemannsche Mannigfaltigkeiten. Dann heißt ein Diffeo-
morphismus f : M → N eine Isometrie, wenn f∗p : TpM → Tf(p)N fu¨r p ∈ M eine
Isometrie ist, d.h.
hf(p)(f∗pv, f∗pw) = gp(v, w) fu¨r alle p ∈M, v,w ∈ TpM.
Bemerkung B.20 (Satz von Nash)
Es gilt auch fu¨r Riemannsche Mannigfaltigkeiten das Analogon zum Satz von Whitney
(vergleiche Bemerkung B.5), na¨mlich der Satz von Nash:
Jede Riemannsche Mannigfaltigkeit M der Dimension n ist isometrisch zu einer Unter-
mannigfaltigkeit des RN mit induzierter Metrik. Hierbei kann man N ≤ n2 + 5n + 3
wa¨hlen.
Bemerkung B.21 (Riemannsche Quotientenmannigfaltigkeiten)
Ist (M, g) eine Riemannsche Mannigfaltigkeit und Γ eine Gruppe von Isometrien, die
eigentlich diskontinuierlich und fixpunktfrei aufM operieren, dann besitzt der Orbitraum
M/Γ genau eine Riemannsche Metrik g˜, so dass die kanonische Einbettung π :M →M/Γ
eine lokale Isometrie ist, also so dass π∗pi(p) : TpM → Tpi(p)M/Γ eine Isometrie von
Vektorra¨umen ist.
Beispiel B.22 (Projektiver Raum)
Der (reelle) projektive Raum RPn := Sn/{±id} entsteht aus der Spha¨re Sn im Rn+1
durch Identifikation der Antipoden,6 d.h. fu¨r x, y ∈ Sn gilt
x ∼ y :⇐⇒ y = −x.
Er besitzt also eine Metrik, die lokal isometrisch zur Spha¨re Sn ist.
6Ein anderes Modell hierfu¨r wa¨re (Rn \ {0})/(R \ {0}) (Raum der Geraden), wobei R \ {0} mittels
Skalarmultiplikation auf Rn \ {0} operiert, d.h. x ∼ y ⇐⇒ x = λy fu¨r ein λ 6= 0.
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∼Der (flache) Torus R2/Z2 besitzt eine Metrik, so dass er lokal isometrisch zum R2 ist.
Er ist dann allerdings nicht isometrisch zum Rotationstorus T 2a,b, wenn dieser mit der
induzierten Metrik des R3 ausgestattet ist.
Definition B.23 (Integration auf Mannigfaltigkeiten)
Sei (M, g) eine Riemannsche Mannigfaltigkeit, etwa eine Untermannigfaltigkeit des RN
mit induzierter Metrik. Sei f : U → R mit U ⊆ M offen, und φ : Rn ⊇ V → M Karte
von M mit φ(V ) ⊇ U , d.h. φ ist globale Karte7 von U . Dann definiert man∫
U
f dM :=
∫
φ−1(U)
f ◦ φ(x)
√
det(gij(x)) dx ,
wobei gij(x) := gφ(x)(φ∗x(ei), φ∗x(ej)) fu¨r i, j ∈ {1, . . . , n}. Fu¨r Untermannigfaltigkeiten
des RN mit induzierter Metrik gilt gij(x) = <
∂φ
∂xi
(x), ∂φ∂xj (x)>. Insbesondere setzt man
volM (U) :=
∫
φ−1(U)
√
det(gij(x)) dx .
Ist volM (M) < ∞, so wu¨rde man P : BM → [0, 1], P (B) = volM (B)/volM (M) als
Gleichverteilung auf der Borelschen σ-Algebra BM (erzeugt durch die offenen Mengen
von M) auffassen.
Bemerkung B.24
Diese Definition ist kompatibel mit dem Messen von Kurvenla¨ngen. Ist c : [a, b] → M
eine regula¨re (d.h. c˙(t) 6= 0) und injektive Kurve, so gilt, da c : [a, b] → Bild(c) Karte
von Bild(c) = c[a, b] ist,
volc[a,b](c[a, b]) =
∫
[a,b]
√
det(gc(t)(c˙(t), c˙(t))) dt =
∫
[a,b]
‖ c˙(t) ‖gc(t) dt = L(c).
Weiterhin sind die Formeln konsistent, wenn man M = Rn als Untermannigfaltigkeit
des RN auffasst.
7Falls es keine globale Karte gibt, so behilft man sich, indem man das Integral mit Hilfe einer (wenn
no¨tig differenzierbaren) Zerlegung der Eins in Gebiete aufspaltet, fu¨r die es globale Karten gibt.
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