The contribution of this paper is two-fold. First, we present indexing by Latent Dirichlet Allocation (LDI), an automatic document indexing method with a probabilistic concept search. The probability distributions in LDI utilizes those in Latent Dirichlet Allocation (LDA), which is a generative topic model that has been previously used in applications for document indexing tasks. However, those ad hoc applications, or their variants with smoothing techniques as prompted by previous studies in LDA-based language modeling, would result in unsatisfactory performance as the terms in documents may not properly reflect concept space. To improve the performances, we introduce a new definition of document probability vectors in the context of LDA and present a novel scheme for automatic document indexing based on it. Second, we propose an ensemble model (EnM) for document indexing. The EnM combines basis indexing models by assigning different weights and tries to uncover the optimal weights with which the mean average precision (MAP) is maximized. To solve the optimization problem, we propose three algorithms, EnM.B, EnM,CD and EnM.PCD. EnM.B is derived based on the boosting method, EnM.CD the coordinate descent method, and EnM.PCD the parallel property of the EnM.CD. The results of our computational experiment on a benchmark data set indicate that both the proposed approaches are viable options in the document indexing tasks.
Introduction
We consider the problems of document representation and document indexing in this paper. Our goal is to index the documents in concept space according to search queries.
With the continuous growth in the size of information sources available on the web, document indexing (DI) has been becoming a crucial technique to retrieve significant information for users [1] [2] [3] [4] [5] [6] [7] [8] . Among DI methods, exact keyword matching (Boolean model) is one of the earliest and simplest discovery methods in information retrieval systems, such as search engines. These systems index documents by counting the number of occurrences of each term in an input query. By doing so, users are provided with keywords contained documents from large-scale information. But the downside of the Boolean model is that there is no notion of partial match or ranking of the retrieved documents, which often leads to poor retrieval results.
In order to overcome the aforementioned weakness, Vector Space Model (VSM) was proposed to retrieve a continuous degree of relevant documents [5, 9, 10] . In general, the VSM comprises three stages: (1) extracting content bearing terms from the documents using natural language processing techniques; (2) weighting the indexed terms into a vector space; (3) ranking the documents with respect to the input query according to different similarity measures. Many variants of the VSM have been developed by changing the weighting scheme in the second stage. The most well known weighting scheme is tf-idf scheme [10] . In it, each document (as well as each query) is represented by a fixed matrix where each component is the tf-idf term weight. The degrees of relevance between documents and the input query are determined by similarity measure. There are many means to measure the similarity, such as relevance scores [11] , whereas most of them are empirical functions based on experimental evaluations. A widely used similarity measure is the cosine similarity which calculates the cosine value of the angle between a query vector and a document vector [10] . This measure treats the documents with the same composition but different totals identically. Moreover, the vectors can be normalized to the unit sphere for more efficient process. These advantages make it the most popular similarity measure for texts, especially in clustering and indexing text documents [12] . The drawback of the VSM lies in that it ignores conceptual meaning of words [10] . Specifically, the common linguistic phenomena, synonymy and polysemy, are neglected. Suffering from this, those information systems developed on the VSM may retrieve either too few documents (i.e. under-inclusion) or too many documents (i.e. over-inclusion).
Concept model analyzes documents in a concept space by considering a hidden layer of interweaving relationship of terms, which allows it to overcome the difficulties of the VSM. The concept model assumes that the terms which appear frequently in the same document are likely to be related to each other through unidentified concepts [6, [13] [14] [15] . Latent Semantic Analysis (LSA) is a successful deterministic approach in concept modeling [16] . The LSA utilizes singular value decomposition (SVD) and projects high-dimensional data into a lower dimensional space to overcome the over-fitting problem. Furthermore, the LSA can capture some aspects of synonymy and polysemy by deriving features of original tf-idf weights. However, it still experiences a nuisance of interpreting the outputs that are obtained from the analysis, especially when the output values take negative signs. Probabilistic concept search is based on the assumption that the terms are distributed differently in relevant and non-relevant documents. Probabilistic Latent Semantic Indexing (pLSI) [7] , a generative model based on the LSA, provides clarity in the interpretation of the output values since they have meanings of probability. The shortcoming of the pLSI is that it has to deal with difficulties of parameter interpretation as it assigns a single probability measure to a document with respect to topic variables. In addition, pLSI always over-fits training datasets when the number of parameters grows large as the number of documents increases in a corpus.
Latent Dirichlet Allocation (LDA) is an alternative probabilistic generative concept model [17] . By importing a symmetric Dirichlet prior, the LDA resolves the shortcomings associated with the pLSI [18] . The LDA deals with the topic-based structural analysis of corpora and thus can be regarded as a model for topic search. The LDA is mainly used in document modeling and classification except that a few research efforts, such as [3] , have been made to apply LDA in the context of query searches. These research efforts mainly address the ways of avoiding the assignment of the zero value to the conditional probability of a query given a document. For example, the use of gamma values in the LDA or some forms of smoothing models has been proposed [19] . However, it is still rather unapparent how to apply the classification results of LDA in the query search.
Different from the aforementioned models, an ensemble model is a discriminative model by a linear combination of several indexing models. It indexes documents according to the summation of weighted similarity values which are computed by constituent models. However, different weights assigned to the constituent models result in distinct performances of document indexing. The optimization problem of calculating weights of an ensemble model is well studied in the classification domain whereas it is rarely tackled in the information retrieval domain. AdaRank [8] is by far the only well known learning algorithm within the AdaBoost framework [20] . The AdaRank repeatedly constructs weak rankers and finally linearly combines into a strong ranker. The disadvantage of the AdaRank is that the number of iteration, assigned a large enough constant, is difficult to decide. Furthermore, this algorithm is unstable in empirical experiments. 2
Our contribution lies in two parts in this paper. In the first part, we propose a LDA based probabilistic topic search model that identifies a set of documents which closely matches a given set of query terms in topic space. This new method is called Indexing by Latent Dirichlet Allocation (LDI) in which we use the LDA to analyze document structure according to hidden topics, and newly define document probability vectors. Then we use these vectors to calculate the similarity between documents and queries. In doing so, we can index the conceptual relevant documents given an input query and thus overcome the common linguistic phenomenon, synonymy and polysemy.
In the second part, we propose an ensemble model that directly maximizes the mean average precision (MAP) in order to obtain the optimal weights assigned to the constituent indexing models. For solving the optimization problem, we propose three algorithms, namely EnM.B, EnM.CD and EnM.PCD. The EnM.B (Algorithm 1) utilizes the boosting scheme. The difference between EnM.B and AdaRank is that the constituent models are not randomly generated during iterations in our algorithm. The EnM.CD (Algorithm 2) is devised based on the coordinate scheme, which can identify the bad coordinates and give optimal weights along good coordinates. The EnM.CD is much less complex than EnM.B but performs moderately. The EnM.PCD (Algorithm 3) is a revised version of the EnM.CD based on parallel property and thus it shares the advantages of parallel computing. On the whole, the discriminative ensemble model (EnM)performs better than the generative LDI. However, the EnM suffers from the disadvantages of discriminative model. That is, the discriminative model needs training examples which may not exit in a data set. Therefore, we suggest that (1) in those systems that contain labeled items, such as library systems, the EnM is a considerable method; (2) in other systems that exit no labeled items, such as search engines, the LSI is a viable choice.
The remainder of this paper is as follows. In Section 2, the background of LDA is presented. And then the LDI model is provided in Section 3 along with an implement example. In Section 4, the EnM, as well as three learning algorithms, is demonstrated. Computational results of the proposed methods on a publicly available data set are reported in Section 5. Some concluding remarks are included in the last section.
Background of LDI: the LDA model
The LDA model is based on the assumption of bag-of-words that the order of words in a document can be neglected and all documents in a corpus share a quantity of latent topics. Under this assumption, the LDA characterizes the collections of documents as the collections of latent topics, and each document can be represented by the mixtures of these latent topics in specific proportions.
The LDA is a typical directed probabilistic graphical model. It has a clear three-level structure, namely corpus level, document level and word level. Each level is presented by corresponding parameters and random variables. The process of generating words for each document is illustrated as follows:
1. Choose a proportion over topics randomly.
For each word in the document
• Choose a topic from the proportion over topics in step 1.
• Choose a word from the corresponding proportion over the vocabulary.
In the following, we use notations to mathematically illustrate the LDA model. A document, d, is defined as a sequence of N words, i.e. d = (w 1 , w 2 , ..., w N ), where w n denotes the nth word in the sequence, and a corpus is defined as a collection of M documents, C = {d 1 , d 2 , ..., d M }. From the given corpus, the LDA generates hidden topics that are obtained by inferring the topic mixture θ = {θ 1 , θ 2 , ..., θ K } in the document level. And a set of N topics in the word level is defined as z = (z 1 , z 2 , ..., z N ). In addition, a vocabulary index set {1, 2, ..., V} is maintained to indicate whether a particular word is used or not, in other words, w j = 1 if the jth word in the vocabulary list is used and w j = 0, otherwise. Note that we will also use w j , when used alone unaccompanied by the equality, to denote jth word in the 3 vocabulary list in other sections.
Mathematically, the process of LDA to generate a document consists of three concrete steps [17] :
1. Choose the number of words N ∼ Poisson(ξ).
• Choose a word w n ∼ Multinomial(w n |z n , β), a multinomial distribution conditioned on the topic z n .
In the above steps, Dirichlet parameter α ∈ R K + , multinomial parameter θ ∈ R K , θ k ≥ 0 and K k θ k = 1, and the corresponding dimension K are all assumed to be known. The conditional probability of jth word in the vocabulary list, given that kth topic is selected, is denoted by β k j = p(w j = 1|z k = 1). Its maximum likelihood estimator can be obtained from a posterior probability distribution. The matrix of the conditional probabilities is denoted by
where p(z n |θ) = θ k for the unique k such that z k n = 1. Here z k n is a binary variable indicating whether kth topic is used in selecting nth word in the document. We note that the superscript represents the order a word or a topic appears in the vocabulary list and in the topic list, the subscript denotes the order a word or a topic appears in a document.
Introducing superscript representation makes it easier to derive the marginal probability of the word appearance obtained by integrating over θ and summing over z on the prior, i.e.
Hence, the corpus probability is obtained as below
where θ d 's are variables in document level and w dn and z dn , sampled once for each word in each document, are variables in word level.
Using equations (1) and (2), we can specify the posterior distribution of the hidden variables θ and z as
Because of the coupling relationship between variables θ and β, the maximum likelihood estimators of the posterior distribution are not tractable. To overcome this difficulty, Blei et al [9] introduced free variational parameters γ and ϕ for Dirichlet and multinomial distribution, respectively, and defined variational distribution
The maximum likelihood estimators of α and β are calculated by EM algorithm using Jensens inequality to estimate the lower bound on log likelihood of the variational distribution q(θ, z|γ, ϕ).
LDI

Document Probability and Query Probability
We consider the following problem: given a corpus C = {d 1 , d 2 , ..., d M } and a set of L query words Q = {q 1 , q 2 , ..., q L }, how to find a set of documents relevant to the query words. In language modeling, the probability p(Q|d i ) of query words that appear in document d i is computed by
and then the document with the largest value is selected as a retrieval result.
As mentioned earlier, in this section we will also use z k and w j to denote the kth topic in the topic set and the jth word in the vocabulary list when they do not accompany equality immediately after. In the language modeling by LDA, due to the conditional independence assumption, p(w j |d i ) is estimated by
where z k denote the kth topic in the topic set. To estimate p(z k d i ), Azzorpardi et al. used one of the variational parameters, γ, in LDA described in the previous section [19] . However, the γ in the LDA is auxiliary and it may not be appropriate to use directly in the query search. Instead of relying on variational parameters, Zhai and Lafferty proposed a method to estimate p(w j |d i ) by Dirichlet smoothing using the maximum likelihood estimator of word w j in document d i and that of word w j in the corpus [21] . Along this line of research, Wei and Croft considered a Gibbs sampling approach along with Blei et als smoothed LDA to estimate p(w j |d i ) by means of posterior estimates of θ and ϕ [3] . However, the LDA model employed in this way is coarse in the context of information retrieval since the approximation of the parameters is crude [3] .
In contrast to these approaches, our method directly uses the β matrix in LDA for information retrieval. The conditional probability jk represents the selection probability of word w j given a topic (concept) z k . This value is useful in identifying words that fit a given concept, but may not be appropriate in characterizing words according to the concept. For this characterization purpose, we define word probability within topic space, W j ∈ R K . The kth component W k j of W j represents the probability of word w j embodying the kth concept z k . This quantity can be obtained by Bayes rule as follows
As the topics are ancillary and unordered, we assume that the probability of a topic selection is uniformly dis-
. With this assumption, we obtain the probability of a word w j corresponding to a concept z k as
Furthermore, the document probability can be defined within the topic space,
represents the probability of a a concept z k given a document d i and it is expressed as
An approximationD
Here, n i j denotes the number of occurrence of word w j in document d i and N d i denotes the number of words in the document d i , i.e. N d i = V j=1 n i j . We note that there could be many smoothing schemes to estimate p(w j |d i ) although we have chosen the simplest form in this paper. Then,
The second equality in equation (12) In general, a document includes various words, which are used to account for key concepts in the document. The definition of the document probability in equation (12) captures this feature. This definition is distinguished from the usual definition of the probability of a document in LDA, which assumes that the simultaneous occurrence of all words used in the document. The new definition overcomes the difficulty that is associated with the latter definition in which the probability of document heavily depends on the length of a document.
The definition given in (12) depends on the concept characteristics of words β jk 's that are used in a document. Thus, it captures the overall features of words in a document, which are scattered around in the topic space.
Similarity between Document and Query
With these new definitions in the previous subsection, each term can be represented in concept space, i.e.
Divided by the normalization, each term is unified to a unit circle. We can define the similarity ρ(·, ·) between two terms w s and w t as follows The capital letters represent probability vectors here and after. This similarity measure quantifies proximity of the two terms in the topic space in terms of cosine value of the angle between them. It is bounded above by 1 and below by 0. All the terms at first are distributed in the topic space dispersedly. Then they are normalized to the unit sphere.
The inequalities above imply that the similarity between two identical words may less than or equal to 1, which, however, is generally believed to be 1.
2 ≤ 1.) For example, the similarity between the identical term corn and corn is 1 in general. Since the same word from different documents in a corpus may have 6 different meanings (the so-called polysemy), the similarity between the same word is not 1 in general. In this case, we can overcome the problem of polysemy. On the other hand, the similarity between two different terms, such as corn and maize, is not 0 because of probability representation, which avoids the problem of synonymy.
Analogously, the similarity measures to compare two documents and to compare a term and a document can be defined as
and
respectively.
Turning to our original problem, we regard the query as a pseudo-document that contains a set of the query terms Q = {q 1 , q 2 , ..., q L }. Then, similar to (12), the probability vector of the query with respect to the kth topic can be defined in the concept space as
Similarity between query Q and document d s is measured by
where
Characterization of a query as a probability vector is possible because of the new definition of document probability vector in (12) . The probability vector represents the characteristics of the words, the documents, and the query in the concept space. One advantage of LDI is that an unseen query at the time of training can be treated coherently like the documents in a training set. This feature is pertinent to LDA, not present in other automatic indexing methods such as pLSI [7] .
The size of concept space K plays an important role in our approach as it is rooted on LDA. In LDA, the size K determines the degree of abstraction of information. The larger the K value is, the finer the segmentation of information becomes.
A Specific Example
An example is considered for illustrative purpose as follows. As seen above, the example is made up of 10 documents with 14 different terms in four different disciplines: technology, business, diet, and genetics. Each document is labeled by the leading character of the related field, viz. T, B, D, and G, followed by the order of its appearance. For instance, G2 represents the second document in genetics 7 Term  T1 T2 T3 B1 B2 D1 D2 D3 G1 field. The term frequency is summarized in Table 1 . Fig. 1 and Table 2 show the results of the LDA applied to the example data with dimension K = 4. In both figures, the concepts, which would have not been known a priori, were ordered by technology, business, diet, and genetics. In Fig. 1 , as the term apple appears in more than one discipline, technology, business, and diet, the probability of the term representing each of these concepts spreads around the topics. With the new definition W k j in (9), the term apple represents the concepts technology with probability 0.4275, business 0.3053, diet 0.2672 and genetics 0. Whereas other terms, such as smartphone, contract, pie, genetically-modified, appearing in one discipline lead to the probability of 1 in the respective topics. Table 2 Table 3 shows the similarity between each query and each document, obtained by equation (17) . plotting of the documents and the queries on the first three topics space, which illustrates the similarity between the queries and the documents. Obviously, the documents T1, T2, T3 are closely related to the Query 1 and Query 3, and the documents B1, B2 are closely related to Query 2. We note that the values in Table 3 do not possess the meaning of the probability although they are bounded above by 1 and below by 0. As for the Query 3, although no term matches in the document T3, the relevance between them is high due to big probabilities in the same topic of technology.
T1: the OS in Apple smartphones
On the other hand, although the query term apple matches between Query 3 and D1, the similarity between them is calculated to be much smaller than that between the Query 3 and T3 by the proposed method because of polysemy in the term of apple. The illustration Fig. 3 also verifies the significance of the cosine similarity. These are proper characteristics of topic search that is not exhibited in keyword-based models.
Ensemble model
An ensemble model (EnM) linearly combining indexing models is studied in this section. Different weights assigned to these constituent models may result in distinct results. We aim to derive a learning algorithm to obtain the optimal weights with which the EnM performs better than randomly weighted EnM.
Notations and Algorithms
Suppose that the training relevant document list for query Q i , Q i ∈ Q, is denoted as D i . |Q| represents the number of queries in the query set and |D i | the number of documents in the relevant document set with respect to the ith query.
A constituent document indexing model φ k , chosen from a set of models φ k ∈ {φ 1 , φ 2 , ..., φ K φ }, returns the similarity score which is denoted by φ ki with respect to query q i . Accordingly, let R(d i j , φ ki ) be the indexing position of the jth document for the ith query returned by the kth model. In order to measure the performance of the retrieved ranking, we use the widely used information retrieval metric, average precision (AP) which is denoted as AP(φ ki , D i ) associated with the ith query and kth model. Furthermore, we denote the overall metric, mean average precision (MAP), as E(φ k , Q) overall the query set Q calculated by the φ k . The EnM is written as a linear combination of the constituent models, i.e. H = Q) for simplicity. The followings are the definitions of the AP and MAP.
The AP of the kth model φ k given the ith query Q i is defined as
The MAP of the kth model φ k for the query set Q is defined as And as for the ensemble model H, the MAP is defined as
Our goal is to find weights α k 's assigned to φ k 's with which the EnM gives the maximal MAP. Mathematically, we aim to solve the following problem max E(H, Q).
Since the AP is in the rang of [0, 1], we can define the loss function of the above objective function as
In doing so, the maximization problem (21) is equivalent to the following minimization problem (23)
According to the first order Taylor series inequality 1− x ≤ e −x , we can instead minimize a upper bound of the function (22)
Equivalently, our aim is to the following optimization problem
where AP(·) is a nonconvex, nondifferentiable, noncontinuous function. Here, we mainly propose two algorithms to solve this problem. Algorithm 1 is developed within the boosting scheme which utilizes the trade-off between the constituent models and training data sets to iteratively find the weights. Algorithm 2 is proposed within the coordinate scheme by viewing the weights as different coordinates and then finding steepest decent along each coordinate. Algorithm 3 is a variant of Algorithm 2 that makes use of the parallel property. The learning algorithms are shown as follows. The details about the derivations of the algorithms can be found in Appendix. 
3)) then 6: set α tˆj = α tˆj , go to STEP 1;
else 8 :
Go to STEP 14;
10:
Break;
12:
end if 13: end if 14: Update D t+1 using (A.10); 15: end for 16: return Ensemble model H. Algorithm 2 A coordinate descent algorithm (EnM.CD) for training the EnM. Require: Query set Q, a set of basic document ranking methods φ's, coordinate set F and average precision AP.
Initialize the weights α's with zeros. Choose the basis models with the MAP less than or equal to 0.76. 1: for t = 1, 2, ..., K φ do 2: Select basis methods according to (B.7) 3: Update the weight α tˆj using (B.6); 4: Compute the MAP E(Q, H t ) with the ensemble model H t ;
5:
Go to STEP 1; 7:
Deleteĵ from F, go to STEP 1;
end if 10: end for 11: return Ensemble model H.
Analysis of the Algorithms
The difference between the EnM.B (Algorithm 1) and previous boosting based algorithm, AdaRank, is that we should check whether ∆ i is greater than 0 before proceed. We observe that the EnM.B cannot start from the original point without checking the condition, i.e. α's cannot be initialized to zeros. The reason is that if we set α's to zeros, Algorithm 3 A parallel coordinate descent algorithm (EnM.PCD) for training the EnM. Require: Query set Q, a set of basic document ranking methods φ's, and average precision AP. Initialize the weights α's with zeros. 1: parfor p = 1, 2, ..., K φ do 2: Update the weights using α p = the objective function at the first round (t = 1) is
However, we note that the AP has the property that
for any given weight α 1 k . In other words, the identical simultaneous change of the similarity scores will not change the order of the retrieval documents, and so forth, will not change the AP. Therefore, the function (26) is equal to
According to this analysis, the weight α 1 k given by previous boosting algorithm, which initialize αs to zeros and proceed without checking conditions, is lack of strong theoretical causality. However, the shortcoming of the EnM.B is that the condition cannot be tested before training. Proof. 
Proof.
From Theorem 1 and 2, we can observe that the upper bound of the EnM.B is smaller than the EnM.CD, i.e.
. This indicates the error in the worst case using the EnM.B may be larger than EnM.CD, even though the complexity of EnM.CD is smaller.
Computational Experiments
The proposed method was tested on MED corpus 1 , which includes 1033 documents from the National Library of Medicine and 30 queries. Before applying the proposed method to the MED data set, we applied the following preprocessing. Stop words were removed from the corpus by using the list of 571 stop words provided in SMART 1 . Also, special symbols, such as hyphenation marks, were removed and those words with unique appearance in the corpus were also removed. Statistics of the data characteristics are summarized in Table 4 .
For comparison, a tf-idf weight based VSM model (denoted as TFIDF), LSA and pLSI were also tested on the same data set. The VSM and LSA methods were coded, but pLSI 2 and LDA 3 codes were obtained from the publicly available sites. In applying pLSI, we modified it to get better computational results than the ones reported in Hofmann as follows. In search of beta value in the tempered EM in pLSI, the beta value was reduced until the perplexity was no longer reduced. However, in our experiment, we further reduced down the beta value until the precision did not improve. This modification gave a strong favor to the pLSI, as compared to the experimental settings used in Hofmann [7] .
In the EnM, the TFIDF, LSA, pLSI and LDI are used as the constituent indexing models. The advantage of using those four constituent models is that the conceptual meaning and keyword matching information are combined into the EnM. We believe that the EnM is able to be benefit from the combined information and, in turn, result in an overall improvement in ranking accuracy. In order to address the over-fitting, the experimental data sets are divided into two equivalent parts and the EnM is evaluated by cross-validation. The learning curves of EnM.B and EnM.CD in terms of MAP are shown in Fig. 4 during the trials of cross validation. From the figure, it can be observed that the EnM.B converges as the number of round increases.
Since the MAP is determined by the relative ratios of the basis models, the normalization of the weights does not change the final MAP value. We normalize the mean values of weights over all trials of cross validation in order to compare the algorithms, as listed in Table 5 . Table 6 gives a summary of the overall performance of every testing model. The performance is measured by the MAP and the percentage of improvement of each model over the TFIDF. As listed in Table 5 , the weight of LDI in the EnM is heavier than other basis models. This phenomenon implies that the effect of LDI is greater than other models. From Table 6 , we observe that the results of the EnM.B, EnM.CD and EnM.PCD give close precisions for the corpus. We also find that the LDI gives the highest precision among basis models. On the other hand, all the EnMs outperform the basis indexing models in terms of MAP. This result verifies the general belief that combined model performs better than the individual model.
The precision-recall curve of the proposed LDI and EnM, compared with that of the TFIDF, LSA and pLSI, is illustrated in Fig. 5 . Here we use the optimal weights of EnM.CD overall trials to represent EnM. The LDI is conducted with dimension K = 100. The numerical values of the x-axis denote the recall of labeled relevant documents, while the numerical values of the y-axis represent the precision of retrieved documents correspondingly. The empirical results reveal that both the proposed LDI and EnM offer uniformly higher precision over the TFIDF, LSA, and pLSI. However, the LDI has a higher precision for high recall regime, but also a slightly lower precision for low recall regime, compared with the pLSI. Unlike the LDI, the EnM consistently outperformes any basis model through the overall recall regimes.
As a validation for this setting, Table 7 shows the effect for LDI when varying the sizes of dimension K in the concept space. Though K = 100 gives the best result, this table implies that the range of K from 50 to 125 has no crucial impact on the final result.
Discussions and Conclusions
We presented an document indexing method, LDI, based on Latent Dirichlet Allocation. The proposed method utilized the beta matrix of LDA in defining the document probability vectors, which in turn was used to compute the similarities between the documents in a corpus and a given query. The results of our computational experiments indicated that the proposed method was viable option for document indexing. Since the LDI is a generative model, it can be used in in the information systems that exit no labeled items, such as search engines, to retrieve relevant documents in concept space according to the user input queries.
Another contribution lied in the proposition of the discriminative model, EnM. This model was inspired by the general belief that the combined model performs better than the single model. By modeling the problem as a loss minimization objective with the mean average precision metric, we proposed three algorithms, EnM.B, EnM.CD and EnM.PCD, to solve the problem and obtain the weights for the constituent models. The empirical results showed that the EnM outperformed any basis models through the overall recall regimes. However, the drawback of the EnM is that the labeled relevant documents must be known prior to the training. But in practical systems, such as search engines and recommendation systems, the real relevant documents are not known as a prior knowledge. Therefore, the EnM is a considerable method for those systems that contain labeled items, such as library systems.
In order to relax the conditions of the EnM.B and EnM.CD, we add a constraint i α i = 1 to avoid starting from the original point. Then, the problem (21) is changed to the following optimization problem
Because R(·) is a nonconvex, nondifferentiable and noncontinuous function, this problem is intractable to solve and subject to a future study. Since the ranking function R(d i j , φ ki ) is non-convex and non-differential, we cannot use derivatives directly. The weights (α 1 , α 2 , ..., α K φ ) can be viewed as a K φ -dimensional vector α ∈ R K φ . We can minimize the loss function (22) by moving along one of the directions, α i , from the original point. Along the selected direction, we can calculate the largest step size to minimize the function. A coordinate descent algorithm can be used to finish this task. Suppose at step t, the jth direction is selected to optimally reduce the loss. Note that the initial values of weights are 0's, the loss along jth coordinate can be written as
exp −AP(α j φ ji ) . Analogously, let J ′ be the right hand side of the inequality above. Since J ′ is convex and differentiable with respect to α j , we can also minimize J by setting the derivative to zero, i.e. We assume 0 ≤ α j ≤ 1 in the EnM.CD, which implies that the candidate constituent model φ j should satisfy E(Q, φ j ) ≤ e 2 −1 e 2 +1 ≈ 0.76. We call the indexing models which satisfy this condition weak rankers. In general, most basis indexing models satisfy this condition [1, 8, 16] . which is weighted with αˆj to minimize J ′ .
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