In this paper, a system for speech-driven animation of generic 3D head models is presented. The system is based on the inversion of a joint Audio-Visual Hidden Markov Model to estimate the visual information from speech data. Estimated visual speech features are used to animate a simple face model. The animation of a more complex head model is then obtained by automatically mapping the deformation of the simple model to it. The proposed algorithm allows the animation of 3D head models of arbitrary complexity through a simple setup procedure. The resulting animation is evaluated in terms of intelligibility of visual speech through subjective tests, showing a promising performance.
INTRODUCTION
Animation of virtual characters is playing an increasingly important role due to the widespread use of multimedia applications such as computer games, online virtual characters, video telephony, and other interactive human-machine interfaces.
Several techniques have been proposed in the literature for facial animation. Among the main approaches, keyframe interpolation [1] , direct parametrization, and muscles or physics based techniques [2] , can be mentioned. On the other hand, the animation can be data-driven (e.g. by video, speech or text data) [3] , manually controlled or a combination of both approaches. A thorough review of the different approaches for facial animation can be found in [4] . Most of the above mentioned animation techniques require a tedious and timeconsuming preparation of the head model to be animated, in order to have control of the animation by a reduced set of parameters. For the particular case of speech-driven facial animation, the animation is controlled by a set of visual features estimated from speech, by means of a trained audio-visual
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model. Among the different approaches proposed in the literature to model audio-visual data, the ones based on Hidden Markov Models (HMM) have proved to yield realistic results when used in applications of speech driven facial animation. For speech-driven facial animation systems, Choi et al [5] have proposed a Hidden Markov Model Inversion (HMMI) method for audio-to-visual conversion. In HMMI, the visual output is generated directly from the given audio input and the trained HMM by means of an expectation-maximization (EM) iteration, leading to improvements in the estimation in comparison with other techniques based on Viterbi algorithm [6] .
In this paper, a speech-driven animation system of generic 3D head models is proposed. A joint audio-visual Hidden Markov Model (AV-HMM) is trained using audio-visual data and then HMMI is used to estimate the visual features from speech data. These estimated visual features are used to animate a simple (small number of vertices) face model, which in turn is used to animate an arbitrary complex head model. This animation is performed by mapping and interpolating the movements of the vertices of the simple model to the ones of the complex model. An advantage of the proposed animation method is that it can be used to animate arbitrary head models, requiring a simple setup procedure.
SPEECH DRIVEN FACIAL ANIMATION SYSTEM
A block diagram of the proposed speech driven animation system is depicted in Fig. 1 . An audiovisual database is used to estimate the parameters of a joint AV-HMM. This database consists of videos of a talking person. In the training stage, feature parameters of the audiovisual data are extracted. The audio part of the feature vector consists of mel-cepstral coefficients, while the visual part are the coefficients related to a set of facial movements. In the synthesis stage, the trained AV-HMM is used to estimate the visual features associated with a novel speech signal. These visual features, corresponding to different facial movements, allow the animation of a simple face model synchronized with the speech signal, which in turn is used to animate an arbitrary complex head model. This animation is performed by mapping and interpolating the movements of the vertices of the simple model to the ones of the complex model. 
FEATURE EXTRACTION
The audio signal is partitioned in frames with the same rate as the video frame rate. A number of Mel-Cepstral Coefficients in each frame (a t ) are used in the audio part of the feature vector. To take into account the audiovisual coarticulation, several frames are used to form the audio feature
T associated to the visual feature vector o vt . Visual features are represented in terms of a simple 3D face model, namely Candide-3 [7] . This 3D face model, depicted in Fig. 2(a) , has been widely used in computer graphics, computer vision and model-based image-coding applications. The model defines two parameter vectors, denoted as σ and α to control its appearance and to perform facial movements, respectively. The values of σ are used to deform the model for the purposes of changing the position of the eyes, nose and mouth, making the mouth wider, etc. Similarly, the values of α are used to control the movements of the mouth, eyes, eyebrows, etc. In this paper, the method proposed in [8] is used to extract visual features related with mouth movements during speech. This method allows the tracking of head pose and facial movements from videos. It also computes the values of vector α associated to the facial movements of the person's face in the video. In Fig. 2(b) , a frame of this tracking procedure is shown, where the animation of the Candide-3 model is synchronized with the facial movements. The visual feature vector o vt is composed by 4 components of vector α, related to the movements of the mouth. 
AUDIO VISUAL MODEL
A joint AV-HMM is used to represent the correlation between the speech and facial movements. The AV-HMM, denoted as λ av , is characterized by three probability measures, namely, the state transition probability distribution matrix (A), the observation symbol probability distribution (B) and the initial state distribution (π), and a set of N states S = (s 1 , . . . , s j , . . . , s N ), and audiovisual observation se-
T , where o at and o vt are the audio and visual observation vectors, respectively. In addition, the observation symbol probability distribution at state j and time t, b j (o avt ), is considered a continuous distribution which is represented by a mixture of M Gaussian distributions
where c jk is the mixture coefficient for the k-th mixture at state j and N (o avt , µ jk , Σ jk ) is a Gaussian density with mean µ jk and covariance Σ jk . A single ergodic HMM is proposed to represent the audiovisual data. The model provides a compact representation of the audiovisual data, without the need of phoneme segmentation, which makes it adaptable to other languages.
AV-HMM Training
The training of the AV-HMM is carried out using an audiovisual database consisting of videos of a talking person. As described in section 3, audio-visual features are extracted from videos. Then, the audio-visual observation sequences O av are used to estimate the parameters of an ergodic AV-HMM, as it is usual in HMM training, resorting to the standard BaumWelch algorithm [9] .
Audio-to-Visual Conversion
Choi and co-authors [5] used HMMI to estimate the visual features associated to audio features for the purposes of speech driven facial animation. Typically, it is assumed [5, 10] a diagonal structure for the covariance matrices of the Gaussian mixtures, invoking reasons of computational complexity. This assumption is relaxed in this paper allowing for full covariance matrices. This leads to more general expressions for the visual feature estimates.
The idea of HMMI for audio-to-visual conversion is to estimate the visual features based on the trained AV-HMM, in such a way that the probability that the whole audiovisual observation has been generated by the model is maximized, that isÕ
where O a , O v andÕ v denote the audio, visual and estimated visual sequences from t = 1, . . . , T , respectively. It has been proved [9] that this optimization problem is equivalent to the maximization of Baum's auxiliary function
The solution to this optimization problem can be computed by equating to zero the derivative of Q with respect toõ vt , and it is given bỹ
where
The derivation of this solution is not included here due to space limitations. For the case of diagonal matrices, Φ va jk and Φ av jk are zero matrices, and the expression (3) coincides with the one derived in [5] .
Finally, given a sequence of acoustic observations O a and the AV-HMM λ av , the sequence of visual observationsÕ v can be estimated by applying Eq. (3) to compute the visual parametersõ vt for each time t. These estimations are implemented in a recursive way, initializing the visual observation randomly.
ANIMATION
As described in section 3, visual feature vectors o vt are composed by the values of a set of animation parameters of the Candide-3 face model. Thus, the visual parameters estimated from speech can be used to animate this face model. The idea in this paper is to animate complex head models based on the speech-based animation of the Candide-3 model. This is a difficult task due to the fact that, in contrast to the Candide-3 model, realistic head models are very diverse and complex, usually defined by at least one complex textured triangular mesh, with possibly disconnected meshes for head, eyes, teeth, hair and tongue. In addition, the meshes corresponding to complex head models have a large number of vertices (10 4 ) in comparison to the Candide-3 model (10 2 ). Moreover, the Candide-3 model is not a head but a face model, so that some areas such as top and back of the head, neck and ears are not defined in the model. To overcame this difficulties, mesh deformation using a sub-set of points is one among the many available techniques [11] to perform animation. In particular, the use of the vertices of the Candide-3 model as control points for the deformation of the target mesh is proposed in this paper.
The animation process for any head model has been divided into two sequential stages: (1) the projection or correspondence between each Candide-3 vertex with one and only one vertex in the target head model and (2) the interpolation of the movement of any vertex in the target head model, using several projected points. In this section both stages are described.
Projection
The projection performs the mapping from each vertex of the Candide-3 mesh to one (and only one) vertex in the head model. In order to perform this, both models are placed by the user in approximately the same position and orientation, see Figure 3 , and then the anatomy of the Candide-3 model (given by the parameter vector σ) is adapted to the target head model. The adaptation process is rather simple but it is performed semi-automatically because there is a part of personal taste on how the anatomy is adapted, mainly when dealing with more abstract representations of the head (such as cartoons or inert objects). Despite this, the adaptation takes only a couple of minutes and it is sufficient to check head size/shape and lips/nose correspondences. It can be seen in Figure 3 how even a quick fit can deliver a good projection (red dots).
Once the Candide-3 model is in place and it has been adapted using both position and deformation control sliders, see Figure 3 , each vertex is projected into the target head mesh, selecting the closest one using the 3D Euclidean distance, and verifying that the same target head model vertex is not assigned to more than one Candide-3 vertex. These special points in the head model are called "control points" and they are shown as red dots in Figure 3 .
The projection stage links one vertex in the Candide-3 model, with one vertex in the target head model. As the position and adaptation of both models is never perfectly performed by the user, the projection may have serious problems when the vertices forming a face (triangles in the surface mesh) of the Candide-3 model are projected into disconnected parts of the head models, e.g. one vertex of the superior lip get projected in the inferior lip because they are very close (in the Euclidean distance sense). To avoid this, the geodesic distance [12] between the vertices of each projected Candide-3 triangle is checked, verifying that the distance is not too large.
Interpolation
Since control point positions in the target head model are available after the projection stage, the problem now is how to move the remaining points of the target head mesh (in the order of 10 4 points). The standard solution to this is to perform an interpolation taking into account the movements of the control points [13] . In this paper, the idea is to use the triangles that form the Candide-3 model together with the control points in the target head model to form triangles in it. Then all vertices inside each triangle will depend (only) on the 3 vertices forming the triangle. To determine which is the triangle associated to each vertex, the projection onto the 2D texture map is employed, as can be seen in Fig. 4 . Using this idea the interpolation can be expressed as,
where v k is the 3D position of the k-th vertex in the head model, expressed in terms of the coordinates of 3 control points (z i−1 , z i and z i+1 ). Considering Eq. (4) for the neutral position of the head model, the coefficient vector γ k can be obtained as
where Z is a matrix with the control points coordinates as columns. Once vector γ k has been computed, the coordinates of vertex v k can be obtained according to Eq. (4). It is not difficult to show that this interpolation method takes into account rigid rotations and translations of the model. Special attention has to be paid to the case when some vertices of the complex model are not inside of any triangle of the simple model. This occurs in the areas of the neck, the back of the head or the interior part of the lips, which are not handled by the Candide-3 model (see Fig. 2(a) ). The details of the modification of the algorithms to cope this problem are not included here due to space limitations.
EXPERIMENTAL RESULTS
In this section, results concerning the proposed tracking and animation algorithms are included. In addition, the perceptual test to evaluate the quality of the animated avatars is described, and the results of this test are reported.
Audio-to-visual conversion
For AV-HMM training, videos of a person pronouncing a set of 120 sentences phonetically balanced were recorded at a rate of 30 frames per seconds, with a resolution of (320×240) pixels. The audio was recorded at 11025Hz synchronized with the video. Experiments were performed with AV-HMM with full covariance matrices, different number of states and mixtures in the ranges [8, 40] and [2, 7] , respectively, and different values of the co-articulation parameter t c in the range [0, 7] . In the experiments, the audio feature vector a t is composed by the first eleven non-DC Mel-Cepstral coefficients, while the visual feature vector o vt is composed with the 4 components of vector α related to mouth movements. The performances of the different models were quantified by computing the Average Mean Square Error (AMSE)(ǫ), and the Average Correlation Coefficient (ACC)(ρ) between the true and estimated visual parameters, defined as
where o vrt is the value of the r-th visual parameter at time t andõ vrt its estimated value, µ vr and σ 
Perceptual Evaluation
One way to evaluate the quality of animated avatars, is to analyze the visual contribution that the avatar provide to intelligibility of speech. This is usually measured through perceptual experiments. In these experiments, the recognition rate of a set of utterances (words, syllables or sentences) by a group of observers, is computed under at least two different conditions, namely, unimodal auditory and bimodal audio-visual conditions [14] . The same acoustic signals, corrupted by noise, are used in the unimodal and bimodal conditions. To actually measure the visual contribution of speech intelligibility of the avatar, the signal-to-noise ratio (SNR) has to be such that it makes it difficult to understand speech. In this paper, perceptual tests were carried out to evaluate the avatar's visual contribution to speech intelligibility using a set of 27 consonant-vowel syllables, built by the combina- Table 1 . Average intelligibility scores C A , C N and C S , and the relative visual contribution C V of the animated avatar driven by speech, for 3 different SNRs. During the test, the observer was presented with the utterances of the 27 syllables in random order, under only audio, natural audio-visual (original video), synthetic audio-visual animated from original audio, and synthetic audio-visual animated from true visual parameters conditions. Through a graphical user interface, the person had to indicate the perceived syllable within the set of 27 syllables. This was repeated for 3 different noise levels (SNR: -10dB, -15dB and -20dB), resulting in a total of 27 × 4 × 3 = 324 syllables to be recognized in each test.
To evaluate the relative visual contribution of the animated avatar with respect to the real person visual contribution, the metric proposed in [14] was employed. This relative visual contribution (C V ) is defined as
where C N , C S and C A are the bimodal natural face, bimodal synthetic face and unimodal auditory intelligibility scores, respectively. These scores are defined as the average, over all the participants, of the ratio between the number of correctly recognized syllables and the total number of syllables. As it is described in [14] , this metric is designed to evaluate the performance of a synthetic talker compared to a natural talker when the acoustic channel is degraded by noise. The quality of the animated speech, measured by C V , approaches the real visible speech as this measure increases from 0 to 1. A group of 20 participants were enrolled in the perceptual experiments, with ages between 22 and 35. The group was conformed by 7 females and 13 males, reporting normal hearing and seeing abilities. The perceptual test results are summarized in Table 1 , where the obtained values for C A , C N , and C S and C V for speech-driven animation are shown. As can be seen from Table 1 , for each SNR condition (each row of the table), the recognition rates for the cases of bimodal natural (C N ) and synthetic (C S ) face stimulus are better than for the case of unimodal auditory (C A ) stimulus. This indicates that the visualization of the original video or the corresponding avatar animation during speech, leads to improvements in noisy speech intelligibility. As expected, the best recognition rate is obtained for the case of natural audiovisual stimulus. Figure 6 shows the average values of C A , C N and C S , together with the corresponding plus-minus standard deviation intervals, for the three SNR values. The values of C S corresponding to the case of animating the avatar with the true visual parameters are almost indistinguishable from the ones corresponding to speech-driven animation. This would indicate that visual parameters estimation errors are not affecting significantly the final animation. Concerning the relative visual contribution of the animated avatar (C V ), the results in Table 1 indicate that the visual performance of the animated avatar reaches the 59%-73% of the visual performance of the natural face. A similar perceptual experiment is reported in [14] , where the animation of the synthetic head Baldi [15] , was performed using the Rapid Application Design (RAD) tools from the CSLU speech toolkit (http://cslu.cse.ogi.edu/toolkit/). The Baldi model was specifically designed and trained to be animated synchronized with speech. The animation was performed by Viterbi aligning and manually adjusting the model's facial movements to match the real speaker phonemes pronunciation. In [14] , the relative visual contribution of the Baldi model was in the range 80%-90%. Compared to the above mentioned results in [14] , the results in the present paper (Table 1) are promising taking into account that the proposed speech-driven facial animation technique does not require phoneme segmentation (language independent), and the animation requires a simple calibration stage to animate an arbitrary generic head model.
CONCLUSIONS
In this paper, a system for speech-driven animation of generic 3D head models was presented. A joint AV-HMM was proposed to represent the audio-visual data and an algorithm for HMM inversion was derived for the estimation of the visual parameters, considering full covariance matrices for the observations. Estimated visual speech features were used to animate a simple face model, which in turn was employed to animate a complex head model by automatically mapping the deformation of the simple model to it. The proposed animation technique requires a simple setup procedure. The resulting animation was evaluated in terms of intelligibility of visual speech through subjective tests. The perceptual quality of the animation proved to be satisfactory, showing that the visual information provided by the animated avatar improves the recognition of speech in noisy environments.
