Abstract-The development of ultrafast quantum efficiency measurements has made it possible to perform spatially resolved short-circuit current mapping on large area crystalline silicon solar cells. With the inclusion of concurrent diffuse reflectance measurements, detailed loss analysis is presented that identifies the impact and spatial nonuniformity of various current loss mechanisms. We measure p-type multicrystalline aluminum back surface field and p-type monocrystalline passivated emitter and rear cells, and investigate details of the spatial variation in specific device layers such as the antireflection coating, phosphorus diffused region, bulk, and rear surface. The results are compared with traditional photoluminescence imaging, and are found to provide a complementary dataset that provides a comprehensive picture of device performance. The insight provided from these techniques is intended to allow rapid feedback for quality control in manufacturing and accelerate the pace of process development in research environment.
I. INTRODUCTION

C
HARACTERIZATION plays a key role in developing a comprehensive understanding of the structure and performance of photovoltaic devices. High quality characterization methods enable researchers to assess material choices and processing steps, ultimately giving way to improved device performance and reduced manufacturing costs. Quantum efficiency (QE) measurements have long been a central tool in c-Si device development, providing valuable insight into critical performance parameters and material properties.
Basore identified that standard aluminum back surface field (Al-BSF) QE spectra, specifically internal QE (IQE), could be used to extract recombination parameters and light trapping details [1] . This analysis has been extended by others to evaluate additional device architectures and to extract more accurate device parameters [2] - [6] . These analysis methods allow a quantitative determination of the base diffusion length (L d,base ), emitter diffusion length (L d,emitter ), emitter saturation current density (J o,emitter ), and the front and back surface recombination velocity (S front , S back ) among others. These insights have led to the development of improved passivation layers, better light trapping structures, and overall device improvements. Until recently, spectrally dependent QE characterization has been limited by the long measurement times and the lack of spatial resolution. Light beam induced current (LBIC) measurements have been used to achieve spatial resolution. Padilla et al. have shown that a reasonable approximation of the spectral response can be determined using multiple laser light sources at several wavelengths [7] .
Characterization methods utilizing electroluminescence (EL) and photoluminescence (PL) imaging have been widely adopted due to their ability to provide fast spatially resolved data. Numerous publications have provided physical models that allow for the conversion of a series of images into maps of relevant performance parameters [8] - [14] . Notably, biased PL imaging techniques have been successfully applied to map parameters such as series resistance (R s ), effective dark saturation current density (J o,eff ), and open-circuit voltage (V oc ) on finished cells. When combined with photoconductance measurements, techniques have been developed for passivated wafers to map effective diffusion length (L d,eff ) and implied open-circuit voltage (iV oc ) [15] - [17] . These techniques have enabled researchers to evaluate and refine processing techniques in order to improve uniformity and reduce variability. Luminescence imaging techniques exclude spectrally dependent behavior mainly due to single wavelength excitation (generally 808 nm) and the near infrared emission from the band-to-band recombination in silicon. PL characterization using variable wavelength excitation has so far been limited to single point measurements with a lack of spatial resolution [18] - [20] .
In this paper, an analysis of spatially resolved QE measurements is introduced which expands on traditional QE techniques and provides a complementary dataset to biased PL measurements. The ability to probe the spectral response of a cell in a spatially resolved way enables mapping of the cell short-circuit current density (J sc ) along with J sc loss mechanisms such as parasitic absorption and reflection. With specific examples including multicrystalline Al-BSF cells and monocrystalline 2156-3381 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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pPERC cells, analysis techniques that assess the uniformity and variation in the SiN antireflection coating (ARC), the emitter, the bulk, and the rear surface are provided.
II. SPATIALLY RESOLVED QUANTUM EFFICIENCY MEASUREMENTS
QE measurements in this work were performed using a FlashQE measurement system from Tau Science [21] . This system utilizes an array of 41 independent LEDs representing 41 different wavelengths. During a measurement, all LEDs illuminate the cell simultaneously, while each LED is modulated ON and OFF at a unique frequency. During illumination, the current response of the cell is measured as a function of time. A fast Fourier transform (FFT) is performed on the time-domain measurement data to convert the data into the frequency domain. By correlating each modulation frequency to its associated LED, the current response resulting from each LED can be determined. This process takes approximately 1 s for each measurement. The modulation frequency for each LED is in the kHz range. The illumination spot size is 4 mm in diameter and the light engine is attached to an X-Y gantry capable of measuring any site on a 156 × 156 mm solar cell. In addition to the external quantum efficiency (EQE), an integrating sphere is attached to the gantry enabling simultaneous measurement of diffuse reflectance.
Because the spot size is generally larger than the spacing between gridlines, it is essential to maintain consistency in the shaded fraction for each measurement. Because of this constraint, the step size is typically equivalent to the gridline spacing to simplify the analysis. Generally, the gridline spacing for commercially screen printed silicon solar cells is near 2 mm [22] , [23] , leading to minimal overlap between the illumination area of two adjacent spots.
The FlashQE technique is similar to LBIC measurements, with the unique ability to probe the entire spectrum simultaneously. The measurements used in this work have a resolution of between 80 and 100 pixels in either direction. For this resolution, the total measurement time is approximately 2 h. A dc light bias of 0.2 suns, illuminating an area approximately 5 cm in diameter surrounding the location being measured, was used in this work. The images produced from this system have about 1/10 the resolution of 1024 × 1024 images typical in PL or EL imaging systems.
III. CURRENT LOSS ANALYSIS
Quantifying the various photon interaction mechanisms within the cell is fundamental to evaluating where improvements in device design can be made. Typically, optical losses are separated into front surface reflection loss, parasitic absorption in the ARC, emitter, bulk, and rear surface, and front surface escape. These mechanisms represent various losses that limit the total generation current within the device. Often these losses can only be separated by modeling or ray-tracing methods [4] , [5] , [24] . In this work, we employ simple data analysis techniques that use reflection, EQE and IQE spectra from finished cells to decouple the various loss mechanisms then use graphical methods to visualize the corresponding spatial variations.
The first step in the analysis process is to quantify the spatial variation of each data set. A simple, yet powerful, method to visualize this data is to transform the EQE dataset into a single value of short-circuit current density (J sc ) using
SR(λ) denotes the spectral responsivity of the device as a function of wavelength and I AM1.5 (λ) denotes the spectral irradiance of the standard air mass 1.5 solar spectrum as a function of wavelength. Because the measurement is performed at only a selected number of wavelengths, as defined by the specific LEDs in the system, the EQE at intermediate wavelengths is determined through linear interpolation. The wavelength range over which this integral is defined can be used to distinguish the current contribution resulting from a defined spectral region.
In addition to analyzing EQE, the spectral responsivity can be replaced with a similar term representing the spectrally resolved loss mechanisms such as reflection or parasitic absorption. This results in a current density value that represents an effective loss in device current due to each mechanism.
When (1) is used to calculate the total device current from EQE data, the limits of integration are defined from zero to Ý. When this equation is used to calculate loss in generation current, the limits should be defined to account only for photons that could potentially contribute to current generation. For this case, the lower bound would be where the solar spectrum drops to zero and the upper bound would be when the absorption length in silicon is much larger than the cell thickness, generally near 1200 nm. For this work, limits are defined by a lower bound of 365 nm, set by the shortest wavelength LED, and an upper bound of 1195 nm as a reasonable approximation of the maximum wavelength at which photons will be absorbed in the cell. The wavelength of 1195 nm was selected as this was the closest LED to 1200 nm available in this system, although there are three additional LEDs above 1200 nm (1250, 1265, 1280 nm). The total available current in this spectral range (365-1195 nm) is 45.667 mA/cm 2 . By not considering wavelengths below 365 nm, there is a small underprediction in the J sc calculations.
A. Identification of J sc Loss Mechanisms
It is instructive to first identify the loss due to shading which is considered to be constant across the entire spectrum. It should be noted that there is a difference in the geometrical shaded fraction and the effective (optical) shaded fraction depending on the surface profile and reflectivity of the metallic gridlines. For typical screen printed silver gridlines the effective shaded fraction, in terms of percentage of the geometrically determined value, can be as low as 35% for encapsulated cells and is typically near 70% for unencapsulated cells [25] - [27] . When considering evaporated metallic contacts on the other hand, the effective width of gridlines is assumed to be equivalent to the geometric width because of their uniform thickness and flat surface profile. This effect may also be dependent on the incident angle of the incoming light; however, for this work, the light is maintained as normal to the surface of the cell. Once the effective shaded fraction is determined, this parameter is considered constant across the cell.
Next, the reflectance measurements are corrected to eliminate the influence of the metallic gridlines. To determine the reflectance of metallic gridlines from a finished cell, a series of reflectance measurements are made with varying metal fractions. For each wavelength, a plot of reflectance versus metallic fraction is created, a linear fit is applied, and we extrapolate to find the reflectance at 100% metallic fraction. Using this value, along with the geometrically determined shaded fraction, the reflectance data at each measurement location are corrected using the following equation:
where R active is the corrected reflectance of the active area, R meas is the measured reflectance, R metal is the metal reflectance, and f metal is the geometrically determined metal fraction. IQE can then be calculated from (3) using the measured EQE, the corrected reflectance, the effective (optical) shaded fraction (f eff ), and the absorption in the ARC (A ARC ):
In the following analysis, the absorption in the ARC is set to zero because additional knowledge is required, such as the thickness and index of refraction of the ARC. This leads to a relatively small uncertainty in the short wavelength region of the IQE. It was suggested by Fisher et al. that the ARC absorption can be determined by choosing A ARC (λ) spectra that results in the short wavelength range of the IQE (below 380 nm) to be constant [28] . For the instrument used in this study, there is only one LED with a wavelength in this range at 365 nm. The instrument could include additional LEDs in the 300-355 nm range in order to utilize this approach.
The space between the EQE curve and 100 percent can be broken down into the various spectrally dependent loss mechanisms as shown in Fig. 1 . These losses include shading, reflectance, and parasitic absorption. Parasitic absorption refers to any light that is absorbed within the cell that does not contribute to the short-circuit current. This may be due to optical loss (e.g., absorption within the metal at the back surface) or collection loss due to less than ideal diffusion lengths in both the emitter and in the base of the cell. The remainder of this section focuses on the techniques used to isolate the spectrally dependent loss mechanisms. The analysis presented is intended for typical p-type c-Si devices with a front junction, although some aspects may apply to other device architectures and consider only the active area of the cell through a normalization of the EQE data using the effective shading fraction. Additionally, only the active area (i.e., corrected) reflectance is considered beyond this point.
Cell reflectance data (R active ) regularly deviates from the predicted ARC reflectance (R ARC ) in the long wavelength range due to escape reflectance (R escape ). This consists of light that passes through the cell, reflects off the back surface, passes back through the thickness of the cell, and exits the front surface. The wavelengths that contribute to this behavior are dependent on the front surface texture, cell thickness, and the rear surface properties. In this work, the impact of this behavior is determined through a linear extrapolation of the reflectance data beyond 950 nm. Any additional reflection above this linear extrapolation is attributed to escape reflectance.
The remaining region between the reflectance spectra and the EQE is attributed to parasitic absorption. This parasitic absorption can be further separated into emitter, bulk, and rear surface effects. Absorption in the shorter wavelength is generally attributed to emitter losses, and longer wavelength attributed to bulk and rear losses. Although a simple method of attributing all losses below a predefined wavelength to emitter loss can be qualitatively useful, a more comprehensive method was proposed by Fisher et al. [28] . For this method, the emitter is modeled as a hypothetical dead layer with a thickness W d . It is important to note that this does not correspond to the physical dead layer described in other experimental work resulting from excessive phosphorus doping [29] . This model assumes that not all photons absorbed in this region contribute to current generation. In essence it is saying that when generation is homogeneous within the emitter, a constant fraction of generated carriers within the emitter will recombine and not contribute to the short-circuit current. This model can be used to describe the measured IQE data over relatively wide wavelength range according to
Here, L eff represents the effective diffusion length in the base, L α (λ) the absorption length, and k a scaling factor. The reader is referred to other works that discuss how the geometry of the surface texture impacts the angle at which light travels through the cell [30] , [31] . For this work, a simple cosθ correction was used and when referring to absorption length, this correction is assumed. The model described by (4) is a good approximation when the absorption length is large enough to consider generation within the emitter as uniform, and small enough to exclude the influence of rear surface effects. For standard monocrystalline cell with random pyramidal texture and a thickness of 180 μm, this will correspond to the range of wavelengths between 500 and 900 nm. A simple iterative process is used to extract W d , L eff , and k starting with nearly any estimation of L eff . The slope and intercept of the plot ln(IQE * (1 + L α /L eff )) versus 1/L α provide values for W d and k. These values are used to plot
L α which in turn provides values for L eff and k. After a few iterations, a consistent set of W d , L eff , and k is found. It should be noted that the second plot is an extension of the classical method for the determination of the effective base diffusion length presented in the work of Basore [1] . In this modification, the inverse IQE is corrected for emitter loss enabling a broader range of applicable wavelengths, as shown in Fig. 2 , which results in a more accurate determination of L eff .
The scaling factor k was introduced by Fisher as a method to correct deviations in the measured IQE, independent of wavelength, resulting from a number of experimentally introduced factors [32] . For this work, it was identified that if the procedure to account for the reflectance and effective shading of the metallized region was applied correctly, the experimentally determined scaling factor was consistently in the range of 1 ± 0.02 and had very minimal spatial variation.
With these variables, it is now possible to decouple loss in the base versus loss in the emitter. The contribution of parasitic emitter absorption is calculated using two discrete regimes. The first regime, where the dead layer approximation is inadequate, we can assign emitter loss using a small correction to the measured IQE for base loss using (5). In the second regime, for which the dead layer approximation is reasonable, the emitter loss is defined by (6) . These two losses are joined at 500 nm, as previously described for a standard monocrystalline cell with random pyramidal texture:
The remaining parasitic absorption is associated with loss in the base of the cell, which accounts for both bulk and rear surface effects. Although methods have been proposed to separate these effects, they often require complex optical models and device simulation. Although this is possible in principle, it does not lend itself to fast numerical calculations that can be applied to each point in this spatially resolved analysis. This extension may be explored in future work.
The analysis presented in this section was applied to a multicrystalline Al-BSF cell and the resultant four basic current generation loss mechanisms are shown in Fig. 3 . These include front surface reflectance, escape reflectance, emitter loss, and base (combination of bulk and rear) loss. 
B. Spatially Resolved Analysis
The analysis described in the previous section was applied to several cells as shown in Fig. 4 . This figure displays a short-circuit current density map along with maps for each of the short-circuit current loss mechanisms discussed above. For comparison, the open-circuit and short-circuit PL images were taken under 1 sun illumination for each of the corresponding cells.
The cells were fabricated at different processing sites to highlight the breadth of knowledge that can be gained using this analysis. These images provide valuable insights on how the various processing steps impact the short-circuit current. This section will discuss the various features that were identified and how these features impact performance.
Loss in the base was identified to be the dominant loss mechanism in all cases. Not only is the magnitude the largest (in terms of mA/cm 2 ), but the current generation map is nearly an inverse image of the loss in the base of the cell. This implies that a map of short-circuit current alone will not clearly distinguish other factors impacting current generation such as front surface texture, ARC uniformity, emitter uniformity, or rear surface optics.
In industrially produced p-type solar cells, the emitter is generally formed with a high temperature drive-in process using a large diameter tube furnace and POCl 3 gas as the phosphorus source. In this scenario, it is reasonable to assume the edges of the cell will reach temperatures slightly higher than those seen at the center of the cell. These higher temperatures will result in higher diffusion rates and higher concentrations of phosphorus in the cell. These higher concentrations, although beneficial in the reducing the sheet resistance, lead to higher recombination rates and lower carrier lifetimes within the emitter. This trend was observed in cells 2-5 as shown by the circular pattern in the emitter loss maps. These maps imply that when the number of carriers generated in the emitter are the same, fewer carriers will diffuse across the junction and be extracted near the edge of the cell. The magnitude of this difference in the worst case is approximately 1 mA/cm 2 (cell 4), but otherwise is in the range of 0.5-0.8 mA/cm 2 . It is interesting to note that this circular pattern is also seen in several of the open-circuit PL images. In particular cells 4 and 5 show distinctly similar circular regions alongside the grain-to-grain variation in the PL images, where higher PL intensity corresponds to the more lightly doped regions.
Reflection off of the front surface of a cell is governed by the front surface texture and the properties of the ARC film. For monocrystalline wafers an alkaline texturing process is used to create a random array of pyramidal structures on the surface. This process is generally very uniform, resulting in only minor variations over the cell area. Multicrystalline wafers require an alternative approach because each grain will have a unique orientation. For this, an isotexture approach is used that creates a structure resembling inverted semispherical caps and the effectiveness of this process will vary from grain to grain. This is evident in the maps for front surface reflectance loss on cells 3-5 as the grain structure of the wafer remains the dominant feature in these images.
The amount of current loss due to front surface reflectance in the multicrystalline cells is nearly double the loss observed in the monocrystalline cells. For the monocrystalline cells with adequate texturing, the spatial variation of the ARC could become the dominant factor influencing front surface reflectance. This is very clear in the case of cell 2 where a nonoptimized plasma-enhanced chemical vapor deposition (PECVD) process led to a unique pattern across the cell. This pattern, which is visible to the eye, affects the local reflectance (and subsequently J sc of the cell) by approximately 0.5 mA/cm 2 . It should be noted that PL images of this cell fail to identify this defect. This is likely due to the fact that the PL image is illuminated using a single wavelength excitation, in this case 808 nm. The variation in reflectance at 808 may be negligible, whereas the influence of this variation when aggregated over the entire spectrum may be significant in terms of current generation. A more in-depth discussion on ARC analysis is presented in Section IV.
Examination of the escape reflectance maps can provide information in regards to the rear side optics. For example, cell 3 shows a very low escape reflectance in two grains near the center of the cell. In this case, it is likely that a large fraction of light incident on the rear surface is being absorbed within the aluminum as compared to other regions of the cell. This could be a result of a unique interaction between aluminum and silicon at that particular grain orientation, or it could be that the rear side texture of those grains is affecting the optical properties of the aluminum-silicon interface. Additionally, cell 5 exhibits a traditional belt mark pattern caused by variation in the local temperature of the cell during firing.
The maps derived in this work provide a complementary dataset to PL images that provide insights while quantifying the impact and identifying the root cause of various defects. Cell 1 is a great example of this. A series of PL images were taken for this cell and the procedure defined by Glatthaar et al. [8] was followed to extract parameter maps of series resistance, open-circuit voltage, and dark saturation current as shown in Fig. 5 . It should be noted that many of the techniques used to Parameter maps of open-circuit voltage, series resistance, dark saturation current, and calibration constant for cell 1 obtained from a series of PL images using the methods described by Glatthaar et al. [8] , and four current loss maps derived from FlashQE measurements. Five specific defects are highlighted.
convert PL images into quantitative maps, including the methods used in this analysis, assume uniform current generation. The data presented in this work confirm that this assumption is often invalid, which raises concerns about the absolute accuracy of these maps.
There are several defects identified in the biased PL images of Fig. 5 which can be better understood by looking at the corresponding region in the current loss images. Feature 1 is a large area of line-type defects that are not present in the series resistance map or any of the current loss maps. These defects are likely voids at the local back contacts leading to recombination under open-circuit conditions [33] . Feature 2 is present in the front surface reflectance map, clearly showing this is a defect or scratch on the front surface of the cell. Feature 3 is visible in the emitter loss map, suggesting that there is a defect near the front surface of the cell limiting the emitter diffusion lengths in this area. Feature 4 represents the lower right region of the cell in which the series resistance is relatively higher. This region corresponds to the same region in which there is a lower emitter loss. As discussed above, reduced emitter loss could be a result of a lower doping concentration. This lower doping concentration would also result in a higher sheet resistance in the emitter, increasing the local series resistance in this area. Finally, feature 5 is faintly identified in both the standard open-circuit PL image as well as in the calibration constant map. This feature is most prominent in the escape reflectance image, suggesting this is a defect on the rear side of the cell impacting the quality of the passivation layer. This was in fact verified as a sample marking on the rear side of the cell.
IV. EXTENDED DEVICE ANALYSIS AND PARAMETER EXTRACTION
A. Antireflective Coating Properties
The extinction coefficient and refractive index as a function of wavelength are the defining characteristics of an ARC film [34] . Additionally, reflectance spectra for ARC films exhibit a characteristic minima that are defined by Here, t represents the thickness of the ARC, λ 0 represents the characteristic minima, and n represents the index of refraction. The challenge in determining the ARC thickness is that the index of refraction varies as a function of deposition process conditions. The true refractive index can be determined through careful measurements on polished wafers. For processed cells, only an estimate of ARC thickness can be determined through this process assuming a known and constant value for the refractive index across the cell. The spatial uniformity of the ARC film can be investigated by mapping the characteristic minima across the cell. This map is displayed for cells 3-5 in Fig. 6 . These maps exhibit a very unique pattern that does not match any other parameter map, highlighting the unique information available from this metric. Consider cell 3 in which there is a range in the characteristic minima from 560 to 600 nm. If a refractive index of 2 is assumed, this range represents a thickness variation of 70-75 nm. Alternatively, if a thickness of 75 nm is assumed the index of refraction will vary from roughly 1.85 to 2. Distinguishing exactly which factor is varying would require additional measurements, such as ellipsometry or electron microscopy, which may not be feasible on finished cells. In a manufacturing environment, this could be utilized as a quality control metric to assess process stability.
B. Base Diffusion Length
As discussed previously, the method used to separate base and emitter effects enables extraction of the base diffusion length. This parameter incorporates the impact of the bulk and rear surface recombination; however, it does not consider the impact of front surface recombination or recombination within the emitter. As an example, this could be utilized in isolating the impact of a rear side passivation process when using similar quality bulk wafers, without the need of fabricating specialized symmetrical test samples. Fig. 7 shows the diffusion length maps for two multicrystalline Al-BSF cells fabricated using sister wafers, using identical processing except for the phosphorus diffusion step. There is no discernable difference in the base diffusion length. The values range from 100 to 350 μm with the average value near 200 μm. In this case, the variation is driven by the bulk properties of individual grains, and not the diffusion.
C. Emitter Properties
The model used in this work relies on a fit parameter defined as the dead layer thickness. This parameter has no direct correlation with any physical property of the emitter. Its purpose is only to replicate the behavior of current extraction within the emitter. In general, the larger the parameter, the higher the concentration of phosphorus within the cell. Converting this parameter into a physical parameter that represents the emitter depth or surface concentration would require additional information.
An emitter is generally defined by the depth profile of phosphorus (including the surface concentration) and the sheet resistance. Fig. 7 shows two samples that utilized two different phosphorus diffusion steps. The sheet resistance was measured on separate wafers that underwent identical processing. The dead layer thickness maps correspond quite well to the sheet resistance maps, with a circular pattern seen in both measurements. In this case, the shorter diffusion step which resulted in an average sheet resistance of 76 Ω/sq corresponded to a dead layer thickness in the range of 10-30 nm. In contrast, the emitter with an average sheet resistance of 55 Ω/sq corresponded to a dead layer thickness in the range of 30-60 nm. In this case, the dead layer thickness provides a relative parameter that can be used in a qualitative assessment of the doping concentration.
V. COMPARISON WITH ALTERNATIVE MEASUREMENT TECHNIQUES
There are a variety of unique sources of error arising from the system used in this work as compared to traditional measurement systems. There are, however, some unique advantages. This section will discuss key considerations to evaluate uncertainty, accuracy, and relevance.
An ideal illumination source for spectral response measurements would be monochromatic light; however, in practice there is almost always a finite bandwidth associated with the light source. Because the photon flux (i.e., number of incident photons per unit area) and resulting spectral responsivity data are assigned to a single wavelength, a potential source of error is introduced to the measurement. The magnitude of the error will be dependent on the bandwidth and intensity profile of the light source. One must also consider the relative difference in the spectral response of the device under test with respect to the reference cell used to calibrate the photon flux of the light source. This error is comparable to the source of error in standard current-voltage (I-V) measurements of solar cells when determining the equivalent 1 sun conditions for a solar simulator with a light source that deviates from the standard terrestrial solar spectrum. As is the case for I-V measurements, the larger the deviation between the EQE of the reference cell and the device under test, the larger the uncertainty in the measured EQE. To minimize uncertainty, a reference cell that closely matches the device under test should be used to calibrate the photon flux at each wavelength. This becomes even more critical as the spectral bandwidth of the illumination sources increases, as is the case for LEDs.
When using an LED light source, the bandwidth at each wavelength can be much larger as compared to traditional grating monochromator based systems. Although the spectral bandwidth for LEDs can be modified using optical filters, inherently each LED will have a unique intensity profile. This results in a unique magnitude of error for each data point in the measurement. Again, this error can be minimized with a spectrally matched reference cell This work also relies on reflectance measurements to obtain quantitative results, adding another source of uncertainty in the IQE calculations. Reflectance measurements suffer from the same issues described above, along with a few additional considerations. When measuring diffuse hemispherical reflectance, an integrating sphere is used. To practically raster the light source across the cell, the integrating sphere must remain slightly above the cell surface. This distance effectively reduces the collection efficiency of reflected light. The collection efficiency will depend both on the distance between the cell and the integrating sphere as well as the angular dependence of reflected light. Because the angular dependence is largely dependent on the properties of the texturing [35] , this collection efficiency may vary from sample to sample.
Standard grating monochromator based QE systems typically take between 10 and 20 min per measurement and as a result are often performed at only one location on a cell. Although a monochromator-based system may provide a slight improvement in measurement accuracy due to the tighter spectral bandwidth of the illumination source, the assumption that any single point is an accurate representation of the entire device may be misleading. This effect is highlighted in Fig. 8 , where the IQE at five different locations are shown. In this plot, it is clear that each location exhibits a unique response. By measuring at multiple locations on the cell, as done in this work, a more comprehensive evaluation of the spectral response is achieved. Additionally, by averaging the results across the device, any outlying datasets are effectively offset.
There are a number of additional approaches to spectral response measurements, each with their own advantages and drawbacks. One approach is to use a set of optical filters with a broadband light source, which typically illuminates the entire device area. These measurements provide a more global representation of the full area device, but do not reveal details of spatial nonuniformity and have relatively large spectral bandwidths as compared to grating monochromator setups. More unique approaches have also been developed involving spatial light modulation techniques [36] . In these systems, a grating is used to diffract light and a digital micromirror device is used to modulate each wavelength at a unique frequency. This approach utilizes FFT to obtain the current response at each wavelength. This allows for fast measurement times with a significantly reduced spectral bandwidth at each point as compared with LED's and could conceivably be used for spatially resolved measurements. The most accurate spectral response measurement systems developed to date rely on ultrashort laserbased illumination sources [37] , [38] . Lasers have the advantage of providing both high optical intensities and narrow spectral bandwidths. In these systems, a range of methods are used that allow for optical tuning of the output wavelength over the entire relevant spectral range (230-2500 nm). These systems, although not widespread, represent the state-of-the-art and enable fast and extremely accurate measurements of device QE.
To assess the accuracy of the J sc calculations used in this work, the short-circuit current density was calculated from (1) using the spatially resolved average of EQE for several cells. The same cells were measured using two independent class AAA solar simulators with the results shown in Fig. 9 . These measurements are in very good agreement with each other, showing only minor deviations from the one-to-one relationship. There seems to be a slight under prediction of the short-circuit current using the Flash QE data. This may be a result of the integration in (1) starting at 365 nm while the standard solar spectrum extends deeper into the UV.
VI. CONCLUSION
When evaluating the performance of industrially produced large area solar cells, analysis of spatial variations is essential to optimize yield and reduce performance variation of cells during manufacturing. PL imaging techniques have been valuable in quickly identifying defects and characterizing their influence on series resistance and open-circuit voltage. Because PL imaging is often done using a single excitation wavelength, distinguishing the particular interface or layer of the device responsible for such behavior can be difficult. The use of spatially resolved QE was explored in this work to better identify the spatial uniformity of particular process steps. Not only do the images identify the potential root-cause of a defect, they also provide a relative magnitude in terms of mA/cm 2 . The analysis presented in this work was used to evaluate the uniformity of the ARC, the wafer texturing, the emitter diffusion, the rear side optics, and the bulk material.
The use of spatially resolved current maps in conjunction with PL imaging provides a pathway to perform comprehensive loss analysis on finished full area silicon solar cells. This work focused on p-type Al-BSF and pPERC cell architectures; however, the techniques described may be extended to other technologies. This combination allows researchers to quickly identify a problem, assess its impact on performance, and implement corrective actions in manufacturing.
