We investigate the classical limit of the Knizhnik-Zamolodchikov-Bernard equations, considered as a system of non-stationar Schröodinger equations on singular curves, where times are the moduli of curves. It has a form of reduced nonautonomous hamiltonian systems which include as particular examples the Schlesinger equations, Painlevé VI equation and their generalizations. In general case, they are defined as hierarchies of isomonodromic deformations (HID) with respect to changing the moduli of underling curves. HID are accompanying with the Whitham hierarchies. The phase space of HID is the space of flat connections of G bundles with some additional data in the marked points. HID can be derived from some free field theory by the hamiltonian reduction under the action of the gauge symmetries and subsequent factorization with respect to diffeomorphisms of curve. This approach allows to define the Lax equations associated with HID and the linear system whose isomonodromic deformations are provided by HID. In addition, it leads to description of solutions of HID by the projection method. In some special limit HID convert into the Hitchin systems. In particular, for SL(N, C) bundles over elliptic curves with a marked point we obtain in this limit the elliptic Calogero N -body system.
1 Introduction 1.1 It is known for a long time that equations provided isomonodromic deformations posses structures typical for integrable systems, such as the Lax representation [1, 2] . This paper concerns the studies of isomonodromic deformations in the spirit of Hitchin approach to integrable systems [3] . Hitchin discovered a wide class of hamiltonian integrable systems on the cotangent bundles to the moduli space of holomorphic vector bundles over Riemann curves. Some important facts about the Hitchin systems became clear later.
First of all, the Hitchin systems are related to the Knizhnik-Zamolodchikov-Bernard (KZB) equations [4, 5] on the critical level. KZB equations on the critical level take the form of second order differential equations, and their solutions are partition functions of the Wess-Zumino-Witten (WZW) theory on the corresponding Riemann curves. It turns out that these operators coincide with quantum second order Hitchin Hamiltonians [6, 7, 8, 9, 10, 11] . KZB eqs. for correlators of vertex operators need to include in the construction curves with marked points, where vertex operators are located. The KZB Hamiltonians for correlators define very important classes of quantum integrable equations such as the Gaudin equations (for genus zero curves), elliptic Calogero equations (for genus one curves), and their generalizations [12, 13, 14] . It means that their classical counterparts are particular cases of Hitchin systems [7, 8] .
Hitchin approach, based on the hamiltonian reduction of some free field hamiltonian theory, claims to be universal in description of integrable systems. Essentially, it allows to present almost exhaustive information -integrals of motion, Lax pairs, action-angle variables, explicit solutions via the projective method.
The main goal of this paper is to go beyond the critical level in the classical limit of KZB eqs. and repeat the Hitchin program as far as possible. For generic values of level the KZB equations have the form of non-stationer Schrödinger equations, where the role of times is played by the coordinates of tangent vectors to the moduli space of curves [9, 10, 15] . On the classical level they correspond to the non-autonomous hamiltonian systems. We will call them the hierarchies of isomonodromic deformations (HID). In this situation the analog of the Hitchin phase space is the moduli space of flat connections A over Riemann curves Σ g,n of genus g with n marked points. While the flatness is the topological property of bundles, the polarization of connections A = (A,Ā) depends on the choice of complex structure on Σ g,n . We consider a bundle P over the moduli space M g,n of curves with flat connections (A,Ā) as fibers. The fibers is supplemented by elements of coadjoint orbits O a in the marked points x a . The points of fibers (A,Ā) are analogs of momenta and coordinates, while the base M g,n serves as a set of "times". There exists a closed degenerated two-form ω on P, which is non degenerated on the fibers. The connectionĀ play the same role as in the Hitchin construction, while A replaces the Higgs field. Essentially, our construction is local -we work over a vicinity of some fixed curve Σ g,n in M g,n . As we already have mentioned, the coordinates of tangent vector to M g,n at Σ g,n play role of times, while in the Hitchin times have nothing to do with the moduli space. The Hamiltonians of HID are the same quadratic Hitchin Hamiltonians, but now they are time depending.
There is some free parameter κ (the level) in our construction. On the critical level (κ = 0), after rescaling the times, HID convert into the Hitchin systems. As the later, they can be derived by the symplectic reduction from the infinite affine space of the connections and the Beltrami differentials with respect of gauge action on the connection. In addition, to come to the moduli space we need the subsequent factorization under the action of the diffeomorphisms of Σ g,n , which effectively acts on the Beltrami differentials only. Apart from the last step, our approach is closed to [16] , where the KZB systems is derived as a quantization of the very similar symplectic quotient 1 . Due to this derivation, we find immediately the Lax pairs, prove that the equations of motion are consistency conditions of the isomonodromic deformations of the auxiliary linear problem, and, therefore, justify the notion HID. Moreover, we describe solutions via linear procedures (the projection method).
For genus zero our procedure leads to the Schlesinger equations. This case was discussed earlier [2] . We restrict ourselves to simplest cases in which we consider only simple poles of connections. Therefore, we don't include in the phase space the Stokes parameters. This phenomenon was investigated in the rational case in detail in [2] . Isomonodromic deformations on genus one curves were considered in [20] and on higher genus curves in [21] . Here we consider genus one curves with one marked point and obtain for SL(2, C) bundles a particular family of the Painlevé VI equations. Generalization of this case on arbitrary simple groups leads to the multicomponent Painlevé VI related to these groups. If we introduce a few marked points we come to the elliptic generalization of the Schlesinger equations. In fact, the concrete systems we consider here are the deformation from the critical level of those Hitchin systems that described in [7] .
Painlevé VI and Calogero equations
The very instructive (but not generic) example of our systems is the Painlevé VI equation. It depends on four free parameters (P V I α,β,γ,δ ) and has the form
+ X(X − 1)(X − t) t 2 (t − 1) 2 (α + β t X 2 + γ t − 1 (X − 1) 2 + δ t(t − 1) (X − t) 2 ).
(1.1) P V I α,β,γ,δ has a lot of different applications (see, for example [22] ). It is a hamiltonian systems [23] . We will write the symplectic form and the Hamiltonian below in another variables. This equation was derived firstly by Gambier [24] , as an equations which has not solutions with moveable singularities. Among distinguish features of this equation we are interesting in its relation to the isomonodromic deformations of linear differential equations. This approach was investigated by Fuchs [25] .
There exsits elliptic form of P V I α,β,γ,δ derived by Painlevé itself [26] . It was investigated recently by Manin [27] in connection with Frobenius varieties. It sheds light on connection of the Painlevé equations with the Hichin systems, and, thereby, with the KZB equations. We present shortly this approach.
Let ℘(u|τ ) be the Weierstrass function on the elliptic curve T 2 τ = C/(Z + Zτ ), and
Consider instead of (X, t) in (1.1) the new variables
Then P V I α,β,γ,δ takes the form
The hamiltonian form of (1.3) is defined by the standard symplectic form 4) and the Hamiltonian
The equation of motion (1.3) can be derived from the action S δS = vδu − Hδτ.
We can consider (1.4),(1.5) as non-autonomous hamiltonian system with the time-dependent potential.
To find symmetries we consider two-form
The semidirect product of Z+Zτ and the modular group acting on the dynamical variables (v, u, τ ) are the symmetry of (1.7). We consider them in detail in Sect.7. Let us introduce the new parameter κ and instead of (1.6) consider
Then, (5.1) takes the form
(1.9)
It corresponds to the overall rescaling of constants α j → α j κ 2 . Put τ = τ 0 + κt H and consider the system in the limit κ → 0. We come to the equation
It is just the rank one elliptic Calogero-Inozemtsev equation [28, 29, 30] , which we denote CI α,β,γ,δ . Thus, we have in this limit
So far we don't now how to manage with the general forms of both types of equations for arbitrary values of constants. Here we consider only the one-parametric family in (1.9)
The potential (1.9) takes the form
We will prove that (1.4)(1.5) with the potential (1.12) describe the dynamic of flat connections of SL(2, C) bundles over elliptic curves T τ with one marked point Σ 1,1 . In fact, u lies on the Jacobian of T τ , (v, u) are related to the flat connections, and τ defines a point in M 1,1 . Roughly speaking, the triple (v, u, τ ) are the coordinates in the total space of the bundle P over M 1,1 , ω (1.8) is the two-form on P, and ω 0 is the symplectic form on its fibers. This finite-dimensional Hamiltonian system is derived as a quotient of infinitedimensional phase space of (A,Ā) connections and the Beltrami differentials as times under the action of gauge transforms and diffeomorphisms of Σ 1,1 . This approach directly leads to the Lax linear system and allows to define solutions of the Cauchy problem via the projection procedure. Simultaneously, we describe the auxiliary linear problem whose isomonodromic deformations are governed by this particular family of the Painlevé VI. The discrete symmetries of (1.6) are nothing else as the remnant gauge symmetries. On the critical level it is just two-body elliptic Calogero system. The corresponding quantum system is identified with the KZB equation for the one-vertex correlator. In the similar way
is the classical limit of the KZB for κ = 0. This example will be analyzed in detailed in Sect.7.
Solutions of P V I ν 2
) were found by Hitchin [31] in connection with his investigations of anti-self-dual Einstein metrics. They are written in terms of theta functions. But for generic values of ν solutions are genuine Painlevé transcendents [32] .
Whitham equations
The previous example is not entirely exhaustive. A special phenomena occurs if dim M g,n > 1. We have as many Hamiltonians as dim M g,n -each Hamiltonian H s is attached to the tangent vector t s to M g,n at some fixed point Σ g,n .
There are consistency conditions of the equations of motion for the non-autonomous multitime hamiltonian systems. They take a form of the classical zero-curvature conditions for the connections 13) where the commutator is replaced by the Poisson brackets. The later is the inverse tensor to the symplectic form, defined on the fibers. The flatness conditions is the so-called the Whitham hierarchy, (WH) defined in the same terms by Krichever [33] , though the starting point of his construction is different and based on the averaging procedure. Let S be the action for HID (δS = δ −1 ω as in(1.6)). The τ -function of WH is log τ = S.
It allows to find the Hamiltonians. For HID in the rational case the τ -functions were investigated in [2] . For the Painlevé I-VI they were considered in [34] . The quantum analog of the Whitham equations was exploited in [15, 9] to construct the KZB connections. The quantum version of (1.13) is an operator, acting in the space V of sections of holomorphic line bundle over moduli of flat connections. The quantum WH is the flatness of the bundle of projective spaces PV over the Teichmüller space T g,n .
1.4. Outline We start in sect. 2 with a general setup about flat bundles over singular curves. In sect. 3 we present the basic facts about the abstract nonautonomous hamiltonian equations. They defined by a degenerate closed two-form, on the extended phase space, which is a bundle over the space of times. The Whitham equations occur on this stage. We remind the symplectic reductions technique, which is applicable in degenerate case as well. Sect. 4 contains our main result -the derivation of the HID, corresponding to the flat bundles over Riemann curves. In sect. 5 we discuss two limits -the level zero limit of HID to the Hitchin systems and the classical limit of general KZB equations to HID. Then we analyze in detail two feasible examples -flat bundles over rational curves, leading to the Schlesinger equations (sect. 6), and flat bundles over elliptic curves, responsible for the Painlevé VI type equations, and the elliptic Schlesinger equations (sect. 7). In particular, we apply the projection method to construct perturbatively solutions of the Schlesinger equations. In the Appendix we summarize some results about the elliptic functions, which are used in sect. 7.
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Flat bundles over singular curves
We will describe the general setup more or less naively. We don't consider in this section the mechanism of symplectic reduction in detail and postpone it on Sect.4 We will consider three cases: 1) smooth proper (compact) algebraic curves; 2) smooth proper algebraic curves with punctures; 3) proper algebraic curves with nodal singularities (double points).
Let G be a semisimple group and V be its exact representation; f.e. G = SL(N, C) and V is a N-dimensional vector space with a volume form.
Smooth curves.
Let S be a smooth oriented compact surface of genus g. Let us consider the moduli space F Bun S,G of flat V -bundles on S. This space can be considered as the quotient of the space F Conn of flat C ∞ connections on trivial V -bundle by action of the gauge group G of G-valued C ∞ -functions on S, or as a result of hamiltonian reduction of space Conn of all connections by action of the gauge group. The symplectic form on the space Conn is the form ω = S < δA, δA >, (2.1)
where < ·, · > denotes the Killing form, δA is a Lie(G)-valued one-form on S. So, < δA, δA > is a two-form, and the integral is well defined. The dual space to the gauge algebra Lie is the space of Lie(G)-valued two-forms on S, and the momentum map corresponds to any connection A its curvature
Hence, the preimage of 0 under momentum map is the space of flat connections.
A complex structure Σ on S is a differential operator
its kernel is the space of holomorphic functions. For any connection we can consider ∂-part of connection; it defines a holomorphic bundle. A section is holomorphic, if it belongs to the kernel of this operator. Let us recall that: 1. Connection on the holomorphic bundle E is the operator of type ∂ + A. Consider the map from F Bun S,G onto the moduli space Bun Σ,G . The fiber of the projection F Bun S,G → Bun Σ,G over a point b is naturally isomorphic to F lat b . These fibers are Lagrangian with respect to ω (2.1) -any complex structure on S defines a polarization on F Bun S,G .
The tangent space to Bun Σ,G at the point b is canonically isomorphic to the first cohomology group H 1 (Σ, ad b ). The space F lat b of holomorphic connections on V b is an affine space over the vector space H 0 (Σ, ad b ⊗ Ω 1 ) of holomorphic ad b -valued one-forms, since a difference between any connections is a ad b -valued differential form. The vector spaces H 1 (Σ, ad b ) and H 0 (Σ, ad b ⊗ Ω 1 ) are dual. The Dolbeault representation of cohomology classes corresponds to the description based on the hamiltonian reduction. Indeed, let us decompose A into (1, 0) and (0, 1) parts: A = A + A. From the zero curvature condition we get that (1, 0)-part δA must be A-holomorphic: ∂ A δA ≡ (∂ + A)δA = 0, and δA is defined up to the infinitesimal gauge transformations δA → δA + ∂ A h.
Curves with punctures
For any two isomorphic representations V and V ′ of G denote by Isom(V, V ′ ) the space of G-isomorphisms between them; this space is a principal homogeneous space over G. For a curve Σ n with n marked points x j we replace the moduli space Bun Σ,G by moduli space Bun Σ,x,G , (x = (x 1 , . . . , x n )) of holomorphic V -bundles V with the trivializations g j : V x j → V of fibers at the marked points. We have natural "forgetting" projection π : Bun Σ,x,G → Bun Σ,G . The fiber of this projection is the product Isom(V x j , V ) of the spaces of isomorphisms between fibers of bundle at marked points and V . The projection π can be treated as a reduction by action of n copies of the group G which acts transitively on the fibers
The bundle of endomorphisms of this data is the bundle ad b (−x) of endomorphisms, vanishing at the marked points, since non vanishing endomorphisms change trivializations. Hence, the tangent space to Bun Σ,x,G is isomorphic to
. Consequently, in order to get the symplectic variety we must replace the affine space F lat b of flat holomorphic connection by the affine space F lat b (log) of flat connections with logarithmic singularities. As a result, we get the moduli space F Bun Σ,x,G of triples: (holomorphic bundle, trivializations at marked points, holomorphic connection with logarithmic singularities). Again, we have the Lagrangian projection F Bun Σ,x,G → Bun Σ,x,G . The fiber of this projection is an affine space over
. The product of n copies of G acts on F Bun X,x,G by changing trivialization of fibers, this action is hamiltonian. We can consider the hamiltonian reduction with respect to this action. As a result, for any collection of G-orbits of adjoint action we get the moduli space F Bun Σ,x,G,{O j } of pairs (holomorphic bundle, holomorphic connection with logarithmic singularities with residues in orbits O j ).
According to the Dolbeault theorem, the tangent space H 1 (Σ, ad b (−x)) can be realized as the space of (0, 1) ad b -valued forms holomorphically vanishing at the marked points modulo ∂ A -coboundaries of holomorphically vanishing at marked points ad b -valued functions. A function (or one-form) is referred to be holomorphically vanishing at the point x, if it has asymptotics (z − x)O(1) at this point.
The second description: the tangent space H 1 (Σ, ad b (−x)) is isomorphic to the space of all (0, 1) ad b -valued forms modulo ∂ A -coboundaries of vanishing at marked points ad bvalued functions. Indeed, we have a natural embedding of the space of holomorphically vanishing forms to the space of all forms and the space of holomorphically vanishing functions to the space of vanishing functions. It defines the map φ from the space from first description to space from second description. We can assume that A vanishes at small vicinities of marked points. Then ∂ A equals ∂ at these vicinities. Let h be a function, vanishing at the marked points which is not holomorphically vanishing,
is not holomorphically vanishes. So, the map φ is injective. At the other hand, for any form ν with asymptotics
at the points x j we can choose some function φ such that ν − ∂ A φ has asymptotics (z − x j )o(1), since for any collection of asymptotics (
a function with such asymptotic exists. So, the map φ is surjective.
The third equivalent description of this space is defined as the cokernel of the map:
Indeed, for any element (δA, {a i }) in the cokernel we can choose its representative with vanishing second part {a i }. This choice is unique up to ∂ A h for vanishing at the marked points functions h. This description is adapted to the forgetting map π. The local part {a i } corresponds to the tangent space of fiber and the global part δA corresponds to the tangent space of base. By "integration" of the action of the gauge Lie algebra ad b to the action of the gauge Lie group G we get two description of the moduli space.
A. The moduli space Bun Σ,x,G is the quotient of the space of ∂-connections A on the trivial V -bundle by action of the reduced gauge group of G-valued functions, whose values at the marked points are equal to the neutral element 1 of the group G. The isomorphisms of fibers with V are identical maps.
B. The moduli space Bun Σ,x,G is the quotient of the space of pairs (a ∂-connection A on the trivial V -bundle, a collection g j of elements of G) by action of the gauge group G. The isomorphisms of fibers with V are g i . The isomorphism of these descriptions can be proved by the following consideration. For any collection (A, g j ) we can choose the gauge equivalent collection with g j = 1, and such collections are equivalent up to action of the reduced gauge group.
In what follows we assume the second description of Bun XΣ,x,G Let us consider the space of data (∂-connections A on the trivial V -bundle, a collection g j of elements of G, ∂-connection A with logarithmic singularities at marked points). This space is symplectic with the form F Bun X,{x j },G equals to Hamiltonian reduction of this space by action of gauge group G.
It is worthwhile to note that (in contrast with Case 1) this construction is essentially based on the complex structure on the surface, since A is nonsingular and A has singularities at the marked points. We can consider the moduli space of flat bundles over noncompact surface S \ x j = G-representations of fundamental group of S \ x j . According to Deligne, for any complex structure on S any stable representation can be realized by connections with logarithmic singularities on holomorphic bundle. Hence, any connection A is gauge equivalent to a connection with regular ∂-part, but corresponding gauge transformation has any singularities at marked points a priori. This fact makes such approach very complicated.
Curves with double points
A curve with a double point (the nodal singularity) can be treated as a "limit" of nonsingular curves under pinching of some circle. If this circle is homological to zero, then the resulting curve is the union of two intersecting smooth curves; and sum of genera of these curves is equal to the genus of nonsingular curves. If this circle is homologically nontrivial, then the singular curve is a smooth curve with "glued" two different points. The genus of this curve is less by one that genus of initial curves. The normalization of singular curve ("disglueing" of singularity) is a smooth curve (not connected, in general) with marked points.
Let us fix some notations. Denote by M g the moduli space of smooth curves of genus g, and denote by M g,n the moduli space of smooth curves of genus g with n different marked points
Consider the moduli space Bun g,Σ of pairs (smooth curve of genus g, G-bundle on it). Evidently, this space is fibered over M g with Bun X,G as fibers. Unfortunately, we don't now the canonical compactification Bun g,X , which is fibered over M g . Let us assume that such compactification does exist. Then the open part of fiber over singular curve must be described as moduli space of the following data (G-bundle over normalized curve, isomorphisms of fibers over "glued" points).
Denote by Σ 0 a singular curve with nodal points y 1 , y 2 · · · y n , and denote by Σ its normalization, x a and x n+a are preimages of y a under normalization map. Then moduli space Bun Σ 0 ,G , corresponding to Σ 0 is the moduli space of (holomorphic V -bundle on Σ, isomorphisms between fibers of this bundle over x a and x n+a ). This space is quotient of Bun Σ,x,G by action of n-copies of group G, j-th G acts on Isom(V xa , V ) and Isom(V x n+a , V ) from the right:
Corresponding symplectic variety F Bun Σ 0 ,G is the result of symplectic reduction of F Bun Σ,x,G by the described above action with zero level of momentum map. This space is the moduli space of data (holomorphic V -bundle on X, isomorphisms between fibers of this bundle over x a and x n+a , connection with logarithmic singularities such that residue at points x a and x n+a are opposite). In the last part of data we use isomorphisms of fibers from the second part of data.
Hamiltonian formalism
We consider nonautonomous hamiltonian systems. For this type of systems it is the custom in the classical mechanics to deal with a degenerate symplectic form on the extended phase space, which includes beside the usual coordinates and momenta, the space of times and corresponding to them Hamiltonians as the conjugate variables. Then the hamiltonian equations of motion are defined as variations of dynamical variables along the null leafs of this symplectic form.
Equations of motion
Let R be a (infinite-dimensional) phase space endowed with the non-degenerate symplectic structure. For simplicity, we take it in the canonical form
Consider the space of "times" N = {t = (t 1 , . . . , t a , . . .)} and corresponding dual to times Hamiltonians (H 1 , . . . , H a , . . .) on R depending on times as well. We consider the extended phase space which is the bundle P over N with fibers R. Introduce a symplectic form on
This form is closed but degenerated on P. The vector fields
lie in the kernel of ω iff
Then the vector field V a ∈ Ker ω takes the form
It can be checked immediately that they commute. For any functions f (V, U, t) on P its evolution is defined as
It follows from (3.2) that the Hamiltonians subject to the classical zero curvature conditions (the generalized Whithem hierarchy)
Evidently, for the time independent Hamiltonians (3.3), (3.4) give the standard approach. Define the action S of the system as δ
and the τ -function δ log τ = δS.
The equations of motion can be written down in the Hamilton-Jacobi form
Moment map
The symplectic reduction can be applied to the nonautonomous system with symmetries in the standard way. We shortly repeat this approach. Let G be a symmetry group of the system. It means that for any ǫ ∈Lie(G) there exists the vector field acting on P such that the Lie derivative L ǫ annihilates ω (3.1)
The vector field is called a hamiltonian vector field with respect to ω. Since ω is closed we can write locally j ǫ ω = δF ǫ . If j ǫ ω is exact then j ǫ is the strictly hamiltonian vector field. The function F ǫ = F ǫ (v, u, t) is a linear function on Lie(G)
and thereby defines the the moment map
Assume that we put the moment constraint
The quotient
is a symplectic space with the symplectic form ω red which is the reduction of the original form ω (3.1). It is defined by the two step procedure. i) Fixing the gauge. In other words, there should be defined a surface in the phase space P, which is transversal to the orbits of the gauge group G. ii) Solving the moment constraint equations (3.7) for the dynamical variables, restricted to the gauge fixing surface.
The main difference with the autonomous hamiltonian systems is that we demand the gauge invariance for the whole degenerate symplectic form (3.1) only and don't consider the form ω 0 and the Hamiltonians separately.
4 Symplectic reduction and factorization 4.1. Space of "times" N ′ . Let Σ g,n be a Riemann curve of genus g with n marked points . Let us fix the complex structure on Σ g,n by defining local coordinates (z,z) in open maps covering Σ g,n . Assume that the marked points (x 1 , . . . , x n ) are in the generic position, i.e. there exists a set of their vicinities (
The deformations of the basic complex structure are determined by the of Beltrami differentials µ, which are smooth (−1, 1) differentials on Σ g,n . We identify this set with the space of times N ′ . The Beltrami differentials can be defined in the following way. Consider a chiral smooth transformation of Σ g,n , which in some local map can be represented as
Up to the conformal factor 1 − ∂ǫ(z,z) the corresponding one-form dw is equal
The Beltrami differential defines the new holomorphic structure -the deformed antiholomorphic operator annihilating dw, while the antiholomorphic structure is kept unchanged
In addition, assume that µ vanishes in the marked points
In our construction we consider small deformations of the basic complex structure (z,z). It allows to replace (4.2) by
Nevertheless, in some cases we will use the exact representation (4.2) as well.
Fibers R
′ . Let E be a principle stable G bundle over a Riemann curve Σ g,n . Assume that G is a complex simple Lie group . The phase space R ′ is constructed by the following data: i)the affine space {A} of Lie(G)-valued connection on E. It has the following component description: a) C ∞ connection {Ā} , corresponding to the dw = dz component of A; b)The dual to the previous space the space {A} of dw components of connection A. A can have simple poles in the marked points. Moreover, assume that Aµ is a well defined function ; ii)cotangent bundles
There is the canonical symplectic form on R
where < , > denotes the Killing form on Lie(G). According with Sect.2 we can consider the elements g a as trivializations of fibers in the marked points and p a as the residues of holomorphic connections in the same points
Thus, the symplectic form (4.5) is the generalization of (2.1) on the singular curves.
Extended phase space P
′ . According to the general prescription the bundle P ′ over N ′ with R ′ as the fibers plays role of the extended phase space. Consider the degenerate form on P
Thus, we deal with the infinite set of Hamiltonians < A, A > (z,z), parametrized by points of Σ g,n and corresponding set of times µ(z,z). We apply the formalism presented in the previous section to these systems.
Equations of motion
They take the form (see (3.3),(4.6))
We can introduce the modified connection
In its terms (4.6) take the canonical form: In other words, as we discussed in Sect.2, if we forget about the complex structures of curves the bundle become trivial
Symmetries
The form ω (4.6) (or (4.9)) is invariant with respect to the action of the group G 0 of diffeomorphisms of Σ g,n , which are trivial in vicinities U a of marked points:
(4.11)
In particular, its action on the Beltrami differentials takes the form of the Möbius transform
Another infinite gauge symmetry of the form (4.6) (or (4.9)) is the group
that acts on the dynamical fields as
In other words, the gauge action of G 1 does not touch the base N ′ and transforms only the fibers R ′ . The whole gauge group is the semidirect product
There is an additional finite-dimensional symmetry group G 2 which commutes with (4.14). It acts only on the singular curves in the fibers at the marked points. It is remnant of G 1 on the desingular curves (see Sect.2).
This action commutes with (4.14).
Symplectic reduction with respect to G 1
The infinitesimal action of G 1 (4.13) generates the vector field ǫ 1 ∈ A (0) (Σ g,n , Lie(G))
Note that the action of the operator (∂ + ∂µ) on the connection A is correctly defined. The corresponding moment map
takes the form
Let J 1 = 0. In other words, the moment constraints equation takes the form
It means that we deal with the flat connection everywhere on Σ g,n except the marked points. The holonomies of (A,Ā) around the marked points are conjugated to exp 2πip a . Let (L,L) be the gauge transformed connections
Then (4.16) takes the form
The gauge fixing allows to chooseĀ in a such way that ∂L = 0. In fact, the anti-
f amounts to the classical equations of motion for the Wess-Zumino-Witten functional S W ZW (f,Ā) in the external fieldĀ, which does has extremal points. Then instead of (4.19) we have
Anyway, by choosingL we fix somehow the gauge in generic case. The last form of the moment constraint (4.21) coincides with that for the Hitchin systems [7] , which allows to apply the known solutions.
Symplectic reduction with respect to G 2
The gauge transforms h a ∈ G a in the points x a acts on T * G a . In the case of punctures it allows to fix p a on some coadjoint orbit p a = g a p
and obtain the symplectic quotient O a = T * G a //G a . In fact, the moment corresponding to this action is
Let µ a = J a be some fixed point in Lie * (G). Then the gauge fixing allows to choose g a up to the stabilizator of J a and p a = g g 2 ) is an arbitrary element of T * G. Therefore, in this case
In what follows we will concentrate on the case of curves with punctures (without double points). Let I g,n be the equivalence classes of the connections (A,Ā) with respect to the gauge action (4.17),(4.18) -the moduli space of stable flat G bundles over Σ g,n . It is a smooth finite dimensional space. If we fix the conjugacy classes of holonomies (L,L) around marked points I g,n becomes a symplectic manifold. It is extended here by the coadjoint orbits O a in the marked points x a , (a = 1, . . . , n) in the consistent way (see (4.19) ). Fixing the gauge we come to the symplectic quotient
where H is the Cartan subgroup H ⊂ G and O a //G and O a //H are the symplectic quotients of the symplectic spaces O a under the actions of the automorphisms of the bundles in the rational and the elliptic cases correspondingly. The connections (L,L) in addition to p = (p 1 , . . . , p n ) depend on a finite even number of free parameters 2r
R is a symplectic manifold with the non degenerate symplectic form which is the reduction of (4.5)
On this stage we come to the bundle P ′′ with the finite-dimensional fibers R over the infinite-dimensional base N ′ with the symplectic form
Factorization with respect to the diffeomorphisms G 0
We can utilize invariance of ω with respect to G 0 and reduce N ′ to the finite-dimensional space N , which is isomorphic to the moduli space M g,n . Let ǫ 0 be a vector field generated by the diffeomorphisms (4.11). Consider the action of the Lie derivative L ǫ 0 on A = (A,Ā)
Thus for the flat connections F A = 0 the action of diffeomorphisms G 0 on the connection fields is generated by the gauge transforms j ǫ 0 A ∈ G 1 . But we already have performed the symplectic reduction with respect to G 1 . Therefore, j ǫ 0 belongs to the kernel of ω (4.23) and we can push it down on the factor space P ′′ /G 0 . Since G 0 acts only on N ′ , it can be done by fixing the dependence of µ on the coordinates in the Teichmüller space T g,n . According to (4.4) represent µ as
The Beltrami differential (4.24) defines the tangent vector
to the Teichmüller space T g,n at the fixed point of T g,n .
We specify the dependence of µ on the positions of the marked points in the following way. Let U ′ a ⊃ U a be two vicinities of the marked point x a such that U
Let χ a (z,z) be a smooth function
(4.25)
Introduce times related to the positions of the marked points
In other words n a (z,z) defines a local vector field deforming the complex coordinates only in U ′ a w = z − t a n a (z,z).
The action of G 0 on the phase space P ′′ reduces the infinite-dimensional component N ′ to T g,n . After the reduction we come to the bundle with base T g,n . Substituting
in(4.23) we obtain
where ω 0 is defined by (4.22), and H s are the Hamiltonians
In fact, we still have a remnant discrete symmetry, since ω is invariant under the mapping class group π 0 (G 0 ). Eventually, we come to the moduli space M g,n = T g,n /π 0 (G 0 ).
Summarizing, we have defined the extended phase space (the bundle P) as the result of the symplectic reduction with respect to the G 1 ⊕G 2 action and subsequent factorization under the G 0 action. We can write symbolically
It is endowed with the symplectic form (4.28).
The hierarchies of the isomonodromic deformations (HID)
The equations of motion can be extracted from the symplectic form (4.28), as it was described in Section 3 (see (3.3)). They will be referred as the hierarchies of the isomonodromic deformations (HID). This notion will be justify later. In terms of the local coordinates (3.3) takes the form
The Poisson bracket {·, ·} ω 0 is the inverse tensor to ω 0 . We also has the Whitham hierarchy (3. and there exists the one form on M g,n defining the tau function of the hierarchy of isomonodromic deformations
The following three statements are valid for the hierarchy of isomonodromic deformations (4.30): where M s is a solution to the linear equation Therefore, HID (4.30) are the monodromy preserving conditions for the linear system (4.33),(4.35).
The presence of derivative with respect to the spectral parameter w ∈ Σ g,n in the linear equation (4.33) is a distinguish feature of the isomonodromy preserving equations. It plagues the application of the inverse scattering method to this type of systems. The later means the solving the Riemann-Hilbert problem which amounts the reconstructing the pair (L,L) from the monodromy data. In [35] this technique was applied to calculate asymptotics of solutions for bundles over rational curves. Nevertheless, in general case we have in some sense the explicit form of solutions: 
where f = f (z,z) is a smooth G-valued functions on Σ g,n fixing the gauge.
It means that solutions of HID are gauge transformations of free motion in the upstairs system. Equations (4.37), (4.38) look like the dressing transform of the free motion. To find solutions one should know the gauge transform f from the upstairs system to a fixed gauge. For example, in case of genus zero we consider the holomorphic solutions Ψ. Therefore, f should kill theL operator in (4.37) (see below). This concludes the first statement.
Proofs. To prove first statement represent A as (4.18). The first equation in (4.7)
To prove the second statement note that (4.33),(4.35) are equivalent to
Due to the equations of motion (∂ s A = 0, ∂ sĀ = 1 κ A∂ s µ) the monodromies of this system are independent on moduli, i.e. ∂ s Ψ f = 0. The monodromies of the reduced system (4.33), (4.35) are conjugate to the monodromies of the later one. Thus, we come to the second statement.
To derive the expressions for dynamical variables in the projection method we lift the initial data L 0 ,L 0 , p 0 1 , . . . , p 0 n from the reduced phase space R in the point t 0 to R ′ by the trivial gauge transform. Due to the equations of motion (4.7), the evolution in R is trivial
and can be push back on the reduced phase space R by the gauge transform to the fixed gauge. This procedure is reflected in projection method formulae (4.37),(4.38).
5 Remarks about the Hitchin systems and the KZB equations 5.1. Scaling limit. Consider our system in the limit κ → 0. We will prove that in this limit we come to the Hitchin systems, which are living on the cotangent bundles to the moduli space of holomorphic G-bundles over Σ g,n . The value κ = 0 is called critical and looks singular (see (4.6), (4.28)). To get around we rescale the times
where t H are the fast (Hitchin) times and T are the slow times. Therefore,
After this rescaling the forms (4.6),(4.28) become regular. The rescaling procedure means that we blow up a vicinity of the fixed point (5.1) in M g,n and the whole dynamic of the Hitchin systems is developed in this vicinity 2 . For example, we have instead (4.5) and (4.6)
If κ = 0 the connection A behaves as the one-form A ∈ Ω (1,0) (Σ g,n , Lie(G)) (see (4.13) ). It is the so called the Higges field in terms of [3] . An important point is that the Hamiltonians now become the times independent. The form (5.2) is the starting point in the derivation of the Hitchin systems via the symplectic reduction [3, 7] . Essentially, it is the same procedure as described above. Namely, we obtain the same moment constraint (4.20) and the same gauge fixing (4.17) . But now we are sitting in a fixed point µ(t 0 ) of the moduli space M g,n and don't need the factorization under the action of the diffeomorphisms and, thereby, do not worry about the modular properties of solutions (L,L) of the moment constraint (4.20) . This only difference between the solutions (L,L) and the quadratic Hamiltonians H s in the Hitchin systems and in HID. The symplectic reduction allows to identify the phase space R with the cotangent bundle to the moduli of holomorphic stable bundles.
Propositions 4.1 and 4.3 are valid for the Hitchin systems in a slightly modified form.
Proposition 5.1 There exists the consistent system of linear equations
where M s is a solution to the linear equation
Here we have To derive these equations from the general case (4.33), (4.34), and (4.35) we use the WKB approximation
where Φ is a group valued function and
In the first order in κ the equations (4.33),(4.34),(4.35) just gives (5.3),(5.4),(5.5) if
Therefore, as soon as S 0 satisfies these equation, Ψ provides solutions to the linearization of Hitchin systems. The detaile analyses of the perturbation in the rational case was undertaken in [36] . Equation (5.3) allows to introduce the fixed spectral curve
where λ is a coordinate in the cotangent space. The Hitchin phase space R has the "spectral" description. It is the bundle π : R → M C over the moduli M C of spectral curves with abelian varieties as generic fibers. The map π acts from the pair (A,Ā) ∼ (L,L), (L now is the Higgs field L ∈ Ω (1,0) (Σ g,n , Lie * (G))) to the set of coefficients of the characteristic polynomial det(λ · Id + L). The one-form θ = λdw 0 being integrated over corresponding cycles in C gives rise to the action variables. The angle variables can be also extracted from the spectral curve. All together defines the symplectic structure on the Hitchin phase space in the spectral picture. This original Hitchin construction is working in the singular case as well [7] . The symplectic structure of this type connected with hyperelliptic curves was introduced originally in the soliton theory by Novikov and Veselov [37] . In terms of 4d gauge theories θ is the Seiberg-Witten differential. It follows from (5.8) that θ = dS 0 and along with (5.7) it defines the first order approximation to the solutions of the linear form (4.33),(4.34),(4.35) of HID.
It is possible to define the dynamic of the spectral curve beyond the crtical level as it was done for the Painlevé equations in [38] . It follows from the Lax representation (4.39) that
Note, that it defines the motion of C only within the subset M g,n ⊂ M C . When L and thereby M can be find explicitly the simplified form of (4.20) allows to apply the inverse scattering method to find solutions of the Hitchin hierarchy as it was done for SL(N, C) holomorphic bundles over Σ 1,1 [39] , corresponding to the elliptic Calogero system. We present the alternative way to describe the solutions:
The degenerate version of these expressions was known for a long time [40] .
About KZB
The Hitchin systems are the classical limit of the KZB equations on the critical level [7, 10] . The later has the form of the Schrödinger equations, which is the result of geometric quantization of the moduli of flat G bundles [16, 15] . The conformal blocks of the WZW theory on Σ g,n with vertex operators in marked points are the ground state wave functionsĤ s F = 0, (s = 1, . . . , l). The classical limit means that one replaces operators on their symbols and generators of finite-dimensional representations in the vertex operators by the corresponding elements of coadjoint orbits. Generically, for the quantum level κ quant = 0 the KZB equations can be written in the form of the nonstationar Schrödinger equations [15, 10] (κ quant ∂ s +Ĥ s )F = 0.
To pass to the classical limit in this equation we replace the conformal block by its quasiclassical expression
where S is the classical action (S = log τ (4.32)) and renormalize
The classical limith → 0, κ quant → 0 leads the Hamilton-Jacobi equations for S, which are equivalent to the HID (4.30).
Summarizing, we arrange these quantum and classical systems in the commutative diagram. The vertical arrows denote to the classical limit and mean the simultaneous rescaling of the quantum level, while the limit κ quant → 0 (κ → 0) on the horizontal arrows includes also the rescaling the moduli of complex structures. The examples in the bottom of the diagram will be considered in next sections. 
On CP 1 the gauge transform (4.17) allows to chooseĀ to be identically zero. After the gauge fixingĀ = f ∂wf −1 , (6.2)
the moment equation takes the form
Then we have from (6.1)
where
and
H 1,a are precisely the Schlesinger's Hamiltonians. On the symplectic quotient ω (4.23) takes the form
Note, that we still have a gauge freedom with respect to the coordinate independent G action, since this action does not change our gauge fixing (6.2). The corresponding moment constraint means that the sum of residues of L vanishes:
While H 2,a are the Casimirs and lead to the trivial equations, the equation of motion for H 1,a are the Schlesinger equations
As by product we obtain by this procedure the corresponding linear problem (4.33),(4.34) and (4.35) with L = (6.3),L = 0 and
as a solution to (4.36) . The tau-function (4.32) for the Schlesinger equations has the form [2] δ log τ = − c =b
Solutions via the projection method
We will find the dressing transform defining the evolution on the coadjoint orbits
Recall that the times in the Schlesinger equations are t a = x a −x 0 a and assume that t 0 a = 0. We have from (6.3)
It follows from (6.2) thatL = 0. Then the projection method (4.37) gives in this case
In other words, the gauge transform f (z,z, t) defining the evolution of solutions (the dressing transform) can be found from the equation
We seek for smooth solutions to this equation assuming that the times t s = x s − x 0 s are small. To this end consider the perturbative series
where a k , a jk , a ijk , . . . are smooth maps CP 1 → Universal enveloping algebra(G). Then (6.7) leads to the system
where [···] means the symmetrization. All equations have the same structure -their solutions depends only on the previous step. Since (0, 1)-forms on CP 1 are exact the equations can be integrated and solutions are found step by step.
In the first order one has
Note that a k (z,z) is a nonsingular function on CP 1 due to the definition of χ a k (z,z). Consider now the second order approximation.
The result of integration is
Here ψ a j (z,z) is defined as the result of integration ∂ψ
It provides the absence of poles in z = x a in the first term in the right hand side of (6.10). Due to the subtraction of χ
) in the last term we kill the pole of a jk (z,z) in z = x b . Thus, in second order approximation we obtain the regular solution as well. It is defined almost explicitly up to the integration (6.11).
Therefore, we have defined the dressing transformation (6.8),(6.9),(6.10) up to the third order of the initial data (6.6). The calculations of the higher order corrections reproduce the same procedure as on the second order and we can repeat them step by step.
7 Genus one-elliptic Schlesinger, Painlevé VI...
The genus one case is still feasible to write down the explicit formulae for the Hamiltonians and the equations of motion.
Deformations of elliptic curves
In addition to the moduli coming from the positions of the marked points there is the elliptic module τ, Imτ > 0 of curves Σ 1,n . As in (4.24),(4.26) we take the Beltrami differential in the form
where n a (z,z) is the same as in (4.26) and
We replace
Here τ 0 defines the reference complex structure on the curve
For small t τ from (7.1)
As we assumed from the very beginning, µ τ vanishes in the marked points. It describes not only a small vicinity of T 2 0 in M 1,1 , but also the whole Teichmüller space as well. In terms of µ τ the Teichmüller space is the unity disk |µ τ | < 1 (see (4.12) for the transformation law). In terms of τ it is the upper half plane Imτ > 0. On the other hand, the times
in a vicinity of T 2 0 in M 1,1 . Eventually, for small t τ and t a we have from (7.3)
7.2. Flat bundles on a family of elliptic curves Note first, thatĀ as a ∂-connection determines a holomorphic G bundle E over T 2 τ . For stable bundlesĀ can be gauge transformed by (4.17) to the Cartan (z,z)-independent formLĀ = fLf
Therefore, a stable bundle E is decomposed into the direct sum of line bundles
The set of gauge equivalent connections represented by {L} can be identified with the r power of the Jacobian of T 
). (7.5) It means that
LetL =∂ log φ. Then the integral
defines the Abel map P ∈ T 2 τ → u. We will come again to this point later. The flatness condition (the moment constraints (4.21)) for the gauge transformed connections (L,L) takes the form
Let R = {α} be the root system of of Lie(G) = G and
be the root decomposition. Impose the vanishing of the residues in (7.7)
where p a | H is the Cartan component of p a and we have identified G with its dual space G * . This condition is similar to (6.5) and has the sense of the moment constraints for the remnant gauge action (see below 7.3).
We will parametrized the set of solutions of (7.7) by two elements v, u ∈ H. Let E 1 (w) be the Eisenstein function of module τ (A.2) and (p a ) H and (p a ) α are the Cartan and the root component of p a ∈ O a , Lemma 7.1 Solutions of the moment constraint equation (7.7) have the form
(7.9)
10)
where φ(u, w) is defined in (A.4).
Proof. Consider first the Cartan component.
From (A.28),(A.30) we obtain (7.10). The special choice of the constant part of P will be explained later. Note, that v ∈ H is a new parameter.
For the root components (7.7) takes the form
Comparing it with (A.31) and its solution (A.32) we come to (7.11).2 Therefore we have found the flat connections L = L(v, u),L =L(u).
Symmetries.
The remnant gauge transforms do not change the gauge fixing and thereby preserve the chosen Cartan subalgebra H ⊂ G. These transformations are generated by the Weyl subgroup W of G and elements f (w,w) ∈ Map(T 2 τ , Cartan(G)). Let Π be the system of simple roots,
}, is the dual root system, and m = α∈Π m α α ∨ be the element from the dual root lattice ZR ∨ . Then the Cartan valued harmonics
generate the basis in the space of gauge transforms. They act as
In terms of the new variables v and u they take especial simple form
14)
The whole discrete gauge symmetry is the semidirect productŴ of the Weyl group W and the lattice ZR ∨ ⊕ τ ZR ∨ . It is the Bernstein-Schvartsman complex crystallographic group [42] . The factor space H/Ŵ is the genuine space for the coordinates u, that we discussed above (see (7.5 ) and (7.6)).
The transformations (7.12) according with (4.13) act also on p a ∈ O a . This action leads to the symplectic quotient O a //H and generates the moment equation (7.8) .
The modular group PSL 2 (Z) s a subgroup of mapping class group for the Teichmüller space T 1,n . We don't consider here the action of the permutation of the marked points on dynamical variables (v, u, p, τ, x a ). Due to (4.12) and (7.2) its action on τ takes the standard form
We summarize the action of the Bernstein-Schvartsmann group and the modular group on the dynamical variables:
Here ϕ(m α , n α ) is defined by (7.13).
Symplectic form.
The set (v, u) ∈ H, p = (p 1 , . . . , p n ) ∈ ⊕ n a=1 O a of dynamical variables along with the times t = (t τ , t 1 , . . . , t n ) describe local coordinates in the total space of the bundle P. According with the general prescription, we can define the hamiltonian system on this set. The main statement, formulated in terms of the theta-functions and the Eisenstein functions (see Appendix), takes the form
with the Hamiltonians H 2,a = c a < p a , p a >; (7.16)
.
Proof. The form we have to calculate is (4.23)
with δµ (7.4). First, we gauge transform (L,L) by
where we choose χ ′ a (w,w) in a such way that suppχ ′ a (w,w) ⊂ suppχ a (w,w), (7.19) suppχ ′ a (w,w) ∩ supp∂χ a (w,w) = ∅, and χ a (w,w) related to the moduli curves (7.1). In fact, the first condition follows from the second.
As we know the gauge transformations do not change ω, but do change relations between its summands. Instead of (7.5).(7.10) and (7.11) we obtain w) ), (7.20)
21)
Taking into account the explicit form ofL (7.5) we obtain < δL, δL >= (δv, δu) ρ + S(δτ, δt), (7.23) where S(δτ, δt) is a sum of terms with a linear dependence on the "time" differentials. It is compensated by terms coming from
Let us calculate the Hamiltonians
To take the integral over T 2 0 we have to couple this two form with δµ (7.4)
Due to our choice of χ ′ a (w,w) (7.19), the last line of (7.24) does not contribute in the integral. Therefore, we leave with the holomorphic double periodic part of two-form < L, L >. Using (A.10) we rewrite (7.24) as
Since L has only first order poles (7.21),(7.22), we expand it on the deformed torus according with(A.34)
Due to (A.34),(A.39) and (A.40)
Taking into account and (A.35),(A.36) we find
The constant term in (7.25) h 0 is defined by (A.37). To find it we use (A.10) and (A.38). Then H τ = h 0 ∂ τμτ . After some algebra we obtain (7.18). Consider SL(2, C) bundles over the family of Σ 1,1 . Then (7.5) takes the form
In this case the position of the marked point is no long the module and we put x 1 = 0. We have from (7.2)
Since dim O = 2 the orbit degrees of freedom can be gauged away by the hamiltonian action of the diagonal group. We assume that
Then we have from(7.9),(7.10),(7.11)
The symplectic form (7.15)
Then the equations of motion are
Due to (A.10) we obtain
which coincides with (1.12) . This equation provides the isomonodromic deformation for the linear system (4.33),(4.35) with L (7.27) andL (7.26) with respect to change the module τ . The Lax pair is given by L (7.27) and M τ M τ = 0 y(2u, w,w) y(−2u, w,w) 0 , where y(u, w,w) is defined by the equation (see (4.36)
Using the representation (A.33) for x(u, w,w) = g 2 (u, w,w) we find
The equivalence of the Lax equation
to the equations of motion (7.28), (7.29) can be checked by substituting L (7.27) and M with y(u, w,w)' (7.31). Details of this procedure will be replenished for the SL(N, C) bundles in the next example. The projection method determines solutions of (7.28),(7.29) as a result of diagonalization of L (7.27) by the gauge transform on the deformed curve T
On the critical level (κ = 0) we come to the two-body elliptic Calogero system. 7.6. Example 2. For flat G bundles over Σ 1,1 we obtain PVI-type equations, related to arbitrary root systems. They are described by the system of second order differential equations for the u = (u 1 , . . . , u r ), (r =rankG) variables. In addition, there are the orbit variables p ∈ O(G) satisfying the Euler top equations. Consider in detail the SL(N, C) case with the most degenerate orbits O = T * CP N −1 . They have dimension 2N − 2. The orbit variables can be gauged away by the diagonal gauge transforms and we are left with the coupling constant ν. We already have theL and L matrices (see (7.5 ) and (7.9)) L = P + X, P = 2πi( v 1 −μ τ − κ u ρ ), X = {x α } = (τ −τ 0 )ν exp 2πi{ w −w τ −τ 0 α(u)}φ(α(u), w).
Here α = e j − e k , α(u) = u j − u k , (j = k), and u = diag(u 1 , . . . , u N ), v = diag(v 1 , . . . , v N ).
The equations of motion take the form κ du j dτ = v j , (7.32) First, we will prove few facts concerning the matrix elements of L and M. We will prove that they satisfy the following functional equation The relation (7.35) is the so called Calogero functional equation. Due to (7.31) we can put in it the derivatives of x instead of y. The exponential factor in the expression of x cancels and (7.35) take the form of the addition formula (A.26). Simultaneously, we obtain (7.36). We also need the following identity
∂ u )x(u, z,z) = 0. Due to (7.36) and (7.32) the first equation (7.38) can be rewritten as
(see (A.10)). Thereby we come to the (7.33). Now check the off-diagonal part (7.39) . It is convenient to go back from
to (z,z) variables. Then (7.39) takes the form
It follows from (7.31), (7.32) , and (7.37) that
On the other hand the equality
is the addition formula (7.35) . It concludes the proof of the equivalence of the Lax equation and the equations of motion.
The new ingredients of this construction in compare with the original form [41] are the dependence the L-matrix on the spectral parameter 3 , the presence of derivative ∂ z M in the Lax equation, and the replacement of the external time t on the modular parameter τ . Nevertheless, the form of the Lax matrices is defined as for the Calogero system by the same functional equation (7.35) . It turns out that its solutions satisfy additional differential equations (7.36), (7.37) , which allows to apply them in the isomonodromic situation as well. Again, the solutions of the equations of motion (7.32), (7.33) are obtained by the diagonalization
Appendix A
We summarize the main formulae for elliptic functions, borrowed mainly from [43] . We assume that q = exp 2πiτ , and the curve T 2 τ is C/Z + τ Z factor of C under the shifts generated by (1, τ ) .
The basic element is the theta function:
θ(z|τ ) = q (1 − q n )(1 − q n e 2iπz )(1 − q n e −2iπz )
The Eisenstein functions. 
