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Abstract
Circular Brownian motion models of random matrices were introduced by Dyson and de-
scribe the parametric eigenparameter correlations of unitary random matrices. For sym-
metric unitary, self-dual quaternion unitary and an analogue of antisymmetric hermitian
matrix initial conditions, Brownian dynamics toward the unitary symmetry is analyzed.
The dynamical correlation functions of arbitrary number of Brownian particles at arbi-
trary number of times are shown to be written in the forms of quaternion determinants,
similarly as in the case of hermitian random matrix models.
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1
1 Introduction
Circular ensembles of random matrices were introduced by Dyson as the simplest possible
models of complex energy spectra[1, 2]. Dyson further introduced a Brownian motion
model to describe the parametric correlation of the energy levels[3]. His Brownian dy-
namics is specified by the Fokker-Planck equation
∂p
∂τ




















∣∣∣eθj − eθl ∣∣∣ . (1.2)





∣∣∣eθj − eθl ∣∣∣β (1.3)
satisfying ∂pS/∂τ = 0. Using a perturbation theory, Dyson showed that it is a natural
model to describe the parametric eigenparameter correlation of symmetric unitary, unitary
and self-dual quaternion unitary random matrices, corresponding to β = 1, 2 and 4,
respectively.
In order to solve the Fokker-Planck equation, a transformation of the Fokker-Planck
operator L into a hermitian operator H is useful. The hermitian operator H is defined as
eβW/2Le−βW/2 = − 1
β
(H−E0) (1.4)












sin2[(θj − θl)/2] . (1.5)
It is known as the Calogero-Sutherland Hamiltonian on the unit circle. This Hamiltonian
has a complete set of orthogonal eigenfunctions
ψκ(θ1, · · · , θN) = e−βW/2P (2/β)κ (z1, · · · , zN), zj = eiθj (1.6)
with eigenvalues Eκ[4, 5, 6]. Here κ = (κ1, · · · , κN) represents a partition with non-
negative integers κ1 ≥ κ2 ≥ · · · ≥ κN and P (2/β)κ (z1, · · · , zN) is a particular polynomial
known as the Jack polynomial.





(H − E0)ψ, (1.7)
the Green function solution can be written as
G(H)(ϕ1, · · · , ϕN ; θ1, · · · , θN ; τ) =
∑
κ








dθ1 · · ·
∫ pi
−pi
dθN |ψκ(θ1, · · · , θN )|2 (1.9)
and ψ¯κ is the complex conjugate of ψκ. According to (1.4), the Green function solution
G(ϕ1, · · · , ϕN ; θ1, · · · , θN ; τ) of the Fokker-Planck equation (1.1) is given by
G(ϕ1, · · · , ϕN ; θ1, · · · , θN ; τ) = e
−βW (θ1,···,θN )/2
e−βW (ϕ1,···,ϕN )/2
G(H)(ϕ1, · · · , ϕN ; θ1, · · · , θN ; τ). (1.10)
In this paper we focus on the case β = 2 , in which the interaction term in (1.5)
vanishes, and calculate the dynamical correlation functions for typical initial conditions.
Then G(H) is a determinant of one particle Green functions and (1.10) reads









det[g(θj , ϕl; τ)]j,l=1,2,···,N , (1.11)
where (z = eiθ, w = eiϕ)




























(n− (1/2))2/2, N even,
n2/2, N odd.
(1.13)
We remark that the following discussion does not depend on the particular form (1.13) of
γn, provided they are positive.
Let us suppose that the initial distribution of the eigenvalues is one of the followings
(note that U(ϕ) can be a function with a complex value):
























j=1 | 1− eiϕj |2, N odd.
(1.14)
Here we have introduced a sum
∑
P over the permutation of ϕj’s in order to make the
initial distribution totally symmetric. [x] is the largest integer not exceeding x. The
first and second of these initial conditions can be derived as eigenvalue distributions of
symmetric unitary and self-dual quaternion unitary random matrices, respectively. The
third one, for which the weight function U(ϕ) is assumed to be symmetrical about the
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origin, is an analogue of the eigenvalue distribution of antisymmetric hermitian random
matrices.
The probability distribution function p of the eigenvalues is calculated from the initial
condition and the Green functions as











1, · · · , θ0N )
M∏
l=1
G(θl−11 , · · · , θl−1N ; θl1, · · · , θlN ; τl − τl−1),
τ0 = 0. (1.15)
For N even, performing the integration gives











j − eiθMl )
× Pf[F 11jl ]j,l=1,2,···,N
M−1∏
k=1
det[gk+1 kjl ]j,l=1,2,···,N .
(1.16)





l ; τm − τn) (1.17)
and




l ; τm, τn), (1.18)
where







dϕU(ϕ)U(ϕ′){g(θ, ϕ; τ)g(θ′, ϕ′; τ ′)− g(θ′, ϕ; τ ′)g(θ, ϕ′; τ)},




dϕU(ϕ)2{g(θ, ϕ; τ) ∂
∂ϕ
g(θ′, ϕ; τ ′)− g(θ′, ϕ; τ ′) ∂
∂ϕ
g(θ, ϕ; τ)},







{g(θ,−ϕ; τ)g(θ′, ϕ; τ ′)− g(θ′,−ϕ; τ ′)g(θ, ϕ; τ)}
(1.19)
for each of the three initial conditions (1.14), respectively. For N odd, performing the
integration similarly yields











j − eiθMl )
× Pf
[
[F 11jl ]j,l=1,2,···,N [f
1
j ]j=1,···,N















U(ϕ)g(θ, ϕ; τ)dϕ, f(θ; τ) = U(0)g(θ, 0; τ), (1.22)
for the first and last of the initial conditions (1.14), respectively.
Now we are in a position to define multilevel dynamical correlation functions








dθ1m1+1 · · ·
∫ pi
−pi
dθ1N · · ·
∫ pi
−pi




× p(θ11, · · · , θ1N ; τ1; θ21, · · · , θ2N ; τ2; · · · ; θM1 , · · · , θMN ; τM),
(1.23)




dθ11 · · ·
∫ pi
−pi
dθ1N · · ·
∫ pi
−pi




× p(θ11, · · · , θ1N ; τ1; θ21, · · · , θ2N ; τ2; · · · ; θM1 , · · · , θMN ; τM). (1.24)
Let us review the history of the study on multilevel correlation functions of random
matrices and explain the purpose of this paper. The quaternion determinant formulas
for the static correlations (M = 1, τ1 = 0) with U(θ) = 1 was discovered by Dyson[7].
His result was generalized to the case with a real weight function U(θ) by Nagao and
Wadati[8]. The dynamical correlations were first explored for hermitian random matrix
models by Pandey and Mehta [9, 10] and then extended to the unitary matrix case with
U(θ) = 1 by Pandey and Shukla[11]. They were able to derive quaternion determinant
forms for equal time (M = 1, 0 ≤ τ1 < ∞) correlation functions. Recently Nagao and
Forrester succeeded in evaluating the dynamical correlation functions with general M for
hermitian random matrices[12, 13]. In this paper we deal with unitary random matrices
and generalize both of Nagao and Wadati’s and Pandey and Shukla’s results to show
how the multilevel dynamical correlation functions with general M can be written in
quaternion determinant forms.
2 Dynamical Correlation Functions
2.1 Quaternion Determinant
Let us begin with an introduction of a quaternion determinant, a determinant of a matrix
with quaternion elements[7, 14, 15, 16, 17]. We define a quaternion as a linear combination
of four basic units {1, e1, e2, e3}:
q = q0 + q · e = q0 + q1e1 + q2e2 + q3e3. (2.1)
Here q0, q1, q2 and q3 are real or complex numbers. The first part q1 is called the scalar
part of q. The quaternion multiplication is associative but in general not commutative:
the multiplication rule of the four basic units are






3 = e1e2e3 = −1. (2.3)
A quaternion q has a dual qˆ defined as
qˆ = q0 − q · e. (2.4)
A matrix Q with quaternion elements qjl also has a dual matrix Qˆ = [qˆlj ]. The quaternion























Now we are in a position to define a quaternion determinant Tdet. For a self-dual Q







(qabqbc · · · qda)0. (2.6)
Here P denotes any permutation of the indices (1, 2, · · · , N) consisting of l exclusive cycles
of the form (a → b → c → · · · → d → a). Note that (−1)N−l is the parity of P . The
subscript 0 has a meaning that we take the scalar part of the product over each cycle.
If all the elements of Q are scalars, then everything is commutable and a quaternion
determinant becomes an ordinary determinant.
2.2 The Case N Even
Throughout this paper we adopt a notation that z is the complex conjugate of z (note
















F (ϕ, θ; τ, τ)
√
wRn(ϕ; τ)dϕ, (2.7)
where R∗n(θ; τ) = z
−n+ c∗n n−1z
−n+1+ · · ·+ c∗n −nzn and Rn(θ; τ) = zn+ cn n−1zn−1+ · · ·+
cn −nz
−n are arbitrary polynomials (R∗0(θ; τ) = R0(θ; τ) = 1).

















l ; τm, τn) (2.8)
with








′; τ ′)− e−γk+1(τ ′−τ)Ψk(θ; τ)Ψ∗k(θ′; τ ′)],
(2.9)
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′; τ ′)− e−γk+1(τ ′−τ)Φk(θ; τ)Φ∗k(θ′; τ ′)]
+ F (θ, θ′; τ, τ ′) (2.10)
and













Smnjl − gmnjl , m > n,
Smnjl , m ≤ n. (2.12)
Then we have the following theorem.
Theorem 1
The probability distribution function (1.16) with N even can be written as a quaternion
determinant






µ, ν = 1, 2, · · · ,M. (2.13)












Starting from (1.16), we can follow a similar argument as in Refs.[12, 13] to prove Theorem
1.
By Schmidt’s orthogonalization procedure, we can specify the polynomials Rn(θ; τ)
and R∗n(θ, τ) so that they satisfy the following skew orthogonality relation:
〈√zR∗m(θ; τ),
√




wR∗m(ϕ; τ)〉 = rm(τ)δmn,
〈√zR∗m(θ; τ),
√













dϕF (θ, ϕ; τ, τ)f(θ)g(ϕ). (2.16)
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Explicit determinant formula for the skew orthogonal polynomials Rn(θ; τ) and R
∗(θ, τ)
are given by (n ≥ 1)[8]
Rn(z) = D−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
zn Jn n−1 · · · Jn 0 Jn −1 · · · Jn −n






















z−n J−n−1 −n · · · J−n−1 0 J−n−1 1 · · · J−n−1 n−1






































J−n n−1 · · · J−n 0 J−n −1 · · · J−n −n
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (2.20)
2.3 The Case N Odd








F (ϕ, θ; τ, τ)Rn(ϕ; τ)dϕ. (2.21)
Here Rn(θ; τ) and R
∗
n(θ; τ) are arbitrary functions provided that
N∏
j>l















1(θ2; τ) · · · R∗1(θN ; τ)
R0(θ1; τ) R0(θ2; τ) · · · R0(θN ; τ)



























l ; τm, τn), (2.23)
where








′; τ ′)− e−γk(τ ′−τ)Rk(θ; τ)R∗k(θ′; τ ′)],
(2.24)













′; τ ′)− 1
s0(τ ′)
Φ0(θ
′; τ ′)f(θ; τ) + F (θ, θ′; τ, τ ′)
(2.25)
and













′, τ ′)f(θ; τ). (2.26)
As before we set
S˜mnjl =
{
Smnjl − gmnjl , m > n,
Smnjl , m ≤ n (2.27)
and find the following theorem.
Theorem 2
The probability distribution function (1.20) with N odd can be rewritten as






µ, ν = 1, 2, · · · ,M. (2.28)











Theorem 2 can be proven from (1.20) by proceeding as in Refs.[12, 13].
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We now introduce a set of polynomials Ωn(θ; τ), Ω
∗
n(θ; τ) for n ≥ 1 and Ω0(θ; τ) =
Ω∗0(θ; τ) satisfying
〈Ω∗m(θ; τ),Ωn(ϕ; τ)〉 = −〈Ωn(θ; τ),Ω∗m(ϕ; τ)〉 = rm(τ)δmn,
〈Ω∗m(θ; τ),Ω∗n(ϕ; τ)〉 = 0, 〈Ωm(θ; τ),Ωn(ϕ; τ)〉 = 0 (2.30)
for m,n ≥ 1 and
〈Ω∗n(θ; τ),Ω0(ϕ; τ)〉 = −〈Ω0(θ; τ),Ω∗n(ϕ; τ)〉 = 0,
〈Ω∗0(θ; τ),Ωn(ϕ; τ)〉 = −〈Ωn(θ; τ),Ω∗0(ϕ; τ)〉 = 0 (2.31)
for 0 ≤ n ≤ (N − 1)/2. Here the bracket is defined in (2.16).
Let us define
Kmn =
{ 〈zm,Ωn(ϕ; τ)〉, n > 0,





〈Ωm(θ; τ),Ωn(ϕ; τ)〉, m, n > 0,
〈Ωm(θ; τ),Ω∗n(ϕ; τ)〉, m > 0, n < 0,
〈Ω∗m(θ; τ),Ωn(ϕ; τ)〉, m < 0, n > 0,
〈Ω∗m(θ; τ),Ω∗n(ϕ; τ)〉, m, n < 0.
(2.33)
Then, starting from (z = eiθ)
Ω1(θ; τ) = a1 + z, Ω
∗






we can recursively construct the polynomials as (n ≥ 2)





zn Kn n−1 · · · Kn 1 Kn −1 · · · Kn −n+1
Ωn−1(θ; τ) L









1 n−1 · · · L1 1 L1 −1 · · · L1 −n+1
Ω∗1(θ; τ) L




















z−n K−n −n+1 · · · K−n −1 K−n 1 · · · K−n n−1
Ω∗n−1(θ; τ) L









−1 −n+1 · · · L−1 −1 L−1 1 · · · L−1 n−1
Ω1(θ; τ) L




















1 K0 n−1 · · · K0 1 K0 −1 · · · K0 −n+1
Ωn−1(θ; τ) L









1 n−1 · · · L1 1 L1 −1 · · · L1 −n+1
Ω∗1(θ; τ) L






















L1 n−1 · · · L1 1 L1 −1 · · · L1 −n+1











Ω0(θ; τ) = Ω
((N−1)/2)
0 (θ; τ), (2.39)
we find that all of the skew orthogonality conditions (2.30) and (2.31) are satisfied. Note
that there is an ambiguity in the determination of the skew orthogonal polynomials due
to the constants an and a
∗
n.








dθf(θ; τ)Ωn(θ; τ). (2.40)
Then Rn(θ; τ) andR
∗(θ; τ) satisfying (2.22) can be constructed as (n = 1, 2, · · · , (N−1)/2)










R∗0(θ; τ) = R0(θ; τ) = Ω0(θ; τ). (2.42)
2.4 Quaternion Determinant Expressions
Using the orthogonality relations introduced above, it can be readily proven in both the








































































































, m < p, p < n.
(2.43)




j = N. (2.44)
We then arrive at the following theorem which has the central importance in the evaluation
of the dynamical correlations.
Theorem 3








BmnJ1 · · · BmnJL

 . (2.45)








QK1nK n1 · · · QKKnK nK

 . (2.46)
We denote the j-th row (column) of them-th row (column) block of the quaternion matrix
Q as (m, j) row (column). The (m, j) row and (m, j) column contain the variable θmj . If
the (m, j) row and (m, j) column are removed, the resulting smaller matrix Qmj is still
self-dual and does not contain the variable θmj .
Using the above definitions, we have
∫ pi
−pi
dθµnµTdetQ = (N − nµ + 1)TdetQµnµ . (2.47)
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The proof of Theorem 3 is found by following the strategy given in Ref.[12].
Successive application of Theorem 3 leads to the quaternion determinant expression
for the multilevel dynamical correlation function as
ρ(θ11, · · · , θ1m1 ; τ1; θ21, · · · , θ2m2 ; τ2; · · · ; θM1 , · · · , θMmM ; τM) = Tdet[Bµν(mµ, mν)],
µ, ν = 1, 2, · · · ,M, (2.48)
where each block Bµν(mµ, mν) is obtained by removing the mµ+1, mµ+2, · · · , N -th rows
and mν + 1, mν + 2, · · · , N -th columns from Bµν .
3 Dynamical Correlation within the Unitary Sym-
metry
In this section we consider the limit τj → ∞, j = 1, 2, · · · ,M with all τj − τl, j, l =
1, 2, · · · ,M fixed. In this limit it is expected that the dynamical correlations describe the
Brownian dynamics within the unitary symmetry. We can conveniently take this limit by
using the following summation formulas.
3.1 The Case N Even










−j , α∗nn = 1. (3.1)
Then it can be seen that















the proof of which comes from an identity
〈√zR∗m(θ; τ),
√


























































Putting (3.5) into (1.19) and comparing the result with (3.6) lead to








′; τ ′)− e−γk+1(τ ′−τ)Φk(θ; τ)Φ∗k(θ′; τ ′)],
(3.7)
so that








′; τ ′)− e−γk+1(τ ′−τ)Φk(θ; τ)Φ∗k(θ′; τ ′)].
(3.8)
Substitution of (3.6) into (2.11) results in
S(θ, θ′; τ, τ ′) = S1(θ, θ
′; τ, τ ′) + S2(θ, θ
′; τ, τ ′), (3.9)


















































Let us assume that γn = γ−n+1 and γn+1 > γn for n ≥ 1. This assumption is consistent
with (1.13). In the asymptotic limit τj → ∞, j = 1, 2, · · ·M with all τj − τl, j, l =
1, 2, · · · ,M fixed, it can be seen from (3.9) that
S(x, y; τ, τ ′) ∼ S1(x, y; τ, τ ′) +O(e−(γ(N/2)+1−γN/2)τ ). (3.12)
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We can further derive the asymptotic relations Rn(x; τ) ∼ O(1), R∗n(x; τ) ∼ O(1),
Φn(x; τ) ∼ O(e−2γn+1τ ) and Φ∗n(x; τ) ∼ O(e−2γn+1τ ) from (3.2) and (3.6) so that
I(x, y; τ, τ ′) ∼ O(e−γ(N/2)+1(τ+τ ′)), D(x, y; τ, τ ′) ∼ O(eγN/2(τ+τ ′)). (3.13)













l ; τm, τn), m ≤ n (3.14)
and the other elements are set to zero. Then the quaternion determinant becomes an
ordinary determinant




12(m1, m2) · · · σ1M (m1, mM)
σ21(m2, m1) σ





σM1(mM , m1) σ




where each block σµν(mµ, mν) is obtained by removing the mµ+1, mµ+2, · · · , N -th rows
and mν+1, mν+2, · · · , N -th columns from σµν . This is the unitary symmetry version of a
similar determinant formula [18, 19] known for the Brownian dynamics within hermitian
symmetry.
3.2 The Case N Odd
In the case with odd N , we introduce expansions (n ≥ 1, z = eiθ)












with αnn = α
∗
nn = 1 and
























0, 0 ≤ n ≤ (N − 1)/2,
e−γ−nτ
2pi








0, 0 ≤ n ≤ (N − 1)/2,
e−γnτ
2pi






































γ−jτΩ∗j (θ; τ), (3.23)
where
nλ = nµ + 1 = n, if n > (N − 1)/2,























































 , n ≥ (N + 1)/2.
(3.25)
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Substituting (3.25) and (3.26) into (2.26) yields
S(θ, θ′; τ, τ ′) = S1(θ, θ
′; τ, τ ′) + S2(θ, θ
′; τ, τ ′), (3.27)





























































[Π∗k(θ; τ)sk(τ)− Πk(θ; τ)s∗k(τ)] ,
(3.29)
where we set µν 0 = µ
∗
ν 0 = 0. Finally we put (3.22) and (3.23) into (1.19) to find




























[Π∗k(θ; τ)sk(τ)−Πk(θ; τ)s∗k(τ)] .
(3.30)
Assuming that γn = γ−n and γn+1 > γn for n ≥ 0, we can now take the asymptotic limit
τj → ∞, j = 1, 2, · · ·M with all τj − τl, j, l = 1, 2, · · · ,M fixed. Let us first note that
Ωn(x; τ) ∼ O(1), Ω∗n(x; τ) ∼ O(1), Πn(x; τ) ∼ O(e−2γnτ ) and Π∗n(x; τ) ∼ O(e−2γnτ ) for
n ≥ 1. We can further obtain an estimation
Ω0(θ; τ) ∼ O(e−(γ0−γ(N−1)/2)τ ), Π0(θ; τ) ∼ O(e−(γ0+γ(N+1)/2)τ ). (3.31)
Then it is straightforward to find
S(x, y; τ, τ ′) ∼ S1(x, y; τ, τ ′) +O(e−(γ(N+1)/2−γ(N−1)/2)τ ), (3.32)
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I(x, y; τ, τ ′) ∼ O(e−γ(N+1)/2(τ+τ ′)), D(x, y; τ, τ ′) ∼ O(eγ(N−1)/2(τ+τ ′)). (3.33)
Therefore Imnjl and D
mn
jl can be set to zero in the asymptotic limit and, as in the case N
even, a determinant expression (3.15) results. Here the matrix elements σmnjl are again
defined by (3.14), although the definitions of S1(θ, θ
′; τ, τ ′) and g(θ, ϕ; τ) are different from
those in the case N even.
4 The Case U(θ) = 1
In this section we deal with the simplest case U(θ) = 1 and explicitly give the formulas
for skew orthogonal polynomials. Though this case was already treated by Pandey and
Shukla, our result is more general than theirs because they evaluated only the equal time
correlations.
4.1 The Case N Even
(1) Symmetric unitary initial condition
For the bracket defined in (2.16) corresponding to the first of the three initial conditions









Rn(θ; 0) = z





(2) Self-dual quaternion unitary initial condition












Rn(θ; 0) = z
n, R∗n(θ; 0) = z







(3) An analogue of antisymmetric hermitian initial condition







pii, if n−m is odd and positive,
0, if n−m is even,
−pii, if n−m is odd and negative,
(4.5)
which implies (n ≥ 1)
Rn(θ; 0) = z
n + z−n, R∗n(θ; 0) = z
−n + zn, rn(0) = 2pii (4.6)
and
R0(θ; 0) = 1, r0(0) = pii. (4.7)
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4.2 The Case N Odd
(1) Symmetric unitary initial condition










Then, putting an = a
∗
n = 0, we can derive (n ≥ 1)
Ωn(θ; 0) = z










(2) An analogue of antisymmetric hermitian initial condition





pii, if n−m is odd and positive,
0, if n−m is even,
−pii, if n−m is odd and negative.
(4.12)
We fix the constants as an = a
∗
n = (−1)n+1 and find (n ≥ 1)
Ωn(θ; 0) = z
n + z−n+1, Ω∗n(θ; 0) = z
−n + zn−1, rn(0) = 2pii (4.13)
and
Ω0(θ; 0) = (−1)(N−1)/2 1
2
(z(N−1)/2 + z−(N−1)/2). (4.14)
5 Conclusion
In this paper we have derived quaternion determinant expressions for the dynamical mul-
tilevel correlation functions for Dyson’s Brownian motion of eigenparameters (energy
levels) toward unitary symmetry. As the initial conditions, we assume eigenparameter
distributions of symmetric unitary, self-dual quaternion unitary and an analogue of the
antisymmetric hermitian random matrices. Any of the quaternion elements is represented
in terms of four functions D(θ, θ′; τ, τ ′), I(θ, θ′; τ, τ ′), S(θ, θ′; τ, τ ′) and g(θ, θ′; τ − τ ′) ap-
pearing in the two level dynamical correlation functions. Therefore analyzing the two
level dynamical correlations is enough to understand the behavior of all the multilevel
correlations. The two level dynamical correlations are investigated in Refs.[20, 21, 22]
and some asymptotic results in the limit N →∞ are already known.
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