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Abstract
Short-term water demand forecasts can provide valuable information to distribution system operators for controlling the produc-
tion, storage and delivery of drinking water. Our current research is focused on developing an integrated Time Series Forecasting
Framework (TSFF) to statistically predict hourly/quarter-hourly demands in real-world, real-time scenarios. The ﬁrst version of
TSFF has been prototyped within Matlab. Two forecasting models, a ﬁxed seasonal auto-regressive (FSAR) model and an adaptive
seasonal auto-regressive (ASAR) model have been included within the framework for evaluation. The ASAR model self-updates
model parameters at run-time using maximum likelihood estimates (MLE). The framework has been applied to a real-world case
study of a system-wide water demand time series. With an underlying auto-regressive model, AR(3), the ASAR provides, on
average, 5.3% absolute relative prediction error (ARE) for lead-1 forecasts, 10.2% for lead-2 forecasts, and 14.2% for lead-3 fore-
casts. Computationally, the speed of the algorithm is such as to easily accommodate real-time activities. The framework will be
applied to additional demand time series in order to evaluate the performance of the forecasting algorithm and compare the water
consumption characteristics of diﬀerent distribution systems.
c© 2013 The Authors. Published by Elsevier Ltd.
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1. Introduction
Water demands are important indicators referred to by water distribution system operators to adjust production
and control pumps and valves. Research eﬀorts on modeling demands have two major categories: the “bottom-
up” approach that models water usage at the level of individual users/meters, usually as stochastic processes (e.g.,
Buchberger and Wu (1995), Blokker et al. (2009)); and the “top-down” approach that models water usage at the
level of the whole system or pressure regions with statistical tools (e.g., Maidment and Miaou (1986), Magini et al.
(2008)). In practice, current Supervisory Control and Data Acquisition (SCADA) systems can usually provide system
or region-wide demand data in the form of time series, typically with resolution of equal or less than 15 minutes. The
high-resolution demands ﬁt naturally in the statistical time series modeling and forecasting framework.
Time series analysis (Box and Jenkins (1976)) is a classic statistical method for analyzing discrete, inﬁnite series of
random variables. A category of probabilistic models named AutoRegressive Integrated Moving-Average (ARIMA)
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represents a type of time series analysis methods. Periodic time series can be modeled by seasonal ARIMAs. A
number of authors have applied the statistical method of time series analysis in the ﬁeld of water demand forecasting
at diﬀerent time scales (Sterling and Bargiela (1985), Jowitt and Xu (1992), Shvartser et al. (1993), Zhou et al. (2000),
Jain and Ormsbee (2002), Bougadis et al. (2005), Caiado (2009), Wong et al. (2010)). The early work of Sterling and
Bargiela (1985) recommended a seasonal ARIMA(1, 0, 1) × (1, 0, 1)48 model for half-hourly water demands and an
ARIMA(1, 0, 1) × (0, 0, 1)7 model for daily water demands. Similar work done by Jowitt and Xu (1992) identiﬁed an
ARIMA(7,1,1) model for daily water demand series of Thames Water Authority, UK. Maidment and Miaou (1986)
used an ARIMA(7,0,0) model in the daily demand model based on a study of nine American cities. Caiado (2009)
identiﬁed a double-level seasonal model of ARIMA(4, 0, 9)× (2, 1, 3)7 × (0, 1, 1)365 to represent daily water demands.
However, the aforementioned research did not consider the integration of time series methodology and the real-
time data provision facilities. Our current research is focused on both a time series estimation-forecasting algorithm
for hourly/sub-hourly demand data and a design of the real-time modeling/forecasting framework.
2. Time series analysis of water demands
2.1. SARIMA models
Assuming the demands can be expressed as an array of random variables with equal intervals. The ARMA models
are linear, Gaussian models with three subtypes (Box and Jenkins (1976)):
• Autoregressive-p (AR(p)) models,
• Moving-average-q (MA(q)) models, and
• ARMA(p,q) models.
Applying time series methodology involves three steps: model identiﬁcation, parameter estimation, and forecast-
ing. The structural parameters p and q are usually determined by investigating the characteristic autocorrelation/partial
autocorrelation (AC/PAC) diagrams. Seasonal autoregressive integrated moving-average (SARIMA) models add pe-
riodicity to the ARMA models. In SARIMA, the diﬀerenced series is assumed to follow ARMA equations, formally
expressed as ARIMA(p, 0, q) × (0, D, 0)s when D is the level of diﬀerencing based upon seasonality s.
2.2. Model identiﬁcation
The data used in this research was a system-wide demand series of a medium-sized water supply system located
in Florida, USA. The hourly demand data were preprocessed by dividing a benchmark demand to yield non-negative
demand multipliers. The hourly demand multipliers from 39 consecutive days were collected for statistical analysis.
The autocorrelation and partial autocorrelation diagram for the studied demand series suggests the importance of the
24-hour period of water consumption. As a result, the time series model was identiﬁed as a SAR(3) with 24-hour
period.
3. Online algorithms for estimation and forecasting
As described in the previous section, the model identiﬁcation step, primarily via visual inspection, determined
the ARIMA model structure. If the water consumption behavior for the system remains stable, the model structural
parameters (p, q, and s) are assumed to remain unchanged. However, in typical real-time settings, updating model
parameters “on-the-ﬂy” may be beneﬁcial since the forecasts have to be renewed in real-time. Therefore, two combi-
nations of algorithms are designed and investigated in this article. The ﬁxed seasonal auto-regressive (FSAR) model
has the parameters estimated only once, using the training data provided at the beginning of the forecasting; the adap-
tive seasonal auto-regressive (ASAR) model has a moving window of training data, and the parameters are updated in
real-time. Both methods include an algorithm for multi-step-ahead forecasting with conﬁdence limits.
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The parameters of the SAR(3) model were estimated using the approach of Minimum Sum of Square Errors,
which is approximately equal to the maximum likelihood estimates (Box and Jenkins (1976)). While time series
models enable the forecasting of any time horizon into the future, the uncertainties of long-time forecasts are usually
very high, since two points in a series are only weakly correlated. Under stationary conditions, Box and Jenkins
(1976) showed that the Least Mean Squared Error (LMSE) forecasts were equal to the conditional expectations of the
variable given previous observations with conﬁdence limits based residual white noise terms and current estimates of
the model parameters.
4. Results
Both FSAR and ASAR models were applied to the SAR(3) model with 24-hour periodicity. With FSAR, diﬀerent
training set ratios were used to estimate the parameters. With ASAR, diﬀerent lengths of the moving window of the
training set were used. Generally, estimation with shorter training periods captured more of the local properties of the
time series and had larger variance in parameter estimates. The autocorrelations of all estimated SAR models were
similar with each other.
The forecasting performance of FSAR and ASAR in the study case is summarized in Table 1 . Forecasting horizons
were set from one hour up to ten hours. The Average Absolute Relative Errors (AARE) were computed for the data
points in the test set. The Absolute Relative Error is deﬁned as Bougadis et al. (2005):
AARE =
1
N
∑
t
{ |qobs − qpre|
qobs
}
(1)
Table 1: Results of hourly water demand forecasting with time series models
Time ASAR FSAR
horizon 100 200 500 50% 90%
Lead-1 0.059 0.055 0.054 0.053 0.060
Lead-2 0.113 0.104 0.104 0.102 0.112
Lead-3 0.156 0.140 0.144 0.142 0.155
Lead-4 0.183 0.167 0.171 0.169 0.187
Lead-5 0.197 0.183 0.188 0.186 0.205
Lead-6 0.207 0.192 0.197 0.194 0.215
Lead-7 0.211 0.195 0.201 0.198 0.220
Lead-8 0.210 0.197 0.202 0.200 0.222
Lead-9 0.209 0.197 0.201 0.199 0.222
Lead-10 0.205 0.197 0.199 0.198 0.220
According to Table 1, for the ASAR models, slight improvements in prediction power were observed if we in-
creased the size of the moving window used for parameter estimation, and using more than 200 data points for
training the model did not yield signiﬁcantly better forecasts. For FSAR models, the model taking 50% of the data for
training generated marginally better results than the model taking 90% of the data, possibly due to the shift of weekly
demand pattern in the very last part of the data set. This weekly pattern can potentially be characterized in future
studies.
5. Summary
The discretized, aggregated hourly system-wide water demand series has signiﬁcant daily periods. Applying a 24-
hour seasonal diﬀerencing operator ﬁltered out these periodicities and eﬀectively improved the model performance.
A general-purpose time series forecasting framework TSFF was developed in the study to generate both forecasts
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and forecasting conﬁdence limits for multiple time steps ahead of current time. The TSFF approach is applicable
for interfacing with water utilities’ SCADA infrastructures. The speed of the estimation/forecasting algorithm is
such as to easily accommodate real-time activities. The TSFF will be evaluated with additional time series model
structure (e.g., 24 hour and 7 day periodicities) and applied to additional demand time series in order to evaluate the
performance of the forecasting algorithm and compare the water consumption characteristics of diﬀerent distribution
systems.
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