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In part II of a series of articles on the least common multiple, the central object
of investigation was a particular integer-valued arithmetic function g1(n). The most
interesting problem there was the value distribution of g1(n). We proved that the
counting function card[nx : g1(n)d ] has order od (x) for any fixed d. A charac-
teristic feature of g1(n) is its so-called super-periodicity which will be discussed here.
An integer-valued arithmetic function g(n) is called super-periodic, if there is a
sequence (rj) of positive integers with rj2 ( j2) such that, setting Rk :=>kj=1 rj ,
g(rRk+ j)g((r&1) Rk+ j) for all k1, 1r<rk+1 , and 1 jRk . In the
present paper, we show that the above-mentioned property holds for a wide class
of super-periodic functions, containing other interesting number-theoretical examples.
The method is analytic and completely different from the one used in the earlier
work.  1997 Academic Press
1. INTRODUCTION
The present article may be regarded as the continuation of two earlier
papers on the least common multiple [3, 4], although the l.c.m. is not
explicitly studied here. The central object of investigation in [4] was the
(for our purpose shifted) arithmetic function
g1(n)=n&1& :

j=1 _
n&1
bj & ,
where [x] denotes the integer part of the real number x, and (bk) is the
so-called ‘‘greedy’’ sequence defined by
b1=2, bk+1=1+ ‘
k
j=1
bj=b2k&bk+1 (k1). (1)
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Since j=1 1bj=1 [4, Lemma 1], we also have a representation of g1(n)
in terms of fractional parts, namely
g1(n)= :

j=1 {
n&1
bj = .
In [4] we showed among other things that g1(n)1 for n2, lim inf g1(n)=1,
lim sup g1(n)=, and
:
nx
g1(n)t
1
2 log 2
x log log x.
By a combinatorial argument, we could prove the most interesting property
of g1(n): For fixed d, the counting function card[nx : g1(n)d ] has
order od (x); in fact, we obtained an explicit upper bound [4, Theorem 4],
which led to an upper bound for the cardinality Em(N) of the exceptional
set in [4]. The latter bound has recently been improved by Bachman [1].
The purpose of the present note is to prove a general result on the value
distribution of so-called super-periodic functions. Our g1(n) will g1(n) will
then be merely one element in the wide class of such functions g(n) which
all satisfy
card[nx : g(n)d ]=od (x). (2)
In analytic number theory, arithmetic functions defined by sums of integer
parts or, equivalently, by sums of fractional parts occur quite frequently.
A prominent example results from one of the formulas for the order ep(n!)
of the prime p in n!, namely,
ep(n!)= :

j=1 _
n
p j&
(cf. [2, Theorem 416]). Since i=1 1p
i=1( p&1), the analogue of g1(n)
is the function
g2(n)=n&1&( p&1) ep((n&1)!).
By another well-known formula for ep(n!) which is easily derived from the
earlier one, g2(n) equals the sum of the p-ary digits of n&1.
It was shown in [4, Theorem 6] that for bkn<bk+1
g1(n)={g1(n&bk+1)+1g1(n&bk+1)
for bk | n,
otherwise.
(3)
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This means that g1(n) behaves for every k on the interval 1n<bk+1
almost like a periodic function in the sense that the values
g1(1), g1(2), ..., g1(bk&1)
are repeated periodically (bk+1&1)(bk&1) times with only one exceptional
value each time. The function g2(n) is easily seen to have the property that
on the intervals pk<npk+1,
g2(n)= g2(n& pk)+1; (4)
i.e., here all the values
g2(1), g2(2), ..., g2( pk)
increase periodically ( p&1) times.
More generally, other examples are functions of type
g(n)=n&1&
1
A
:

j=1 _
n&1
aj & (5)
with A := 1aj . Taking, for instance, aj= j( j+1), we have A=1 and can
study the value distribution of
g3(n)=n&1& :

j=1 _
n&1
j( j+1)& .
In the sequel we assume the arithmetic functions g(n) to be integer-valued.
Under certain obvious conditions it is, however, easy to generalize our
results on the distribution of values to arbitrary arithmetic functions. This
enables us to apply our result also to functions of type (5), where A is not
integral, for instance those with aj= j ! and A=e, or the least common
multiple aj=[1, 2, ..., j].
In this article we shall prove that property (2) of g1(n), and also of g2(n)
and g3(n), holds for a class of arithmetic functions characterized by a weak
form of periodicity as indicated in the above examples. Obviously, the
combinatorial argument used in [4] cannot work anymore.
2. SUPER-PERIODIC FUNCTIONS AND FORMULATION
OF THE MAIN RESULT
Definition. Let g(n) be an integer-valued arithmetic function. Then
g(n) is called super-periodic, if there is a sequence (rj) of positive integers
with rj2 ( j2) such that, setting Rk :=>kj=1 rj ,
g(rRk+ j)g((r&1) Rk+ j) (6)
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for all k1, 1r<rk+1 , and 1 jRk . The function g(n) is called
strictly super-periodic, if for every k1 and every j, 1 jRk , there is at
least one r, 1r<rk+1 , such that (6) holds with strict inequality. The
finite sequence g(1), ..., g(R1) is said to be an initial period of g(n).
Notice that a super-periodic function has infinitely many initial periods,
for instance every sequence g(1), ..., g(R (l )1 ), l0, where R
(l )
k :=>
k+l
j=1 rj for
all k1. Clearly, a super-periodic function is periodic if and only if (6)
always holds with equality. Examples of strictly super-periodic functions
are g1(n) and g2(n) by (3) and (4), respectively.
For some 1t<rk+1 , we say that j, 1 jRk , k-rises at step t (with
height h>0), if g(tRk+ j)= g((t&1) Rk+ j)+h. By definition of a strictly
super-periodic function g(n), we have for 1 jRk
g( j)g( j+Rk)g( j+2Rk) } } } g( j+(rk+1&1) Rk),
and at least one of the inequalities is strict. Therefore, each such j k-rises
at least for one t. For the smallest t with this property, we say that j is
k-lifted at step t with height h>0; i.e., g(t$Rk+ j)= g((t$&1) Rk+ j) for all
1t$<t and g(tRk+ j)= g((t&1) Rk+ j)+h. Let *(k, t) denote the
number of j ’s that are k-lifted at step t.
A strictly super-periodic function will be called minimal, if for each k1,
every j, 1 jRk , k-rises at exactly one step t, 1t<rk+1. We say that
such a function is h-minimal, if none of the heights is bigger than h. It is
easy to verify by (3) that g1(n) is 1-minimal. By (4), g2(n) is not minimal.
For a strictly super-periodic function, we have for all k1
:
rk+1&1
t=1
*(k, t)=Rk .
Hence we have on average *(k, t)=Rk (rk+1&1).
Theorem. Let g(n) be a strictly super-periodic function with
4(k) := min
1T<rk+1
1
T
:
1tT
*(k, t).
If
4(k)(1+o(1))
Rk
rk+1
, (7)
then Ad (x) :=card[nx : g(n)d ] satisfies for x1,
Ad (x)=od (x).
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The theorem is applicable to the function g1(n), since g1(n) is 1-minimal
with *(k, t)=Rk (rk+1&1) (cf. [4, Theorem 3]).
We can also apply the theorem to g2(n) which is not minimal. In fact,
by (4), g2(n) satisfies *(k, 1)=Rk ; thus (7) trivially holds. By the remark
about g2(n) made in the Introduction, we thus have shown that the
number of integers nx, whose sum of its p-ary digits is less than d, is
op, d (x). Of course, this could also be shown by a combinatorial argument.
The fact that ordinary periodic functions are also super-periodic, but
obviously do not satisfy the conclusion of the theorem, implies that strict
super-periodicity is a necessary condition of the theorem. Moreover,
condition (7) cannot be weakened to
4(k)(1&=)
Rk
rk+1
(8)
for some =>0, as will be proven later. In this sense, the theorem is best
possible. In order to show that (8) is not sufficient to guarantee the
conclusion of the theorem, we shall exhibit a counterexample in the final
section.
That condition (7) cannot be omitted completely, is shown immediately
by the following example: Let R1=r1 be an arbitrary positive integer, and
let g(n)=1 for the initial period 1nR1 . Define the sequence (rj) such
that rj2 ( j2), and
‘

j=2 \1&
1
rj+$>0
for some absolute constant $. Then define the function g(n) recursively by
g(tRk+ j)={ g((t&1) Rk+ j)g((t&1) Rk+ j)+1
for 1trk+1&2,
for t=rk+1&1,
for all 1 jRk and all k1; i.e., each j is k-lifted at step rk+1&1 for
all k. Clearly, g(n) is strictly super-periodic. However, an easy inductive
argument shows that
A1(Rk)=(rk&1)(rk&1&1) } } } (r2&1) R1 .
This implies
A1(Rk)
Rk
=
R1 >kj=2 (rj&1)
>kj=1 rj
= ‘
k
j=2 \1&
1
rj+>$;
hence A1(x)=0(x) in Vinogradov’s notation.
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In [4], we conjectured that for g1(n), we even have Ad (N)=Od (1).
This cannot hold in general under the conditions of the theorem, as the
following example illustrates: Let b3, r1=b&1, and rk=b for k2;
thus Rk=bk&1(b&1). Let g(n) :=n for the initial period 1nR1 . Then
it is easy to define g(n) for nb as a minimal strictly super-periodic function
with *(k, t)=bk&1 for all k and t (that means (7) is satisfied) in such a way
that the 1’s are k-lifted as late as possible for all k1, namely at step
rk+1&1. For such a function g(n), we then have A1(Rk)=(b&1)k&1, in
particular A1(N) is unbounded. This example can be generalized to
arbitrary sequences (rk), if rk3 for infinitely many k.
3. PREPARATION OF THE PROOF
The following result is well known, but we give a short demonstration
for the sake of completeness.
Lemma 1. Let (rj) be a sequence of integers rj2 ( j1), and let
Rk :=>kj=1 rj for k1, R0 :=1. Then every positive integer n has a unique
representation
n=nkRk+nk&1 Rk&1+ } } } +n1 R1+n0 R0
with 0nj<rj+1 and nk1.
Proof. Let n be given, and let Rkn<Rk+1 . Choose nk>0 such that
nk Rkn<(nk+1) Rk . Then nk<rk+1. Put n$ :=n&nk Rk<Rk and
continue inductively. This shows the existence of the desired representation.
In order to prove uniqueness we assume that we have two representations
n=nkRk+ } } } +n0R0=ml Rl+ } } } +m0R0 .
If k>l, we have the contradiction
Rk n(rl+1&1) Rl+(rl&1) Rl&1+ } } } +(r1&1) R0
=Rl+1&1Rk&1.
Thus k=l. Assuming now that nk>mk , we obtain
0=(nk&mk) Rk+ } } } +(n0&m0) R0
Rk&((rk&1) Rk&1+ } } } +(r1&1) R0)=1,
which again is contradictive. Therefore nk=mk , and induction proves
nj=mj for all j, which concludes the proof.
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Actually, we shall make use only of the existence of the representation
given by Lemma 1. A key result is the following purely analytic assertion
about the convergence of a certain type of sequences.
Lemma 2. Let (ak) be a real sequence satisfying ak0 and
ak+1(1&$ak) ak+=k (9)
for all kk0 and some $>0, where (=k) is an arbitrary real sequence with
lim =k==.
(i) If (ak) is decreasing for kk1 , then : :=lim ak exists, and
0:- =$.
(ii) Let =k=0 for all k. If k0=1 or ak01$k0 , then ak1$k for
all kk0 .
(iii) If lim =k=0, then lim ak=0.
Proof. (i) For decreasing (ak) with ak0, the limit :=lim ak clearly
exists, and :0. For k  , we obtain by (9)
::&$:2+=,
which implies the desired inequality.
(ii) First assume that k0=1. Then a11$, since otherwise a2<0
by (9). The real function h(x)=(1&$x)x attains its maximum at x=12$;
hence by (9)
a2\1&$ 12$+
1
2$
=
1
4$
<
1
2$
.
For x<12$, h(x) is increasing. Thus we obtain by induction for k2
ak+1\1&$ 1$k+
1
$k
=
k&1
$k2

1
$(k+1)
. (10)
In the case ak01$k0 , we may assume k02 by the above. Then (10)
proves the result.
(iii) Let some =, 0<=<14$, be given. Since lim =k=0, there is a k2
such that =k<= for all kk2 . We consider the sequence (ck)kk2 defined by
ck2 :=ak2 and ck+1=(1&$ck) ck+= for kk2 . Since h(x) is maximal at
x=12$, we have
ak2=ck2\1&$ 12$+
1
2$
+=<
1
2$
.
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By the monotony of h(x) for x<12$, induction shows for kk2
ak+1(1&$ak) ak+=k(1&$ck) ck+==ck+1\1&$ 12$+
1
2$
+=<
1
2$
.
Thus for all kk2
akck . (11)
Now we claim that
ck<- =$+= (12)
for all sufficiently large k. We distinguish two cases.
Case 1. c2k1<=$ for some k1k2 . For any kk1 satisfying c
2
k<=$,
we have
ck+1=(1&$ck) ck+=ck+=<- =$+=.
For any kk1 with c2k=$, we have
ck+1=(1&$ck) ck+=ck . (13)
Combining these two subcases, we conclude that (12) holds for every
kk1 .
Case 2. c2k=$ for all kk2. By (13) the sequence (ck) is decreasing.
Since ck0 by (11), we conclude with (i) that
0 lim
k  
ck- =$.
Hence (12) is also shown in this case for sufficiently large k.
Since = was arbitrary, (11) and (12) settle part (iii) and conclude the
proof of the lemma.
The next lemma prepares the induction step for the proof of our theorem.
Lemma 3. Let g(n) be a 1-minimal strictly super-periodic function with
*(k, t)=
R
rk+1&1
+Ck, t , (14)
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say. If, for some =>0,
C(k) :=max[ |Ck, t | : 1t<rk+1](1&=)
Rk
rk+1
(15)
for all k1, then there is a constant c1 depending only on = such that
Nk, d :=card[n<Rk : g(n)=d ] satisfies
Nk+1, d\1&Nk, d2Rk + Nk, drk+1+\1&
Nk, d&1
2Rk + Nk, d&1rk+1+c1C(k) r2k+1.
Proof. Let k1 be fixed. We set N :=Nk+1, d , Nd :=Nk, d , Nd&1 :=
Nk, d&1 , R :=Rk , r :=rk+1 , C :=C(k), and *(t) :=*(k, t).
Define the intervals
I(t) :=[n : (t&1) R<ntR]
for 1tr. Since g(n) is 1-minimal, the elements counted in N originate
either from an n # I(1) with g(n)=d that has not been lifted yet, or from
an n # I(1) with g(n)=d&1 that already has been lifted. The worst case
apparently occurs when those n # I(1) with g(n)=d (i.e., those counted
in Nd) are lifted as late as possible, and those n # I(1) with g(n)=d&1
(i.e., those counted in Nd&1) are lifted as soon as possible.
We define for 1tr
Nd[t] :=card[n # I(t) : g(n)=d ].
Clearly, Nd[1]=Nd , and
N= :
r
t=1
Nd[t]. (16)
The 1-minimality of g(n) trivially yields for 1tr
Nd[t]Nd+Nd&1. (17)
By the above consideration, however, we obtain the better estimates
Nd[t]Nd+ :
t&1
j=1
*( j) \1tS :=max {v : :
v&1
j=1
*( j)Nd&1=+
and
Nd[t]Nd&1+ :
r
j=t+1
*( j) \T :=min {v : :
r
j=v+1
*( j)Nd =tr+ .
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Here we adopt the convention that empty sums have the value 0. With (16)
and (17), we conclude
NSNd+ :
S
t=1
:
t&1
j=1
*( j)+(Nd+Nd&1)(T&S&1)
+(r&T+1) Nd&1+ :
r
t=T
:
r
j=t+1
*( j)
= :
S
t=1
:
t&1
j=1
*( j)+ :
r
t=T
:
r
j=t+1
*( j)+Nd (T&1)+Nd&1(r&S).
Now (14) and the definition of C=C(k) yield
N :
S
t=1
:
t&1
j=1 \
R
R&1
+C++ :
r
t=T
:
r
j=t+1 \
R
r&1
+C+
+Nd (T&1)+Nd&1(r&S)
=\ Rr&1+C+\
1
2
S(S&1)+
1
2
(r&T )(r&T+1)+
+Nd (T&1)+Nd&1(r&S). (18)
By (14) once again, we have for 1a<br
} :
b
j=a+1
*( j)&(b&a)
R
r&1}(b&a) C.
Hence from the maximality of S and the minimality of T, respectively, we
obtain
Nd&1
R(r&1)+C
<S
Nd&1
R(r&1)&C
+1 (19)
and
r&
Nd
R(r&1)&C
T<r&
Nd
R(r&1)+C
+1. (20)
Notice that, by (15), all denominators are positive. For j # [d&1, d ], we
clearly have
Nj
R(r&1)\C
=
Nj (r&1)
R

CNj r(r&1)
R(R\C(r&1))
.
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Setting
_+ :=
CNd&1r(r&1)
R(R&C(r&1))
, _& :=
CNd&1r(r&1)
R(R+C(r&1))
and
{+ :=
CNd r(r&1)
R(R&C(r&1))
, {& :=
CNdr(r&1)
R(R+C(r&1))
,
we have by (19) and (20)
Nd&1(r&1)
R
&_&<S
Nn&1(r&1)
R
+1+_+ (21)
and
r&
Nd (r&1)
R
&{+T<r&
Nd (r&1)
R
+1+{&. (22)
Now we continue to estimate N, first by calculating the main term M on
the right-hand side of (18), i.e., the term generated by setting C=0. With
C1 :=R2(r&1), M may be written as
M= f1(S)+ f2(T ), (23)
where f1(S)=C1S(S&1)+Nd&1(r&S) and f2(T )=C1(r&T )(r&T+1)
+Nd (T&1). By (21) (with C=0), we obtain
| f1(S)|max[ | f1(S1)|, | f1(S2)|],
where
S1=
Nd&1(r&1)
R
, S2=
Nd&1(r&1)
R
+1.
Thus
| f1(S)|\1&Nd&12R + rNd&1&
1
2
Nd&1.
By an analogous argument and (22), we also get
| f2(T )|\1&Nd2R+ rNd &
1
2
Nd .
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Inserting this into (23), we conclude
M\1&Nd2R+ rNd+\1&
Nd&1
2R + rNd&1. (24)
In the error term E, we collect all the terms on the right-hand side of
(18) not being counted in M, i.e., terms containing a factor C. Therefore,
NM+|E|. (25)
Let us define \ :=max[_+, _&, {+, {&]. Using (21), (22), and the trivial
estimate
max[Nd , Nd&1]R, (26)
we obtain
E<<Nd \+Nd&1 \+
R
r&1
\2+
R
r&1
\<<R\+
R
r
\2+
R
r
\. (27)
By (15), we have R&C(r&1)=R. Thus with (26)
\C
r(r&1)
R&C(r&1)
<<= C
r2
R
.
Applying (15) again, (27) yields
E<<= Cr
2.
With (24), (25) gives the desired inequality of Lemma 3.
4. PROOF OF THE THEOREM
We shall use again the notation
*(k, t)=
Rk
rk+1&1
+Ck, t
and
C(k)=max[ |Ck, t | : 1t<rk+1].
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Proposition 1. Let g(n) be strictly super-periodic such that
C(k)=o \ Rkrk+1+ . (28)
Put d0 :=min g(N). Then, for x1,
A(x) :=Ad0(x)=o(x). (29)
In the special case C(k)=0 for all k1, i.e., every Ck, t=0, we have
A(x)<<
x
s(x)
,
where the integer s=s(x) is given implicitly by Rsx<Rs+1.
Proof. Without loss of generality, we may assume that g(n) is 1-minimal.
Let Nk :=Nk, d0 . By (28), we have C(k)Rk2rk+1 for all sufficiently large
kk0 . Choosing g(1), ..., g(Rk0) as the initial period, (15) is satisfied for all
k with == 12. By definition of d0 , we have for all k,
Nk, d0&1=0. (30)
Therefore, Lemma 3 implies
Nk+1\1& Nk2Rk+ Nkrk+1+c1C(k) r2k+1 ,
where now c1 is an absolute constant. Thus
Nk+1
Rk+1
=
Nk+1
Rk rk+1
\1& Nk2Rk+
Nk
Rk
+c1C(k)
rk+1
Rk
.
Setting
ak :=
Nk
Rk
, $ :=
1
2
, =k :=c1C(k)
rk+1
Rk
, (31)
the conditions of Lemma 2(iii) are satisfied by (28). This proves
Nk=o(Rk). (32)
Now m :=[x] is a positive integer. By Lemma 1, there is a representation
m=msRs+ms&1Rs&1+ } } } +m1R1+m0 R0 ,
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say, with 0mj<rj+1 and ms1. In particular,
msRsm<(ms+1) Rs . (33)
With Nk, d [ j] :=card[n # Ik( j) : g(n)=d ], where Ik( j) :=[n : ( j&1) Rk<
n jRk] (cf. the proof of Lemma 3), we obtain by (17) and (30),
A(x)=A(m) :
ms+1
j=1
Ns, d0[ j](ms+1) Ns .
With (33) and (32), we conclude
A(x)
x

A(m)
m

(ms+1) Ns
ms Rs
=o(1),
which proves (29).
In case C(k)=0 for all k, we also have =k=0 in (31) for all k. Applying
now Lemma 2(ii), we get instead of (32)
Nk
Rk

2
k
for all k. The same argument as above then yields
A(x)
x

ms+1
msRs
}
2Rs
s

4
s
.
With (33), the proof of Proposition 1 is complete.
An example for the special case is the function g1(n). Although min g(N)=0,
we know that g(n)1 for all n2 (see Lemma 4(iii) in [4]). Therefore, by
a slight modification, we can easily apply Proposition 1 with d0=1. Since
Rk=bk+1&1 (as defined in (1)), we obtain with Lemma 1(iv) in [4] that
s(x)  log log x; hence
card[nx : g1(n)1]<<
x
log log x
.
In comparison with Theorem 4 in [4], this is a weaker bound. That,
however, should be no surprise with regard to the much more general
result and method we employ.
64 J. W. SANDER
File: 641J 215915 . By:DS . Date:12:08:01 . Time:02:39 LOP8M. V8.0. Page 01:01
Codes: 1868 Signs: 683 . Length: 45 pic 0 pts, 190 mm
Proposition 2. Let g(n) be strictly super-periodic and 1-minimal such
that
C(k)=o \ Rkrk+1+ . (34)
Then, for x1,
Bd (x) :=card[nx : g(n)=d ]=od (x).
Proof. As in the proof of Proposition 1, we may assume that condition
(15) holds. We first claim that for all dd0 :=min g(N)
Nk, d=od (Rk) (35)
as k  . We proceed by induction on d. The case d=d0 was settled in
(32). Now suppose that (35) holds for some dd0 . By Lemma 3, we
obtain for all k
Nk+1, d+1\1&Nk, d+12Rk + Nk, d+1rk+1
+\1&Nk, d2Rk + Nk, d rk+1+c1C(k) r2k+1 .
Thus
Nk+1, d+1
Rk+1
=
Nk+1, d+1
Rk rk+1
\1&Nk, d+12Rk +
Nk, d+1
Rk
+\1&Nk, d2Rk +
Nk, d
Rk
+c1C(k)
rk+1
Rk
\1&Nk, d+12Rk +
Nk, d+1
Rk
+
Nk, d
Rk
+c1C(k)
rk+1
Rk
.
Setting
ak :=
Nk, d+1
Rk
, $ :=
1
2
, =k :=
Nk, d
Rk
+c1 C(k)
rk+1
Rk
,
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the conditions of Lemma 2(iii) are satisfied by induction hypothesis and
(34). This proves
Nk, d+1=od+1(Rk).
Hence (35) is shown for all d.
Now we continue exactly as in the proof of Proposition 1 and obtain for
m :=[x]
Bd (x)(ms+1)(Ns, d+Ns, d&1),
where msRsm<(ms+1) Rs . From (35), we finally get
Bd (x)
x

Bd (m)
m

(ms+1)
ms \
Ns, d
Rs
+
Ns, d&1
Rs +=od (1),
which proves the assertion.
Proof of the Theorem. In two steps we replace g(n) by g$(n) and then
by g"(n) with the associated functions *$(k, t), A$d (x) and *"(k, t), A"d (x),
respectively. The integers rk and Rk will be equal for g(n), g$(n), and g"(n).
First we construct g$(n). For the initial period 1nR1 of g(n), let
g$(n)= g(n). Then for all k1 and 1t<rk+1 , we define inductively
g$(tRk+ j)={
g$((t&1) Rk+ j)+1,
if j is k-lifted at step t with respect to g(n),
g$((t&1) Rk+ j),
otherwise.
Hence g$(n) is strictly super-periodic like g(n). Moreover, g$(n) is 1-minimal
and satisfies (7), since
*$(k, t)=*(k, t) (36)
for all k and t. Trivially,
Ad (x)A$d (x) (37)
for all d and x1.
Based on g$(n) we define g"(n). By (7) and (36), we have for all T<rk+1
1
T
:
1tT
*$(k, t)=
1
T
:
1tT
*(k, t)(1+o(1))
Rk
rk+1
.
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In particular, this holds for T=1. If *$(k, 1) is much bigger than
(1+o(1)) Rkrk+1 , we postpone some of the k-liftings at step 1 and define
*"(k, 1)=(1+o(1)) Rkrk+1. Continuing this process for t=2, 3, ..., we
can choose all
*"(k, t)=(1+o(1)) Rkrk+1 , (38)
and with it g"(n) in such a way that no j, 1 jRk , is k-lifted with respect
to g"(n) before it is k-lifted with respect to g$(n). Therefore,
A$d (x)A"d (x) (39)
for all d and x1. Apparently, we may assume g"(n) is 1-minimal like
g$(n). By (38), g"(n) satisfies all the conditions of Proposition 2. With (37),
(39), and B"d (x) :=card[nx : g"(n)=d ], its application implies
Ad (x)A"d (x)= :
d1d
B"d1(x)=od (x).
5. A COUNTEREXAMPLE
We like to demonstrate that for any =>0, there is a super-periodic
function g(n) satisfying (8) for all k1, but for which the conclusion of the
theorem does not hold, that is in our case
A1(x)=0=(x). (40)
Without loss of generality, we may assume that =<1. Then let n be a
positive integer with
1
=
<n<
2
=
. (41)
Now choose R1n and rj2 for all j2 in such a way that for all k1
n | Rk and rk+1 } Rkn . (42)
Moreover, we demand that
‘

j=2 \1&
1
rj+$>0 (43)
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for some absolute constant $. These conditions are satisfied, for instance,
by R1=r1=4n, rj=2 j ( j2), since Rk=>kj=1 rj .
We put for all k1 and 1trk+1&2,
*(k, t)=\1&1n+
Rk
rk+1
and
*(k, rk+1&1)=Rk& :
1trk+1&2
*(k, t).
By (42), the *(k, t) are clearly integers. Using (41), a short calculation
reveals that for all k and t
*(k, t)(1&=)
Rk
rk+1
. (44)
Now we define g(n). By (42), we may first choose g(1), ..., g(R1) such
that exactly R1 n of these values are 1 and the others at least 2. Then we
proceed inductively and assume that g(1), ..., g(Rk) have already been
defined satisfying two conditions: The j-liftings for 1 jk&1 correspond
exactly with the *( j, t) defined above, and
A1(Rk)=
1
n
Rk ‘
k
j=2 \1&
1
rj+ , (45)
where an empty product is meant to denote 1. Next we have to choose g(n)
for Rk<nRk+1 and do this according to the *(k, t) for 1t<rk+1 .
By (45), we have Rk&A1(Rk)>(1&1n) Rk . On the other hand, the
definition of the *(k, t) yields
:
1trk+1&2
*(k, t)=(rk+1&2) \1&1n+
Rk
rk+1
<\1&1n+ Rk .
Comparison of these two inequalities implies that we are able to k-lift at
steps 1trk+1&2 only j ’s, 1 jRk , with g( j)2. The j ’s with
g( j)=1 will then all be k-lifted at the final step rk+1&1. By induction
hypothesis (45), this yields
A1(Rk+1)=(rk+1&1) A1(Rk)=
1
n
Rk+1 ‘
k+1
j=2 \1&
1
rj+ .
This completes the induction.
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Altogether, we have thus constructed a super-periodic function which by
(44) has property (8), and which by (45), (43), and (41) satisfies
A1(Rk)
Rk

1
n
$>
$=
2
,
hence (40).
Finally, we like to remark that our construction can easily be generalized
in several directions. In particular, the arithmetic conditions (42) are just
a pleasant way to assure that the *(k, t) are integral. One could also work
with
*(k, t)=_(1&=) Rkrk+1&+1
for 1trk+1&2.
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