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Abstract
This paper investigates adaptive model predictive control (MPC) for a class of constrained linear systems with unknown
model parameters. This is also posed as the dual control problem consisting of system identification and regulation. We
firstly propose an online strategy for unknown parameter and uncertainty set estimation based on the recursive least square
technique with non-increasing estimation error. Then, a novel integration of tube MPC and the proposed estimator is provided
to handle the parametric uncertainty and guarantee the robust constraint satisfaction. The tube cross sections and terminal
conditions are optimized and updated with respect to the new estimation of uncertainty set to reduce the conservatism. We
theoretically show that the proposed adaptive MPC algorithm is recursively feasible, and the perturbed closed-loop system is
asymptotically stable under standard assumptions. Finally, numerical simulations and comparison are given to illustrate the
efficacy of proposed method.
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1 Introduction
Model predictive control (MPC) has become one of the
most successful methods for multivariable control sys-
tems since it provides an effective and efficient method-
ology to handle complex and constrained systems [14].
The main insight of MPC is to obtain a sequence of opti-
mal control actions over the prediction horizon by solv-
ing an optimization problem. The prediction employed
in MPC is conducted based on an explicit system model.
Therefore having an accurate model is critical for ob-
taining the desirable performance. However, various cat-
egories of uncertainties, such as the measurement noise
and the model mismatch, are common in practical con-
trol applications. Although standard MPC, which is de-
signed for the nominal system without considering un-
certainties, has proved to be inherently robust to suffi-
ciently small disturbances under certain conditions [31],
its performance may be unacceptable for many practi-
cal applications due to the limited robustness, therefore
robust MPC has attracted considerable attention in re-
cent years [13, 15, 19]. But the robust MPC method is
generally developed based on the initial knowledge of
uncertainties, its performance is relatively conservative
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if the uncertainties are constant or slowly changing. To
improve the performance, a general solution is to refor-
mulate the robust MPC scheme manually based on dif-
ferent description of uncertainties [24], however, which
is relatively resource-intensive and time-consuming. Al-
ternatively, a promising solution is to allow for the on-
line adaption of the changing description of uncertain-
ties, which is addressed by adaptive MPC.
In recent years, adaptive MPC has drawn increasing at-
tention since it provides a promising solution to reduce
conservatism of robust MPC by combining the advan-
tages of system identification and robust MPC. Mayne
and Michalska firstly propose an adaptive MPC method
in [20] for the input-constrained nonlinear uncertain sys-
tems, where the convergence of parameter estimates can
be guaranteed if the MPC problem is recursively feasi-
ble. Later in [7], the persistent excitation (PE) condition
is considered in the parameter estimation algorithm to
ensure the convergence of parameter estimates. Then, a
robust MPC algorithm is developed for linear systems
based on the comparison model with guaranteed closed-
loop properties. But this method relies on the system
represented in a controllable canonical form. An alter-
native of achieving the PE condition is to impose an ad-
ditional constraint on system states [18] or control in-
puts [9,30] to the MPC optimization.With this strategy,
the convergence of parameter estimates can be ensured,
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but the system state can only be stabilized in a small
region around the origin due to the presence of the PE
constraint in the MPC optimization problem.
In the literature, another category of research on
adaptive MPC is to combine set-membership identi-
fication with robust MPC, where the performance is
improved by adapting the new estimation online while
the closed-loop properties are ensured by using robust
MPC techniques. In [3], an ellipsoidal uncertainty set is
constructed based on the recursive least square (RLS)
technique, then a stabilizing min-max MPC scheme
is developed for constrained continuous-time nonlin-
ear systems. This method is extended for discrete-time
nonlinear systems in [4]. The polytope based set-
membership identification is considered in [29], where
an adaptive output feedback MPC is designed for
constrained multiple-input-multiple-output (MIMO)
systems. But this algorithm is limited to the stable fi-
nite impulse response (FIR) system. This method has
been extended to handle chance constraints [1] and
time-varying systems [28]. A combination of the set-
membership identification and homothetic tube MPC
is proposed in [16, 17], where a set-based prediction is
considered based on the estimated state set. Recently,
incorporating machine learning techniques with robust
MPC has also attracted much attention, where the true
model is described by a nominal model plus a learned
model, such as using the Gaussian process [22] and the
neural network [21,32]. Although aforementioned works
on machine learning based methods have showed em-
pirical success, how guarantee the closed-loop stability
and recursive feasibility with desired estimation per-
formance is still a major challenge. The integration of
iterative learning and robust MPC is proposed in [2,26]
for the repetitive or iterative processes.
In this work, we propose a computationally tractable
adaptive MPC algorithm for a class of constrained lin-
ear systems subject to parametric uncertainties. Simi-
lar to [3], the proposed method uses an RLS based esti-
mator to identify the unknown system parameters. But
the adaptive MPC method in [3] is developed based on
the min-max MPC technique, which results in a compu-
tationally complicated non-convex optimization prob-
lems. Hence, the proposed work is developed based on
tube MPC [6,8,12,25] to reduce the computational com-
plexity. Recently, there are some novel adaptive MPC
strategies [16, 17] combining the homothetic tube MPC
technique in [25] with the set-membership identification,
where the sequence of state tubes {Xl|k} is developed
with the formXl|k = zl|k+σl|kX0 to guarantee the robust
constraint satisfaction. Here, zl|k is the nominal system
state,X0 is a given set and σl|k is a scalar to be optimized
by the MPC optimization problem. It can be seen that
the shape of the tube cross sections is fixed, and only the
size will be optimized based on the MPC optimization
problem. The set X0 is calculated offline according to
the initial knowledge of the uncertainty set, which may
be conservative if the size and the shape of uncertainty
set are significantly changed. In this work, we construct
the tube based on the robust MPC framework in [6] so
that both the size and shape will be optimized via the
MPC optimization problem. Consequently, it will lead
to control performance improvement by using our pro-
posed method. The main contribution of this work is to
extend the robust MPC framework in [6] to allow for
online adaption of parameter estimation, while guaran-
teeing the closed-loop stability and recursive feasibility.
Compared with the methods in [16, 17], the proposed
method introduces additional decision variables in the
MPC optimization problem to optimize both the shape
and size of the tube cross sections so that the conser-
vatism can be reduced. In addition, to provide a trade-
off between the computational complexity and conser-
vatism, a specialization of proposed adaptive method is
also given with the reduced computational complexity
and increased conservatism. A numerical example and
comparison study are given to illustrate the benefits of
the proposed method.
The remainder of this paper is organized as follows: Sec-
tion 2 demonstrates the problem formulation. In Section
3, the estimation of the unknown parameter and the un-
certainty set are discussed. An adaptive MPC algorithm
is presented in Sections 4, followed by the analysis of
closed-loop stability and recursive feasibility. Simulation
and comparison studies are illustrated in Section 5. Fi-
nally Section 6 concludes this work.
2 Problem Formulation
2.1 Notation
Let R,Rn and Rm×n denote the sets of real numbers,
column real vectors with n dimension and real matrices
consisting of n columns and m rows, respectively. The
notation N denotes the set of non-negative integers, and
N
b
a (b ≥ a) is the finite set consisting of integers {a, a+
1, · · · , b}. Given a vector x ∈ Rn, the Euclidean norm
and infinity norm of x are denoted by ‖x‖ and ‖x‖∞, re-
spectively.We use ‖x‖Q = x
TQx to denote the quadratic
norm of x associated with the positive-definite matrixQ.
The Pontryagin difference of setsX ⊆ Rn and Y ⊆ Rn is
denoted by X ⊖ Y = {z ∈ Rn : z+ y ∈ X ; ∀y ∈ Y }, and
the Minkowski sum is X ⊕ Y = {x + y|x ∈ X, y ∈ Y }.
We use In to denote an identity matrix of size n. For
an unknown vector θ, we use the notations θˆ and θ∗ to
denote its estimation and real value, respectively. Then
the estimation error is denoted by θ˜ = θ∗ − θˆ.
2.2 Problem setup
Consider a discrete-time linear time-invariant (LTI) sys-
tem with an unknown parameter θ ∈ Rnθ
xk+1 = A(θ)xk +B(θ)uk, (1)
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subject to a mixed constraint
M = {(x, u)|Fxk +Guk ≤ 1}, (2)
where xk ∈ R
nx and uk ∈ R
nu are the system
state and input, respectively. The matrices A(θ)
and B(θ) are the real affine functions of θ, i.e.,
A(θ) = A0 +
∑nθ
i=1Aiθi, B(θ) = B0 +
∑nθ
i=1 Biθi.
θ = [θ1, θ2, · · · , θnθ ]
T is the vector of unknown parame-
ters, which is assumed to be uniquely identifiable [27].
It is assumed that θ∗ stays in an initially known set
Θ0 = {θ|‖θ‖ ≤ r0}, where r0 is the bound of uncertainty.
In this paper, the goal is to design a state feedback con-
trol law for the perturbed and constrained system in (1)
while ensuring desirable closed-loop behaviors and ro-
bust constraint satisfaction by means of adaptive MPC.
In particular, the control policy is characterized by
uk(xk) = Kxk + vk, (3)
where vk ∈ R
nu is the decision variable of the MPC opti-
mization problem; K ∈ Rnu×nx is a prestabilizing state
feedback such that φ(θ) = A(θ) + B(θ)K is quadrati-
cally stable for all θ ∈ Θ0.
Definition 1 ( [5]) A polyhedral set Z is robustly posi-
tively invariant (RPI) for the system in (1) with respect to
the constraint (2) and the feedback control law uk = Kxk
iff for all xk ∈ Z and θ ∈ Θ, we have (xk,Kxk) ∈ M
and φ(θ)xk ∈ Z.
Suppose that Z is an RPI set for the system in (1) with
respect to the constraint (2) and the control law uk =
Kxk, if Z contains every RPI set, then Z is the maximal
RPI (MRPI) set for system in (1). As shown in [23], if
the MRPI set Z for system in (1) exists, it is unique.
An example of calculating the MPRI set Z can be found
in [23].
3 Uncertainty Estimation
In this section, we design an online parameter estima-
tor to identify the unknown parameters with guaranteed
non-increasing estimation error. In order to get an ac-
curate description of uncertainty to design robust MPC
parameters, an online strategy is provided to estimate
the feasible solution set (FSS) of the unknown parame-
ters consistently so that an non-increasing sequence of
uncertainty sets is obtained.
3.1 Parameter estimation
Let g(xk, uk) denote the function such that
g(xk, uk)θ =
nθ∑
i=1
(Aixk +Biuk)θi,
then we can formulate a regressor model yk =
g(xk, uk)θ
∗ where yk = xk+1−A0xk−B0uk to estimate
θ∗ by using the standard RLS method. But the con-
vergence of this solution relies on the PE of g(xk, uk),
which cannot be guaranteed if xk = 0 and uk = 0. To
improve the convergence performance, we introduce the
following filter wk for the regressor g(xk, uk)
wk+1 = g(xk, uk)−Kewk, (4)
where w0 = 0 and Ke is a Schur stable gain matrix. Let
xˆk denote the system state predicted at time k−1, based
on (1) and (4), a state predictor at time k is designed as
follows:
xˆk+1 = A0xk +B0uk + g(xk, uk)θˆk+1
+Kex˜k +Kewk(θˆk − θˆk+1),
(5)
where x˜k = xk − xˆk is the state prediction error. Then
subtracting (1) from (5) yields
x˜k+1 = g(xk, uk)θ˜k+1 −Kex˜k −Kewk(θˆk − θˆk+1). (6)
In order to establish an implicit regression model for θˆ,
we introduce an auxiliary variable ηk in the following
ηk = x˜k − wkθ˜k. (7)
Then by substituting (4)-(6) into (7), one gets
ηk+1 = −Keηk. (8)
Based on this implicit regression model, we develop the
following parameter estimator by using the standard
RLS algorithm [10]
θˆk+1 = θˆk + Γ
−1
k+1w
T
k (x˜k − ηk), (9a)
Γk+1 = λΓk + w
T
k wk, (9b)
where Γ0 = βInθ ; β is the positive scalar, and λ ∈ (0, 1)
is the forgetting factor. Then it follows from [10] that the
non-increasing estimation error is guaranteed, and the
convergence of parameter estimates θˆk can be achieved
if the sequence wk is persistently exciting.
By using the proposed estimation mechanism (9), the
convergence of the estimation error θ˜k relies on the per-
sistently exciting sequence of wkinstead of g(xk, uk). It
follows from (4) that the sequence wk may satisfy the
PE condition even if the system is stable. Therefore, the
proposed estimation mechanism (9) may provide a bet-
ter convergence than the standard RLS method.
3.2 Uncertainty set estimation
Let Vr0 = Λ¯(Γ0)r
2
0 and define the following recursion
Vrk+1 = λVrk , where Λ¯(Γ0) indicates the maximum
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eigenvalue of the matrix Γ0. Define the ellipsoidal set
Θˆk as
Θˆk = {θ|‖θ − θˆk‖Γk ≤ Vrk}. (10)
Since the unknown parameters are uniquely identifiable,
and stay in the a priori known set Θ0, the estimated
uncertainty set must be subset of Θ0. Therefore, the
FSS of the unknown parameters estimated at each time
instant is given by
Θk = Θk−1 ∩ Θˆk (11)
where Θk denotes the uncertainty set for all k ≥ 0. By
choosing suitable θˆ0,Γ0 and Vr0 , Θˆ0 can be equivalent
to Θ0. The following lemma shows the performance of
uncertainty set estimation.
Lemma 2 Let Θk denote the estimated uncertainty set
updated by following (4)-(11) at each time instant. Sup-
pose that θ∗ ∈ Θ0, then we have θ
∗ ∈ Θk for all k ≥ 0.
Proof To prove this lemma, we firstly show that θ∗ ∈
Θˆk for all k ≥ 0. Let V(θ˜k) = θ˜
T
k Γkθ˜k denote a Lya-
punov function candidate for θ˜k, then it follows from [10]
that V(θ˜k) is non-increasing and V(θ˜k) ≤ λV(θ˜k−1).
Since Vrk+1 = λVrk , we have Vrk = λ
kVr0 and V(θ˜k) ≤
λkV(θ˜0). In addition, from ‖θ˜0‖ ≤ r0, we have V(θ˜0) =
θ˜T0 Γ0θ˜0 ≤ Vr0 , which implies that Vrk ≥ V(θ˜k) for all
k ≥ 0. Hence, we have θ∗ ∈ Θˆk for all k ≥ 0. Suppose
that θ∗ ∈ Θk. At next time instant, we have θ
∗ ∈ Θˆk+1,
which implies that θ∗ ∈ Θk ∩ Θˆk+1 = Θk+1. Hence, it
can be concluded that θ∗ ∈ Θk for all k ≥ 0 if θ
∗ ∈ Θ0.
Generally, the tightened state constraints are widely em-
ployed in robust MPC to guarantee recursive feasibility
and closed-loop stability, which are designed based the
a priori knowledge of the uncertainty set. Hence, hav-
ing an accurate description on the uncertainty is crucial
to obtain desirable closed-loop performance. By incor-
porating the proposed parameter estimator, it is pos-
sible to use the estimated parameters and uncertainty
sets at each time instant to obtain more accurate predic-
tions and less conservative tightened state constraints
in MPC, and thus improving the control performance.
In the following section, a computationally tractable in-
tegration of tube MPC and the proposed estimator is
presented.
4 Adaptive Model Predictive Control
In this section, we present a computationally tractable
adaptive MPC algorithm based on the tube MPC tech-
nique. Let xl|k denote the predicted real system state l
steps ahead from time k and xl|k = zl|k+el|k, where zl|k
and el|k are the predicted nominal system state and the
error state, respectively. Our objective is to design a se-
quence of state tubes {Xl|k} such that the robust satis-
faction of constraint (2) is guaranteed for the predicted
states, which means the following conditions hold
xk ∈ X0|k (12a)
A(θ)x +B(θ)ul|k(x), ∀x ∈ Xl|k, θ ∈ Θk+1 ∈ Xl+1|k
(12b)
(x, ul|k(x)) ∈M, ∀x ∈ Xl|k (12c)
for some ul|k(x). Instead of designing the state tube di-
rectly, in this work we construct a sequence of tube Sl|k
for the error state el|k such that Xl|k = zl|k⊕Sl|k, which
is presented in the following.
4.1 Error tube and constraint satisfaction
Consider the nominal system at time k
zl+1|k = Ak+1zl|k +Bk+1ul|k (13)
where Ak+1 = A(θˆk+1) and Bk+1 = B(θˆk+1); N is the
prediction horizon and l ∈ NN−10 . Then subtracting (1)
from (13) results in
el+1|k = xl+1|k − zl+1|k
= φ∗el|k +∆φk+1zl|k +∆Bk+1vl|k,
(14)
where φ∗ = A(θ∗) + B(θ∗)K,φk+1 = Ak+1 + Bk+1K,
∆φk+1 = φ
∗ − φk+1 and ∆Bk+1 = B(θ
∗)−Bk+1. Since
Θk is compact and convex, we use a convex hull Co(θˆ
j
k)
to over approximate Θk, where j ∈ N
nc
0 and nc is an in-
teger denoting the number of extreme points in the con-
vex hull. Hence, a set for the system pair (A(θ), B(θ))
at time k can be approximated by using a convex hull
Co(Ajk, B
j
k) where A
j
k = A(θˆ
j
k) and B
j
k = B(θˆ
j
k). Simi-
larly, let φjk = A
j
k +B
j
kK, then the convex hulls Co(φ
j
k)
and Co(Bjk) that approximate the set of φ(θ) and B(θ)
can be found, respectively.
Inspired by the previous work [6], we construct a poly-
topic tube Sl|k = {el|k|V el|k ≤ αl|k} for the error el|k to
handle multiplicative uncertainties, where V ∈ Rnv×nx
is a matrix describing the shape of Sl|k; αk ∈ R
nv×1
is the tube parameter to be optimized. The following
proposition shows a sufficient condition for the robust
satisfaction of constraint (2).
Proposition 3 Let Sl|k = {el|k|V el|k ≤ αl|k}. Suppose
that el|k ∈ Sl|k, then el+1|k ∈ Sl+1|k. In addition, the
constraint (2) is satisfied at each time instant if the fol-
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lowing conditions hold:
1 ≥
{
Hαl|k + (F +GK)zl|k +Gvl|k, l ∈ N
N−1
0
Hαl|k + (F +GK)zl|k, l ∈ N
∞
N
(15a)
αl+1|k ≥ H
j
k+1αl|k + V (∆φ
j
k+1zl|k +∆B
j
k+1vl|k)
l ∈ N∞0 , j ∈ N
nc
0 (15b)
where∆φjk+1 = φ
j
k+1−φk+1 and∆B
j
k+1 = B
j
k+1−Bk+1;
H is a non-negative matrix such that HV = F + GK;
Hjk+1 is non-negative and H
j
k+1V = V φ
j
k+1.
Proof Consider the uncertain input matrix B(θ) in the
system (1), this proof is completed by following the proof
of Proposition 2 in [6]. 
Proposition 3 shows a sequence of tightened sets for the
nominal system state. By introducing the tube param-
eters αl|k to the MPC optimization problem as extra
decision variables, we can obtain the optimal tightened
sets online.
According to the proposed parameter estimator, we can
obtain the new estimation of the real system with non-
increasing estimation error at each time instant. Hence,
a time-varying nominal system is used to improve the
accuracy of prediction. But the system is considered to
be invariant during the prediction. In order to improve
the control performance, a time-varying terminal set is
constructed based on the new estimation of uncertainty
at each time instant, which will be presented in the fol-
lowing.
4.2 Construction of terminal sets
Based onProposition 3, we define the following dynamics
of zl|k and αl|k for l ∈ N
∞
N at time k
αl+1|k = max
j∈Nnc
0
{Hjkαl|k + V∆φ
j
k+1zl|k}, (16a)
zl+1|k = φk+1zl|k, (16b)
where the maximization is taken for each element in the
vector. Let Zk denote the polytopic RPI set for the sys-
tem xk+1 = (A(θ)+B(θ)K)xk with respected to the con-
straint (xk,Kxk) ∈ M and uncertainty set Θk+1. Since
θˆk+1 ∈ Θk+1, Zk is also RPI for the system in (16b).
Define Zj
l+1|k as Z
j
l+1|k = φ
j
k+1Z
j
l|k with Z
j
0|k = Zk for
all j ∈ Nnc0 , then we have Z
j
l+1|k ⊆ Z
j
l|k ⊆ Zk since φ
j
k+1
is Schur stable for all j ∈ Nnc0 . Inspired by Proposition
3 in [6], the following proposition is given to show the
construction of the terminal set for the system in (16a).
Proposition 4 Define
f¯ j
l|k = maxz∈Zj
l|k
{(F +GK)z},
c¯j
l|k = maxz∈Zj
l|k
{V (φjk+1 − φk+1)z}.
The setAk = {α|‖α‖∞ ≤ γk, α ≥ 0} is invariant for the
system in (16a) while the constraintHα+(F+GK)z ≤ 1
is satisfied if the following condition holds
γ¯l|k ≥ γk ≥ γl|k (17)
where
γ
l|k
=
max
j∈N
nc
0
‖c¯j
l|k
‖∞
1−max
j∈N
nc
0
‖Hj
k+1
‖∞
,
γ¯l|k =
1−max
j∈N
nc
0
‖f¯l|k‖∞
‖H‖∞
.
In addition, there exists a γk satisfying the condition (17)
if l is sufficiently large.
Proof This proposition can be proved by following the
proof of Proposition 3 in [6]. 
As shown in [6], the invariant set Ak for the system in
(16a) is nonempty if ‖Hjk‖∞ < 1 for all k ≥ 0. This
condition can be satisfied by choosing the appropriate
V such that the set {x|V x ≤ 1} is a λ-contractive set
for the system zk+1 = φ(θ)zk, θ ∈ Θ0. An example of
computing matrix V can be found in [5].
Lemma 5 Consider the system in (16a). Suppose that
the condition (17) will be satisfied after at leastMk steps,
then we have Mk ≥ Mk+1 if the condition Θk+1 ⊆ Θk
holds.
Proof Based on the definition of f¯ j
l|k, c¯
j
l|k and H
j
k, if
Θk+1 ⊆ Θk, it can be derived that
γ¯l|k+1 ≥ γ¯l|k, γl|k+1 ≤ γl|k. (18)
Since the condition (17) holds for all l ≥ Mk, one gets
γ¯Mk|k ≥ γMk|k
. Hence, γ¯Mk|k+1 ≥ γMk|k+1
by following
(18). In addition, from the condition Zl+1|k ⊆ Zl|k, we
have γ¯l+1|k ≥ γ¯l|k and γl+1|k ≤ γl|k. Therefore, there
must exist a set Mk+1 such that
Mk+1 = {m ∈ N
Mk
0 |γ¯Mk−m|k+1 ≥ γMk−m|k+1
}.
Based on Proposition 4, it can be derived that Mk+1 =
minm∈Mk+1(Mk −m) ≤Mk. 
5
Remark 6 From Proposition 4, it can be seen that ex-
tra Mk is required to steer αl|k into the terminal set
Ak. Hence, the prediction horizon is extended from N to
N +Mk steps. Based on Lemmas 2 and 5, it can be de-
rived that the sequence {Mk} is non-increasing. Hence,
when k increases, the computational complexity of MPC
optimization problem is non-increasing.
To find the terminal set for the nominal state zN |k, we
have the following assumption:
Assumption 7 Let Zk and Zk+1 denote the MRPI sets
with respect to the uncertainty set Θk+1 and Θk+2, re-
spectively. Then the following condition holds
φ(θ)x ∈ Zk+1, ∀(x, θ) ∈ Zk ×Θk+2 (19)
if Θk+2 ⊆ Θk+1.
Remark 8 To compute the set Zk+1 satisfying the con-
dition (19), we can compute the RPI set Z¯k+1 by follow-
ing Algorithm 1 in [23] without considering (19). Then
starting with Z¯k+1, Zk+1 can be computed by solving the
linear programming problems with the additional con-
straint (19). In addition, given Zk,Θk+1 and Θk+2 with
Θk+2 ⊆ Θk+1, there always exists one Zk+1 such that
(19) holds. A simple example is to chooseZk+1 asZk+1 =
Zk directly.
Assumption 9 Let Mk,Mk+1,Ak and Ak+1 are the
horizons and invariant sets satisfying Proposition 4 with
respect to uncertainty set Θk+1 and Θk+2, respectively.
Given Mk and Ak, if the condition Θk+2 ⊆ Θk+1 holds,
there exist Mk+1 and Ak+1 such that Mk −Mk+1 ≤ 1
and Ak ⊆ Ak+1.
Let M¯k denote the minimum value of l that (17) holds.
If Assumption 9 hold, then we have Mk ≥ M¯k. Since
γ¯Mk|k ≥ γ¯M¯k|k and γMk|k
≤ γ
M¯k|k
, the larger setAk can
be found by choosing suitable γk. Besides, it follows from
(11) that Θk+2 ⊆ Θk+1, given Mk and Ak, there must
existMk+1 andAk+1 such that Assumption 9 holds. For
example, let rk = γ¯Mk|k, rk+1 = γ¯Mk+1|k+1 andMk+1 =
Mk, then we have Ak ⊆ Ak+1 since γk+1 ≥ γk. Hence,
Assumption 9 is satisfied. The computational complexity
of MPC optimization problem is non-increasing under
this assumption.
Suppose that the RPI set Zk has the polyhedral form
Zk = {x|Vkx ≤ 1}, then the terminal constraints for the
systems in (16) are summarized as follows:
VkzN |k +DkαN |k ≤ 1, (20a)
0 ≤ αN+Mk|k ≤ γk1, (20b)
whereDk is a non-negative matrix satisfyingDkV = Vk.
4.3 Construction of the cost function
Let vk = [v
T
0|k, v
T
1|k, v
T
2|k, · · · , v
T
N−1|k]
T. Define E and T
as shift matrices such that v0|k = Evk and vk+1 = Tvk,
then the prediction of zl|k can be written as ξl+1|k =
Ψk+1ξlk, where ξl|k =
[
zl|k
vk
]
,Ψk+1 =
[
φk+1 Bk+1E
0 T
]
.
Similarly, the real system state xl|k can be predicted
by using the following dynamics ξ¯l+1|k = Ψ
∗ξ¯l|k, where
ξ¯l|k =
[
xl|k
vk
]
and Ψ∗ =
[
φ∗ B∗E
0 T
]
. In this work, the
objective is to minimize a cost function with a quadratic
form J¯k =
∑∞
i=0(x
T
i|kQxi|k + u
T
i|kRui|k), where Q > 0
and R > 0 are penalty matrices for the state and in-
put, respectively. Note that the cost function J¯k can be
equivalently represented by J¯k = ξ
T
0|kW
∗ξ0|k where W
∗
is the solution of a Lyapunov equation
(Ψ∗)TW ∗(Ψ∗)−W ∗ + Q¯ = 0 (21)
with Q¯ =
[
Q+KTRK KTRE
ETRK ETRE
]
. Since φ∗ is unknown,
we cannot find the matrix W ∗ exactly. Alternatively,
we consider an over approximation of J¯k based on the
uncertainty set updated at each time instant.
Lemma 10 Define a new cost function Jk as Jk =
ξT
0|kWk+1ξ0|k, where Wk+1 is a positive definite matrix,
then Jk ≥ J¯k if the following condition
Wk+1 ≥
[
φ(θ) B(θ)E
0 T
]T
Wk+1
[
φ(θ) B(θ)E
0 T
]
+ Q¯
(22)
holds for all θ ∈ Θk+1.
Proof FromLemma 2, we have θ∗ ∈ Θk+1. Then follow-
ing (22) yieldsWk+1 ≥ (Ψ
∗)TWk+1(Ψ
∗)+ Q¯. By substi-
tuting Q¯ =W ∗− (Ψ∗)TW (Ψ∗) into the above equation,
we have Wk+1 −W
∗ ≥ (Ψ∗)T(Wk+1 −W
∗)(Ψ∗) ≥ 0.
In addition, Jk− J¯k = ξ
T
0|kWk+1ξ0|k− ξ¯
T
0|kW
∗ξ¯0|k. Since
ξ¯0|k = ξ0|k and Wk+1 −W
∗ ≥ 0, it can conclude that
Jk ≥ J¯k for all θ ∈ Θk+1. 
Assumption 11 LetWk+1 denote the weighting matrix
at time k, if Θk+1 ⊆ Θk, then the following condition
holds for all k ≥ 0
ξT0|kWk+1ξ0|k ≤ ξ
T
0|kWkξ0|k. (23)
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Algorithm 1 The Adaptive MPC algorithm
Input: Given initial conditions x0,Θ0 and weighting
matrices Q,R. Determine the prestabilizing feed-
back gain K and MRPI set Z0. Compute the termi-
nal setA0 and the horizonM0 according to Proposi-
tion 4. Calculate the weighting matrixW0 satisfying
(22).
1: for each time instant k = 0, 1, 2, · · · do
2: if ‖x˜k‖ ≥ ǫx or Vrk ≥ ǫr then
3: Calculate θˆk+1 and Θk+1 by using (4)-(11).
4: ComputeMk,Ak,Wk+1 and Zk with respect to
Θk+1 such that Assumptions 7, 9 and 11 hold.
5: else
6: Let θˆk+1 = θˆk,Θk+1 = Θk, Zk =
Zk−1, Wk+1 = Wk,Mk = Mk−1 and Ak =
Ak−1.
7: end if
8: Reformulate the optimization problem P based on
the new estimation, and the solve this new opti-
mization problem to obtain the optimal solution
v∗k.
9: Calculate the control input as uk = Kxk + v
∗
0|k,
and then implement uk to the system.
10: end for
Remark 12 Since the sequence of sets Θk is non-
increasing, Assumption 11 can be satisfied by choosing
suitable matricesWk andWk+1. GivenWk, Assumption
11 can be satisfied by imposing the condition (23) as
an additional constraint for the LMI problem used for
computing Wk+1. An example of formulating the LMI
problem can be found in [11] for details.
4.4 Adaptive MPC algorithm
According to the developed terminal sets and cost func-
tion, the adaptive MPC algorithm is based on the fol-
lowing MPC optimization problem:
P : min
vk,{αl|k}
Jk = ξ
T
0|kWk+1ξ0|k
s.t. z0|k = xk
(3), (13), (15a), (15b), (20a), (20b)
At time instant k, we update the estimation of the un-
known parameters and the uncertainty set based on new
measurements, then reformulate the optimization prob-
lem P. It should be noted that the reformulation of P
with respect to the new estimation is not necessary if
the estimation error is sufficiently small. To reduce the
redundant actions of the parameter estimation, we in-
troduce a termination criteria for the proposed estima-
tor. Let ǫx > 0 and ǫr > 0 denote the tolerances for the
state estimation error and the error bound of parameter
estimation, then the adaptive MPC algorithm is sum-
marized in Algorithm 1.
Theorem 13 Suppose that Assumptions 7, 9 and 11
hold, and there is a feasible solution to the optimal con-
trol problem P when k = 0. Then P is recursively feasible
by following Algorithm 1.
Proof Suppose that P is feasible at time k. Let v∗k and
{α∗l|k}l∈NN+Mk
0
denote the optimal solution of the MPC
problem at time k. Define a candidate input sequence at
time k+1 as v¯k+1 = {v
∗
1|k, v
∗
2|k, · · · , v
∗
N−1|k, 0}. Let Xl|k
denote the state tube and Xl|k = zl|k ⊕ Sl|k.
Two cases are investigated to prove this theorem.
Case (1): Suppose that the estimation termination
criteria in Algorithm 1 is not satisfied. Based on
z0|l+1 and v¯l|k+1, we firstly construct the following se-
quence {αl|k+1}l∈NN+Mk+1−1
0
such that Xl|k+1 = Xl+1|k.
Let αN+Mk+1|k+1 = max
j∈Nnc
0
{Hjk+2αN+Mk+1−1|k+1 +
V∆φjk+2zN+Mk+1−1|k+1}, we will present {v¯k+1, {αl|k+1}
is a feasible solution for P in the following.
• For l ∈ N
N+Mk+1−1
0 , since Xl|k+1 = Xl+1|k, we
have {zl+1|k, Sl+1|k} satisfying the condition zl+1|k ⊕
Sl+1|k = zl|k+1 ⊕ Sl|k+1, which verifies that the can-
didate sequence {zl|k+1, αl|k+1, v¯l|k+1}
l∈N
N+Mk+1−1
0
satisfies the constraints (15a) and (15b).
• When l = N , it follows form (20a) that VkzN |k +
DkV eN |k ≤ 1. From the property DkV = Vk, we de-
rive that Vk(zN |k+eN |k) = VkxN |k ≤ 1, hence we have
XN |k ⊆ Zk. As aforementioned, XN−1|k+1 = XN |k,
then XN−1|k+1 ⊆ Zk. Since Zk is an RPI set,
v¯N−1|k+1 = 0 and Θk+2 ⊆ Θk+1, it yields that
XN |k+1 ⊆ φk+2Zk ⊆ Zk+1 by following Assumption
7. Hence, we have zN |k+1 + eN |k1+1 ∈ Zk+1 for all
admissible eN |k+1, which implies that the constraint
(20a) is satisfied.
• When l = N+Mk+1, taking the infinity norm of (16a)
we have ‖αl|k+1‖∞ ≤ max
j∈Nnc
0
{‖Hjk+2‖∞‖αl−1|k+1‖∞ +
‖c¯j
l−1|k+1‖∞}. Since Xl−1|k+1 = Xl|k and Θk+2 ⊆
Θk+1, following Proposition 4 and Assumption 9, it is
concluded that ‖αl|k+1‖∞ ≤ γk ≤ γk+1. Hence, the
constraint (20b) is satisfied.
Case (2): Suppose that the estimation termination
criteria in Algorithm 1 is satisfied. Then we have
θˆk+2 = θˆk+1, Zk+1 = Zk,Wk+2 = Wk+1, γk+1 = γk
and Mk+1 = Mk. The recursive feasibility can be
proved by constructing the following candidate sequence
v¯k+1, {α
∗
1|k, α
∗
2|k, · · · , α
∗
N+Mk|k
, max
j∈Nnc
0
{Hjk+1αN+Mk|k +
V∆φjk+1zN+Mk|k}}.
In summary, there is a feasible solution for the optimal
control problem P at time k + 1 if it is feasible at time
7
k. Therefore P is proved to be recursively feasible. 
Theorem 14 Suppose that Assumptions 7, 9 and 11
hold, then the system in (1) is asymptotically stable by
applying the adaptive MPC algorithm 1.
Proof Let v∗k and J
∗
k denote the optimal solution and
optimal cost obtained at time instant k, respectively.
We define v¯k+1 = {v
∗
1|k, v
∗
2|k, · · · , v
∗
N−1|k, 0}, z0|k+1 =
xk+1 and J¯k+1 = ξ
T
0|k+1Wk+2ξ0|k+1 where ξ0|k =
[zT
0|k (v
∗
k)
T]T and ξ0|k+1 = [z
T
0|k+1 v¯
T
k+1]
T, then we have
ξ0|k+1 = Ψ
∗ξ0|k and J
∗
k+1 − J
∗
k ≤ J¯k+1 − J
∗
k .
To prove this theorem, in the following, we show that the
optimal cost J∗k is a Lyapunov function for the system
in (1) with Algorithm 1.
Case (1): Suppose that the estimation termina-
tion criteria in Algorithm 1 is not satisfied. Based
on Lemma 10, we have ξT
0|k+1Wk+1ξ0|k+1 − J
∗
k =
ξT
0|k(Ψ
∗)TWk+1Ψ
∗ξ0|k − ξ
T
0|kWk+1ξ0|k
ξT
0|k+1Wk+1ξ0|k+1 − J
∗
k
= ξT
0|k(Ψ
∗)TWk+1Ψ
∗ξ0|k − ξ
T
0|kWk+1ξ0|k
≤ −ξT
0|kQ¯ξ0|k
= −zT
0|kQz0|k − u
T
0|kRu0|k
Since Q is positive definite and R is positive defi-
nite, it can be derived that ξ¯T
0|k+1Wk+1ξ¯0|k+1 − J
∗
k <
−xTkQxk − u
T
0|kRu0|k. In addition, from Assumption 7,
we have J¯k+1 = ξ¯
T
0|k+1Wk+2 ξ¯0|k+1 ≤ ξ¯
T
0|k+1Wk+1ξ¯0|k+1,
which yields J∗k+1 − J
∗
k ≤ −x
T
kQxk − u
T
0|kRu0|k. Since
Wk is positive definite for all k ≥ 0, J
∗
k is a Lyapunov
function for system in (1).
Case (2): Suppose that the estimation termination
criteria in Algorithm 1 is satisfied. Then we have
θˆk+2 = θˆk+1, Zk+1 = Zk,Wk+2 = Wk+1, γk+1 = γk
andMk+1 =Mk. By repeating the above procedure, we
can prove that J∗k is a Lyapunov function.
In summary, the optimal cost function J∗k for system in 1
with Algorithm 1 is a Lyapunov function for the system
in (1). Hence, the closed-loop system is asymptotically
stable. ” 
Remark 15 Note that Theorems 13 and 14 investigate
the stability and feasibility of closed-loop system in (1).
By following (4)-(11), the non-increasing sequence of un-
certainty set Θk can be obtained. Since Algorithm 1 con-
siders the update ofΘk and nominal system, the terminal
conditions and polytopic tubes are updated based on the
new uncertainty set at each time instant. Hence, the pro-
posed adaptive MPC method is less conservative than the
original robust MPC method. The numerical simulations
will elaborate this argument. When the convergence of
estimates achieves, the proposed adaptive MPC method
can approach the normal MPC associated with the real
system model.
Remark 16 As shown in Algorithm 1, when updating
the parameter estimate θˆk and uncertainty set Θk, we
need to re-compute Mk,Zk+1 and Wk+1, which is rel-
atively computationally expensive. For some problems
which have the strict requirement on the computational
load, a solution to reduce the computational complexity
is to choose the relatively large ǫx and ǫr. An alterna-
tive is to omit the update of terminal conditions and cost
function by setting Mk = M0,Zk = Z0 and Wk = W0
for all k ≥ 0. Due to the fact that Θk+1 ⊆ Θk ⊆ Θ0, this
strategy can significantly reduce the computational low
with guaranteed closed-loop stability and recursive feasi-
bility, but results in a relatively conservative control per-
formance. Compared with the robust MPC method in [6],
this simplified method still has less conservative (at least
equal) closed-loop behaviors. The numerical simulation
will demonstrate this argument.
5 Simulation Results
In this section, a numerical example is presented to show
the effectiveness of proposed adaptive MPC algorithms.
The performance of parameter identification is demon-
strated firstly, and then the proposed methods are com-
pared with the robust MPC to verify our theoretical re-
sults.
Consider an LTI system with
A0 =
[
0.42 −0.28
0.02 0.6
]
, A1 =
[
−0.12 −0.08
−0.12 −0.17
]
, A2 = −A1,
B0 =
[
0.3 −0.4
]T
, B1 =
[
0.04 −0.08
]T
, B2 = −1.5B1.
The initial uncertainty set is given by Θ0 = {θ ∈
R
2|‖θ‖ ≤ 1}. The system is subject to input and state
constraints {x|‖x‖∞ ≤ 17} and {u|‖u‖∞ ≤ 4}. The
weighting matrices are chosen as Q = I2 and R = 1.
By following [11], the prestabilizing feedback gain is
chosen as K = [−0.4187 1.1562]. Set the prediction
horizon N = 10, then the horizon and terminal region
are derived as M0 = 3 and γ0 = 0.4266. The param-
eters used in Algorithm 1 are given in the following
ǫr = 0.001, ǫx = 0.001, λ = 0.5 and Γ0 = 0.15I2.
The numerical test is conducted in Matlab, where the
MPC optimization problem is formulated and solved
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Fig. 1. The time evolution of the system state x1.
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Fig. 2. The time evolution of the system state x2.
by using Yalmip. We also introduce the robust MPC
method in [6] (RMPC1) and [17] (RMPC2) for the pur-
pose of comparison. The initial point is set as x0 =
[8, 8]T. The real system parameter is θ∗ = [−0.2, 0.5]T,
which is given to evaluate the proposed parameter esti-
mator. Figs. 1 and 2 show the trajectory of system state
and control input obtained by using different methods.
From these figures, it can be seen that the recursive fea-
sibility can be guaranteed by using these methods while
the proposed method can accelerate the convergence of
system state. In addition, we introduce the following
performance index J¯p =
∑Tstp
k=0(x
T
kQxk + u
T
kRuk)/Tstp
to compare the system cost, where Tstp denotes the
simulation time. Table 1 illustrates the comparison of
performance between each method, which implies that
the proposed method can achieve a lower value of cost.
When the simulation terminates, the estimated param-
eter is θˆ21 = [−0.2073, 0.4896]
T with the estimation er-
ror ‖θ∗ − θˆ21‖ = 0.127. The polytopic approximation of
uncertainty sets obtained at time k = 0, 3, 7, 21 are de-
picted in Fig. 4. It can seen that the uncertainty set is
non-increasing, and the falsified parameters are removed
by using the proposed estimator.
Algorithm 1 Remark 15 RMPC1 RMPC2
J¯p 9.2031 9.2524 9.2524 9.3747
Table 1
The comparison of system performance.
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Fig. 3. Trajectories of control input u.
Fig. 4. The estimated uncertainty set Θ obtained at
k = 0, 3, 7, 20.
6 Conclusion
In this paper, we have investigated adaptive MPC for
constrained linear systems subject to multiplicative
uncertainties. An online parameter estimator has been
designed based on the RLS technique for simultaneous
parameter identification and uncertainty set estimation.
By integrating the proposed estimator with tube MPC
method, the multiplicative uncertainties have been han-
dled with reduced conservatism, therefore giving rise
to enhanced performance. The simplified version of the
proposed adaptive MPC method is also given to provide
a trade-off between conservatism and computational
complexity. We have proven that the proposed adaptive
MPC method is recursively feasible, and the closed-loop
system is asymptotically stable. Numerical simulations
and comparison studies have been given to demonstrate
the efficacy and advantages of the proposed adaptive
MPC method. Future research will be focused on deal-
ing with both time-varying multiplicative and additive
disturbances by using adaptive MPC.
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