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1. Introduction
The discrete Fourier transform (DFT) and algorithms for its efﬁcient computation (FFT) enjoy an
enormous range of applications. Applications involving spatially sampled data are basic in numerical
analysis, since constant coefﬁcient partial differential equations and some of their discrete analogs,
including the heat, wave, Schrodinger, and beam equations in one space dimension, have exact solu-
tions in Fourier series. Other applications of the DFT include noise removal, data compression, data
interpolation, and approximation of functions. These applications often take advantage of the tight and
explicit linkage binding the harmonic analysis of uniformly sampled data with the harmonic analysis
of periodic functions deﬁned on R.
Recently there has been an explosion of work extending classical analysis to ‘continuous’ or ‘quan-
tum graphs’ [4,9,10,12]. Here the edges of a graph are identiﬁed with intervals [an, bn] ⊂ R, functions
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lie in the Hilbert space ⊕nL2[an, bn], and differential operators such as −D2 provide a basis for both
physical modeling and harmonic analysis. This work considers harmonic analysis on such graphs.
When the graph edges have equal lengths, the connections between the discrete harmonic analysis of
sampled functions and the continuous harmonic analysis of functions deﬁned on the edge intervals
are very strong. In particular, the analysis below establishes our main result: every ﬁnite continuous
graph with edges of equal length admits a family of DFTs in close analogy to those of the circle, and an
FFT algorithm for their efﬁcient computation.
Harmonic analysis for continuous graphs is based on the eigenfunctions of the operator −D2 act-
ing on the Hilbert space of square integrable functions [2]. The standard continuity and derivative
vertex conditions are used to deﬁne the operator domain. For graphs with equal length edges, the
sequence of square roots of eigenvalues for this operator exhibits a type of ‘periodicity’, and a simple
procedure generates a basis of eigenfunctions from an initial ﬁnite subset. These features provide a
manageable generalization of the orthogonal basis of exponentials exp(2π ikx) used in classical Fourier
analysis.
In the classical theory, if one considers N uniformly spaced samples xn = n/N for n = 0, . . . ,N − 1,
the restriction of the exponential functions to the sample points
exp(2π ikn/N), k,n = 0, . . . ,N − 1,
again provides an orthogonal basis for functions on the set {xn}. These sampled exponential functions
are also eigenfunctions for ‘local’ operators such as N , which acts by
Nf (xn) = f (xn) − 1
2
[f (xn−1 + f (xn+1)] ,
index arithmetic being carried out modulo N. The utility of these exponential bases is dramatically
enhanced by the FFT algorithms which rapidly compute DFTs and their inverse transforms. As shown
below, these aspects of classical harmonic analysis generalize to uniformly sampled graphswith equal
length edges. The eigenvalue regularity mentioned above combines with the structure of the eigen-
functions to support efﬁcient graph FFT algorithms for sampled data.
There are four subsequent sections in the paper. The second section starts with a review of differ-
ential operators on continuous graphs. This leads to a more detailed discussion of the spectral theory
of the standard Laplace differential operator on continuous graphs with equal length edges. Most of
the material in this section was previously known [3,7,13], although Theorem 2.9 appears to be new.
The third section explores the linked spectral theory of Laplacians for continuous graphs and their
uniformly sampled subgraphs. The fourth section shows that efﬁcient algorithms for Fourier analysis
are available. The ﬁnal section presents a simple example where the computations can be done ‘by
hand’.
Although applied problems are not explicitly considered in this paper, the natural and technological
worlds offer numerous opportunities for graphmodeling,where applications such as thosementioned
above can be considered with data sampled from continuous graphs. These include the sampling of
populations along river systems [14], and the description of trafﬁc density on road networks [16,18].
Biological systems transportnutrients,waste, heat, andpressurewaves throughvascularnetworks [15],
and electrochemical signals through natural neural networks. Elaborate networks are manufactured
in microelectronics, and for microﬂuidic laboratories on chips.
To unify the presentation a bit, we focus on simple discrete graphs whose vertices have degree at
least two,without loops ormultiple edges betweenvertices. Given a continuous version of a nonsimple
graphwithout boundary vertices, one can insert additional vertices of degree 2 to reduce to the simple
case. This insertion of ‘invisible’ vertices can also be used to reduce graphs whose edge lengths are
integermultiples of a commonvalue to the equal length case. Although this simple idea greatly extends
the applicability of the algorithms in theory, edge subdivision has a significant cost, since it increases
the size of the discrete graph spectral problem whose solution is an important component of the
DFT.
Finally, we mention the work [19,20] where different aspects of sampling theory for graphs are
considered.
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2. Spectra of continuous graph Laplacians
2.1. Continuous graphs and the standard Laplacian
In this work a discrete graphGwill be ﬁnite and simple, with a vertex setV havingNV points, and
a setE of NE edges. Discrete graphs have a well developed spectral theory [8] based on the adjacency
or Laplace operators acting on functions deﬁned on the vertex setV. While these ideas play a role
here, the focus is on continuous graphs, also known as metric graphs or, when a differential operator
is emphasized, quantum graphs. (The terminology for such ‘continuous graphs’ is not settled, with the
terms topological graphs or networks also used.)
Each edge e of G has a positive length le. It is convenient to number the edges. For n = 1, . . . ,NE
the edge en is identiﬁed with a real interval [an, bn] of length ln. The resulting topological graph is also
denotedG. In an obvious fashion onemay extend the standardmetric and Lebesguemeasure from the
edges toG.
The identiﬁcation of graph edges and intervals allows us to deﬁne the Hilbert space
L2(G) = NE⊕
n=1
L2[an, bn]
with the inner product
〈f , g〉 =
∫
G
f g¯ =
∑
n
∫ bn
an
fn(x)gn(x) dx, fn : [an, bn] → C.
We will employ the standard vertex conditions, requiring continuity at the vertices,
lim
x∈e(i)→v
f (x) = lim
x∈e(j)→v
f (x), e(i), e(j) ∼ v, (2.1)
and the derivative condition∑
en∼v
∂ν fn(v) = 0. (2.2)
Here the derivative ∂ν fn(v) is f
′
n(an), respectively −f ′n(bn) if an, respectively bn, is identiﬁed with v.
The standard vertex conditions are used to deﬁne the LaplacianLf = −f ′′ of the continuous graph
G. LetDmax denote the set of functions f ∈ L2(G) with f ′ absolutely continuous on each en, and f ′′ ∈
L2(G). The domain D ofL is then the set of f ∈Dmax satisfying the standard conditions (2.1) and
(2.2). From the classical theory of ordinary differential operators [17, p. S123] one knows thatL is self
adjoint with compact resolvent. This operator is nonnegative, with 0 being a simple eigenvalue ifG is
connected. Throughout this work, λ denotes the nonnegative eigenvalue parameter, and ω = √λ 0.
Writing eigenvalues with multiplicity, the spectrum is thus a sequence 0 = λ0 < λ1  λ2  · · ·, and
there is a orthonormal basis of eigenfunctions.
We now impose the additional requirement that all edges ofG have equal length. In this situation
the operatorL will be denoted ∞. Initially the edge lengths are taken to be 1, but the rescaling
ξ = x/L converts the system D2xY = λY to
D2ξ Y = μY , 0 ξ  1, μ = L2λ. (2.3)
Values of eigenfunctions at graph vertices are not effected, and derivatives are scaled by L. Thus eigen-
functions with eigenvalue λ for the standard Laplacian on the graph with edge lengths L are taken to
eigenfunctions with eigenvalue L2λ for the standard Laplacian on the graph with edge lengths 1.
The results of this section describe the tight linkage between the eigenvalues λ and eigenspaces
E(λ) of ∞, and the spectral and topological structure of the underlying combinatorial graph. This
analysis begins with Proposition 2.1 which notes that the positive eigenvalues of ∞, together with
their multiplicities, exhibit a kind of 2π periodicity. The description is further detailed in the following
subsections, where the distinct cases λ /∈ {n2π2} and λ ∈ {n2π2} are handled.
In case λ /∈ {n2π2}, the eigenvalues and eigenfunctions of ∞ may be constructed from those of
the discrete Laplacian 1, deﬁned shortly, which acts on the vertex space of G. Theorem 2.5 shows
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that λ /∈ {n2π2} is an eigenvalue of ∞ if and only if ν = 1− cos(
√
λ) is an eigenvalue of 1, with
the geometric multiplicities being equal. Moreover, given λ and an eigenfunction with eigenvalue
ν = 1− cos(√λ) for1, which is a function on the vertices ofG, there is an interpolation formula (2.4)
producing the corresponding eigenfunction for ∞.
For λ ∈ {n2π2,n > 0}, the eigenvaluemultiplicity is controlled by two subspaces of the edge space of
G. The ﬁrst subspace is the well known cycle subspace, denoted Z0(G). If λ = (2nπ)2, the dimension of
Z0(G) is equal to the dimension of the subspace E0(λ) of E(λ) consisting of eigenfunctions vanishing at
all vertices. For these λ, the eigenspace E(λ) is the direct sum of E0(λ) and a one dimensional subspace
spanned by an eigenfunction vanishing at no vertices. The second subspace, denoted Z1(G), extends
the notion of the span of the even cycles. If λ = (2n − 1)2π2, the dimension of Z1(G) is the dimension
of E0(λ), and E0(λ) = E(λ) unlessG is bipartite, in which case E(λ) is again the direct sum of E0(λ) and
the span of an eigenfunction vanishing at no vertices.
The spectral periodicity is described in the following result.
Proposition 2.1. If ω > 0,
dimE(ω2) = dim E([ω + 2nπ ]2), n = 1, 2, 3, . . . .
Proof. Suppose n 1 and Y is an eigenfunction with eigenvalue ω2. On each edge
y(x) = A cos(ωx) + B sin(ωx).
The function
y1(x) = A cos([ω + 2nπ ]x) + B sin([ω + 2nπ ]x)
then satisﬁes the equation,
−y′′1 = [ω + 2nπ ]2y1,
and at the endpoints of the edge we have
y(0) = y1(0), y(1) = y1(1).
The endpoint derivatives are
y′(0) = ωB, y′(1) = ω[B cos(ω) − A sin(ω)]
and
y′1(0) = [ω + 2nπ ]B, y′1(1) = [ω + 2nπ ][B cos(ω) − A sin(ω)],
so
y′1(0) =
ω + 2nπ
ω
y′(0), y′1(1) =
ω + 2nπ
ω
y′(1).
Thus y1 satisﬁes the same interior vertex conditions that y does. Moreover, the linear map taking
y → y1 is one-to-one, as is the analogous map from E([ω + 2nπ ]2) to E(ω2). 
2.2. Role of the discrete Laplacian
Givenavertexv ∈ G, letu1, . . . ,udeg(v) be thevertices adjacent tov. Adiscrete graphcarries anumber
of linear operators acting on the vertex space H of functions f :V→ C, including the adjacency
operator
Af (v) =
deg(v)∑
i=1
f (ui),
and the degree operator
Tf (v) = deg(v)f (v).
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Deﬁne the operator 1 by
1f (v) = f (v) − T−1Af (v).
1 is similar (in the sense of matrix conjugation) to the much studied Laplacian [8, p. 3],
I − T−1/2AT−1/2.
The distinction of the cases λ ∈ {n2π2} is related to the following fact.
Lemma 2.2. Fix λ ∈ C, and consider the vector space of solutions of −y′′ = λy on the interval [0, 1]. The
linear function taking y(x) to (y(0), y(1)) is an isomorphism if and only if λ /∈ {n2π2 | n = 1, 2, 3, . . .}.
Proof. For λ /∈ {n2π2} and ω = √λ 0, the formula
y(x, λ) = y(0) cos(ωx) + [y(1) − y(0) cos(ω)] sin(ωx)
sin(ω)
(2.4)
shows that themap is surjective. On the other hand, if λ ∈ {n2π2}, then y(0) = 0 implies y(1) = 0, since
y(x) = B sin(nπx). 
As an immediate consequence we have the following result for graphs.
Lemma 2.3. Suppose the edges of G have length 1, and λ /∈ {n2π2 | n = 1, 2, 3, . . .}. Let y : G→ C be
continuous, and satisfy −y′′ = λy on the edges. If y(v) = 0 at all vertices ofG, then y(x) = 0 for all x ∈ G.
Theorem 2.4. Suppose λ /∈ {n2π2 | n = 1, 2, 3, . . .} and y is an eigenfunction for ∞. If v has adjacent
vertices u1, . . . ,udeg(v), then
cos(ω)y(v) = 1
deg(v)
deg(v)∑
i=1
y(ui). (2.5)
Proof. In local coordinates identifying each ui with 0, (2.4) for yi on the edges ei = (ui, v) gives
y′i(v) = −ω sin(ω)yi(ui) + [yi(v) − yi(ui) cos(ω)]
ω cos(ω)
sin(ω)
. (2.6)
Summing over i, the derivative condition at v then gives
0 =
∑
i
y′i(v) = −ω sin(ω)
∑
i
yi(ui) + ω cos(ω)sin(ω)
∑
i
[yi(v) − yi(ui) cos(ω)].
Using the continuity of y at v and elementary manipulations gives (2.5). 
Formula (2.5) is clearly an eigenvalue equation, with eigenvalue cos(ω), for the linear operator
T−1A acting on the space of (real or complex valued) functions on the vertex set.With this background
established, we are ready to relate the spectra of 1 and ∞.
Theorem 2.5. If λ /∈ {n2π2 | n = 0, 1, 2, . . .}, then λ is an eigenvalue of ∞ if and only if 1− cos(ω) =
1− cos(√λ) is an eigenvalue of 1, with the same geometric multiplicity.
Proof. Since 1 = I − T−1A, we may work with T−1A. Suppose ﬁrst that y(x, λ) is an eigenfunction of
∞ satisfying the given vertex conditions. Theorem 2.4 shows that the (linear) evaluation map taking
y : G→ C to y :V→ C takes eigenfunctions to solutions of (2.5). By Lemma 2.3 the kernel of this
map is the zero function, so the map is injective.
Suppose conversely that y :V→ C satisﬁes
T−1Ay(v) = μy(v), |μ| < 1.
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Pick λ ∈ cos−1(μ). By Lemma 2.2 the function y :V→ C extends to a unique continuous function
y(x, λ) : G→ C satisfying −y′′ = λy on each edge.
In local coordinates identifying v with 0 for each edge ei = (v,ui) incident on v, this extended
function satisﬁes (2.6). Summing gives∑
i
y′
i
(v) = ω
sin(ω)
[− sin2(ω) − cos2(ω)]∑
i
yi(ui) +
∑
i
yi(v)
ω cos(ω)
sin(ω)
= − ω
sin(ω)
∑
i
yi(ui) + deg(v)y(v) ω cos(ω)sin(ω) .
The vertex values satisfy (2.5), so∑
i
y′i(v) = −
ω
sin(ω)
deg(v) cos(ω)y(v) + deg(v)y(v)ω cos(ω)
sin(ω)
= 0.
Thus the extended functions are eigenfunctions of∞ satisfying the standard vertex conditions. Since
the extension map is linear, and the kernel is the zero function, this map is also injective. 
2.3. Eigenfunctions at n2π2
Now we turn to eigenvalues λ ∈ {n2π2}. First recall [8, p. 7] that 0 is an eigenvalue for both 1 and
∞, with the eigenspaces spanned by functions which are constant on connected components ofG.
For n 1 these eigenspaces for∞ also have a combinatorial interpretation, closely related to the
cycles in G. If C is a cycle, and x is distance along the cycle starting at some selected vertex, then the
function sin(2nπx) is an eigenfunction of ∞. Similarly, if C is an even cycle, then sin(nπx) gives a
similar eigenfunction. We can make the following observation.
Lemma 2.6. SupposeG is connected, andψ is an eigenfunction of∞ with eigenvalue λ = n2π2 for n 1.
If ψ vanishes at any vertex, then ψ vanishes at all vertices.
Proof. Suppose ψ(v) = 0 for some vertex v. On any edge incident on v, the eigenfunction is a linear
combination
ψ(x) = A cos(nπx) + B sin(nπx), v  0,
and clearly A = 0. Since all edge lengths are 1, at all adjacent vertices w, we then have ψ(w) =
B sin(nπ) = 0. By continuity of ψ and connectivity of the graph, ψ vanishes at all vertices. 
The next result explores the existence of eigenfunctions vanishing at no vertices.
Lemma 2.7. If λ = (2nπ)2, for n = 1, 2, 3, . . . , then ∞ has an eigenfunction vanishing at no vertices.
If λ = (2n − 1)2π2, n = 1, 2, 3, . . . , then ∞ has an eigenfunction vanishing at no vertices if and only if
G is bipartite.
Proof. If λ = (2nπ)2, then the desired eigenfunction is simply cos(2nπx) in local coordinates on each
edge.
Suppose G is bipartite, with the two classes of vertices labelled 0 and 1. Pick local coordinates on
each edge consistent with the vertex class labels, and deﬁne the eigenfunction to be cos([2n − 1]πx).
Suppose conversely that for some λ = (2n − 1)2π2, there is an eigenfunction ψ vanishing at no
vertex. Label the vertices v according to the sign of ψ(v). In local coordinates for an edge,
ψ(x) = a cos([2n − 1]πx) + b sin([2n − 1]πx), a /= 0.
Then if w is a vertex adjacent to v we see that ψ(w) = −ψ(v), showing that vertices are only adjacent
to vertices of opposite sign, andG is bipartite. 
In addition to the vertex spacementioned above, an edge spacemay be constructed using the edges
of a graph as a basis (we assume the ﬁeld isR orC). The edge space has the cycle subspace Z0(G) gener-
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Fig. 2.1. Bowtie graph.
ated by cycles, with dimension NE − NV + 1 [5, pp. 51–58] or [11, pp. 23–28]. Let E0(n2π2) ⊂ E(n2π2)
be those eigenfunctions of ∞ vanishing at the vertices.
Theorem 2.8. If λ = 4n2π2 with n > 0, then
dimZ0(G) = NE − NV + 1 = dimE0(4n2π2).
Proof. It sufﬁces to prove the result for a connected graph. Suppose Z0(G) has dimension M. Picking
a spanning treeT for G, there is [5, p. 53] a basis of cycles C1, . . . ,CM such that each Cj contains an
edge ej /∈T, with ej not contained in any other Ci. Fix n ∈ {1, 2, 3, . . .} and construct eigenfunctions
fj = sin(2πnx) on the edges of Cj , and 0 on all other edges. Here x denotes distance along the cycle
starting at some selected vertex. If a linear combination
∑
aifi is 0, then for x ∈ ej
0 =
M∑
i=1
aifi(x) = ajfj(x), j = 1, . . . ,M.
There are x ∈ ej where fj(x) /= 0, so aj = 0 and the functions fi are independent. This shows
dimE0(4n
2π2) dimZ0(G).
Now suppose that ψ ∈ E0(4n2π2). After subtracting a linear combination
∑
aifi we may assume
thatψ vanishes on all edges not in the spanning treeT. For every boundary vertex v ofT,ψ vanishes
identically on all but one edge ofG incident on v, and by the vertex conditions it then vanishes on all
edges incident on v. Continuing away from the boundary of the spanning tree, we see that ψ is the 0
function. 
The proof of Theorem 2.8 provides a combinatorial basis construction for E0(4n
2π2). A similar con-
struction using even cycles will provide independent elements of E0((2n − 1)2π2), but these may not
forma complete set. Consider the bowtie graph in Fig. 2.1,whose cycles have length 3. An eigenfunction
ψ with eigenvalue π2 can be constructed by letting ψ(x) = 2 sin(πx) on the middle edge. The function
ψ then continues as − sin(πx) on the adjacent four edges, and sin(πx) on the remaining two edges.
Notice that on each edge the function ψ is an integer multiple of sin(πx).
A generalization of the even cycleswill be used for a combinatorial construction of E0((2n − 1)2π2).
Suppose γ is an even cycle with vertices (v0, . . . , vK−1). A function fγ : E→ C may be deﬁned by
fγ (e) = 0 for edges e /∈ γ , while if ek = (vk , vk+1) then fγ (ek) = (−1)k . Since K is even, adjacent edges,
including e0 and eK−1 = (vK−1, v0), haveopposite signs. All even cycles are thusmapped to the subspace
Z1(G) of the edge space consisting of functions f : E→ C such that∑
ev
f (e) = 0, v ∈V.
2866 R. Carlson / Linear Algebra and its Applications 430 (2009) 2859–2876
Theorem 2.9. The linear map taking f ∈ Z1(G) to g(x) deﬁned by
ge(x) = f (e) sin((2n − 1)πx),
is an isomorphism from Z1(G) onto E0((2n − 1)2π2). The subspace Z1(G) has an integral basis.
Proof. Since sin((2n − 1)πx) = sin((2n − 1)π(1− x)), the edge orientation does not affect the defini-
tion, so g is well deﬁned. Clearly g(x) satisﬁes the eigenvalue equation and vanishes at each vertex. The
condition
∑
ev f (e) = 0 for all v ∈V gives the derivative condition, so g ∈ E0((2n − 1)2π2). Moreover
the map is one to one.
Suppose ψ(x) ∈ E0((2n − 1)2π2). Then ψe(x) = ae sin((2n − 1)πx) on each edge, and because ψ sat-
isﬁes the derivative conditions we have∑
ev
ae = 0, v ∈V.
Deﬁne f (e) = ae to get a linear map from E0((2n − 1)2π2) to Z1(G), which is also one to one. This
establishes the isomorphism.
To see that Z1(G) has an integral basis, let en be a numbering of the edges of G, and let xn = f (en).
The set of functions Z1(G) is then given by the set of x1, . . . , xNE satisfying the NV equations∑
env
xn = 0.
This is a system of linear homogeneous equations whose coefﬁcient matrix consists of ones and zeros.
Reduction by Gaussian elimination shows that the set of solutions has a rational basis, and so an
integral basis. 
3. Graph reﬁnements
The previous section related the spectral theory of the differential operator ∞ to the topological
and analytic structure of the discrete graph G. In this section graph reﬁnements are introduced for
graphs whose edge lengths are 1. Uniform sampling of the continuous graph G provides a family of
discretegraphsGN , eachwith its ownvertex space, innerproduct, and self adjoint operatorN . Theﬁrst
subsection shows that uniform sampling provides a bijection between the span of an initial segment
of eigenspaces for∞ and the vertex space ofGN . This sampling map also carries distinct orthogonal
eigenspaces of ∞ onto distinct orthogonal eigenspaces of N . The second subsection compares the
integral inner products within ∞ eigenspaces with the vertex space inner products of sampled ∞
eigenfunctions. When these inner products differ, they converge at a rate O(N−4) as the number of
edge samples N increases.
3.1. Uniform sampling of eigenfunctions
Let the original combinatorial graph be denoted G1, with the operator 1 acting on the vertex
space H1. For each integer N > 1 we will deﬁne a graph GN with vertex space HN and operator
N : HN → HN by subdividing each edge e ∈ G1 into N edges. Pick local coordinates identifying e
with [0,1], and labelling 0 = x0 and 1 = xN . For n = 1, . . . ,N − 1, introduce points xn = n/N in the local
coordinates. The new graph GN with I = NV + (N − 1)NE vertices will have the vertex set consisting
of the vertices ofG1, together with the new vertices xn, for each edge e ofG1. The vertex xn is adjacent
to xn−1 and xn+1 for n = 1, . . . ,N − 1. If v is a vertex inG1, and the local coordinates for edges incident
on v are chosen so v is identiﬁed with 0 on each edge, then v is adjacent inGN with the vertices x1 for
each of the incident edges. An example is illustrated in Fig. 3.1.
An inner product on the vertex space HN is deﬁned by
〈f , g〉N = 1
W
∑
v
deg(v)f (v)g(v), W =
∑
v∈GN
deg(v) = 2NNE.
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Fig. 3.1. Reﬁnement of a graph.
Using the above identiﬁcations of edges of GN with subintervals of [0, 1], we may also construct
the corresponding continuous graph having edges of length 1/N. These continuous graphs may all be
identiﬁed with the continuous graphG∞ corresponding toG1. In particular they will share the inner
product
〈f , g〉∞ = 1
NE
∫
G∞
f g¯,
where NE is the number of edges in G1. As GN is a continuous graph, the standard vertex conditions
hold at all vertices. Although appearing different in definition, the continuous graph Laplacian∞ has
not changed as we pass fromG1 toGN .
Let N denote the following operator on the vertex space ofGN ,
N = N2(I − T−1A).
The eigenspaces of these operatorswith eigenvalue λwill be denoted EN(λ), while E∞(λ)will denote an
eigenspace for ∞. By formula (2.3) and Theorem 2.5, the mapping N2(1− cos(
√
λ/N)) carries eigen-
valuesof∞ to eigenvaluesofN ifλ/N2 /∈ {n2π2}. That is, the eigenvaluesof thenormalizedadjacency
operator are cos(
√
λ/N) whenever λ /∈ {(Nnπ)2} is an eigenvalue for ∞. Notice the eigenvalues of N
are approximately λ/2 when λ is small compared to N.
Lemma 3.1. For 1 N < ∞ the operator N is self adjoint on the vertex space with the inner product
〈f , g〉N .
Proof. It sufﬁces to check the normalized adjacency operator T−1A. 
Let Ep(n
2π2) denote the subspace spanned by eigenfunctions of ∞ having the form cos(nπx) on
each edge. This subspace has dimension at most 1, and its nonzero elements do not vanish at the
vertices. Let SN ⊂ L2(G∞) denote the subspace
SN = span{Ep(N2π2), E∞(λ), 0 λ < N2π2}.
Here is a preliminary result describing the restriction of eigenfunctions of ∞ to the vertices ofGN .
Proposition 3.2. The restriction map RN : SN → HN is a bijection. For 0 λ < N2π2 this map takes
distinct orthogonal eigenspaces E∞(λ) of∞ onto distinct orthogonal eigenspaces EN(N2(1− cos(
√
λ/N)))
of N , and RN takes Ep(N2π2) onto EN(2N2).
Proof. By Theorem 2.5 and formula (2.3), if 0 < λ < N2π2, then RN is a bijection from the eigenspace
E∞(λ) of ∞ to the eigenspace EN(N2(1− cos(
√
λ/N))) of N . The 0 eigenspaces for ∞ and N are
just the functions which are constant on the connected components of the respective graphs, so RN is
a bijection from E∞(0) to EN(0). From the proof of Lemma 2.7 we also see that RN is a bijection from
Ep(N
2π2) to EN(2N
2).
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Since ∞ and N are self adjoint on their respective function spaces, and since cos(t) is strictly
decreasing on (0,π), distinct eigenspaces of ∞, which are orthogonal, are mapped to distinct eigen-
spaces of N , which are orthogonal and span HN . 
3.2. Inner product comparisons
The restriction map RN : SN → HN also has noteworthy features on the individual eigenspaces
E∞(λ)of∞. Before stating the results,westartwithasimpleobservationrelating theHN innerproduct
and the sums appearing in the trapezoidal rule for integration. Recalling thatW = ∑v deg(v) = 2NNE,
the inner product forGN satisﬁes the identity
W〈f , g〉N =
∑
v
deg(v)f (v)g(v)
= ∑
e∈G1
[
fe(x0)ge(x0) + fe(xN)ge(xN) + 2
N−1∑
n=1
fe(xn)ge(xn)
]
.
These last sums are just the trapezoidal rule sums used for integrals over the edges of G∞. With this
motivation, if the continuous linear functional TN : C[0, 1] → C is deﬁned by
TN(f ) = 1
2N
⎡
⎣f (x0) + f (xN) + 2 N−1∑
n=1
f (xn)
⎤
⎦ ,
then
〈RNf ,RNg〉N = 1
NE
∑
e∈E
TN(fege). (3.1)
The following identities are also useful. First∫ 1
0
e2iωx dx = exp(2iω) − 1
2iω
= eiω sin(ω)
ω
. (3.2)
Second, for 0 < ω < 2πN, a geometric series computation gives
2NTN(exp(iωx)) = exp(iω) − 1+ 2
N−1∑
n=0
exp(iωn/N)
= exp(iω) − 1+ 2 1−exp(iω)
1−exp(iω/N) = (1− exp(iω)) 1+exp(iω/N)1−exp(iω/N) ,
or
TN(e
iωx) = M0
( ω
2N
) ∫ 1
0
eiωx dx, M0(z) = M0(−z) = z cot(z). (3.3)
These identities will be useful for comparing the inner products on L2(G∞) and HN . The cases
λ = k2π2 with 0 k < N are considered ﬁrst.
Theorem 3.3. Suppose f , g ∈ E∞(λ), with 0 λ N2π2. If λ = k2π2 for an integer k with 0 k < N,
then
〈f , g〉∞ = 〈RNf ,RNg〉N . (3.4)
If f , g ∈ Ep(N2π2), then
〈f , g〉∞ = 1
2
〈RNf ,RNg〉N . (3.5)
Proof. Suppose f , g ∈ E∞(λ), with 0 λ < N2π2. On each edge ewe have
fe = αeeiωx + βee−iωx , ge = γeeiωx + δee−iωx , ω2 = λ,
fege = αeγe + βeδe + αeδee2iωx + βeγee−2iωx. (3.6)
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If λ = k2π2 for an integer k with 0 < k < N, then
TN(e
2π ikx) =
∫ 1
0
e2π ikx dx = 0.
Using (3.1) and TN(1) = 1, it follows that
〈f , g〉∞ = 1NE
∫
G∞ f g¯ = 1NE
∑
e
[αeγe + βeδe]
= 1NE
∑
e
TN(αeγe + βeδe) = 〈RNf ,RNg〉N ,
which is (3.4). Similar calculations handle the case λ = 0.
Suppose f , g ∈ Ep(N2π2), a one dimensional space. For fe = ge = cos(Nπx), we have
1
NE
∫
G∞
cos2(Nπx)dx = 1/2,
but
〈RNf ,RNg〉N = 1
NE
∑
e∈E
TN(fege) = 1
NE
∑
e∈E
1 = 1,
giving (3.5). 
For general ω a variation of a classical trapezoidal rule estimate appears.
Theorem 3.4. Suppose f , g ∈ E∞(λ), with 0 λ < N2π2. Then
|〈f , g〉∞ − 〈RNf ,RNg〉N | = O(|ω|4/N4)‖f ‖∞‖g‖∞. (3.7)
Proof. If λ = 0 then 〈f , g〉∞ = 〈RNf ,RNg〉N , so wemay assume that ω2 is at least as large as the smallest
positive eigenvalue of ∞.
The argument starts with a variation of standard error estimates [1, p. 285], [6, p. 358–369] for the
trapezoidal rule for integration. If φ = exp(iωx) then
φ′(1) − φ′(0)
12N2
= 1
12N2
∫ 1
0
φ
′′
(x) dx = −ω
2
12N2
∫ 1
0
eiωx dx.
Putting this together with (3.3) yields
∫ 1
0
eiωx dx − TN(eiωx) = −φ
′(1) − φ′(0)
12N2
+ M1
( ω
2N
) ∫ 1
0
eiωx dx,
with
M1(z) = 1− z cot(z) − z
2
3
.
A Taylor expansion gives
M1(z) = O(z4),
and the functionM1(z) = M1(−z) is analytic for |z| < π .
The representation (3.6) for f , g ∈ E∞(λ) is valid on each edge. Since f and g are in the domain of
∞, the function ψ = f g¯ satisﬁes the vertex conditions (2.1) and (2.2). Thus∑
e
[ψ ′e(1) − ψ ′e(0)] = −
∑
v∈V
∑
e∼v
∂νψe(v) = 0,
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and
NE[〈f , g〉∞ − 〈RNf ,RNg〉N ]
= ∑
e
[∫ 1
0 ψe(x) dx − TN(ψe)
]
= −∑
e
[
ψ ′e(1)−ψ ′e(0)
12N2
]
+M1
(
ω
N
) [∫ 1
0 e
2iωx dx
∑
e
αeδe +
∫ 1
0 e
−2iωx dx
∑
e
βeγe
]
= M1
(
ω
N
) [∫ 1
0 e
2iωx dx
∑
e
αeδe +
∫ 1
0 e
−2iωx dx
∑
e
βeγe
]
.
(3.8)
Using (3.2) and the inequality 2|αe||βe| |αe|2 + |βe|2 leads to∫ 1
0|fe(x)|2 dx = |αe|2 + |βe|2 + αeβeeiω sin(ω)ω + βeαee−iω sin(ω)ω

(
1− | sin(ω)|
ω
)
(|αe|2 + |βe|2). (3.9)
Since ω is bounded away from 0, the inequality (3.9) and the Cauchy-Schwarz inequality with (3.8)
gives the desired result,
NE
∣∣〈f , g〉∞ − 〈RNf ,RNg〉N ∣∣

∣∣∣M1 (ω
N
)∣∣∣
[∑
e
|αeδe| +
∑
e
|βeγe|
]

∣∣∣M1 (ω
N
)∣∣∣
(∑
e
|αe|2 + |βe|2
)1/2 (∑
e
|γe|2 + |δe|2
)1/2

∣∣∣M1 (ω
N
)∣∣∣ (1− | sin(ω)|
ω
)−1∑
e
(∫ 1
0
|fe|2
)1/2 (∫ 1
0
|ge|2
)1/2

∣∣∣M1 (ω
N
)∣∣∣ (1− | sin(ω)|
ω
)−1 (∫
G∞
|f |2
)1/2 (∫
G∞
|g|2
)1/2
. 
4. Deﬁning and computing the discrete Fourier transform
This section deﬁnes the discrete Fourier transform on the spaces HN , and describes an algorithm
for the efﬁcient computation of both the transform and its inverse. Special bases, which are not neces-
sarily orthogonal, are deﬁned for the eigenspaces of ∞. The discrete Fourier transform, which takes
functions f ∈ HN to their generalized Fourier coefﬁcients, uses sampled versions of these bases. With
a suitable inner product on the range space, the transform is an isometry which diagonalizes N . The
computations needed to evaluate the discrete Fourier transformand the inverse transformare reduced
to the conventional FFT computation for a function on the points 0, . . . ,N − 1. This reduction shows
that for a ﬁxed graphG1, the number of required arithmetic operations is O(N log2(N)).
4.1. Deﬁning the transform
Let 0 < ω0,1 < ω0,2 < · · · 2π denote the square roots of the K distinct eigenvalues λk of ∞ with
0 < λk  (2π)2. For each ω0,k pick an orthonormal basis 
(
ω0,k
)
for E(ω2
0,k
), with basis functions
j
(
ω0,k
)
, j = 1, . . . , dimE
(
ω2
0,k
)
. In addition, let ω0,0 = 0, and take (0) to be an orthonormal basis
for the functions which are constant on the connected components ofG.
Form = 1, 2, 3, . . ., let ωm,k = ω0,k + 2mπ . The ‘frequency increasing’ method of Proposition 2.1 will
generate bases(ωm,k) for E(ω2m,k) from the chosen bases(ω0,k). Recalling Proposition 2.1, on each
edge e a functionj ∈(ω0,k) has the form
j = Ae exp(iω0,kx) + Be exp(−iω0,kx), 0 x  1.
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The set of functionsj(ωm,k) whose values on e are
j(ωm,k) = Ae exp(i[ω0,k + 2mπ ]x) + Be exp(−i[ω0,k + 2mπ ]x), (4.1)
then gives a basis(ωm,k) for E([ω0,k + 2mπ ]2). This basis need not be orthonormal, although the next
result shows that it is in some cases.
Proposition 4.1. If ω0,k ∈ {π , 2π}, then the functions j(ωm,k) are orthonormal, as are the functions
RNj(ωm,k) ∈ HN for 0 ωm,k < Nπ.
Proof. Supposei(ωm.k) ∈(ωm,k) is represented on the edge e by
i(ωm,k) = Ce exp(i[ω0,k + 2mπ ]x) + De exp(−i[ω0,k + 2mπ ]x), 0 x  1,
and (4.1) describesj . With ω0,k = π , 2π ,∫ 1
0
exp(±2i[ω0,k + 2mπ ]x) dx = 0,
so ∑
e
∫ 1
0 j(ωm,k)i(ωm,k) dx =
∑
e
[AeCe + BeDe]
= ∑
e
∫ 1
0 j(ω0,k)i(ω0,k) dx.
The extension to HN follows from Theorem 3.3. 
To describe the discrete Fourier transform, start by deﬁning sampled bases
j(ωm,k) = RNj(ωm,k), 0 ωm,k < Nπ. (4.2)
In caseωm,k = Nπ , assume that(Nπ) is a basis for Ep(N2π2), as in Proposition 3.2, then deﬁnej(Nπ)
as in (4.2). Let I0 = dimE(0), I = dimEp(N2π2), and for 0 < ωm,k < Nπ let Ik = dimE(ω20,k).
Deﬁne the discrete Fourier transform (DFT)
FN : HN → CI0 ⊕m,k CIk ⊕ CI , 0 < ωm,k < Nπ ,
for the continuous graphG∞ by taking the inner product of a function f ∈ HN with the bases(ωm,k),
FN(f ) = {〈f ,j(ωm,k)〉N}, ωm,k  Nπ. (4.3)
The bases(ωk,m) are used for efﬁcient Fourier transform algorithms [1, p. 182] [6, p. 383]. By Propo-
sition 3.2 the DFT is an isomorphism of vector spaces.
Except for the cases noted in Proposition 4.1 the functions of (ωm,k) may not be orthonormal, so
the Fourier transform will not be an isometry from (ωm,k) to C
Ik if the usual inner product is used
on the range. We consider a modiﬁed inner product.
Suppose B(ωm,k) = (bij) is a matrix taking the basis(ωm,k) to an orthonormal basis
ηi =
∑
j
bijj(ωm,k) (4.4)
for the same eigenspace in HN . (Such a matrix may be obtained by the Gram–Schmidt process.) For
f in the span of (ωm,k), the map f → {〈f , ηi〉N} is an isometry to CIk with the usual inner product
X · Y = ∑ xjyj . Expressing this in the original basis,
‖f ‖2 = ∑
i
|〈f , ηi〉N |2 =
∑
i
∣∣∣∣∣
〈
f ,
∑
j
bi,jj
〉
N
∣∣∣∣∣
2
= ∑
i
∣∣∣∣∣∑j bi,j〈f ,j〉N
∣∣∣∣∣
2
= BX · BX , X = (〈f ,1〉N , . . . , 〈f ,Ik 〉N)T .
For f = ∑j cjj(ωm,k) in the span of (ωm,k), the coefﬁcients cj may be recovered from the DFT
values 〈f ,j〉N . Starting from
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f =
∑
i
aiηi, ai = 〈f , ηi〉N ,
and using (4.4) we ﬁnd
f = ∑
i
(∑
j
bij〈f ,j〉N
)(∑
l
bill
)
= ∑
l
∑
j
(∑
i
bijbil〈f ,j〉N
)
l
= ∑
l
(∑
j
(B∗B)jl〈f ,j〉N
)
l ,
or
cl =
∑
j
(B∗B)jl〈f ,j〉N . (4.5)
Calling BX · BX the B(ωm,k) inner product on CIk , and noting that (ωm,k) is a basis for the μm,k
eigenspace of N , we obtain the next result.
Theorem 4.2. The discrete Fourier transform
FN : HN → CI0 ⊕m,k CIk ⊕ CI , 0 < ωm,k < Nπ ,
satisﬁes
FN(Nf ) = {μm,kF(f )m,k},
and is an isometry if the images CIk of span((ωm,k)) for 0 ωm,k  Nπ are given the B(ωm,k) inner
product.
4.2. Computing the transform
Theorem 4.3. If N is a power of 2, thenFN(f ) can be computed in time O(N log2(N)).
Proof. Extending the trapezoidal sum notation of (3.1) to function samples, the inner products of (4.3)
may be split,
FN(f ) = 1
NE
∑
e
TN(fej(ωm,k)).
Using the representation (4.1) for 0 < ωm,k < Nπ , we have
TN
(
fe[Ae exp(i[ω0,k + 2mπ ]x) + Be exp(−i[ω0,k + 2mπ ]x)]
)
= AeTN(exp(−iω0,kx)fe exp(−2mπ ix)) + BeTN
(
exp(iω0,kx)fe exp(2mπ ix)
)
.
When N is even, the condition 0 < ωm,k  Nπ amounts to m = 0, . . . ,N/2− 1. If N is a power of 2,
e and k are ﬁxed, and m = 0, . . . , N
2
− 1, then the sequence TN(exp(±iω0,kx)fe(x) exp(±2mπ ix)) differs
trivially from the conventional discrete Fourier transform of the sampled data fe(xn), which may be
computed [1, p. 182] [6, p. 383] in timeO(N log2(N)). The generalized Fourier coefﬁcient forω = 0 and a
corrected coefﬁcient for ω = Nπ may be computed as special cases without affecting the computation
time estimate. Since the number of edges e and indices k is ﬁxed, the O(N log2(N)) time estimate holds
for the entire calculation. 
It remains to consider the inverse transform. Since thematrixB∗B of (4.5) depends only on the graph
and functions j(ωm,k), these matrices are assumed to be precomputed. Suppose the DFT sequence
(4.3) of a function f is given. Since the computations in (4.5) are limited to sequence blocks CIk , the
coefﬁcients cj(ωm,k) for all ωm,k may be computed in time O(N). It remains to compute
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Fig. 5.1. The graph K(4, 2).
f (xn) =
∑
m,k
cj(ωm,k)j(ωm,k)(xn).
Fixing the edge e, the primitive frequency index k, and the basis index j, and taking advantage of
(4.1), the remaining sum has the form
fe,k,j(xn) = Ae exp(iω0,kn/N)
∑
m cj(ωm,k) exp(i2mπn/N)
+Be exp(−iω0,kn/N)
∑
m cj(ωm,k) exp(−i2mπn/N).
These sums may be computed with a conventional FFT. Since the number of edges e and primitive
frequency indices k are constant, and the range of basis indices j is bounded independent of m, the
next result is obtained.
Theorem 4.4. If N is a power of 2, then the inverse DFT can be computed in time O(N log2(N)).
5. A family of examples
The general results abovemay take amore transparent form for simple symmetric graphs. One such
family of examples is the complete bipartite graphs K(L, 2) on L, 2 vertices. The L = 4 case is portrayed
in Fig. 5.1. Since this family includes vertices of any degree, it may be used in conjunction with a
partition of unity as part of a localized Fourier analysis on any graph.
A coloring of the vertices will be helpful. Say that the 2 vertices r0, r1 of degree m are red and the
remaining L vertices b0, . . . , bL−1 are blue. K(L, 2) has an involution inwhich r0 and r1 are interchanged.
The operators∞ andN commutewith this involution, allowing us to split the eigenspaces into even
and odd subspaces. By restricting to the even, respectively odd, subspaces we may treat the case of a
degree L star graph with boundary vertex conditions f ′e(bl) = 0, respectively fe(bl) = 0.
The K(L, 2) graphs also admit a ZL action on the blue vertices. This symmetry will play an implicit
role in the description of the eigenspaces. However, the algorithmic description is mainly intended to
illuminate the general discussion, rather than to take maximum advantage of the graph’s particular
features.
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Suppose v is a vertex, and {ui} are the vertices adjacent to v. Then the operator 1 on the L + 2
dimensional vertex space is given by
1f (v) = f (v) − 1
deg(v)
deg(v)∑
i=1
f (ui).
Eigenvalues μ for 1 are 0, 1, 2, with 1 having multiplicity L. Eigenfunctions ψ for μ = 0, 2 are
μ0 = 0, ψ0(v) = 1,
μL+1 = 2, ψL+1(v) =
{
1, v red
−1, v blue
}
Next, consider the eigenfunctions for μ = 1. A function f (v) will satisfy 1f (v) = f (v) if and only if∑deg(v)
i=1 f (ui) = 0 for every vertex v. For j = 1, . . . , L − 1, independent eigenfunctions are
ψj(v) =
{
0, v = r0 or r1
e2π ijl/m, v = bl
}
.
There is one additional independent eigenfunction
ψL(v) =
⎧⎨
⎩
1, v = r0
−1, v = r1
0, otherwise
⎫⎬
⎭ .
These functions are orthogonal on H1.
This graph [5, p. 53] has L − 1 independent cycles, all of which are even. One basis of cycles Ci is
given by the vertex sequence r0, bi, r1, bi+1, r0. Each Ci supports eigenfunctionsi(π) andi(2π)which
are respectively ± sin(πx) and ± sin(2πx) on the edges of the cycle.
The operator ∞ thus has four distinct eigenvalues λ = ω2 with 0 < ω  2π . These values of ω
are ω0,1 = π/2, ω0,2 = π , ω0,3 = 3π/2, ω0,4 = 2π . Each of these four eigenvalues has multiplicity L. The
description of these functions is simpliﬁed by introducing local coordinates tl which increase from 0
to 2 along the paths r1, bl , r2.
For each of these four values ω0,k , there are L − 1 independent eigenfunctions of ∞ given by
j(ω0,k) =
1√
L
e2π ijl/L sin(ω0,ktl), tl ∈ (r0, bl , r1), j = 1, . . . , L − 1.
An additional independent eigenfunction is given by
L(ω0,k , tl) =
1√
L
cos(ω0,ktl).
It is easy to check that1(ω0,k), . . . ,L(ω0,k) is an orthonormal set in L2(G).
Passing to the graphsGN , consider the uniformly sampled eigenfunctionsj(ωm,k). These functions
form an orthonormal set in HN . If ωm,k < Nπ and ωm,k = π + 2mπ , or ωm,k = 2π + 2mπ , this follows
from Proposition 4.1. In case ωm,k = π/2+ 2mπ , or ωm,k = 3π/2+ 2mπ , one may directly compute
〈j(ωm,k),r(ωm,k)〉N . The main computation is
L−1∑
l=0
2N−1∑
n=1
e2π ijl/Le−2π ijr/L sin2(ωm,ktn)
=
L−1∑
l=0
e2π il(j−r)/L
2N−1∑
n=1
sin2(ωm,ktn) =
{
0, j /= r
L, j = r
}
.
Because of these orthonormality relations, the matrix B(ωm,k) can be taken as the identity in (4.4) and
Theorem 4.2.
As described in (4.3), the DFT requires the computation of the Fourier coefﬁcients {〈f ,j(ωm,k)〉N ,
that is
FN(f ) = 1
NE
∑
e
1
2N
⎡
⎣fej(ωm,k)(x0) + fej(ωm,k)(xN) + 2 N−1∑
n=1
fej(ωm,k)(xn)
⎤
⎦ .
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Each basis functionj(ωm,k) is a multiple of
sin([ω0,k + 2πm]n/N), or cos([ω0,k + 2πm]n/N)
at the samples of each edge. For the Fourier coefﬁcients in the sine case, for example, the central
computation is
N−1∑
n=0
fe(n/N)j(ωm,k)(n/N) = e2π ijl/L
N−1∑
n=0
fe(n/N) sin([ω0,k + 2πm]n/N),
and
N−1∑
n=0
fe(n/N) sin([ω0,k + 2πm]n/N)
= 1
2i
N−1∑
n=0
fe(n/N) exp(iω0,kn/N) exp
(
2π i mnN
)
− 1
2i
N−1∑
n=0
fe(n/N) exp(−iω0,kn/N) exp
(−2π i mnN ) .
IfN is apowerof2, this computationshouldbecarriedout form = 0, . . . ,N/2.Of course the last sumsare
classical discrete Fourier transforms,whichhavealgorithms that canbecomputed in timeO(N log2(N)).
The additional required computations can be implemented without changing the O(N log2(N)) time
estimate.
As noted, thematrices B(ωm,k) are not needed for these graphs. Suppose the Fourier coefﬁcients are
cj(ωm,k). For ﬁxed edge e, primitive frequency index k, and basis index j, a partial inversion of the DFT
is given by
fe,k,j(xn) =
∑
m
cj(ωm,k)j(ωm,k)(xn).
As above,j(ωm,k) is a multiple of
sin([ω0,k + 2πm]n/N), or cos([ω0,k + 2πm]n/N)
on e, and the computation of the inverse DFT proceeds in a similar fashion to the DFT computations,
with corresponding efﬁcient algorithms. The computations are completed by adding,
fe(xn) =
∑
k,j
fe,k,j(xn).
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