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Units Used

Unless otherwise stated, atomic units are used throughout the present work.

Unit of length:

lBohr(a 0 )

=

52.9177 p m

0.529177 A

Unit of energy:

lHartree(EA) = 4.3598 aJ
27.21160872 eV
627.51 kcal/mol
2625.56 kJ/mol
3.157772 xl05K
6.579685 x 1015 Hz
2.194746 xlO5 cm-1
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Abstract

In this work, primary data are presented in order to characterise the precise
numerical variation of all the important components of molecular interaction potential functions. Despite access to very limited computing facilities this work documents the current state of the art capacity of applied quantum theory to represent
interactions between the two electron systems He, H2 and Li+.

Accurate ab-initio data is presented on the He-He, He-H2 and H2-H2 van der
Waals interactions and the He-Li+ ion-induced dipole interaction.

Ab-initio studies necessitate the use of various approximations, due to the
constraints of computer time available to the investigator. Careful consideration of
the approximations used at every stage of the investigation and of their effects on
the final potential function needs to be given.

Approximations inherent in these studies are manifested in the computational
formalism used to carry out the electronic structure calculations, the basis set used
to describe the molecular orbitals, the number of conformations used to characterise
any anisotropic interaction and the method used to correct for the effects of basis
set superposition errors. To obtain a reliable description of a potential function it
is important to select an optimal balance in the degree of completeness of the three
major areas above and to minimise and properly correct for the effects of basis set
superposition errors.

In the present work the CEPA2 formalism was used to carry out the calculations. It is a computationally efficient method which accounts for most of the
electron correlation energy of closed shell ground state systems. The computational

-viii

efficiency enables the use of large basis sets so that the various energy terms contributing to an interaction can be modelled correctly.

The potential functions examined were chosen because they are the benchmark
interactions of chemical physics and have been the focus of much experimental study.
They have few electrons and thus lend themselves to the most accurate ab-initio
treatments. The van der Waals interactions are also of considerable astrophysical
interest. The interactions explicitly studied in this work are (i) He-He, (ii) He-H2,
(iii) H2-H2 and (iv) He-Li+.

The attractive intercorrelation, or dispersion energy term of the van der Waals
region of the systems studied will suffer to varying extents due to the limitations
of the CEPA2 formalism. Thus in regions of the potential functions where this
term dominates, the interaction energy will be systematically underestimated to a
small degree. These interactions were nevertheless studied because no previous
study has been able to give a better theoretical description of this region of the
potential functions. The repulsive regions of these potential functions as well as
the intracorrelation energy term will receive the best ab-initio descriptions to date

primarily because of the very large and flexible basis sets utilised for each interact
studied.

For the H e - L i + study the present potential is definitive.
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Chapter 1
Overview
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The macroscopic properties of matter derive from the individual pairwise
interactions between the components of the relevant media. Accurate representation
of two-body interactions between even the smallest molecules as a continuous

function of the interaction energy, dependent on molecular distance and orientation
is still a major challenge to chemical physicists. Definitive functional forms for

interaction potentials of such molecules are still not available 61 years after th
of quantum mechanics.

In the present studies, primary data are presented in order to characterise the

precise numerical variation of all the important components of molecular interactio
potential functions. Despite access to a very limited computing facilities, this
work documents the current state of the art capacity of applied quantum theory
to represent interactions between the two electron systems He, H2 and Li+ .

Since ab-initio studies necessitate the use of various approximations, the
studies were carried out with careful consideration of the various approximations
used at every stage of the investigations. In ab-initio studies, random numerical
errors can be controlled to any desired degree, so it is only systematic errors in
overall computational formalism which are of concern in this work.

Approximations inherent in ab-initio studies of potential functions are manifested
in the computational formalism used to carry out the electronic structure calcula-

tions, the basis set used to describe the molecular orbitals, the number of conform

tions used to characterise any anisotropic interaction and the method used to corre
for the effect of basis set superposition error.

In order to obtain a reliable description of a potential function within the
various necessary approximations, it is important to obtain the correct balance of
approximations used in respect of the completeness of the computational formalism,
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the completeness of the the basis set and the number of conformations used to

characterise any anisotropic interaction. These are the major error sources resulting

from the constraints of available computer time ab-initio investigators are forced to
work under. The optimum balance between the completeness of a computational
formalism and the completeness of the basis set which can be used will depend on the

interaction studied. Necessary factors to consider are the effect of errors introduc
into a potential function through the use of an incomplete computational formalism,

(thereby missing a certain percentage of the interaction energy), versus the errors d
to incomplete modelling of the effects of the various intermolecular forces by using
a truncated basis set.

Basis sets used in the present study were examined using a probe function
technique to minimise local and global basis set deficiencies (Chapter 2.2). Global

basis set errors are a reflection of the completeness of the basis set and its abilit
to describe the various different energy terms over a potential function. The probe
function method did not provide information on the completeness of the bases with
respect to describing the long range attraction. Calculations were therefore carried
out near the well minima and suitable functions added until the interaction energy
had converged to within about 1-2 /iE/j.

Local basis set deficiencies were minimised as a direct result of applying the
probe function technique. These local deficiencies impair the ability of a basis set
to correctly describe the short range interaction and the correlation energy change
of each separate subsystem over the potential function. Minimising these local

deficiencies in a basis set also has the effect of minimising the basis set's suscep
to the effects of basis set superposition error when calculating the energy of the
interacting system. Although minimised, this error component still needs to be, and
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was, corrected for using the full function counterpoise method, which is the best
procedure available to correct for such errors (chapter 2.3).

In the present work the CEPA2 formalism was used to carry out the super-

molecule calculations (Chapter 2.1). It is a computationally efficient method whi

can account for almost all of the electron correlation energy in ground state clo
shell systems. The CEPA2 method is restricted in application in general quantum

chemistry due to its inability to handle general open shells or 'avoided crossing
potential energy functions. However, with the systems chosen for study here, all
tightly localised electron pairs dominated by a single SCF configuration, CEPA2
becomes the method of choice. Approximate PNOs based on each localised pair are

used in preference to canonical MOs as the basis of the electron correlation calc
tion because of the more effective prediagonalisation of the CI matrix the PNOCI
provides for these systems. Evaluating the correlation energy in terms of such a

localised PNO formalism provides ready physical interpretation of the correlation

energy components, that is the inter-system correlation energy (inter correlation

the intra-system correlation energy (intra correlation). This separation allows e

component to be separately converged with respect to different basis set enhancement requirements. Furthermore, programming efficiency of the CEPA2 program

supports the use of large (and for small systems, near complete) basis sets, so t
the various energy terms contributing to an interaction and their balance can be
modelled correctly.

The combined effect of the various approximations inherent in the CEPA2
method and their effect on a potential function have been checked by comparison
to a representative full CI calculation (Chapter 2.1). For the T conformation of
hydrogen molecules near the potential well minimum, the CEPA2 procedure missed

about 3% of the nett interaction energy (an error equivalent to 5 fiEf, in a tota
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intercorrelation energy of 218 /xE/, at this distance and conformation of H2-H2). At

this point the correlation energy has its maximum effect on the potential function i

absolute terms. At smaller separations the error in the potential functions due to t

CEPA2 formalism will be greatly reduced due to the reduced effect of the correlation

energy on the interaction. At larger separations the error will be significant in r
terms but small in absolute terms.

CEPA2-PNO in a localised orbital has the major advantage of affording a

ready physical analysis of the overall interaction into components, enabling them to
be independently studied and converged. Thus the CEPA2 analysis presented here

may be regarded as a necessary precursor to a definitive full CI study, which, becau

of the computational expense, is still several years off. For example, a single nuc
geometry at one H2-H2 intermolecular distance would require explicit consideration

of some 9 million CI configurations with the basis set size (102 functions) that thi
study shows to be necessary.

For van der Waals interactions, where the attraction depends on the dispersion
energy, the CEPA2 method will lead to a systematic underestimation of this attractive term. However, there are presently no better alternatives available which will

allow the use of large basis sets. It is only through calculations using basis sets

can simultaneously describe the various energy terms that their interactions are cor

rectly taken into account and the error in the potential functions due to basis sets
are minimised. The most slowly convergent interaction term with respect to basis

set size is the intercorrelation energy. With basis sizes that effectively converge
intercorrelation energy, the intracorrelation energy term and the repulsive regions

of these potential functions will have already effectively converged with respect to

the basis set. Therefore, even in regions where the attractive intercorrelation ene
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does not dominate the interaction, given such basis sets, the intracorrelation energy
and repulsive region will therefore receive a reliable description.

Potential functions examined in the present study are the He-He, He-H2 and
H2-H2 van der Waals interactions and the He-Li+ ion-induced dipole interaction
(Chapter 3). These systems were chosen because they are the benchmark interactions
of chemical physics. Since these systems have few electrons they lend themselves to
the most accurate ab-initio treatments and have therefore been previously evaluated
by various ab-initio schemes. These systems have also been the subject of much
experimental study, partially due to the amount of ab-initio data available which

can aid in the interpretation of experimental data and in the assessment of inversio
schemes for such data.

Experimental studies on these systems have included molecular beam studies,
bulk property studies, shock compression studies and studies on the solid state.

The van der Waals systems examined in the present study are of particular
interest to astrophysics, where their potential functions are used in modelling the
structure of the major planets of this solar system as well as the condensation of

interstellar gas clouds. Other applications of these potentials include laser-induce
fusion by implosion of D2 pellets, the modelling of thermonuclear devices, the
adsorption of hydrogen multilayers on various substrates used in catalysis and the
adsorption of helium on lithium fluoride crystals.

The effects of approximating the anisotropic interactions by a finite number
of conformations have been investigated for both the He-H2 and H2-H2 interactions
(Chapter 3.3.iii and 3.4.ii,iii respectively). In the He-H2 study the difference in
isotropic component obtained when using either two to three conformations for its
description was 0.4% of the interaction energy at the well minimum and 1.2% at R
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= 3.0 a 0 . A t R = 3.0 a 0 the V 2 term varied by a little over 3 % . It was therefore

thought necessary to use three conformations to describe the V0 and V2 terms in the
higher repulsive region of the potential function.

For H2-H2 the change obtained in describing the VQQQ potential well by either
four or nine conformations was about 4%. Since more than nine conformations
would be needed before the V0oo term became stable to the number of conformations

used to describe it, the interaction was described by one representative geometry t
make an ab-initio a study feasible with the present very large basis set size. The

selected angular geometry is one of the set necessary to fully define the interacti
anisotropy. Comparison to results of V0oo obtained by four or nine conformations
using a smaller basis set show that the potential closely approximates VQOO and is
generally accurate to within 3% of the quoted values.

The effects of changes in the H2 zero point vibrational energy over the
potential function were determined in the He-H2 study (Chapter 3.3.iii). These
changes were found to be insignificant compared to the interaction energies.

Consideration of the various sources of errors in the present calculation
indicate that the He-He well depth is underestimated by about 5.8% (ie. 2 p.Eh

in -5.805316133 Ef, total energy) and the long range attraction is underestimated b
about 2.8%. The repulsive wall of this potential, dominated by the SCF repulsion,
will be reliable to within 0.5%.

The He-Li+ interaction is dominated by the SCF interaction. Any effects of
electron correlation energy are effectively taken into account by the CEPA2 method
and the potential is generally accurate to within 0.2% of the quoted values (ie. 6
txEft in -10.18237096 E/, total energy). At the asymptote the error becomes about

-8-

0.6%, primarily due to numerical instability of about 0.05 microhartrees or less in
the calculations.

The He-H2 VQ potential will be accurate to about 1.0% in the repulsive region.

Most of this error will be due to using a limited number of conformations to desc

the isotropic potential in this region. The well minimum will be underestimated b
about 5%(ie. 2^E# in -4.074240438 E/, total energy). At the asymptote the error
will be about 2.5%.

The errors inherent in the present work have been carefully monitored and
a comparison to potential functions derived from the experimental data of other
studies can be used to suggest where errors are present in producing potential

functions from such investigations if they significantly differ from the present
and their error estimates.

In chapter 4 a comparison is made between the interactions studied and a new
combining rule is proposed.
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Chapter 2
Approximations used in the present work
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Approximations used in all the present ab-initio calculations occur in the com-

putational formalism and/or the basis set, which are used to solve the Schrbklinger
equation. The approximations in these two areas and their impact on the final
potential function will be discussed separately below.

i. Computational formalism

The computational formalism used throughout the present work is the CEPA2
method, independently developed by Meyer [1] and Ahlrichs et al. [2]. Calculations
were carried out using Ahlrichs' CEP A program [2], where a self consistent field
(SCF) energy is calculated for an interacting system using the supermolecule ap-

proach and the electron correlation energy is obtained by considering electron pair
interactions.

This method, like many others, is an attempt to solve the time-independent
Schriidinger equation:

where H is the Hamiltonian operator of the molecule, ^ is the molecular wavefunction which describes the motion of nuclei and electrons, and E is the total energy
the system.

From this equation it is possible, in principle, to determine the electronic

structure and properties of any molecule in a stationary state. However, in practic
this equation can only be solved if approximations are invoked.

An initial approximation utilised in ab-initio studies is the Born-Oppenheimer
[3] approximation. This approximation assumes the electronic motion to be independent of the nuclear motion. The validity of this separation depends on the
large ratio between electronic and nuclear masses. This approximation enables the
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total molecular wavefunction to be expanded in terms of products of electronic and
nuclear wavefunctions, thereby simplifying treatment of molecular wavefunctions.

The electronic wavefunction is then a function of nuclear position, and the electron
energy occurs as a potential function.

The Born-Oppenheimer [3] approximation is valid if the electronic wavefunc-

tion is a slowly varying function of the nuclear coordinates. There is clear spectro
scopic evidence to show that the approximation is valid for the ground state of
molecules. Kolos and Wolniewicz [4] also computed the electron-nuclear interaction
term for the case of H2 and showed that they were small enough to be neglected for
most purposes.

Situations where the approximation breaks down have been discussed by
Lonquet-Higgens [5] and Teller and Sahlin [6]. Examples of where the approximation breaks down include the excited states of large polyatomic molecules and in

cases of degeneracy of electronic wavefunctions. Neither case applies to the systems
studied in this work.

The electronic Hamiltonian in atomic units (a.u.) is:

He = T + Vne + Vee

which represents the kinetic energy, nuclear-electron attraction and electron-elect
repulsion operators respectively.

This time independent Schradinger equation with this Hamiltonian cannot be
solved easily. This is due to the electron-electron repulsion term which prevents
using the separation of variables technique. Thus a further approximation needs
to be made to solve this problem. A crude approximation would be to neglect the

explicit electron-electron repulsion term entirely. However, this is an important te
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in the Hamiltonian and its omission would not lead to very good solutions to the
problem, although it does provide a starting point for more satisfactory solutions.

Without the explicit electron-electron repulsion term but using instead an

electrostatically averaged effective electron-electron interaction potential the Ham

tonian can be separated into a summation of one-electron Hamiltonians, the wavefunc-

tion being expressed as a product of one-electron wavefunctions. Utilisation of this
approximation means that for a many-electron atom the one-electron wavefunctions
are hydrogen-like orbitals, and the total electronic energy is the sum of the independent orbital energies. Thus if electrons were non-interacting, an exact solution
the problem could be obtained by taking a product of one-electron eigenfunctions
since anything more difficult than a one-electron eigenvalue equation would never
need to be solved. These one-electron wavefunctions are called molecular spin orbi-

tals and are factorisable into space functions and spin functions. The notion of spi
as an intrinsic angular momentum of the electron needs to be introduced to explain

certain experimental observations like the Stern-Gerlach experiment [7] and the spli

ting of spectral lines for the alkali metals into doublets. The one-electron wavefun

tions also need to be antisymmetrised to meet the requirements of the Pauli principl

[8], which states that electrons cannot possess identical sets of quantum numbers (i
two electrons in the same system can simultaneously have the same spacial and spin
wavefunctions). Total wavefunctions are then normally expressed in terms of Slater
determinants [9], which are specific linear combinations of products of the spinorbitals.

With the above assumptions each electron is considered to be independent of

the motion of other electrons but depend on the time averaged potential due to those

electrons. The quality of this average interaction potential depends on the flexibi
available to the determination of the orbitals of each electron. Application of the
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variation theorem will then lead to optimisation of the individual orbitals to give an
improved description of the energy of the system.

The Hartree-Fock (H-F) SCF method, first developed by Hartree [10] and
Fock [11], is aimed at improving the many-electron wavefunction using a systematic
application of the variation theorem. For each one-electron wavefunction the
effective potential is due to the nuclei and the other electrons moving in assumed
orbitals. The energy of one electron is then minimised in this field. Using
this new orbital and all the other electrons but one still in assumed orbitals, the
optimisation process is repeated to obtain the lowest energy wavefunction for a

second electron moving in the improved field. This process is continued iteratively,
by a computational procedure in which all orbitals are simultaneously upgraded,

until there is no further change in the calculated orbitals, and successive energies
the many-electron wavefunction have converged to some predetermined threshold
of variation.

Total energies calculated by the H-F method are usually within a few percent
of the experimental energies. However, for most chemical purposes these results are
not satisfactory. In chemical problems interest is generally in energy differences,
such as the energy difference between two spectroscopic states. Small errors in the

absolute energies of states of systems can therefore lead to large relative errors i

energies of practical interest. These residual errors are a result of the approximat
which were made in describing the electron-electron repulsion term. The wavefunctions obtained from H-F calculations result from taking anti-symmetrised product
functions to describe a system. The problem with this type of function is that it

does not fully correlate the motion of the electrons. Electrons with the same spin a
not allowed in the same place at the same time due to the anti-symmetric nature of

the function, but the function does not satisfactorily keep electrons of opposite sp
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from being in the same region of space. W h e n electrons come close together there

is a strong repulsive effect, thus the H-F energy will be in error due to a positive
contribution resulting from a lack of proper electron correlation.

In the present work where the supermolecule approach is used, the interaction

energy is obtained as a difference between the total energy at a particular geometry
and the asymptote. The SCF procedure alone is capable of giving a good description
of the He-Li+ potential function. This is because this interaction is primarily an
ion-induced dipole interaction and the overlap and inductive terms are effectively
taken care of in the SCF approximation. In the He-He, He-H2 and H2-H2 potential
functions the attraction is a result of instantaneous electron correlation which is
not described by the SCF method at all. Thus the SCF potential functions for these

systems are mcihly repulsive and a method which includes the effects of instantaneou
electron correlation must be used to describe these interactions.

The molecular orbitals obtained from the SCF procedure can be used as a

starting point for a CI calculation. In principle, the Schr&dinger equation can then

be solved exactly if a full CI calculation is carried out. In practice, the converge

of the configuration expansion of the wavefunction is very slow [12]. It is therefor
necessary to truncate this expansion to only include those configurations which
dominate the properties sought.

Since the Hamiltonian contains only one and two electron operators and the
average electron interaction is taken into account by a one-electron theory (the HF approximation), the instantaneous correlation can primarily be accounted for
by double substitutions in closed shell, ground state interacting systems. The

most important multiple substitutions are products of double substitutions since th

perturbation due to correlation is a rather short-range two-electron interaction [1
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Therefore, most of the correlation energy available, within basis set constraints, can
be accounted for by electron pair theories.

In the present work the effect of electron correlation is taken into account
using the independent electron pair approximation (IEPA-PNO), pair natural orbital
configuration interaction (PNOCI) and the coupled electron pair approximation
(CEPA2-PNO) methods. These approaches, used in conjunction with pair natural
orbitals (PNOs), are computationally efficient methods of obtaining most of the
correlation energy of a closed shell system.

The program used to carry out the calculations is computationally efficient

in the way it deals with the one-electron integrals [14,2] and the SCF calculations
[2]. Having constructed the H-F determinant, the H-F molecular orbitals are used
to determine approximate PNOs [1,2,15-21]. The method used to determine these

approximate PNOs is computationally efficient in that all are determined iterative
at once and can be determined in the time it takes to compute about 3 PNOs using
the one at a time approach [21]. Use of these approximate PNOs guarantees an
accuracy of about 1 % in the total correlation energy [21,1].

In general, the use of PNOs is advantageous in that the dimension of a CI expansion is considerably reduced. In a conventional CI the slow convergence is connected with the orthogonality condition imposed on the orbitals used to construct
configurations [1]. Within the PNO framework, orthogonality is maintained for the

strongly occupied orbitals, which are directly coupled to the reference function (
H-F determinant), but PNOs of the different pairs are non-orthogonal. This partial
non-orthogonality of PNOs has been shown to introduce only minor computational
complications independent of the complexity of the reference function. The use of
PNOs is of particular advantage when used in conjunction with the independent
electron pair approximation (IEPA) [2,13,17,18,20,22-27].
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The I E P A scheme consists of approximating the total correlation energy by
a sum of pair contributions which are calculated independently from effective twoelectron equations. These equations represent the independent electron pairs in the
H-F field of the other electrons.

In the program used, the IEPA scheme is the spin adapted version, where

spin-orbital pairs are replaced by spin adapted pairs. This reduces the complexity o

computation in that there are only three types of spin-irreducible pairs to deal wit

ie. intraorbital singlet pairs, interorbital singlet pairs and interorbital triplet
[2].

The IEPA-PNO scheme has the advantage of computational efficiency over
conventional CI procedures in that the problem of configuration selection is over-

come by the very small dimensions of the secular equations, and a full basis transfo
mation of the two electron integrals is avoided. The scheme also has the advantage
of being size consistent. However, by obtaining the correlation energy as a sum of

pair energies, the procedure does not satisfy the variation principle and will thus

give a rigorous upper bound to the correlation energy. More serious than this is the

neglect of energy terms arising from the interaction of pair correlation functions o

different pairs. For this reason the total correlation energy obtained from the IEPA
procedure is generally overestimated [28],

Apart from the neglect of pair coupling elements, the other approximation of
the IEPA scheme is the approximate treatment of the cancellation of the non-linear

terms with part of the energy. This approximation is not as serious as neglecting th

pair interactions and results in the implicit inclusion of unlinked clusters, altho
in a non-rigorous way [28]. Although the IEPA scheme is not a very accurate
approximation, it does reduce the error of the H-F approximation substantially.
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The major deficiency of the I E P A scheme, the neglect of coupling elements,
can be overcome by two methods which take this term into account while retaining
the PNOs generated in the IEPA method. The PNOCI method [1,2,17,19] involves

performing a CI calculation limited to double substitutions, with respect to the le
ing determinant, in a compact and efficient form. Since the PNOs are orthogonal

to the H-F molecular orbitals, single excitations do not contribute to the energy of
ground state closed shell systems. Thus, effectively, the PNOCI approach is comparable to a singles and doubles CI calculation with the advantage of computational
efficiency.

The variational PNOCI approach has an advantage over the IEPA method in
that it gives a strict upper bound to the interaction energy. Its disadvantages are
that it does not account for the next most important energy term in closed shell

systems, ie. quadruple excitations, and thus consistently underestimates interaction
energies. The method is also not size consistent ie. an interacting system of two
species will not dissociate to the correct asymptotic energy. This arises from the
that any two electron system (eg. at the asymptote) requires double excitations for

full correlation. However, two interacting two electron systems require independent

double excitations (ie. quadruples) for each electron pair to simultaneously remain
correlated.

In the PNOCI procedure, only the coefficients of the IEPA wavefunction are
optimised to obtain the minimum energy, the orbitals are not varied.

The disadvantages of the PNOCI approach can be removed if all directproducts of pair substitutions are included in the wavefunction. This is achieved
in the CEPA-PNO approach [1,2,19], where the correlation energy of one pair is
calculated in the presence of the other correlated pairs. The CEPA scheme improves
on the IEPA method by taking the pair interactions into account. It improves on
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the P N O C I approach by accounting for the next most energetically important term,
the contribution due to coupled pairs (quadruple excitations) and by being a size
consistent scheme. A disadvantage of the CEPA scheme is that it is not variational,
thus not providing a rigid upper bound to the correlation energy.

Of the three schemes mentioned which are based on PNOs, the CEPA2 scheme

is considered to give the best approximation to the correlation energy. This is bec
it includes the two energy terms which dominate both the total and interaction

energies of two interacting systems ie., double and quadruple excitations, it accoun
for the coupling between the different electron pairs and it is size consistent.

By expanding the wavefunction in terms of pair-natural orbitals, the method
has the further advantage of computational efficiency. This makes the use of more

complete basis sets in a study of interacting systems possible. Since one of the maj

sources of error to the correlation energy in ab-initio studies comes from basis set

limitations, the efficiency of the method allows more complete studies to be carried
out.

The CEPA method does not provide an upper bound to the total correlation

energy, but studies carried out to date have not shown it to significantly overesti

interaction energies if the calculations on a potential function are carried out wi
sufficient care. In fact the interaction energy obtained from application of the
CEPA2 procedure has been shown to be slightly less attractive than that obtained

in a comparison with a full CI calculation [29] with an equivalent basis. In general
the slight underestimation of the correlation energy is mainly due to the use of an
approximate PNO basis and the neglect of triple excitations.

There are two types of triple excitations which can contribute to the electronic
energy of a system, linked and unlinked. The linked triples arise as products of
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Iinked double excitations and single excitations. They do not have a contribution
to the CEPA2 energy due to the orthogonality of the PNOs to the H-F reference
state. The primary (linked) triples are independent of the lower order excitations
and provide the largest correction term to the correlation energy [30]. They have
been found to be important in van der Waals interactions between two atoms or
molecules in closed-shell states [28]. For example, the Cg coefficient in a van der
Waals expansion for the He-He interaction was calculated to change from 1.42 to
1.46 when triples were included [31].

In the present work, calculation of the correlation energy was carried out
within the framework of localised orbitals, derived from SCF molecular orbitals
via Boys' [32] procedure. This provides the basis for separation of the correlation
energy into intramolecular and intermolecular terms. The intramolecular energy

term is then correctable for the effects of basis set superposition error (BSSE), wh
the accuracy of the description of the intermolecular energy term will mainly be
determined by basis set completeness or saturation and perhaps to a lesser extent on
the completeness of the computational formalism.

Localised orbitals provide computational advantages over canonical orbitals.
One can take advantage of the equivalence of localised orbitals and generate the
equivalent pair correction function by the use of appropriate symmetry operators.
The number of PNO configurations of one electron pair required for some desired
convergence criterion for the energy is smaller in terms of a basis of localised
orbitals, thereby considerably reducing the size of both the IEPA CI and the final
CI matrix. Matrix elements between disjoint pairs can safely be neglected in the
localised representation [33].

A possible advantage of the canonical orbitals is that in the PNOCI scheme

(which gives an upper bound to the energy) they tend to give lower total energies tha
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when localised orbitals are used. However, this energy difference between the two
representations was not considered to be of any significance [33]. The effect of

small total energy difference over the range of a potential function has never bee

carefully investigated, probably due to the advantages presented by using localis
orbitals.

Effects of approximating the unlinked cluster contributions (the matrix elements coupling the double and quadruple excitations) in the CEPA2 method have
been investigated by Taylor et al. [34-37]. Comparisons were made to the coupled
pair approximation (CPA) using PNOs [1,2,19].

The CPA method was derived by Hurley [30] and is based on Cizek's coupledpair many-electron theory (CP-MET) [38]. Hurley derived the CPA scheme by

determinantal methods, as opposed to Cizek's graphical approach, and the relationship between IEPA, CEPA2 and CPA could thus be clearly demonstrated.

The CPA scheme explicitly contains all the unlinked cluster terms whereas the
CEPA2 scheme only includes some of the exclusion principle violating (EPV) [30]
terms, which are those implicitly included in the IEPA scheme.

The studies of Taylor et al. [34-37] showed that the CEPA2 method tends
to somewhat overestimate the unlinked cluster contributions compared to the CPA
method. This overestimation can occur because the various contributing terms to
the unlinked cluster contribution can be of different sign. For the case of HCN,
for example, the unlinked clusters contribute about 7% of the calculated CPA

correlation energy, a result which remained essentially constant with variation o
bond-lengths. The CEPA2 method slightly overestimated the correlation energy and

the unlinked cluster contributions varied from 8% to 11 % of the CEPA2 correlation
energy with changing geometry.
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In general, results obtained from the C E P A 2 and C P A methods were found
to be in close agreement, while the single-and-double-CI and IEPA results were
significantly inferior to the CPA results [34-37].

Although most of the approximations involved in obtaining a final CEPA2
energy have already been examined in the earlier studies mentioned, not many of

those studies were directly relevant in testing the performance of the method for t

determination of potential functions for weak molecular interactions since the tota
correlation energy was examined. Most deficiencies of the CEPA2 method should
manifest themselves in the total correlation energy. When energy differences are
taken to obtain the interaction energy, errors which are constant over the range of
a potential function will be removed. However, errors which vary with intersystem
separation would be incorporated into any determined potential function. In order

to obtain an estimate of such errors it was thought to be beneficial to obtain a ful
CI comparison with the CEPA2 method.

A full CI study was carried out by Harrison and Handy [29] on a conformation

of two hydrogen molecules using a basis set designed to our specification, consisti
of 80 gaussian functions. The design of the basis set was such that it would
provide an accurate description of the SCF and intracorrelation energy terms in
the CEPA2 method. However, the intercorrelation energy term was expected be
somewhat deficient due to a restriction in the number and type of higher order
angular momentum functions needed to properly describe this term. This limitation
was necessary to keep the full CI calculations computationally manageable. So the
full CI did not directly address the actual molecular interaction for the geometry
chosen. Rather it served as a calibration of CEPA2 with the same basis.

Information obtained from such a study would provide some insight into the
effect of each of the approximations mentioned above within the CEPA2 procedure
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on a potential function. Importantly, the full CI includes the energy terms omitted
by the CEPA2 approximation, such as effects of triple excitations.

The study of Harrison and Handy [29] was carried out on the T conformation
of two hydrogen molecules, their centre of mass separated by R = 6.5 a0, which is
close to the van der Waals minimum for this system. A comparison of these full CI
results with the CEPA2 procedure [39] showed that the full CI energy improved the
CEPA2 total energy by about 610 fiE^ at the asymptote and about 615 £iE/, at R =
6.5 a0. This improvement amounts to about 3.2% of the full CI interaction energy,
which is close to the improvement estimated by Meyer [40].

From this study it can be seen that most of the correction to the CEPA2
energies are in the intracorrelation energy of the subsystems and are a constant
difference. This difference arises from two independent contributions. Firstly,
the approximate PNOs were determined in an IEPA procedure and truncated
CI expansions were used. Secondly, the CEPA2 formalism is inexact. Both
contributions to the difference were of similar magnitude in the present study.
The major influence of this error is removed when energy differences are taken to
determine the interaction energy. The small difference obtained in the interaction
energy at R = 6.5a0 and R = oo is mainly due to the neglect of triple excitations
from the CEPA2 intercorrelation energy.

The effects of triple excitations have only been accurately determined for van
der Waals coefficients eg. [31]. Their effect at the van der Waals minimum can
at best be estimated due to the damping of the van der Waals expansion which is
required to simulate the intercorrelation energy term.

It is computationally too expensive to explicitly include the effects of triple
excitations on a potential function while also accurately modelling the effects of
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the major contributing terms (double and quadruple excitations) to the correlation

energy change as a function of interaction distances for potential functions, even fo

ground state closed shell systems. Thus the present calculations will contain a small

but significant error in regions of the potential functions where the effects of trip
excitations on the correlation energy are of importance. Such effects will primarily
be manifested in the intercorrelation energy term. Thus areas of the van der Waals
potential functions in this study which are dominated by the intercorrelation energy
term will contain errors to various extents. At the van der Waals minimum, these
errors have been estimated to be about 6% of the well depth (ie. 2 fiE^ in a
total energy of -5.805316133 E^) for the He-He potential function to about 3% of
the well depth (ie. 3 fiEh in a total energy of -2.343139375 Eh) for the H2-H2
potential function. Contributing energy terms to the total interaction energy which
are not influenced by the approximations inherent in the CEPA2 formalism to any
significant degree, ie. the SCF and intracorrelation energy terms, and areas of the
potential functions which are not dominated by the intercorrelation energy term will
be accurately described in the present calculations since the CEPA2 approach will
allow the scope for accurate modelling via the use of near complete basis sets.

In interactions where van der Waals dispersion contributions are minor, such
as the He-Li+ study of the present work, the neglect of the triple excitations will
be of little importance. In such cases the computational efficiency of the CEPA2
scheme can be used to advantage in that near-complete basis sets can be used to give
a realistic representation of the potential function. Thus although the correlation
energy contribution to this interaction is of relatively minor importance compared
to the non-polar van der Waals interactions studied here, the energy improvement

obtained by using a near-complete basis set and the inclusion of the major correlatio
effects can considerably improve agreement between theory and experiment.
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ii. Basis Set Design

In their review of the Quantum Theory of Molecular Electronic Structure,
McWeeny and Pickup [41] summarise the similar computational problems existing
in the various approaches to accurate molecular modelling by referring to the seven
separate stages of the computational process. The first of these, the choice of a
good set of basis functions, determines the accuracy ultimately attainable from the
extensive computation of later stages. In their words 'Even the choice of basis
functions, to which comparatively little effort has been devoted, raises extremely
serious problems, for no amount of sophisticated theory and computing can take us
beyond the basis set limit'. Brillouin [42,43] referred to the same problem of basis
set dependent errors in calculated properties some 47 years earlier.

Basis functions enter into solution of the electronic Hamiltonian by approximating the molecular orbitals used to define the wavefunction of a system.
The molecular orbitals are generally represented by a linear combination of atomic
orbitals [44] which are represented by a linear combination of basis functions.

If a complete basis set is used (ie. an infinite number of basis functions) then
the molecular orbitals will be represented exactly. For an exact H-F wavefunction

Brillouin's theorem [42,43] shows that there is no first-order correction to the ener
However, since truncated basis sets need to be employed to produce an approximate
H-F wavefunction, it is no longer true that the wavefunction that produces the best
energy will produce the best values for the one-electron operators.

Given this situation, it becomes important to design a basis set which will lead
to the best representation of the molecular or atomic properties which will dominate
the study of interest.
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The most suitable basis sets available for the calculation of potential functions
are either the exponential Slater type functions (STFs) [45] or the gaussian type
functions (GTFs) [46-49].

The use of STFs may be advantageous in H-F calculations because it takes
about three times as many GTFs to obtain comparable H-F energies, even though
computing a single two-electron integral consumes more time by one or two orders
of magnitude when using STFs. When accounting for electron correlation in a

calculation the situation is quite different. In order to construct sets of correlatin
orbitals (eg. PNOs) with an increasing number of nodal planes, as many STFs
as GTFs are required. The shape of correlating orbitals is very different from H-F
orbitals because they are not optimised with respect to Coulomb potential and kinetic
energy, which favours STFs, but to maximise the exchange interaction with the H-F
orbitals [1].

There are two types of GTFs which have commonly been used to construct
atomic or molecular orbitals. These are the cartesian gaussian functions proposed
by Boys [46,47] or the lobe gaussian functions [48,49]. Cartesian gaussian functions
contain an in-built angular component obtained by multiplication of the radial
gaussian by a cartesian product. With lobe gaussian functions higher angular
momentum functions (ie. p, d or f) are constructed from Is gaussian functions.

The two types of gaussian functions are generally comparably effective in
calculations [50]. Lobe gaussian functions have the advantage of computational
simplicity in integral evaluation and are used throughout the present work. Construction of d and f type orbitals using gaussian lobes is achieved following the
method of Driessler and Ahlrichs [51].
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Having decided on the type of basis functions which are to be used, it
now becomes important to select the number and types of functions which will

best describe the different physical characteristics involved in modelling a potential
function, both at the SCF and correlation level of computation.

Although a great deal has been learned in the last decade about techniques
to introduce electron correlation relaxation effects efficiently into the constrained
but now computationally simple SCF wavefunctions, discussions of the convergence
of computed correlation energies have for the most part taken place in the context
of basis sets which provide a reasonable approach only to the H-F SCF basis limit,
for example double zeta plus polarisation (DZP) basis sets. Advocates of different
techniques of surpassing the single configuration SCF model, such as the multiconfiguration SCF technique, eg. [52,53], the basic CI method [12,54] and recent
methological refinements to it [55,58], pair theories and many body perturbation
theory [28,59-66], have in the past often chosen their DZP or better basis sets
somewhat idiosyncratically, a practice which complicated the comparisons between
the results of different methodologies on the same molecule. This subjectivity in the

selection of appropriate basis sets has arisen from the lack of any clear guidelines f
basis set design beyond those appropriate at the SCF level (see [50] and references
therein). Even those guidelines apply directly only to the ground state of molecules.

Given that techniques (some less general than others) for including correlation
effects in molecular wavefunctions can now effectively extract all of the correlation
accessible (within the chosen ansatz, which should be size consistent [66]) with a
given basis, it seems appropriate to consider more closely the absolute error in
computing molecular wavefunctions, taking into account not only the numerical
'noise' from incompletely converged CI expansions but also the systematic errors,
which are almost invariably many times larger, due to the use of incomplete basis sets
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(it seems appropriate to speak of precision of CI calculations, but of the accuracy
possible with a given basis set).

In a recent study [67] a simple and effective technique for analysing and systematically refining the orbital basis sets used in molecular modelling was described.
The method is not restricted to any particular molecule, any particular geometry, any
particular state or any particular CI ansatz. It has been designed with the thought
in mind that there are now many applications where it would be desirable to design
calculations with a built in reliability somewhere between i) current relatively routine
semi-quantitative approaches (employing H-F type basis sets satisfying no clearly
defined quality criterion in the CI context and ii) the abstract ideal of a converged
CI ansatz with a complete basis set.

With this technique it is possible to define new quality criteria for basis sets
in the CI context, address questions of artefacts due to relative local incompleteness
in a basis set, questions of stability [68] and the susceptibility of a given basis to
the superposition error [69] in computing interactions with other species. With
this technique it is possible to continue basis set refinement (of course at some
computational expense) until either the relative errors or the absolute errors due to
local or global basis set imperfections have been reduced to a level commensurate
with the accuracy sought in the final calculations. Naturally this accuracy will
depend on the application.

In the context of the relative accuracy of regions of potential functions,
chemical accuracy of 0.001 E/, per heavy atom (originally referred to in the H-F
context [70]) for assessment of alternative chemical reaction pathways seems an
appropriate ideal for reliable calculations of reaction rates, while for intermolecular
force calculations to model collision processes reliably perhaps 10-5 E/, should be
the corresponding ideal. Given that existing CI techniques are already routinely
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reaching the chemical accuracy level of precision, it is important to determine
whether the accuracy of the calculations can be improved to something like this
10_5 Eh level by systematically refining the basis sets. Should it prove possible to

design calculations with the prospect of a certain level of accuracy built in, then onl
the availability of computing resources will determine whether the reliable modelling
of a molecular system or process is feasible or not.

The use of a finite basis set to represent molecular orbitals leads to basis set
dependent errors of the calculated properties. Errors introduced into the computation can be minimised by optimisation of the various available parameters, such as
the position, shape, exponents and number of basis functions.

The core set of basis functions from which the molecular basis is constructed
are obtained from the functions of the relevant atoms, where the above-mentioned
parameters have been optimised for the occupied orbitals of the atomic case. These

parameters are generally directly transferred to the molecular basis with the exception
of the way these functions are usually grouped (or contracted). Guidelines set
down by Dunning [50,71-74] and others [75-82] to reduce the expense of molecular
computations with a minimal reduction in the accuracy of the calculated properties,
provide a good starting point for selecting appropriate contractions of all primitive
functions used to represent the isolated atomic orbitals.

However, atomic-like functions introduced into a molecular environment must
be provided with sufficient flexibility to respond to the perturbation of the atomic
orbitals in the molecular field. Augmentation of the core set of molecular basis
functions is required to provide sufficient flexibility to describe these effects. The
optimum parameters for these augmentation functions are typically obtained by
trial and error methodology where the measure of basis quality is based upon
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calculation of the m i n i m u m energy of the system (often at only the S C F level) or the
reproduction of some experimentally known properties.

Such measures of basis set quality only provide information on the global
completeness of the molecular basis, that is, a single measure of basis quality. The
difficulty with such a measure is that the measure itself provides no information
about what should be done to improve a deficient basis. A technique of probing
a basis set with a set of probe functions centred on a moveable location has been
devised [67,83-85] in order to diagnose local basis deficiencies. The probe technique
rests on obtaining a mapping, in one or more dimensions, of the energy lowering
(energy response compared to the energy of the molecule with the initially assumed

basis) when that initial basis is augmented by the probe set located at different poin
in a one or higher dimensional grid through the molecule.

By using this technique it is possible to build up a two or higher dimensional
picture of basis set quality. It has been discovered that the pattern of and the connection between local minima in the energy response data from a given probe set

analysis can often be simply interpreted in terms of the location and even the types o
additional functions which are required to correct the diagnosed deficiencies. Furthermore, the spatial extensiveness of diagnosed energy response minima provides a
guide to the selection of exponents of those augmentation functions.

The energy response data is normally analysed at both the SCF and correlation
level. Local minima in the SCF energy response data indicate the need for further
(valence or) polarisation relaxation, while the deepening of the energy response
data at the correlated level indicates the need for functions to provide additional

correlation relaxation to the electron distribution. The choice of probe sets has been
guided by earlier studies [85] at the SCF and CI level of bond function optimisation
within a range of bond types [83,86,87]. The fact that the exponents which are
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optimal for s gaussians located in any sort of bond (starting from at least double
zeta bases) seems within a factor of two of 1.0, while for a set of p gaussians the
corresponding nominal exponent was 0.65, suggests that a set of four such functions
(ie. Is plus px, py, pz) should be the first probe set used to attempt diagnosis of
deficiencies associated with chemical bonding effects in conventional DZP or better
bases.

Given that the typical computational effort involved in computing a correlated
wavefunction depends on the fifth power of the size of the basis set N, any increase
in N has considerable practical implications. The probe technique is therefore a
useful guide to carefully selecting the functions which must be added to the core set
of basis functions in any molecular application.

To illustrate the application of the probe analysis technique, work was carried
out on the ground state of H2 [67], starting with a rather good H2 basis set, and
analysing how probe energy response data can be interpreted in terms of specific
decisions for basis modifications at successive stages of basis refinement. This
specific basis refinement here was undertaken as a precursor to computation of the
intermolecular potential functions of H2-H2 and He-H2.

The simplest application of the probe technique involves placing a set of probe
functions on one centre at, say, 10.0 a0 from the centre of the molecule along the
bond axis and calculating the energy of this system. The probe functions are then
moved closer to the centre of the molecule and the energy is again calculated. This
procedure is repeated until the probe functions have been positioned to adequately
sample the inflections in the calculated total energy for a grid of locations of the
probe through the molecule.
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The probe functions will have a different effect in allowing for local modifications to the electron distribution when they are centred at different locations along
some direction through a molecule. This variation corresponds to variation in the
computed electronic energy for the system. Plotting this energy, E, with respect to
probe function placement, d, provides the possibility of diagnosing local deficiencies
as a local minima in the energy function, which corresponds to an increased role
of the probe functions in affording redistribution (or relaxation) of the computed
electron density.

If the original basis set is sufficiently complete (with respect to functions not
linearly independent of the probe set at a given location) to enable representation of
all important dynamic effects included in the correlated wavefunction ansatz, then
the graph of E versus d will be flat. The addition of the probe functions to such
a basis set will not result in a decrease in the calculated energy of the system since
the probe functions will enter into the calculations with a very small coefficient no
matter what location the additional functions are centred on.

The starting point of the investigation of the hydrogen molecule ground state
was a basis set similar to that used in an earlier computation of the H2-H2 potential
function [88]. Since the computation of intermolecular forces demands the careful
treatment of correlation effects, this was expected to provide a reasonable starting
point for the determination of a more complete H2 basis.

The starting basis consisted of four independent s functions and three independent sets of p functions on each nucleus, together with two d and one f sets
located midbond. This basis will be denoted as follows [4s,3p](-)*(2d,lf) (the reason
for the middle part of the basis description will become clear below). The [4s] representation on each H is a (3,1,1,1) contraction of the Huzinaga (6s) hydrogen atom
basis [75], while the exponents of the various higher angular momentum functions
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were taken directly from the work of Meyer [88]. This starting point consists of
43 contracted functions. The nuclear p exponents were 0.7, 0.25 and 0.1 while the
midbond d exponents were 0.3 and 0.1 and the f exponent was 0.2.

The molecular H2 bond distance chosen in this study was R = 1.449 a0, the
vibrational^ averaged bondlength of the v = 0, J = 0 ground state of the hydrogen
molecule.

It must be remembered that the starting basis is essentially the same used by
Meyer to study the H2-H2 potential function. As such, it is composed of functions
designed to give an optimum representation of the most important contributions to
this van der Waals interaction. Within an SCF plus correlation energy formalism
using the supermolecule approach, these important energy components of the total
interaction energy will be the SCF energy contribution, which dominates the short
range potential, and the intercorrelation energy, which dominates the attractive
region of the potential ie. long range, including the potential well. The basic
requirements of a basis set are that at least these dominating energy terms are
represented well. The short range terms are a direct consequence of overlap effects
and require a good description of the electron density around the nuclear region.
The long range terms require that the electric multipole moments and electric
multipole polarisabilities be accurately represented. These components should be

represented equally well with regard to anisotropy (eg. the parallel and perpendicula

polarisabilities) so that there is no artificial contribution to the anisotropic pote

function, nor to the isotropic function, considering that it is derived from a weighte
average of various angular conformations in ab-initio calculations.

In the starting basis ([4s,3p]), the s functions are present to supply electron
density around the nuclei and the p functions cater for polarisation effects in the
SCF formalism. When electron correlation is included, the basis functions need to
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be able to provide good correlation orbitals. These are orbitals which have their
greatest amplitude in regions of space in which the occupied SCF orbitals (and thus
the electron density) are primarily concentrated, but which have additional nodal
surfaces which divide these regions in many diverse ways. For example, additional
nodal surfaces surrounding an atom provide radial (in-out) correlation, while a nodal
surface between atoms or containing the axis of a linear molecule provide angular
or azimuthal correlation respectively [12].

The mid-bond d and f functions in the starting basis provide some improvement in the description of polarisation effects beyond the nuclear centred functions,
as well as additional correlation functions. Such bond functions provide a considerable saving in computational time over nuclear centred functions. However,
due to the diffuse nature of these functions, their role in improving the SCF or
intracorrelation energy will not be optimal. The major purpose of these functions
is to give an adequate representation of the intercorrelation energy term, so that
the two molecules dissociate to the correct van der Waals limit. The higher angular
momentum (p, d, f) functions are needed so that dipole, quadrupole, and octupole
properties are included in the intercorrelation energy.

Since the probe analysis of this starting basis is only monitoring the energy
change with respect to probe function placement, the role of functions primarily
present to represent multipole moments and polarisabilities will not be apparent
from such a study. To optimise the nature and position of such functions, the
change in the relevant property needs to be monitored, utilising probe functions

more suitable for the purpose. Since the electron distribution of an isolated molecule
becomes perturbed by an approaching molecule, such studies could be carried out
in the presence of a suitable uniform electric field or point charge, to simulate the
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effect of another molecule nearby, if the effectiveness of additional functions at,
say, the van der Waals minimum is to be investigated.

The result of examining the starting basis along the bond axis with the probe
functions are shown as the upper curve in each of figures 1 (a), (b). Figure 1(a)
gives the SCF energy response function and figure 1 (b) the (SCF plus correlation)
CI energy response. The distance axis gives the distance the probe functions are
located from the centre of the molecule, along the bond axis. The hydrogen nuclei
are situated ± 0.7245 a0 from the origin. (All computations in this section employ
the PNOCI formalism [1,2,15-21]).

The graph shows that despite the presence of higher angular momentum
functions in the basis (three p on each nucleus and the mid-bond two d, one f
functions, designed in part to afford polarisation and correlation relaxation in the
hydrogens) there is a complex pattern of local deficiencies present in the basis. The
graph of the SCF energy versus placement of probe functions shows that the basis set
does not adequately afford polarisation relaxation. Figure 1 (b) drawn to the same
scale as figure 1 (a), shows by the deeper minima obtained there that deficiencies

with respect to correlation relaxation are approximately three times as large as thos
found in the SCF case. This is to be expected since more functions are needed
to adequately represent the correlation relaxation in molecules in addition to those
required for the polarisation relaxation.

Apart from the minimum in the bonding region, which suggests an inadequate
representation of chemical bonding effects, the graph shows deficiencies of the
representation of the hydrogen molecule which lead to energy lowering when the
probe functions are moved from just outside the bonding region to about 3.0 a0
from the centre of the molecule. These deficiencies outside the bonding region must
inevitably lead to superposition errors when calculating intermolecular forces
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Figure la. S C F energy response function to probe analysis.
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Figure lb. P N O C I energy response function to probe analysis.
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whenever the basis sets of each interacting system begin to overlap significantly.
This effect would be most marked in the repulsive region of the intermolecular
potential but would extend well into the region of the van der Waals minimum. As
corrective measures to overcome these deficiencies, the graphs suggested that placing
functions with the same specifications as the probe function set in the centre of the
molecule will help remove the largest diagnosed deficiency. From similar studies
on various molecules at the SCF and CI level (for example CO and BeO [89]) it
was expected that the secondary minima which occur near the nuclei just outside the
bonding region would also be reduced if such a probe function set was placed within
the internuclear region. In the BeO case these outer minima were shown to be a
secondary effect of primary deficiencies within the internuclear region, so that when
additional functions were located in the internuclear region to correct for the major
deficiency, the outer minima were alleviated along with the internuclear minima.

The reason for the minima outside the internuclear region along the scan
direction being connected with the central minimum may be thought of as follows.
The deeper minimum reflects the achievement of polarised atomic orbitals by renormalising the (say) in-phase combination of s or p orbitals on the probe function
set and the s or p set on one of the nuclei. The smaller outer minima reflect the
fact that (renormalisation following) the out-of-phase combination of the nuclear
atomic orbitals and the probe functions achieve the same sense of polarisation when

the probe set is outside the internuclear region but provide less effectively polarised
orbitals. The relative depth of the minima show that the in-phase combination (plus
renormalisation) of the atomic and augmentation functions, following location of
the extra probe type function set on the side of the atom nearer to the neighbouring, bonded atom, is the most effective way to produce the energetically required
deformation of the original orbital (and the original electron distribution). For this
reason the polarisation effect is refered to as being bond-specific.
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A s a first correction, the probe functions were therefore placed at the centre

of the molecule, thereby increasing the basis by four functions to 47 functions. Basis
2 then is as follows: [4s,3p](-)*(ls,lp,2d,lf). Testing basis 2 with a set of probe

functions to see if further corrective steps were necessary to improve this basis gave
the second uppermost curves in figures 1 (a), (b). The graph shows that the E versus
d response curve has been greatly simplified by the single addition of the (ls,lp)
set to the middle of the molecule. The minimum in the middle of the molecule has
been removed and the total energy of the H2 molecule with this new augmented
basis is, from the probe scan asymptote, seen to have been lowered by the amount
expected from the depth of the central minimum of the initial basis. The minima
outside the bonding region is also seen to have been removed at the correlated level
of computation, as expected. The basis is also seen to be stable to probe function
placement to within 1.3 a0 from the centre of the molecule compared with 3.0 a0 in
the starting basis.

It should be noted that at the SCF level a quite reasonable basis has already
been obtained, in that the SCF energy variation to probe set placement is less than
0.05 mE/, overall. The simple addition of the midbond s, p set has had a dramatic

effect at the SCF level in removing the surprisingly large deficiencies of the startin
multi-zeta, multi-polarisation function basis.

For the corresponding correlated H2 wavefunction there is now a minimum
centred directly on each hydrogen nucleus. This points to a remaining deficiency
in the correlation relaxation capability of the nuclear centred components of the
starting basis. The reduction of the nuclear centered minima found in basis 2
could have been achieved by placing the s, p probe function set on each nucleus.
However, it seemed that the exponents on the nuclear centred p functions in the
starting basis were perhaps too closely spaced. It was therefore decided to rescale
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the exponents of the existing nuclear centred p functions. The p exponents were
rescaled while retaining the same geometric mean and were kept in a geometric
series. The advantage of changing the exponents of the p functions in this way
is that if the p set were to be replaced by a set of the same size which would
give the best energy response curve, an energy optimised basis would be generated
which would be too compact through dominance of the region of the electron
distribution close to the nuclei. Varying the exponents in a geometric series keeps
diffuse functions in the basis which are needed for properties such as multipole
moments and polarisabilities. This also has the effect of retaining the p function
with exponent 0.25 which was desirable since the work of Kochanski [90] suggested
that a p of exponent in the vicinity of 0.2 is necessary on the hydrogen nucleus for
a reasonably accurate desription of the dispersion forces in H2-H2. The scale factor
between exponents of the three p functions was varied to a factor of four, which
had proved to be near optimal in the three p set of the He-He study of Burton [84].
The exponents of the nuclear centred p functions were now 1.0, 0.25 and 0.06 as
compared to 0.7, 0.25 and 0.1 in the starting basis.

Testing basis 3 with the probe functions shows in the third uppermost curve of
figure 1 (b) that the minimum is now centred just inside the bonding region adjacent
to the nuclei of the hydrogen molecule. The lower asymptote also shows that more
correlation relaxation has been attained in the molecule. The relative depth of
the minimum has also been reduced, as would be expected if further correlation
relaxation had been achieved.

The minima obtained in the bonding region indicates that more functions are
still needed to describe this region. Accordingly the midbond s, p set was replaced by
two s, p sets, one 0.3 a0 from each nucleus. Such a basis involving four additional
functions would be a cheaper method of attaining correlation relaxation in the
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bonding region than to place higher angular m o m e n t u m functions such as a d set on
each nucleus. The p functions on the nuclei were then optimised, keeping the same
geometric mean for the exponents. The resulting exponents on the p functions were
then 2.0, 0.25 and 0.0313. This gave basis 4 with a total of 51 functions: [4s,3p']

(Is, lp) (2d, If). (Ideally, this three p set on each H should be replaced with a four
p set of the same range (2.0-0.03) because the three p exponents are rather widely
spaced now, however this would add six extra functions to the basis.

The energy response curve obtained when testing basis 4 shows a minimum at
midbond on the 4th highest curve in figure 1 (b). This shows that the disposition
of the two Is, lp sets at 0.3 a0 from either nucleus does not completely replace the

flexibility supplied by the midbond s, p set. It has, however, supplied the basis wit
extra flexibility not present before, as seen by the reduced depth of the minimum
and the lower total energy of the molecule. As a next step the midbond s, p set
was reintroduced. This basis should then have adequate flexibility for simulation of
polarisation and correlation relaxation right along the bond axis, according to the
probe analysis.

It was then checked whether the role of some of the diffuse functions centred
midbond had been made obsolete (on the energy criterion) by introduction of three

sets of s, p bond functions. The first step was to remove the f set of functions. This
gave basis 5, consisting of 48 independent functions: [4s,3p'] (Is, lp) (2d,ls,lp).

The result of testing this basis is given as the lowest curve in figure 1 (b).
The role of the f functions for providing polarisation and correlation relaxation
in the molecule seems to have been included in the role of the three sets of s, p
bond functions. The graph can be seen to be quite linear, although it must be
remembered that so far only the molecular energy is being monitored and not other
properties of the molecule. The more diffuse set of the d functions was now removed
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from midbond to see if they retained a distinctive role in the basis under the energy
criterion. The removal of this set reduces the basis to 43 functions: [4s, 3p'] (Is,
lp)* (Id, Is, lp).

A test of basis 6 in figure 1 (b) shows that the more diffuse d functions can be
removed without causing any apparent decrease in the flexibility of the basis set for
correlation purposes. The removal of these diffuse functions has also not resulted
in the instability seen in the starting basis outside the bonding region to within 3.0
a0 of the centre of the molecule. It would therefore seem that in a H2-H2 potential
function calculation basis 6 would give a lower superposition error than the starting
basis. (Basis 6 results: second lowest curve of figure 1 (b)).

The remaining d set was left midbond. This was because removal of this set
resulted in a sufficiently large increase in electronic energy (a decrease in electron
stability), showing that it still plays a useful global correlating role. (Ideally this
midbond d set should be replaced by two similar nuclear centred d sets, however this
would add five further functions to the basis).

The result of the work so far has been that the present basis now has the same
number of functions on the hydrogen molecule as did the starting basis. What has
been achieved is a basis which has been demonstrated to have fewer deficiencies than
the starting basis in correlation and polarisation relaxation when looking point by
point along the molecular axis.

Provided only a rigid rotor potential was being sought then basis 6 would
be a good starting point for H2-H2 calculations. It could, however, be open for
question in relation to any intramolecular H-H stretching motion in the context of
a vibration-rotation potential. This is because an important component of basis 6,
the midbond s, p set, could lead to a distortion of the intramolecular stretch part of

-42-

the potential via an intramolecular superposition effect as the internuclear distance
decreased. This effect would be minimised with the bond functions 0.3 a0 from
each nucleus since these would be kept at a fixed distance from each nucleus as the
two nuclei were separated.

To achieve a basis which minimises this risk the midbond s, p set was deleted
and then the distance of the origin of the remaining s, p sets from each nucleus
was reoptimised. The optimum position of these functions was found to be 0.59
a0 from each nucleus. This reduced the basis set to 39 functions and gave the final

basis set for the hydrogen molecule, basis 7: [4s, 3p'] (Is, lp)* (Id). (In vibrationa
calculations, it needs to be ensured that the bond (s, p) sets do not approach each
other too closely as r is decreased from re and each (s, p) set remains at a fixed
displacement from its nearest nucleus as r increases from re).

The result of testing the final basis with the probe functions are seen as the
third lowest curve in figures 1 (a), (b). This basis is only O.lmEft higher in energy

than basis 6. It is almost as stable as basis 6 and would be more economical to use in
a H2-H2 study where computation time per point depends on greater than the fifth
power of the basis size.

The energy increase seen in the energy response curve of the final basis when
the probe functions approach the centre of the molecule can be explained as being
due to linear dependency problems. When the standard probe functions are placed
in this area there are three sets of identical functions located on nearly the same
origin.

In order to check that this is so the final H2 basis was analysed with a diffuse
s (0.33) function, then a set of p (0.21) functions and a set of d (0.133) functions.
The exponents are in brackets. The results showed that the H2 basis is stable in
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the presence of these functions up to a total energy variation of 0.025 mE/,, ie. the
diffuse functions have a minor effect on the energy.

A test of basis 7 with a less diffuse version of the standard probe functions
(s exponent 3.0, p exponent 1.95) also shows that there is no increase in energy as
the position of the probe set approaches midbond, but instead an energy decrease
is obtained. This shows that even though there are two sets of s, p bond functions

close to the centre of the molecule, additional flexibility can still be obtained in ba
7 if a set of s, p functions were placed midbond, although this effect is rather small.

Having achieved a basis stable to approximately 0.03 mE/, with respect to
colinear probe function placement the basis was checked for its stability with respect
to superposition effects arising from additional functions placed perpendicular to the
H-H bond axis. This would test for the requirement of either more higher angular
momentum functions, such as d or f functions located on the nuclear axis, or for the
need of functions not situated along the bond axis. An initial test with the normal
s, p probe functions gave an energy minimum just outside the molecular bond axis,
with the energy increasing again as the probe functions approached midbond. A test
with a more compact (linearly independent) set of probe functions, however, gave
an energy minimum directly on the bond axis, suggesting that the energy rise near
midbond in the previous perpendicular scan was due to linear dependency problems
as the probe functions approached the similar bond functions in this area, a result
similar to the linear scan of basis 7.

A perpendicular scan of basis 7 with first an s (3.0) function and later a set
of p (1.95) functions showed that the optimum position for the p functions was
midbond, whereas the s function resonse curve gave a slight minimum just off the
bond axis. This is probably due to the off-axis s function simulating a p function on
the axis.
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F r o m the perpendicular probe tests it can be concluded that there is no need
to introduce functions not situated on the bond axis since all basis set deficiencies
discovered by the use of the probe functions can be eliminated by placing functions
on the bond axis.

With the aid of the probe function analysis technique it becomes possible
to precisely determine basis set deficiencies and to rectify such situations. This
approach to basis set design or augmentation should generally lead to more complete
cost effective basis sets for molecular calculations than if basis augmentation is
carried out only by the addition of functions to the nuclear positions of molecules,
since they are not always the sites of primary basis deficiency.

Although initially basis augmentation via probe analysis is rather time consuming and expensive (the expense depending on the degree of completeness sought)
and various cases have their own special basis set requirements, it does seem from
studies of various molecules that the most important deficiencies of conventional
bases are able to be rectified by the use of quite a small number of functions in addition to conventional double zeta or multiple-zeta plus polarisation bases. Additional
functions which are required to augment conventional bases seem from experience
to always include sets of (Is, lp) bond functions whose exponents (s = 1.0 a0, p
= 0.65 a0) and whose location (displaced -0.5 a0 along the bond axes into the
internuclear region between interacting pairs of atoms) seem to be remarkably independent of the system studied, provided a reasonable isolated atom starting or core
basis of double or preferably triple-zeta quality is used. It has been found that at
least as far as total energies are concerned, the starting or core basis sets need not
comprise of large numbers of sets of higher angular momentum functions centred
on the various atoms (for polarisation procedures) provided the bond-specific basis
deficiencies typical of conventional bases are reduced by the use of bond functions
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like the normal (Is, lp) sets. In particular, the polarisation (at the S C F level) of
atoms involved in chemical bonding seems to be quite adequately accounted for by
the displacement (Is, lp) sets. Accordingly additional higher angular momentum
functions centred on nuclei are free to afford important correlation relaxation of the
regular molecular wavefunction and to account for other properties than the total
energy.

It is expected that one or two probe tests will in most cases lead to an adequate
basis for most purposes.

Cade and Huo [91] illustrated some time ago that the use of large flexible basis

sets led to lower energies at the SCF level than even extensively optimised basis sets of
smaller size. Recently the use of limited optimisations within systematic sequences
of basis functions (even tempered sets) has been shown to lead in a convergent
manner to H-F limit results [92,93]. A similar strategy has also been extended very
successfully to correlation studies [94-97] of small molecules. However, despite
the formally attractive features of this type of approach, computational limitations
will almost inevitably determine that less-than-ideal basis sets must be used, basis
sets of sufficiently small size that correlation calculations are computationally cost
effective. One is then faced with the problem of discerning what specific artefacts
are likely to be introduced into those calculations when using less-than-ideal basis
sets. This is precisely what the probe analysis technique is designed for.

In the present example of the probe function technique, basis set refinement
involved seven stages of systematic analysis before deriving the final basis set with
respect to SCF and intracorrelation energy refinement. The process was somewhat
lengthy due to the starting basis used. Normally the best choice for a starting
basis would not be one which was specifically designed to represent the SCF and
intercorrelation energy terms well. A better approach would be to select the core
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basis of atomic functions and add a suitable number of polarisation functions. These
functions could initially be chosen by some of the presently used empirical methods.
This initial choice could be refined after gaining experience in employing the probe
function technique. These functions plus any bond functions can then be optimised
via the use of probe functions.

Having optimised the core molecular basis for representation of the SCF and
intracorrelation energy with an essential but also minimum number of functions, the

basis then needs to be evaluated for its capability of representing the intercorrelation

energy if it is to be used for the calculation of a potential function. This is especial
important if the interaction to be studied is a van der Waals interaction. The
properties to be monitored then would be multipole moments and polarisabilities.

In the present work it was found that due to computational restrictions it
was not possible to design the basis sets used in all cases following the techniques
just described to their logical conclusion. This was due to the unavailability of
computer programs to calculate the electric properties and the limited available
computer time to carry out the dimer calculations. To produce a H2 basis set for the
H2-H2 interaction which would be regarded as sufficiently flexible following probe
analysis would require a too large a number of basis functions. In one of the present
studies it was therefore necessary to remove the bond functions and concentrate on
obtaining a good description of the multipole moments and polarisabilities, thereby
best describing the most important terms of the total interaction.

A comparison of the performance of the basis set selected for the final
examination of the H2-H2 interaction to the starting basis when applying the probe
function technique is given in figure 2. The minima of the present basis is seen to be
smaller by a factor of about two, and should therefore provide a better description
of the intracorrelation energy change over the potential function.
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Figure 2. P N O C I energy reponse funcrion of starting and final H 2 bases.
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It should be remembered that deficiencies shown by the energy minima in the
probe function scan do not translate to errors of similar magnitude in the potential
function. A large portion of the error due to basis set deficiencies in the SCF and
intracorrelation energies can be removed by application of correction procedures for
basis set superposition errors. What is not correctable is the flexibility of the basis
set to describe these terms properly in the first place.

At the present time, due to restrictions on computer time generally experienced
in the ab-initio field, it is envisaged that the probe function technique will be most
useful in optimising the rather minimal basis sets, be they double zeta quality
or a little more, which need to be used in determination of potential functions.
This is especially true for calculations on larger systems. However, it is still not
computationally feasible at present to generally use basis sets which give a good
(slightly varying) probe response function for each of a number of properties for
the calculation of intermolecular interactions due to the inherently large size of such
basis sets.
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iii. Basis Set Dependent Errors

Errors in the determination of a potential function due to the use of a truncated
basis set expansion can be grouped into two major categories: those due to basis set
superposition error (BSSE) and those due to basis incompleteness errors (BIE).

Basis incompleteness errors arise due to the inability of the limited basis set to
correctly describe the electronic rearrangements which occur in the subsystems due to
the perturbational forces exerted by the approaching neighbour. This error will have
the effect of raising the interaction energy and will be manifested in the SCF, intra
and intercorrelation energies. These different energy contributions require rather
different basis functions for their optimum description.

A good description of the SCF energy contribution is dependent on selection of
a sufficiently flexible core set of atomic s (and higher occupied) functions enhanced
by polarisation functions. Most of these functions need to be compact to describe the
electron distribution around the nucleus, however some of the polarisation functions
need to be more diffuse to enable a description of electron density in the outer
regions of atoms and in their bonding region.

The intracorrelation energy term generally requires similar functions to the
SCF case, but a larger number of functions with a wider range of exponents is
needed to minimise correlation deficiencies. As seen from the probe scan of the
previous section, a d function (ie. a function of the next higher angular momentum
than required in the SCF case) was also found to be of importance in obtaining
additional correlation energy.

A good description of the intercorrelation energy requires the presence of
more diffuse, higher angular momentum functions (p, d, f etc.). These functions
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are needed to describe the multipole moments and multipolar interactions between
atoms or molecules so that the long range dispersion and the shorter range attractive
component in potential functions are well described.

The difficulty in minimising the BIE is due to the large basis sets which
need to be used to properly describe the various energy terms and their interaction.
Checks for the extent of the BIE component of potential functions can be made
by examination of energy changes obtained on addition of further suitable basis
functions.

Basis set superposition errors have the effect of artificially lowering the interaction energy of a potential function. The error occurs when functions from one of
the subsystems are sufficiently close to the other subsystem so that they can be used
to enhance its description. The subsystem will thus be better described than when
in isolation. When energy differences are taken between the supermolecule and the
isolated subsystems to obtain the interaction energy, the resultant difference will be
too large.

A method to overcome the effects of BSSE was first proposed by Boys and
Beraardi [69], who termed it the function counterpoise method. An uncorrected
interaction energy can be defined as

A£ = Eab - Ea - Eb
if a size consistent computational formalism is used, where Eab is the energy of the
supermolecule calculated in the full basis set and Ea and E$ are the energies of the
separate subsystems calculated in their respective bases. If a formalism which is not
size consistent is used the term -{Ea + E^,) can be substituted by Efl& calculated
at infinite separation (say R = 100.0 a0), where the subsystems are effectively noninteracting. To obtain the corrected interaction energy, the energy of Ea and E^
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is recalculated in the full supermolecule basis at each supermolecule geometry. The
absolute value of the energy difference between Ea (and E^) obtained in the two
calculations is then added to the interaction energy.

The Boys and Bernardi [69] counterpoise method has been the subjects of a
number of studies [98-136] which conclude that it either overestimates the correction
or it does not. In the present work the counterpoise method is viewed as being a
good approximation which simply corrects an interaction energy for the artificial
energy lowering component. The size of the correction cannot generally be used as
a guide to basis set quality or completeness, unless large basis sets including diffuse
functions have been used. This is because the size of the correction depends on
the degree with which the functions of one subsystem are made available to and
can improve the description of the other. Thus if a basis consists of only compact
functions the counterpoise correction will neccessarily be small. If more diffuse
polarisation functions are added to such a basis, the correction will increase even
though the basis set has been improved. It has been found that the more diffuse
polarisation functions will lead to a larger BSSE than just any diffuse functions
[127]. Therefore the size of the counterpoise correction will not just depend on the
availability of some functions to the other subsystem through functional overlap,
but also on how useful the overlapping function is in improving the description of
the other subsystem.

The counterpoise method will not remove the effects of other basis set inadequacies. Its use will only lead to the best interaction energy within the limitations of
the basis set used. If a somewhat limited basis set is used and the interaction energies

are corrected, the resultant potential function will always be insufficiently attractive
at long range and too repulsive at short range. This fact, and the question of the
effect of the occupied orbitals in the dimer calculations, which are available in the
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correction procedure, have led to suggestions that the method overcorrects the interaction energy, eg. [98-100,102,105,110,112-115,118,121,126,132]. Several schemes
have been proposed to correct for this supposed overcorrection, such as only using
the virtual orbitals for the correction [99,111,113,118,120,126,127,132], only using
the polarisation functions of the other subsystem [127,131] or avoiding it by the
choice of configuration state functions (CSFs) [134-136] or by (difficult-to-attain)
basis saturation [115].

When examining the effectiveness of the conventional counterpoise method
compared to the use of virtual orbitals only, polarisation functions only, or no
correction, the success of the method was generally based on the ability of the scheme
to lead to a convergence towards some experimentally or theoretically known result.
The validity of such an approach is somewhat questionable since closer agreement
to a known result does not necessarily guarantee a better procedure. It is possible,
for example, to obtain close agreement with an accepted well depth for the He-He
interaction using only the SCF procedure without BSSE correction [137] although
this is now known to simply be a totally wrong explanation of the well. Studying
the convergence of results obtained from various relatively incomplete basis sets
corrected by the full counterpoise procedure to some known result is also fraught
with problems due to the number of variables that are included when different basis
sets are used. Basis enhancement can preferentially improve either the repulsive or
attractive components of the interaction energy, depending on the types of functions
which comprise the basis set and the changes that are made to it. For example, if
additional functions mainly improve the description of the SCF or intracorrelation

energy terms (which are BSSE correctable) the result will be a slightly softer potential
function in areas dominated by these energy terms. If the additional functions
primarily improve the intercorrelation energy then areas of the potential function
dominated by this term will become more attractive. It is therefore possible to
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obtain a deeper potential well with a small basis set than with a larger one after
BSSE correction. At the well minima in a van der Waals interaction, for example,
the interaction energy is necessarily dominated by the intercorrelation energy term.
If the functions comprising the larger basis set primarily give a good description of
the SCF and intracorrelation energy at the expense of the intercorrelation energy
then the well depth will be underestimated. If the smaller basis is weighted towards
a good description of the intercorrelation energy, then this term will be significantly
more attractive in the smaller basis than as described by the larger basis. This will
be at the expense of making the BSSE corrected SCF and intracorrelation energies
a little more repulsive. Since the intercorrelation energy term, which is not BSSE
correctable, dominates this region of the potential, the net result will be a deeper
well. Thus it can be seen that the erratic behaviour of the BSSE corrected energy
versus the number of uncontracted basis functions in the study by Schwenke and
Truhlar [118] does not necessarily indicate that the correction procedure itself is
unreliable, but suggests the possibility that badly designed or incomplete basis sets
do not lead to reliable results. What can be discerned from their results is that the
corrected energies from the more complete basis sets converge towards the estimated
H-F limit for the system studied when the full counterpoise correction was used, and
that all results were above this limit, suggesting that even the largest basis sets used
were still incomplete.

In a more systematic study of the effects of BSSE in correlated electronic
structure calculations Gutowski et al. [130] conclude that the standard Boys and
Bernardi [69] counterpoise method is the only acceptable scheme to correct for
BSSE and does not overestimate it. This result is in agreement with results found in
previous SCF studies eg. [116,124].
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The rationale for prefering the full counterpoise correction to using virtual
orbitals only is given by Gutowski et al. [130] using a theoretical example of full CI
calculations with a complete basis set and with a minimal basis set.

It was considered that if the full counterpoise method was applied using a
complete basis set in both the monomer and dimer calculations, exact energies would
be obtained for both monomers and dimers. If, however, only the virtual orbitals
are used, the monomer basis sets are incomplete since they lack the ghost's occupied
orbitals. Therefore the monomer energies will be calculated to be too high and a too
attractive interaction energy will result.

This example was intended to illustrate that the Pauli principle effects only
the dimer energies, leading to the exchange type components of the interaction
energy and thereby playing no role in deciding how monomer calculations should
be performed. The idealistic example is not as practically clear as presented. If the
dimer basis is complete, then the monomer basis of the separate monomers must
also be complete since additional functions are neccessary to describe an interacting
system as compared to two non-interacting subsystems. Thus if the monomer basis
is complete it would make no difference if the complete dimer basis or only the
virtual orbitals of the other subsystem were nearby. In either case there would be no
BSSE. However, in general where incomplete bases are used, the argument seems to
be a realistic example of what occurs, as demonstrated by the authors.

Thus although there is no absolute proof that the full counterpoise method
does not slightly overcorrect interaction energies, most of the careful investigations
of the BSSE effect conclude that it does not. It is definitely a better method for
BSSE correction than using only the virtual orbitals to correct, as demonstrated
for He2 [130] where failure to include the occupied molecular orbitals in a basis set
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containing g and h functions leads to a potential well twice as deep as that determined
from experimental data.

An interesting point raised by Loushin et al. [131] was that the counterpoise
correction should be carried out when the monomer with the dimer basis is in the
presence of an electric field which will simulate the electronic perturbation caused
to a subsystem in the dimer calculation. In the study it is argued that if charge
polarisation can be better described with ghost orbitals present than without, there
will be an erroneous attraction of a molecular species for functions. It is concluded
that the usual counterpoise method underestimates the BSSE in hydrogen bonding
and that the polarisation counterpoise method is preferable.

A difficulty with this idea would be to find the correct field strength which
would closely simulate the effects of the other subsystem. Any erroneous simulation
which leads to better agreement with known results than if the usual counterpoise
correction is used will simply reflect the inadequacies of the basis set.

However, it does not seem unreasonable to assume that in a dimer calculation
in general, the electron distribution will be different to that found in the monomer
and as a result different functions will enhance a subsystem by different extents than
if there were no perturbational forces present.

In the present work the conventional counterpoise correction was viewed as
being the best and simplest method available to correct for BSSE effects. Basis sets
used were designed to give the best possible description of the electron distributions
within the dimers, thereby minimising the size of the required correction. Thus if
there are small errors associated with the correction procedure, their effect would
also be minimised.
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Chapter 3
Investigation of Potential Functions.
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The following sections are concerned with the determination of a number of
potential functions. All are four electron systems, the simplest type of closed shell
interactions. As such they avail themselves to thorough theoretical investigations.

Large, near complete basis sets have been used to represent the interacting
systems so as to properly model the effects of the various interacting forces and
to minimise the basis set error. Development of the basis sets was carried out
using the probe function technique described earlier so as to establish a reliable
core molecular basis set which would adequately describe the electron distribution in
the interacting subsystems. This was considered important since it would ensure a
reliable description of the repulsive region of the potential functions. More diffuse,
higher angular momentum functions were then added to the core bases to describe
the potential well and the long range interaction. Designing the basis sets in this way
also minimises the BSSE, which was nonetheless corrected for in all cases using the
function counterpoise method of Boys and Bernardi [69]. By using the one basis set
to investigate a potential function a more systematic study of the various interacting
terms can be made over the entire function.

Since errors due to the use of a truncated basis set are expected to be small, the
major error in the potential functions will be due to the use of the CEPA2 formalism
which omits the effects of triple excitations. This error will manifest itself mainly in
the intercorrelation energy term of the van der Waals interactions.

The extent of this error and all others inherent in the CEPA2 formalism
have been checked by a full CI calculation using a large (80 independent gaussian
function) basis set for a conformation of two hydrogen molecules. The comparison
shows that the CEPA2 error, in a conformation where it will have the greatest effect
on the total interaction energy, is significantly smaller than errors arising from any
other computational formalisms which have been used to study the H2-H2 potential
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function, or any other van der Waals potential function, over a wide range of
intersystem separations.

The choice of systems studied represents a range in increasing anisotropic
complexity, and questions of adequate sampling of the anisotropic components to
yield the isotropic potential will be addressed.

Inclusion of the He-Li+ interaction will examine the capability of the computational formalism and basis set to describe two systems dominated by rather
different interacting forces.
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i. He-He

Introduction

The He-He interaction has stimulated a number of theoretical [84,122,134,137243] and experimental [244-307] studies (for reviews see eg. refs. 308-314), partly
due to its unusual low temperature properties and its abundance in the universe.
Potential functions are of fundamental importance for understanding the dynamic
and static properties of gases, liquids and solids [308]. An accurate description of
the He-He interaction, as well as the He-H2 and H2-H2 interactions, covered in later
chapters, would therefore be of great importance, for example, in modelling the
structure of the major planets [315-317], where helium and hydrogen are thought to
exist in all three states.

Data obtained from experimental investigations, such as studies on molecular
beams [244-269], viscosity [270-280], the second virial coefficient [281-286], NMR
[287-291], thermal conductivity [292-295], ordinary and thermal diffusion [296-303],
sound velocity [304-306] and a high temperature and pressure shock wave experiment
[307] have been used to determine the characteristics of this potential function. The
data obtained from such experiments can, in theory, provide information over a
large range of the potential function. The high repulsive region can be probed by
high energy beam experiments and shock wave experiments. Information on the mid
and lower repulsive regions can come from lower energy beam experiments, sound

absorption studies, high temperature studies of viscosity, the second virial coefficient
and thermal conductivity. The long range region of the potential can be probed by
low temperature viscosity and low temperature NMR experiments. Studies of glory
oscillations, low temperature NMR or the second virial coefficient are influenced by
the shape of the potential well.
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In practice, the direct inversion of experimental data to a two body potential
is not simple. The shape of the potential is thus determined by using an assumed
functional form as a trial function and optimising the available free parameters
so that the potential leads to a good representation of the experimental data, via
the reverse inversion process. Thus the derivation of potential functions from
experimental data requires some external support. This ultimately is the results
of ab-initio calculations which are used to establish some functional form.

Various empirical and semi-empirical determinations of the He-He interaction
have been carried out [225-243]. Results of theoretical studies on the van der
Waals coefficients [185-224] have generally been used to describe the long range
part of these potential functions. A study by Feltgen et al. [269] also used the
intracorrelation energy obtained by the ab-initio calculations of Meyer et al. [318].

Ab-initio calculations on this system [137-184] have been carried out for
various internuclear separations using various levels of completeness in the computational formalism and/or the basis set, the levels of sophistication of treatment
generally improving with time.

Ransil [137] carried out SCF calculations using STOs for R = 0.4 to 12.0
A° (about 0.76 to 22.7 a0). A van der Waals minimum of 28.4 p.Eh (8.97 K) was
obtained in these calculation due to the BSSE effect.

Phillipson [147] determined the repulsive region of the potential from R = 0.5
to 2.0 A0 with an SCF and CI calculation using 64 electron configurations. These

calculations still give one of the best descriptions of the repulsive wall in this region
even though the effects of BSSE were not corrected for.
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Miller et al. [148] carried out united atom CI calculations for R = 0.5 to 1.0
a0, but the results were inferior to those of Phillipson [147], as are most others in
this region of the potential function except for two recent calculations [183,184].

Kestener et al. [150] determined the SCF potential for R = 2.0 to 9.0 a0 and
included the correlation energy component for R = 4.0 to 8.0 a0 to determine the
potential well. They found a well depth of 4.32 K at R = 5.75 a0. The calculation
suffered from both the use of a limited basis set and BSSE errors.

Gilbert et al. [152] determined the SCF interaction in the region of the
potential well, for R = 4.0 to 7.5 aOJ and added a dispersion term to obtain a
description of the potential well. Since the dispersion term, truncated to the C^ and
C& terms, was not damped, an overestimation of the attraction resulted, making the
well too deep.

Bertoncini et al. [158] carried out a MCSCF calculation over the range R
= 5.0 to 10.0 a0. They found a well depth of 10.48 K, which increased to 11.38
K upon basis set improvement. The over-deep well is primarily due to neglect of
the intracorrelation energy contribution to the interaction. Schaefer et al. [157]
obtained a similar well depth when carrying out SCF calculations augmented by the
pair correlation energy. Their calculations also neglected the intracorrelation energy
term.

Bertoncini et al. [162] determined the intracorrelation energy change using the
MCSCF formalism at three internuclear separations. By adding this energy at R =
5.6 a0 to the best previous determination of the well depth, they obtained a well
depth of 10.8 K.
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Liu et al. [134] carried out S C F plus CI through to quadruples calculations
for R = 3.0 to 20.0 a0 which included the effects of the intra-inter coupling
on the correlation energy terms. BSSE errors in the calculations were minimised
by configuration selection. The calculations gave a well depth of 9.23 K. These
calculations were the first carried out on this interaction which attempted to account
for the sources of errors which are recognised at present.

Wormer et al. [168] used a valence bond (VB) method with a small basis and
a small number of VB structures to study the interaction from R = 5.2 to 14.0 a0.
They neglected intracorrelation energy contributions and obtained a well depth of

11.0 K.

Dacre [173] performed SCF plus singles and doubles CI calculations for R =
5.0 to 10.0 a0 and included BSSE corrections by an approximate method, finding a
well depth of 8.4 K.

Burton [84] used the CEPA2 formalism to carry out calculations for R = 4.0
to 20.0 a0 and determined the well depth to be 10.57 K. Although the intracorrelation

energy is included in these calculations, as well as the effects of intra-inter couplin
BSSE corrections were neglected.

Lowther et al. [178] carried out a Monte Carlo calculation for R = 4.5 to
15.0 a0. They found a well depth of 11.2 K. Their potential was generally too soft,

suggesting that a more accurate trial function could be needed, or that the variational
Monte Carlo method needs to be refined.

Ceperley et al. [183] used a Green's function Monte Carlo method to determine the repulsive interaction from R = 1.0 to 3.0 a0. These results are in close
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agreement with the results of Phillipson [147], suggesting that Phillipson's [147]
results, published 24 years earlier, were a significant achievement at the time.

Although the He-He interaction is the simplest van der Waals system and
has been examined using data from a number of sources, the level of agreement
between the various available potential functions is generally disappointing. In
the repulsive region the best ab-initio potentials are generally in agreement and
vary to a significant extent compared to potentials derived from experimental data.
However, most of the disagreement between potentials from all sources centres on
the depth of the potential well. This is due to the shallow nature of the well.
Accurate ab-initio determinations of its description require the use of near-complete
basis sets and near-complete computational formalisms since the attraction is solely
due to the intercorrelation energy component of the interaction. For an accurate
experimental description of the shape of potential wells, spectroscopic data is almost
indispensable. For the present interaction the necessary data has not yet been
obtained and will be limited, presuming a vibrationally bound state even exists.

The remaining experimental data is not that directly sensitive to the shape of
the well. Thus its description relies somewhat upon the choice of the functional form
chosen to represent the potential.

Studies which use a H-F plus damped dispersion (and possibly the intracorrelation energy) potential model to describe experimental data rely upon the damping functions to produce a potential function which will lead to agreement with
experimental results and describe the potential well.

A variety of damping functions are generally used (eg. [235,242,243]) and
the exact extent of the damping to the various terms in a van der Waals expansion
cannot be known unless any exact interaction energies are known. The extent of
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damping is therefore determined by adjustment of the free parameters so that the
total interaction energy in the (generally) repulsive, experimentally accessable region
of the potential is adjusted to give a fit which leads to a good representation of
the experimental data. This region of the potential is somewhat removed from the
well minimum. Successful damping would thus depend on knowing the correct
nature of the damping functions, having reliable experimental data and having a
reliable mathematical strategy which relates the experimental data back to the twobody potential. If such reliability existed, then the repulsive regions of potential
functions designed to fit different experimental data would not vary by as much as
they do. Therefore it is unlikely that a highly accurate well depth for this interaction
will presently be determined by such studies. However, this type of modelling
incorporates some of the correct physical effects of interacting systems. As such, it
has better possibilities than other functional forms to obtain a good description of
an interacting system.

Similar, or greater difficulties than those mentioned above apply to functional
forms which do not rely on a damped van der Waals expansion to describe the
well. Such functional forms do not incorporate the correct physics of the long-range
interaction, depend on optimisation of a number of parameters to provide a smooth
interpolation between the repulsive and long range regions of the potential and need
the correct characteristics to be able to describe the shape of the well correctly.

From an ab-initio point of view the situation with regards to describing
the potential well is little better. In this particular interaction the only attractive
component to the total interaction energy comes from the intercorrelation energy.
This is also the only component that is not basis set correctable at present, unless
a reliable CI extrapolation procedure capable of producing the required accuracy
is used. Such reliable schemes do not presently exist at the level of accuracy
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required for universal application, particularly in the present case of extremely
weak interactions. The intercorrelation energy will therefore always suffer from
BIE due to the use of a necessarily truncated basis set, as well as errors due to
the use of incomplete computational formalisms. Therefore any correctly applied
ab-initio technique should always underestimate the correct interaction energy to
some extent, however small that might be. As a result, any ab-initio study which
suggests the correct well depth has been found for this interaction should be viewed
with suspicion, since to date this can only be achieved through cancellation of errors.

Unfortunately, the question of the correct well depth for the He-He interaction
cannot be definitively clarified by the present study due to the importance of the
triple excitations in the intercorrelation energy of this particular interaction, which
the CEPA2 scheme omits.

In the present study it is expected that the SCF energy will be of high
accuracy. However, this could have been achieved with much less computational
effort. More importantly, especially from a semi-empirical modelling point of
view, the intracorrelation energy term has been determined accurately throughout
the potential function. Any small contamination of this term through inter-intra
coupling has been minimised by giving the intercorrelation energy the best treatment
computationally feasible at the present time. This treatment resulted in including up
to f functions in the basis set so that the more important multipole moments would
be accounted for.

The repulsive part of the interaction is expected to be accurately described
since it is dominated by the SCF interaction and any softening of the SCF potential
due to electron correlation effects is largely being accounted for by the CEPA2
method. At large R the contribution from the intercorrelation energy term increases
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in significance and the systematic error inherent in the current computational method
leads to small but significant deviations from the best possible results.

To make the present potential totally reliable in the attractive region, the
effects of triple excitations within the present method would need to be simulated
and added to the potential function.

Method.

Calculations were carried out using the basis set of table 1. This basis is
an extension of the basis used by Burton [84] in a study of the He-He interaction.
Burton's [84] basis had previously been optimised using the probe function technique
and would provide a good core molecular basis. Additional functions, up to f type
gaussians, were included to obtain an improved description of both the intra and
intercorrelation energy terms over the potential function. The position of the sp
bond functions was optimised for the He-He interaction at R = 5.63 a0 (close to
the well minimum) to be 2.23 a0 from each nucleus. At larger R these functions
were kept at that fixed distance from each nuclei. For smaller R the functions were
systematically moved closer to each nuclei, without specific positional optimisation,
in order to better take care of polarisation deficiencies inherent in the atom centered
functions. At R = 1.0 a0 the bond functions were removed from the basis set due to
linear dependency difficulties in obtaining convergence in the SCF and correlation
calculations.

Results and Discussion.

Table 2 presents the SCF, IEPA, PNOCI and CEPA2 interaction energies
calculated for this system by the present study. Intracorrelation energies obtained
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Table 1. Gaussian basis set used for H e and L i + .

nuclei
10s [4,1,1,1,1,1,1] ref. 75
Is (0.05)
5p (0.07, 0.21, 0.6087, 1.826, 5.4779)
3d (0.41, 1.2161,3.6482)
2f (0.8, 2.4)

bond functions
Is (0.65)
lp (0.40)

total basis size = 112 independent functions
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Table 2. H e 2 interaction energies (^E/,).

R

SCF

1.0

928576.87

1.5

342764.99

2.0

120759.93

2.5

IEPA

PNOCI

CEPA2
912979.48

331959.84

331599.21

114254.37

115197.14

115019.74

41020.61

37791.92

38243.89

38151.55

3.0

13517.92

11882.91

12114.59

12064.57

3.5

4335.96

3483.50

3609.22

3581.27

4.0

1357.94

903.97

973.98

958.07

4.5

416.56

170.81

210.34

201.21

5.0

125.55

-9.85

12.82

7.54

5.5

37.28

-39.27

-26.01

-29.09

5.63

27.13

-39.10

-27.51

-30.20

6.0

10.93

-33.63

-25.66

-27.51

6.5

3.18

-23.65

-18.71

-19.86

7.0

0.91

-15.83

-12.69

-13.42

7.5

0.26

-10.52

-8.47

-8.93

8.0

0.07

-7.09

-5.72

-6.03

9.0

0.00

-3.42

-2.75

-2.90

10.0

0.00

-1.78

-1.43

-1.51

12.0

0.00

-0.58

-0.47

-0.49

15.0

0.00

-0.15

-0.12

-0.13
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Table 3. He2 intracorrelation energies (/AE/,).

R

IEPA

PNOCI

1.0

CEPA2
8594.59

1.5

1509.01

1369.04

2.0

883.09

1057.34

1010.11

2.5

697.34

787.68

772.60

3.0

412.68

463.31

457.56

3.5

198.96

229.69

226.32

4.0

84.30

103.02

100.66

4.5

32.67

43.95

42.27

5.0

12.01

18.74

17.64

5.5

4.19

8.23

7.53

5.63

3.17

6.77

6.09

6.0

1.42

3.93

3.43

6.5

0.47

2.05

1.72

7.0

0.15

1.16

0.95

7.5

0.05

0.71

0.57

8.0

0.02

0.46

0.37

9.0

0.01

0.22

0.18

10.0

0.01

0.12

0.10

12.0

0.01

0.04

0.04

15.0

0.01

0.02

0.02
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Table 4. He2 intercorrelation energies (fiEh).

R

IEPA

PNOCI

1.0

CEPA2
-24191.98

1.5

-12314.16

-12534.82

2.0

-7388.65

-6620.12

-6750.29

2.5

-3926.02

-3564.40

-3641.65

3.0

-2047.69

-1866.64

-1910.91

3.5

-1051.41

-956.43

-981.01

4.0

-538.14

-486.97

-500.40

4.5

-278.31

-250.17

-257.51

5.0

-147.32

-131.48

-135.55

5.5

-80.68

-71.52

-73.83

5.63

-69.40

-61.42

-63.42

6.0

-45.97

-40.52

-41.87

6.5

-27.29

-23.93

-24.75

7.0

-16.89

-14.76

-15.27

7.5

-10.82

-9.43

-9.76

8.0

-7.18

-6.24

-6.46

9.0

-3.42

-2.97

-3.07

10.0

-1.77

-1.54

-1.59

12.0

-0.58

-0.50

-0.52

15.0

-0.15

-0.13

-0.13
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Table 5. H e 2 B S S E corrections (p.Eh).

R

SCF

CEPA2

1.0

0.08

199.14

1.5

0.07

79.03

2.0

0.05

34.87

2.5.

0.05

29.42

3.0

0.03

22.50

3.5

0.01

18.12

4.0

0.01

13.51

4.5

0.01

9.17

5.0

0.01

6.29

5.5

0.01

4.42

5.63

0.01

4.07

6.0

0.01

3.28

6.5

0.01

4.38

7.0

0.00

3.50

7.5

0.00

1.93

8.0

0.00

0.96

9.0

0.00

0.20

10.0

0.00

0.07

12.0

0.00

0.01

15.0

0.00

0.00

The C E P A 2 BSSE correction is the total correction and includes the S C F BSSE
correction.
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Table 6. Relative asymptotic energies for H e 2

R

PNOCI

OAE/J).

CEPA2

2.01

1.0
1.5

-28.38

-28.55

2.0

-22.90

-23.03

2.5

-13.50

-13.57

3.0

-8.00

-8.05

3.5

-5.56

-5.59

4.0

-4.04

-4.07

4.5

-2.76

-2.77

5.0

-1.40

-1.41

5.5

-0.20

-0.20

* Asymptotic energies were calculated at R = 100.0 a 0 . Variation of the asymptotic
energy at the above points is due to the movement of the bond functions for R <
5.63 a0 (see text). Energy differences are given relative to the asymptotic energies
used for R > 5.63 a0, where the bond functions were kept at a constant distance

from each nuclei and the total energies (in Hartrees) were - He2 (SCF) -5.7233381995,
He2 (CEPA2) -5.805285893, He2 (PNOCI) -5.804605186. The He2 (SCF) asymptote
did not vary with movement of bond functions.
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from the I E P A , P N O C I and C E P A 2 formalisms are in table 3 and the respective
intercorrelation energies are in table 4. Table 5 contains the BSSE corrections used
to correct the above results. Asymptotic energies for the various placements of
bond functions are in table 6. The relative asymptotic energies given in table 6 were
obtained by subtracting the asymptotic energy used to determine the interaction
energy at R = 5.63 a0 from those used at the various R values for R < 5.63 a0.
Effects of inter-intra coupling are present in the intra and intercorrelation energies
presented in tables 3 and 4 respectively and have the effect of making these terms
more repulsive.

Considering the size of the basis set and the presence of diffuse functions, the
small size of the corrections to the SCF energy indicate that the basis is relatively
complete at this level of computation. Corrections at the more demanding correlation level of computation are larger than in the SCF case, but are still small enough
to suggest that the intracorrelation energy term has been accurately represented.
This is supported by the results of a study on the He-H2 system [319] with a basis set
of comparable quality, where basis extension made little difference to the corrected
intracorrelation energy term.

At R = 6.5 a0, the size of the correction increases above the level obtained
at R = 6.0 a0 and then falls off again with increasing R because for R > 5.63
a0 the bond functions were kept at a constant distance from each nuclei, and this
was further removed from the optimum position than at small R. However, this
makes little difference to the corrected intracorrelation energy. In the extreme case,
where calculations were carried out at R = 5.63 a0 without the bond functions, the
corrected intracorrelation energy was found to be 0.52 /IE/, lower than what is being
presently reported.
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A comparison of the IEPA, P N O C I and C E P A 2 data in table 2 shows that
the IEPA energies are always more attractive than the CEPA2 energies, due to the

uncoupling of the inter and intracorrelation energies and the singlet and triplet inte
pairs. The PNOCI energies, which give an upper bound for this interaction, always
lie above the CEPA2 energies.

At R = 5.63 a0, near the potential minimum, the IEPA energy overestimates
the CEPA2 well depth by about 30%, while the PNOCI energy underestimates
it by about 14%. In the repulsive region, at R = 3.0 a0, the IEPA formalism
underestimates the CEPA2 repulsive wall by about 1.5%, while the PNOCI potential
is harder by about 0.4%.

These comparisons show that in areas of the potential function where the
correlation energy makes a significant contribution to the total interaction energy,
the higher excitations beyond single and double CI will have a significant effect in
describing the total interaction. In areas of the potential function dominated by
the SCF energy term, the energy contributions omitted by the PNOCI and CEPA2
procedures will be of minor significance.

Comparisons between IEPA and CEPA2 energies show that the IEPA formalism gives a rather large overestimation of the effect of electron correlation on
the total interaction.

Comparing the intra and intercorrelation energies obtained by the IEPA and
PNOCI approaches to those obtained by the CEPA2 method shows a similar trend
as in the total interaction energies. At R = 5.63 a0 the IEPA intracorrelation
energy underestimates the CEPA2 intracorrelation energy repulsion by about 48%,
while the PNOCI energy overestimates the CEPA2 repulsion by about 11%. The
intracorrelation energies obtained by the PNOCI and CEPA2 methods show that
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for this interaction this term is dominated by the exclusion effect. W h e n using
the CEPA2 method, the energies are always less repulsive than those obtained by
the PNOCI method. This can be due to two factors. The more flexible CEPA2
formalism reduces the exclusion effect by enabling the quadruple excitations, and the
CEPA2 method provides a better description of any effects of induced polarisation.
Such polarisation effects in the intracorrelation energy will generally be small since
the major part of this is taken into account by the SCF formalism.

The attractive intercorrelation energy at R = 5.63 a0 is overestimated by about
9.4% when using the IEPA approach, while application of the PNOCI formalism
underestimates the attraction by about 3.2%.

The above data shows the significance the two correlation energy terms have
in determining the potential well and the importance of using a more complete than,
say, singles and doubles CI formalism when attempting an accurate determination
of its depth.

The CEPA2 intracorrelation energy gives a contribution of about 18% of the
total repulsion at R = 5.63 a0, showing the significance this generally neglected
term has in regions of the potential function where the correlation energy makes a
significant contribution to the total interaction energy. Thus it is not surprising that
ab-initio studies neglecting this energy term, the inter-intra coupling and/or BSSE
corrections have been able to obtain a deeper well than the present by using less
complete computational formalisms and/or basis sets.

The basis set used in the present study is the most complete ever used for
describing the He-He potential function over a wide range of internuclear separations
and any improvement in the present results will be due to using a more complete
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computational formalism to describe the intercorrelation energy contribution to the
potential function.

In the present study the CEPA2 well depth is determined to be 30.24 /xE/,
(9.55 K) at Rm = 5.67 a0 and the zero point crossing is at R0 = 5.05 a0.

The potential should be reliable in the repulsive region, which is dominated by
the SCF repulsion. As R increases towards the well minimum and beyond, where
the contribution of the intercorrelation energy component of the interaction becomes
significant, the potential is expected to underestimate the attractive component of the
interaction. This is due to the neglected effects of triple excitations which may make
a significant contribution to the intercorrelation energy for the He-He interaction.

At the asymptote Riemenschneider et al. [214] found that inclusion of triple
excitations changed the Cg van der Waals coefficient (the leading coefficient for this
interaction) by about 9% compared to that obtained when only only including pair
excitations. Maeder et al. [320], using a different ab-initio approach, found that
the Cs coefficient varied from 1.54 when the correlation energy is described as in the
IEPA formalism, to 1.42 when coupling elements are taken into account, as in the
CEPA2 method, to 1.46 when triple excitations are also included. In this case the
effect of triple excitations beyond the CEPA2 approach is about 2.74%.

If a simplistic view is taken and this correction to the intercorrelation energy
is applied to the He-He well minimum, then the present well depth would increase
to about 31.9 fiEh (10.1 K), or about 5.8% of its present value. This estimate
does not take the effects of triples on the higher coefficients into account, but the
effect has never been published for this interaction and would be heavily damped
when contributing to the intercorrelation energy near the well minimum. If the 9%
estimate of Meyer [321] on the effects of triple excitations on the He-He well depth
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is considered reliable, then the present well depth would become 32.96 /iE/j (10.4
K).

Increasing the intercorrelation energy attraction by accounting for triple excitations would also decrease the present ROT and R0 values, as can be seen from
figure 3, where the total interaction energy and the various contributing energy terms
are presented.

The intracorrelation energy determined for this interaction is the first to be
reported which includes the effects of inter-intra coupling and BSSE corrections over
the entire range of the potential function studied.

Since the present intercorrelation energy term for this interaction slightly underestimates the attraction, a small error will also be introduced into the intracorrelation energy term via the inter-intra coupling. In a recent study of the He-H2
interaction [319], improving the intercorrelation energy term by basis set extension
resulted in the intracorrelation energy term changing by about 0.14 fiEh. Some of
this change would have been due to the inter-intra coupling effects, but basis set
improvement would also lead to a small change in the intracorrelation energy term.
It is thus expected that the intracorrelation energy of this study would be in error by
a conservative estimate of less than 0.5 nEh due to contamination from the coupling
effect.

In a recent study of the He2 interaction by the valence bond method, Collins
and Gallup (CG) [181] found the intracorrelation energy to be - 7 times smaller
than that obtained from orthogonal CI calculations. CG [181] suggested that the
difference is caused by lack of complete localisation of the orbitals in orthogonal CI
formalisms. We feel that their unusually small intracorrelation energy magnitude is
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Figure 3. H e - H e interaction energies as a function of interspecies distance. C o m ponents of the total interaction are (A) SCF energy change, (B) intracorrelation
energy change, (C) intercorrelation energy change and (E) the total interaction.
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instead due to a lack of basis flexibility. Although C G [181] use a large number of
primitive functions in their basis, these are heavily contracted.

Although the present work results in an underestimation of the intercorrelation energy due to the neglect of triple excitations, it should be remembered that
the calculations present a compromise between using a complete computational formalism (full CI) and a complete basis set, a compromise which is always necessary
in present day ab-initio calculations.

A recent attempt at obtaining a full CI determination of the He-He well depth
using the present basis set was not feasible on a CRAY2. Each CI iteration was
estimated to require about 20 CPU hours, which was comparable to the mean time
between system failures, and the required aggregate CPU time was not available to
a user with access to about 10% of the available computer time [322]. We were thus
unable to calibrate the CEPA2 method externally for the large basis necessary for
He-He. With such large bases, even as few as four electrons generate intractably
large configuration lists with even direct CI approaches.

Comparison with previous results

In Table 7 the present CEP A2 results are compared to the ab-initio calculations
of Phillipson [147] and Ceperley and Partridge (CP) [183], which are two of the most
accurate ab-initio calculations which have been carried out on the repulsive wall of
the He-He potential to date. Also included in table 7 are the CEPA2 results of
Burton [84] which describe the low repulsive and attractive region of the potential,
and whose basis set was used as the core molecular basis for the present study.
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Table 7. Comparison of H e - H e ab-initio potentials.

R

present

Phillipson [147]

C P [183]

Burton [84]

1.0

912979.48

918050.26

924385.89

1.5

331599.21

331609.09

332512.91

2.0

115019.74

119780.58

113371.07

2.5

38151.55

37748.13

3.0

12064.57

12033.80

3.5

3581.27

4.0

958.07

4.5

201.21

5.0

7.54

5.5

-29.09

-32.53

5.63

-30.20

-33.41

6.0

-27.51

-30.10

6.5

-19.86

-21.80

7.0

-13.42

-14.61

7.5

-8.93

8.0

-6.03

9.0

-2.90

10.0

-1.51

12.0

-0.49

15.0

-0.13

952.71

-2.85
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Table 8. Comparison to potentials based on experimental data.

R

present

1.0

Feltgen [269]

Aziz [238]

Bennewitz [257,258]

912979.48

1722245.10

826885.88

1.5

331599.21

523572.21

280360.91

2.0

115019.74

158616.84

94420.59

2.5

38151.55

46942.55

31422.79

3.0

12064.57

13426.37

10233.65

3.5

3581.27

3680.61

3198.29

4.0

958.07

924.83

916.84

4.5

201.21

179.47

191.29

5.0

7.54

-2.12

10.67

5.5

-29.09

-33.67

-31.74

5.63

-30.20

-34.18

-32.63

6.0

-27.51

-30.27

-30.16

-28.83

6.5

-19.86

-21.68

-21.56

-20.62

7.0

-13.42

-14.58

-14.47

-14.08

7.5

-8.93

-9.71

-9.63

-9.59

8.0

-6.03

-6.53

-6.49

-6.61

9.0

-2.90

-3.13

-3.12

-3.31

10.

-1.51

-1.62

-1.62

-1.77

12.0

-0.49

-0.53

-0.53

15.0

-0.13

-0.13

-0.14

11704.56

921.67

0.60
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Table 8 presents a comparison to the potential function obtained by fitting the
molecular beam results of Bennewitz et al. [257,258], which is able to describe all
existing He4-He4 scattering experiments to 1972 [258], the potential of Aziz et al.
[238] which was derived on the basis of a number of different experimental results,
and the potential of Feltgen et al. [269] which is a semi-empirical potential based on
the ab-initio data of Meyer et al. [318] plus a damped dispersion representation of
the attractive component of the He-He interaction which was adjusted so that the
potential in the low repulsive region would lead to agreement with results obtained
from a backward glory osillation experiment [269].

The ab-initio results are in close agreement in the high repulsive region,
although no BSSE corrections were made in the CI study by Phillipson [147]. The
extent of such required corrections is not known, but in the high repulsive region of
a potential they generally amount to a small portion of the total interaction energy
when an adequate basis set is used. Since much of the BSSE in gaussian basis
sets is presumably associated with the nuclear cusp region of the wavefunctions, it
seems likely that the use of Slater type basis functions as used by Phillipson [147]
would lead to a rather small BSSE correction throughout the range investigated. The
present potential is slightly softer than that of Phillipson [147] at all R.

CP [183] used the Green's function Monte Carlo method to obtain their
results. The only small difference of any significance, which lies outside their stated
error bars, between their results and the present occurs at R = 1.0 a0, the present
CEPA2 result being lower. Considering the size of the basis set used in the present
work, it could be assumed that the present result is more accurate. However, the
CEPA2 method does not give a strict upper bound to the correlation energy and since
the CP [183] result is between the present SCF and CEPA2 results, a slight possibility
could exist that the CEPA2 correlation attraction has been overestimated. From
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inspection of the present intra and intercorrelation energy changes with respect to R,
it would not seem possible that the present result could be in error by the 11,406 fiEh
required to give agreement with the CP [183] result. In fact the present result should
possibly be marginally lower due to neglect of triple excitations which would effect
the intercorrelation energy. However, since the repulsive region is substantially
dominated by the SCF energy, this neglect would not have any significant effect, as
seen by the close agreement achieved by the two studies at R = 3.0 a0.

The CP [183] potential is harder than the present for R = 1.0 and 1.5 a0 and
softer for R = 2.0 to 3.0 a0. At R = 1.5 a0 their result is also harder than the
present PNOCI result which gives an upper bound to the interaction. However, the
difference between their result and the present is still within their stated error bars
at this point. This comparison to PNOCI data would suggest that their energy at R
= 1.0 a0 is also slightly in error. Unfortunately, no PNOCI data is available at this
point from the present study to do a direct comparison.

The study of CP [183] was apparently stimulated by the results of a recent
shock wave experiment [307]. This study found that the potential of Aziz et al.
[238] and a potential derived from a high energy molecular beam study [266] were
too repulsive to describe their results, while the LTMO (linear muffin-tin orbitals)
potential of Young et al. [323] was too soft. The LTMO potential was derived from
solid state theory and therefore incorporates many body effects which soften the two
body potential [307]. The potential used to describe the shock wave data was chosen
to be parallel to the LTMO potential but somewhat harder. It is substantially softer
than the ab-inito potentials for R < 3.0 a0 and contains many-body contributions
[307].

In the low repulsive to long range region of the potential a comparison is given
to the ab-initio results of Burton [84] in table 7. The results of Burton [84] were
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obtained using the C E P A 2 formalism and a basis set consisting of [6s, 4p, 3d](s, p)*
independent functions per He atom, where the (s, p)* are bond functions. This basis
set was used as a starting point to develop the present basis.

The potential of Burton [84] is softer than the present in the low repulsive
and well region and less attractive in the long range region. In regions where it is
softer than the present potential, the additional attraction has been achieved through
neglect of BSSE corrections. In the long range region it becomes less attractive than
the present potential since the f functions included in the present basis are needed to
describe the higher multipole components of the dispersion attraction.

If BSSE corrections are made to the results of Burton [84] at R = 4.0, 5.63,
6.5 and 9.0 a0 the interaction energies become 972.72, -29.56, -19.85 and -2.61 iiE/,
respectively. The additional functions included in the present basis set have therefore
improved the description of the long range potential at R = 9.0 a0 by 10%, mainly
due to the inclusion of the two sets of f functions. At R = 6.5 a0, the two potentials
are virtually identical. At R = 5.63 a0, near the well minimum, the present well is
deeper by about 2%. Thus the additional s, p and f functions included in the present
basis set did not have a large effect in improving the description of the well depth.

In the low repulsive region, at R = 4.0 a0, the present potential is softer by
about 1.5%, or about 15 ttE/,. At this separation the intercorrelation energy still
makes a significant contribution to the total interaction energy and its improved
description in the present study would account for nearly all of the small difference
obtained.

The purpose of the additional functions incorporated into the present basis set
was to primarily improve the description of the long range and well regions of the
potential function. Although the long range region was improved, improvement at
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smaller R was significantly less, at a cost of 38 additional functions. This would
suggest that the present results have converged close to the CEPA2 limit.

In table 8 the present potential is compared to some potentials based on
experimental data. The potentials chosen for comparison are those of Feltgen et al.
[269], Aziz et al. [238] and Bennewitz et al. [257,258].

The potential of Feltgen et al. [269] was selected because it is the most
sophisticated semi-empirical potential of the He-He interaction determined to date.
It utilises the ab-initio SCF and intracorrelation energies determined by Meyer et al.
[318] and determines the attractive component of the interaction by using a damped
dispersion model which is based on the van der Waals coefficients of Meyer et al.
[318] and Rae [215]. Damping of the long range dispersion expansion is carried out
by optimising two free parameters so that the total interaction leads to agreement
with measured backward glory oscillations of integral He2 and 3He2 scattering
cross sections, which depend upon the nature of the potential well, via an inversion
procedure.

The potential of Aziz et al. [238] is of the form suggested by Ahlrichs et
al. [235]. The free parameters are adjusted to fit the SCF data of McLaughlin et
al. [159] in the region R = 4.0 to 5.0 a0 plus second virial coefficient, thermal
conductivity and high temperature viscosity data.

The potential of Bennewitz et al. [257,258] was chosen for comparison because
it could describe all existing He2 scattering measurements at its time of publication.
Its functional form consists of the MDD-2 potential of Bruch et al. [228] for the
repulsive region, a Lennard-Jones potential for the low repulsive and potential well
region, and a van der Waals expansion based on the coefficients of Davison [194]
for the long range attraction.
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A comparison of the present and Bennewitz et al.

[257,258] potentials

shows that in the repulsive region where their potential is described by the MDD-2
functional form, it is significantly softer than the present and other reliable ab-initio
potentials. This is the area of the potential function which is probed by the various
beam experiments and which should be accurately described by this data.

Since the best ab-initio calculations on this region of the potential function
are in very close agreement even though they have been obtained by rather different
computational strategies, and since the potential of Bennewitz et al. [257,258] can
describe all the pre-1972 beam data, it can only be concluded that there is a problem
in inverting molecular beam data to a two body potential. It seems unlikely that
different beam experiments can otherwise contain similar systematic errors which
lead to good precision but poor accuracy. It also seems unlikely that the three
most accurate ab-initio studies of the repulsive region of this potential, determined
by three different computational strategies, would be of high precision but poor
accuracy. Since the ab-initio calculations determine the potential function directly,
it would seem that the assumptions inherent in the inversion procedures are in error.

In the well region the potential of Bennewitz et al. [257, 258] is more attractive
than the present except at R = 5.0 a0, which is close to the zero point crossing.

In the study of Bennewitz et al. [257,258] one Lennard-Jones potential is
used to describe the low repulsive potential and another for the potential well and
longer range region, until it joins on to the region described by the van der Waals
expansion. Available parameters are optimised so that the potential will provide a
smooth transition between the long range and short range regions of the potential
function and so that data from scattering experiments can be described, after data
inversion.
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A Lennard-Jones potential is of a qualitatively correct shape to be able to
simulate the shape of a potential function. However, it does not contain the correct
physical interacting terms to enable it to describe a potential function correctly.

It would seem unrealistic to expect such a functional form to provide an
accurate representation of the characteristics of the potential well, where no data was
used in its optimisation apart from the requirement of smooth continuity between the
other regions, just because it has about the right appearance of a potential function.

The potential of Bennewitz et al. [257,258] cannot describe the high energy
beam data of Foreman et al. [266] which is in agreement with the results of Phillipson
[147] and therefore the present and CP [183] results. Foreman et al. [266] discussed
various possibilities as to why their beam results are different to those of previous
studies, but could only conclude that it could be due to experimental differences.

A comparison of the present results to those of Aziz et al. [238] shows that for
R < 3.5 afl the Aziz et al. [238] potential is harder than the present and therefore
substantially harder than the potential of Bennewitz et al. [257,258].

Since the Aziz et al. [238] potential is primarily based on experimental data,
although ab-initio results are used for a limited region of the potential function
in the repulsive region, the inconsistency between experimentally derived potentials
suggests that there are problems in obtaining an accurate two body potential function
from experimental data.

For R >4.0 a0, the potential of Aziz et al. [238] is always softer than
the present. In the long range region, for R > 7.0 a0 the potential is described
by an undamped van der Waals expansion. Such an expansion would necessarily
overestimate the attraction for 7.0 < R < 12.0 a0. However, between R = 7.0 to
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8.0 a 0 their repulsive exponential component somewhat reduces the attraction of the
total interaction. For R < about J.O a0 the van der Waals expansion is damped by
a damping function which equally damps all the constituent terms. This damping
function has one free parameter which, along with the two in the exponential part
of the function, can be adjusted so that the total potential function will lead to
agreement with experimental or ab-initio results.

The functional form is an improvement upon that used by Bennewitz et al.
[257,258] but it is still too simplistic to accurately represent an interaction. The
functional form was designed to primarily be used as a predictive tool for obtaining
good approximations of potential functions.

The potential of Aziz et al. [238] is able to account for the data from various
experiments, some of which was used in its determination, despite of its relative
simplicitly.

When comparing the exponential and dispersion energies of the Aziz et al.
[238] potential to the present SCF and intercorrelation energies, the exponential
component is seen to give a good approximation to the SCF energy for R > 4.0.
This would be due to using the SCF results of McLaughlan et al. [159] for R =
4.0 to 5.0 a0 for determining a part of the repulsive component. For R < 4.0 a0
the repulsive component deviates significantly from the SCF energy, becoming too
hard, as does the total interaction. For R > 6.5 a0 the damped dispersion energy of
Aziz et al. [238] is slightly more attractive than the present intercorrelation energy,
the largest difference being 0.34 /zE>, at R = 6.5 a0. For smaller R the present
intercorrelation energy is always more attractive than the damped dispersion energy.

Although the Aziz et al. [238] potential is based on a simple model, it is only
seriously in error for R < 3.5 a0. In the long range region it slightly overestimates
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the attraction since the damping of the van der Waals expansion only applies for R
< about 7.0 a0. For the well and low repulsive regions, the total interaction has
been constrained to fit data from a number of experiments. Although some of this
experimental data is effected by the potential well, it is not of sufficient sensitivity
to be able to lead to a definitive prediction of the position, depth and shape of the
potential well within small error bars. If the data was of sufficient sensitivity then
a much more realistic functional form, which also accounted for the effects of the
intracorrelation energy determined by the present study, would need to be used to
attain a good representation of such data.

A comparison of the present results to those of Feltgen et al. [269] is given
in table 8, where the results of Feltgen et al. [269] presented are those including the
'exact' ab-initio results, as opposed to those derived from a fit.

Comparison of data shows that the potential of Feltgen et al. [269] is softer
than the present for all R. At R = 3.0 a0 their interaction energy is 11704.56 fiEh,
compared to the present 12064.57 fiEh or 12033.80 fiEh from the study of CP [183].
This difference is considered to be significant in light of the ab-initio results, which
were obtained using different computational strategies. It suggests that the damping
on the dispersion energy is insufficient, since this is the only energy term which is
being modelled. This means that the well depth in their study will also be described
as being slightly too deep.

The ab-initio data which was used in the Feltgen et al. [269] study is fitted to an
exponential equation in their study. Examination of the fitted data indicates that the
SCF potential of Meyer et al. [318] is in close agreement with the present, but slightly
more repulsive, probably due to using a less complete basis set. A comparison of
the intracorrelation energy data suggests that the intra-inter coupling energy term on
the intracorrelation energy was included in the intercorrelation energy. For R < 3.0
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a 0 their S C F plus intracorrelation energy becomes significantly more repulsive than
the present, suggesting either that this data is outside the defined range of the fit or
that there are problems due to basis set limitations in the ab-initio data used.

The potential of Feltgen et al. [269] can lead to a description of data obtained
from a number of different experiments. It should therefore be fairly reliable in the
well and long range regions. A comparison of data in the repulsive region suggests
that there is a problem with the scattering data or its inversion to produce a two body
potential. However, their proposed model looks promising for this interaction in
that they only model the intercorrelation energy term, which will always suffer from
a slight deficiency in ab-initio descriptions due to the need for using incomplete basis
sets. If the present SCF and intracorrelation energies were used and the damping
of the dispersion term adjusted to give agreement with the present result or that of
CP [183] at R = 3.0 a0, then perhaps the most reliable potential for this interaction
could be obtained.

Investigation of this possibility shows this not to be the case. Their potential
form has two free parameters, denoted B and a2 in their paper [269]. A further
parameter (denoted b) also used to model the total dispersion interaction is obtained
by fitting the SCF energy to a simple exponential form. This exponential form is too
simple to accurately model the SCF energy to within 1 pEf,.

When b was obtained by using this exponential fit to the present SCF energy
(b = 4.32) and B and a2 were optimised to fit the present CEPA2 data between
R = 3.0 to 3.5 a0 (B = 34.03, a2 = 1.462), the interaction energy obtained at R
= 5.63 a0 (close to the well minimum) was -29.96 /xEf, compared to the present
ab-initio value of -30.20 /iE^. Although this gives good agreement, the present
attraction is necessarily underestimated and the semi-empirical result underestimates
the attraction slightly more.
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Since it could possibly be argued that the present ab-inito energies in the
repulsive region of the potential,'eg. at R = 3.0 a0, might be too hard due to
underestimation of the attractive component of the potential (even though the total
interaction energy is in close agreement with two other accurate ab-initio studies),
the total interaction energies of Feltgen et al. [269] were substituted for R = 3.0
to 3.5 a0 to simulate an extreme lower limit to the interaction energy in this region.
Using the present value for b, B and a2 were then reoptimised to fit this data (B
= 31.95, a2 = 1.331). The resultant interaction energy at R = 5.63 a0 was -30.66
fiEf,, which is still significantly less than the interaction energy given by the Feltgen
et al. [269] potential.

At this stage, only two reasons could exist for the different interaction energies
obtained by the Feltgen et al. [269] study and the present semi-empirical study.
These are the b values obtained from the SCF fit or the ab-initio values used in the
two studies.

When using the b values obtained by the Feltgen et al. [269] study in the
present work, (B and a2 were reoptimised to be 36.4 and 1.437 respectively), the
interaction energy at R = 5.63 a0 was 31.48 j»E/,. This value is 1.28 /iE/, below the
present CEPA2 energy, but still not attractive enough (by about 2.5 /xE/,) to give the
potential minimum of 10.74 K at R = 5.62 a0 of the Feltgen et al. study [269].

The main remaining source of difference now is in the ab-initio values used in
the Feltgen et al. [269] study. This difference is mainly due to the fact that in the
ab-initio results of Meyer et al. [318] the energy term due to the intra-inter coupling
on the intracorrelation energy is included in the intercorrelation energy. Thus the
Feltgen et al. [269] attractive term needs to model both the damped dispersion energy
plus account for this repulsive coupling term in their study. This coupling energy is
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not sufficiently taken into account by their exponential term used in modelling the
attraction or by the damping functions.

The Feltgen et al. [269] potential therefore does not 'uniquely' model the He2
attractive term or sufficiently take the effects of inter-intra coupling into account
by the damping procedure to make the approach generally applicable. To properly
account for the damped dispersion term alone, the model requires optimisation of
the various parameters which were fixed.

Although the differences between accurate ab-initio results and the Feltgen et
al. [269] study in the repulsive region of the potential have been stressed, it must
be pointed out that these differences are generally much less than those obtained
between previous ab-initio, semi-empirical or experimental studies.

In general the approach of Feltgen et al. [269] would be difficult to apply
because the intracorrelation energy term is one of the more difficult terms to
accurately obtain from an ab-initio study. Its correct description is dependent upon
using large, near complete basis sets and correcting for BSSE, as well as undertaking
a localised basis analysis of the inter and intracorrelation energy contributions.

The potentials of Aziz et al. [238], Feltgen et al. [269], Burgmans et al. [267]
and the ab-initio potentials of Liu and McLean [324] and Burton [84] all closely agree
that the depth of the potential well for this interaction is about 10.7 K. Four of these
five potentials have been discussed above. The potential of Burton [84] achieves
this well depth due to the neglect of BSSE. The potential of Feltgen et al. [269]
appears slightly too deep because the damping of a van der Waals expansion seems
to have been underestimated due to problems in accurately inverting experimental
data, upon which the extent of damping was based. The potential of Aziz et al.
[238] is based on a simplistic functional form whose three available parameters were
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adjusted to give a potential which could lead to a description of experimental and
ab-initio data over a large range of the potential function.

The potential of Burgmans et al. [267] is presented in an Exponential-SplineMorse-Spline-van der Waals (ESMMSV) piecewise functional form. For R < 2.5
a0 this potential is harder than the Aziz et al. [238] potential and is thus further
removed from the three most accurate ab-initio potentials in this region. For R >
3.5 a0 this potential becomes more attractive than the present, which is necessary
since the present potential would not be attractive enough around the well region
and beyond. The potential form used has 21 parameters, 12 of which are used to
determine the nature of the joining conditions among the segments of the potential.
Only half of these 12 parameters are considered variable since half of them are
constrained by the repulsive and attractive terms which must be joined in the well
region. The total number of parameters which describes the well is ten. With such a
reasonably large number of parameters used, it is difficult to assess the uniqueness
with which they have been determined and how much emphasis can be placed on the
well depth obtained. The authors vary the well depth parameter and then show how a
10% change either way leads to a degradation in the ability of the potential to predict
some small angle scattering results, but this variation was carried out keeping the
other parameters fixed and would thus necessarily lead to a worse potential. Thus
this does not provide proof that their well depth parameter has been determined
uniquely. Had any other parameter been altered from its optimum determined
value the result would necessarily again be a deterioration of the description of the
potential well to some extent.

The remaining potential is the unpublished potential of Liu and McLean [324].
In the Feltgen et al. [269] paper it is mentioned that the calculations of Liu and
McLean [324] were performed with a large basis set. The present calculation were
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also performed with a large basis set within a very efficient computational method.
It is doubtful, considering the pros and cons of using a more complete computational
formalism at the expense of the basis set, that the Liu and McLean [324] calculations
have achieved the correct result without relying on some retrospectively obvious
cancellation of errors. In fact, considering their potential agrees with that of Feltgen
et al. [269] and this potential is significantly softer at R = 3.0 a0 than two accurate
ab-initio potentials, ie. the present and that of CP [183], suggests that the Liu
and McLean potential suffers from neglect of BSSE corrections or uses a limited
configuration selection designed to avoid BSSE problems. A similar opinion has
been expressed by Gutowski et al. [325].

Conclusion

A comparison of He-He potentials, or various regions of the potential which
have been fitted to a range of experimental or ab-initio data, does not indicate that
a completely accurate description of this potential over a wide range of internuclear
separations exists.

Although at least five determinations of the well depth of this potential are in
close agreement, it appears that this agreement is a little fortuitous.

From an ab-initio point of view, the only region of the potential which can be
regarded as fairly well defined is the repulsive region where there is close agreement
between three accurate calculations, the present results and those of CP [183] and
Phillipson [147]. However, although some very different computational strategies
have led to virtually the same result, the difference between these results and those
derived from beam experiments, for example, is of concern. The studies of Aziz
et al. [238] and Feltgen et al. [269] lead to potentials which are significantly more
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repulsive and less repulsive respectively in the repulsive region of the potential than
the present results. These potentials have been optimised to represent experimental
data in this region of the potential and still disagree with each other and theory.
This would suggest that there is a problem with either the experimental methods
themselves, as suggested by Foreman et al. [266], or with the interpretation of
experimental data and its reduction to a two-body interaction.

In the region of the potential well and beyond, all ab-initio calculations are
necessarily deficient due to restrictions in the basis set and/or the computational
formalisms which need to be used. However, the present calculations are expected
to provide accurate results for contributions to the potential function which are
correctable for BSSE. The present SCF and intracorrelation energies, and areas
of the potential function dominated by these terms, are expected to be accurately
described.
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ii. H e - L i +

Introduction

Investigation into the nature of the He-Li+ interaction has been carried out
with both experimental [326-349] and theoretical [182,184,350-359] studies.

Experimental studies have used either molecular beam scattering [340-349] or
ion swarm [326-339] techniques to study this interaction. Molecular beam studies
provide information on regions of the repulsive part of the potential function.
Derivation of the potential by analysis of transport coefficients for ion swarms
provides information on a wider range than can be obtained from the beam studies,
covering the repulsive and long range regions including the potential well.

Theoretical investigations of this system include semi-empirical calculations using the electron gas model [355,356,358], ab-initio calculations restricted to the SCF
formalism [350,352-354] and some accounting for the correlation energy [182,184,
351, 357,359]. The major part of this interaction, dominated by charge overlap and
induction effects, can be described by the SCF method. However, the contribution
made by the correlation energy is not insignificant.

The present study was initiated mainly because of the relatively poor agreement between potential functions derived from experimental data and ab-initio calculations and also because no ab-initio potentials had included the effects of electron
correlation and corrected for the effects of BSSE. Thus it was difficult to estimate
if these potentials were too attractive due to neglecting the BSSE corrections, or too
repulsive due to the use of a limited basis set and limited computational formalism.
By using a large, near complete basis set, correcting for BSSE and using the CEPA2
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formalism to provide any electron correlation contribution to the potential, the
ab-initio approach would be placed on a more solid foundation. This would then
enable a more objective comparison with potentials obtained by other techniques to
be made.

Method

Calculations were carried out using the basis set of table 1 which was primarily
designed for the He-He interaction but was considered flexible enough to describe
the present interaction. The basis has sufficient compact functions to describe the increased electron density around the Li+ nucleus, as compared to the electron density
around the He atom, and sufficient diffuse functions to describe the polarisability
of He. Two electron integrals generated in the He-He calculations were used in the
present calculations, thereby saving a substantial amount of computer time.

Results and Discussion

The present energy for the separate species, -10.17944347 Eh, when compared
to the experimentally determined energy [360] of -10.1809 Eh (given in ref 357)
shows that 99.99% of the energy is being accounted for. Considering this fact and
the flexibility of the basis set used, which should be able to account for the induced
dipole moment in He over the intersystem distances considered, the present results
are expected to be essentially definitive. Since the major part of this interaction
can be described by the SCF formalism and the CEPA2 method accounts for the
major contribution to the correlation energy, the energy terms missed by the CEPA2
method will have a minimal effect on the total interaction energy.
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Results of the S C F , IEPA, P N O C I and C E P A 2 descriptions of the potential
function are in table 9. The PNOCI results present an upper bound for this
interaction. A comparison to the more correct CEPA2 energies will give the effect
of quadruple excitations on this potential function. The IEPA energies overestimate
the attraction for reasons discussed in the previous chapter.

At R = 3.63 a0, near the CEPA2 well minimum, the PNOCI energy underestimates the well by 0.36% and the IEPA energy overestimates the CEPA2 interaction
by 0.70%. These minor changes in the interaction energy result from major changes
compared to the CEPA2 method and strongly suggest that any correlation energy
contribution neglected by the CEPA2 method will have a minimal effect on improving the description of this potential function. The only improvement of any minor
significance could possibly occur near the zero point crossing where the potential
function is sensitive to small changes.

Changes in the He and Li+ intracorrelation energy with R are presented in
tables 10 and 11 respectively. The relationship between the IEPA, PNOCI and
CEPA2 energies are as expected, except for the PNOCI intracorrelation energy
change in the He atom for R < 2.5 a0, which becomes less repulsive than the
CEPA2 energies in this region. The IEPA intracorrelation energies in this region
of the potential function are the least repulsive due to the omission of the coupling
terms. The CEPA2 method provides additional correlation relaxation beyond the
PNOCI approach via the quadruple excitations. This should reduce the repulsion
resulting from the exclusion effect. The more repulsive CEPA2 He intracorrelation

energy repulsion could therefore be due to the different orbital coefficients in the tw
methods at small internuclear separations which result in an overall enhancement of
the CEPA2 description of the total correlation energy. The intracorrelation energies
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Table9. He-Li + interaction energies (jiEh).

R

SCF

IEPA

1.0

1205222.31

1191301.11

1.5

325233.63

318796.65

319539.20

319473.29

2.0

81719.45

78974.82

79254.78

79230.44

2.5

16243.92

14920.98

15051.19

15036.27

3.0

293.89

-436.30

-366.18

-379.68

3.5

-2534.78

-2954.72

-2915.52

-2926.98

3.63

-2603.17

-2966.86

-2933.09

-2943.81

4.0

-2326.34

-2567.31

-2545.18

-2553.66

4.5

-1679.59

-1818.84

-1806.21

-1811.97

5.0

-1149.52

-1232.24

-1224.87

-1228.66

5.5

-787.49

-838.64

-834.20

-836.69

6.0

-550.26

-583.20

-580.41

-582.08

6.5

-394.25

-416.43

-414.60

-415.76

7.0

-289.77

-305.27

-304.02

-304.85

7.5

-217.96

-229.13

-228.26

-228.86

8.0

-167.22

-175.49

-174.86

-175.30

9.0

-103.38

-108.19

-107.85

-108.10

10.0

-67.40

-70.39

-70.19

-70.35

12.0

-32.27

-33.58

-33.50

-33.57

15.0

-13.15

-13.75

-13.72

-13.75

PNOCI

CEPA2
1192818.65
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Table 10. H e intracorrelation energies (ME/J).

R

IEPA

1.0

1287.69

PNOCI

CEPA2
1333.03

1.5

993.81

2.0

734.44

743.51

766.93

2.5

294.50

301.48

311.45

19.06

18.28

3.0
3.5

-85.24

-75.36

-80.42

3.63

-91.10

-81.69

-87.06

4.0

-88.28

-80.61

-85.82

4.5

-67.86

-62.51

-66.60

5.0

-47.89

-44.33

-47.21

5.5

-33.18

-30.82

-32.80

6.0

-23.14

-21.53

-22.92

6.5

-16.48

-15.35

-16.34

7.0

-11.99

-11.19

-11.91

7.5

-8.92

-8.34

-8.87

8.0

-6.76

-6.33

-6.73

9.0

-4.08

-3.82

-4.06

10.0

-2.59

-2.43

-2.58

12.0

-1.15

-1.07

-1.14

15.0

-0.54

-0.51

-0.54

-101-

Table 11. L i + intracorrelation energies (jiEfj).

R

IEPA

PNOCI

CEPA2

1.0

1479.23

1.5

737.33

2.0

385.31

406.82

402.35

2.5

171.96

186.41

183.99

75.90

74.26

3.0
3.5

24.03

29.03

27.94

3.63

18.11

22.38

21.41

4.0

8.11

10.74

10.14

4.5

2.64

4.02

3.67

5.0

0.85

1.58

1.39

5.5

0.28

0.70

0.58

6.0

0.11

0.35

0.28

6.5

0.05

0.18

0.15

7.0

0.04

0.11

0.10

7.5

0.03

0.07

0.07

8.0

0.03

0.04

0.06

9.0

0.03

0.02

0.04

10.0

0.03

0.01

0.04

12.0

0.03

0.00

0.03

15.0

0.04

0.00

0.04
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Table 12. He-Li + intercorrelation energies (/iE/j).

R

IEPA

PNOCI

CEPA2

1.0

-16752.72

-15076.09

-15215.89
-7491.44

1.5
2.0

-3864.35

-3614.96

-3658.26

2.5

-1789.36

-1680.58

-1703.06

3.0

-806.05

-754.99

-766.08

3.5

-358.70

-334.37

-339.69

3.63

-290.66

-270.58

-274.96

4.0

-160.63

-148.92

-151.45

4.5

-73.85

-68.08

-69.29

5.0

-35.53

-32.56

-33.17

5.5

-18.14

-16.54

-16.86

6.0

-9.84

-8.93

-9.10

6.5

-5.69

-5.15

-5.25

7.0

-3.47

-3.13

-3.19

7.5

-2.21

-1.99

-2.03

8.0

-1.46

-1.32

-1.34

9.0

-0.69

-0.62

-0.64

10.0

-0.36

-0.32

-0.33

12.0

-0.12

-0.11

-0.11

15.0

-0.03

-0.03

-0.03
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Table 13. He-Li + B S S E corrections (jiEh).

R

SCF ' CEPA2

1.0

0.74

254.31

1.5

0.74

91.71

2.0

0.79

38.93

2.5.

0.54

33.83

3.0

0.28

27.13

3.5

0.20

22.68

3.63

0.19

21.25

4.0

0.17

17.01

4.5

0.16

11.39

5.0

0.15

7.73

5.5

0.14

5.45

6.0

0.08

3.98

6.5

0.08

4.97

7.0

0.10

4.00

7.5

0.07

2.23

8.0

0.04

1.15

9.0

0.01

0.25

10.0

0.01

0.07

12.0

0.00

0.00

15.0

0.00

0.00

The C E P A 2 B S S E correction is the total B S S E correction and includes the S C F
correction.
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Table 14. Relative asymptotic energies for He-Li + (/xE/j).

R

SCF

1.0

0.01

1.5

-0.52

-32.55

-32.74

2.0

-0.03

-27.31

-27.47

2.5

-0.01

-16.80

-16.90

3.0

-0.04

-10.24

-10.30

3.5

-0.05

-7.01

-7.05

3.63

-0.05

-6.40

-6.44

4.0

-0.04

-4.90

-4.93

4.5

-0.03

-3.17

-3.19

5.0

-0.01

-1.57

-1.58

5.5

0.00

-0.22

-0.23

PNOCI

CEPA2
2.72

Total energies (in Hartrees)- S C F -10.0979741701, C E P A 2 -10.179415968, P N O C I
-10.178940160
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Figure 4. He-Li ~ interaction energies as a function of interspecies distance. C o m ponents of the total interaction are, (A) SCF energy change, (B) He intracorrelation
energy change, (C):Li

+

intracorrelation energy change, (D) intercorrelation energy

change and (E) the total interaction.

He-Ll
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R / o

11.

12.

-106-

for Li

in this region of the potential are described as being more repulsive by the

PNOCI method than by the CEPA2 method, as expected.

Table 12 gives the intercorrelation energies calculated by the three methods.
BSSE corrections used to correct the various energy terms are in table 13 and the
relative asymptotic energies for different placement of the bond functions are in
table 14. A graph of the total interaction energy and its various components is given
in figure 4.

BSSE corrections at the SCF level of computation are larger than for the HeHe interaction, but are still small enough to be called negligible. At the correlation
level of calculation the corrections are comparable to the He-He corrections, showing
that the basis set was indeed flexible enough to take care of this rather different
system.

Inclusion of electron correlation effects increases the well depth by ~ 13% of
its SCF value. Although this increase is primarily due to the intercorrelation energy
term, for R < 4.5 a0 the improvement in the description of the polarisability of
the He atom due to correlation effects results in the He intracorrelation energy term
also making a small but significant contribution to the shape of the potential well.
The intracorrelation energy change for the Li+ ion, in contrast to the He case, is
always repulsive. Here the electrons are more tightly bound to the nucleus than in
the He atom and the intracorrelation energy change is dominated by the exclusion
effect caused by the approaching atom.

Since the present interaction is between an ion and a neutral atom, the
dominant term in the long range region at a given R (the ion-induced dipole
interaction), is proportional to R-4.
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Both the S C F and H e intracorrelation energy have this long range R - 4
dependence, which predominates in to about R = 9.0 a0 in the SCF energy and
R = 5.5 a0 in the He intracorrelation energy.

A plot of the He intracorrelation energy multiplied by R4 vs. R shows that
the energy at R = 15.0 a0 is about 0.13 fiEh too attractive and the total interaction
energy is by about 0.05 /iE/j. Since the energy obtained at this point has an absolute
value which is too large, the error is probably due to the computational method
used. A similar comment can be made about the Li+ intracorrelation energy at R
= 15.0 a0, although the error here is about 0.02 j*.E/j at most.
The intercorrelation energy term for the He-Li+ interaction has a leading term
proportional to R~6, the induced dipole - induced dipole term. This term is much
smaller than in the corresponding He-He case since positive ions have polarisabilities
which are much smaller than those of the corresponding atom.

When comparing ab-initio calculations for this potential, discussion will mainly
be based on the present results and those of Hariharan and Staemmler (HS) [357].
Theirs is the only previous calculation which described this interaction to be in
reasonable agreement with the presently accepted values.

Scheel et al. [350] carried out SCF calculations for R = 2.5 to 12.5 a0. Their
results suffer from basis set limitations and the effect of BSSE. Their potential is too
hard in the repulsive region and too attractive in the well and long range regions.

Schneiderman et al. [351] carried out calculations using elliptic coordinates
and examined the importance of electron correlation. Their results are also significantly effected by basis limitations and BSSE, the potential being too hard at
small R and too attractive in the longer range region.
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Fisher [352] carried out S C F calculations for R = 0.2 to 1.4 a 0 . A fairly large
basis set of s and p functions was used. At the only point which was common to
both studies (R = 1.0 a0) the result is in reasonable agreement with the present, but
too repulsive. This would primarily be due to the lack of higher angular momentum
functions on the He atom which are needed to describe the induced polarisability.

Catlow et al. [353] carried out a SCF calculation for R = 0.25 to 8.0 a0 using
a large gaussian basis restricted to s and p functions. When compared to the present
SCF results they are in fairly close agreement for R < 2.0 a0 but deteriorate at
larger R primarily due to the inability of their basis set to properly describe the He
polarisability. BSSE corrections were also omitted from their study, which leads to
improved agreement with the present results.

Krauss et al. [354] carried out SCF calculations using both STOs and gaussian
functions in separate calculations. Their calculations covered the range R = 2.0 to

10.0 a0. Both sets of their results are significantly harder than the present, primarily
due to basis limitations.

Calculations carried out using the electron gas model [355,356,358] are an
approximation which does not lead to reasonably close agreement with the present
results, except perhaps at large R where the calculations reduce to a description of
dispersion and induction effects.

The results of Tatewaki et al. [182] were obtained using Slater type orbitals
to describe the SCF energy and enhancing this description of the potential function
by including only first order CI configurations. A combination of a restricted
computational formalism, an inadequate basis set and neglect of BSSE corrections
did not improve on state-of-the-art knowledge of this interaction. (It must be
stated that the HS [357] paper came to the attention of Tatewaki et al. [182] after
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their paper was submitted for publication presumably well after their study had
commenced.) A good guide to the ability of the STO basis to describe the present
potential can be obtained by examining the,dipole polarisability of Tatewaki et al.
[182] and that obtained by the study of HS [357]. These are 1.26 a.u. and 1.35
a.u. respectively, as compared to an experimental value of 1.385 a.u. [361] and a
CI evaluation of 1.395 a.u. [362]. This in itself suggests that the results of HS [357]
will be superior to those of Tatewaki et al. [182].

The Tatewaki et al. [182] potential has a well depth of 0.00265 Eh at R =
3.63 a0. Comparison of results show that the present potential function is more
attractive at all R.

The study of Cooper et al. [359] was primarily concerned with describing the
excited states of the He-Li+ interaction, although descriptions of the ground state
were also presented. Their study was carried out using the spin-coupled valence bond
approach. When a spin-coupled wavefunction constructed of a orbitals only was
used to describe the ground state, the potential was more repulsive in the repulsive
region and more attractive beyond R = 4.5 a0 than the present potential and that
of HS [357]. When orbitals of TT symmetry were included, their well depth was
determined to be 3380.91 p.Eh at R = 3.65 a0 and the potential was found to support
several vibrational^ bound states. The authors conclude that since their basis set
was extensive, the over-deep well was not a result of neglected BSSE corrections, but
was due to a bias in choosing the virtual orbitals.
The HS [357] study of the He-Li+ potential function also used the CEPA2
method, so differences in their results and the present will be due to basis set
differences and the inclusion of BSSE corrections in the present results.
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In the H S [357] study a basis set of 42 independent gaussian lobe functions was
used versus the present 112. However, by using up to d functions to represent the He
atom and a reasonably complete basis set of lower angular momentum functions for
both subsystems, their study was able to significantly improve upon the description
of the He-Li+ potential beyond any other study carried out to date apart from the
present work.

By using a more complete and flexible basis set the present SCF interaction
would be expected to be slightly more attractive than that obtained by HS [357] due
to an improvement in the description of polarisation effects. Omission of BSSE
corrections in the HS [357] study would decrease the difference between the two sets
of results. However, this effect should be small, as shown by the size of the SCF
BSSE correction (1.7 fiEh) calculated by HS [357] at R = 3.5 a0. As R decreases,
this correction would increase.

Comparing the two sets of results shows that the present SCF potential is
slightly more attractive at all R. The present SCF well minimum is located at R =
3.63 a0 and has a depth of 0.002603 Eh compared to a depth of 0.00248 Eh at R =
3.66 a0 in the HS [357] study.

Inclusion of electron correlation effects should and does increase the difference
between the two sets of results although neglect of BSSE corrections in the HS [357]
study would reduce this.

Since the present basis set is capable of giving a better description of the
intercorrelation energy term, the largest difference between the two potentials will
be in the well region where the SCF energy does not dominate so much.
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The present C E P A 2 potential gives a well m i n i m u m of 0.002955 E/, at R =
3.575 a0 and a zero point crossing at R = 2.965 a0. Comparative data from the HS
[357] study is a minimum of 0.00274 E^ at R = 3.63 a0 and a zero point crossing at
R = 3.01 a0.

In table 15 the present potential is compared to those obtained by the ab-inito
studies of HS [357] and Tatewaki et al. [182].

A comparison of the present potential to potentials derived from molecular
beam data is given in table 16. Only the potential derived from the data of PolakDingels et al. [349] overlaps the range of interaction considered in the present study
to any significant extent. The potentials of Inouye and Kita (IK) [344], that of Olsen
et al. (OSM) [343] derived from the experimental data of Aberth and Lorents [342]
and the potential of Zehr and Berry (ZB) [341] are only valid in the high repulsive
region for R < 2.0 a0.

The potential of Polak-Dingels et al. [349] is everywhere more repulsive than
the present. For R < 4.0 a0 it is also more repulsive than the present SCF potential,
so it cannot be correct.

When a less complete basis set than the present is used to represent the
interacting system eg. in the calculations of HS [357], the SCF term becomes more
repulsive due to the more limited possibilities of electron redistribution. Therefore,
any improvement in the present basis will at most lead to a slightly softer SCF
interaction energy. Inclusion of electron correlation into the calculation will again
soften the potential, primarily due to the intercorrelation energy term. It is therefore
not possible for an improved ab-initio calculation to improve agreement with the
Polak-Dingels et al. [349] potential and the present potential must be assumed to be
more accurate.
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Table 15. Comparison of

e-Li + ab-initio potentials (E/j).

R

present

1.0

1.19281865

1.199323

1.5

0.31947329

0.322078

2.0

0.07923044

0.080822 0.08098014

2.5

0.01503627

0.016043

3.0

-0.00037968

0.000160 -0.00004042

3.5

-0.00292698

-0.002678 -0.00261653

3.63

-0.00294381

-0.002740 -0.00264593

4.0

-0.00255366

-0.002450 -0.00225272

4.5

-0.00181197

-0.001775 -0.00156551

5.0

-0.00122866

-0.001219 -0.00105102

5.5

-0.00083669

6.0

-0.00058208

6.5

-0.00041576

7.0

-0.00030485

7.5

-0.00022886

8.0

-0.00017530

-0.000176 -0.00015435

9.0

-0.00010810

-0.000109

10.0

-0.00007035

-0.000071 -0.00006247

12.0

-0.00003357

15.0

-0.00001375

HS [357] TTON [182]

-0.000582 -0.00049979

-0.000306

-0.00001103
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Table 16. Comparison to

olecular beam potentials (E/,).

R

present

1.0

1.19281865

1.11465684 1.192322

1.5

0.31947329

0.2723514 0.35706037 0.3300062

2.0

0.07923044

0.08429

2.5

0.01503627

0.01810

3.0

-0.00037968

0.00097

3.5

-0.00292698

-0.00245

4.0

-0.00255366

-0.00241

4.5

-0.00181197

-0.00176

5.0

-0.00122866

-0.00120

6.0

-0.00058208

-0.00057

7.0

-0.00030485

-0.00030

P-D [349]

IK [344] OSM [343] ZB [341]

0.07046
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Comparison of the present potential to that of IK [344] at R = 1.5 and 2.0 a 0
shows that the IK [344] potential is significantly softer than the present. It is also
significantly softer than those obtained from some recent mobility studies [363,364],
although it is harder than those of Gatland et al. [332] and Viehland [335] which are
also determined from mobility data.

Based on the more recent ion swarm studies [363,364], the results of Gatland
et al. [332] and Viehland [335] (who utilised the Gatland et al. experimental results)
are expected to be in error. This will be discussed later.

For the present results to achieve agreement with the results of IK [344] at,
say, R = 1.5 a0, would require an energy change of about 20 times the difference
between the present improved result and the result of HS [357] at that point. That
difference was achieved by going from a 42 to a 112 function basis set to describe
the interaction. A further basis set improvement would not produce the change
necessary so that agreement with the potential of IK [344] could be achieved. A
more complete treatment of the electron correlation energy than given by the CEP A2
approach would also not give the necessary change since the potential is strongly
dominated by the SCF energy in this region.

The potential of ZB [341] is in close agreement with the present at R = 1.0
a0, but more repulsive than both the present SCF and CEPA2 potentials at R =
1.5 a0. The potential of OSM [343] is significantly softer than the present at R =
1.0 a0 and significantly harder at R = 1.5 a0. Significant deviations to the present
two-body potential cannot exist for reasons already mentioned, thus the inversion
from the older scattering data is assumed to be in error.

He-Li+ potential functions from ion swarm experiments have been obtained
by Gatlant et al. [332] by direct inversion of their mobility data, Viehland [335] by
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applying an improved inversion scheme to the Gatland et al. [332] data, Cassidy and
Elford [337], England and Elford [363] and Skullerud et al. [364].

Skullerud et al. [339] measured the ratio of the transverse diffusion coefficient
to the mobility. A comparison was made between their inverted data fitted to
a potential form and the potential of Viehland [335]. Skullerud et al. [339]
found that the potential of Viehland [335] was too soft at small R to reproduce
their experimental data. They suggested that the main reason for the discrepancy
between their experimental data and that predicted by the Viehland [335] potential
was possibly due to some systematic error in the mobility measurements of Gatland
et al. [332]. This belief was qualitatively supported by the mobility measurements of
Cassidy and Elford [337] and the closer agreement achieved in the repulsive region
by the potential of HS [357].

Since then, Skullerud et al. [364] have carried out mobility measurements
which supplement their diffusion coefficient data [339]. Further mobility studies
have also been carried out by England and Elford [363]. The present ab-initio
calculations were also completed around this time and the results were sent to
Elford, who proposed the present study due the the large variability between existing
potentials, and also to Skullerud for evaluation of the potential with respect to their
experimental data.

The difference between mobilities measured by Cassidy and Elford [337] and
England and Elford [363] and those predicted by the Viehland [335] potential
function is shown in figure 5. Figure 6, which was presented by Elford prior
to publication of the England and Elford [363] study, gives an early comparison
between mobility data predicted by the present potential, those predicted by the
Viehland [335] potential and experimental results thus far obtained by Elford et al.
[337,363] and Skullerud et al. [364].
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Fbure 5. Comparison of mobility data.
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Figure 6.

Differences between various mobility values and those predicted by

Skullerud using the Senff-Burton potential.

figure provided by M . Elford
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Skullerud et al. [364] found that their measured mobility data compared
'extremely well' with values calculated using the present potential and their not yet
published moment method for solving the Boltzmann equation, which is used in the
data inversion. They concluded that their mobility values and diffusion coefficient
values are in agreement, within combined experimental and numerical calculation
errors, with predictions made from the present potential. Figure 7 shows that the
diffusion coefficients predicted from the present potential lie within the experimental
error bars of Skullerud et al. [364] for the entire range of experimental points
sampled. Figure 8 shows that the mobility data obtained by Skullerud et al. [364] is
in close agreement with results predicted by the present potential.

At this stage there seem to be two remaining problems to be solved in
determining this potential from ion swarm data. One is the disagreement of the
above results with the mobility data obtained by England and Elford [363] at 80k.
This data samples the interaction at large R, where the potential is dominated by
polarisation forces and, in the limit, by the dipole polarisation force alone [363]. A
suggestion by Skullerud [364] for the existence of this difference was the possibility
that an unstable cluster ion could be formed which breaks up in a subsequent
collision but exists for long enough to lower the mobility results. However, there
is presently no proof of this. England and Elford did not advance an explanation
for this discrepancy at the time. The other lesser problem, is that the mobility and
diffusion coefficient values are predicted to be slightly too high below 40 Td when
using the present potential. Using the HS [357] potential increases these discrepancies
by about a factor of 5. Skullerud et al. [364] therefore tried a potential that, when
plotted as V(R)/(-£|) vs R-2, was about 20% further removed from the HS [357]
potential than the present potential was, as shown in figure 9. This worked extremely
well for them, and deviations between calculated and measured transport
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Figure 7.

Difference between T r o n d h e i m D7-//1 values a n d those predicted b y
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Figure 8. Comparison of mobility data obtained by Skullerud, Cassidy and that
predicted by the present potential.
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Figure 9. Comparison between present, H S and bestfit to ion swarm data potentials.
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coefficients came to within experimental scatter (including the England and Elford
[363] mobility data).

To get better agreement at small R the present potential was made slightly
more repulsive by Skullerud et al. [364], a change considered to be barely significant
by them.

A comparison of the potential functions discussed above is presented in table
17. The differences between the potentials of Gatland et al. [332] and Viehland
[335] are small, but are of similar magnitude to the changes made to the present
potential by Skullerud et al. [364] to obtain a better fit to experimental data. The
differences are due to the improved inversion procedure Viehland [335] used on the
Gatland et al. [332] data. Only the Viehland [335] potential is included in table 17.

Compared to the present potential, the potentials of Gatland et al. [332] and
Viehland [335] are significantly softer in the repulsive region, from R = 1.0 to
2.0 a0. Near R = 2.5 a.0, the two potentials cross over and the present potential
becomes more attractive in the well region. Around R = 4.5 a0 the potentials again
cross over and the present potential is not as attractive through to the long range
region.

The potential of Cassidy et al. [337] is softer in the repulsive region than the
present potential, but not as soft as the Viehland [335] potential. In the well region
it is not as deep as the present potential or that of Viehland [335]. For R > 4.5 a0
the potential is more attractive than the present.

The potential of Skullerud et al. [364] is based on the present potential, which
was slightly altered to provide an improved fit to their data. For R = 1.0 to 2.5 a0
their potential is slightly harder than the present. Improvement on the
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Table 17. Comparison with ion swarm potentials (Eh).

R

present

Skullerud [364]

Cassidy [337]

1.0

1.19281865

1.19602

1.06

1.5

0.31947329

0.324652

0.288

0.254270

2.0

0.07923044

0.0815124

0.0762

0.070481

2.5

0.01503627

0.0152985

0.0166

0.014444

3.0

-0.00037968

-0.00066978

0.000720

0.000457

3.5

-0.00292698

-0.00300001

-0.00255

-0.002583

4.0

-0.00255366

-0.00257054

-0.00250

-0.002501

4.5

-0.00181197

-0.00182797

-0.00184

-0.001827

5.0

-0.00122866

-0.00123160

-0.00130

-0.001324

5.5

-0.00083669

-0.00083407

-0.000881

-0.000866

6.0

-0.00058208

-0.00058007

-0.000623

-0.000600

6.5

-0.00041576

-0.00041500

7.0

-0.00030485

-0.00030441

7.5

-0.00022886

-0.00022856

8.0

-0.00017530

-0.00017503

-0.000190

9.0

-0.00010810

-0.00010832

-0.000117

10.0

-0.00007035

-0.00007068

-0.0000747

15.0

-0.00001375

-0.00001378

-0.000327

Viehland [3:
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present potential should m a k e it slightly softer if there is to be any change at all.
It therefore seems probable that the requirements for a slightly harder potential are
due to some systematic error in the type of experiment conducted or in the inversion
of the experimental data. This is supported by the present PNOCI data in table
9. The PNOCI procedure gives a rigid upper bound to the correlation energy. The
interaction energies obtained using this method also give a slightly softer potential
than that of Skullerud et al. [364] in this region.

For R = 3.0 to 5.0 a0 the Skullerud et al. [364] potential is slightly more
attractive than the present. This could be due to correlation energy missed by the
CEPA2 procedure. However, for R = 5.5 to 8.0 a0 the present potential is again
more attractive. For R = 5.5 and 6.0 a0 the present PNOCI results are also more
attractive than those of Skullerud et al. [364], Beyond R = 8.0 a0 the potential
of Skullerud et al. [364] becomes more attractive than the present. For R > 10.0
a0 their potential is taken as -A - %, with C4 and CQ values being taken from the
R
R
work of Davison [194].

The comparison of the Skullerud et al. [364] potential to the present shows that
the differences are small and that the present potential is capable of predicting ion
swarm experimental data. Small changes made to the present potential to improve
agreement between calculated and measured experimental data are generally in the
wrong direction, as seen by considering the present PNOCI data.

A graphical comparison of the two potentials is given in figure 10 for the well
and long range region and figure 11 for the repulsive region.

Calculations using the present potential were carried out using the NumerovCooley method [365] to determine the number of vibrationally bound states the
present potential supported. Six bound states were found. For the v = 0 to 5
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Figure 10. Comparison between the present (solid line) and Skullerud (dashed line)
He-Li"*" potentials.
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Figure 11. Comparison between the present (solid line) and Skullerud (dashed line)
He-Li+ potentials in the repulsive region.
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states the energies were determined to be -0.00235270, -0.00140075, -0.000741418,
-0.000334845, -0.000121568 and -0.0000296402 Eh respectively. These energies were
determined when all the calculated ab-initio points were included in the fit of the
potential function. When the point at R = 1.0 a0 was omitted to improve the quality
of the fit, the energies of the determined bound states showed a slight variation.

The He-Li+ potential is the only one of the four potentials studied here
which can be considered as being near-definitive for the entire range of intersystem
separations studied. Therefore an attempt was made to find a functional form which
would provide a close fit to the ab-initio data which was obtained.

Various functional forms which exist in the literature were tried. In general,
it was found that although some functional forms could provide a good fit for a
limited region of the present potential, none was able to provide a close fit which
gave good agreement for the entire range of R = 1.0 to 15.0 a0.

The sophistication of the various functional forms investigated ranged from
the simple Lennard-Jones potential (tried simply due to its general familiarity) to the
polynomial expansion used by Ogilvie [366].

Functional forms which were investigated included the forms of Ahlrichs et al.
[235], Douketis et al. [242] and Tang et al. [243], which were proposed as predictive
functional forms which could describe most simple interacting systems. Although
all available parameters were optimised in these functional forms, they could not
account for the present interaction within the desired precision of agreement to less
than one microhartree.

Fitting methods tried included those of Dunham [367] and Simons [368], which
failed to provide the required results.
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Eventually, the functional form which gave a good representation of the abinitio data was found to be similar to that used by HS [357] in describing their HeLi+ potential function. The form of the main exponentially repulsive part was kept
the same. For the long range interaction a 1/R representation was also incorporated.
However, in the present fit the leading term used had an R~6 dependency, rather
than R~4 which is the correct physical interaction. This was used simply because it
gave an improved fit. Each of the 1/R terms were damped by a simple exponential,
as in the HS study [357].

Instead of the two additional exponential terms used in the HS study [357],
the present functional form included an R* term modified by an exponential. This
finally gave a fit to the ab-initio data of the required precision.

The disadvantage of having the Rx term is that if an iterative optimisation in
R is attempted, the program will fail if R becomes negative.

The equation used to obtain the fit is-

V(R) = (l/R)[ciexp(-c2R) + c3exp(-c4R)]
+ c5RC6exp(-c7R) + (c8/R8)exp(-c9R)
+ (ci0/R10)exp(-cnR)
+ (c12/R12)exp(-c13R)

where the parameters are given in table 18. A comparison of the ab-initio data
and the fitted values are given in table 19.

The subroutine used to carry out the multivariate minimisation was a double
precision version of the VA09A routine of Fletcher [369,370]. This is a quasi-Newton
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technique with updates to the Hessian using a stategy which switches between
Fletcher Powell and complementary Fletcher Powell.
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Table 18. Parameters for the He-Li + functional fit.

Cl

-0.0053232226

C2

0.30197778

C3

49.388736

C4

2.2796249

C5

-44.938254

C6

4.1212978

C7

5.0250075

C8

-6.7113460

C9

-0.18880481

ClO

28.952114

cn

1.2552971

Cl2

-45.065218

Cl3

2.4979922
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Table 19. Comparison between ab-initio and fitted energies (fi

R

CEPA2

fit

AE

1.0

1192818.65

1192819.19

-0.45

1.5

319473.29

319473.34

-0.05

2.0

79230.44

79230.46

-0.02

2.0

15036.27

15036.27

0.00

3.0

-379.68

-379.66

-0.02

3.5

-2926.98

-2927.12

0.14

3.63

-2943.81

-2943.73

-0.08

4.0

-2553.66

-2553.54

-0.12

4.5

-1811.97

-1812.10

0.13

5.0

-1228.66

-1228.72

0.06

5.5

-836.69

-836.55

-0.14

6.0

-582.08

-582.04

-0.04

6.5

-415.76

-415.84

0.08

7.0

-304.85

-304.91

0.06

7.5

-228.86

-228.85

-0.01

8.0

-175.30

-175.29

-0.01

9.0

-108.10

-108.12

0.02

10.0

-70.35

-70.32

-0.03

12.0

-33.57

-33.50

-0.07

15.0

-13.75

-13.83

0.08
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Conclusion

By carefully constructing a basis set which is capable of describing the various
energy terms in the present interaction, correcting for the effects of BSSE by
using the full Boys and Bernardi [69] function counterpoise method and utilising
a computational formalism which is capable of accounting for most of the electronic
energy for this interaction, it was possible to calculate an accurate ab-initio potential
function for the He-Li+ interaction.

Excellent agreement was achieved between data obtained from a number of
recent ion-swarm experiments and those predicted using the present potential. Any
slight modifications needed in the present potential to improve agreement with
experiment in certain regions suggest, by taking into account the present PNOCI
results, that small errors in the experimental data or in the inversion procedure exist.

The agreement obtained with the mobility data of Gatland et al. [332] was
not so good. It has been suggested that this data could suffer from some systematic
experimental error [339], and the present results seem to confirm this.

Agreement achieved with data obtained from molecular beam studies to date
is also not as good as it should be. The high energy beam data of IK [344] leads
to a significantly softer potential than the present. Such softening could be due to
three-body effects [307]. The beam data of Polak-Dingels et al. [349] was used to
establish the parameters of a Morse-Spline-yan der Waals function. In the repulsive
region this potential function is closer in agreement to the present potential than the
potentials of Gatland et al. [332], Viehland [335] and IK [344]. However, their
potential is still harder than the present in this region. This suggests that there
are significant errors either in the experimental data, the inversion of this data, the
potential fit or all of these possibilities.
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Considering the slight changes that needed to be m a d e to the present potential
to achieve improved agreement with the ion-swarm data, it can be seen that errors in
experimental procedures for obtaining a two-body potential need to be significantly
reduced before a potential constructed from the data of one type of experiment
will be able to predict most other experimental data. For example, the potential of
Polak-Dingles et al. [349] would not lead to an accurate prediction of the ion swarm
data, even though it is the best potential obtained from molecular beam data on this
system to date.

The intracorrelation energies and vibrational bound states for this potential
are presented for the first time.
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iii. H e - H 2

Introduction

The He-H2 potential function is the simplest example of a closed-shell anisotropic
interaction. As such, it offers the best possibility for an accurate ab-initio description
of an anisotropic system.

Although the present interaction is relatively simple, calculations on more than
one conformation need to be carried out to determine the isotropic and important
anisotropic components of the interaction. This greatly increases the number of
calculations which are required.

It is still prohibitively expensive to compute the entire potential function with
a complete treatment of electron correlation effects and a single large basis set
that will give the desired accuracy in all regions of the interaction, so reasonable
approximations need to be invoked which minimise the loss of accuracy over the
various regions of the potential function.

In the repulsive region, for R < ~ 5.0 a0, a reasonable approximation to the
interaction can be obtained from the SCF energy. Several ab-initio investigations
of varying degrees of completeness in this region, which is of interest for the
calculation of scattering phenomena, have been reported [371-375]. For molecular
separations of R > ~ 5.0 a0 the van der Waals attraction becomes important
and calculations need to include electron correlation to describe this effect. In the
region of negligible overlap (R > ~ 8.0 a0) the attraction can be approximated
by an expansion using van der Waals coefficients [189,210,218,222,376-380], which
can be obtained from large basis set calculations on the separated molecules using
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a perturbation theory approach. The most economical way of accounting for the
interaction in the area of the van der Waals minimum (R ~ 6.5 a0) and the attractive
tail using a supermolecule approach is to design the basis set so that it best describes
the intermolecular correlation energy [381]. Basis superposition (or unsaturation)
errors incurred by following such a basis set design strategy can be minimised by
correcting the energies of the monomer species by the counterpoise method [69]. The
remaining deficiency within a particular formalism, that of basis incompleteness, can
be investigated by the addition of appropriate functions to the basis set. Calculations
of varying degree of sophistication which cover the attractive region of the potential
energy function have been reported [382-388]. Of these, the most extensive previous
study has been that of Meyer, Hariharan and Kutzelnigg (MHK) [386].

Experimental studies, which are sensitive to various aspects of the interaction,
have been carried out in a number of investigations. These include molecular beam
studies which are mainly sensitive to the isotropic repulsive wall of the interaction
and the anisotropy [389-405], NMR spin-lattice relaxation studies [406-412] sensitive
to the anisotropy, diffusion coefficients [413], Raman lineshapes studies [414-416]
and vibrational relaxation studies [417-419]. Shafer and Gordon have combined data
from a number of experimental studies to produce an empirical potential function
[420].

Semi-empirical potentials for the He-H2 [421-424] system combine the repulsive SCF potential, which is relatively inexpensive to calculate, with the attractive
(dispersion) contributions from the van der Waals coefficients. In the region of
non-negligible overlap and exchange the attraction represented by the long range
van der Waals expansion is reduced by some means to simulate the true changes
in correlation energy at intermediate distances. The effect of the change in the
intramolecular correlation energy (defined via a localised orbital basis [32,386]) on
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the potential energy function has been omitted from semi-empirical calculations to
date due to the unavailability of any accurate ab-initio data to serve as a guide to its
nature and importance. Most of the ab-initio determinations of the He-H2 potential
energy function, with the exception of MHK [386], have not been overly concerned
with an accurate description of this term. This is mainly due to the additional
expense, in terms of basis functions and computer time, required to extract this
information and the relative unimportance of the term when compared to the SCF
and intercorrelation energy contributions over almost all of the potential function
except the region of the van der Waals minimum.

In this study it is sought to accurately determine the He-H2 potential function
including an accurate representation of the intracorrelation energy change by using a
systematic approach to the modelling of the interaction. In contrast to MHK [386],
the starting basis is designed to saturate that part of the basis which dominates the
determination of the intramolecular component of the total correlation energy. This
consists of using a basis set optimised to respond to perturbations to the electron
distribution within each subsystem caused by an approaching subsystem, and then
adding appropriate functions to describe the long-range intersubsystem interaction.
By using the same computational formalism throughout, the coupling of the various
terms is taken into account in a systematic way and the best possible potential
function within the constraints of the basis set and computational formalism will
be obtained. Both of these accuracy limiting compromises have been examined and
it is expected that the present study will produce a reliable potential function for
the interaction being studied, with each of the energy terms that contribute to the
total interaction being properly accounted for. Much larger basis supermolecule
correlation calculations are reported in the present work than in any previous study
of the He-H2 interaction.
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Method

Calculations were carried out using a supermolecule approach with two basis
sets, denoted basis A and basis B, listed in table 20. Basis A was used to determine
the potential function for all R, r and 6, R being the distance between the centre of
masses of the two subsystems, r is the H2 bond length and 6 is the angle between
the vectors R and r. Calculations with the two basis sets always included both the
inter and intra correlation energy terms in order to account for the coupling between
them. This is necessary since, for example, at R = 6.0 a0 the coupling increases
the intracorrelation energy term by as much as 290%. Basis A had been chosen to
even-handedly optimise the correlation treatment throughout the supermolecule.

Basis A is unable to adequately represent the van der Waals well or the long
range interaction of the He-H2 system due to basis incompleteness in the long range
part of the wavefunction which little effects intramolecular correlation. In order
to improve the potential function in this region, the mid-bond d functions of the
hydrogen basis were firstly placed on each H nuclei and the p function representation
was extended. This is basis A1 in table 20. The basis sensitivity of some H2 monomer
properties to this change is shown in tables 21 and 22. The improvement obtained in
the H2 monomer properties, such as polarisabilities and multipole moments, must
lead to an improved description of the terms in the van der Waals expansion for the
long range interaction and hence the intercorrelation energy. The degree of basis
saturation represented by basis A1 was then checked by performing supermolecule
calculations on the linear and T geometries at R = 6.5 a0, which is close to the van
der Waals minimum. This was done by firstly using basis A

]

plus an f function on

the He nucleus and then adding an f function to H2 midbond. The resulting energy
changes are presented in table 23. The exponent of the He f was taken directly from
the work of Meyer [218]. The H2 f exponent was chosen to provide a good
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Table 20. Gaussian basis sets used.

Basis A (total- 78 independent functions)
He
nucleus
7s (uncontracted) ref. 75
Is (.05)
4p(.21, .6087, 1.826,5.4779)
3d (.41, 1.2161,3.6482)
1.15 a0 from He nucleus on He-H2 bond axis
Is (.65)
lp (.40)
H
nucleus
6s (3,1,1,1) ref. 75
3p (.0313, .25, 2.0)
0.59 a0 from each H nucleus on H-H bond axis
Is (1.0)
lp (.65)
H2 midbond
Id (.3)
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Basis A1 (total- 91 independent functions)
He
as for Basis A
H
nucleus
6s (2,1,1,1,1) ref. 75
4p(.03, .12, .50,2.0)
Id (-3)
0.59 a0 from each H nucleus on H-H bond axis
Is (1.0)
lp (.65)

Basis B (total-105 independent functions)
He
as for Basis A plus
If (.3) on He nucleus
H
as for Basis A1 plus
If (.08) at H2 midbond
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Table 21. Basis set sensitivity of H 2 (r e ) monomer properties.

Basis A

Basis A 1

Exact 5

-1.133401

-1.133456

-1.133630

-1.172695

-1.172873

-1.174470

Q°2 (a0)

0.4516

0.4554

0.4574

«x("o)

4.16fl

4.50°

4.58

ail(«o)

6.34°

6.42°

6.38

"11 ~ <x±(a0)

2.18°

1.92°

1.80

Property
E

SCF (EA)

E C /(E A )

a) P N O C I Finite Field Values, Courtesy of V. Staemmler at Bochum.
b) W. Kolos and L. Wolniewicz, J.Chem.Phys. 43,2429 (1965), ibid 46,1426 (1967).
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Table 22. d exponent sensitivity of H 2 (r e ) m o n o m e r properties.

[5s,4p,ld](s,/?)* ecorr/H Q°/a0 a±/a0 an/a0 an - a±/a0
rjd = 0.3 0.039418 0.4554 4.50 6.42 1.92
•qd = 1.4 0.039990 0.4541 4.08 6.32 2.24
rid = 2.4 0.039839 0.4536 — — —
Exact 0.040840 0.4574 4.58 6.38 1.80

* bond functions placed 0.59 a 0 from each nuclei on bond axis.
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Table 23. Basis dependence of interaction energies (fiEf, )a.

L
Basis

a

R

T

SCF Intra Inter SCF Intra Inter

A

40.67 9.30 -88.67 28.34 4.64 -67.68

A1 + f on He

40.66 9.11 -92.28 28.32 4.83 -69.62

B

40.66 9.16 -93.15 — — -71.01

= 6.5a0,r = 1.449 a 0
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description of the long range part of the potential, but was not specifically optimised

with respect to any single criterion. It can be seen from table 23 that the additio

functions did not significantly effect the SCF or intracorrelation energy change at

the computed points. The addition of the last f function to the H2 molecule resulted
in an intercorrelation energy improvement of ~ 1.0 fiE^ (— 1% ) to the linear and
~1.4 /xE/j (~ 2% ) to the T conformation. The addition of further f functions
was expected to result in energy improvements of < 1.0 fiE^ to the well depth.
This basis, basis B, incorporating 105 independent functions was used to obtain an
improved representation of the intercorrelation energy change from R = 5.0 to 15.0
z0 for 0=0° and 90°.

The energies calculated for the given conformations are used to obtain the
isotropic and leading anisotropic coefficients for the usual Legendre polynomial
expansion
V(R,r,0)= £ Vln{R,r)P2n(cosd)
used to approximate the potential function.

The effect of any change in the zero point vibrational energy of H2 over the

potential function was investigated by fitting the calculated energy at r = 1.28, 1
and 1.618 a.0 for R = 3.0, 5.0, 6.5, 8.0 and 100.0 a0 to a quadratic equation
E = ax1 + bx + c

The second derivative of these quadratic equations is used to find the force consta
K. The relative change in the vibrational frequency

where \i is the reduced mass of H2 is given by
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Multiplying these results by the experimentally determined vibrational frequency of
2080.5 cm-1 [425] leads to an approximation to the correction due to zero point
energy change necessary to achieve the quantum corrected interaction potential for
He interacting with perturbed zero point energy H2.

Results and Discussion

SCF energies for all geometries are presented in table 24. The results are
in close agreement with other SCF calculations using large basis sets which have
been carried out for the same value of r and have been BSSE corrected [386].
The interaction for the linear conformation is always more repulsive than the T
conformation except for R > 9.0 a0 where the results for the linear conformation
decrease towards the slightly attractive tail at about R = 12.0 a0.

Table 25 gives the counterpoise corrections, used to correct the SCF and
intracorrelation energies. The corrections to the He atom are always larger for
the linear conformation than for the T conformation at both the SCF level of
treatment and when electron correlation is taken into account. This is due to the
closer proximity of the nearest hydrogen atom to the helium atom at each R in
this geometry. The result is an increased overlap of the hydrogen and helium
wavefunctions in this geometry as compared to the T conformation and therefore
an increase in the superposition effect as the available hydrogen functions are used
to improve the helium atomic wavefunction. For the hydrogen molecule, the SCF
corrections show a similar trend as the corrections to the helium atom. However,
when electron correlation is taken into account the corrections to the T geometry
become larger than for the linear geometry for R < 6.5 a0. At these distances the
functions of the helium atom begin to overlap with the functions of both hydrogen
atoms, as opposed to the linear case, as well as the bond functions. Although
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Table 24. SCF energies QiEf,)*.

1.449 a 0

R

L

45°

T

2.0

215011.39

175219.01

153836.40

3.0

36929.64

31338.13

26693.75

4.0

5851.35

4916.75

4120.05

4.5

2243.01

1879.69

1567.85

5.0

842.82

705.27

586.47

5.5

311.29

260.38

216.17

6.0

112.62

94.82

78.67

6.5

40.67

34.12

28.34

7.0

14.39

12.15

10.14

8.0

1.67

1.50

1.31

9.0

0.15

0.19

0.20

10.0

-0.01

0.03

0.06

12.0

-0.01

0.02

0.03

15.0

0.00

0.02

0.03
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r = 1.28 a 0
3.0 33011.97 28836.83 25256.92
5.0 674.21 583.70 502.92
6.5 30.16 26.17 22.55
8.0 1.14 1.06 0.97

r = 1.618 a0
3.0 41033.99 33787.75 27961.81
5.0 1043.99 842.37 674.10
6.5 54.17 43.75 34.95
8.0 2.40 2.25 1.71

a

counterpoise corrected energies, results obtained using Basis A.

Absolute energies at R = 100.0 a0.
r = 1.28 a0 Eh = -3.99235485
r = 1.449 a0EA = -3.99419654
r = 1.618 a0 Eh = -3.98651079
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Table 25. B S S E corrections to S C F and correlation energies (/xE/j).

linear conformation, r = 1.449 a 0

R

H2

He

SCF

CEPA2

SCF

CEPA2

2.0

25.35

172.20

4.68

57.62

3.0

6.13

64.34

2.28

15.47

4.0

4.67

22.75

1.44

6.80

4.5

2.60

15.59

1.13

4.94

5.0

1.73

10.86

1.12

3.84

5.5

1.84

7.87

1.13

3.16

6.0

1.66

5.42

1.10

2.55

6.5

1.12

3.19

0.97

1.90

7.0

0.82

1.86

0.74

1.29

8.0

0.41

0.69

0.30

0.54

9.0

0.16

0.27

0.23

0.39

10.0

0.11

0.17

0.20

0.32

12.0

0.08

0.10

0.15

0.22

15.0

0.02

0.02

0.03

0.05
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45° conformation, r = 1.449 a 0

R H2 He
SCF

CEPA2

SCF

CEPA2

2.0

7.31

247.03

3.24

35.38

3.0

2.32

99.26

1.56

10.21

4.0

1.31

30.19

1.03

5.21

4.5

1.15

17.00

1.07

3.87

5.0

0.84

9.93

1.06

2.92

5.5

0.72

6.05

0.92

2.14

6.0

0.64

3.59

0.70

1.48

6.5

0.55

1.88

0.48

0.99

7.0

0.43

1.01

0.35

0.70

8.0

0.22

0.50

0.23

0.41

9.0

0.10

0.22

0.20

0.32

10.0

0.04

0.09

0.17

0.26

12.0

0.03

0.04

0.11

0.16

15.0

0.00

0.00

0.02

0.03
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T conformation, r = 1.449 ac

R

H2

He

SCF

CEPA2

SCF

CEPA2

2.0

6.48

252.33

1.70

20.76

3.0

2.85

115.29

1.05

8.02

4.0

1.57

32.21

1.05

4.69

4.5

1.46

20.29

1.04

3.44

5.0

1.43

15.10

0.93

2.43

5.5

0.98

10.06

0.77

1.65

6.0

0.51

4.94

0.52

1.01

6.5

0.54

2.07

0.29

0.58

7.0

0.52

1.06

0.20

0.39

8.0

0.10

0.34

0.20

0.33

9.0

0.07

0.16

0.16

0.24

10.0

0.01

0.05

0.12

0.18

12.0

0.00

0.01

0.05

0.06

15.0

0.00

0.00

0.00

0.01
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Iinear conformation, r = 1.280 a 0

R

H,

He

SCF

CEPA2

SCF

CEPA

3.0

4.66

50.47

2.17

15.05

5.0

1.24

6.03

1.13

3.77

6.5

0.83

2.37

0.98

1.92

8.0

0.29

0.71

0.30

0.54

45° conformation, r = 1.280 a 0

H2

R

He

SCF

CEPA2

SCF

CEPA2

3.0

1.96

87.93

1.55

10.07

5.0

0.71

6.28

1.06

2.90

6.5

0.42

1.19

0.48

0.99

8.0

0.17

0.38

0.23

0.41
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T conformation, r = 1.280 a0

R

H2

He

SCF

CEPA2

SCF

CEPA2

3.0

2.66

108.32

1.05

8.18

5.0

1.44

14.67

0.93

2.45

6.5

0.47

2.03

0.29

0.59

8.0

0.11

0.36

0.20

0.33
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Iinear conformation, r = 1.618 ar

R

He

H2
SCF

CEPA2

SCF

CEPA2

3.0

7.52

74.93

2.37

15.69

5.0

2.28

13.78

1.09

4.00

6.5

1.56

3.65

1.01

2.03

8.0

0.57

0.76

0.31

0.55

45° conformation, r = 1.618 a 0

He

H2

R
SCF

CEPA2

SCF

CEPA2

3.0

2.42

10.33

1.73

100.22

5.0

0.90

2.91

1.24

10.85

6.5

0.61

0.99

0.48

1.84

8.0

0.24

0.41

0.23

0.32
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T conformation, r = 1.618 a 0

R

H2

He

SCF

CEPA2

SCF

CEPA2

3.0

2.71

112.87

1.04

8.06

5.0

1.34

15.13

0.93

2.42

6.5

0.62

2.22

0.29

0.58

8.0

0.09

0.32

0.20

0.33
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the overlap at each R for a particular hydrogen atom is not as great as in the
linear case, the more favourable circumstances for rearrangement of the electron
distribution when accounting for their correlation in this geometry results in the
increased artificial energy lowering, which must be corrected by the counterpoise
correction.

The corrections to the 45° conformation are generally in between the two
extreme cases of the linear and T conformations except for the SCF corrections for
R < 6.5 a0. This can again be explained in terms of overlap of the functions of
the subsystems. For a particular R in the linear case the overlap is greatest with one
of the hydrogen atoms and gives the largest correction. In the T conformation the
overlap is smaller than in the linear case but involves both hydrogen atoms equally,
as well as the bond functions. The overlap in the 45° case is weighted towards one of
the hydrogen atoms but is not as great as in the linear case, resulting in the smallest
correction.

In certain cases the BSSE correction is not exactly as expected from a simplistic
nearness of neighbour interpretation, eg. in cases where there is a slight increase of
the SCF correction with increasing R, or the correction for the 45° conformation
does not he between those of the linear and T conformations.

The size of the BSSE correction depends on the extent the functions of one
subsystem overlap the other and improve its description. It also depends on the
capability the overlapping function has on improving the description of the other
system. Similar considerations arise as in designing a basis set for an atom, for
example. The addition of certain functions will lead to significant improvement
in the energy, whereas the addition of a non-optimal function will have a minimal
effect. In the case of BSSE, the error can increase with increasing R if, for example,
the diffuse functions of one subsystem are moved to a position where they can better
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correct for deficiencies in the other. This effect is similar to optimisation of bond
functions, or what was seen in the probe function analysis of chapter 2, where an
energy minimum was obtained outside the H2 bonding region.

The intracorrelation energy component of the total interaction potential is
basically due to a decrease in both radial and angular correlation relaxation that
occurs when some regions become 'forbidden' by Pauli repulsion as one or more
new electron pairs encroach on the periphery of a subsystem.

The intracorrelation energy change contribution to the potential function is
somewhat different for each subsystem. The CEPA2 results of table 26 and 27 show
that in the linear conformation both the H2 and He contributions are repulsive,
the H2 moreso than the He. This changes in the T conformation. Here the He
contribution is still repulsive but to a lesser extent than in the linear case, while
the H2 intracorrelation energy change is attractive at small R and becomes slightly
repulsive near and beyond the region of the well. Calculations at R = 3.0, 6.0 and
10.0 a0 carried out without including the intercorrelation energy and therefore its
coupling effect on the intracorrelation energy (obtaining intracorrelation energies of
-465.50, -3.59 and 0.00 tiE/, respectively) show that the H2 intracorrelation energy
change is attractive for all R, converging to zero at large R. The effect of intra-inter
coupling on the intracorrelation energy change is to make it more repulsive and
causes the H2 contribution to change sign for R > 6.0 a0. This attraction is due
to polarisation effects which are also partially responsible for the SCF potential
function in the T conformation being softer than for the other orientations. Results
for the 45° conformation are in between the two extreme cases. Here the term from
the H2 is more repulsive than the He term for R < ~ 2.5 a0 and R > -7.0 a0 and
less repulsive in the intermediate region.
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Table 26. H e C E P A 2 intracorrelation energies OiE/,).

r = 1.449 a 0

R

L

45°

T

2.0

1795.53

1369.86

886.16

3.0

582.25

473.80

389.00

4.0

163.08

138.71

117.74

4.5

81.05

69.17

58.74

5.0

39.05

33.37

28.54

5.5

18.77

16.04

13.64

6.0

8.98

7.68

6.55

6.5

4.52

3.88

3.32

7.0

2.31

2.00

1.72

8.0

0.72

0.62

0.54

9.0

0.30

0.25

0.20

10.0

0.10

0.08

0.07

12.0

0.04

0.01

0.01

15.0

0.00

0.00

0.00
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r = 1.280 a 0
3.0 521.30 439.29 373.08
5.0 32.88 28.99 25.48
6.5 3.69 3.26 2.88
8.0 0.60 0.54 0.48

r = 1.618 a0
3.0 646.83 507.82 403.19
5.0 46.16 37.96 31.48
6.5 5.50 4.55 3.79
8.0 0.85 0.50 0.60
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Table 27. H 2 C E P A 2 intracorrelation energies (iiE/j).

R

L

45°

T

2.0

4412.31

1955.55

-1079.58

3.0

1011.91

248.26

-362.83

4.0

172.87

38.20

-66.38

4.5

70.55

16.40

-24.91

5.0

30.29

8.77

-7.97

5.5

15.11

6.09

-1.01

6.0

8.07

4.10

0.92

6.5

4.78

2.90

1.31

7.0

3.04

2.07

1.19

8.0

1.35

0.99

0.63

9.0

0.69

0.48

0.31

10.0

0.26

0.19

0.10

12.0

0.10

0.02

0.02

15.0

0.01

0.01

0.00
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r = 1.280 a 0
3.0 703.77 215.17 -188.96
5.0 25.57 11.13 1.82
6.5 4.05 2.87 1.76
8.0 1.08 0.85 0.58

r = 1.618 a0
3.0 1499.80 324.33 -571.50
5.0 37.70 5.04 -19.53
6.5 5.58 2.40 0.49
8.0 1.72 0.82 0.68
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The total ( H 2 + H e ) intracorrelation energy change has only a small effect on
the potential function for R < - 5.0 a0. At R = 3.0 a0 it contributes 4.1, 0.1 and
2.3% to the total repulsion for the linear, T and 45° conformations respectively.
At R = 5.0 a0 these figures become 3.9, 3.4 and 5.6%. The effect becomes more
significant in fractional (but not absolute) terms at larger R. Near the minimum of
the van der Waals well, at R = 6.5 a0, the corresponding percentages of the total
repulsion are 18.6, 14.1 and 16.6, while at R = 8.0 a0 they are 55.3, 47.2 and
51.9%. Although the percentage of the total repulsion due to the intracorrelation
energy change at large R, such as 8.0 a0, is large, the actual repulsion is only a
few microhartrees. However, this is enough to cause a noticeable deviation of the
long range potential when compared to a description involving only the SCF and
dispersion terms.

Intercorrelation energies obtained with basis A are in table 28. For R < 6.0
a0 these energies are more attractive than those of MHK [386]. MHK [386] chose to
define their intracorrelation energy by accumulating all their inter-intracorrelation
energy coupling into the intercorrelation energy, partially because they used different
basis sets to determine these terms. In the present work the CEPA2 coupled inter
and intracorrelation energies are reported throughout. If at R = 3.0 a0 in the T
conformation, for example, the present repulsive component in the intracorrelation
energy is added to the intercorrelation energy, the intercorrelation energy changes
from -3293.39 to -3190.72 y.Eh. The corresponding energy obtained by MHK [386]
at their level c of treatment (simulated triple excitations included) in their table VII
is -3144.01 fiEft. Thus the present energy term is still more attractive by 46.71 iiE/j.
The present energy term does not contain the contribution due to triple excitations,
which would make it slightly more attractive and increase the difference between the
present and MHK [386] results. Basis A also inadequately represents this energy
term due to missing higher angular momentum functions. The fact that the present
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Table 28. Intercorrelation energies (it E/j)*

r = 1.449 a 0

R

L

45°

T

2.0

-11573.49

-10542.97

-8660.72

3.0

-4633.85

-3916.50

-3293.39

4.0

-1492.30

-1283.19

-1102.07

4.5

-832.03

-717.92

-620.51

5.0

-465.28

-402.34

-347.18

5.5

-258.46

-255.13

-196.48

6.0

-149.91

-130.72

-114.37

6.5

-88.67

-77.34

-67.68

7.0

-53.01

-46.91

-40.86

8.0

-21.15

-18.45

-15.85

9.0

-9.84

-8.01

-6.40

10.0

-3.05

-2.58

-2.05

12.0

-0.98

0.00

0.00

15.0

0.00

0.00

0.00
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r = 1.280 a 0
3.0 -4162.59 -3629.05 -3149.10
5.0 -400.93 -356.27 -316.37
6.5 -76.37 -68.20 -61.21
8.0 -18.30 -16.31 -14.39

r = 1.618 a0
3.0 -5130.03 -4202.41 -3415.11
5.0 -533.59 -449.49 -378.60
6.5 -102.39 -87.05 -74.14
8.0 -24.34 -20.72 -17.32

* Basis A results.
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Table 29. Intercorrelation energies (fiE^)*

a

y^5

PNOCI

CEPA2

C2n

R

L

T

L

T

L

T

5.0

-478.62

-357.51

-462.13

-344.94

-609.75

-451.46

5.5

-271.59

-204.04

-261.73

-196.54

-300.69

-227.53

6.0

-157.03

-118.76

. -151.07

-114.22

-160.67

-123.83

6.5

-93.15

-71.01

-89.48

-68.20

-91.56

-71.68

7.0

-56.92

-43.79

-54.62

-42.02

-55.00

-43.62

8.0

-23.32

-18.34

-22.34

-17.57

-22.45

-18.16

9.0

-10.77

-8.63

-10.31

-8.27

-10.38

-8.52

10.0

-5.48

-4.46

-5.24

-4.27

-5.26

-4.38

11.0

-3.03

-2.48

-2.90

-2.37

-2.88

-2.41

12.0

-1.77

-1.59

-1.69

-1.53

-1.67

-1.40

15.0

-0.41

-0.37

-0.39

-0.35

-0.42

-0.36

van der Waals coefficients from Table V I of ref. 386, intercorrelation energies

from basis B.
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energy is slightly more attractive at this point is therefore primarily due to the more
complete basis set used in the present study, and possibly to a lesser degree to the
inclusion of quadruple excitations in the present result.

Table 29 gives the results for R > 5.0 a0 which were calculated with basis
B, together with results obtained from a ^- expansion using the van der Waals
coefficients of table VI of ref. 386, which are the best coefficients the authors
calculated.

Calculations for R < 5.0 a0 were not carried out using basis B mainly due to
the large cost involved because of the expanded list of significant AO integrals.
However, the percentage change in the intercorrelation energy obtained in the
repulsive region with basis B as compared to the basis A results is certainly expected
to diminish with decreasing R, as indeed is the contribution of the intercorrelation
energy to the potential function since the SCF energy dominates at small R.

The intercorrelation energies obtained from basis B are more attractive than
those obtained by MHK [386] using their supermolecule level c' results for all
comparable values of R. This difference has been obtained even though the present
results do not contain the effects of triple excitations. This suggests that the MHK
[386] results suffer from basis set incompleteness by more than their estimate of 1.5
to 2.0 /jiEf, at the well minimum.

For the linear conformation the present CEPA2 intercorrelation energies are
more attractive than those of the MHK [386] van der Waals expansion for R > 6.5
a0 to R = 12.0 a0. At R = 15.0 a0 the energy is 0.01 /IE/, less attractive than that
obtained from the van der Waals expansion, but this is best interpreted as the limit
of precision of the present numerical techniques. Results for the T conformation
show that the dispersion term from the MHK [386] van der Waals expansion is also
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exceeded by our C E P A 2 results for R > 7.0 a 0 . A n y damping [235] of the M H K
[386] van der Waals expansion would only increase the disagreement with respect to
the CEPA2 results for the long range intercorrelation energy.

A part of the disagreement between the van der Waals and CEPA2 results is
due to the van der Waals expansion being truncated at the C\Q term whereas the
ab-initio results incorporate some of the higher order terms. The restriction of basis
functions to s, p, d and f functions means that only the quadrupole-octupole part
of Ci2 is described well in the present calculations whereas the dipole-hexadecapole
part is not. Also, only the octupole-octupole part of Cj4 is well described. Basis
extension would therefore further increase the disagreement between the two sets
of results by making CEPA2 results for the intercorrelation energy even lower than
the MHK [386] van der Waals representation. Higher order terms such as C^, and
upwards diminish rapidly with increasing R and would not influence the long-range
dispersion to any significant extent.

If the estimates of ref. 424 are used for the C\i and Q4 coefficients and
included in the van der Waals expansion it is found that the CEPA2 results are still
more attractive for R > 8.0 a0 for the linear conformation but the energies at 6.5
and 7.0 a0 are now less attractive. Similarly, the CEPA2 energies at R = 7.0 and
8.0 a0 in the T conformation become less attractive, but are still more attractive at
larger R.

As mentioned earlier, the CEPA2 correlation energy has been compared to
that of a full CI calculation for a related system (H2-H2) and a slightly smaller
basis. Results showed that the CEPA2 energy was in between a more limited but
variational bound to the correlation energy given by the PNOCI method and the full
CI result [29,39]. This study showed that the CEPA2 correlation energy is a better
estimate to the correlation energy than the PNOCI energy in a van der Waals system
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and that it does not overestimate the interaction in a system closely related to the
present He-H2 system. However, this does not guarantee that the intercorrelation
part of the total correlation energy is not being overestimated in the present study.

Since a computational formalism has been used which relies on various approximations to arrive at the correlation energy it is not possible to give any definitive
assessment of individual contributions to the correlation energy, but some indication
can be given of the possible error in the non-variational CEPA2 description of the
intercorrelation energy. To do this the variational PNOCI intercorrelation energies
have been included, which make no allowance for simultaneous double excitations
(ie. quadruple excitations). Since such quadruple excitations are expected to make
the variational PNOCI estimate of the intercorrelation energy more attractive, as
illustrated in table 29, there is no reason to doubt that the CEPA2 estimate of the
L and T intercorrelation interaction is superior to the MHK [386] van der Waals
representation, in the region R < 11.0 a0 where energy differences are large enough
to be significant and overlap effects are beginning to play a part.

Attempting to simulate the effects of triple excitations not explicitly included
by CEPA2, as MHK [386] suggested by taking | of the interaction energy obtained
by using only inter doubles in the CI plus | of the PNOCI energy, the resultant
energy is slightly more attractive than that obtained by the CEPA2 approach,
eg. 5.57 nEh (vs. 5.48 nEh) at R = 10.0 a0 for the linear conformation.
This could suggest that the CEPA2 method is not significantly overestimating the
intercorrelation energy. However, it is believed that these factors of MHK [386] are
basis set dependent and that their recipe for simulating the effect of triples is not
reliable here.

In summarising, the best that can be said about the intercorrelation energy is
that if the PNOCI results are an upper bound then the CEPA2 results would give
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a reasonable estimation of the increased attraction obtained by including the effects
of higher order excitations, within the constraints of the basis set.

The total interaction can be obtained by summing at each R the contributions
described above, ie the SCF energy + H2 intracorrelation energy + He intracorrelation energy + intercorrelation energy changes.

The best results, which incorporate the intercorrelation energy using basis B
for R > 5.0 a0, are in table 30. The minimum energy for the linear conformation is
found at R = 6.54 a0 where the well depth is 43.26 /xE/, . The T conformation has
a well depth of 38.34 /xE^ at R = 6.40 a0. The zero point crossings are at R = 5.76
and 5.62 a0 for the linear and T conformations respectively. The minimum energy
for the isotropic VQ term is 39.80 /zE/, at R = 6.46 a0.

Any errors in the potential due to basis incompleteness will mainly occur in the
description of the intercorrelation energy, where improvement of this term will lead
to a slightly more attractive potential. MHK [386] studied the effect of extending
their basis at R = 6.5 a0 by addition of further d, f and g functions. They found
that the additional functions increased the intercorrelation energy by slightly over
1 nEh . Since the functions which play an important part in describing this term
in the present basis are similar to theirs, a similar effect on basis extension would
be expected. This effect, however, would be reduced if intra-inter coupling is taken
into account.

The effect of approximations involved in the CEPA2 formalism, as mentioned
previously, would probably lower the well depth by at most a further 3% or about
1.2 fiEh . The corrected SCF results seem to be stable to within - 0.02 fiEh and the
intracorrelation energies to within ~ 0.2 ftE/, at the well minimum and would not
be expected to change the well depth significantly on basis extension. The effect
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Table 30. Interaction energies - best results (^E^) a

a

R

L

T

Vo

v2

2.0

209645.73

144982.24

161570.06

39561.37

3.0

33889.94

23426.54

26583.60

6739.35

4.0

4695.00

3069.33

3572.98

1056.47

4.5

1562.60

981.17

1161.89

378.27

5.0

433.55

249.53

310.87

122.68

5.5

73.59

24.76

41.04

32.56

6.0

-26.70

-32.62

-30.65

3.95

6.5

-43.18

-38.03

-39.75

-3.43

7.0

-37.18

-30.74

-32.89

-4.30

8.0

-19.58

-15.86

-17.10

-2.48

9.0

-9.63

-7.92

-8.49

-1.14

10.0

-5.12

-4.23

-4.53

-0.59

12.0

-1.65

-1.52

-1.56

-0.08

15.0

-0.40

-0.34

-0.36

-0.04

These results can be obtained by summing AEscf from table 25, kEintraH2

plus

AEintraHe from table 27, CEPA2 intercorrelation energies for R > 5.0 a0 from
table 29 and those of table 28 for R < 5.0 a0, for r = 1.449 a0.

V0 = lL + f T

for R < 5.0 a0 V0 and V2 are from table 31.
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Table 31. Legendre coefficients determined from

L, T and 45° geometries (>E/,)a

a

R

Vo

v2

v4

2.0

161570.06

39561.37

8514.31

3.0

26583.60

6739.35

566.98

4.0

3572.98

1056.47

65.55

4.5

1161.89

378.27

22.43

5.0

317.76

121.52

7.60

5.5

49.31

35.45

1.96

6.0

-25.46

5.69

0.19

6.5

-35.89

-2.56

7.0

-29.71

-3.71

8.0

-14.69

-2.66

9.0

-6.64

-1.97

10.0

-2.12

-.58

12.0

-0.01

-0.45

15.0

0.03

-0.01

Basis A results, r = 1.449 a 0 .

Vo = f-5L+ £45° + £T

V2 = JJL + £45° - if T
V4 = J$L-g45° + jfT
where L, 45° and T are obtained by summing the individual energy contributions at
each R from tables 25, 27 and 28.
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Legendre coefficients determined from

L and T geometries (fj.Eh)a

a

R

v0

v2

2.0

166536.74

43109.00

3.0

26914.34

6975.60

4.0

3611.22

1083.78

4.5

1174.98

387.62

5.0

322.20

124.69

5.5

50.46

36.27

6.0

-25.34

5.77

6.5

-36.04

-2.66

7.0

-29.63

-3.64

8.0

-14.72

-2.68

9.0

-6.69

-2.01

10.0

-2.12

-0.58

12.0

-0.24

-0.62

15.0

0.02

-0.01

Basis A Results, r = 1.449 a0.

V0 = |L + fT
V2 = §L-|T.
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of zero point vibrational energy change, discussed below, would decrease the well
depth by - 0.3 iiE/,. It is therefore estimated that the present V0 well is about 2
/xE/2 too shallow, and that the true V0 well depth is - 42.0 iiE/,.

The Vo and V2 Legendre polynomial coefficients were obtained using the
inverse coefficient matrix from a 2 term Legendre expansion since basis B was not
used to calculate the long range intercorrelation energies for the 45° conformation.
The errors incurred by using 2 geometries to obtain the VQ and V2 Legendre
coefficients rather than 3 geometries can be obtained on inspection of table 31 where
results from basis A are presented. The results show that these errors are generally
small, but increase at small R where the V4 term becomes significant, a reminder
that Vo has no absolute significance, but may vary depending on the length of the
Legendre expansion at each value of R.

The V4 results of basis A obtained for R > 6.0 a0, where the present numerical
techniques do not afford a significant determination of the very small V4 terms, are
not shown.

The relative importance of the various energy terms to the total interaction
can be seen in figures 12-17. The higher order anisotropic terms are seen to be
increasingly dominated by the SCF energy since this term dominates at small R,
where the anisotropy becomes more pronounced.

The parameters obtained by fitting a quadratic to the total energies of the
He-H2 system at r = 1.28, 1.449 and 1.618 a0 for various R are presented in table
32. The results for the linear conformation show that the H2 bond contracts as the
He approaches, and the force constant increases as vibration is inhibited. In the T
conformation there is an initial stretching of the H2 bond followed by contraction at
smaller R as the He approaches. The force constant exhibits a slight initial increase
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Figure 12. H e - H 2 linear potential. Components of the total interaction are (A) S C F

energy change, (B) intercorrelation energy change, (C) H2 intramolecular correlation
energy change, (D) He intraatomic correlation energy change and (E) the total
interaction potential.

\

2.

Linear

10.
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R / 0

11

12.
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Figure 13. H e - H 2 45° potential. (A), (B), (C), (D) and (E) have the same meaning
as in figure 12.

10.

11.

12.
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Figure 14. He-H 2 T potential. (A), (B), (C), (D) and (E) have the same meaning as
in figure 12.

is. " 11
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12.
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Figure 15. He-H 2 V 0 potential. (A), (B), (C), (D) and (E)have the same meaning as
in figure 12.

1.0

I \
1 \

.8

1 \
\t

"\ \

1 *D

.6

x

-\

.4
LU .2
E

E\\ A
\ \
\ \
\ \

-\
\
. \
\
\
- \
N
\

^
\

"N .0

\ ^N
\
\
%

>»

c
CT

- P

• **"

—

/
/

m
LU *4
-.6

/
—
—
.

/
/

' B
/
/
/

-.8
-1.0

1
2.

1 1
3.

I',

i ,
5.

i ,
6.

R / 0

i ,
7.

i , t . i , i , i
8. • 9.
10. " 11. 12.

-176-

Figure 16. H e - H 2 V 2 potential. (A), (B), (C), (D) and (E) have the same meaning as
in figure 12.
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Figure 17. H e - H 2 V 4 potential. (A), (B), (C), (D) and (E) have the same meaning as
in figure 12.
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Table 32. Change in H 2 zero-point vibrational energy.

Linear

R

K

A R m / « (a0)

AE(^E^)

3.0

0.335694

-0.069147

175.39

5.0

0.324737

-0.002281

16.52

6.5

0.323671

-0.000006

0.93

8.0

0.323608

0.000036

-0.01

100.0

0.323608

0.000000

0.00

0.323443

-0.041694

-3.92

0.324177

-0.001490

6.82

0.323733

0.000006

0.32

0.323699

0.000029

-0.18

0.323711

0.000000

0.00

0.317126

-0.020110

-94.21

0.323580

-0.000850

0.82

0.323541

0.000010

0.24

0.323527

0.000018

0.04

0.323524

0.000000

0.00

45°

T
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followed by a decrease at R = 3.0 a 0 as the H e approaches. The decrease in the
force constant means that the intra H2 potential is getting softer. Since xe has
decreased this implies that there has been a decrease in the zero point vibrational
energy level, the extent of which is given by the results of the calculations in table
32. The vibrational energy changes for the 45° conformation lie in between the 0°
and 90° changes.

Comparison with previous results

When comparing ab-initio potentials, the present will only be compared to
that of MHK [386]. This is because only the MHK [386] and the present potentials
have been calculated at r = 1.449 a0 so that they could be compared directly to
experiment. MHK [386] interpolated their interaction energies to r = 1.4 a0 so
that a direct comparison to previous ab-initio results could be made. They generally
found that all previous ab-initio potential functions for this interaction suffered
from basis set limitations, from severe limitations in the computational formalisms
used and from neglect of BSSE corrections.

Apart from a comparison to the results of MHK [386], the present potential
will also be compared to the results of two semi-empirical studies completed since
the study of MHK [386], that of Rodwell and Scoles (RS) [424] and Tang and
Toennies (TT) [423], the empirical potential of Shafer and Gordon (SG) [420] and
to a selection of potentials derived from experimental data.

The present SCF results and those of MHK [386] are nearly identical and
the differences between them are generally smaller than the largest counterpoise
correction used by both studies at each R, except at small R, where the overlap of
electron distributions is greatest.
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T h e differences between the present and M H K [386] results for the intracorrelation energy change are larger than in the SCF case. The main reason for this
is that the present results include the effect of intra-inter coupling on the intracorrelation energy whereas the MHK [386] results do not. The two sets of results
are therefore not directly comparable. However, at R = 3.0 and 6.0 a0 in the
T conformation, additional calculations excluding the intercorrelation energy were
carried out. At R = 3.0 a0 the result with basis A is a significantly more attractive
intracorrelation energy than that of MHK [386] even though both results have been
subjected to counterpoise corrections. The MHK [386] counterpoise correction here
is only — 2.4 times larger than the present one of 4.427 fiE^ but the energies differ
by ~ 83 /zE/j or — 18% of the present result. This shows that in regions of strong
overlap, where the perturbation to each subsystem by the other is significant, the
wavefunctions of the subsystems need to be carefully modelled in order to be able to
give the correct response to such perturbational forces. The counterpoise correction,
when applied to a less complete basis, does not recover the full interaction energy.
The more repulsive interaction obtained by MHK [386] at this point is due to an
increased basis set constraint on the ability of the subsystem to fully react to the
perturbation to its electron distribution with a smaller basis set.

The difference in the two results at R = 3.0 a0 is, however, not very significant
to the total interaction here since the SCF and intercorrelation energies are many
times larger in this area of the interaction. At R = 6.0 a0, where the perturbation
to the H2 electronic distribution is less severe, the difference in the intracorrelation
energies is reduced to - 1 fiE},.

One may summarise the differences obtained due the inclusion of the coupling
effect between inter and intracorrelation contributions in the present results by
noting that the present intracorrelation energies are more repulsive for R > -
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4.0 a 0 right out to the long range region, thus reducing the attraction of the total
interaction in these areas of the potential.

The present intercorrelation energies are more attractive than those of MHK
[386] at all R. These differences could be due to a number of factors. The MHK [386]
intercorrelation energies also contain the the repulsive term of the intracorrelation
energy that is due to the inter-intra coupling, whereas the present results only include
the direct coupling contribution to the intercorrelation energy while the coupling
effect to the intracorrelation energy term is included in that term. If at R = 6.0 a0
in the T conformation, for example, the present coupling term in the intracorrelation
energy is transferred to the intercorrelation energy so that it can be compared more
directly to that of MHK [386], then the difference in the energies at this point is
reduced from 3.28 /xE/j to 0.66 fiE^. Thus agreement is achieved in this term to
less than 1 microhartree. However, this agreement is fortuitous since the present
results do not contain the additional energy lowering in the intercorrelation energy
term due to triple excitations. The present results do contain the effect of quadruple
excitations, which are not accounted for in the MHK [386] study. The effects of these
quadruple excitations on the intercorrelation energy can be assessed by comparing
the present CEPA2 and PNOCI energies, where they are seen to be significant. At
R = 6.5 a0, for example, they account for about 3.95% of the present CEPA2
intercorrelation energies for both the linear and T conformations. Neither of the
two studies therefore independently account for all the energy lowering formally
possible.

Comparing the total interaction energies for the linear and T conformations
shows that the present interaction is slightly more attractive than the MHK [386]
interaction at small R, mainly due to the lower intercorrelation energy obtained
here. In the region of the well the present results are less attractive than those of
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M H K [386] due to the more repulsive, but more reliable intracorrelation energy
contribution obtained in the present study. At large R the results converge since the
energetically important term here is the intercorrelation energy.

A similar trend in the differences obtained in the linear and T conformations
is observed in the isotropic V0 potential, while the anisotropic V2 potentials agree
more closely. The present V4 potential is more repulsive than that of MHK [386]
at R = 2.0 a0 and diminishes faster with increasing R. This difference should be
entirely due to basis set construction differences since the MHK [386] results were
obtained using the same formalism as the present.

Accurate representation of the angular dependent Legendre coefficients depends
on the basis set being able to represent the various geometries used to determine these
coefficients equally well. Since the V4 term is dominated by the SCF contribution
and the present SCF results were stable in going from basis A to basis B, where the d
functions were transferred from H2 midbond to the H nuclei (conditions which could
favour the T and Linear conformations respectively), it is presumed that the present
V4 term is an improvement on that of MHK [386].

In summarising this comparison, the two ab-initio potentials are seen to be
rather similar with the present directly calculated van der Waals well being flatter.
The deeper well of MHK [386] has been obtained by neglecting proper treatment of
an important repulsive contribution (the inter-intra coupling), although as it happens
their well depth of 42.26 j*E/j appears to be close to the converging value of our
type of calculation if we extrapolate for both basis set and CI limitations from our
directly calculated result, to a minimum energy of 42.00 fiE^ (± 0.05

/IE/J).

-183-

The S C F values of R S [424] are essentially the same as the present. The
differences between the present and RS [424] potentials are therefore due to the
different ways in which the correlation energy has been obtained.

The correlation energy in the RS [424] study is obtained by using damping
and scaling factors on an expansion of the van der Waals coefficients. The scaling
factors are derived by different techniques and lead to two different models for the
isotropic V0 potential denoted A and B and two anisotropic V2 potentials denoted
A and C by RS [424].

Comparison of VQ potentials shows that best agreement with the present results
is achieved by version B for R = 2.0 to 5.0 a0 and version A for larger R. Version
A gives a well depth of 39.3 fiE^ which is close to the present directly calculated
value of 39.8 fiEh, whereas version B leads to a well of 42.8 fiEfj. However, if the
assumption of an absolute error of - 2 fiE^ in the well depth is reasonably accurate
then an average weighted towards version A would give best overall agreement.

The damping of the dispersion coefficients in the RS [424] study has resulted
in an attractive component of the potential which closely resembles the total (intra
+ inter) correlation energy terms of the present potential. This is most surprising
since their damping factors are based on damping a van der Waals expansion so
that the expansion form is in agreement with the total correlation energy change of
the H2(3E +) reference system. The 'damping' of the intercorrelation in the present
treatment of this system stems from intracorrelation, something clearly not present
in the 'subsystems' of H2(3E + ). Presumably the 'damping' terms of RS [424]
are related to an independent requirement for modification of the van der Waals
expansion form, that investigated by Koide [426],
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Versions A and C of the V 2 potential of R S [424] are in close agreement with
each other and the present results. The major differences with the present results
occur at R = 2.0 and 3.0 a0, where the damping seems to have been overdone since
the ab-initio calculations are in close agreement here.

Summarising this comparison, the semi-empirical results of RS [424] are
generally in close agreement with the present results and have been achieved at
a much lower cost, though the ultimate theoretical justification of the 'damping'
strategy remains unclear, and is incomplete through the absence of any allowance of
the intracorrelation energy changes.

Results for the semi-empirical He-H2 potential of TT [423] are presented
for the linear and T conformations [423], where they are compared to the results
of MHK [386] as well as to the semi-empirical potential of SG [420]. The TT
[423] potential uses SCF energies, mainly from the data of MHK [386], a modified
dispersion term based on the van der Waals coefficients of Meyer [218], and an
overlap correction term which accounts for the change in the dispersion term due to
the repulsive potential at small R.

Comparing the linear and T conformations of TT [423] with the present
results shows that their potential is more repulsive than the present at small R and
converges towards the present results at large R. The differences at small R are due
to overestimation of the damping of the van der Waals expansion (plus the effect of
the overlap correction) in attempting to simulate the attractive term. At large R the

present results are slightly less attractive due to the influence of the intracorrelatio
energy term.

The same trend as for the linear and T conformations is observed in the
isotropic VQ term since it only involves a weighted average of the two conformations.
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The anisotropic V 2 term, which is the difference between equal weightings of
both conformations, is more sensitive towards even-handed representation of both
conformations. The V2 term of TT [423] is slightly more attractive than the present
V2 for all values of R reported except at R = 4.0 a0, where it is slightly more
repulsive.

The V0 and V2 potentials of TT [423] were fitted by a Morse spline fit and
some more potential parameters are compared with other results in table 33.

A comparison of VQ potentials from the above studies is presented in table 34,
and V2 potentials are compared in table 35.

SG [420] derived an empirical potential which utilised results from some
experimental studies to determine the radial and angular dependence of this potential
function. The long range region of the potential was described using a van der
Waals expansion. A Morse-spline-van der Waals functional form was used to fit
their potential.

A comparison of the present VQ potential to that of SG [420] shows that their
potential is harder in the repulsive region. SG [420] defined their VQ potential by
utilising the beam results of Gengenbach et al. [398], but fitting the results with a
different functional form. The different fitting procedure used by SG [420] results in
their VQ term being in closer agreement with the present results than those obtained
by the more restricted potential fit used by Gengenbach et al. [398]. However, any
improvement in the present potential will result in it becoming slightly softer, thus
the SG [420] potential has not been as well described in the repulsive region as the
present.
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Table 33. Potential parameters.

Vo
Ro

R/7I

e

Ro

R/«

M H K ref. 386

5.71

6.43

42.26

6.14

6.80

R S (A) ref. 424

5.75

6.48

39.3

6.20

6.91

R S (B/C)

5.66

6.38

43.3

6.09

6.80

T T ref. 423

5.78

6.62

37.70

6.05

6.70

Present

5.67

6.46

39.75

6.19

6.85

Source

estimated limit

a

v2

42.00

Energies in fiE^, distance in a 0 , R Q = crossing with asymptote

Rm = distance at minimum, e = well depth.
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Table 34. Comparison of \Q potentials (jiE^).

a

R S [424]a

R

present

2.0

166536.74

3.0

26914.34

27091.62

27470.5

29939.35

4.0

3611.22

3652.25

3605.6

4684.22

5.0

310.87

317.41

255.5

478.07

5.5

41.04

40.35

33.8

85.77

6.0

-30.65

-32.87

-35.1

-18.24

6.5

-39.75

-42.04

-42.8

-36.91

7.0

-32.89

-34.68

-35.0

-32.90

8.0

-17.10

-17.98

-18.1

-17.86

9.0

-8.49

-8.90

-9.0

-8.96

10.0

-4.53

-4.61

-4.7

-4.66

12.0

-1.56

-1.48

-1.49

15.0

-0.36

-0.38

-0.38

results are for their version B

M H K [386]

T T [423]

169599.7
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Table 35. Comparison of V 2 potentials (/xE/,).

a

R S [424]fl

R

present

2.0

43109.00

3.0

6975.60

6967.55

6607.5

6817.21

4.0

1083.78

1080.12

1034.1

1130.73

5.0

122.68

124.35

121.5

122.55

5.5

32.56

32.79

33.3

26.54

6.0

3.95

3.89

4.7

0.77

6.5

-3.43

-3.56

-3.0

-4.81

7.0

-4.30

-4.43

-4.1

-4.75

8.0

-2.48

-2.59

-2.3

-2.57

9.0

-1.14

-1.23

-1.2

-1.23

10.0

-0.59

-0.61

-0.6

-0.61

12.0

-0.08

-0.18

-0.18

15.0

-0.04

-0.04

-0.04

M H K [386]

results are from their version B

T T [423]

40459.3
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Near the well m i n i m u m the S G [420] potential is significantly deeper than the
present. In the long range region it underestimates the attraction. MHK [386] have
pointed out that this underestimation of the long range attraction is due to assuming
a too small Cg dispersion coefficient.

The SG [420] potential achieves a deeper well for the T conformation than
the linear. This indicates that the anisotropy for this potential was not sufficiently
well determined. The SG [420] potential incorporates three anisotropy parameters,
one for the long range region, one for the short range region and one for the
potential well. The long range anisotropy component used was taken from the
semiempirical study of Langhoff et al. [210]. The short range anisotropy was
obtained by fitting rotational relaxation data and the anisotropy factor for the well
region was determined by requiring V2 to be smooth in the region of the well. The
data used to determine the anisotropy, or the data inversion, does not seem to
have been of sufficient accuracy to determine the nature of this potential function
accurately.

The V2 component of the SG [420] potential is harder than the present for all
R < 10.0 a0.

Concluding this comparison, it appears that the experimental data and/or
its inversion was not of sufficient accuracy to determine the characteristics of this
potential sufficiently well, or the data was not sufficiently sensitive to the aspects of
the potential being examined. Determination of the anisotropy in the well region by
requiring a smooth transition from the long range to the short range region of the V2
component was not a sufficiently stringent condition to determine it properly. The
study illuminates the reason why accurate ab-initio results are needed to interpret
experimental data on potential functions, particularly when no spectroscopic data is
available.
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A m d u r and Malinauskas [413] measured diffusion coefficients for H e - T 2 and
He-HT and used the data to determine the parameters for a Lennard-Jones (LJ 12-6)
potential form. The too restrictive nature of this type of functional form, and to
some extent the experimental data, give rise to a potential which is too hard in the
repulsive region, gives too deep a well and has the incorrect long range behaviour.

Amdur and Smith [393] carried out a molecular beam experiment with He-H2
and He-D2 and determined the repulsive region of the potential for R = 2.7 to 3.4
a0 using an aR-6 potential form. At R = 3.0 a0 the He-H2 result is virtually in
perfect agreement with the present, but deviates at larger and smaller R. The He-D2
results gave rise to a slightly harder potential.

Gengenbach et al. [394] carried out a molecular beam experiment and fitted
the inverted data with a Born-Mayer-Morse-Lennard-Jones (BMMLJ) potential
form. This potential is more flexible than the simple LJ (12-6) model, but does not
mimic the present potential to any degree of accuracy. The repulsive region is too
hard compared to the present results while the attractive region gives a reasonable
qualitative description of the interaction.

NMR relaxation studies have been carried out to determine the anisotropic
V2 component of this potential. Foster and Rugheimer [411] used a LJ (12-6)

potential to provide a fit to their data, while Riehl et al. [412] used a piecewise fit.
Reasonable agreement was achieved in the repulsive region with the present results
by the potential of Riehl et al. [412], but agreement deteriorated with increasing R.
The LJ (12-6) potential of Foster and Rugheimer [411] does not compare particularly
well with the present.

A comparison with some V0 potentials derived from experimental data is given
in table 36, and V2 potentials in table 37.
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Table 36. Comparison to experimental V Q potentials (jiE^).

R

present

S G [420]

R F B K [412]

2.0

166536.74

225271.42

142262.86

3.0

26914.34

31173.99

21177.17

4.0

3611.22

3927.66

3152.42

4.5

1174.98

1266.40

1216.28

1530.59

5.0

310.87

340.01

469.27

510.26

5.5

41.04

41.39

149.43

130.61

6.0

-30.65

-38.74

19.09

1.62

6.5

-39.75

-48.60

-25.18

-33.35

7.0

-32.89

-39.77

-34.34

-35.84

8.0

-17.10

-17.74

-24.80

-22.54

9.0

-8.49

-8.50

-13.76

-12.43

10.0

-4.53

-4.42

-7.34

-6.92

12.0

-1.56

-1.44

-2.27

-2.40

15.0

-0.36

-0.37

-0.53

-0.64

G S T [394
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Table 37. Comparison to experimental V 2 potentials (^E/,).

R

present

S G [420]

R F B K [4

2.0

43109.00

60786.72

45524.1

3.0

6975.60

8840.94

6776.7(

4.0

1083.78

1285.84

4.5

387.62

490.38

5.0

122.68

187.02

5.5

32.56

71.32

53.15

6.0

3.95

27.20

19.17

6.5

-3.43

0.33

5.39

7.0

-4.30

-2.50

0.25

8.0

-2.48

-1.86

-1.61

9.0

-1.14

-0.89

-1.13

10.0

-0.59

-0.46

-0.64

12.0

-0.08

-0.15

-0.21

15.0

-0.04

-0.04

-0.05
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Conclusion

The present study has shown that considerable computational effort is required
to accurately model the van der Waals interaction of even a simple system such
as He-H2 by ab-initio calculations. In the region of the well, where the SCF
and the intercorrelation energy terms are of similar magnitude, the effect of the
intracorrelation energy change was found to be important. Computations using
large, carefully constructed basis sets are necessary to accurately describe the various
energy terms of the potential and the interaction between them since these terms
depend on different aspects of the orbital basis set.

The major difference between the present study and that of MHK [386] is that
the more attractive well of MHK [386] was obtained by neglecting proper treatment
of the effects of intra-inter coupling on the intracorrelation energy. If this term
had been included then their well would be less attractive than that of the present
study. However, a propitious cancellation of errors in their study led to a potential
function which closely agrees with the present potential if error estimates are taken
into account, and the two estimates of the VQ well depth for He-H2 almost coincide
at 42.00 ± 0.05 fiEh.

Careful design of the subsystem basis, together with the inclusion of the
repulsive coupling term on the intracorrelation energy has led here to the first
reliable description of its variation in the present system when using a supermolecule
approach.

The systematic extension of the basis set to enable modelling of the long range
attractive tail ensures that the intra-inter coupling effect on the intercorrelation
energy is not compromised and a reliable description of the total correlation energy
change is obtained. The detailed analysis of the He-H2 interaction in the present
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study has provided information which should be of use for improved semiempirical
modelling of the attraction between molecules where both the non-uniform field
perturbation effect [426] and the intracorrelation energy must be allowed for in any
'damping' of the long range (uniform field) van der Waals interaction expansion.
Ab-initio calculations of comparable accuracy are not presently possible on much
larger systems, so for such systems semiempirical modelling must be relied upon.

Descriptions of this interaction which are based on experimental data and a
presumed functional form have not resulted in a potential function of any significant
accuracy. Thus although the MHK [386] potential contains larger errors than the
present, there is much less scatter between the two sets of ab-initio data than there is
between any two experimentally derived potentials.

This cannot be dismissed as fortuitous agreement, especially in the repulsive
region where the interaction is dominated by the SCF energy change, and the SCF
level of interaction is converged by basis sets smaller than those used here.
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iv. H 2 - H 2

Introduction

Hydrogen is the most abundant element in the universe, existing over an enormous range of densities and temperatures. An accurate description of the H2-H2
potential function will thus be of use to astrophysicists to model the structure of the
larger planets [427], or to properly understand the condensation mechanism of interstellar dust clouds [428]. Further uses of the potential include studies of laser induced
fusion by implosion of D2 pellets [429], the modelling of thermonuclear devices and
adsorption of hydrogen multilayers on various substrates used in catalysis.

The nature of the H2-H2 potential function has been examined by both
experimental [430-461], theoretical [210,218,378,462-504] and semi-empirical studies
[505,507]. Experimental methods used to examine the interaction between hydrogen
molecules and their isotopes include studies of shock compression [434,438,439],
molecular beams [436,437,441,445,450,452,456,458,460,461] solid state properties
[446,454,455], spectroscopy [432,442,451,457,459], sound absorption [449,453] and
relaxation phenomena [433,445]. Results of the various studies have been used to
either fit some functional form to the inverted experimental data, evaluate the ability
of ab-initio determined potential functions to predict experimental data or determine
physical properties of the system using available potential functions [508-525].

Although the H2-H2 dimer has been rather extensively studied by ab-initio
methods, accurate theoretical descriptions of the isotropic and anisotropic components of the potential function are still not available in the literature. The increased total computational burden of the H2-H2 system compared to the He-He
interaction and the number of conformations which need to be examined to obtain
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the anisotropic terms necessitates using further approximations to m a k e a study of
the whole potential function computationally feasible. Thus although the long range
dispersion coefficients are fairly accurately known [218], studies over the remaining
regions of the potential function generally suffer from the use of too severe approximations. Such approximations include the use of too small basis sets, neglect
of BSSE corrections and the use of too limited computational methods which either
ignore electron correlation effects or are limited to single and double excitations.

The most complete and accurate ab-initio study of the H2-H2 potential function previously carried out is probably the unpublished study of Meyer and Schaefer
(MS) [526]. Although initial indications of the quality of this rigid rotor potential function were very favourable [456,516], some of the more recent experiments
[457,458] have pointed to some problems common to both the rigid rotor [516] and
vib-rotor potentials [526]. Usually some scaling of both the energy and intersystem
separation of this function were carried out to produce an empirical function which
would predict experimental results under consideration.

Since no detail of the computational strategy and method used in producing
this potential function are published, it is difficult to assess the completeness of the
calculations.

The potential of Burton and Senff [499] (comprising an initial part of the
present work) which considered a similar number of molecular conformations as
the initial MS [526] study, and was corrected for the effects of BSSE, cannot be
considered as being accurate since the electron correlation energy was obtained by
the IEPA scheme which overestimates this energy term. Subsequent calculations
of the H2-H2 interaction at R = 6.5 a0 (near the potential minimum) carried out
using the CEPA2 formalism [503] show that the basis set used in the initial study
was inadequate to accurately model the potential well or the long range region of
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this potential function. This is because the basis set does not contain sufficient
diffuse, higher angular momentum functions which are necessary to give an accurate
description of the polarisabilities and multipole moments for this interaction.

The combination of using an inadequate basis set, which makes the potential
too hard, and the IEPA method, which artificially lowers the interaction energy,
led to an isotropic potential which overestimated the well depth as compared to all
previous determinations. In the repulsive region it is more difficult to assess if the
error due to basis limitations or those from use of the IEPA method dominate. This
is also true for the anisotropic components of the potential.

These initial studies [499,501] did indicate that a much larger basis set than the
39 independent gaussian functions per hydrogen molecule used would be necessary
to describe the interaction if the calculations were to be carried out in a correct
manner. However, a study with the necessary number of basis functions which could
minimally be used to determine the interaction properly was prohibitively expensive,
considering the number of conformations which needed to be examined.

In order to obtain an improved description of the isotropic component of this
interaction, the severity of some of the approximations used in the initial investigation of this potential function [499,501] were reduced. A basis set was designed
which is capable of accurately accounting for the various energy contributions to
the potential function, and the CEPA2 formalism was used to give an improved
description of the correlation energy component. The resulting data from such a
study should thus provide an accurate description of the SCF, intra and, within
the limitations of the computational method, intercorrelation energy changes over
the potential function, as well as the effect of coupling between the two correlation
energy contributions.
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T o m a k e the study computationally feasible, additional approximations needed
to be made in selecting the number of conformations which were to represent the
isotropic term of the potential. An initial study [501] had indicated that a small difference existed if the Vooo term was obtained from a weighted average of four conformations or nine conformations. The SCF energy change was stable to within 0.2 /zE^
when altering the number of conformations used to describe the V0oo term, while the
CEPA2 and IEPA interaction energies changed by about 3.2 and 4.0 nE^, or by
about 4.0 and 2.7% of the four point interaction energy at R = 6.5 a0 respectively.
W. Meyer [527] suggested that a much larger number of conformations could
be necessary before the Vooo term became stable to the number of conformations used to describe it and be accurately determined. This would especially
be the case in the repulsive region where the effects of the anisotropy become
more dominant and require the additional conformations to approximate the Vooo
term to within small error bars. However, the four term approximation to

VQOO

samples the extreme conformations and any additional conformations included in
the approximation will lead to relatively minor refinement of this term compared
to the differences that presently exist between potentials derived from various
sources.

In the repulsive region the interaction energy is dominated by the SCF energy,
which was stable in the calculations near the well minimum while the correlation
energy contribution was somewhat less stable [501]. The relative instability of
the correlation energy is probably partially due to a better description of the
parallel polarisability as compared to the perpendicular polarisability when using
the 39 function basis set [499,501], thereby introducing orientational bias into the
calculations to some extent.
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Since it appears that a rather large number of conformations are necessary
to give an accurate description of the

VQOO

term, the approximation invoked in the

present study was to use the one representative geometry to describe this term over
the entire range of the potential function. Studies using the smaller 39 function
basis set suggested that the DD1 conformation of Koide and Kihara [528] would be
suitable for this purpose.

Approximation of the Vooo term by one conformation made the present study
computationally feasible. The 15 internuclear distances sampled here represent approximately 2500 hours of dedicated Sperry 1100/72 computer time at the University
of Wollongong. Typical calculations involved interim data storage volumes of about
350 megabytes.

Method

Determination of which conformation (if any) of two hydrogen molecules
would closely approximate the isotropic term for all R was made using the basis set
and data of the two previous studies [499,501], supplemented by some additional
calculations. Since most of the data from those studies was obtained using the IEPA
formalism to obtain the electron correlation energy, initial comparisons were made
at this level of computation, even though it overestimates correlation energies. Although the extent IEPA overestimates correlation energies varies between different
interacting systems, the extent of overestimation is consistent within the one interaction. This can be seen by the straight line relationship obtained when plotting
IEPA intercorrelation energies against CEPA2 intercorrelation energies obtained in
the present studies.
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A s a reference point, the Vooo energies obtained from a weighted average of
the linear, parallel, T and crossed conformations at three intermolecular separations
were used. For R = 4.0, 6.5 and 9.0 a0 the IEPA energies were 7251.09, -149.80
and -32.74 nEjj. When nine conformations [528] rather than four were used to
determine the

VQOO

term at R = 6.5 a0, the IEPA interaction energy was determined

to be-145.78/xE/,.

The conformation which could closely approximate the above values would
need to simulate the weighted average of a number of different intermolecular forces
as calculations were carried out in different regions of the potential function. In
the long range region the interaction is dependent upon the dispersion energy, and
multipole moments and polarisabilities must be well described so that the molecules
dissociate to the correct van der Waals limit. In the region of the potential well
charge overlap effects significantly modify the van der Waals expansion and these
must be accounted for. In the repulsive region the interaction is dominated by
the SCF repulsion, which is slightly modified by the correlation energy to give the
resultant total interaction.

Calculations on various conformations which appeared to have the correct
geometry, on first inspection, to give an average representation of the interaction
were carried out. Usually, at best, reasonable agreement with two out of the three
reference points was achieved. When calculations were carried out with the DD1
conformation, the IEPA interaction energies for R = 4.0, 6.5 and 9.0 a0 were
determined to be 7053.26, -149.30 and -32.15 nEf, respectively. These results were
in substantially better agreement with the reference points than those from any
conformation previously examined. The largest difference obtained here is at R
= 4.0 a0 where the difference amounts to about 2.7% of the reference interaction
energy. An error of similar magnitude could be achieved by simply limiting the
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description of the

VQOO

term to a weighted average of four conformations instead

of using the number required to achieve stability in this term when improving the
approximation in its description.

Using the more reliable CEPA2 method to obtain the correlation energy at
R = 6.5 a0 gives results of -80.11 and -76.90 /xE/, for the four and nine term
approximations to

VQOO

respectively, while the corresponding result for the DD1

conformation is -82.54 iiE/,. Although deviation of the DD1 result from the
Vooo term is increased when a weighted average of nine conformations is used to
approximate this term instead of four conformations, it is not presently known if
improved approximations to the

VQOO

term would continue to deviate from the DD1

energy or again move towards it.

Investigation of the SCF energies obtained by the four conformation approximation to Vooo and the DD1 conformation at R = 4.0, 6.5 and 9.0 a0 shows
that for Vooo the interaction energies are 10415.87, 131.75 and 1.25 iiE/j respectively
while those obtained from the DD1 calculation are 10155.17, 123.09 and -0.43 iiEh.
Thus on a relative percentage basis, the DD1 approximation to the SCF energy
improves in the region where its contribution to the total interaction is dominant.

The IEPA correlation energy contribution to the potential function is being
consistently underestimated by the DD1 conformation and the combined effect of
underestimating the SCF repulsion and the IEPA attraction at R = 6.5 and 9.0 a0
leads to close agreement in the total interaction energies for the two sets of data.

At R = 6.5 a0 the total (inter + intra) correlation energy contribution to the
potential, obtained using the CEPA2 method, is -205.63 nEh when using the DD1
conformation for its description while the four and nine term approximations to
v

ooo give -211.82 and -208.39 nEh repectively.
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Since agreement between the D D
four term approximation to

VQOO

conformation and the standardly used

was considered satisfactory when comparing total

interaction energies and the agreement between the two sets of calculations was well
within the agreement usually achieved between potential functions determined from
various experimental data, improved calculations using this interaction symmetry
for (H2)2 were carried out with a larger basis set, given in table 38.

This basis set is similar to the hydrogen basis set used in a study of the He-H2
interaction [319]. Differences in the bases are that in the present study the s,p
bond functions were omitted to make the calculations computationally feasible, and
the midbond f exponent was increased from 0.08 to 0.20 in order to improve the
description of the well region of the interaction. In all 102 independent functions
(51 per H2) were included in the AO basis set. Compared to the initial studies (78
functions in total) the most important changes involved the replacement of mid-bond
d functions by similar nuclear centred d functions and the addition of f functions to
midbond.

It is expected that this basis should give a reliable description of the various
contributing energy terms to the total interaction. The basis is composed of
both diffuse functions necessary to describe the intercorrelation energy and more
compact functions which are necessary to describe the intracorrelation energy and
the short range interaction. Although this basis set is not exactly the same as that
recommended by the earlier probe function analysis, the usual restrictions faced by
proponents of ab-initio modelling applied and a compromise needed to be made. In
this case the compromise should lead to minimal deviations from the preferred study
since the minor difference which would have manifested itself in the intracorrelation
energy change is BSSE correctable.
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Table 38. Gaussian basis used

nucleus
6s (2, 1, 1, 1, 1), ref. 75
4p (0.03, 0.12, 0.5, 2.0)
Id (0.3)

midbond
If (0.2)

total basis size = 102 independent functions
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For the H 2 - H 2 interaction it has been estimated [527] that the C E P A 2 method
underestimates the well depth by about 3%, due to neglect of triple excitations. A
similar error was found when results of a CEPA2 calculation on the T conformation
of H2-H2 was compared to those of a full CI calculation [29,39]. The energy
difference in this comparison would be due to all approximations inherent in
the CEPA2 formalism. At smaller intermolecular separations this error rapidly
diminishes in significance as the interaction becomes dominated by the SCF energy.

Since both the present basis set and computational formalism are capable
of giving a good description of the H2-H2 interaction, the major cause of any
deviation from a definitive representation of the

VQOO

interaction will probably be

from the approximation of using only one representative geometry for this term.
The conjunction of the fixed (r0) rigid rotor geometry for each H2 and the choice of
DD1 as representative of the

VQOO

angular average (which otherwise necessitates four,

six, nine or more independent geometries being considered) at each intermolecular
distance combine to make the present study possible. A full geometry investigation
comparable to the previous He-H2 study [319] would involve a commitment in excess
of 45 thousand hours of Sperry 1100/72 time!

Results and Discussion

SCF, IEPA, PNOCI and CEPA2 energy changes over the interaction are in
table 39. All the data has been corrected for the effects of basis set superposition
error (BSSE) [69] using corrections included in table 40. Figure 18 gives the
contribution of the various energy terms to the total interaction energy.

At R = 4.0, 6.5 and 9.0 a0 the SCF energies are 10137.18, 122.35 and -0.42
fiEh respectively, while the corresponding values computed with the 78 function
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Table 39. Interaction energies (jiE^).

R

SCF

IEPA

CEPA2

PNOCI

2.0

204739.31

191012.83

193947.91

194724.00

3.0

49015.22

41457.20

42948.95

43376.87

4.0

10137.18

6946.60

7574.59

7759.06

5.0

1868.91

637.07

890.95

965.73

5.5

773.09

14.41

176.26

223.63

6.0

311.94

-158.58

-54.57

-24.46

6.5

122.35

-171.76

-104.15

-84.83

7.0

46.17

-141.81

-97.23

-84.67

8.0

4.98

-75.29

-54.89

-49.32

9.0

-0.42

-38.23

-28.21

-25.56

10.0

-0.71

-19.99

-14.72

-13.36

11.0

-0.48

-11.05

-8.11

-7.33

12.0

-0.28

-4.61

-4.16

13.0

-0.15

-3.88

-2.82

-2.54

15.0

-0.02

-1.58

-1.14

-1.01
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Table 40. B S S E corrections (jiEhf.

R

SCF

CEPA2

2.0

13.59

516.17

3.0

3.56

222.33

4.0

2.74

110.09

5.0

1.80

57.20

5.5

1.25

41.78

6.0

0.80

28.21

6.5

0.69

20.21

7.0

0.64

13.72

8.0

0.43

7.62

9.0

0.31

4.04

10.0

0.24

2.34

11.0

0.15

1.62

12.0

0.10

1.15

13.0

0.05

0.81

15.0

0.01

0.39

* The C E P A 2 B S S E correction is the total correction and includes the S C F B S S E
correction.
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Table 41. Comparison of S C F energies OE/j).

R

DD 1

3.0

49015.22

4.0

10137.18

5.0

1868.91

1924.58

5.5

773.09

801.65

6.0

311.94

327.78

6.5

122.35

7.0

46.17

52.16

8.0

4.98

8.00

9.0

-0.42

11.0

-0.48

DD1*

V

000

51586.94
10155.17

123.09

-0.43

results obtained from 78 function basis of ref. 499.

10415.87

131.75

1.26
0.20
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Figure 18. H 2 - H 2 interaction energies as a function of interspecies distance. Com-

ponents of the total interaction are (A) SCF energy change, (B) intracorrel

energy change, (C) intercorrelation energy change, and (D) the total intera
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basis used in [499] are 10155.17, 123.09 and -0.43 ixEh. Slightly less repulsive values

are obtained in the present study due to the improved flexibility the larger basis gives
in describing the molecular orbitals.

A comparison of the present SCF energies to those obtained with the four
conformation approximation to Vooo obtained in the earlier study [499] is presented
in table 41. The results show that the present SCF values are always softer than
those of the previous study. At R = 4.0 a0, for example, the difference obtained
represents about 2.75% of the present interaction. The difference between the
present SCF result and that obtained using the 78 function basis for the DD1
conformation represents about 0.18% of the present interaction.

When the electron correlation energy is included the improvement in going
from the 78 function basis to the present is more pronounced. The CEPA2 energies
at R = 4.0, 6.5 and 9.0 a0 are 7574.59, -104.15 and -28.21 jxEh respectively for
the present basis and 7678.93, -82.54 and -23.67 [iEf, for the smaller basis. The
present basis gives an improved description of the H2 multipole moments [319] and
polarisability components compared to the 78 basis, thus improving the description
of the intercorrelation energy term significantly.

In the present study the CEPA2 minimum occurs at Rm = 6.597 a0 with a
well depth (e) of -104.73 /iE/, and the zero point crossing at Ro = 5.825 a0.

Differences between the PNOCI and CEPA2 energies give the contribution
of the coupled pairs (quadruple excitations) to the interaction. At R = 6.5 a0 this
amounts to about 19% of the CEPA2 well depth.

Comparison of the CEPA2 and IEPA energies show how the strength of the
interaction is overestimated when omitting the effects of inter-intra coupling as well
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as decoupling the inter singlet and triplet pairs. A t R = 6.5 a 0 the I E P A well
depth overshoots the CEPA2 well by about 65%. PNOCI (no simultaneous double
excitations) is variational but systematically underestimates interaction correlation
energies.

Table 42 contains the intracorrelation energies obtained when using the IEPA,
CEPA2 and PNOCI schemes, as well as the CEPA2 and PNOCI intracorrelation
energies obtained when omitting the effect of intra-inter coupling on this term.

A comparison of the coupled and uncoupled intracorrelation energies shows
that intra-inter coupling provides most of the intra repulsion for R > 5.0 a0 and
a diminishing but significant amount, on a relative basis, for R <5.0 a0. This
repulsion is due to the exclusion effect, caused by orbital overlap at small R, and
by induced polarisation at large R, which also diminishes intraatomic correlation
contributions.

The intracorrelation energy contribution including the inter-intra coupling
term is approximately exponential in nature. Thus it can be absorbed in damping
functions in semi-empirical models employing a van der Waals expansion to describe
the dispersion or intercorrelation energy since such damping functions generally contain an exponential component. The non-exponential component of the intracorrelation energy is rather small compared to the other contributions to the total
interaction energy.

At R = 2.0 a0, the intracorrelation energy contribution through coupling in
the CEPA2 result deviates from the general exponential nature of this term and
is smaller than expected. This is not observed in the PNOCI calculation which,
although based on natural orbitals obtained from the same IEPA calculation, differs
from CEPA2 in that the orbitals have different coefficients and the correlation
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Table 42. Intracorrelation energies (/iE/,).

R

IEPA

C E P A c*

C E P A 2 u*

PNOCI c

PNOCI u

2.0

6723.57

7185.26

7022.18

7419.85

6698.64

3.0

1228.07

1580.55

1263.45

1732.45

1178.64

4.0

227.49

404.04

231.67

469.00

207.89

5.0

43.76

120.85

44.20

146.56

38.29

5.5

19.33

69.53

19.46

85.64

16.82

6.0

7.69

40.40

7.73

50.55

6.68

6.5

3.84

25.28

3.85

31.76

3.54

7.0

1.02

15.23

1.03

19.43

1.04

8.0

0.84

7.34

0.84

9.21

0.98

9.0

0.29

3.48

0.29

4.36

0.39

10.0

0.19

1.93

0.19

2.31

0.25

11.0

0.18

1.11

0.18

1.37

0.23

12.0

0.11

0.65

0.11

0.80

0.14

13.0

0.06

0.39

0.06

0.49

0.08

15.0

0.01

0.15

0.02

0.20

0.03

c stands for correlation energy including the effects of intra-inter coupling while u
represents the uncoupled correlation energy.

-212-

energy due to coupled pairs is not taken into account. At such short distances,
detailed analysis of the interaction contributions would require questioning the rigid
rotor and simple representative geometry assumptions of the present work. However
the observed discrepancy in PNOCI and CEPA2 intracorrelation energies at R =
2.0 a0 indicates an increasingly important role to simultaneous double excitations to
the overall correlation energy at very short intermolecular distances.

Comparing the coupled CEPA2 and PNOCI intracorrelation energies, the
inclusion of quadruple excitations in the CEPA2 procedure reduces the restrictions
placed on the electron distribution and leads to a less repulsive potential throughout
the interaction domain sampled.

A comparison of the present CEPA2 intracorrelation energy (which includes
the effects of inter-intra coupling) to those obtained from the 78 function basis set
at R = 4.0, 6.5 and 9.0 a0 gives energies of 404.04, 25.28 and 3.48 versus 382.06,
24.46 and 3.16 fiEh respectively. The difference could be due to a number of
reasons. In the present calculations a significant improvement has been made in the
intercorrelation energy term, making its absolute value larger. The more repulsive
intracorrelation energies obtained in the present study could therefore be due to an
increase in the effect the inter-intra coupling term has on the intracorrelation energy.
The difference could also be due to replacing the bond functions present in the 78
function basis set by the nuclear centred higher angular momentum functions of the
present basis. This basis set change was made primarily to improve the description
of the intercorrelation energy. However, the 78 basis was more stable to probe
function analysis than the present basis. This indicates that the bond functions were
performing a useful role in providing polarisation and correlation relaxation in the
H2 molecules, even though the changes in the respective intracorrelation energies
obtained only have a minor effect on the total interaction energy in the present case.
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Table 43. Intercorrelation energies (/iE^).

R

IEPA

CEPA2 c

CEPA2 u

PNOCI c

PNOCI u

2.0

-20450.05

-17976.66

-19774.44

-17435.16

-19690.77

3.0

-8786.09

-7646.82

-8365.47

-7370.80

-8348.57

4.0

-3418.06

-2966.62

-3226.86

-2847.11

-3224.15

5.0

-1275.60

-1098.81

-1196.30

-1049.74

-1195.91

5.5

-778.01

-666.36

-727.21

-635.11

-727.06

6.0

-478.22

-406.91

-445.49

-386.95

-445.43

6.5

-297.96

-251.78

-276.65

-238.94

-276.63

7.0

-189.00

-158.62

-174.94

-150.26

-174.94

8.0

-81.11

-67.22

-74.66

-63.51

-74.66

9.0

-38.10

-31.27

-34.92

-29.50

-34.92

10.0

-19.47

-15.87

-17.78

-14.95

-17.78

11.0

-10.75

-8.74

-9.81

-8.23

-9.81

-4.98

5.64

-4.69

-5.64

12.0
13.0

-3.79

-3.06

-3.43

-2.88

-3.44

15.0

-1.57

-1.27

-1.42

-1.19

-1.43
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These bond functions also free the more diffuse higher angular m o m e n t u m functions
from providing for polarisation and intracorrelation effects, thereby leaving them
to more efficiently describe the intercorrelation energy [67]. This effect of bond
functions has also been found in a study by Gutowski et al. [325].

Intercorrelation energies, obtained from the IEPA, CEPA2 and PNOCI schemes,
as well as the uncoupled CEPA2 and PNOCI energies are in table 43. Taking the
coupled CEPA2 energy as being the most correct, then at R = 6.5 a.0 omission of the
intra-inter coupling leads to an overestimation of the attraction by about 9.9%, omission of the quadruple excitations in the PNOCI scheme underestimates the attraction
by about 5.1% and the IEPA scheme, which uncouples the intra and intercorrelation
energies as well as the inter singlet and triplet pairs, overestimates the attraction by
about 18%.

Comparing the CEPA2 intercorrelation energies for the present and 78 function basis at R = 4.0, 6.5 and 9.0 a0 gives values of -2966.62, -251.78 and -31.27
versus -2858.30, -230.09 and -26.39 /IE}, respectively. Thus a significant improvement was made in describing the attractive region of the potential and the repulsive
wall was made a little softer.

Comparison with previous results

A direct comparison of the present results with those obtained from other

ab-initio studies is generally not possible since nearly all previous calculations used a
H-H bond length of r = 1.4 a0 whereas the present study used r = 1.449 a0 so that
the results could be directly compared to experimental derivations of the potential
function. One exception to this is the study of MS [526], whose convention was
followed in the present work. Results of the MS [526] study have been presented
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in a paper by Johnson et al. [456], w h o found that the M S [526] potential gave a
good representation of their experimental data. More recent studies [460,521,525]
generally require the MS [526] potential to be softer in order to obtain agreement
with experimental results.

A comparison of the present and MS [526] potentials shows that the present
potential is softer for all R out to R = 7.0 a0. For R > 8.0 a0 the MS [526] potential
is more attractive.

The difference achieved by the present potential in the repulsive region is
in the direction required to improve agreement with experimental results, but the
magnitude of the difference is not sufficient.

The shape of the potential well receives a similar description from the two
ab-initio studies as does the long range region.

A more detailed comparison between the two potentials discussing likely
sources of errors cannot be made since no computational details of the MS [526]
study have been published. Table 44 contains comparative data at various R.

Rather than comparing the present potential to a large number of potentials
based on experimental results, which differ in their abilities to predict a wide range
of experimental data anyway, a comparison will primarily be made to the potential
of Buck et al. [460], although the results of a few other studies will be mentioned.

The potential of Buck et al. [460] was recently recommended in a study by
Norman et al. [525] for its ability to reproduce both solid state and scattering data.
Thus assuming that the experimental data the potential can predict are correct and
that the mathematical treatment used to derive the data from the simulated two body
potential is correct, the experimentally sampled repulsive region of this potential
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Table 44. Comparison of ab-initio potentials OE/j).

R

present

M S [526]*

3.0

42948.95

48766.00

4.0

7574.59

7744.84

5.0

890.95

922.14

5.5

176.26

189.75

6.0

-54.57

-48.08

6.5

-104.15

-102.32

7.0

-97.23

-96.74

8.0

-54.89

-56.66

9.0

-28.21

-29.82

10.0

-14.72

-16.00

11.0

-8.11

-8.05

12.0

-4.61

-4.65

13.0

-2.82

-2.82

15.0

-1.14

-1.16

M S [526] results as presented in ref. 456.
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should be reasonably reliable. The long range region of this potential is defined by a
damped van der Waals expansion. As such it has the correct asymptotic behaviour
and should provide a smooth transition between the long range and repulsive regions,
thereby giving a reasonable description of the shape and depth of the potential well.

Comparison of the present CEPA2 potential to that of Buck et al. [460]
shows that there is close agreement in the long range region as expected. The
present potential converges to a van der Waals expansion based on the coefficients
of Schaefer and Meyer [526] given in ref. [456]. In this case, however, the long
range terms are directly determined from large basis supermolecule calculations.
This confirms the validity of using such a van der Waals expansion for H2-H2 for the
long range region with the largest supermolecule calculation carried out to date. The
unmodified (undamped) van der Waals expansion begins to degrade significantly
(0.5%) compared to the full supermolecule calculations, at distances less than R =
10.0 a0.

At R = 6.5 a0, near the potential minimum, the potential of Buck et al. [460]
is more attractive by about three microhartrees (about 2.9%). This is consistent
with the attractive element the present potential is missing due to the CEPA2
neglect of triple excitations and suggests that the error due to approximating the
isotropic interaction by one geometry here is minimal. Including the effects of triple
excitations would thus decrease the difference in the respective e, Rm and Ro values
obtained from theory (present work) and experiment (Buck et al. [460]).

In the repulsive region, the potential of Buck et al. [460] is less repulsive than
the present potential. At R = 4.0 a0, for example, the interaction energies are
5777.37 and 7574.59 fiEh respectively, a difference of 1797.22 pEh.
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All of this difference cannot be due to basis incompleteness.

F r o m the

theoretical standpoint, the present potential can only be softened by increasing
the basis set size (if the DD1 geometry is truly representative of the VOOO at short
distances). In going from the 78 function basis to the present 102 function basis the
SCF energy improved by only 15.28 fiE^ and the total interaction energy by 101.63
/IE/J at this point. This reasonably large change in the total interaction energy
was achieved by mainly improving the intercorrelation energy in going from a basis
set with only one d function midbond to the present basis. Additional functions
added to the present basis are thus not expected to change the interaction energy
by any much greater amount, as the scope for improving H2 polarisabilities is now
substantially diminished.

Further, the energy difference cannot be due to the CEPA2 method's incompleteness alone since this would require an improvement of about 70% in the correlation energy. The CEPA2 correlation energies are considered to be no more than
about 2% in error compared to full CI energies with the same basis, based on a
previous comparison [29,39].

Finally, approximating the VQOO term by the DD1 conformation was seen to
underestimate the repulsion by about 2.7% or 198 fiEf, compared to a four term
approximation when using the IEPA method at this point (R = 4.0 a0). This
approximation would thus compensate the basis set and CEPA2 deficiencies to some
extent and cannot be responsible for a discrepancy ten times larger.

In view of these three comments it is difficult to see how any ab-initio
calculation can reproduce the repulsive part of the potential of Buck et al. [460]
in the range R < 4.0 a0 although there is scope for possibly a little closer agreement.
The Buck et al. [460] potential can describe their scattering data as well as the
solid state data and it seems improbable that the data from two different types of
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experiments have similar errors. It is therefore concluded that both the molecular
beam and solid state experiments do not effectively sample this short range part of
the repulsive region of the isotropic potential.

There remains the question in the solid state data of whether the three body
contributions are confounded with the isotropic term at short range of the potential;
in the scattering data there also remains the question of purely statistical sampling of
the various angular terms in the potential. The explanation of major disagreement
in the short range repulsive region of the interaction must involve either reduction
of the scattering or solid state experimental data to an effective two body isotropic
potential, or the use of the rigid rotor approximation in the ab-initio calculations, or
both. Although H2 has an exceptionally large vibrational amplitude, our previous
investigation of the validity of the rigid rotor approximation in He-H2 strongly
suggests that the latter source of error can be discounted.

The potential of Ross [511] was derived from a theoretical analysis of shock
compression experiments of liquid hydrogen isotopes. The potential which best
leads to agreement with the shock data was composed of an exponential repulsive
part and a van der Waals expansion, containing the C$ and Cs terms damped by
an exponential, to describe the attraction. The potential was expected to be most
accurate in the repulsive region, due to the data it was fitted to.

Comparison with the present results show that it is significantly more repulsive
at R = 2.0 a0. From R = 3.0 to 5.5 a0 it is significantly softer than the present
potential. The potential well obtained by Ross [511] is too shallow. The excessive
repulsion obtained at R = 2.0 a0 is probably due to the restricted functional form of
the potential, as is the description of the well region which depends on the functional
form for its description in this study. For R = 3.0 to 5.0 a0, where the potential is
supposed to be accurate, it underestimates the repulsion of a two body interaction.
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The disagreement with the present results is in the same direction as that obtained
by the Buck et al. [460] study, but of a much greater magnitude.

Goldman [446] analysed several types of solid state data on p-H2 and o-D2
to derive a potential function which has an exponential repulsion and a corrected
multipole dispersion attraction. Rulis and Scoles [450] concluded on the basis of

differential scattering data that it gives a realistic description of the isotropic forces
between H2 molecules. Johnson et al. [456] found that their low energy scattering
data was better described by the potential of MS [526] than that of Goldman [446].

A comparison of the present and Goldman [446] potentials shows that the
present potential is softer at R = 2.0 a0, harder from R = 3.0 to 6.5 a0 and softer
in the long range region. These differences are qualitatively similar to those found
with the potential of Ross [511], although they have been reduced. The Goldman
[446] potential also gives a more realistic description of the potential well than the
Ross [511] potential.

Bauer et al. [445] derived a potential based on their integral elastic cross
section measurements. Their potential had an exponential quadratic in R to describe
the repulsion and a two term undamped van der Waals expansion to describe the
attraction.

For R > 7.0 a0 their potential is in reasonable agreement with the present.
For R = 5.5 to 6.5 a0 it is softer than the present and becomes significantly
harder at smaller R. A well depth about 11 % deeper than the present was obtained.
Although their experiment is influenced by the potential well, it cannot be used to
determine the well depth to any significant accuracy. A consideration of the effects
of approximations used in the present study would suggest that their well is too deep.
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Table 45. Comparison to experimentally determined potentials

R

present

Buck [460]

Silvera [454]

2.0

193947.91

179903.99

231692.05

3.0

42948.95

35985.79

39928.59

69666.19

4.0

7574.59

5777.37

5458.18

10465.95

5.0

890.95

594.53

516.98

971.15

5.5

176.26

78.83

51.86

151.65

6.0

-54.57

-78.84

-86.60

-77.77

6.5

-104.15

-107.15

-108.42

-115.45

7.0

-97.23

-94.59

-93.94

-99.81

8.0

-54.89

-54.09

-53.01

-54.16

9.0

-28.21

-27.99

-27.36

-27.36

10.0

-14.72

-14.61

-14.45

-14.29

11.0

-8.11

-8.02

-7.99

-7.88

12.0

-4.61

-4.64

-4.64

-4.57

13.0

-2.82

-2.81

-2.81

-2.78

15.0

-1.14

-1.16

-1.16

-1.15

results infiEff.

Bauer [445
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Table 46. Comparison to experimentally determined potentials.

R

present

McConnville [518]

Ross [511]

Goldman [446]

2.0

193947.91

231879.63

254089.05

218545.25

3.0

42948.95

41582.28

26602.29

35782.85

4.0

7574.59

5927.93

4210.34

5222.61

5.0

890.95

598.81

503.83

562.05

5.5

176.26

85.51

89.67

75.68

6.0

-54.57

-72.73

-48.71

-79.01

6.5

-104.15

-102.75

-80.52

-108.04

7.0

-97.23

-91.70

-75.56

-95.62

8.0

-54.89

-52.81

-46.34

-54.17

9.0

-28.21

-27.36

-25.28

-27.55

10.0

-14.72

-14.45

-13.81

-14.19

11.0

-8.11

-7.99

-7.81

-7.70

12.0

-4.61

-4.64

-4.61

-4.43

13.0

-2.82

-2.81

-2.83

-2.68

15.0

-1.14

-1.16

-1.19

-1.11

results in fiEf,.
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Silvera and Goldman [454] determined a potential from solid state data, fitting
it to a functional form suggested by Ahlrichs et al. [421], which contains an
exponential term similar to that used in the study of Bauer et al. [445] and a
damped dispersion term. Their potential is softer than the present in the repulsive
region, except at R = 2.0 a0, has a deeper well and is similar to the present in the
long range region. When a many body correction assumed to be of the triple-dipole
Axilrod-Teller-Muto form is added to the potential it becomes harder in the repulsive
region and the well depth is reduced to being shallower than the present. However,

the potential still remains significantly softer in the repulsive region than the presen

McConville [518] used the functional form of Ahlrichs et al. [421] to represent
second virial, total cross section and bound state energy difference data. The
resultant potential is in close agreement with that of Silvera and Goldman [454].
The main difference between the potentials is that damping of the dispersion term
was changed a little to give a better fit to the data under examination.

A comparison of some of the above potentials is given in table 45 and 46.

Conclusion

The present study has shown that a close approximation to the isotropic
H2-H2 interaction can be obtained by selecting one representative geometry to
model the potential function. Calculations using a smaller basis set were used to
determine which geometry would be suitable by comparing an angular average to
VQOO

in regions dominated by different intermolecular forces to those obtained by the

representative conformation. A comparison of these results give a good indication
of the errors involved in using this approximation. By using a large basis set to
model this interaction and a computational formalism whose performance has been
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checked against a full CI calculation it is possible to obtain good estimations of the
errors inherent in the calculations.

A comparison of the present results to VQOO potential functions obtained
from experimental data shows that most of the experimentally derived potentials
are significantly softer in the repulsive region than the present. This difference
can no longer be simply dismissed as errors in the ab-initio calculations [525], as
was the case when the potential of MS [526] was compared to that of Buck et al.
[460]. The difference lies outside any conceivable error bars of the present work. It
therefore appears that the difference could be due to the inversion of experimental
data to give a two body potential function. This possibility is reinforced by the close
agreement obtained between the present work in the He-Li+ study and that from
recent mobility studies, while the beam data again leads to a significantly different
potential function.

Presentation of the various contributing components of the total interaction
energy in the present work should be of use in semi-empirical work. Semi-empirical
studies are necessary to provide accurate descriptions of potential functions between
larger interacting systems which are beyond the possibility of accurate ab-initio
studies.
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Chapter 4
Discussion
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Comparative data on the well depth of the four interactions studied and their
respective error estimates are given in table 47. Comparison of the van der Waals
interactions shows that the H2-H2 interaction has the greatest well depth due to the
greater polarisability of the H2 molecule as compared to the He atom. For this
reason the He-H2 well depth also more closely resembles that of He-He than H2-H2.

The He-Li+ potential well is approximately 100 times deeper than the He-He
well. The attraction of the He electrons to the positive ion induces a dipole in the
He atom which leads to this much stronger attraction.

Figures 19-24 give the attractive and repulsive regions of the van der Waals
potentials and the error estimates in these regions. These diagrams give a clear
indication of the extent of the errors compared to the interaction energy and their
influence over the potential functions.

In figures 25 and 26 the van der Waals potential functions are superimposed so
that a direct comparison can be made between them. The zero point crossings are a
reflection on the size of the interacting systems. The H2-H2 interaction has the zero
point crossing and repulsive wall at the largest R values and the He-He interaction
the smallest. He-H2 has a zero point crossing and repulsive wall closer to H2-H2 than
He-He. Thus although the attraction in this system more closely resembles He-He
due to the more limited polarisability of He and its smaller radial extensiveness which
reduces its ability to polarise H2, the repulsion for this interaction is dominated by
the size of the H2 molecule.

The He-He potential function is seen to cross the H2-H2 potential function in
the well region of the repulsive wall. If no qualitatively different forces are involved
in the He-H2 interaction, which should be the case, this potential should agree with
the common interaction strength at that identical point. The close
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Table 47. Isotropic potentials with errors at R m •

uncertainty,
Rfl2

e (i Eh

5 e (% ).

He-He

5.67

30.24

5.8

He-H2

6.46

39.75

5.0

H2-H2

6.60

104.73

3.0

He-Li +

3.58

2955.34

0.2

total energy, E (E^)

8e/E(%)

He-He -5.805316133 0.3021 x 10~4 112
He-H2 -4.074240438 0.4878 x 10-4 105
H2-H2 -2.343139375 0.1341 x 10-4 102
He-Li+ -10.18237096 0.5804 x 10-4 112

basis size
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Figure 19. He-He potential function (solid line) and estimated errors (dashed line).

200.

He-He

160.
120.
80.

LU
a
t_
<D
C

LU

-40. -80.
-120.
-160.
-200.

5.

6.

6.

9.

R / 0

10.

11.

12.

13.

14.

15.

-229-

Figure 20. He-He potential function (solid line) and estimated errors (dashed line).
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Figure 21. H e - H 2 V 0 potential function (solid line) and estimated errors (dashed
line).
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Figure 22. He-H 2 V 0 potential function (solid line) and estimated errors (dashed
line).
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Figure 23. H 2 r H 2 VQOO potential function (solid line) and estimated errors (dashed
line).
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Figure 24. H 2 - H 2

VQOO

potential function (solid line) and estimated errors (dashed

line).
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Figure 25. Comparison of the He-He, H e - H 2 and H 2 - H 2 potential functions (solid
lines) and their estimated errors (dashed lines) in the attractive region.
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Figure.26. Comparison of the He-He, H e - H 2 and H 2 - H 2 potential functions (solid
lines) and their estimated errors (dashed lines) in the repulsive region.
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Figure 27. Comparison of the He-He, H e - H 2 , H 2 - H 2 and He-Li + reduced potentials
in the attractive region.
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Figure 28. Comparison of the He-He and He-Li + potential functions.

3.0
2.4
1.8 1.2 -C

LU
£

.6

\

.0

m
CD
t

-.6

CD

L5

-1-2
-1.8 -2.4 -3.0

10.

R / o

11.

12.

-238-

agreement achieved here attests to the internal consistency of the treatment the
three potential functions received in the present study and reinforces the validity of
the approximations made to describe the anisotropic systems. This is further seen
in figure 27 where the potentials are plotted in their reduced form. The He-Li+
reduced potential does not lie on the same curve as the van der Waals interactions
since it is dominated by different intersystem forces. From figure 26 it is seen that
the three potential functions again converge towards a common intersection point as
they approach the united atom limit. The convergence to this point will not be exact
because the hydrogen bond lengths are kept constant in the present calculations.

A comparison between the He-He and He-Li+ potentials is given in figure 28.
The figure highlights the difference in the interaction strengths of the two systems
and shows that very high precision is necessary to accurately describe the potential
wells of van der Waals systems.

The repulsive wall for the He-Li+ interaction is at smaller R than in the He-He
case because of the attraction of the He electrons to the lithium ion and the smaller
size of the electron distribution around the lithium ion.

In the past, a number of combining rules have been proposed which attempt to
characterise the potential functions of the unlike pair interactions in terms of those
of the like interaction [314]. The parameters upon which these relationships apply
are usually the zero point crossings and the well depths of the related interactions.
The underlying purpose of these rules is to predict the properties of mixtures when
only the interactions between the like pairs are known.

Although relationships of varying complexity have been proposed, no rule to
date has been able to give predictions of the required accuracy. One of the main
reasons for this is that there is still considerable uncertainty in the various potential
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functions which have been determined to date, making the formulation of rules a
hazardous process.

Although the quality of experimental data has generally improved with time,
the restricted functional forms which have been used because the exact form is not
known and the approximations inherent in the inversion process lead to potential
functions which have significantly larger error bars than the experimental data. Any
systematic bias in the experimental results, which includes the sensitivity of the
experimental results to a two body interaction, will also lead to a deviation from
accuracy.

Ab-initio calculations of the present accuracy have not been previously available for three potential functions necessary to establish combining rules on a solid
foundation or to properly test existing ones. The data presented above should
therefore be of use for establishing improved combining rules.

From the previous sections it was seen that the general shape of a potential
function is determined by a balance between repulsive and attractive forces. The
difference between potential functions of various interacting systems are due to the
different strengths these forces have within those interactions. Thus the stronger
ion-induced dipole attraction of the He-Li+ interaction leads to a much deeper
potential well than in the van der Waals interactions, where the attraction is based
on the weaker dispersion forces.

Within the same type of interactions, such as the three van der Waals interactions studied here, the attraction is a function of the multipole polarisabilities
of the subsystems and the extent to which one subsystem can induce instantaneous
polarisation in the other. The different repulsions are a function of the charge
overlap in similar interactions and are thus dependant on the size of the electron
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distribution around a subsystem. For this reason the repulsive wall of the H e - H e
interaction occurs at smaller R than the spherically averaged H2-H2 interaction.

The common crossover point for the three interactions results due to a balance
between the attractive forces, which are of the same nature although of different
strengths, and the radial extensiveness of the subsystems which govern the differences
in repulsion between similar types of interactions.

The crossover point necessarily occurs in the attractive region of the potential
functions because at the zero point crossing the subsystem size factor already
dominates.

Since this crossover point is based on a balance of intersystem forces it
should occur for any other triad of interacting systems, although its R and energy
coordinates will differ for different types of interactions. This can therefore be the
foundation for new combining rules.

The simplest version of such a rule would be to state that if the two like
interactions are accurately known near their point of intersection, then the point of
intersection will be the only point on the unlike potential function relative to the
asymptote which can be accurately known in advance.

This simple rule in itself leads to simplifications in modelling potential functions which are too time consuming for a complete ab-initio description , by semiempirical methods. It also gives a reference point for the damping of long range
attractive forces and for inversion techniques.
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Chapter 5
Conclusion
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The accuracy of the potential functions examined in the present study is
dependent upon a number of approximations. These approximations are made in the
computational formalism used to calculate the electronic energies, the composition
of the basis set used to model the effects of the interacting forces, the number
of conformations used to describe the anisotropic interactions, the method used
to correct for the effects of BSSE, the use of the rigid rotor approximation and,
to a lesser extent, the convergence threshold of the calculations. Each one of
these approximations and their effect on the final potential functions have been
investigated in these studies.

The effects of the various individual approximations made in the CEPA2
formalism on the calculated energy of a system have been previously investigated by
a number of studies. To obtain the total effect of all the approximations inherent
in the CEPA2 formalism on a potential function a comparison was made to a full
CI calculation. In this comparison calculations were carried out on two hydrogen
molecules in the T conformation at the van der Waals minimum. The CEPA2 error
was determined to be 3% of the interaction energy. In regions of the potential
function where the intercorrelation energy term makes a smaller contribution this
error will be reduced.

The close agreement achieved by the present and two other accurate ab-initio
calculations, both based on different computational strategies, in the repulsive region
of the He-He interaction also shows that the CEPA2 method does not give rise to
serious errors at smaller R. In this region the interaction is dominated by the SCF
interaction. The validity of this approach and that of CEPA2 are also confirmed by
the close agreement achieved with experiment for the He-Li+ potential function.

Basis sets used in the present study have been carefully constructed with
the aid of a probe function technique to ensure that they would be capable of
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properly modelling the various effects of the different interacting forces. Basis set
completeness was examined by ensuring that the energy at the well minimum in the
various studies had converged to within 1-2 fiEf, on addition of further appropriate
basis functions.

The size of the basis sets used in the present studies is much larger than has
been used in any other previous ab-initio investigations of these interactions.

Corrections for the effects of BSSE were carried out using the full function
counterpoise method, which is the best correction procedure available. Even though

large basis sets were used, the size of the counterpoise correction was still a significa
portion of the van der Waals well depths. To significantly reduce the size of the
corrections would require the addition of about another 50-100 basis functions.

The use of a finite number of conformations to determine the anisotropic
interactions was examined in the He-H2 study. It was found that two conformations
were sufficient to determine the attractive region of the interaction and three were
needed to reduce the error in the repulsive region.

For the H2-H2 interaction it appears that at least nine conformations and
possibly many more would be needed before the isotropic interaction could be
described with high accuracy. The best ab-initio descriptions of this potential
function to date only used four conformations, inadequate basis sets and, in most
cases, inadequate computational methods to describe this interaction. To improve
the state-of-the-art description of this potential function large basis set calculations
were carried out using one conformation which was shown to closely approximate
the isotropic potential for all R.
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Effects of vibrational relaxation of H 2 on a potential function were examined
in the He-H2 study where they were shown to be insignificant.

Convergence thresholds of the correlation calculations were set at 0.01 [iEf,,
which would limit the effect of 'numerical noise' to about 0.05 /iE^ on the potential
functions.

The validity of all approximations used in the present studies and their estimated errors is reinforced by the precision to which the three van der Waals potentials intersect at a common point. There seems to have been no previous recognition
of such regularity in the literature of molecular interactions.

All four potentials studied in this work have been converged to better than 1
part per million in the total system energy at the respective interaction minima Rm
(Table 47). The systematic errors are carefully estimated and illustrated in figures
19-28. A balanced treatment of all independent error sources is claimed.

The localised basis CEPA2-PNO methodology employed throughout affords
independent analysis of the attractive intercorrelation and the smaller but important
intracorrelation contributions to the total correlation energy. Since the basis sets
used achieve essentially H-F limit SCF accuracy and converge both independent

correlation terms to high degree, it is certain that the basis specifications of this work
will in combination with supercomputer based full CI methodology conclusively
determine these potentials.

Nothing short of full CI methodology with these bases has the possibility of
another factor of ten improvement in precision for each van der Waals well depth.
In the meantime, this work provides highly reliable information about the actual
shape of each of the respective potentials.
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Potential functions constructed from experimental data have generally not

attained the same degree of precision in the repulsive regions of the present potentials
as those derived from the best ab-initio calculations. Since this region of the
potentials is greatly dominated by the SCF energy, the disagreement cannot be due to
the choice of methodology used to account for electron correlation effects. Thus the
reason for disagreement requires questioning of the validity of the SCF procedure
in ab-initio calculations or, more likely, the accuracy of inversion procedures and
simulation of three body effects in the experimental procedures.

Experiments probing the attractive regions of the present potentials, such as
bulk property experiments or glory oscillations, do not have sufficient sensitivity to
the potential wells to accurately determine their depth but are only sensitive to the
general attraction of the interacting systems. Potentials determined from such data
therefore rely on the chosen functional form to obtain a description of the shape of
the well. These studies therefore cannot determine the well depths of the present van
der Waals interactions to a high degree of accuracy.
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The (H2)2 potential surface and the interaction between
hydrogen molecules at low temperatures
Peter G. Burton and Ulrich E. Senff
Chemistry Department. University of Wollongong, Northfields Avenue. Wollongong, N.S. W. 2500, Australia
(Received 26 June 1981; accepted 26 February 1982)
The (H,)2 rigid rotor interaction potential has been calculated for the intermolecular distance range
R = 3.0-11.0 a.u. for six relative orientations to estimate both the isotropic and anisotropic components of the
full intermolecular potential. A partially optimized basis set limited in size to 78 independent Gaussian
functions was used throughout the energy calculations, which required only very small corrections for basis
set unsaturation effects. Correlation effects were computed both at the variational (single and) double
excitation P N O C I level and using the C E P A 2 - P N 0 approximation to estimate higher order excitation effects.
While the latterrigid-rotorsurface m a y overestimate the strength of the H 2 ~ H 2 interaction in the vicinity of
the well by a few wave numbers in therigid-rotorP N O C I surface from the present study, which w e regard as
an upper bound to the truerigid-rotorsurface, is also slightly deeper than almost all previous theoretical and
empirical "fit" potentials in the well region. Since low energy scattering experiments lack sensitivity to the
precise well depth because of the long de Broglie wavelengths appropriate to scattering at energies comparable
with the well depth, the significance of the current disagreement on the well depth between the rigid-rotor
level of the theory (which puts it at least 27.5 cm" 1 ) and experiment is uncertain. However, coupled with the
present uncertainty stemming from the C I formalism of ~ ± 3 cm"', is a further uncertainty due to the
expected increase in intramolecular zero-point energies due to hindered H , vibration within the dimer. A
zero-point increase within each H . at R, of 0.1% would effectively raise therigid-rotorpotentials by some 4
cm" 1 , bringing the weil depth into line with experimental estimates. In the low energy part of the repulsive
wall of the potential (where the relative importance of these small effects diminishes), which has been probed
rather sensitively by recent rotationally inelastic scattering experiments and which strongly influences solid
H . properties, w e find that both the present P N O C I and C E P A 2 surfaces lie in between the respective
semiempirical fit surfaces for the H j - H , "pair" interaction. A t the zero crossing of the isotropic component of
the potential, w e find excellent agreement between the present theoretical estimates of J?0(2.99±0.03 A ) and
the most recent experimental evaluation of the parameter (2.98 ±0.03 A ) by Buck et al. [S. Chem. Phys. 74,
535(1981)].

I. I N T R O D U C T I O N
Despite considerable effort by experimentalists and
theoreticians alike, the analysis of the interaction
forces between molecules of hydrogen—the simplest
of molecules—has proven to be an extraordinarily difficult problem, even when only very low temperatures
are of interest so that only the lowest few internal
states of each molecule are populated.
Recent experimental work on the interactions between
hydrogen molecules, which range from" molecular b e a m
differential,I_5 integral4,5 and rotationally inelastic*
scattering measurements to examination of the properties of solid hydrogen7'* has led to a range of phenomenological Hj-Hi interaction potentials which are not in
perfect agreement with each other. Part of this disagreement of course lies in the use of a number of
"molecular hydrogen" moieties (ortho-H2, para-Hj,
isotopically substituted species H D and ortho- and
para-D 2 and mixtures of son. •• or all of these) in the
different experiments and part of the disagreement lies
in the fact that experimentally determined behavior in
different situations tends to be most sensitive to different features of the interaction potential. The anisotropy
of the intermolecular potential with respect to individual
molecular orientation in the case of molecular hydrogen
is rather low and most experiments are interpreted in
terms of orientationally averaged H 2 - H 2 interaction potentials. In most cases, the isotropic potential is
probed and although the leading anisotropy terms in
J. C h e m . Phys. 76(12), 15 June 1982

the potential are important in say rotationally inelastic scattering,' in the spectroscopy of dinners9-12
and of course in condensed phases of hydrogen, such
experiments have been used not so m u c h to determine
the interaction potential anisotropy as to evaluate various theoretical estimations of the anisotropy.
Both the long15'14 and short range15-23 H2-H2 potential have been the subject of theoretical attention. Al- .
though initial indications of the quality of the recent
rigid rotor surface calculations designed by Meyer
were very favorable,5,2Z s o m e of the most recent ex-" r
periments 6,11 have pointed to s o m e problems c o m m o n
to both the rigid rotor22 and the vib -rotor23 potentials
from Schaefer and Meyer. The rotationally inelastic
scattering experiment8 w a s analyzed to indicate that the
latest potential required adjustments of the lower part .
of the repulsive wall inwards by some 0.2 a.u. (1 a.u.
= 0.529 177 A), while the analysis of the H 2 dimer hyperfine spectra11,12 indicates that both the isotropic and the
leading anisotropic component of the latest Schaefer and
Meyer potential were too shallow in the well region,
confirming what Schaefer and Meyer had acknowledged22
as a limitation of their potential. W e interpret this as
reflecting an insufficiently correlated H 2 - H 2 wave function.
In order to try to discriminate between the two possible sources of such inadequate correlation in the
Schaefer and Meyer potential-basis set limitations
and/or incomplete CI, w e undertook 24-27 anew study,

0021-9606/82/126073-15502.10
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using a new technique for the analysis and systematic
reduction of basis set artifacts in the modeling of such
physical systems," which had been of value in an
earlier study of the H e - H e interaction.2B,3G The use of
a single supermolecule basis throughout together with
well documented algebraic formalisms for the estima- '
Hon of correlation effects are also features of the ..,
present study. However, uncertainties stemming from
limitations in currently practical CI techniques and
the fact that w e have not attempted to account for any
changes in intramolecular (H2) zero point energies in ':
the dimer remain limitations of our study so far.
II. DESIGN OF CALCULATIONS
A. Basis set .
W e have used a systematically constructed cost-effective correlation basis set for each hydrogen mole-'
cule in order to complete our survey of the rigid rotor
H 2 - H 2 Interaction potential surface.
Details of our approach to the systematic basis de-''
velopment for H 2 , including details of the diagnostic
probe sets and a complete set of energy response vs
probe set placement curves are given elsewhere51 be- ;
cause of the potentially general usefulness of the basis :,
set design strategy for both ground and excited elec-

tronic states. For the present purpose w e note that
(i) The basis set optimization for the H2-H2 supermolecule calculations involved basis optimizations for.
a single, isolated H 2 molecule in order to minimize
basis superposition artifacts in the supermolecule
calculations.
•
'•
';
' . ! ' / " "
Figure 1 shows both SCF (upper curves) and PNOCI energies (lower curves) for H 2 for both the initial
("starting" basis) and final ("optimized" basis) representations of the H t molecule, as the energies vary
with respect to changing the location of the "standard"31'
(Is, lp)—s exponent 1.0, p exponents 0.65-probe set
along the bond axis of H 2 . The progress from the
starting basis to the optimized basis was made in
seven distinct stages31 and w e note that although the
partially optimized basis used here is not the best possible
basis for H 2 , it does have the advantage of being smaller than the starting basis. Details of the starting basis,
which is a simplification of that used by M e y e r " in his
initial evaluation of the van der Waals coefficients and
is typical (except that all symmetry adapted linear combinations are retained in the present case) of the bases
used to determine correlation effects in the Schaefer.-.
and M e y e r rigid rotor H 2 - H 2 potential22 are given in .'
Table I, along with the optimized basis description..
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Table H shows the performance of the present optimized basis in relation to other theoretical calculations
for a single H 2 .
(ii) We made some compromises in the choice of the
optimized basis [4s, 3/>](ls, lp)*(ld). F o r each H 2 ,
w e retained 39 functions in all for each H 2 in order to
avoid a prohibitively expensive H 2 - H 2 interaction potential computation. This compares with the 53 independent functions of the basis used by Meyer 1 3 to determine the long range van der Waals interaction coefficients for H 2 . These compromises led to non-negligible residual superposition errors which could be and
were corrected for (see below). Typically the superposition error corrections were 2 % - 5 % of the well
depth or - 0 . 0 0 0 3 % of the total energy at the van der
Waals m i n i m u m in separation for each fixed orientation intermolecular potential curve. The present
study however has employed the largest basis (78 independent functions) so far used in the study of the H 2 - H 2
interaction.

6075

T A B L E IL H 2 molecule energies at R = 1.4 a. u.
SCF energy

CI energy

[5s, 6p1*
[6s, 4p?
[6s, 4£]*
[4s,3/)|(ls,lp)*(ld)f
[10s, Sp, Id)'
Exact?1

-1.132 81
-1.1330482
-1.13303
-1.133 282 5
-1.133 549 3
-1.133 396
-1.13355
-1.133 63

-1.169 45
-1.169 957 2
-1.170 49
-1.1717071
-1.1721532
-1.172 4461
-1.17313
-1.17447

•Reference 20.
"Reference 21.
"Reference 16.
"Reference 19.

"Reference 33.
'Present PNOCI energy given.
"Reference 34.
•Reference 35.

Basis
[2S.1/-1*

[3s,lpU-Hlp)*

intramolecular, so that w e have no evidence for increased basis set requirements (stemming from the
physical interaction) in the physically interacting H 2
molecules in this geometry. This is shown in Fig. 2,
where the supermolecule C E P A 2 probe analysis data •
for the T configuration is superimposed on the s u m
of two separate isolated molecule CI energy response
functions (one perpendicular and one collinear) to the
s a m e (Is, lp) probe set, drawn for the molecules as
if they were in the T configuration.

(iii) Despite some compromises in the basis design
for each H 2 , the asymptotic total energies for H 2 at
(r)0 in our H 2 - H 2 calculations lie within - 0.17% of the
exact Born-Oppenheimer energy for the system at infinite separation (computed as twice the energy of a
single H 2 molecule at \r\; from Kolos and Wolniewicz 35 !
W e expect that such a deficiency would be unlikely to
B. CI ansatz
seriously affect the determination of the intermediate
Since the only part of the H2-H2 potential surface for
range H 2 - H 2 interaction. Approximately 1 4 % of this .
which the absolute energy is unequivocally known at
absolute error atfl= «> stems from the use of approxipresent is the asymptotic energy R = <*•, which is obmate pair natural orbitals selected with a 0.1 (iH threshtained from the computation of Kolos and Wolniewicz
old, rather than full CI, in the correlation calculations.
of the individual H 2 molecule energy, w e have felt that
The remaining errors are due to basis incompleteness.
it is imperative to restrict the choice of the C I ansatz
The present H 2 basis only can account for 9 6 . 3 % of the •
to those which are size extensive or size consistent36-39
H 2 correlation energy.
so that the approach to this asymptote could serve as
(iv) Evenhad w e used aperfectly stable H 2 basis (rather
an indication of basis quality in the H 2 - H 2 study. While
than a relatively complete basis which is adequately
the effects of inherent deficiencies in either bases or
stable (Fig. 1) to probe analysis with specifically
C I methods can often be reduced, respectively, by the
chosen probe sets) this would only satisfy the necessary
function counterpoise method 4 0 or by consistent use
condition to avoid superposition effects and would not
of the s a m e , if incomplete, CI ansatz in a potential'
guarantee that the supermolecule basis set w a s also
surface determination, * we have sought to span the.'"
complete (to the s a m e degree) to truly represent the
possible range of the true H 2 - H 2 interaction potential
physically interacting supermolecule system.
by using our optimized basis in conjunction with (a) a
version of the coupled electron pair approximation, in
However, probe set analysis of two H2 molecules at
particular C E P A 2 ( - P N O ) , for the present study along
R = 6.5 a.u. in the T configuration only reveal deficiwith (b) the variationally "correct (but m o r e limited CI)
encies known from the isolated molecule analysis to be
P N O C I ansatz.42'13 Localized occupied orbitals were .
used as the basis of the CI calculations, and approxiTABLE I. Starting basis (I) and optimized basis (II) for each
mate pair natural orbitals (PNO's) determined for the
H;- '•
'
. . . .
'
. . .
localized intrapair, and singlet and triplet interpair ;
(intermolecular) interactions. . T h e separate single and
'. Description
double excitation CI used to determine approximate .
Functions
Location
Basis I
"' • Basis LT
P N O ' s for each pair independently leads to very c o m - .
pact C I wave functions in the subsequent P N O - C I and ...
[4s]..
H nucleus
(6s)* [3,1,1,11
(6s)* 13,1,1, U
[3p]
H nucleus
0.7,0.25,0.1 ' 2.0,0.25,0.0313
C E P A 2 - P N O calculations; an important consideration
(2rf,V)
midbond
d = 0.3,0. \-J= 0.2
when large basis sets are used.
(Id)
• midbond
0.3
Although CEPA2 is nonvariational and was expected
(ls,l/>). • 0.59 from .
to slightly overestimate H 2 - H 2 correlation energies, •
each H nucleus
•••
5 = 1.0; ^ = 0.65
w e hoped that any such systematic error in absolute
Total functions
43 '
39
energies, along with basis errors, would largely cancel
in the determination of the.relative energies required .
"Reference 32.'
J. Chem. Phys., Vol. 76, No. 12, 15 June 1982

6076"

P. G. Burton and U. E. Senff: Interaction between hydrogen molecules

FIG. 2. Probe analysis plot of
C E P A 2 basis unsaturation effects
in (Hj)2 in the T configuration at
R = 6.5a,u. (•). T w o separate
CI analyses, one perpendicular
(.~a«.) and one collinear (—-o-—)
to an isolated H, are also added
together for reference purposes.
The use of the standard probe set
(see the text) does not highlight all
the residual basis deficiencies in
the 78 function supermolecule
basis, but this comparison shows
no major basis defects arise due
to the presence of the (weak)
H 2 — H 2 interaction.
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magnitude to the isotropic well depth at 4.7 a.u. and
for the potential surface in the weakly interacting region
is twice that value at 3.8 a. u., so that the P N O C I reof the van der Waals well.' C E P A 2 is formally size conpulsive wall rises too steeply compared to C E P A 2 ) .
sistent and does reproduce exactly, at the asymptote,
twice the variationally correct double excitation P N O C I
Unfortunately, while CEPA2 is size consistent and
(in this case, formally complete CI) energy for a singlethe asymptotic energy matches the corresponding .
H 2 with the s a m e basis. P N O C I with no m o r e than
variationally correct value in this case, the nonvaridouble excitation CI could be used consistently throughational nature of the C E P A 2 approximation to effects
out the H 2 - H 2 surface, but the systematic error of omitof
the higher order excitations makes it impossible
ting the higher excitation corrections to the H 2 - H 2 enerto be sure in advance that it (or any other "coupledgy (the "unlinked" quadruple excitations which C E P A 2
pair" approximation) can reproduce the correct R
includes implicitly) leads to the P N O C I asymptote being
dependence of the higher order excitation effects on
in slightly greater error (an additional 0 . 0 6 % " for two
the potential without the benefit of a calibration against
hydrogen molecules at infinite separation) compared to
. ••
'• the C E P A 2 error with the present basis of 0.17%. H o w - .- corresponding full CI data.
Since w e do not explicitly treat single excitations in
ever, the attraction in the P N O C I ansatz is that it is
our P N O C I and C E P A 2 - P N O calculations, we have cali. difficult to imagine how it could possible ot/er-estimate
brated the results of our T = 0 . 1 u.H threshold-selected
(in the absence of basis unsaturation effects) the true
P N O C I wave function expansions against full singles and
well depth because of (i) its neglect of higher order exdoubles CI (SDCI) for H 2 - H 2 in the T configuration at
citations, and (ii) its variational nature.
R =6.5 a.u. and for H 2 . The absolute errors in the
If PNOCI (double excitation) and CEPA2 (double and
P N O C I results compared to SDCI are, respectively,
unlinked quadruple excitation) potentials are adjusted
568 and 285 uH, giving a relative error contributing to
to the same asymptotic energy then the performance
the interaction potential of only 2 u H .
of P N O C I can be directly compared to C E P A 2 in regard
It should be noted that neither the present PNOCI nor
to the distance' variation of the interaction potential.
the present C E P A 2 schemes include triple excitations
The omission in the P N O C I ansatz of the effects of
which might have some influence on our results. Variallowing for simultaneous independent correlation of
ous estimates have been m a d e of the importance of .
each electron pair in the four electron supermolecule .
triple excitations to the overall CI wave function of
shows up Fig. 3 as an increased discrepancy with revarious systems, but these are relatively uninformaspect to C E P A 2 as the molecule-molecule distance
tive
for the present purpose, because they relate to
decreases. The lack of accounting for higher order
closely interacting electron pairs in a molecule such
excitations in P N O C I rapidly escalates the discrepancy
as H 2 0 , " or have been m a d e in the context of wave
as the electron pairs overlap m o r e strongly and the
functions for weakly interacting systems determined
influence of the correlation of each pair on its interacwithout the inclusion of the energetically m o r e imtion with the other rises (this discrepancy is equal in
j. Chem. Phys., Vol. 76, No. 12, 15 June 1982
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FIG. 3. Energy difference in the
PNOCI and C E P A 2 isotropic H 2 - H :
potentials as a function of intermolecular distance R. The curve shows
the increasing importance of higher
order excitation effects as R decreases.
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portant unlinked quadruple excitations. *5 Triple excitations—whose influence should be minimized by the
prediagonalization strategy used to determine the pair
natural orbitals used in the present study—might be
important, nevertheless in leading to the possibility
(in the M C S C F sense) of redefinition of the pair PNO's
as the various pairs m o r e closely interact by the coupling of a single excitation of one pair with a double
excitation localized on a nearby pair.
C. Control of convergence and superposition errors

hedral) configurations, each with a total of 78 basis
functions and effectively complete CI within each
ansatz. This grid is adequate for interpolation (3.0
< R< 11. 0) and exponential extrapolation (R< 3.0). 22 ' 23
W e have also completed calculations for both trapezoidal and parallelogram configurations which are required in the determination of the higher order anisotropics Vjai, V ^ (both very small for R> .4.0) and the
important quadrupole interaction term Vai. ...,
Each H2 bond length in these calculations was kept at
a constant value of 1.449 a.u. for all molecular separations, the (revalue for ground state H 2 . .•

The IEPA pair natural orbital selection threshold
employed in the selection of PNO's for input to the
The energy computed at each distance was compared
P N O C I and C E P A 2 calculations w a s 0.1 u H throughout
to the energy calculated for two hydrogen molecules i. .
leading to up to 38 correlating PNO's being retained
separated by 100.0 a.u. in order to obtain relative
for the supermolecule intrapair correlation energies.
energies for the interaction potential surface. ••••'•''•••:
This corresponds to the complete single molecule
basis being effectively exhausted of its potential to
The resulting surfaces obtained for these configuraprovide correlation relaxation in the molecule, and
tions are given in Figs. 4, 5, 6, and 7.. T h e surfaces
indicates that all 39 functions per molecule of our basis
shown have been corrected using the ghost orbital -.
are effectively utilized at this level.
technique. In the ghost calculations, up to 40 PNO'sgenerated by the IEPA procedure (using the s a m e 0.1
The function counterpoise or "ghost orbital" correc)xH threshold) for each point were taken when computing
tion which w e m a k e (amounting to some several percent
the superposition corrections.
'
near the van der Waals m i n i m u m in V 000 for H 2 ) are
computed using all 39 ghost functions (minus nuclei
The actual energies computed for each molecular ' • and electrons) to estimate the effect of the functions
configuration are given in Table HI. Table IV gives • of one molecule in lowering the electronic energy of '
the P N O C I and C E P A 2 energies respectively when
the other.
compared to the energy of two molecules at 100.0 a.u.
Table V gives the actual S C F plus CI ghost corrections
D. Geometries
used to correct the four surfaces (cf. Ref. 45, TableH).
W e have followed Schaefer and Meyer 2 3 in estimating
the isotropic potential Vmo and the leading anisotE. Matching to Meyer's, van der Waals potential for
ropy 7Q2J ="V202 for the rigid rotor H 2 - H 2 interaction at
/ ? > 11.0 a.u.
intermolecular distances of 3.0, 4.0, 4.5, 5.0, 5.5,
At this stage we have taken Meyer's23 C5, C8, C7,
6.0, 6.5, 7.0, 8.0, 9.0, 11.0, 25.0, and 100.0 a.u. This
23
only required consideration of the collinear coplanar T, C 8> and C 1 0 van der Waals coefficients as representing
the long range interaction of H 2 molecules beyond
parallel (rectangular) and crossed (elongated tetraJ. Chem. Phys., Vol. 76, No. 12; 15 June 1982
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FIG. 4. Linear interaction geometry
of the H 2 —H 2 interaction. Both
PNOCI (upper) and C E P A 2 lower data
are shown. The dashed lines below each curve are the raw energy data
before correction for basis set un- .'•
saturation effects.
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11.0 a.u. since they were determined by perturbation
theory with an even larger basis per H 2 than the present
study. Since our computed ghost corrected P N O C I and
C E P A 2 energies do not exactly match the interaction
energies predicted from Meyer's latest C s up to C w
values at 11.0 a.u. intermolecular separation, w e have
uniformly adjusted all our relative energies by a con-.
stant amount (different for each orientation) for each R
to provide an exact match at 11.0 for each orientation.
This has an effect of - 1% of V^ at 9.00 a.u. which
drops off rapidly in percentage terms with smaller .

T

distances [7 000 (PNOCI) is lowered 1.0 uH, K 000
( C E P A 2 ) is lowered 0.4 u H because of the shifts] and
influences the leading anisotropy term V 022 = K 202 by
raising the whole curve by a nearly constant amount
of 0.3 /iH, so that the leading anisotropy is thus - 5 %
shallower than if w e had chosen to match to the long
range van der Waals potential differently. T h e adjustments to match our relative energies to Meyer's long
range potential at R = 11.0 are given in Table VI. These
corrections would be slightly different if a different R
match point had been chosen. The use of the adjust-
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FIG. 5. T configuration geometry
of the H,-H2 interaction. Curves
as for Fig. 4.
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Configuration

FIG. 6. Parallel or rectangular
geometry of the H 2 —H 2 interaction.
Curves as for Fig. 4.
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ments to Meyer's long range potential (R2:11.0) determined by the van der Waals coefficients at the remote
value of R = 11.0 a. u. for each orientation is of course
not an essential part of the present work. W e have
done so simply to facilitate subsequent comparisons
and testing of our potential in scattering calculations
where a smooth match between short and long range
parts of the potential is essential. Furthermore,
since all recent work has used similar data from .
M e y e r for this part of the potential (e.g., 4, 7, 8, 22,
23) w e can then focus on m u c h greater differences in
the intermediate range of the potential between our
work and that of Schaefer and M e y e r (see Sec. I H A

.20-003

C

below). In any case, the variations due to the use of
an adjustment or not at R = 11.0 a. u. are an order of
magnitude smaller than the present uncertainty around
R, in the rigid rotor potential expressed by the differences in the treatment of electron correlation by either
P N O C I or C E P A 2 . O u r interaction energy is m o r e
negative than Meyer's at A s 11.0 for the linear configuration, which w e especially studied in the development of the supermolecule basis. That our interaction
energies are less negative than' Meyer's for the other
configurations at R = 11.0 suggests that a match point
of a slightly different R m a y be worthy of later investi-.
gation. This will however influence our potential in
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FIG. 7. Crossed or elongated tetrahedral geometry of the H 2 —H 2 interaction. Curves as for Fig. 4.
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T A B L E IIL Actual energies calculated for four Hj-H 2 configurations (without superposition corrections), in hartree.

III. C O M P A R I S O N W I T H P R E V I O U S S T U D I E S
A. Relative energies of different nuclear configurations

PNOCI

SCF

CEPA2

Linear configuration
3.0
4.0
4.5
5.0
5.5
6.0
S.5
7.0
8.0
9.0
11.0
100.0

2.184057002
2.249 605 101
2.258305 613
2. 262 212 972
2.263 958 579
2.264734052
2.265 079 638
265 236 928
265 349 341
265 381780
265 400 517
265410 067

-2.270388 862
-2.330 822 849
-2.338122 509
-2.341111811,
-2.342 264 638
-2.342 662 073
-2.342769 436
-2.342778 662
-2.342744 859
-2.342716138
-2.342 698 926
-2.342 692 535

-2.272597895
-2.332 644 287
-2.339 826 602
-2.342 736363
-2.343 836128
-2.344198 695
-2.344283 467
-2.344278 203
-2.344 229 469
-2.344194 204
-2.344173 021
-2,344164 978

T configuration
3.0
.4.0
' 4.5
5.0
5.5
6.0
6.5
7.0
8.0
9.0
11.0
100.0

-2.215 094 330-2.299 032147
-2.255149 579
- 2. 335 343 866
-2.261034426
-2.340161296
-2.263 623 485
-2.342 057 519
-2.264720 995
-2.342 716053 .
-2.265168959
-2.342 892 239
-2.342 897 308
-2.265 343 320
-2.342 857360
-2.265 406137
-2.342781340
-2.265 428 256
-2.342 736 859
-2.265 423 533
-2.342 704591
-2.265415 348
-2.342 692 535
-2.265 410 067
Parallel configuration

-2.301032 368
-2.337 063 021
-2.341795 021
-2.343 633 926
-2.344254 939
-2.344 407 043
-2.344 396713'
-2.344 347 028
- 2.344 261 235
-2.344 212 611
-2.344177 761
-2.344164 978

from theoretical calculations
A s expected, the relative energy ordering of the
geometries w e have investigated is in agreement with
other studies for the short range part of the potential,
with relative energies at R = 3.0 being linear > T rectangular> crossed.
This ordering at short range
is consistent with the most important parameter in
the determination of interaction potential at short
molecule-molecule distances being the distance of
closest approach of an individual hydrogen atom of
one molecule with an atom of the other molecule.
One important difference seen here, as compared
to the surfaces calculated by Schaefer and Meyer, is
that in our case the linear configuration is lower in
energy than the square planar and the crossed configurations when the center of the molecules are separated by approximately the van der Waals m i n i m u m or
greater, while in the calculations of Schaefer and
Meyer, the linear configuration has the highest energy
at all molecular separations.
In calculations carried out by Kochanski" the linear
configuration w a s calculated to be lower in energy than
the rectangular configuration but higher in energy than
the crossed or T configurations at molecular separations of around the van der Waals m i n i m u m or greater.
It seems that special care needs to be taken when trying to model the linear configuration correctly, even
at the S C F level.

-2.305 778 700
-2.337781198
-2.341866 761
-2.343 468 259 B. Comparison with experimental and theoretical
-2.344 041739
determinations of the isotropic {V000) terms in the
-2.344215168
potential
-2.344246197
W e have compared our isotropic potential to that of
-2.344 238750
M e y e r (March 1980) by applying the same analysis as
-2.344207176
-2.344185 624
that of Schaefer and Meyer 22 ' 23 to determine V000, Vozz
- 2.344 168 071 = vz<a, vno, vtzz> arid y^,. The weightings of configura• 2.344164 978 tions in the determination of the isotropic potential are'
particularly appropriate for para H 2 -para H 2 interacCrossed configuration
tions at low temperatures where the asymptotic / = 0
-2.307 394 832
-2.305 360 921
-2.221077577
3.0
rotational states convey spherical s y m m e t r y to each "
-2.338
068
549
-2.336373
222
-2.256413
882
4.0
molecule. A plot of these results is given in Fig. 8. •
-2.342 014 878
-2.340403476
-2.261496 587
4.5
-2.343 549 011
-2.341990 739
-2.263 736 432
5.0
O u r superposition-corrected rigid rotor potentials
-2.344 091509
-2.342566 258
-2.264703180
5.5
are seen to be significantly lower in energy than that
-2.344 246 355
-2.342741510
-2.265113 016
6.0
of Schaefer and Meyer. The well depths of the poten-2.344 266088
-2.342 773 729
-2.265 284254
6.5
tials are 10.4 x 10"5 a.u. for the Schaefer and M e y e r
-2.344252239
-2.342767119
-2.265 355 338
7.0
-2.342736 004
-2.344 214 073
potential 12.5X10" 5 a.u. for the P N O C I potential and
-2.265 397799
8.0
-2.344186 979
-2.342712134
-2.265 405 904
9.0
15.3x 10"S a.u. for the C E P A 2 potential.
-2.344170114
-2.342 697 056
11.0
-2.265 408 773 :
Our tests show that the starting basis for the design
-2.344164 978
-2.342 692535
-2.265 410 067
100.0
of the basis of the present study—which w a s typical of
the basis used to determine correlation attraction effects in Meyer's latest potential—had deficiencies
relative to our basis, -which lead to inadequate intraa minor way compared to other residual errors.
molecular (polarization and) correlation relaxation
(which would lead to interaction energies too positive '
. Tables V H and V T H show respectively the P N O C I
because the requirement for correlation relaxation
and C E P A 2 surfaces for the rigid rotor H 2 - H 2 interincreases as the electron pairs increasingly overlap)
action. The very small K22fl and V 222 terms are not
and thus are susceptible to superposition errors (which
determined with high precision for R> 5.0 and R> 8.0,
would lead to interaction energies too negative).;
respectively in the present calculations.
-2.218 945 538
-2.255 979 911
4-5 . -2.261270 775
-2.263608 609
5.0
5.5
-2.264625 589
6.0
-2.265 063 279
-2.265 250 971
6.5
-2.265332 280
7.0
-2.265385 812
8.0
-2.265 399143
9.0
-2.265 406177
11.0
• 2.265410 067
100.0
3.0
4.0

-2.303 681370
-2.336 069 289
-2.340 246 348
-2.341904640
-2.342513184
-2.342 708131
-2.342752320
-2.342752 582
-2.342728594
-2.342710250
-2.342 695 025
-2.342 692 535
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TABLE IVw PNOCI and CEPA2 relative energies.*
R • L T P C Ab "
(A) PNOCI
0.723 951-1
0.119144-1
0.460 497-2
0.160 971-2
0.451245-3
0.484380-4
-0.638 831-4
-0.766930-4 -0.463 400-4
-0.192 950-4
-0.416 500-5

3.0
4.0 .
4.5.
5.0
5.5 "
6.0
6.5
7.0 .
8.0
9.0
11.0

0.390 797-1
0.437 573-1
0.739 024-2
0.666 277-2
0.256 421-2
0.247 339-2
0.804619-3 ,
0.660 867-3
0.188 681-3
-,0.407 500-5
-0.104 080-4
-0.185 938-3
-0.195 883-3 , -0.565 510-4
-0.158 722-3-' -0.577 270-4
-0.859 260-4
-0.345 530-4
-0.167 870-4
-0.429 220-4
-0.216 400-5
-0.113 700-4

0.374083-1
0.636135-2
0.231917-2
0.720 910-3
0.137155-3
-0.430 030-4
-0.776400-4
-0.721460-4
-0.419 450-4
-0.187 010-4
-0.478300-5

0.800139-2
0.147194-2
0.431888-3
0.163 267-3
0.107 259-3
0.732 620-4
0.373 450-4
0.208260-4
0.703 000-5

(B) C E P A 2
3.0
4.0
4.5
5.0
5.5
6.0
6.5
7.0
8.0
9.0
11.0

0.716 585-1
0.115 654-1
0.437 332-2
0.145 760-2
0.352198-3
- -0.157 410-4
-0.105 471-3
-0.103 791-3
-0.585 070-4
-0.249180-4
-0.581700-5

0.432 2 9 5 - 1 ,
0.714 353-2
0.240 293-2
0.556903-3
-0.705180-4
-0.228 299-3
-0.222 845-3
-0.175 947-3
-0.933 780-4
-0.462 310-4
-0.120 970-4

0.384549-1
0.642 330-2
0.232 542-2
0.713 443-3
0.132 569-3
-0.450 020-4
-0.779 850-4
-0.714520-4
-0.406 920-4
-0.197180-4
-0.276 700-5

0.368 468-1
0.613 847-2
0.218 022-2
0.635 081-3
0.843470-4
-0.754 050-4
-0.975 560-4
-0.848 230-4
-0.475 710-4
-0.211030-4
-0.487 600-5

0.787 942-2
0.143107-2
0.416 806-3
0.157123-3
0.103127-3
0.704260-4
0.359 380-4
0.200 620-4
0.665 700-5

"0.723 951 - 1 means 0.723 951 x 10"'. Energies in hartree.
b
A refers to the difference in energy between the trapezoidal and parallelogram configurations.

i

In our study, the s a m e kinds of errors are present
but the effects are m a n y times smaller. W e do not
observe a cancellation which leads to agreement with
potentials so far used to interpret experimental data
on the H 2 - H 2 interactions. W h e n the latter (superposition) error is corrected in each case, Schaefer and
Meyer's potential is too shallow, and our rigid rotor
potentials are too deep, compared to experiment.

Apart from limitations in either C I ansatz, w e must
look to remove the limitations of the rigid rotor approxi:
mation before expecting agreement. W e can estimate
the effect of these limitations by comparing with ex- .--.-•
: perimental data. A comparison of various well depths
^ . obtained from other H 2 - H 8 potentials determined from
..' •. both experimental and theoretical data is given in

Table DC. Figure 9 shows that both rigid rotor V^o
curves from P N O C I and C E P A 2 lie between the potential of Silvera and Goldman 7 ' 8 and that of Bauer et at.*
in the low part of the repulsive wall, but that our theoretical potentials both lie below experimentally determined fits of the potential in the bowl of the well.
C. Computation of properties of the bound end-over-end
rotation-vibration states of H 2 — H 2 from V 0 0 0 P N O C I
and Vooo C E P A 2
W e have used the Cooley-Numerov technique57 to .
integrate each Vmo potential to estimate end-over-end

.S8-B8J

<CEPR2>.<PN0CI>.<METER>

.«•-••:

.»-eez
T A B L E V.. Ghost corrections used for the four configurations.*
.2i-M2

R

Linear

• '• 3.0 0.913 9 2 - 4
••: 4.0 0.44670-4
•:'• 4.5 0.34946-4
...' 5.0 0.289 8 6 - 4
;•• 5.5 0.23348-4
6.0 0.17976-4
•-'. 6.5 0.13018-4
7.0 0.94340-5
8.0 0.59840-5
9.0 0.430 80-5
11.0 0.222 60-6

T
0.969 22-4
0.415 7 6 - 4
0.329 72-4
0.25851-4
0.19443-4
0.137 6 6 - 4
0.889 0 0 - 5
0.610 3 0 - 5
0.28790-5
0.140 2 0 - 5
0.686 0 0 - 6

Parallel -

Crossed
.11-882

0.685 8 2 - 4 0.766 9 0 - 4
0.395 2 0 - 4 ' 0.420 4 2 - 4
0.27202-4 -' 0.30114-4
0.167 2 4 - 4
0.19114-4
0.93300-5
0.10878-4
0.518 8 0 - 5
0.597 2 0 - 5
0.355 40 - 5
0.32340-5
0.232 0 0 - 5 0.243 8 0 - 5
0.15240-5
0.150 60-5
0.928 00-6 0.898 0 0 - 6
0.326 0 0 - 6 0. 262 00-6

'The total corrections Include the SCF contributions, which are
typically an order of magnitude smaller than the CI correcr
tions shown.
--

*"• .SS-III
UJ
y. -.U-BB2
13
EC
UJ

-.<B-8BJ
-.SI-IB2

S.

S.

7..

I.

9.

18.

II.

_!_

•.•'.-• DISTANCE tfl.U.)
FIG. 8. Comparison of the present PNOCI and C E P A 2 Isotropic B 2 -H 2 potentials with the most recent isotropic potential
of Schaefer and Meyer (Ref. 23). -,. •
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T A B L E V L Uniform shift to all relative energies to achieve match to Meyer's van der Waals interaction energy at R = 11.0.

PNOCI

0.247530-5

-0.139165-5

-0.184 329-5

-0.119 256-5

0.133 568-5

CEPA2

0.412 730-5

-0.664653-6

-0.124 029-5

-0.109 956-5

0.170 868-5

'See footnote b to Table IV.

T A B L E VIL PNOCI H 2 -H 2 potential.
R
3.0
4.0
4.5
5.0
5.5
6.0
6.5
7.0
8.0
9.0
11.0

v

am

0.444 879-1
0.750160-2
0.271531-2
0.810564-3
0.119 717-3
-0.901443-4
-0.124 996-3
-0.108 943-3
-0.613 559-4
-0.301247-4
-0.807 8-5

^202 = ^022

0.176 304-2
0.279 316-3
0.105 811-3
0.332 963-4
0.557 571-5
-0.355420-5
-0.539 803-5
-0.450 767-5
-0.229 549-5
-0.100 487-5
-0.1986-6

v

ttt

^222

^22<

0.164124-3
0.522 685-5

-0.129 875-3
-0.114 220-4

0.849 294-3
0.143 357-3

0.154352-6

-0.330 394-5

0.416998-4

-0.116 059-5
- 0. 856 871 - 6
-0.560 051-6
-0.271142-6
-0.1-6
- 0. 826 5 - 8

0.157 778-4
0.104531-4
0.713183-5
0.364 917-5
0.207177-5
0.7760-6

-0.3-7
-0.7-7
-0.1-6
-0.2-6
-0.3-6
-0.1392-7

T A B L E VEI. CEPA2 H 2 -H 2 potential.
R
3.0
4.0
4.5
5.0
5.5
6.0
6.5
7.0
8.0
9.0
11.0
11.0*
12.0*

^000

^ 2 0 2 - ^022

0.439 085-1
0.725109-2
0.255479-2
0.708783-3
0.556386-4
-0.130 329-3
-0.150127-3
-0.124 816-3
-0.679 729-4
-0.327 439-4
-0.807 800-5
-0.807 8-5
-6.4661-5

0.175 965-2
0.273 463-3
0.101174-3
0.298570-4
0.313 629-5
-0.523 691-5
-0.653 211-5
-0.522 936-5
-0.256 976-5
-0.109 002-5
-0.198 600-6
- 0.198 6 - 6
-0.1111-6

^222

"HI

0.160 246- 3
0.471380 - 5

-0.131946-3
-0.119 056-4

0.837 644-3
0.139 633-3

0.544426- 7

-0.339 821-5

0.403 405-4

^220

-0.3-7
-0.7-7 .
-0.1-6
-0.2-6
-0.3-6
-0.139 2 - 7
-0.139 2-7
-0.7809-8

0.152510-4
-0.118 807-5
-0.875 346-6 . 0.101170-4
0.690 876-5
- 0. 560166 - 6
0.354 996-5
- 0.249 053 - 6
0.203104-5
-0.1-6
0.776 0 - 6
-0.8265-8
-0.8265-8
-0.7760 - 6
0.5043-6
-0.4821-8

*From Meyer's van der Waal's coefficients.

rotational bound state energies (for H 2 - H 2 as a pseudodiatomic) and some properties associated with these
dimer states to aid in the comparison with experimental
dimer spectral data. The results are shown in TableX.
Note that the J=0 state is the ground state for para H 2 para H 2 , while the </=l state is the ground state for
ortho H 2 -ortho H 2 : AE represents an experimentally
observable transition in ortho H 2 -para H 2 only. .
IV. DISCUSSION

vestigations (see the Appendix) which simulate the
intermolecular influence of vibrational motion (given
the use of (r)0 values in the determined rigid rotor
potential) suggests that it has a small effect on both
VOQO and V 202 terms of the potential. Vibrational averaging appears to raise the V 000 term around 2 % near
fl = 5.0a.u. and slightly lowers it for R > 5.5 a.u.,
while the V 202 term is affected by up to 3 % at R = 3.0
a. u. However, w e have as yet no data on how the
physical interaction between the molecules affects
internal vibrational dynamics of each H 2 .

A. Internal vibrational effects
Whether the discrepancy in the well region between
our potentials and the experimentally determined potentials w a s due to the assumed validity of a rigid rotor
potential was a question which w e could only partially
address with our current data. Our preliminary in-

Due to hindered intramolecular H2 vibration within
the dimer, w e expect that the dimer (or low energy
collision complex) zero-point energy would be increased.
Such an increase of 0.1% would effectively raise the
rigid rotor potential by s o m e 4 cm" 1 .
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FIG. 9. Comparison of the present PNOCI and C E P A 2 isotropic
potentials against the semiempirical fit potential of Silvera and
Goldman (Befs. 7 and 8) from
solid H 2 and that of Bauer et al .
(Ref. 4) from para-Hj-para-Hj.
scattering. The dotted lines between the upper (PNOCI) and
''
lower (CEPA2) theoretical points
represents the theoretical error
bars for the H 2 —H 2 isotropic potential. Beyond R = 11.0 a. u. all
curves share essentially the same
form.

7.

8-,

9.

10.

11.

DISTANCE (Fl-U.)
approximate procedure such as C E P A 2 .

B. CI limitations
.. The variational but limited CI of the present P N O C I
should certainly lead to an underestimate of the well
depth both from the theoretical considerations outlined
above and from comparisons with He 2 29,30 .and He-H 2 . 4 S
On the other hand, it does seem possible from comparison of the results from analysis of the V0oo C E P A 2
potential and relevant experimentally derived quantities
that C E P A 2 results in an overestimate of the van der • "
Waals well depth (cf. Ref. 43) by overestimating the
effect of higher order excitations at intermediate
values of R: However, since this overestimation is
limited by comparison to the P N O C I data to a m a x i m u m
of 6 cm" 1 or 0.035% of the total correlation energy; this
is perhaps as much as can be expected of a simple and •••

S o m e feeling about the relative role of triple18,5* and
quadruple excitation effects can be obtained by comparison of the present P N O C I and C E P A 2 data with that of
Schaefer and Meyer at our selected match point of •
R = 11.0 a.u. where adjustments of the order of 1 'fiB'^.
were required, but since differences in the CI ansatz..
are confused by basis set differences, little m o r e can.
be said until fully variational CI calculations including.
these higher order effects are available for bases of • -."
comparable or better quality and size to the present
basis. However, in the comparison of the performance
of the C E P A 2 scheme in the He, 29 * 30 and the present.'. .
(H 2 ) 2 cases, w e believe that a significant difference between these two systems m a y be the more polarizable ."
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T A B L E DC. Comparison of the H 2 -H 2 isotropic potential well
depth as calculated by various potentials.
Potential

deed span the true rigid rotor electronic contribution
to the well depth at R„ and using our simple estimate
of the unaccounted for change in internal vibrational
zero-point energies (+4 cm" 1 ) w e arrive at an estimate
of the well depth for the H 2 - H 2 isotopic interaction as
(i*££ 0 C I + iJ£?i A , )± 3 cm" 1+ 4 cm" 1 , i.e., 26.5
± 3 cm"1, which can be seen from Table X to be in quite
reasonable agreement with experimentally derived
values.

Well depth(a. u.) x 10"*

Michels et al.1 '
1960 «
Hirsohfelder et al.b
1964 e
Srivistava and Barua c 1965 e
1
Fischer'
1965 e
Diller and Mason*
1966 e
Hanley et al.'
1970 e
Farrar and Lee*.
1972 e
Dondi etal."
1972 e
Gegenbach et al.'
1974 e
England et al.'
1974,5,6
Goldman et al. *
1976 e
Bauer et al.l
1976 e.
Ahlrichs et al.m
1977 t
Silvera and Goldman* 1978 e •
Schaefer and Meyer"
1978 t
This work ( P N O C I )
1981 f
1981 I
This work (CEPA2)

11.98
11.78
12.10
12.57
12.17
12.42
11.02
10. 77 .
11.39
10.17
11.0
11.55
11. 65 and 13.24
11.21
10.4
12.51
15.28

^Reference 48.
""Reference 49.
'Reference 50.
'Reference 51.
"Reference 52.
'Reference 53.
'Reference 2.

C. Experimental potentials
If our estimate of the change in intramolecular zeropoint energies proves too great, the deeper well of the
H 2 - H 2 potential delineated by the present rigid rotor
theoretical analysis to be in the range 27.5-33.6 cm" 1
might stimulate a further analysis of the low energy
differential elastic scattering data. Dondi et al. c o m mented some time ago 1 that the H 2 - H 2 well needed to
be deeper than they were then willing to accept in order to account for their low energy data.. However, Fig.
,
10 shows the de Broglie wavelengths for H 2 - H 2 scattering at'collision energies comparable with the van der
Waals well depth. Because of the long de Broglie
wavelengths at these energies the sensitivity of scattering experiments to individual features of the well is "
diminished.

"Reference 1.
'Reference 54.
'Reference 55,
'Reference 56.
'Reference 4.
"Reference 18.
"References 7 and 8.
"Reference 22.

nature of the H 2 electron pair than the H e pair, which
could lead to an increased importance of triple excitations which couple inter- and intramolecular correlation effects. Unfortunately, such excitations significantly increase the cost of the theoretical analysis. They
would m o v e the P N O C I surface in the direction of the
C E P A 2 surface, but w e are unable to say in which direction the C E P A 2 surface would move with the inclusion of triples because the interaction between triples
and quadruples (in a full C I calculation) for such weakly
interaction systems is at this stage unknown. However,
with the large basis set that w e have used and with the
small superposition effects corrected, the problem is
that both surfaces seem to need to become shallower"*
to agree better with experimental potentials; this points
to the need to refine the intramolecular vibrdtional
treatment in addition to refining the CI treatment to
narrow its uncertainty below ± 3 cm" 1 in the well region."
Assuming that the PNOCI and CEPA2 values do in-

The recent determination of the low part of the repulsive wall of the isotropic component of the H 2 - H 2
potential by Buck et al.4 yielded a value of R0 of 2.98
i 0.03 A, which quite satisfactorily overlaps the present determination of 2.99 ± 0.03 A . That the two theo- .
retical potentials of the present study lie between the
pair potential deduced by Silvera and Goldman 1 ' 8 from
the properties of solid hydrogen and the potential of
Bauer et al. deduced from the para-H 2 -para-H 2 scattering4 for the relevant low energy part of the repul-.
sive wall suggests that the present state of knowledge
of the potential in this region has been refined by the
present study. Both of these experimental fit potentials, together with the two present theoretical potentials lie below the recent potentials of Schaefer and ,T
Meyer 22 : 23 for all ofthe intermediate region of the potential. ••.. ._••'; ' . , . * ,
The detailed analysis of the contributions to the
H 2 - H 2 potential and its anisotropy will be published .
elsewhere in conjunction with new data on H e - H 2 . e 0

T A B L E X. Characteristics of the H J - H J isotropic potential from various sources: R0 (location of
zero value of V Mft ); Rm E (location and depth of V*6M well) and A E (energy separation of J- 0 and J=1
"end-over-end rotation stales from VM(J.
. ,'.'.."'
• ' . "

"

"

•

'

:

• '

*,(A) . .

»VA>
SJcm"1)
:
AE(GHz) .
B 0 (GHz)
<Vj02>0 (GHz)

Ref. 50

Ref. 10

...

...
...
...

3.34
26.61

...
... .
. "•'

48.3°

...
•

.

.

.

Ref. 4
3.04
3.43
25.32
46.32
24.08

... -

Refs. 7 and .8
--

-

2.97
3.41
23.8
47.16
24.60
""•

Ref. 6
2.98*
3.43
23.0

...
...
...

Ref. 23 " PNOCI
•

3.09
3.51
22.7
43.5
22.82
-4.89

3.02
• r 3.42
27.5
50.6
26.03
-11.6

•Reference 6 quotes 2.98± 0.03;
'Reference 10 quotes 40.5, 48.3, and 52.2 GHz for three separate determinations of AS.
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2.96
3.36
33.6
56.9
28.96
-16.6
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scattering

.08
• 07
.06
.05

UJ
.04

1
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8.

11.

14.

17.

20.

23.

26.

29.

FIG. 10. Radial scattering wave
function from the isotropic V m 9
potential (PNOCI data). This
shows how the lowest energy scattering data loses sensitivity to the
well depth as the de Broglie wavelength increases (+ shows corresponding C E P A 2 - P N O data).
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APPENDIX: I N F L U E N C E O F M O L E C U L A R
VIBRATION
So far, w e have approximated the interaction potential V{R, ru rt) by the rigid rotor approximation V(R,
(»"i)o, 6j)o with each H 2 bondlength fixed at I f21 = lr2 I
= (r)0. Since the vibrational amplitude in H 2 is exceptionally great due to the light atomic masses, we have
estimated -whether the computation of the potential for
the vibrationally averaged H 2 bond distances, V(R, -.'
(»*i)o» (rz)t) is distinct from the vibrationally averaged
value of the potential
^
J*»(r,) #Rr,) V(R, r, + of „ rt + «f2)dr, drt (Al)
approximated by the expression <
J*?(r,) 4>&rt) V(R+dR, (r,)„, (fz>0) dr, drz. ' • (A2)
The value of dR is computed to be the distance vari-

ation required in the rigid rotor potential between the
molecules to give exactly the same distance of closest
approach of an atom of one molecule to an atom of the
other molecule, in the same orientation (linear, T,
crossed or parallel), as that which would exist with the
instantaneous displacements drx and drz existing in
each H 2 .
' '
The vibrational average for the (V=0, J=0) ground '
state of each H 2 was evaluated for each geometry and.
the V000 and V ^ = V202 redetermined. W e refer to these
values as (V00o) and (Vozz) = {Vzv^, and the adjustments
to the data of Table IH to account for the effects of vi- •
brational averaging are given in Table XI. The effect
of this part of the internal vibration in each H 2 is an :••
averaging of the potential which raises the isotropic
potential well a maximum of 1.5% in the intermoleculardistance of R from 5-5.5 a.u., and is negligible by
- 12.0 a.u., so that these potentials also join smoothly
to Meyer's long range van der Waals potential defined •
by the multipole coefficients determined from large
basis perturbation calculations. W e see from this that
the use of r0 rather than r, values for H 2 in the rigid
rotor calculations provides an excellent approximation
to the intermolecular effects of internal vibration.
We note that such small corrections due to internal
vibration on the intermolecular potential in the present
case are only one part of the effect on the potential due
to internal H 2 vibrations. The second part which may ,
well dominate is the. effect on the zero-point energy
due to changes in each intramolecular vibrational
potential.
Detailed estimates of this by determination of the
full V{R, ru r2) potential would require an order of
magnitude more C P U time than was consumed in the present study (1000 h"on U N I V A C 1106). . - '
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TABLE XL Corrections to the rigid rotor data of Table TV to adjust for the simulated effects of intermolecular vibrational averaging of the potential.

D

L

T

C

P

(A) Continuous vibrational average to Eq. (2).
3.0
4.0
4.5
5.0
5.5
6.0
6.5
7.0
8.0
9.0
11.0

0.751673-3
0.341112-3
0.901465-4
0.500907-4
0.173109-4
0.728366-5
0.220 523-5
0.438 666-6
-0.120 722-6
-0.124100-6
-0.345 580-8

0.232 720-3
0.126 067-3
0.393358-4
0.199 243-4
0.671635-5
0.262 687-5
0.647 952-6
0.606 759-8
-0.113 699-6
-0.673913-7
-0.787 996-8

-0.802 748-4
-0.136696-4
-0.498 079-5
-0.173 828-5
-0.496 353-6
-0.900936-7
0.173 503-7
0.328045-7
0.266070-7
0.126148-7
0.123 592-7

-0.131568-3
-0.231919-4
-0.743 707-5
-0.272 749-5
-0.779 703-6
-0.188 709-6
-0.595448-8
0.257 628-7
0.252178-7
0.117 583-7
0.233533-7

(B) Two point discrete vibrational average to Eq. (2).
3.0
4.0
4.5
5.0
5.5
6.0
6.5
7.0
8.0
9.0
1L0

0.278941-2
0.789 4 6 6 - 3
0,193 9 6 4 - 3
0.937 9 7 6 - 4
0.303916-4
0.118 2 6 5 - 4
0.334443-5
0.595 9 8 0 - 6
-0.204727-6
-0.179 5 3 9 - 6

' 0. 897 362 - 3
0.466 9 0 7 - 3
0.149 3 3 3 - 3
0.739 4 0 9 - 4
0.250157-4
0.955 9 6 4 - 5
0.224 9 7 4 - 5
-0.677 2 4 7 - 7
-0.486 3 1 9 - 6
-0.283135-6

-0.601263-8

-0.378 9 3 6 - 7

-0.320 8 2 9 - 3
-0.551804-4
-0.198078-4
-0.696024-5
-0.198176-5
-0.366 6 8 0 - 6
0.658296-7
0.127 720 - 6
0.104113-6
0.494 3 3 7 - 7

- 0. 474 612 - 3
-0.835 3 2 5 - 4
-0.268 5 8 5 - 4
-0.983 9 7 2 - 5
-0.281476-5
-0.679 6 4 9 - 6
-0,207 2 3 6 - 7
0.937 4 4 9 - 7
0.914 6 6 2 - 7
0.426 6 2 4 - 7

0.787 6 4 3 - 8

0. 621483 - 8
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SCF, IEPA, PNOCI, and CEPA2-PNO analysis of the
anisotropy of (H2)2 interaction near the minimum in the van
der Waals interaction
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As part of a review of various approximations in configurations contributing to the angular average derecent theoretical determinations of the (H 2 ) 2 interaction
termination of the isotropic and anisotropic components
potential1,2 due to basis set limitation,3 CI convergence
of the potential from the six used by Schaefer and M e y e r 1
errors*"* and various geometric approximations such
at this distance to nine as proposed earlier by Koide
and Klhara. 7
as the rigid rotor approximation, w e here investigate
the nature of the anisotropy of the H 2 - H » interaction in
„
„
T a b l e l s h o w s the S C F
s o m e w h a t m o r e detail than our initial study.*
' P N O C I ' C ^ A 2 " f N O > , and
I E P A values of the interaction strength R = &. 5<z„ for
The extent to which electron correlation effects inthe T configuration (using the 39 basis functions per H 2
fluence the anisotropy of the H 2 - H 2 interaction in the
and ri = r2 = 1.449ao), the most strongly interacting
geometry. For the other eight geometries of7 the invicinity of the van der Waals minimum near R = 6. Sa^
has an important bearing on the size of orbital basis
teraction strength is given relative to that of the planar
set necessary to precisely describe the (H 2 ) 2 dimer
T(or xz) configuration, so that the relative role of the
interaction in detail. In the present calculations w e
_ S C F only and different electron correlation treatments
have retained the s a m e orbital basis and rigid rotor apshow up in the comparison of the nine configurations
proximation of,2 but extended the n u m b e r of geometricfor this intermolecular distance. Because of its o m i s -

T A B L E I. Relative interaction strength at R =6.5a0, r,=r2 = l.449.,.
Geometry* SCF PNOCP CEPA2-PNO* IEPA-PNO*
Interaction strength/uH
planar T{ac)

69.3

-130.0

-148.6

-222.9

Interaction strength, relative to (zx)/uH
Uneari(zz)
parallel P (xx)
crossed C(*y)
trap'dal"
par'gram*
(zd) '
fctd) 51.6
(dd)
{dd)'
(dd)"

265.3
176.8
90.7
121.3
57.4
95.1
159.9
137.1
14.9
18.2
82.9
58.3
76.6
79.1
8.9
29.3 <
" 53.8
' ." 64.8
132.7
130.5

168.8
124.6
99.1
135.3
18.7
56.0
95.0
31.3
66.1
130.5

117.4 .
144.9
125.3
122.7
19.1
39.7
41.7
73.6129.6

•Reference 7.
'The trapezoidal and parallelogram configurations resemble those of (dd)" and (dd), respectively,
except the angle B is cos"1 (VV2) rather than cos"1 ('/V3).
"PNOCI is a close approximation to single and doubles CKCISD). It systematically underestimates total correlation energies since at most one pair of electrons is correlated at one time
(Ref. 8). P N O C I Is variational, but the whole curve lies higher than both IEPA and C E P A 2 ,
even at the asymptote.
*Tb.e C E P A 2 - P N O ansatz corrects In an approximate but systematic (nonvariational) way for the
deficiency of P N O C I which makes the latter size Inconsistent (Ref. 8). Quadruple excitations
occurring as direct products of double excitations are approximately accounted for by C E P A 2 - .
PNO; these are the leading corrections required for PNOCI to represent dynamically independent correlation of all electron pairs. C E P A 2 - P N O is size consistent.
•IEPA-PNO calculations which determine approximate correlating pair-natural orbitals (PNO's)
of each electron pair independently in the full virtual space, systematically overestimate the
true correlation energy available from a given orbital basis. IEPA energies are nonvariational;
IEPA provides the PNO's for the P N O C I and C E P A 2 - P N O calculations (Ref. 8). Since the
PNO's are determined approximately even for an Isolated pair, the asymptote of IEPA (and
C E P A 2 ) lies above 2xH 2 (CISD). W e presume this Imprecision contributes little to the relative
energies.
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T A B L E H. Four configuration and nine configuration approximations to the angular averaged
interaction potential V o m , with different treatments of electron correlation effects, for intermolecular separation R =6.5a0. Data from Table I; results in uH.
Four point average?
Nine point average0

Vooo (SCF)

Vooo (PNOCI)

V M „(CEPA2)

V M0 (IEPA)

131.7
131.5

-62.3
-59.3

-80.1
-76.9

-149.8
-145.8

"References 1 and 2.

"Reference 7.

sion of higher order excitation effects, P N O C I should
underestimate correlation effects in the supplied basis,
while the IEPA should overestimate them; C E P A 2 - P N 0 8
is expected to provide the closest estimate to full CI
results of the s a m e basis. In fact the exact full CI results for the T configuration in a closely similar basis
of 80 functions (differing only in the use of a six component d set midbond in each H 2 compared to the five
component sets of Ref. 2) showed 6 that the relative
errors' in comparing R=«> and R = 6. 5a0 for this'geometry with C E P A 2 - P N O rather than explicit full CI was
only 8 u.H overall, including a relative error of 0.004%
of the correlation energy available with the basis set.8
For this reason w e rely upon the C E P A 2 - P N O values
for the interaction strength, noting the P N O C I and IEPA
values for comparison. Relative interaction strengths
given by P N O C I and C E P A 2 - P N O are closely similar
for this intermolecular distance, while the IEPA values
typically exaggerate the trend from P N O C I to C E P A 2 P N O . I E P A values also greatly overestimate the interaction strengths obtained through the independently
checked 8 C E P A 2 - P N O method while sharing the same
asymptote.
This is apparent from separate determinations of the
Isotropic component of the H 2 - H 2 interaction strength
V00o using initially only four (L, T, P, C) and then all
nine geometries of Ref, 7 In the estimation of V^. T a ble II shows these results, indicating that the initial four
configurations dominate the determination of Vg^, with the
other five configurations leading to a slightly (4%) shallower V O M for C E P A 2 - P N O .
D u e to a programming error discovered in the
course of this work, the values quoted in Ref. 2 under
the designation " P N O C I and C E P A 2 " should in fact be
Interpreted as "renormalized I E P A " and I E P A values
respectively. The I E P A values of Table II therefore
correspond to those results quoted in8 as C K P A 2 , apart
from the small adjustments [Table VI of Ref. 2] invoked
to achieve a smooth transition to the asymptotic potential
form. It is clear from the present work therefore that
with the 39 basis, the C E P A 2 - P N O result for the van
der Waals well depth (2.09 m e V ) significantly underestimates the best experimental estimates of this quantity "
3.00 m e V at 3.44 A , " contrary to the conclusion
reached in Ref. 2 with the same basis. a
In view of the present result that more extensive

angular averaging to determine VWD has little effect at
J? = 6. 5a0, and the independent calibration of C E P A 2 P N O for this system of weakly interacting election
pairs8 shows the reliability of this correlated wave function ansatz for the H 2 - H 2 problem, w e conclude that
the two other independent constraints of the calculations
of2 must be further relaxed in order to fully account for
the experimental van der Waals interaction strength.
These constraints are (i) the restriction of the H 2 - H 2
basis to 39 functions per H 2 and (ii) the use of the rigid
rotor model. As is clear from our proposed extension
of the "39" basis for each H 2 to 52 functions per H 2 , 3
it is possible to greatly diminish the perpendicular polarizability error of the 39 basis from ~ 1% down to - 2 %
at the same time as increasing the correlation energy
accounted for in each H 2 from 96.3% to ~ 98%, although
at considerably increased cost for a surface determination. W e are in the process of investigating the sensitivity of the van der Waals interaction strength parameter and of the ordering of the different geometries at
R = f>, 5af, to this basis extension and the rigid rotor assumption.
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