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On January 3, 2011, an Mw 4.5 earthquake occurred in the Tushar Mountains 
near Circleville, Utah (38.248°N, -112.329°W, 7.75 km depth, and origin time of 
12:06:36.58). The Tushar Mountains are located in the transition zone between the 
stable Colorado Plateau (CP) to the east and the deforming Basin and Range (BR) 
province to the west. In this area, seismicity associated with the Intermountain Seismic 
Belt is relatively common. The University of Utah Seismograph Stations (UUSS) 
detected and located 97 aftershocks in the 33 weeks following the mainshock. On 
January 6, UUSS installed a portable station in the source region. Using three 
aftershocks recorded by the portable station as master events, including the largest (Mw 
3.8), we relocated the mainshock/aftershock sequence. These refined locations were 
used as initial locations for the HypoDD method of Waldhauser and Ellsworth [2001] to 
produce a second, improved set of relocations. In addition to P- and S-arrival time 
picks, we used the lag-times from waveform cross-correlations as input to HypoDD. We 
analyzed the fault geometry apparent in the final locations by comparing them to known 
moment-tensor focal planes and by applying principal component analysis to measure 
the degree of planarity and orientation of the sequence as a whole.  Additionally, using 
cross-correlation analysis, we identified aftershocks best suited for an empirical Green’s 
function analysis of the mainshock and a strike-slip aftershock that occurred on January 
6. From the events chosen by cross-correlation, we were able to obtain source-time 
iv 
 
functions that were used to obtain fault dimensions, stress drops, and evidence for or 
against directivity.  Lastly, we determined focal mechanisms for ten of the events using 
first-motion methods. The results of the combined analyses indicate that the mainshock 
occurred on a low-angle normal fault and that the entire sequence occurred on at least 
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The Intermountain Seismic Belt (ISB) is a region of seismicity that extends from 
northern Arizona through central Utah, along the Wyoming-Idaho border, and 
terminates in northwestern Montana [Smith and Arabasz, 1991].  In southern and central 
Utah, the ISB is most prominent in the transition zone (TZ) between the Basin and 
Range (BR) and the Colorado Plateau (CP) (Figure 1), a region which has undergone 
compression, extension, and magmatic activity during the Cenozoic [Wannamaker et 
al., 2001].  The TZ is an approximately 100 km-wide region where tectonic forces 
transition from the stable CP to an extensional regime in the BR. The region was 
formerly a compressional regime, and Mesozoic-Paleocene thrust faults have been 
identified using subsurface exploration methods to underlie regions of the TZ, notably 
the Sevier Valley region to the north [Standlee, 1982].  These thrust structures can 
affect the depth distribution of seismicity [Arabasz and Julander, 1986], and may 
possibly reactivate as normal faults. 
The Marysvale volcanic field is also located within the TZ (Figure 1).  The 
Marysvale field became active at approximately 35 Ma and produced calc-alkaline lava 
flows, mud flows, and ash-flow tuffs. At about 20 Ma, there was a transition to still-









Figure 1.  Map of study region (location shown by inset map).  Circleville mainshock 
(star), UUSS seismometers (see key), and approximate boundaries for the transition 










deposits from the Marysvale volcanic field are intrusive and extrusive and younger than 
the surrounding region, likely disrupting subsurface geology including older structures 
which may include thrust faults.  Regardless, the effects of Marysvale magmatism on 
crustal structure are probably significant, but these effects are poorly understood and, 
therefore, it is difficult to predict their consequences for seismicity. 
The University of Utah Seismograph Stations (UUSS) has been actively 
monitoring the ISB in Utah since 1962 and, as of 2011, has stations spread throughout 
the TZ (Figure 1).  However, earthquake locations, particularly depth, are not always 
well constrained. Regional earthquakes are typically small, Mw<4.5, and depths are 
typically less than 15-20 km. The current network is generally too sparse to accurately 
constrain depths because of the need for at least one station within one focal depth of 
the event [Gomberg et al., 1990].  Furthermore, events with M<6 do not produce 
surface ruptures which might reduce uncertainties in event locations.  Portable networks 
have been deployed in previous studies to record aftershocks and obtain additional 
information [Arabasz and Julander, 1986], but deployments of multiple instruments 
have not been performed recently.  The UUSS still deploys portable stations for large 
events or events of significant interest such as the 2007 Crandall Canyon mine collapse 
[Pechmann et al., 2008]. 
On January 3, 2011, an Mw 4.5 earthquake occurred in southern Utah (38.248°, -
112.329°, and 7.75 km depth at 12:06:36.58) outside of the city of Circleville and 
within the Marysvale volcanic field. Ninety-seven aftershocks were recorded in the 
vicinity over the course of 33 weeks, including three aftershocks of Mw > 3.2, two of 





located in the middle of the UUSS seismic network although the nearest station was 
approximately 25 km away, outside of the ideal range of one focal depth.  On January 6, 
the UUSS deployed a portable three-component station in the epicentral region that 
recorded aftershocks on January 10, 12, 13, and 14.  The event recorded on January 12 
was the largest aftershock of the entire sequence, with Mw3.8. The portable station 
provided data key to constraining earthquake locations, particularly the depth, of the 
second largest event in the sequence and, subsequently, the absolute locations of the 
entire sequence.    
For this study, we constructed a new velocity model for the Marysvale region.  
We then used the velocity model to locate and relocate the earthquakes using multiple 
methods.  Using precise final locations, we analyzed the fault geometry by comparing 
the first-motion and moment-tensor focal mechanism planes to the final event locations, 
and by using principal component analysis. Lastly, we used an empirical Green’s 
function deconvolution to obtain source-time functions to determine rupture times and 
dimensions, as well as approximate stress drops, for the mainshock and the large strike-
slip aftershock.  From the results, we built a picture of geophysical processes in the 
region, demonstrating the complexity of the region including the presence of low-angle 
normal faults, potentially reactivated low-angle thrust fault remnants from compression, 












2.1 Velocity Model 
The earthquake source region, the Marysvale volcanic field and the TZ, is 
geologically complicated, and ideally a 3-D velocity model would be employed to 
account for complexities of the subsurface structure.  Unfortunately, no such model is 
currently available.  Instead, we use 1-D velocity models for both the BR and the CP to 
represent the regional crustal structure. 
For both BR and CP starting models, we combine two P-wave velocity models 
used by the UUSS for this region, the Trail Mountain model [Arabasz et al., 2002] and 
a model developed by Julander [1983].  Julander [1983] constructed a P-wave velocity 
model for the upper 10 km of the crust in the Marysvale region.  Julander’s model, with 
a datum of 1500 meters, was overlain on the Trail Mountain model which extends from 
10 km past 45 km.  The S-velocity model is calculated assuming a Vp/Vs ratio of 1.74, 
a value typically used by the UUSS.  The Vp/Vs ratio for the top 2.04 km of the Trail 
Mountain model was shown to be 1.96 using the station-pair method [Arabasz et al. 
2002].  Therefore, S-velocities were calculated from the P-velocities using Vp/Vs=1.74, 
except for the topmost 1.70 km, the layer depth most comparable to the Trail Mountain 





Initial locations were determined by manually picking P- and S-wave arrival 
times and using the program HYPOINVERSE [Klein, 1978] to obtain hypocenter 
locations.  P-waves were picked on all available stations, but S-waves were picked on 
the vertical component (using the north and east components as a guide) of 3-
component stations within 80 km of the event based on approximate travel time.  Initial 
locations consistently over-predicted the S-arrival times, indicating a problem in the 
velocity model. 
To improve the S-wave velocity model, the station-pair method was applied to 
observed P- and S-arrival times to calculate a new Vp/Vs ratio.  Four 3-component 
stations were used to calculate the P- and S-wave travel-time difference:  MTPU, 
TCRU, NMU, and CPS (the portable station installed after the main event).  The 
station-pair method requires P- and S-phase picks at a minimum of two stations.  For all 
events that met this requirement, the difference in P- and S-wave arrival times, Pdiff and 
Sdiff, was calculated from all available combinations of the four stations.  The values of 
Pdiff and Sdiff were plotted against each other (Figure 2), and then a trendline was fit to 
the data using a linear least-squares regression forced through the origin, the slope of 
which is the Vp/Vs ratio which, in this instance, is 1.67 ± 0.02 at the 2σ confidence 
level. 
To update the S-wave model, we again used a Vp/Vs of 1.96 for the top 1.70 km 
which were treated as highly heterogeneous layers from processes such as weathering 
and cracking.  However, the Vp/Vs averaged from calculated P and S travel-times 
should be ~1.67.  Therefore, the Vp/Vs at greater depths was lowered to 1.64 to ensure 





































Figure 2.  Station pair method results.  The slope of the red trendline is the Vp/Vs ratio.  
The trendline fits the data with a 2σ error of 0.02 and was forced through zero as a 









The final BR and CP velocity models are displayed in Figure 3.  The upper 10 
km of both models have the same layer thicknesses, but the BR model has consistently 
lower velocities than the CP model, as well as an additional layer below 10 km depth.  
Increasing the S-velocities in the models for both the BR and CP decreased the root-
mean-square (RMS) errors by approximately 20% from 0.20 to 0.14 seconds.  The 
median horizontal uncertainties decreased from 600 to 400 meters and the median 
uncertainties from 1600 to 1100 meters. The new velocity model significantly improved 
the locations, but they are still somewhat diffuse within the region (Figure 4), and the 
depths are not yet well enough resolved for further analyses, indicating the need for the 
following relocation methods. 
 
2.2 Master Event Relocations 
 Using the new velocity model, we located all 98 events in the sequence using 
HYPOINVERSE with a cosine-tapered distance weighting from 120 km to 150 km in 
order to minimize the effects of far-field crustal structure on location uncertainties.  
Nineteen UUSS stations satisfied the 150 km minimum distance, including the portable 
station deployed after the mainshock (Figure 1).  The portable station (CPS) installed on 
January 6, 2012, captured 8 aftershocks from January 10 through January 19.  These 
events occurred within one focal depth of the portable station and therefore, unlike other 
events, focal depths of these events are well resolved.  We used three of these well-
constrained events as master events in order to improve locations and uncertainties for 











Figure 3. Final velocity models.  New S-velocity models compared to starting models 
for the Basin and Range (left) and the Colorado Plauteau (right).  Red lines show the 
starting model calculated using a Vp/Vs of 1.74. Blue lines show the new model 
calculated with a Vp/Vs of 1.64.  The top two layers for both versions of each model are 














Figure 4. Initial locations.  Locations of the Circleville earthquake sequence, using the 










For the master-event method, the three events with well-constrained hypocenters 
were used to determine the optimal station delay to be subtracted from the arrival time 
of P-phases, as well as S-phases where available.  The station delay corrects errors in 
the velocity model, particularly lateral variations in the upper crust and thus eliminating 
the need for distance weighting in the location procedure.  The P- and S-phase delays 
are empirically chosen from the median residual among the master event residuals at 
each station and an initial input location calculated from the median longitudes, 
latitudes, and depths of the master events. 
 The first two master events occurred on January 10, 2011, and had coda 
magnitudes, MC, 1.5 and 1.8, respectively.  The third and largest master event, Mw 3.8, 
occurred two days later on Jan. 12 and is a particularly valuable event because of its 
larger magnitude and the corresponding clarity of the phase arrivals.  P-arrivals for all 
three master events were picked from a total of 16 stations, including the portable 
station.  S-wave arrivals were picked on three 3-component broadband stations, CPS, 
MTPU, and TCRU, which are located approximately 3, 25, and 42 km from the master 
events, respectively.  All events were relocated using HYPOINVERSE with the 
calculated station delays. 
After master-event relocation, the average RMS decreased from 0.14 to 0.12 
seconds and the median vertical uncertainty from 1100 to 1000 meters from the initial 
location results.  The median horizontal uncertainties remain 400 meters.  While the 
error improvement is small, there is some degree of clustering of the events although 











Figure 5.  Master event relocations.  Master event locations plotted in map view (left) 
and in cross-sectional view from 170° azimuth from north (upper-right) and 80° 
azimuth from north (lower-right).  The latitude, longitude, and depth axis are given in 
kilometers and the mainshock (red dot) is the origin.  The 170° view is looking 
northward into the seismicity as an observer standing at the bottom arrow on the map 









 north along ~170° azimuth, the locations exhibit a small degree of planar clustering 
(Figure 5).  After the master event relocations, the three master events are the best 
located events in the sequence, with horizontal errors between 200-300 meters and 
vertical errors between 200-400 meters, respectively. Having these well-located events 
allowed us to maintain location accuracy throughout the study and was the most 
significant contribution of the master event method.  Furthermore, the revised 
hypocenters provide good starting locations for the double-difference method of 
Waldhauser and Ellsworth [2000].  
 
2.3 HypoDD Relocations 
 HypoDD is a double-difference relative relocation method developed by 
Waldhauser and Ellsworth [2000]. HypoDD reduces location errors by minimizing the 
travel-time residuals at a common station for different events.  Assuming that signals 
from closely spaced events travel the same ray path, the effects of path heterogeneities 
on travel-time are removed by using the travel-time differences between events. Ideally, 
the residual directly reflects the different locations of the events.  By calculating this 
residual for each event pair, the entire sequence can be relatively relocated and velocity-
model errors are minimized. 
 HypoDD uses P- and S-wave differential times from catalog travel-time 
differences between event arrivals and lag-times found from the cross-correlation of 
events.  We used the program ph2dt [Waldhauser and Ellsworth, 2000] to process the 





master event relocations and calculate all travel-time differentials.  We also determined 
a set of cross-correlation lag-times to input into hypoDD.   
 To obtain the most accurate lag-times for closely located events, we only 
correlate the P-waves between events at broadband stations MTPU and TCRU (Figure 
6).  Prior to performing the P-wave cross-correlation, the waveforms were de-trended, 
tapered, band-pass filtered from 0.5-8 Hz using a second-order recursive Butterworth 
filter, and cut into windows of 3-4 seconds around the P-arrival so as not to include the 
S-arrival.  All events in the mainshock/aftershock sequence were cross-correlated with 
respect to all other events (Figure 6).   
 We performed a simple clustering analysis on the cross-correlation results in 
order to determine what lag-time data to include in hypoDD.  Using the clustering 
analysis functions in MATLAB, the events were linked according to their dissimilarity 
(one minus the correlation coefficient) with all the other events (Figure 7).  The events 
were clustered based on a dissimilarity distance of 0.2, and lag-times from the largest 
cluster were included in the inversion.  Figure 7 demonstrates how the dissimilarity 
distance determines the clustering of events.  At each point where the line 
corresponding to 0.2 cuts across a ‘stem’, all events connected to the stem below 0.2 
become an individual cluster where the largest cluster is delineated by the red box 
(Figure 7).   
 Ten input parameters must be specified to use hypoDD to relocate events 
(Tables 1-2).  The number of iterations must be specified and can be grouped into sets 
using different parameters.  P- and S-arrival times can be weighted differently as can 












Figure 6.  Cross-correlation results.  Station results of cross-correlation analysis of P-
waves recorded at MTPU (left) and TCRU (right).  Event pairs whose lag-times were 















Figure 7.  Station dendrograms. Station dendrograms showing the dissimilarity 
clustering results for Stations MTPU (top) and TCRU (bottom).  Dissimilarity is 
measured by subtracting the event pair cross-correlation coefficient from one.  Events 
are clustered based on a value of 0.2, where all events linked at smaller values become 











Table 1.  HypoDD parameters for catalog-only inversion 
Iteration WTCCP WTCCS WRCC WDCC WTCTP WTCTS WRCT WDCT 
1-5 - - - - 1.0 0.5 - 2.0 km 
5-10 - - - - 1.0 0.5 - 2.0 km 
10-15 - - - - 1.0 0.5 6 2.0 km 
 
Not all parameters require inputs for the inversion to proceed, and parameters marked 
by a dash were not used in the inversion.  In this inversion schema, P and S differential 





Table 2.  HypoDD parameters for final inversion 
Iteration WTCCP WTCCS WRCC WDCC WTCTP WTCTS WRCT WDCT 
1-5 0.1 - - 2.0 km 1.0 0.5 - 2.0 km 
5-10 1.0 - - 2.0 km 0.1 0.05 - 2.0 km 
10-15 1.0 - 6 2.0 km 1.0 0.5 6 2.0 km 
 
Not all parameters require inputs for the inversion to proceed, and parameters marked 
by a dash were not used in the inversion.  In this inversion schema, P and S differential 
time and lag-time weights change depending on the set of iterations.  For the first set, 
differential times are the primary relocation data; in the second, lag-times are the 









catalog times, respectively.  Likewise, WTCCS and WTCTS control the S-wave cross-
correlation and catalog weights.  WRCC and WRCT are the cross-correlation and 
catalog standard deviations beyond which outliers are removed.  WDCC and WDCT are 
the most important parameters as these are the cross-correlation and catalog event 
linking distance.  HypoDD clusters data based on spatial similarity; therefore, any event 
not within the WDCC/WDCT distance of another events is not included in a cluster.  
HypoDD can produce multiple clusters, but the WDCC/WDCT value is applied to all.  
Lastly, a damping value is specified when run as a least-squares inversion.  HypoDD 
accepts one velocity model as input. HypoDD can be run as a regularized least-squares 
inversion or an SVD inversion, depending on the size of the data set. 
HypoDD was run under different conditions in order to observe the stability of 
the locations derived with such a small dataset as well as the effects of the addition of 
cross-correlation lag-times.  For each dataset, catalog times for all available events since 
1981 for the region based on a 10 km radius around the epicenter of the January 2011 
mainshock were incorporated into hypoDD to help stabilize the inversion.  The 
inclusion of historical seismicity into the catalog resulted in 241 usable events.  Because 
of the small size of the final catalog, singular value decomposition (SVD) was judged to 
be the optimal method to use given that hypoDD reports calculated errors for SVD, 
unlike the least-squares inversion method. In addition, all hypoDD inversions used the 
final CP model because the sequence occurred in that region.  
First, we only used P- and S-wave catalog differential times to relocate the 
events using the parameters shown in Table 1.  The results consist of one large cluster 





improve the relocations, lag-times determined from the cross-correlation of events were 
included in the hypoDD analysis. 
We included lag-times from the largest cross-correlation (Figure 6) with 
coefficients >0.7 that were among the 73 events in the first hypoDD result to insure that 
only high-quality lag-times were used.  Including lag-times produced more tightly 
clustered locations (Figure 8) than when only using catalog differential times, with a 
significant number collapsing onto what appears to be a near-vertical plane with an 
~170° strike (Figure 8).   
Because hypoDD does not place events in absolute space, to determine absolute 
locations,a we calculated the vector difference between the Mw 3.8 aftershock hypoDD 
and master event locations.  The Mw 3.8 master event was chosen as the reference point 
because it is the most reliably located event in the catalog. Using this vector, all events 
were shifted in space to the final locations. 
 While the SVD hypoDD inversion method should yield meaningful errors, we 
performed two jackknife analyses following the example of Waldhauser and Ellsworth 
[2000] by removing one event at a time and one station at a time and re-performing the 
inversion. This procedure identifies the events that are likely to have the greatest change 
in location and that affect locations the most, and indicates whether any particular 
station has a disproportional impact on the relocation process.  All of the resulting 
relocations were compared to a control, in this case, the final hypoDD solution.  In 
order to accurately compare location changes, the relocated Mw 3.8 master event was 












Figure 8. Final locations.  Final hypoDD locations for 73 events are plotted in map view 
(left) and in cross-sectional view from 170° azimuth from north (upper-right) and 80° 
azimuth from north (lower-right). Latitude, longitude, and depth axes are in kilometers 
and the mainshock (red dot) is the origin.  The 170° view is looking northward into the 
seismicity as an observer standing at the bottom arrow on the map view.  The 80° view 










After removing events, we analyzed the data in two different ways.  The first 
way was by individual events to observe the change in location of each event as a result 
of the jackknife, and the second was by the differences in the entire sequence from each 
jackknife run to see how each event affected the relocation process.  Analysis of the 
station jackknife indicated whether or not any station had a significant bias in the 
location process.  The changes in locations were observed to be consistent among the 
different analyses. 
The SVD yielded location uncertainties in the range of 20-100 meters.  However, 
the changes in locations from the jackknife analysis were larger.  The average 
horizontal error from the jackknife was approximately 200 meters, down from 400 
meters from the master event relocations.  Overall, 95% of the horizontal location 
changes are less than 500 meters.  The collective horizontal change from the jackknife 
is shown in Figure 9 and is plotted with respect to both distance and azimuthal change.  
The vertical errors are still larger than the horizontal errors after hypoDD, with fewer 
than 10% of the location changes being greater than 1000 meters (Figure 9).  After the 
master event relocations, 50% of reported errors were greater than 1000 meters.  
Therefore, hypoDD resulted in a large improvement in location quality and the 
reduction of location uncertainties.  Despite the errors determined from the jackknife, 
the geometry appears to be stable between individual inversions.  This will be further 
discussed in the next section using principal component analysis. Furthermore, the 










Figure 9.  HypoDD error analysis.  Location errors from the hypoDD jackknife analysis 
(upper) plotted in polar coordinates to show azimuthal change as well as distance.  The 
500 meter radius corresponds to 95% inclusion value.  Depth errors (lower) where the 










3.1 Principal Component Analysis 
 The overall geometry of the seismicity can be evaluated visually when observed 
in different cross-sectional views, but this method is qualitative.  Given the horizontal 
and vertical location uncertainties of 500 meters and 1000 meters, quantifying the 
geometry in terms of hypocenter locations and pattern, as well as its stability, becomes 
important.  Michelini and Bolt [1986] and Shearer and Hardebeck [2003] use the 
method of principal component analysis to help define hypocenter geometries.  
Principal component analysis (PCA) is a statistical approach to quantifying the spread 
of the data, specifically the locations in this case, indicating whether the data cluster 
along a line or a plane or form a sphere.  Because the locations are in a three-
dimensional, xyz coordinate system, three orthogonal principal axes oriented in the 
directions of greatest and least spread, or variance, and a third direction of intermediate 
spread can describe the spatial pattern of the data in terms of a best-fitting ellipsoid. 
 Principal component analysis is done by performing an Eigen-decomposition of 
the covariance matrix of the location data. The resultant eigenvectors describe the 
orientations of the principal axes and the eigenvalues describe the magnitude of each 
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where m is the number of observations and ix  is the mean of each variable.  The 
resultant eigenvalues are denoted as λ1, λ2, and λ3 where λ1 > λ2 > λ3 and the 
corresponding eigenvectors are U1, U2, and U3.   
If λ1 ≈ λ2 ≈ λ3, the spatial pattern is approximately spherical.  If λ1, λ2>>λ3, the 
locations cluster around a plane, which is a typical result for mainshock/aftershock 
seismicity.  Planarity can also be quantified using equation (2) 
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where a result of 1 is completely planar and 0 is spherical.   Lastly, if λ1>>λ2, λ3, the 
events cluster along one axis such that the geometry is linear, where linearity can also 
be quantified using equation (3) 
 
            
     
   
      (3) 
 
where l is completely linear.  As the eigenvalues describe the magnitude of the axes, the 
lengths can be determined by taking the square root of each value to obtain the radial 
length and multiplying by 2 to obtain the full length of each axis. 
We applied the PCA method to the final locations and found λ1=1.55, λ2=0.737, 





projection of the best-fitting ellipse to a map view of the data.  The major axis has a 
length, L, of 2500 meters and minor axis has a width, W, of 1700 meters.  The 
length/width ratio is 1.45, indicating a rectangular plane. The length is approximately 
the 150% of the width value. 
 In the case of seismicity clustered about a plane, the direction with the smallest 
variance is the normal to the plane. The inverse of equation (4) allows the strike and dip 
of the seismicity plane to be calculated in the initial coordinate system.  Using the third 
eigenvector from the above results as the normal, the strike of the earthquake sequence 
is 190° and the plane dips 78° to the west.   
To test the stability of the PCA calculation, a bootstrap with replacement 
analysis was applied to the final location data.  Both the strike and dip, 190° and 78°, 
were observed to have errors of +/- 4° at a 1σ confidence interval, indicating no 
significant outliers.  The planarity averaged 0.83 +/- 0.04 at 1σ confidence.  To test the 
stability of the actual geometry, PCA was performed on the results from the different 
jackknife scenarios used to assess the errors in the hypoDD analysis to observe if the 
geometry changed significantly under different relocation scenarios.  The average strike 
and dip were found to be 188° and 80°, respectively, with 1σ errors of less than 3°; 
likewise, planarity was calculated to be 0.78 +/- 0.03.  Therefore, the geometry appears 
to be stable throughout the relocation jackknife. 
 PCA is often applied to seismic clusters within a catalog [Michelini and Bolt, 
1986; Shearer and Hardebeck, 2003] to characterize different areas of seismicity.  Such 
a method could potentially be applied to this sequence.  However, because the number 
















Figure 10.  Best-fitting PCA ellipse.  2-D projection of the best fitting ellipse 
determined from PCA analysis plotted in map view.  Note the ellipsoid is dipping at 
















dividing the catalog and trying to accurately analyze each subset with too few data 
points. 
 
3.2 First Motion Focal Mechanisms 
 First motion focal mechanisms were determined for events with eight or more 
polarity picks, regardless of magnitude.  The program HASH [Hardebeck and Shearer, 
2002] is used for the plane-fit calculations because it allows for and, to some extent, 
accounts for the uncertainty in locations.  The initial azimuths and take-off angles 
utilized by HASH were first calculated in HYPOINVERSE using a fixed depth set to 
the hypoDD determined depth for each event, and HASH was allowed a 1000 meter 
error in starting depth, consistent with the results from hypoDD.  Because many of the 
arrivals are emergent, picking first motions is difficult and the events are typically 
small, so fewer stations are available at distances greater than 200 km.  To account for 
associated errors as well as station issues, HASH was allowed to consider 10% of the 
station polarities to be reversed when calculating possible focal planes from fifty trials 
from which a preferred mechanism was determined.  Because HASH varies the depth 
within the error bounds and recalculates take-off angles, the take-off angles determined 
from HYPOINVERSE were checked against the final mechanism. 
 First-motion focal mechanisms were resolvable for 8 events with magnitudes 
less than 3.2.  The information for each event is listed in Table 3, and the locations are 
shown in Figure 11.  Conclusions are difficult to draw given the variety of mechanisms 
present, particularly in conjunction with depth and magnitude.  Several of the events 





noise at night.  Right-lateral strike-slip mechanisms appear to be common, particularly 
as oblique events have a strike-slip component. Furthermore, while the strike-slip 
results appear to be consistent, first-motion focal mechanisms are difficult to determine 
precisely, and all the results contain uncertainties in exact plane locations though the 
mechanism tend to remain the same. 
 
3.3 Moment Tensor Plane Comparisons 
 Four events were large enough to obtain moment tensor focal mechanism 
solutions [Whidden and Pankow, 2012].  The mainshock was a normal-slip event with 
an Mw of 4.5, and the largest three aftershocks included a Mw 3.4 strike-slip and Mw 
3.4 and Mw 3.8 normal events that occurred on January 6, 7, and 12, respectively.  All 
four moment tensors, as well as six of the first motion focal mechanisms (Table 3), 
contained a focal plane with a strike between 160° and 180°, two at precisely 170°, but 
the dips ranged from 18° westward (January 12 normal event) to 72° eastward (January 
6 strike-slip event).  The eight focal mechanism planes, two from each mechanism, 
provide eight potential fault orientations to relate to the data. 
To observe how the locations relate to the eight planes, the strikes and dips of each 
plane were converted to a normal vector via equation (4) from Stein and Wysession 
[2003] 
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Table 3.  Summary of first motion focal mechanisms 
Number Date Depth (km) Magnitude Mechanism N-S plane? 
1 2011/01/0312:26.58 6.9 2.8 Oblique-normal yes 
2 2011/01/03 14:05.26 7.4 1.1 Strike-slip yes 
3 2011/01/03 15:38.06 6.5 2.4 ~Strike-slip  yes 
4 2011/01/03 20:23.44 7.3 3.1 Strike-slip yes 
5 2011/01/03 21:04.14 4.8 1.8 Strike-slip yes 
6 2011/01/03 22:37.44 7.2 1.9 Oblique-normal ~yes 
7 2011/01/04 03:43.16 5.8 1.7 Oblique-normal no 




















Figure 11.  Focal mechanism map.  First-motion (black) and moment-tensor (red) focal 







where δ is dip angle and θ is the strike azimuth.  Using the plane normal and the 
earthquake hypocenter to give it an absolute spatial location, the distance between each 
point and the focal plane can be calculated.  The calculation was performed for each of 
the eight planes with respect to all events in the sequence and the events located within 
500 meters (the hypoDD error bound) of the plane is considered to “fit” or to potentially 
have occurred on the plane. 
Using the moment tensor from Whidden and Pankow [2012], the main-shock 
focal mechanism has a west-dipping low-angle plane and a northeast-southwest 
striking, near-vertical plane (Figure 12).  The near-vertical plane, when compared to the 
data, only aligns to a few data points as it cuts across strike, but the low-angle plane 
“fits” a number of deeper events along strike that appear to be dipping to the west 
(Figure 12).  The focal mechanism for the strike-slip event that occurred on January 6 
has two steeply dipping planes, one striking north-south and the other east-west (Figure 
13), and it is the shallowest of the four events.  Like the mainshock mechanism, the 
east-west plane runs across strike and only “fits” a small section of data, whereas the 
largest number of events aligned to any plane in this analysis corresponds to this 
particular ~170° north-south trending plane (Figure 13).  The third large event with a 
focal mechanism occurred on January 7. This event is the deepest, and has two 
moderately dipping planes that strike north-south and east-west (Figure 14).  Like the 
two other events, the east-west plane for this event also does not match the data, 
particularly as only one event is considered close enough; however, the north-south 
striking plane does capture a good portion of the data, but whether it is coincidence 










Figure 12.  Mainshock plane comparison.  The mainshock (black circle) moment tensor 
is a) plotted in lower hemisphere view, and the locations are plotted in b) map view, c) 
170° cross-sectional view, and d) 80° cross-sectional view.  The relation of the N-S 
focal plane (blue arrow) to the data (blue dots) and the relation of the E-W plane (red 
arrow) to the data (red dots) can be observed.  Some locations are close to both planes 













Figure 13.  Strike-slip aftershock plane comparison.  The mainshock (black circle) 
moment tensor is a) plotted in lower hemisphere view, and the locations are plotted in 
b) map view, c) 170° cross-sectional view, and d) 80° cross-sectional view.  The 
relation of the N-S focal plane (blue arrow) to the data (blue dots) and the relation of the 
E-W plane (red arrow) to the data (red dots) can be observed.  Some locations are close 












Figure 14.  January 7 aftershock plane comparison.  The mainshock (black circle) 
moment tensor is a) plotted in lower hemisphere view, and the locations are plotted in 
b) map view, c) 170° cross-sectional view, and d) 80° cross-sectional view.  The 
relation of the N-S focal plane (red arrow) to the data (red dots) and the relation of the 
E-W plane (blue arrow) to the data (blue dots) can be observed.  Some locations are 
close to both planes (green dots), and others fall outside of both (black dots). 







the results are similar to those of mainshock as the events are closely located at depth, 
and, once again, the low angle plane appears to be best fit to the data (Figure 15).  
 Upon visual inspection of the results in Figures 12-15, the northeast-southwest 
striking planes do not appear to align well with the aftershock locations, whereas the 
north-south plane in each focal mechanism does, although the planes align to different 
areas of the data as expected from the wide range of dips.  Interestingly, the normal 
events, mainshock included, were located deeper than the strike-slip event.  To consider 
the possibility that ruptures could have occurred on two planes, the ~170° striking 
planes from the mainshock and the strike-slip event were compared to the data (Figure 
16). Visual inspection suggests that the two planes fit the data quite well, and two 





















Figure 15.  January 12 aftershock plane comparison.  The mainshock (black circle) 
moment tensor is a) plotted in lower hemisphere view, and the locations are plotted in 
b) map view, c) 170° cross-sectional view, and d) 80° cross-sectional view.  The 
relation of the N-S focal plane (blue arrow) to the data (blue dots) and the relation of the 
E-W plane (red arrow) to the data (red dots) can be observed.  Some locations are close 













Figure 16.  Comparison of two 170° striking planes.  Two different 170° striking planes, 
one from the main shock (blue) and one from the strike-slip aftershock (red), are 
applied to the data as in Figures 12-15. The color convention between planes and 










4.1 Empirical Green’s Functions 
 For many events with moment tensor solutions, a Green’s function, which 
describes the earth response to an impulse, is not resolvable, particularly in local cases 
where the seismogram is enriched in high-frequency energy.  In such cases, a nearby 
aftershock or foreshock with waveforms highly similar to the earthquake of interest can 
be used as an empirical Green’s function, or EGF, for the main event [Hartzell, 1978].  
Typically, an EGF would be approximately two magnitudes smaller than the mainshock 
as such a small event is, by comparison, a point source with a delta function response 
that can be deconvolved from the mainshock, theoretically removing the earth response 
and leaving the source-time function (STF) of the mainshock observable with a positive 
amplitude on the seismogram. 
 The cross-correlation and cluster analysis established to determine event lag-
times was also used to select potential events to use as EGFs for both the mainshock 
and the strike-slip aftershock.  Care must be taken when picking events within clusters 
as the linking routine can result in two end-member events that are not highly 





event pairs.  Waveforms for potential EGFs must also be visually inspected at different 
stations (Figure 17) to ensure that the correlation holds azimuthally and is not a local  
effect at a single station.  Only the two nearby broadband stations, MTPU and TCRU, 
were viable options for checking correlations because all other close stations that 
recorded the mainshock and first aftershock were single-component short period 
instruments that produced clipped waveforms.  Seismograms used for EGF 
deconvolution must have a high signal-to-noise ratio in order to resolve an STF.  Close 
stations (MTPU and TCRU) are typically used because the strength of the seismic 
signal is large enough for the record to meet this requirement.  However, in this 
situation, a third station, SRU which is located at a distance of approximately 180 km, 
was also used. 
 One event was identified as a potential EGF for the mainshock (Figure 17) and 
two for the strike-slip event (Figure 17).  The EGF for the mainshock was the second 
aftershock, which was located approximately 1.2 km away and, occurred less than 20 
minutes after the mainshock.  The EGF has a coda magnitude of ~1 compared to the 
mainshock Mw of 4.5.  The first EGF (MC 1.2) for the strike-slip aftershock (Mw 3.4) 
occurred two days before and was located ~1.5 km away almost directly above the 
aftershock.  The second EGF (MC 1.8) for the strike-slip event occurred at a greater 
distance, ~2.5 km, and occurred four days after.  For these events, velocity records were 
converted to displacement and high-pass filtered at 1 Hz to remove the effects of 
integrating long-period noise in the velocity records for the smaller events.   
 The events are cut around the SH-wave and the EGFs are removed from the 










Figure 17.  EGF waveform comparisons.  Waveform comparisons for the mainshock 
and its January 3 EGF, the strike-slip aftershock and its January 4 EGF, and the strike-
slip aftershock and its January 10 EGF.  All waveforms are cut 2 seconds before the 
SH-wave and 4 seconds after on the transverse component.  In each comparison, the red 








[Mueller, 1985].  The resulting STF is low-pass filtered using the corner frequency of 
the EGF.  Similar source-time results are found when the entire waveform is 
deconvolved compared to when only the SH-wave is deconvolved.  To resolve the STF, 
60 seconds of record are used, starting a few seconds before the SH-wave to maintain 
high-frequency resolution.  The procedure was applied to the transverse components at 
each station. The source-time functions from different stations were also stacked for the 
transverse components of the mainshock and strike-slip events to produce an average 
result from which to calculate the rupture duration. 
 The deconvolution of the third aftershock (Figure 18) from the mainshock 
produces an STF with a pulse-width, τ, of approximately 0.29 seconds, a time consistent 
with the width (0.28 seconds) of the SH pulses recorded at stations MTPU, TCRU, and 
SRU.  The source-time functions are also consistent among the stations for the main-
shock solution (Figure 18) even though some extra noise is apparent at MTPU, hence 
the use of the stacked functions to obtain τ.   
With respect to the strike-slip event, the stacked source time function is more 
difficult to interpret for both the January 4 EGF and the January 10 EGF (Figure 19).  
When the strike-slip STFs are observed at individual stations, significant increases in 
the duration are visible as well as decreases in amplitude (Figure 19), suggesting that 
the increased durations are not solely the result of noise.  Specifically, major differences 
in amplitude and duration are observed at stations MTPU and TCRU, suggesting 
rupture directivity as these stations are in opposite directions from the epicenter.  MTPU 










Figure 18.  Mainshock source-time results.  The mainshock focal mechanism is plotted 
with the source-time results from MTPU, SRU, and TCRU at their approximate azimuth 
from the event.  Assuming a northward rupture on the 170° plane, MTPU has an 
azimuth of 160°, SRU of 70°, and TCRU of 0°.  The arrows show where the STF 
function is related azimuthally to the earthquake.  The red lines on each STF indicate 











Figure 19.  Strike-slip source-time results.  The strike-slip focal mechanism is plotted 
with the source-time results for the January 4
th
 (top) EGF and January 10
th
 EGF 
(bottom) from MTPU, SRU, and TCRU at their approximate azimuth from the event 







moment tensor focal mechanism solution for the strike-slip event, indicating a 
northward rupture as TCRU has a much shorter pulse width than MTPU.    
 
4.2 Stress Drops 
Earthquake rupture durations can be calculated from the source-time functions 
by measuring the time between zero crossings of the peak.  The measured duration can 
then be used to calculate or estimate fault dimensions as well as quantify the stress drop.  
To estimate these parameters, a rupture model is assumed as different equations are 
used for a radial rupture versus a unilateral rupture.   
For the mainshock, a circular model was chosen as the source-time function 
does not indicate directivity, and the distribution of aftershocks after one and three days 
(Figure 20) exhibit a roughly circular zone around the mainshock.  Cohn et al. [1982] 
used similar aftershock distribution evidence in the 1975 Oroville California to justify 
using a circular model.  However, the strike-slip event could not have ruptured radially 
given the evidence for directivity based on stations MTPU and TCRU which is more 
indicative of a unilateral rupture.  To account for a unilateral rupture, the Haskell model 
was used to model the strike slip event.  The Haskell model assumes a rectangular fault 
of length, L, the entire width, W, of which ruptures uniformly in a unilateral direction 
[Haskell, 1964].  
  For the mainshock, the transverse component source-time station stacks for the 
three results were used to obtain the rupture time, τ.  For a circular model, Cohn et al. 
[1982] demonstrated that a rupture radius can be calculated from the rupture time from 









Figure 20.  Mainshock and strike-slip 1-3 days aftershock plots.  The first day and first 
3 days of aftershocks (black dots) for the mainshock (top row, red dot) and the strike-
slip aftershock (bottom row, red dot) are plotted to help determine a rupture model.    
The circle plotted on the mainshock plots is approximately the same radius estimated 
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where r is the radius, Vr is the rupture velocity, β is the S-velocity at the source depth, 
and sin(δ) accounts for the travel-time difference based on the fault dip angle.  
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 The stress drop for a radial rupture can then be found from the radius [Kanamori and 
Anderson, 1975] using equation (8) 
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 Entering the mainshock τ, 0.29 seconds, into equations (6) and (7) yields a 
rupture radius range of 290-370 meters, with rupture velocities of 50-80% of the S-
velocity, β.  From this range of radii and a moment of 7.1x1015 Nm, a minimum and 
maximum stress drop of 50-102 MPa was determined.  This is quite large, as typical 
stress drops range from 1-10 MPa [Kanamori and Brodsky, 2004] although intraplate 
events have been shown to be have higher stress drops around 30 MPa [Venkataraman 
and Kanamori, 2004]. 
 Assuming a rectangular fault model is a little more complicated as estimates 
must first be made for the length, L, and width, W, of the fault.  However, the stress 
drop for a rectangular, strike-slip event can be easily calculated [Kanamori and 
Anderson, 1975] using equation (9) 
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where Mo is the seismic moment calculated from Whidden and Pankow [2012].  Using 
the same estimate of length, the rupture duration, TC, can be calculated using equation 
(10) from Lay and Wallace [1995] 
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where L is the fault length, Vr is the rupture velocity, and β is the shear velocity at the 





directly; however, because these are small events with a roughly triangular STF, TC can 
be compared to τ as an additional constraint. 
 Values for the fault length and width of the strike-slip event were estimated two 
different ways to first obtain upper and lower bounds on the stress drop.  The upper 
bound was determined using the length and width values from the principal component 
analysis.  The lower bound was estimated using a length of 400 meters, the mainshock 
radius, and calculating the width from the length/width ratio of 1.45, also from the 
principal component analysis.  These estimates produced stress drops of 0.1 and 3.3 
MPa, respectively.  However, the predicted rupture durations, TC, were not similar to 
the STF pulse-width, τ (Table 4). 
Stress drop and rupture duration were calculated for L values of 600, 700, and 800 
meters and the predicted TC were compared to the observed τ (Table 4).  The widths 
were also calculated with the PCA length/width ratio.  From the comparison of the 
observed and predicted durations, a length of 700 meters and a corresponding width of 
476 meters were determined to be the optimal fault dimensions.  The predicted values 
of TCRU are too low to be resolved through a deconvolution procedure, but we do 
obtain an STF result indicating that the pulse-width is dominated by something other 
than the rupture duration.  Predicted values for SRU were also low, but not beyond 
reason.  MTPU, as the longest STF, is the result most dominated by the rupture 
duration, so the match between the predicted value and the observed value at this station 
was used to determine the optimal fault dimensions.  The stress drop from a length of 












Table 4.  Strike-slip stress drop results. 
 L (m) W (m) Δσ (MPa) TC TCRU (s) TC SRU (s) TC MTPU (s) 
1 2500 1700 0.014 0.18 0.65 1.57 
2 400 272 3.38 0.03 0.1 0.25 
3 600 408 1 0.04 0.16 0.38 
4 700 476 0.63 0.05 0.18 0.44 
5 800 544 0.42 0.06 0.21 0.5 
 Observed 0.2 0.28 0.4 
 
Row 1 contains the results from the principal component analysis, row 2 contains the 
result using the radius for the main shock as the length, and row 3-5 are different 














consistent with other estimates of stress drops of aftershocks [Fletcher et al., 1984; 










 The combination of velocity modeling, master-event relocations, and hypoDD 
relocations proved highly effective in producing quality locations from which potential 
fault planes could be inferred.  Determination of fault planes has often proved elusive in 
analyses of tectonic earthquakes in Utah [Arabasz et al., 2007].  The final quality of 
locations allowed for more extensive analyses, particularly with respect to the fault-
plane geometry, and the combination of the earthquake location, geometry, and source 
results suggests that the earthquake sequence occurred on at least two separate fault 
planes and that the mainshock occurred on a low-angle normal fault.  Active low-angle 
normal faults are a topic of debate, but they have been shown to occur in the Mineral 
Mountains ~ 45 km to the west of the Circleville mainshock, a range that is also part of 
the TZ-Marysvale system [Price, 1998]. 
 Supporting the theory of multiple fault planes is the distribution of normal 
versus strike-slip mechanisms.  All of the normal-slip events for which we have 
solutions were located deeper than and slightly to the west of the vertical cluster of 
seismicity.  In contrast, almost all the events known to be strike-slip were shallower 





of strike-slip events is consistent with the plane “fit” using PCA. Likewise, the 
distribution of normal events is consistent with the low-angle plane, a feature shared by 
the mainshock and January 12 aftershock.   
 The combination of strike-slip and normal focal mechanisms in close proximity 
is not an uncommon feature in the Basin and Range region or elsewhere.  Paleoseismic 
evidence from the Sevier valley indicated both left-lateral and right-lateral strike-slip 
earthquakes in close proximity to normal and oblique events [Anderson and Barnhard, 
1992].  Elsewhere in the BR, strike-slip and oblique aftershocks occurred after the 1983 
Borah Peak, Idaho earthquake [Richins et al., 1987] as well as the 2008 Wells, Nevada, 
event [Smith et al., 2011], both of which were large M≥6.0 normal faulting events.  The 
combination of strike-slip and normal events from these results could be the effect of 
upper-crustal motion in response to the normal event resulting in strike-slip aftershocks.  
The strike-slip events were shown to be shallower than the normal events, and, although 
some were close to the mainshock depth, this could be explained by the uncertainties in 
both the locations and the velocity model.  This combination could also be explained by 
two fault planes, one normal and one strike-slip, in close proximity to each other, a 
combination shown to occur elsewhere in the BR as well as the Walker Lane region on 
the California-Nevada border [Axen, 1998; Kreemer et al., 2009; Lee et al., 2009]. 
 The rupture characteristics of the mainshock and the strike-slip aftershock differ.  
The mainshock has a short rupture duration, consistent among stations, for its 
magnitude, producing a stress drop higher than typical values for intraplate earthquakes 
[Venkataraman and Kanamori, 2004].  Unfortunately, few stress drops have been 





result by comparing it to other studies.  The only notable example is from Abers [1991] 
showing low-angle normal faults to occur off Papua New Guinea, for which he 
calculated rise time and moments, and from which a stress-drop could be calculated if 
the shear velocity at the source depth were provided.  However, whereas the mainshock 
has a high stress drop, the strike-slip aftershock produces a low value with strong 
evidence of directivity. This implies significantly different rupture mechanisms. 
Furthermore, if the vertical fault plane is indeed different from the mainshock rupture 
plane, the lower stress drop and directivity are sensible results. 
 Lastly, while many of the results suggest both a vertical strike-slip plane and a 
low-angle normal fault plane, perhaps the most telling observation is the lack of 
evidence that the east-west, steeply dipping plane from the mainshock moment tensor 
solution corresponds to a fault plane.  None of the events appear to fall along that plane; 
the first 3 days of aftershocks also do nothing to indicate the plane. While the westward 
protruding feature from the final locations taken as the “normal” fault plane is on the 
edge of resolution, the aftershock distribution within the first 1-3 days suggests that this 













 The mainshock appears to have ruptured radially along a low-angle 
normal fault.  Whether this event occurred on a primary structure (a large or significant 
fault), a secondary structure (a result of local stresses), or through reactivation of an 
older thrust fault remains unclear, as does the maximum earthquake size that the fault 
can release.  The mainshock rupture influenced a nearby vertical strike-slip fault which 
failed three days later, resulting in a large strike-slip aftershock.  The activity on the 
strike-slip fault then perhaps in turn affected the low-angle fault, producing two more 
normal-slip aftershocks.  The strike-slip event could also be the result of upper crustal 
reaction to the normal mainshock and aftershocks.  The subsurface structure in the 
immediate region of this sequence is unclear; therefore, we cannot comment with 
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