Using tropical geometry, we show how a construction of Edmonds and Rota that associates a matroid to a submodular function can be used to give a description of the algebraic matroid underlying a Hadamard product of two linear spaces in terms of the matroids underlying each linear space. An immediate consequence of our main result is Laman's Theorem from rigidity theory.
Introduction
The algebraic matroid underlying an irreducible variety V ⊆ C E is the combinatorial structure that encodes the dimensions of the coordinate projections of V . Understanding the algebraic matroids underlying particular varieties is useful in several applications. In rigidity theory, one constructs a structure in R d (usually d = 2 or 3) using rigid bars, rods, plates, or bodies, connected by movable joints or hinges and asks whether the resulting structure can be (continuously) deformed. After invoking certain genericity assumptions, these questions become a matter of finding the spanning sets in a particular algebraic matroid. The most well-known example of this is Laman's Theorem, rediscovered by Laman [17] after being proved decades earlier by Pollaczek-Geiringer [20] , which gives a characterization of the bar and joint frameworks that are minimally generically rigid in R 2 . Though not originally stated this way, Laman's Theorem is a characterization of the bases of the algebraic matroid underlying the Cayley-Menger variety of n points in two dimensions [3, 15] . Finding a similar characterization for R 3 remains open and is perhaps the most important open question in rigidity theory. For a survey of other (algebraic) matroids from rigidity theory, see [29] .
In matrix completion, one is given a subset of entries of a matrix and asked to find the missing entries. For this problem to be solvable, one must assume that the completed matrix has some particular structure. When this structure is expressible by polynomial equations, the patterns of unknown entries that allow such a problem to be generically solvable are the spanning sets of a certain algebraic matroid. For example, when it is assumed that the completed matrix has rank r, then such a matrix completion problem is generically solvable if and only if the set of observed entries is a spanning set in the algebraic matroid underlying the variety of matrices of rank at most r [16] . Combinatorial characterizations of the algebraic matroids underlying determinantal varieties remain elusive. Complete characterizations only exist for r = 1 [23] and r = 2 [1] . A sufficient condition for a set to be a basis of a higher-rank determinantal variety was given by Tsakiris in [27] .
Hollering and Sullivant [14] recently used the algebraic matroids underlying certain phylogenetic models to prove identifiability results for certain phylogenetic network models and tree mixture models. The part of their technique that used algebraic matroids was very general and is likely to be useful for proving other identifiability results.
In spite of the evident utility of combinatorial characterizations of various algebraic matroids, there are not many general results one can use to find such characterizations. To the best of this author's knowledge, there are essentially two general tools. One is to take a Jacobian and express the algebraic matroid underlying an irreducible variety as the linear matroid underlying a matrix [22] . The other is to tropicalize in the hopes that it provides insight [3, 1, 30] . Most algebraic matroids for which one wishes to find a combinatorial characterization are supported on the edge sets of a graph and have automorphism groups that respect certain graph isomorphisms. Király, Rosen, and Theran study such algebraic matroids in generality in [15] .
The main result of this paper, Theorem 3.1, is an addition to this small toolbox of general theorems meant to help one produce combinatorial characterizations of algebraic matroids. In particular, Theorem 3.1 shows how the algebraic matroid underlying a Hadamard product of two linear spaces can described in terms of the matroids underlying each linear space. We use Theorem 3.1 to get a short proof of Laman's Theorem (see Theorem 3.2). Theorem 3.1 uses a construction of Edmonds and Rota [12] that associates a matroid to each monotone submodular function. Tanigawa used this construction, along with Dilworth truncation, to give combinatorial descriptions of various matroids from rigidity theory [26] .
Acknowledgments
Thanks to Bill Jackson for asking the question that spawned this project and for a particularly helpful conversation. This work began at the 2020 Heilbronn focused research group on discrete structures at Lancaster University in the UK. The author was supported by a US NSF Mathematical Sciences Postdoctoral Research Fellowship (DMS-1802902).
Preliminaries
2.1. Algebraic matroids. Given a set E, we denote its power set by 2 E and the complex vector space whose coordinates are in bijection with E by C E . Each subset S ⊆ E canonically defines a coordinate projection π S : C E → C S . One class of matroids we will consider comes from irreducible varieties in the following way. Definition 2.1. Let V ⊆ C E be an irreducible variety. The algebraic matroid underlying V , denoted M(V ), has as independent sets the subsets I ⊆ E such that dim(π I (V )) = |I|.
Using field extensions, one can define algebraic matroids over any field, but we will only be concerned with those defined over C. In this context, all algebraic matroids are (linearly) realizable, see e.g. [2, Proposition 1.2.9]. Perhaps the most well-known examples of algebraic matroids come from rigidity theory. Definition 2.2. Let d ≤ n and be integers and let E be the edge set of the complete graph on n vertices. The Cayley-Menger variety of n points in d dimensions, denoted CM d n , is the Zariski closure of the set of points z ∈ C E such that
where (x (1) , . . . , x (n) ) ranges over all n-tuples of points in C d . In other words, CM d n is parameterized by the pairwise distances among n points in R d .
The algebraic matroid underlying CM d n is called the d-dimensional rigidity matroid since the spanning sets are the graphs that are generically rigid in R d (see e.g. [3, Lemma 1.1]). Chapter 1] . We now describe a construction of Edmonds and Rota that derives a matroid from a set function satisfying weaker conditions.
Matroids from submodular functions. A function f : 2 E → Z is the rank function of a matroid if and only if it is submodular, nonnegative, and satisfies
. Let E be a finite set and let f :
. Let M(f ) denote the matroid on ground set E whose independent sets are
See [19, Chapter 11 .1] for a proof that Definition 2.3 indeed defines a matroid. Given a matroid M, we let r M denote its rank function. Note that M = M(r M ). We now give a more interesting example illustrating Definition 2.3 Example 2.4. Let M the graphic matroid underlying the complete graph on n vertices. Then M(2r M − 1) is the algebraic matroid underlying CM 2 n . This was proven in [18] and we will use our main result to give a new proof of this.
Another matroid construction we will require is the matroid union. Theorem 2.6 below tells us that the matroid union is a special case of Definition 2.3. It was originally proven by Pym and Perfect in a more general context [21] . 
Hadamard products of varieties.
Hadamard products of varieties were introduced in [10, 11] to study the algebraic geometry of restricted Boltzmann Machines. Their theory was further developed in [5, 6] with particular attention to linear spaces. Since then, several other papers have studied fundamental algebraic geometry questions related to Hadamard products of varieties [8, 4, 9, 13] . 
The algebraic matroid underlying L is the graphic matroid of K n and CM 2,n = L ⋆ L. To see this, note that under the change of parameters
i , the parameterization given in Definition 2.2 becomes The initial ideal of an ideal I ⊆ C[x e : e ∈ E] with respect to ω ∈ R n is
The tropicalization of a complex variety is a polyhedral fan. Perhaps the easiest way to see this is to note that it can be obtained from the Gröbner fan of I(V ) by removing the interiors of all cones corresponding to initial ideals that contain monomials. When V is a hypersurface, its tropicalization is the polyhedral fan consisting of the codimension-one cones in the normal fan to the Newton polytope of the generator of the principal ideal I(V ).
It is tempting to conclude that when I(V ) = f 1 , . . . , f r ,
{ω ∈ R n : in ω f has no monomials} but this is in general false. A generating set f 1 , . . . , f r of I(V ) that does satisfy (1) is called a tropical basis. It was shown in [7] that a tropical basis exists for every variety V ⊆ C E . Tropicalization preserves a lot of information about a variety. In particular, it preserves the algebraic matroid structure. The following lemma of Yu makes this precise. Lemma 2.10 ([30]). Let V ⊆ C E and S ⊆ E. Then dim(π S (V )) = dim(π S (trop(V ))).
Lemma 2.11 below says that Hadamard products interact cleanly with tropicalization. Recall that the Minkowski sum of sets
Proof. This is an immediate consequence of Theorem 1.1 in [25] . Definition 2.12 below associates a polyhedral fan to each matroid M. Proposition 2.13 tells us that if M is the algebraic matroid underlying a linear space L, then the polyhedral fan given in Definition 2.12 is the tropicalization of L. 
Main result
We begin this section with our main result, Theorem 3.1, then show how it implies the classical rigidity theory result known as Laman's Theorem. The remainder of the section is devoted to proving Theorem 3.3, the purely matroid-theoretic generalization of Theorem 3.1. where v(I ′ ) is the number of vertices incident to an edge in I ′ .
Proof. Let M denote the graphic matroid underlying the complete graph on n vertices. Recall that the rank function of M is r M (S) = v(S) − c(S) where c(S) is the number of connected components of the graph with vertex set v(S) and edge set S. As noted in Example 2.8, CM 2 n is the Hadamard product of two linear spaces whose underlying matroid is M.
Then there exists some I ′′ ⊆ I ′ such that the graph on edge set I ′′ is connected and |I ′′ | > 2r M (I ′′ ) − 1 = 2v(I ′′ ) − 3. Proof. First assume there exist F , G such that H S F ,G is cycle-free. For I ⊆ E, define F |I (respectively G|I) to be the flags of flats of M|I (N|I) obtained by restricting each F ∈ F (G ∈ G) to I. The following argument shows that S is independent in M(r M + r N − 1). Let η I : F |I ∪ G|I → F ∪ G be the map that sends each F ∈ F |I to the minimal element of F containing F , and each G ∈ G|I to the minimal element of G containing G. Then η I defines a graph homomorphism from H I F |I,G|I to H S F ,G that is an injection on edge sets. If I ⊆ S has r M (I) + r N (I) or more elements, then H F |I,G|I has a cycle. Via η I , this gives a cycle in H F ,G .
Assume that I is independent in M(r M + r N − 1). We construct flags of flats F , G of M and N such that H I F ,G is cycle-free. Since I is also independent in M(r M + r N ), Theorem 2.6 implies that I = I 1 ∪ I 2 where I 1 , I 2 are respectively independent in M and N. By the augmentation axiom for independent sets of a matroid, we may assume that I 1 and I 2 span I in M and N respectively. Given an ordering of the of the elements of I 1 and I 2 , i.e. We now describe an iterative procedure to order I 1 and I 2 so that the resulting H I F ,G is cycle-free. Since I is independent in M(r M + r N − 1), our spanning assumptions on I 1 and I 2 imply |I 1 ∩ I 2 | ≥ 1. We begin at the top, setting e 
.
Note that S
(1) i ⊆ I 2 \ I 1 . We will take as an inductive hypothesis that there exists some
using the largest available indices in any order. Switch the roles of I 1 and I 2 and of M and N, define S (2) j analogously for 0 ≤ j ≤ k N and repeat, continuing until nothing new can be indexed in this way, i.e. when
At this point, no matter how we index I ′ 1 , I ′ 2 , the induced subgraph of H I F ,G whose vertex set is F k M , . . . , F r M (I) , G k N , . . . , G r N (I) is a tree. Moreover, since
we also have I ′ 1 ⊆ {e (1) r M (I) } ∪ cl N (I ′ 2 ) and I ′ 2 ⊆ {e (2) r N (I) } ∪ cl M (I ′ 1 ). By definition of I ′ 1 , I ′ 2 , we know e (1) r M (I) = e (2) r N (I) / ∈ I ′ 1 ∪ I ′ 2 , i.e. that I ′ 1 ⊆ cl N (I ′ 2 ) and I ′ 2 ⊆ cl M (I ′ 1 ), and therefore r M (I ′ 1 ∪ I ′ 2 ) + r N (I ′ 1 ∪ I ′ 2 ) = |I ′ 1 | + |I ′ 2 |. Independence of I ′ 1 ∪ I ′ 2 in M(r M + r N − 1) then implies that either I ′ 1 ∪ I ′ 2 = ∅ or I ′ 1 ∩ I ′ 2 = ∅. In the former case, we are done. In the latter, we repeat this procedure setting I 1 to I ′ 1 and I 2 to I ′ 2 . Since I 1 ∩ I 2 = {e r M (I) } ∪ (I ′ 1 ∩ I ′ 2 ), this will eventually terminate with H I F ,G being a forest with |I 1 ∩ I 2 | connected components.
Future directions
We end with some ideas for extending this work. Perhaps the most obvious conjecture to make in light of Theorem 3.1 is the following. It is natural to wonder whether Theorem 3.1 is still true if we allow U and V to be varieties other than linear spaces. Unfortunately, we cannot allow U and V to be arbitrary irreducible varieties. For example, if U is a variety parameterized by monomials, then U ⋆ U = U and so M(U ⋆ U) = M(U) = M(2r M(U ) − 1). Therefore, we ask the following. Finally, it would be interesting to see if Theorem 3.1 or any generalizations could be applied to varieties, beyond CM 2 n , that have interesting algebraic matroids.
