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Abstract
As the world is moving toward a greener, more sustainable future, the use of HVAC
(Heating, Ventilation and Air-conditioning) systems are detrimental toward providing
more efficient structures. Current UAVs (Unmanned Aerial Vehicle) used for surveying
purpose are highly priced, with costs ranging upwards of R25 000. In this project, we
propose a possible cost effective solution, with a budget of R10 000, that can be used
in order to accurately survey a building for cracks and thermal inefficiencies within the
envelope of the building. The project proposes a low cost Thermal camera to be used
for the surveying as well as a validation of thermal camera for temperature reading. The
project also proposes a low cost drone to be used for the possible prototype.
The project follows a typical engineering design approach, specifically via the use of a
V-model for the thermal camera used for image processing. After the constraints and
requirements were defined, the engineering design commenced with a careful selection
of both the IR camera and drone to be used for the possible prototype. Thereafter,
experiments were set up to validate the use of the drone and IR camera as a viable option
as a tool for building envelope surveyance.
There were 6 experiments that were recorded during the process of this project. Firstly
as statistical validation occurred through four tests whereby the thermal camera was vali-
dated with a mercury thermometer for temperature measurement. The second experiment
was focused on the capability of the thermal camera to detect anomalies in a structure.
This experiment made use of 3 holes of varying size drilled into a ceramic material with
a heat source behind. Thermal images were then taken at various distances and then
processed accordingly.
The third experiment was focused on the ability to detect the area of the anomaly given
a known distance from the thermal camera to the anomaly. The experiment followed
the same set-up as described in the second experiment, however instead of 3 holes of
varying size, only one hole was used. The fourth experiment looked at the building
envelope and was focused on developing an algorithm to calculate the weighted average
of the temperature of the structure rather than using the given structure temperature
at a single point. In addition, the experiment qualitatively showed a difference between
new and older insulation types. The fifth experiment focused on the development of
an algorithm that would result in automatic image segmentation. The sixth experiment
focused on the low cost drone and its ability to be used to survey a building.
All experiments were successfully carried out. The thermal camera was validated as a
reliable source for temperature measurement and could be used to detect anomalies as
iii
small as 3mm in diameter from a distance of 750mm from the target. In addition, an
algorithm was developed that could be used to automatically tell the user the area of
the anomaly with a 95% accuracy in certain cases. An algorithm was also developed to
indicate the weighted mean temperature of an area of a building envelope. Lastly, the
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1.1 Background to the Study
Nearly a third of global final energy consumption [1] and emissions [2] can be attributed
to the built environment. At the same time, the building construction sector accounts
for 10% of global GDP and provides employment to over 100 million workers [3]. With
growing concerns for a looming energy crisis, climate change, and the need for moving
towards a sustainable future, the issue of optimal energy use in buildings is an area of
considerable concern and extensive investigations.
For bringing about sustained improvements to building energy consumption, building
performance standards and labelling of buildings have become the norm across most
countries [4]. Effective implementation of such standards during design and operation
have been shown to appropriately aid the goals of energy conservation, achieve cost savings
for the end users, and reduce emissions [1, 5].
A building’s envelope, both transparent and opaque, modulates its interaction with the
outdoor environment, and helps in maintaining liveable indoor conditions. About a third
of building energy use is directed towards indoor heating and cooling needs [6]. The
envelope thus plays an essential role in buildings’ overall energy performance and has
dedicated portions of building energy codes guiding selection of materials, effective insu-
lation, and performance in-use [7, 6]. The building envelope, which includes the walls,
windows, roof, and foundation, forms the primary thermal barrier between the interior
and exterior environments. With envelope technologies accounting for approximately 30%
of the primary energy consumed in residential and commercial buildings, it plays a key
role in determining levels of comfort, natural lighting, ventilation, and how much energy
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is required to heat and cool a building [8].
However, in-use buildings are prone to diverge from their predicted performance [9]. En-
suring that they do not, to undertake appropriate and timely maintenance activities, and
to prove in-use compliance to building energy codes, regular inspections are needed, in-
cluding that of the building envelope. Such inspections can become prohibitively costly
in terms of manpower and the analytical resources required, especially considering the
expanse of a building’s envelope.
As code compliance becomes increasingly important for buildings, there is a consistent
demand for means that can support building inspection and reduce the required time and
cost. To this end, thermal infra-red (IR) inspection of buildings has been proposed as a
useful tool. IR imaging can provide a quick picture of the envelope’s temperature profile
and as such, help detect damaged insulation, thermal bridges, air leakage, and moisture
entrainment. The process is non-destructive, non-contact, and can quickly inspect a
significant area. It does not project any radiation on to the buildings and only senses
what the buildings themselves radiate. Even greater versatility can be achieved with IR
imaging system mounted on Unmanned Aerial Vehicles (UAVs)with a particular focus on
roofs and high rise walls. The effectiveness of detection of anomalies remains dependent
on the quality of the imaging system. Systems with high quality imaging sensors remain
prohibitively costly to be adopted at a much wider scale. The use of infrared thermography
in investigating the built environment got a new boost when(UAVs) were brought into the
domain. As studies have shown, IR cameras may be successfully integrated with UAVs
to survey buildings and produce relevant output regarding their performance [10].
1.2 Objectives of this Study
1.2.1 Problems to be Investigated
This project will take an in depth look at the use of a low cost thermal camera for the
purpose of surveying. Firstly we will look at the use of the thermal camera as a means of
temperature measurement. Secondly, we try to understand the limitations of the camera
via experimental testing. In addition, we also use the thermal images to calculate areas
of anomalies detected after image processing has been completed. We also focus on the
use of the thermal camera for surveying purposes. Lastly, the flight of a low cost drone is
investigated for the purpose of surveying a building.
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1.2.2 Purpose of the Study
The purpose of this study is to:
❼ Develop a possible low cost UAV with attached thermal camera that can be used
to survey buildings for construction, maintenance and efficiency purposes.
❼ Understand the limitations of the chosen thermal camera.
❼ Develop an algorithm that can calculate the average thermal temperature of the
wall of a building.
❼ Develop an algorithm that can be used to detect a thermal anomaly and indicate
the size of the said anomaly.
❼ Compare the performance of an expensive thermal camera (over R25 000) and
inexpensive thermal camera (under R5 000).
❼ Determine if a low cost UAV can be used for the purpose of surveying with an
attached thermal camera.
1.3 Scope and Limitations
The scope of this project is to focus mainly on a prototype of a UAV with an attached
IR camera that can be used for the purpose of surveying. The project will contain an in
depth look at the use of a camera for temperature readings as well as limitations of the
camera. As a scope, the tests have been conducted using a Seek Thermal Compact and a
Testo 882 Thermal Imager. Thus the readings attained will not be true for other thermal
cameras.
Time is always a limitation in any project. Due to the fact of a poor postal Service
in South Africa, the time for experimental trials to take place was severely limited. The
type of thermal camera and drone available to the local consumer was also limited due
to strict export regulations in the supplier country, hence the chosen thermal camera and
drone were not necessarily the ideal chosen choice.
Due to the fact that the tests depend on temperature, the weather was also a limit-
ing factor. The drone could not be flown in rainy or windy weather, this did limit the
time for tests. In addition, the IR images needed to be taken a specific time of day due
to temperature interference from the weather. Due to the fact that the reflection of the
sun skewed some results, most of the images for this project were taken at night or the
early morning.
3
1.4. PLAN OF DEVELOPMENT
The funds available for this project were also limited. The project needed to be com-
pleted within a R10 000 budget, which is not trivial given the highly fluctuating exchange
rates in South Africa.
1.4 Plan of Development
1.4.1 Literature Review
The project first begins with the literature review that explains the current use of UAV’s
and thermal cameras in the construction industry.The literature review also explains the
basics of imagery, thermography as well as provides a brief background on IR sensors.
1.4.2 Requirement Analysis
Chapter 3 contains a user requirement document which outlines the requirements for the
project as well as the ATP’s which will later be treated as the experiments for the project.
1.4.3 Engineering Designs
Chapter 4 focuses on the engineering design of the project which firstly looks at a concep-
tual design for the prototype. Secondly a selection of the IR camera will be discussed as
well as the UAV to be used. Lastly this chapter includes a comparison and then selection
for the algorithms to be used in the experiments.
1.4.4 Experiment Designs
Chapter 5 discusses the experiments used as ATP’s of this project: Experiment 1 discusses
the use of an IR camera as a means for temperature reading. Experiment 2 discusses the
comparison between an expensive and inexpensive thermal camera and whether or not
image processing can be used to attain the results of the expensive thermal camera using
the inexpensive one. Experiment 3 indicates the use of an algorithm to detect an anomaly
and calculate it’s size. Experiment 4 is broken into two parts namely “a” and “b”. Part
“a” looks at the use of thermal imaging for surveying of new and old structure and Part
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“b” looks at the use of an algorithm to indicate the weighted average temperature of the
wall of a building as well as providing a electrical model of the temperature flow through
a wall. Experiment 5 focuses on the development of an algorithm for automatic image
segmentation and Experiment 6 is the last test and focuses on the use of a low cost UAV
for the purpose of surveying.
1.4.5 Conclusions and Recommendations
This chapter explains the reasons for the results and occurrences in the project. The
chapter will also share a few thoughts on lessons learnt whilst carrying out the experiments
and how to better execute them in future if need be.
1.4.6 Future Work
This chapter provides a more forward thinking approach with regards to the technology





British astronomer William Herschel discovered infra-red light in 1800, according to
NASA. In an experiment to measure the difference in temperature between the colours
in the visible spectrum, he placed thermometers in the path of light within each colour
of the visible spectrum. He observed an increase in temperature from blue to red, in-
cluding an even warmer temperature measurement just beyond the red end of the visible
spectrum[11].
Infra-red radiation is a type of electromagnetic radiation, as are radio waves, ultravio-
let radiation, X-rays and microwaves. Infra-red (IR) light is the part of the EM spectrum
that people encounter most in everyday life, although much of it goes unnoticed. It is
invisible to human eyes, but people can feel it as heat[11].
Everything with a temperature above about 5 degrees Kelvin (minus 268 degrees Cel-
sius) emits IR radiation. The sun gives off half of its total energy as IR, and much of its
visible light is absorbed and re-emitted as IR, according to the University of Tennessee[11].
Electromagnetic (EM) radiation is transmitted in waves or particles at different wave-
lengths and frequencies. This broad range of wavelengths is known as the electromagnetic
spectrum. The spectrum is generally divided into seven regions in order of decreasing
wavelength and increasing energy and frequency. The common designations are radio




Figure 2.1: The electromagnetic spectrum with indication of wavelength and frequencies
[12].
Infra-red waves are longer than those of visible light, just beyond the red end of the visible
spectrum. Infra-red (IR) falls in the range of the (EM) spectrum between microwaves and
visible light. It has frequencies from about 300 GHz up to about 400 THz and wavelengths
of about 1 millimeter to 700 nanometers, although these values are not definitive[11].
2.2 Thermography
It has been found that modern lifestyle demands the average human to spend roughly
20hrs per day indoor [13]. As a result, there has been sudden influx in research into
thermal comfort within the living space.
Since the 1960s formal bodies have been looking into providing a standard for the mini-
mum requirements for acceptable thermal indoor environments [14]. ASHRAE, the Amer-
ican Society of Heating, Refrigeration and Air-Conditioning Engineers, is one such body.
ASHRAE Standard 55 is a standard that establishes the ranges of indoor environmental
conditions that are acceptable to achieve thermal comfort for occupants.“The purpose
of the standard is to specify the combinations of indoor thermal environmental factors
and personal factors that will produce thermal environmental conditions acceptable to a
majority of the occupants within the space”[14]. ASHRAE uses essentially two methods
methods to evaluate thermal comfort, the first is based on human heat balance and the
other, adaptive thermal comfort. These methods are practised via a multitude of tech-
niques , they are:
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❼ Graphic comfort zone method.
This method utilizes factors such as operative temperatures and humidity at which
thermal comfort can be reached. It is based on the Predicted Mean Vote model,
as seen in Figure 2.2, which makes use of heat-balancing equations about skin
temperature to define comfort. [15].
❼ Analytical comfort zone method.
This method is also based on the PMV model. It makes use of different Thermal
Comfort Tools to evaluate thermal comfort and takes factors such as air speed,
metabolic rate, and clothing insulation in to account.
❼ Elevated air speed.
This approach sets provisions for the increasing of upper air temperature limits at
air speeds above 0.2m/s [14].
❼ Local thermal discomfort.
This approach takes into account the radiant temperature asymmetry between ceil-
ing and floor as well as air and walls. It states that air speeds due to HVAC systems
must be 0.15m/s or below. The vertical air temperature difference between ankle
and head should be limited to 3 ➦C for seated occupants and 4 ➦C for standing
occupants [14].
❼ Temperature variations with time.
This section applies to occupants that do not have control of indoor thermal en-
vironments. It states that the temperature should not fluctuate more than 1.1 ➦C
within 15 minutes, nor more than 2.2 ➦C within 1 hour.
❼ Acceptable thermal conditions in occupant-controlled naturally condi-
tioned spaces.
This method is used for buildings that do not contain mechanical cooling. The
standard provides a graph of acceptable indoor temperature limits at mean outdoor
temperatures.
Although the above methods and techniques have been put in place, there have been
many attempts to accurately measure the thermal comfort levels within a building, how-
ever, most of the available methods require a rather invasive approach in the form of
thermocouples or an expensive one with the use of other instruments [16, 17]. Pavlin et al
have suggested that thermographic imaging has been shown to be a reliable method for
a real-time and non-invasive monitoring of local cutaneous temperature over the body’ s
surface [18, 19, 20]. This method of thermography has been used to detect the temper-
ature of the forehead as it has been described to be a good indicator of comfort of the
individual [13].
Thermal comfort spreads much wider, leaving the individual and focusing on the sur-
rounding environment as well. This together with HVAC systems has resulted in a large
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Figure 2.2: The PMV sensation scale [15].
focus being drawn to thermal comfort being incorporated in building design. One such
example of this is explained as part of the UBC Sustainability Scholars program of July
20th 2016 [21]. The report focused on the use of thermal cameras to promote energy
efficiency in buildings. It was found that thermography can be used to calculate energy
efficiency of structural envelopes and aid in building inspections and bridge health moni-
toring. It also proves highly useful as a form of non destructive testing.
Energy Efficiency:
The envelope of the building is the part of the building that separates the, typically
air-conditioned, indoors from the outdoors. The quality of the envelope is directly propor-
tional to the energy efficiency of the building. Given that in cold climates, approximately
50% of the building’ s energy is used by HVAC systems and over 60% in the residen-
tial sub-sector in cold-climate countries. Overall, buildings are responsible for more than
one-third of global energy consumption. While whole-building approaches are ideal, ev-
ery day building envelope components are upgraded or replaced using technologies that
are less efficient than the best options available [22]. The potential for a well-designed





Thermal imaging cameras can be used to identify construction problems, design flaws,
ageing building materials and other sources of heat loss. They can also be used to indi-
cate the flow of heat which in turn can be used to detect faulty materials. The technology
can also be used for the detection of moisture which would usually be naked to the human
eye - this can be done by locating areas below the dew point [21].
Bridge health monitoring:
Detecting sub-surface cracks and de-laminations within concrete bridges has been always
a challenge for bridge inspectors and transportation authorities. This type of subsur-
face deterioration can appear either on the bridge deck or girder; however, de-laminated
areas underneath the bridge can be more critical as it raises safety issues for passing by
traffic. Visual inspection, which is a common practice technique for bridge condition eval-
uation, is not able to provide enough information of internal defects and deteriorations.
Although, recent developments in non-destructive techniques provide bridge inspectors
with advanced tools and methods for bridge inspection, most of these methods are either
expensive,difficult to apply or require an extensive background in the field in order to
interpret.
Subsurface de-laminations and anomalies appear as hot spots on the thermal IR im-
age during the day as they interrupt the heat transfer through the concrete. In this way,
de-laminations can be detected before turning to spalls on the bridge. Applying this
technology can enhance the current bridge inspection practice as well as providing useful
information for maintenance and repair decision making [23].
Vaghefi et al suggest the use of IR technology for bridge evaluation. Their paper fo-
cuses on the detection of de-laminations in the concrete as well as the deficiency of bridge
elements and the detection of chemical staining.
Non-destructive Testing:
Non-destructive testing (NDT) is the process of inspecting, testing, or evaluating materi-
als, components or assemblies for discontinuities, or differences in characteristics without
destroying the serviceability of the part or system. In other words, when the inspection
or test is completed the part can still be used [24].
NDT is particularly useful on older and antique structures as one can detect anomalies
early as well as be non-destructive to the structure. With regards to wooden structures,
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by far, one of the most cost effective methods to detect anomalies in the wooden structure
is to use percussion with a blunt object. This however, relies on years of experience from
the operator when it comes to detecting the anomaly. This form of detection is also slow
and relies on many aspects. In addition, the recording and interpretation can also be
problematic due to a lack of formal standards [25].
Careful consideration should be applied when using the device due to the simple fact that
thermal images can be misinterpreted. The following should always be taken into account
when using a thermal camera:
❼ Display
The “span” is a very important parameter to consider when inspecting the thermal
camera’ s display. The effect can be seen in Figure 2.3. It is advisable to keep the
span as narrow as possible so that the thermal image can be accentuated to por-
tray as much detail as possible [21]. The wider the span, the more complementary
the colours across the temperature range being displayed, therefore resulting in an
image that does not accentuate small differences clearly.
❼ Viewing Angle
Due to the nature of thermal radiation being either diffuse or specular, the viewing
angle is of utmost importance. It is therefore ideal to view the targets at a perpen-
dicular angle from the surface.
❼ Emissivity
The emissivity of objects are unique to each object. In order for accurate measure-
ments to be given, the emissivity of each object should be known.
Figure 2.3: Two thermal images of a room. The picture to the left uses a wide-span
whilst that on the right uses a narrow span [21].
Thermographic cameras detect infra-red radiation directly and convert it to an electrical
signal which is then interpreted into an image that represents the radiation intensity. It
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is important to note that thermal cameras do not detect heat directly, only radiation,
therefore, it is of utmost importance that the following formula is understood:
IncidentRadiation = EmittedRadiation+TransmittedRadiation+ReflectedRadiation
(radiosity) = (emissivity) + (transmissivity) + (reflectivity)
❼ Radiosity
The radiosity of an object is defined as the total radiation leaving an objects surface
[21]. The radiosity of an object includes all energy reflected off the surface of the
objects surface as well as the energy radiated through the object itself.
❼ Emissivity
The emissivity of an object is a true indicator of the objects surface temperature
[21]. It is defined as the materials efficiency in emitting thermal radiation and is
unique to individual materials as seen in Figure 2.4 below. The emissivity of an
object indicates the ability of an object to emit radiation in comparison to a black
body which is an ideal emitter and absorber of energy. Therefore, if the emissivity
is close to 1, then the object is defined as a good emitter and if the closer to 0, then
the object is defined as a good retainer of heat. It should also be noted that the
surface texture will have a significant impact on emissivity as well with a polished
surface having a much lower emissivity than a roughened one [21].
Figure 2.4: Table showing the emissivity coefficients of common materials [21].
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❼ Angle of Incidence
It is important to note that the direction of radiation is dependant on the type of
material. While radiation from some materials is concentrated in a single direction,
other materials disperse it evenly. Therefore, when emitted radiation is dependant
on direction, it is termed “specular” and when it is not dependant on direction, it
is termed “diffuse”.This important as the thermal appearance of an object will be
different depending on the angle from which it is viewed [21].
❼ Temperature Differential
Due to the flow of energy from a warm body to a cold one, the difference in temper-
ature between the outside or surrounding areas should always be taken into account
when targeting an object with a thermal camera.
❼ Evaporative Cooling
As water evaporates, it draws in heat from its surrounding environment, which in
turn reduces the temperature of the substance in contact with the moisture. This
will result in the surface appearing cooler due to its evaporation.
❼ Thermal bridges
Due to the movement of heat from a body with a high temperature to that with
a low temperature in order to reach equilibrium, thermal energy generally takes
the path of least thermal resistance. These concentrated pathways have signifi-
cantly different temperatures than their surroundings and are known as “Thermal
Bridges”. Geometrical thermal bridges are generally found at corners of roofs, walls
and floors. Due to the fact that the exterior provides a larger area than the interior,
there will appear to be a larger opportunity for heat to escape from the exterior.
Generally, geometrical thermal bridges depend on building design and can be man-
aged, but are inevitable. Structural bridges, on the other hand, are as a result of the
set-up of building materials and if not managed properly can result in temperatures
being lowered beneath the dew point which results in moisture build-up and mould
problems. [21]. Structural bridges are generally a result of design faults.
In order to get the best results from thermography, there are many considerations that
must be taken into account. These generally have to do with the capabilities of the ther-
mal camera itself. The following was taken from [21]:
❼ Detector Resolution
A higher resolution allows one to see finer details as well as sharper contrasts. A
problem with thermal imaging cameras is that they generally have poor resolutions.
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❼ Accuracy vs Sensitivity
The accuracy of a thermal imaging system is defined as the margin of error of its
readings, and is generally expressed as a percentage. This specification should be
distinguished from a device’s sensitivity, which is the smallest variation in temper-
ature that it can detect. Sensitivity is given as a change in absolute temperature,
generally between 0.05 and 0.15➦C for most hand held thermal cameras.In general,
this is acceptable for surveying purposes.
❼ Thermal Range
A cameras thermal range describes the maximum and minimum temperatures that
it can accurately measure. These vary considerably depending on the model.
The use of thermography has been extended so far as to being employed on Unmanned
Arial Vehicles. Recent studies carried out by the East Tennessee State University show
that a thermal imaging camera can be successfully attached to the drone to survey the
a building and produce positive results regarding energy performance. The study also
showed that the dictated Resistance values of building materials does vary over time and
in this particular case, have varied far below the recommended ASHRAE values based on
assume indoor conditions [10].
Engineers from the University of Twente have even gone to the extent of trying to create
a protocol for the for IR-UAV flights to survey building thermography in the construction
domain. Figure 2.5 below shows the developed protocol [26]:
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Figure 2.5: Table indicating the developed protocol for IR-UAV flights to survey building
thermography in the construction domain [21].
2.3 Thermal cameras and IR sensors
Thermal cameras are cameras that create an image of temperature distribution or ther-
mal radiation. They are different from night vision cameras in that while night vision
cameras take and use any surrounding and available light, such as moonlight and street
light, to brighten up an image, a thermal camera utilizes the infra-red radiation being
emitted from an object to create an image. In order to understand how a thermal image
is created, it is of vital importance that one understands the sensors behind it all. The
general image creation process can be summarized into the block diagram below:
Figure 2.6: General block diagram depicting formation of IR image.
The above block diagram is summarised as follows:
The thermal scene depicts all objects above absolute zero that emit infra-red radiation.
The IR is focused through the lens of the camera, which is generally made of a Germanium
compound since glass is not a good transmitter of IR. The IR is then focused on an array
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of sensors that result in the creation of the resolution of the image. The more sensors are
present, the higher the resolution. The sensors then create an impulse or voltage that is
dependant on intensity and is taken in by the signal processor. The signal processor then
converts the impulses into data that creates and image via intensities, represented in a
2D array, that can be seen on the display.
IR cameras can be categorized as follows:
Figure 2.7: General representation of IR devices.
Cooled vs Uncooled
A cooled thermal camera’s imaging sensor is integrated with a cryocooler. The cry-
ocooler lowers the sensor temperature. This drop in sensor temperature is necessary to
lessen thermally induced noise to a level below that of the signal from the scene being
imaged. Cooled thermal cameras are more sensitive to small differences in scene tem-
perature than are uncooled cameras, making cooled cameras more suitable for extremely
long-range imaging in low-contrast scenes. In addition, the lens of uncooled thermal cam-
eras become large, bulky and expensive when viewing areas in the km range, but, for
short range viewing, cooled thermal cameras tend to be much more expensive [27].
Quantum Thermal Cameras
In materials used for quantum detectors, at room temperature there are electrons at
different energy levels. Some electrons have sufficient thermal energy that they are in
the conduction band, meaning the electrons there are free to move and the material can
conduct an electrical current. Most of the electrons, however, are found in the valence
band, where they do not carry any current because they cannot move freely.
When the material is cooled to a low enough temperature, which varies with the cho-
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sen material, the thermal energy of the electrons may be so low that there are none in the
conduction band. Hence the material cannot carry any current. When these materials
are exposed to incident photons, and the photons have sufficient energy, this energy can
stimulate an electron in the valence band, causing it to move up into the conduction band.
Thus the material (the detector) can carry a photo-current, which is proportional to the
intensity of the incident radiation [28].
Pyro-electric Sensors
These sensors are used primarily for detecting motion, but use IR to do so. The PIR
(Pyroelectric Infra-red Radiation) sensor itself has two slots in it, each slot is made of a
special material that is sensitive to IR. The lens used here is not really doing much and so
we see that the two slots can ’see’ out past some distance (basically the sensitivity of the
sensor). When the sensor is idle, both slots detect the same amount of IR, the ambient
amount radiated from the room or walls or outdoors. When a warm body like a human
or animal passes by, it first intercepts one half of the PIR sensor, which causes a positive
differential change between the two halves. When the warm body leaves the sensing area,
the reverse happens, whereby the sensor generates a negative differential change. These
change pulses are what is detected [29].
As the sensor stays in constant view of the object, the static voltage that has devel-
oped across the structure tends to decline, for this reason, the signal needs to be refreshed
at a constant rate.
Figure 2.8: The created voltage output of a pyroelectric sensor. [30].
As seen in Figure 2.8 above, in all cases, a,b and c a change in voltage is created when
the shown scenario takes place. This is then converted into a readable measurement.
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Thermopile Sensors
A thermopile refers to a set of thermocouple sensors arranged, either in series or par-
allel, for measuring small quantities of radiant heat. The principle of operation for this
sensor is via the Seebeck Effect:
When heat is applied to one of the junctions formed by two conductors or semicon-
ductors, heated electrons flow toward the cooler one. If the pair is connected through an
electrical circuit, direct current (DC) flows through that circuit.The voltages produced
by Seebeck effect are small, usually only a few microvolts (millionths of a volt) per kelvin
of temperature difference at the junction. If the temperature difference is large enough,
some Seebeck-effect devices can produce a few millivolts (thousandths of a volt). Numer-
ous such devices can be connected in series to increase the output voltage or in parallel
to increase the maximum deliverable current. Large arrays of Seebeck-effect devices can
provide useful, small-scale electrical power if a large temperature difference is maintained
across the junctions [31].
Figure 2.9: The workings of the Seebeck Effect. [32].
Microbolometers
Bolometers are small infrared sensors that do not require cooling. When IR light en-
ters the bolometer, the bolometer resistance heats up, causing a change in its resistance.
This change is converted to a voltage for a readout. Therefore, all bolometers come with
a readout integrated circuit (ROIC) [31].
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Figure 2.10: The general layout of a microbolometer [33].
2.4 Digital images
Digital images are made of picture elements called pixels. Typically, pixels are organized
in an ordered rectangular array. The size of an image is determined by the dimensions of
this pixel array. The image width is the number of columns, and the image height is the
number of rows in the array. Thus the pixel array is a matrix of M columns x N rows and
is usually referred to as a bitmap [34].
Image size is not to be confused with the size of the real world representation of an
image. Image size specifically describes the number of pixels within a digital image. The
real world representation of a digital image requires one additional factor called resolu-
tion. Resolution is the spatial scale of the image pixels. For example, an image of 3300
x 2550 pixels with a resolution of 300 pixels per inch (ppi) would be a real world image
size of 11” x 8.5” [34].
Having defined the number of pixels, M x N, only provides a rectangular shape for the
image. One more parameter, intensity, is needed to truly define an image. Each pixel
has its own intensity value, or brightness. If all the pixels have the same value, the image
will be a uniform shade; all black, white, grey, or some other shade. It is in the type of
intensity used for each pixel that image types vary. Black and white images only have
intensity from the darkest grey (black) to lightest grey (white). Colour images, on the
other hand, have intensity from the darkest and lightest of three different colours, Red,
Green, and Blue. The various mixtures of these colour intensities produces a colour im-
age. Thus the two most basic types of digital images, B and W and Colour, are known
as grey-scale and RGB images. In addition to the intensity type of each pixel, the range
of intensity values also varies [34].
Intensity values in digital images are defined by bits, hence the name, bitmap. A bit
is binary and only has two possible values, 0 or 1. An 8-bit intensity range has 256 pos-
sible values, 0 to 255. For a 1-bit, or binary, image, 21 = 2 possible values and for an
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8-bit image, 28 = 256 possible values. The standard digital photo uses an 8-bit range of
values; RGB images use 8-bit intensity ranges for each colour and B and W images have
a single 8-bit intensity range. Since RGB images contain 3 x 8-bit intensities they are
also referred to as 24-bit colour images [34].
Each pixel in a bitmap contains certain information, usually interpreted as colour in-
formation. The information content is always the same for all the pixels in a particular
bitmap. The amount of colour information could be whatever the application requires
but there are some standards, the main ones are described below:
1 bit (black and white)
This is the smallest possible information content that can be held for each pixel. The
resulting bitmap is referred to as monochrome or black and white. The pixels with a 0
are referred to as black, pixels with a 1 are referred to as white. Note that while only
two states are possible they could be interpreted as any two colours, 0 is mapped to one
colour, 1 is mapped to another colour.
8 bit greys
In this case each pixel takes 1 byte (8 bits) of storage resulting in 256 different states. If
these states are mapped onto a ramp of greys from black to white the bitmap is refereed
to as a grey-scale image. By convention 0 is normally black and 255 white. The grey
levels are the numbers in between, for example, in a linear scale 127 would be a 50% grey
level. Figure 2.11 below shows the scale of grey represented by 8 bits.
Figure 2.11: Indication of the levels of grey in an 8-bit scale [34].
24 bit RGB
There are 8 bits allocated to each red, green, and blue component. In each compo-
nent the value of 0 refers to no contribution of that colour, 255 refers to fully saturated
contribution of that colour. Since each component has 256 different states there are a
total of 16777216 possible colours. This ideology can be seen in Figure 2.12 below.
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Figure 2.12: Indication of the 24-bit RGB ideology. [34].
2.5 Image Segmentation Techniques
There are a multiple of image segmentation techniques available which help one to analyse
and extract particular information from digital images. These methods can also help to
improve the quality of images.
Image segmentation refers to the partitioning of an image into particular parts that are
of interest to an application because of their similarities in features or properties. The
main applications of segmentation are: Medical imaging, Content-based image retrieval
and automatic control systems among others. Image segmentation can be classified into
three basic approaches: [35].
Structural Segmentation Techniques
This technique is based upon knowledge about the structure of the image for example,
where certain pixels of interest may be located in an image. [35].
Stochastic Segmentation Techniques
This technique is based on the value of pixels within the image or more specifically,
the intensity values of each pixel within an image. [35].
Hybrid Techniques
This technique makes use of both structural and stochastic techniques [35].
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Figure 2.13: Image Segmentation Techniques Adapted from: [35].
Figure 2.13 above indicates 7 methods used for image segmentation where PDE refers to
Partial Differential Equations and ANN, Artificial Neural Networks. Among the methods
available, this paper will focus on 4 main methods used to extrapolate data, namely:
❼ Histogram Optimization using Global Thresholding
❼ Local or Adaptive Thresholding
❼ Edge-based Segmentation
❼ Region-based Segmentation using the Canny edge detector
Histogram Optimization
Histogram-based image segmentation is one of the simplest and most often used seg-
mentation techniques. It uses the histogram to display the number of pixels of specific
intensities, hence, this technique works best when used on grey-scaled images. In a sim-
ple image there are two entities, that one would be interested in: the background and
the object. The background is generally one grey level and occupies most of the image.
Therefore, its grey level is a large peak in the histogram. The object or subject of the
image is another grey level, and its grey level is another, smaller peak in the histogram [36].
In addition to histogram-based segmentation, the technique of thresholding is used in
order to display and discard certain information on an image. This is done by placing a
particular threshold value on the image histogram and setting values above the threshold
to either a 1 or a 0 and values below that threshold to the opposite. This will result in in
the features of interest being visible and those of no interest being set to a default colour,
usually white.
In Figure 2.14 above, the red line indicates the threshold. All values above the threshold
were decided to be the background of the image as the background will generally consist
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Figure 2.14: The process of histogram - based segmentation via thresholding [37].
of more pixels as it will take up more space on the image. In addition, the background
will have a wider range of intensities than the foreground of the image which, in the case
above, is the photographer. Thus, the background was set to be a binary 0 and the fore-
ground was set to be a binary 1.
The type of thresholding above is referred to as Simple or Global thresholding - whilst it is
rather easy to implement, the process of selecting the thresehold is rather primitive and as
seen in the threshold part of Figure 2.14 above, does not completely clear the background
due to parts of the background having high intensities. There are other thresholding
methods which try to handle this problem, they are referred to as local thresholds or
adaptive thresholds, bimodal histograms and minimum thresholds [38].
In general, a picture will have two parts as explained above: the background and fore-
ground. The Bimodal histogram method will continuously smooth out the histogram of
an image until there are two peaks, these will usually indicate the foreground and back-
ground of this image. A threshold will then be placed in between these peaks - this will
eliminate either the background or foreground, depending on what is of interest to the
user. The threshold can be calculated using the mean of the intensities or via Otsu’s
Method by maximizing the variance between two classes of pixels, which are separated
by the threshold. Equivalently, this threshold minimizes the intra-class variance [37].
Local thresholding refers to the calculating of thresholds in a characteristic region, around
a pixel. Each threshold value is the weighted mean of the local neighbourhood subtract
a specific value [37].
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Edge-based Segmentation
For edge detection the Canny edge detector is used. This detector has 5 steps that
are used in order for it’s implementation:
1. Apply a Gaussian Filter to blur and take out noise.
2. Find the intensity gradients of the image by applying a filter.
3. Apply non-maximum suppression.
4. Apply a double threshold
5. Track edges by hysteresis.
Gaussian Filter









x - Value of the matrix row
y - Value of the matrix column
σ2 - The Variance
The Gaussian kernel is then convoluted with the original image in order to blur it and
take away noise and soft edges whilst still preserving big edges. It should be noted that
the standard deviation, which is given as σ is chosen. In general, the larger the value of
σ, the wider the Gaussian bell becomes and thus the more blur the image receives [39] [40].
Finding the Intensity Gradients
In order to find the intensity gradients, an edge detection filter is usually used. In this
thesis, the Sobel filter will be used. This filter emphasizes edges from a grey-scale image
in both the x and y directions and then combines them into one image. In order to apply
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Where A represents the original image.
The two filtered images are then combined to create an edge-defined image by apply-






The angle of the specific edge can also be calculated via the following formula:





Non-maximum suppression is an edge thinning technique. This step is usually done in
code using if statements whilst iterating through each pixel in the matrix of the image. A
simple check is done to see the strength of the current pixel in relation to the neighbouring
pixels in the θ direction. If the current value is stronger than that of the compared pixel,
it’s value will be preserved, if not, it will be set to 0.
Applying a double threshold
After application of non-maximum suppression, remaining edge pixels provide a more
accurate representation of real edges in an image. However, some edge pixels that remain
are caused by noise and colour variation. In order to account for this, it is essential to
filter out edge pixels with a weak gradient value and preserve edge pixels with a high
gradient value. This is accomplished by selecting high and low threshold values. If an
edge pixel’s gradient value is higher than the high threshold value, it is marked as a strong
edge pixel. If an edge pixel’s gradient value is smaller than the high threshold value and
larger than the low threshold value, it is marked as a weak edge pixel. If an edge pixel’s
value is smaller than the low threshold value, it will be suppressed. The two threshold
values are empirically determined and their definition will depend on the content of a
given input image[41].
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Edge-Tracking by Hysteresis
Sometimes weak edge pixels as a result of colour variations pass through the filters. In
order to remove these, it is assumed that weak edge pixels are connected to strong edge
pixels whilst noise responses are unconnected. To track the strong edge pixels Blob anal-
ysis is used[41]. This involves iterating through the pixels and comparing neighbours to
see for their intensities. These are then grouped according to their intensities and weak
groups removed.
Figure 2.15: The process of Canny filtering used for Edge detection [41].
Figure 2.15 above shows the basic process of canny filtering with the first picture indi-
cating the original colour image, the second picture indicating the grey-scaled Gaussian
blurred image and the last picture indicating the edge defined image.
After the edge-tracking is complete, any holes in the image are filled using a mathe-
matical morphological function; in this case, binary dilation, which will fill edges of the
target object that one is interested in. Small spurious objects are then later removed by
applying a minimum size for valid objects [42].
Region-based Segmentation
For region based segmentation, generally, step 1 and 2 from edge-based segmentation
are applied. The Sobel operator is used to determine the gradient of the image. The next
step is to apply markers to the foreground and background of the image. Lastly, in this
case, a watershed transform is applied to the image to fill the regions on the elevation
map that were created by the gradients of the image.
The watershed transform treats the image that it is applied to as a topographical map
with the brightness of each point represented as a height, it then tries to identify the ridge
lines that run along the top of these basins and by doing that, segments the image. This
idea is understood by the images below:
Figure 2.16, shows a basic optical image of 4 dots with the 2 in the middle, slightly
overlapping. When the watershed transform is applied, these dots are viewed as valleys
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Figure 2.16: A basic optical image used to explain the watershed algorithm.
Figure 2.17: The side view of the optical image above if transformed to basins.
or basins as seen in blue in Figure 2.17. If one were to fill water in these basins, when
taking the middle 2, the water would reach a stage where if one drop more was applied, it
would flow over into the third basin from the left, thus a dam wall or ridge is built. The
ridge will run around the basin and will be used to cluster the pixels of a region in the
image whilst the basin/region is filled [43].The algorithm is implemented in 4 parts [44]:
1. Markers will be chosen where the flooding will start and will be given a different
label.
2. Neighbouring pixels of each marked are will be inserted into a priority queue with
a priority level corresponding to the gradient magnitude of the pixel.
3. The pixel with the lowest priority is extracted from the queue. If the neighbours
of the extracted pixel that have already been labelled all have the same label, then
the pixel is labelled with their label. All non-marked neighbours that are not yet
in the priority queue are put into the priority queue.
4. Redo step 3 until the priority queue is empty.




This chapter includes a basic description of the system to be used as a prototype for
the IR camera and UAV set-up. It then goes on to give a Requirement Baseline Section
which is describes the basic, high-level requirements for the project. The Functional,
Performance and Design Requirements are then formally listed. The Acceptance Test
Procedures (ATP’s) are then discussed and related to the requirements. In addition, the
constraints for this project are listed.
The main requirement of this work is to create a device that can remotely survey a building
of any shape and size by detecting anomalies in it’s structure from which thermal energy
can escape, using Infra-Red thermography.
As a minimum requirement, the IR-UAV should be able to survey a building of choice
within the battery life of the drone and given a specific flight plan. The time of flight
should be considered as well as the weather conditions when flying the drone. Due to the
time constraint in which this project must be completed, the system set-up including the
IR camera and drone might not be completed to the final desired result but will instead
be completed to a point of proof-of-concept that has validated the ATP’s.
Once the drone has reached the area of interest on the building of choice, it should
be able to capture IR images in a manner that does not lead to the distortion of the
image. Furthermore, the drone itself should be able to handle the weight of the attached
IR camera and any other necessary attachments that will be involved for the successful
meeting of the user requirements.
The operator should be able to control the device via a control panel or smart device
from the base of the building and all national regulations should be accounted for when
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operating the drone. the IR camera should be used in such a way so that images of
high quality may be produced for processing purposes. The images should be processed
so as to indicate a general temperature of the area of the building being surveyed. Re-
sults from the processing should also indicate any structural weaknesses such as cracks or
leaks in the building structure. Lastly, the processed images should also indicate a dif-
ference in insulation between newer and older insulations. The processed images maybe
presented immediately during an immediate maintenance session or after the survey has
been completed in order to determine the required maintenance issues to be handled.
3.1 Requirement Baseline
These requirements outline a basic set-up for the system and follow a high-level discussion
approach.
❼ Develop a low-cost IR-UAV that can be used to survey a building envelope.
This need has risen from the fact that current IR-UAV technologies are very expen-
sive and require exclusive expertise to process [45], [46].
❼ The device should be able to give accurate temperature readings.
This in accordance to the accuracy of a mercury thermometer which is which has a
least count of 0.2➦C .
❼ The device should have live video streaming and save the video or data in a database.
The live video stream will help the pilot to accurately fly the UAV as well. The
stored data will be used for future processing.
❼ The entire system should cost less than R10 000.
In order for the system to be affordable to the general user. R10 000 was de-
cided as the appropriate figure of cost as in South Africa, this would be sufficient
to acquire a UAV of decent quality defined in terms of the requirements for this
experiment as well as insure that the general user in the construction industry can
afford it.
❼ The UAV must be able to maintain its height with the additional IR device attached.
❼ The IR device should have some form of stability control when attached to the UAV.
This to ensure that it provides stable images that can be thoroughly analysed.




❼ Smart algorithms should be developed that can detect, thermal bridges, cracks and
leaks.
❼ The system shall be able to be controlled between a within a visible range.
Generally, a figure of 100m is used as this will ensure that the UAV is far enough
to survey a high rise building and general local buildings, given that the tallest
building in South Africa is 172m high, and close enough that it is still visible to the
user.
❼ The system shall be able to transfer data wirelessly within the afore mentioned
visible range.
This is to ensure that the pilot can accurately see what is being surveyed and
if there are any obstructions in the flight path.
❼ The UAV shall be able to fly for at least 10 minutes.
The time of 10 minutes was chosen. The general, reasonably priced drone within
the budget has be found to have a battery life up to 18minutes when brand new.
Given the fact that batteries do lose their capacity over time and the fact that the
initial stages of the flight might be a bit shaky for the inexperienced pilot as well as
the fact that with the IR camera, there will be added mass on the drone, a figure of
10 minutes was chosen as this can still ensure a decent survey of a standard South
African building.
❼ The resolution of the IR camera shall allow for objects to be seen and identified
from at least 10m away.
❼ The temperature range of the IR camera shall be between -10➦C to 60➦C.
This temperature range was chosen due to weather conditions in SouthAfrica which
boasts an ambient air temperature that generally ranges between -8➦C and 45➦C. An
increase of 60➦C was chosen due to hot water pipes in buildings that exhibit tem-
peratures of 50➦C and upwards [47]. In addition, analysis will be done on buildings
that are cooler inside than outside and vice versa. The analysis should therefore
take into account the time of day at which the survey is being done.
❼ The UAV and it’ s load shall weigh no more than 1.5kg.





These requirements dictate how the system will be able to accomplish its functions.
Table 3.1: Table showing the Functional requirements for the proposed IR-UAV set-up.
Index Requirement
F1 The system shall be portable and ready to use.
F2 The system shall be able to survey buildings of all shapes and sizes.
F3 The system shall be usable for a finite amount of time.
F4 The system shall be able to take an optical and a thermal image.
F5 The system shall be controllable by an operator.
F6 The system shall be capable of detecting cracks and heat-bridges.
F7 The system shall be relied upon for temperature measurement.
F8 The system shall store all data on board.
F9 All data shall be processed in real-time after the survey has been completed.
F10 The system shall be able to indicate distance from the observed structure.
F11 The system must be able to take clear and stable images.
F12 The system must support it’s weight and additional components.
F13 The system shall not be operated in cloudy or rainy weather as well as windy conditions.
3.3 Performance Requirements
These requirements dictate how well the system will be able to accomplish its functions.
Table 3.2: Table showing the Performance requirements for the proposed IR-UAV set-up.
Index Requirement Mapping
P1 The system shall be usable for at least 10min at a time. F3, F12
P2 The resolution of the IR camera shall be, at a minimum, 320 x
240.
F4, F11
P3 The system shall be controlled wirelessly, by an operator, up to
at least 100m.
F1, F2, F5
P4 The IR camera shall have a temperature range between -10➦C
and 60➦C.
F4, F11
P5 The data processing shall be done within a frame of 30min after





These requirements indicate how the system will be designed so as to meet its require-
ments.
Table 3.3: Table showing the Design requirements for the proposed IR-UAV set-up.
Index Requirement Mapping
D1 The system should require little to no technical expertise. F1, P3
D2 The system shall weigh less than 1.5kg. F12
D3 The design shall contain two cameras. F4, F6, F7
D4 The system shall have a gimbal for stabilization. F11
D5 The system shall contain a distance sensor. F10
D6 The system shall have an on board microprocessor. F4, F8, F10
D7 All processing shall be done on PC via image processing
algorithms.
P5
3.5 Acceptance Test Procedures (ATP)
The ATP’s will be the final point of call in the design process. The completion of these
tests will indicate if the prototype is to be successful or not.
Table 3.4: Table indicating the Acceptance Test Procedures for the proposed IR-UAV set-
up.
Index Test Procedure Mapping
A1 The system will we weighed after it is assembly. D2, F12
A2 A range test for operability shall be conducted. P3
A3 A flight test shall occur to monitor the time the drone can be
tested for.
P1
A4 Specifications shall be checked when deciding on the thermal
camera for use.
P3, P4
A5 Images shall be processed to determine the area of a known
anomaly.
F6
A6 Images shall be processed to determine the number of anomalies
present in a known environment.
F6, D7
A7 The IR camera shall be validated against a thermometer as a
means for accurate temperature measurement.
F7
A8 Images shall be processed to determine the average temperature





This section indicates the boundaries in which the project was to made plausible.
❼ Cost: R10 000.
❼ Time for project completion: 10 - 14 months.
❼ Procurement time, given the unreliability of the South African Postal system.
❼ Time available for system testing. Considering weather and daylight.
❼ Exchange rates for procurement.




This section contains 3 subsections, namely: Conceptual Design, Device selection and
Segmentation Algorithm Selection. The first deals with a general design philosophy of
the system to be used for this project as well as the integration of the different systems.
The second section focuses on the selection process of the components needed to meet the
user requirements and the third section focuses on a comparison of the different algorithms
to be used for the image processing of this project.
4.1 Conceptual Design
This section provides the general philosophy for the prototype that will be operated in
order to meet the user requirements. It provides a basic block diagram outlook at the
system of operation as well as an explanation for the blocks.
Figure 4.1: General design philosophy of the Quadcopter and IR camera used for the
prototype of this project.
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As seen in Figure 4.1, the operational system is made of two main blocks, namely: In-
struments and Processing. The instrument block consists of two parts: The quadcopter
drone and the IR camera. The drone will be used to move the camera around so that the
surveying can take place.
The processing block contains four blocks. This block represents a computational body
that is capable of processing the images. For this project, the processing will be done on
a PC, but for future cases, it is possible for the processing to be done on board the drone
on a microntroller with a highly reliable GPU. Currently, the four blocks in the processing
block are:
Image Conversion - This takes the current image and converts it to a form that makes
the processing simpler or ensure that specific features are brought out in the image so that
processing can be simpler or produce better results. Examples of this can be changing a
colour map or blurring to a certain extent.
Segmentation - This takes place on the image after it has been converted to a form
that emphasize specific features. The main focus of segmentation is to extract particular
information from an image via a number of different techniques that are discussed in
detail further in.
Binarization - This is the process of converting the intensities of the image to either
a 1 or a 0 so that certain features stand out with maximum contrast and further process-
ing becomes simpler.
Manipulation / Calculation - This is generally the last step in the image process-
ing process. It generally involves a calculation based on the number of bits in a specific
region so as to physically extract data from an image or it involves a manipulation of the
number of bits in the image so that a desired result may be reached.
4.2 Device Selection
In this section an in-depth comparison is given to support the selection of the hardware
blocks used in order to meet the user requirements. Firstly, a comparison will be given
between the different IR cameras available and then a comparison between them so as to
ensure that the user requirements are met.
Secondly, the different drones that are currently available on the market and within the
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cost constrained will be compared before looking at the differences between their points
of operation and weighing up the differences so that the optimal drone may be selected
and used for the meeting of the user requirements.
4.2.1 Infra-red Cameras
In order to design a system that will meet the general user requirements, a thorough
investigation needs to be carried out with regards to determining the correct sensors,
processors and drones for this project.
Table 4.1: Table indicating the specifications of various thermal cameras.
Name Res Temp Range Conn. FOV Price
Seek thermal [48] 206x156 -40 : 330 µ-USB 36o x 36o R2500
AMG8833 [49] 8x8 0 : 80 I2C 60o x 60o R500
FLIR Lepton3 (chip)[50] 160x120 -10 : 65 SPi 56o x 71o R2900
FLIR 1 [51] 80x60 -20 : 120 µ-USB 50o x 38o R4200
FLIR 1 pro [52] 160x120 -20 : 400 µ-USB 50o x 38o R7100
HT-02 (hand-held) [53] 60x60 -20 : 300 SD card 20o x 20o R2250
FLIR DUO [54] 160x120 -20 : 60 HDMI 57o x 44o R14 000
FLIR VUE [55] 336x256 -20 : 50 - 25o x 19o R25 000
Yuneec Typhoon [56] 198x128 -10 : 180 USB 115o x 115o R21 650
Zenmuse XT [57] 640x512 -10 : 40 µ-SD 90o x 69o R122 560
As seen in Table 4.1 above, the specifications of the different thermal cameras can be
seen, however, these do not give one an intuitive feel for what the actual size that is
represented by the image that is seen. In order to get this understanding, one chooses a
defined distance from the target, in this case it is called the operational diameter. Using
the field of view angle, together with the pixel resolution, the Formula (4.1) below can be
obtained to calculate the actual image that will be represented by one pixel of the chosen
thermal camera. This helps one to get a feel for the type of detail that can be seen from
an image. A depiction of this formulation is indicated in Figure 4.2 below.
Figure 4.2: A geometrical interpretation of equation 1.
Area per pixel =






OD = Operational Diameter [m]
HFOV = Horizontal Field of View [➦]
VFOV = Vertical Field of View [➦]
number of pixels = pixel length x pixel height
Given the formula above, the area per pixel can be determined for all IR cameras as
seen in Table 4.2 below:
Table 4.2: Table indicating the specifications and area per pixel of various thermal cameras.
Thermal Camera Operational Diameter
Name 0.5m 2m 5m
A [m2] A/p [mm
2
p
] A [m2] A/p [ cm
2
p




Seek thermal 0.10 3.1 1.6 0.5 10 3.1
AMG8833 0.32 5000 5.12 800 32 5000
FLIR Lepton3 (chip) 0.38 19 6.08 3.16 38 19
FLIR 1 0.16 33 2.56 5.3 16 33
FLIR 1 pro 0.16 8.3 2.56 1.3 16 8.3
HT-02 (hand-held) 0.03 8.3 0.48 1.3 3 8.3
FLIR DUO 0.17 8.9 2.72 1.4 17 8.9
FLIR VUE 0.04 0.4 0.64 7.44 4 0.4
Yuneec Typhoon 2.46 9.7 39.36 15 246 9.7
Zenmuse XT 0.69 2 11.04 0.33 69 2
It should be noted that the camera with the smallest area per pixel will indicate the most
detail per pixel. Whilst the FLIR VUE has the smallest value of 0.4 at 5m, it exceeds
the budget constraints. The Zenmuse XT with a value of 2 at 5m is second, however,
this also exceeds the budget constraints. The final decision was to choose between the
Seek Thermal, FLIR Lepton 3 and FLIR 1 as these were in budget constraints. It was
later found that the FLIR 1 pro utilized the Lepton 3 chip together with it’s proprietary
software, thus resulting in the high price. The FLIR 1 utilized the Lepton 2 as well as
filtering software which helps to provide a clear IR image.
On doing further research, although the FLIR 1 had a larger pixel per area value than
the Seek Thermal, it utilizes as particular filtering software that enhances the infra-red
resolution and contrast with fusion that takes the IR image and an optical image of the
same object. It passes the IR image through a low pass filter in order to smoothen the
image and remove noise. It then passes the optical image through high pass filter in order
to get outlines and contours of the target object to present themselves. These two images
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are then fused to provide a more defined object. The process flow of these images is seen
in the Figure 4.3 below[58]:
Figure 4.3: Process flow of the infra-red resolution and contrast enhancement with fusion.
[58]
Where:
301 = Visual image
302 = Infra-red image
303 = Sampling Process
304 = High pass filtered optical image
305 = Low pass filtered IR image
306 = High resolution noise
307 = Fused image
(a) FLIR 1 IR image. (b) SEEK Thermal IR image.
Figure 4.4: FLIR 1 (a) and SEEK Thermal (b) IR images of a target object. [59]
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As seen in Figure 4.4, the FLIR image clearly indicates a much better defined object where
the contours of the target object are clearly seen in comparison to the SEEK Thermal
image.
It was therefore decided to purchase the FLIR 1 IR camera for the completion of the
experiments, however, due to export regulations, this could not be possible. The FLIR
cameras were only exportable to a particular group of countries under U.S. export regula-
tions, this was due to the fact that the FLIR Lepton integrated circuit used in the FLIR
1, was also used in military equipment. The only option left was to purchase the SEEK
Thermal, with a value of 3.1 for the 5m operational diameter as it is within the budget
constraints, however, only the Compact version was shipped to South Africa.
4.2.2 Drone selection
Drones were decided upon above fixed wings due to the fact that the drone can be kept
stationery and offers a lot more control in terms of the application of thermography. There
are also many supporting technologies available with drones which will be useful for the
purpose of this project. Table 4.3 below shows the specifications of the various chosen
drones to decide from, where the price is given is South African Rand, “Res” is the optical
resolution “ft” is flight time, “S” is the speed, “R” is the operational range and “M” is the
mass of the drone. The drones in Table 4.3 below have already been through a filtering
process whereby those within budget and with gimbals for image stabilisation have been
selected.
Table 4.1 indicates the specifications of the selected drone batteries for the Ir-Drone
set-up where “C” is Capacity in milliamp hours and whilst these batteries are fixed to
the above described drones, one can change the battery of the drone in order to meet the
desired specifications.




Figure 4.6: An image of the DJI Spark Drone, which could be used for the purpose of
surveying [61].
Figure 4.7: An image of the Up Air One Drone, which could be used for the purpose of
surveying [62].
Table 4.3: Table indicating the specifications of selected drones for the IR-Drone set-up.
Name Price Res R (m) ft(m) Gimbal S (kph) M (g)
DJI Phantom [60] 5000 4000x3000 1000 25 Y 56 1216
DJI Spark [61] 6000 3968x2976 100 16 Y 36 300
Up Air One [62] 3800 4896x3264 1000 19 Y 50 1350
Table 4.4: Table indicating the specifications of selected drone batteries for the IR-Drone
setup.
Name C(mAh) Volts Type Energy(Wh) Mass(g) temp(➦)
DJI Phantom [60] 4480 15.2 LiPo4S 68 365 5 - 40
DJI Spark [61] 1480 11.4 LiPo3S 16.87 95 5 - 40
Up Air One [63] 5400 11.1 LiPo 59.94 326 -
In addition to the Tables 4.3 and 4.4 above, there are various parameters that need to
be taken into account which will aid in the process of drone selection. Such parameters
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include upward thrust, blade pitch, blade revolution, amp discharge of the battery and
battery capacity. These parameters are represented in the formulas below and will be
read off the plots to provide a solution to the selection of the drone.
As per [64], the flight time of a drone can be approximated as follows:





FT = Flight time [m]
BC = Battery Capacity [mAh] - Defined as the maximum amount of energy that can be
extracted from a battery.
BD = Battery Discharge [h] - A phenomenon whereby energy is discharged from a battery
without any physical connection and is typically valued at 80%
AAD = Average Amp Discharge [A] - Dependant on motor and load specifications.
If this formula is arranged so that a chosen AAD is decided upon by using the value
the general value of available drone motors , we see that BC becomes the independent
variable and that FT becomes the dependant variable. It will appear that the relationship
is linear as seen It can be seen that the relationship between flight time and battery ca-
pacity starts of linear, however due to the finite capacity of the battery and the increased
weight associated with increasing the capacity of the battery, the linear relationship tends
to taper off and in turn form a curve that settles.
Figure 4.8: A plot showing the relationship between battery capacity and flight time.
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Due to the fact that the battery capacity generally ranges from 2200mAh to 5400mAh
for medium sized drones such as the chosen one for this project, an average battery ca-
pacity of 3800mAh was used for the purpose of getting a singular plot and allowing one
an intuitive feel for the relationship between flight time and average amp draw.
Figure 4.9: A plot showing the relationship between Average Amp Draw and flight time.
As seen in Figure 4.8, the formula will dictate a linear relationship as shown in blue,
whilst the realistic relationship between flight time and battery capacity will be indicated
by the green line and tapers. Figure 4.9 dictates a more hyperbolic relationship between
flight time and average amp draw. As a sanity check, if one has a a battery that can
supply an infinite amount of power and has no draw, one can expect the drone to an
infinite amount of flight time, however, as the draw increases, the flight time will decrease
given the finite power of the battery.
It is worth noting that the plot shown in Figure 4.10 above can be used to explain the
relationship between flight time, average amp draw and battery capacity. The plot is also
related to those in Figures 4.8 and 4.9 above.
The Github link provided indicates how the plot were drawn https://github.com/
NaadirV/IR_DRONE_WORK/blob/master/Codes/Drone_Plots.ipynb
4.3 Segmentation Algorithm Selection
In this Section, we explore and select the algorithm that will be used for the automatic
segmentation of the images during the image processing of the target Infra Red images.
The segmentation will be tested against a hole of known size and distance from the camera.
The infra-red images will be taken of the hole from 750mm and 3750mm respectively.
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Figure 4.10: A 3-Dimensional plot indication the plot of Flight time in minutes with
respect to Average Amp Draw in amps and Battery Capacity in Amp Hours.
The area will then be calculated from the number of pixels after the segmentation is
completed, in combination with Formula 4.1. An error will then be calculated between
the actual size and the calculated size in question. The segmentation that results in the
lowest combined error of the images taken from the two distances will then be chosen as
the method for segmentation.
All the algorithms were implemented using Python on the Jupyter Notebook as well
as many libraries such as OpenCV, Sci-kit learn, Numpy, Scipy and Pyteseract. All
codes used can be accessed via the Github links attached in Appendix A. The discussed
algorithms based on available subroutines will be:
❼ Global Thresholding.
❼ Adaptive Thresholding using Otsu’s Method.
❼ Edge-Based Segmentation.
❼ Region-Based Segmentation.
To see the code used to execute these algorithms, please click on the url provided https://
github.com/NaadirV/IR_DRONE_WORK/blob/master/Codes/Segmentation_Methods.ipynb
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4.3.1 Global Thresholding
A flow chart diagram for the Global Thresholding algorithm is shown in Figure 4.11.
Parts of the code that was used for this algorithm were adapted from [65]
Figure 4.11: Figure showing a flow chart of the Global thresholding algorithm used for
image segmentation.
Whilst the algorithm can be used to achieve good results based on user requirements, it
requires the input of a threshold value which will differ between images depending on the
desired results.
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4.3.2 Adaptive Thresholding using Otsu’s Method
A flow chart diagram for the Adaptive Thresholding algorithm is shown in Figure 4.12.
Parts of the code that was used for this algorithm were adapted from [66]
Figure 4.12: Figure showing a flow chart of the Adaptive thresholding algorithm using
Otsu’s Method used for image segmentation.
As in the case of the Global thresholding algorithm, this algorithm can produce great
results, however, unlike the Global thresholding algorithm that has one degree of freedom,
this algorithm has two degrees of freedom, namely the window size and the offset value.
In addition, given large window sizes, the algorithm tends to take more time to process.
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4.3.3 Edge-Based Segmentation
A flow chart diagram for the Edge-Based Segmentation algorithm is shown in Figure 4.13.
Parts of the code that was used for this algorithm were adapted from [67]
Figure 4.13: Figure showing a flow chart of the Edge-Based Segmentation algorithm used
for image segmentation.
The advantage of the algorithm is that it has no degrees of freedom, thus using it for
automatic segmentation is ideal. However, it has been known to not be very robust and
fill in the incorrect holes.
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4.3.4 Region-Based Segmentation
A flow chart diagram for the Region-Based Segmentation algorithm is shown in Figure
4.14. Parts of the code that was used for this algorithm were adapted from [67]
Figure 4.14: Figure showing a flow chart of the Region-Based Segmentation algorithm
used for image segmentation.
This method can result in excellent segmentation of the image and is fairly robust, how-
ever, it requires an input from the user for the markers to be used as a threshold.
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4.3.5 Segmentation Results
The images were captured, compared and processed. The areas were calculated and
compared to a hole of 60mm diameter with a calculated area at known distances of
750mm and 3750mm respectively. The Tables and Figures below indicate the results of
the test.
Figure 4.15: Figure showing the original IR image taken of the 60mm diameter hole taken
at 750mm away.
(a) Global Thresholding. (b) Adaptive Thresholding.
Figure 4.16: Images of (a) Global and (b) Adaptive Thresholding applied to the IR image
of the 60mm diameter hole taken at 750mm away.
(a) Edge-Based Segmentation. (b) Region-Based Segmentation.
Figure 4.17: Images of (a) Edge-Based and (b) Region-Based Segmentation applied to the
IR image of the 60mm diameter hole taken at 750mm away.
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Table 4.5: Table indicating the results of image segmentation methods after taking thermal
images with the Seek thermal Compact of an illuminated hole of 60mm diameter size taken
at 750mm away.
Param Actual Global Local Edge Region
Area [mm2] 2827.43 4076.43 59152.62 18.41 4076.43
Error [%] 0 44.17 1992.10 99.34 44.17
Radius [mm] 30 36.02 137 2.42 36.02
Figure 4.18: Figure showing the original IR image taken of the 60mm diameter hole taken
at 3750mm away.
(a) Global Thresholding. (b) Adaptive Thresholding.
Figure 4.19: Images of (a) Global and (b) Adaptive Thresholding applied to the IR image
of the 60mm diameter hole taken at 3750mm away.
(a) Edge-Based Segmentation. (b) Region-Based Segmentation.
Figure 4.20: Images of (a) Edge-Based and (b) Region-Based Segmentation applied to the
IR image of the 60mm diameter hole taken at 3750mm away.
Given the results as seen in Tables 4.5 and 4.6, it can be noted that the smallest errors
were seen with the Global thresholding and the Region segmentation methods for the im-
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Table 4.6: Table indicating the results of image segmentation methods after taking thermal
images with the Seek thermal Compact of an illuminated hole of 60mm diameter size taken
at 3750mm away.
Param Actual Global Local Edge Region
Area [mm2] 2827.43 465.19 1504378.97 0 465.19
Error [%] 0 83.54 531.07 100 83.54
Radius [mm] 30 12.17 2173.97 0 12.17
age processing. The reasons for the errors being the same in both described methods was
due to the fact that the values of intensity in the image ranged from 0 to 1. A threshold of
0.65 was then chosen as it could be seen on the histogram to produce the best results. this
value was then also used of the Region-Based Segmentation algorithm as a value for the
markers. Hence the same value for a threshold was used in the Region-Based algorithm,
resulting in the same pixels being segmented.
Given the results, it further added to produce a segmented radius which indicates the
size of the radius as calculated from the segmented image. An error of 6.02mm is not
excessively big, (only a 20.67%) when focusing on a radius of 30mm. In addition, given
the fact that the system will be focusing on inefficiency in a building structure, the size
of the error, being larger than the original, will cause for a warning flag to be raised in
the structure, hence it will add cause for concern on the anomaly.
The accuracy of the algorithm appears to decrease as the image is taken from further
away, but this can only be validated when more images are taken as well as images taken
of different size anomalies. The main focus at this point would be to find an algorithm
that can dictate a value that can be used as the threshold so that one can make the area
detection algorithm automatic.
A possible look into this started with optimization algorithms as the idea was that one
could use such an optimization algorithm to produce a figure that could be used as a
threshold, given a function that needed to be optimized. The function that was looked
into was that of Shannon Entropy which will be discussed in the Automatic Segmentation




The experiment design section focuses on the design of the experiments that will be used
to validate the project and serve to an extent as the Acceptance Test Procedures (ATPs)
for the validation of the possible prototype and project.
5.1 Sensor Validation
The experiments in this section provide one with the Acceptance Test Procedures used to
validate the IR camera as a sensor that can be used for accurate temperature measure-
ment.
5.1.1 The temperature accuracy test
The aim of this experiment is to ensure the accuracy of the used thermal camera and its
reliability in its temperature readings with at worst, a correspondence that falls within
the limits of the devices accuracy and tolerance as per its datasheet.
Apparatus:
This experiment requires the use of an IR camera, a calibrated mercury thermometer
with a least count of 0.2➦C and a temperature controlled environment. The Seek Thermal
Compact Infra Red camera was the camera used of this experiment. As mentioned pre-





The thermometer will be placed in an environment and a reading of the temperature will
be taken. It will be used as the control as has been found to be extremely accurate.[68]
[69] Simultaneously, a picture will be taken using the IR camera and the temperature will
be recorded. The experiment shall be completed by measuring one hundred points of the
temperature of:
❼ Ice.
❼ Water allowed to stand at room temperature.
❼ Hot water.
❼ A corner of a personalized computer monitor.
The temperature reading from the IR camera and temperature from the thermometer
shall then be compared using statistical methods with Python on The Jupyter Notebook
whilst using the SCIPY and Pandas libraries.
(a) Optical image. (b) Thermal image.
Figure 5.1: Optical (a) and Thermal (b) images of the mercury thermometer tested in a
cup of ice.
Controlled Variables:
❼ The item from which the temperature to be measured.
❼ The number of samples to be measured.
❼ The environment in which the measured samples are placed.
General Assumptions:




(a) Optical image. (b) Thermal image.
Figure 5.2: Optical (a) and Thermal (b) images of the mercury thermometer in water at
room temperature which was kept constant at 21➦(C)
(a) Optical image. (b) Thermal image.
Figure 5.3: Optical (a) and Thermal (b) images of the mercury thermometer in previously
boiling water in a cooling stage
(a) Optical image. (b) Thermal image.
Figure 5.4: Optical (a) and Thermal (b) images of the mercury thermometer placed against
a PC screen at 35➦(C).
Expected Results:
If the general assumptions above are true, it should be found that the temperature reading
from the thermometer and the IR camera are very similar, if not the same: They should
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be within the bounds of accuracy as stated by their respective datasheets.
Actual Results:
As seen on the Seek Thermal Compact datasheet [48], the thermal accuracy was specified
to be 0.5➦C within range of the measured temperature on the IR camera. Out of a total
of 400 points, 19 were not in the 0.5➦C as described by the datasheet.
(a) Scatter plot of the Ice test. (b) Scatter plot of the Room temperature test.
Figure 5.5: Scatter plots showing the temperatures recorded from the mercury thermometer
and IR camera of the (a) Ice test and (b) Room temperature tests respectively.
(a) Scatter plot of the Hot water test. (b) Scatter plot of the PC screen test.
Figure 5.6: Scatter plots showing the temperatures recorded from the mercury thermometer
and IR camera of the (a) Boiling water test and (b) PC screen tests respectively.
As seen in the Figures 5.5 and 5.6 above, there are three linear curves on each plot. The
middle curve (blue) indicates the ideal correlation of y = x whilst the upper curve (or-
ange) indicates the upper bound of y = x + 0.5 and the lower curve (green) indicates the
lower bound of y = x - 0.5. This will give one a better idea of the errors in each test. One
should also take note that each dot signifies one data point and in most of the figures,
the dots overlap, thus indicating a more condensed blue colour for overlapping of points.
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In order to prove that the IR camera is accurate and can be relied upon for temperature
readings, one has to look at statistical measures between the means of the data recorded
from the thermometer and that recorded from the IR camera.The data was split into two
sets: that of the temperature recorded from the thermometer and that of the temperature
recorded from the IR camera.
(a) Histogram of thermometer temperatures. (b) Histogram of IR camera temperatures.
Figure 5.7: Histograms showing the frequency of temperatures recorded from the mercury
thermometer (a) and IR camera (b) respectively.
Figure 5.8: Histogram plot showing the overlay of data from (a) and (b) of figure 5.7
above.
The paired T-test would be used to determine if the means of the data come from the
same or similar sample set and would indicate the difference between them. The re-
latedness of the means of the data would therefore indicate whether or not the data
from the IR camera can be used as a suitable measure for temperature. The paired T-test
was chosen due to the fact that both the samples came from the same temperature source.
The Wilcoxon rank test is very similar to the T-test in that it measures if the differ-
ence between statistical measures of two sets are zero. However, unlike the mean in the
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T-test, the Wilcoxon rank test looks at the medians of the two samples.
The test works on data with at least more than 30 samples where normal distribution is
not assumed. It commence by finding the difference between the two data sets and then
the absolute difference between them. These are then ranked from smallest to largest.
Both the ranks of the negative differences and the positive differences are summed sepa-
rately. The lowest sum is then taken to be your W-statistic.
The W statistic is compared with W statistic critical values from standard tables. how-
ever, for a large number of samples, the Z distribution is used and followed.
For a 2 sided distribution, with an alpha level of 0.05, the corresponding Z scores as
per a standard table will be -1.96 on the left and 1.96 on the right. Thus, if the calculated
Z score is less than -1.96 or greater than 1.96, the null hypothesis is rejected.
In order to conduct the paired T-test, the data needed to be normally distributed, this
was to be confirmed using the Shapiro-Wilk normality test. The test returns a W value
and a P value where W is the W statistic and P is the the probability that the data would
have been generated by a normal distribution.[70].If the p-value is less than the chosen
alpha value which is equal to 0.05, one can reject the null hypothesis of normality of the
data with a 95% confidence. If the test is passed, one can conclude that there was no
significant departure from normality.










n - sample size
x - individual sample points
x - mean of the sample
ai - Shapiro-Wilk constant
The results of the test were as follows:
The paired T-test returns two results, a t statistic and a p-value. The t statistic is a
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Table 5.1: Table indicating the results of the Shapiro-Wilk test for the mercury thermome-
ter and IR camera temperature readings.
Measure Thermometer (Control) IR Camera
W 0.89789 0.89806
P 1.02567× 10−15 1.05775× 10−15
ratio between the difference between the groups and the difference within the groups,
therefore, if the t - value is small, it would suggest that two groups of data are similar
and if the t-values are large then the groups of data are different. The p-values represent
the probability that the results from the sample occurred by chance [71].
















D - Sum of differences between thermometer and IR camera readings.
N - Sample size.
The results of the test were as follows:
T-statistic = -5.68309
p-value = 2.55624× 10−8
The effect size is simply a method of quantifying the size of the difference between groups
of data [72].
For the effect size:
Effect size =
[Mean of IR camera data]− [Mean of Thermometer data]
Standard Deviation of Thermometer data
(5.3)
Effect Size = 0.00383
57
5.1. SENSOR VALIDATION




[sgn(x2,i − x1,i) ·Ri] (5.4)
Where:
W - W statistic
Nr - Reduced sample (excluding |x2,i − x1,i|)
Ri - The rank
sgn - The sign function
The test was carried out on each of the 4 sets of data and then on all the data points
together. The results were as follows:
Table 5.2: Table indicating the Wilcoxon Rank statistics calculated from each of the tem-
perature validation experiments as well as all the experiments combined.







As seen from Table 5.1 above, the p-values are many magnitudes smaller than 0.05,
thus rejecting the null hypothesis of normally distributed data. However, due to the fact
that it is known that temperature is a continuous quantity, the data can be assumed to
be normally distributed. This assumption allows one to use the paired T-test.
The results from the T-test above indicate that the data recorded from the IR camera
and thermometer are quite different. This is seen by the relatively large t-scores which
dictate that the samples are 5.68309 times different from each other. If one compares the
calculated t-value to that of a t-value in the standard t-value table at an alpha level of
0.001 with degrees of freedom being 399 [73]. The calculated value of 5.68309 is greater
than 3.111 and the p-value is much smaller than the alpha value.This in turn suggests
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that there is less than 0.001% chance that the two distributions belong to the same sample
population.
Looking at the effect size, one can conclude that the average value of the IR camera
temperatures is 0.00383 standard deviations above the average temperature in the ther-
mometer sample. This value is very small, indicating the closeness of the means of the two
samples, thus suggesting that the IR camera can be trusted for temperature measurement.
Since the above tests have a large number of samples where n < 30 (n = 100) we will still
use the Z-distribution, thus our critical value will still remain -1.96 on the left and 1.96
on the right.
❼ For the Ice test Zcalc > Zstandard, -0.837 > -1.96 thus the null hypothesis is not
rejected and the difference between medians is indeed 0.
❼ For the Room test Zcalc < Zstandard, -10.52 < -1.96 thus the null hypothesis is
rejected, suggesting a difference between the medians.
❼ For the PC test Zcalc < Zstandard, 0.093 < 1.96 thus the null hypothesis is not
rejected and the difference between medians is indeed 0.
❼ For the Boiling test Zcalc < Zstandard, 0.051 < 1.96 thus the null hypothesis is
rejected and the difference between medians is indeed 0.
❼ For the overall combination of data Zcalc > Zstandard, -1.405 > -1.96 thus the null
hypothesis is rejected and the difference between medians is indeed 0.
This then causes one to question why there were 19 measurements not within the specified
0.5➦(C) tolerance as stated on the Seek Thermal datasheet - A possible explanation for
this could be due to the fact that the IR camera uses a colour calibration method to
detect the temperature of the object it is pointed at. Seeing as the effect size between
the IR camera data and the thermometer data were very small, one can conclude that
the IR camera might not have been correctly pointed at the surface point at which the
thermometer was measuring. Thus suggesting that the error in temperature readings was
due to human error and not and error in calibration.
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5.2 Infra-Red Camera Testing
The tests compiled in this section enable one to understand the limitations as well as
capabilities of the IR camera used. The first experiment focuses on using the thermal
images to detect anomalies. The second test looks at the ability to use IR images to
detect the size of an anomaly and the third test is directed towards using the IR images
to detect temperature and validate insulating in newer buildings as being more efficient
than those in older ones.
5.2.1 The detection test
The aim of this experiment is to understand the limitations of thermal imaging in crack
detection and to develop an algorithm that can detect anomalies and if so, state the
number of anomalies. This experiment will also serve as a justification to show that one
can use a low cost camera with a lower resolution to extract similar data to a high cost
camera with a higher resolution.
Apparatus:
This experiment requires the use of 2 IR cameras and an insulating material placed in
front of a heat source. The Seek thermal Compact and Testo 882 with resolutions of 206
x 156 and 640 x 480 respectively will be used. The insulating material, which in this case
is a glazed ceramic tile will have holes of varying diameter drilled through it. The holes
range in diameter from 3mm, 5mm and 8mm on 1 tile, to 10mm, 14mm and 16mm on
the other tile. The tile will be faced with the glazed side facing inward so as to reflect the
light and only allow heat through the holes in order to give the best possible result.
Procedure:
Thermal images will be taken with both thermal cameras as seen in Figure 5.9 at distances
of 750mm, 1750mm, 2750mm, 3750mm and 4750mm from the insulated box as seen in
Figure 5.10, of the holes whilst the interior temperature will remain constant. distance of
750mm was chosen as the initial starting point as it is found that most cameras on drones
can focus on object as close as 500mm [74]. Thus 750mm was chosen to ensure that a
general drone could focus on the object whilst still not bumping into it if control is not
optimal. The thermal images of the Seek Thermal Compact will then be processed using
the selected image segmentation algorithm and a comparison of the processed images and
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(a) Seek Thermal Compact. (b) Testo 882 Thermal imager.
Figure 5.9: The two thermal cameras, not to scale, used for this experiment (a) Seek
Thermal compact 206x156 and (b) Testo 882 thermal imager (640x480).
Figure 5.10: The physical setup for experiment 2.
the images of the Testo 882 will be conducted in order to reach a conclusion of whether
a thermal camera with a lower resolution can be used to acquire the same or similar results.
Controlled Variables:
❼ Interior temperature of the controlled environment.
❼ Distance at which the image is taken.
General Assumptions:
The external temperature will be uniform and constant.
Expected Results:
It is expected that on a colour thermal image, the holes will appear brighter than the
surrounding material as these would indicate the release and escape of thermal energy.
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Actual Results:
(a) Tile with larger holes from 750mm. (b) Tile with smaller holes from 750mm.
Figure 5.11: Optical images showing the tiles used for experiment 2 with (a) 16mm, 14mm
and 10mm and(b) 8mm, 5mm and 3mm respectively.
As seen in Figure 5.11, The insulating material used was a 5mm thick ceramic tile with
glazing. A tungsten light bulb was placed inside the box and used as the heat source. The
sides of the box were sealed off with silicone so as to maximize the heat exiting through
the holes.
Table 5.3: Table indicating the thermal images taken with both the Testo and Seek thermal
cameras at various distances of a tile with holes of 16mm, 14mm and 10mm diameters
respectively.
OD (mm) Testo Image Seek Image Processed Image
750
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It should be noted that a number of the processed images appear to be differently sized as
they have been cropped to remove unnecessary noise from the unfavourable surrounding
environments.
Table 5.4: Table indicating the thermal images taken with both the Testo and Seek thermal
cameras at various distances of a tile with holes of 16mm, 14mm and 20mm diameters
respectively.
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OD (mm) Testo Image Seek Image Processed Image
3750
Conclusions:
It can be concluded from Tables 5.3 and 5.4 above that at specific distances, the anoma-
lies are visible with both cameras and can be seen on the processed images, this is more
detailed in the Tables 5.5 and 5.6 below where:
❼ Clearly Visible - 3 separate, well defined holes can be seem
❼ Visible - 3 holes can be seen, but appear distorted.
❼ Partially Visible - Not all holes are well defined or detected, but there is evidence
of a hole being visible.
❼ Not Visible - There is no evidence of holes present.
❼ Good Detection - 3 well defined holes are seen in the processed image.
❼ Detection - 3 holes are seen in the processed image, but are subjected to some
deformity or noise.
❼ Partially Detected - Not all holes are well defined or detected, but there is evi-
dence of a hole being detected.
❼ Not Detected - There is no clear evidence of any holes being detected.
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Table 5.5: Table indicating the results after taking thermal images with the Testo 882 Ther-
mal imager and the Seek Thermal Compact and processing of the Seek Thermal Compact
images of a tile with holes of 16mm, 14mm and 10mm holes drilled from left to right.
OD (mm) Testo Seek Processed
750 Clearly Visible Clearly Visible Good Detection
1750 Clearly Visible Clearly Visible Good Detection
2750 Clearly Visible Clearly Visible Detection
3750 Clearly Visible Visible Partially Detected
4750 Visible Not Visible Partially Detected
Table 5.6: Table indicating the results after taking thermal images with the Testo 882 Ther-
mal imager and the Seek Thermal Compact and processing of the Seek Thermal Compact
images of a tile with holes of 8mm, 5mm and 3mm holes drilled from left to right.
OD (mm) Testo Seek Processed
750 Clearly Visible Clearly Visible Good Detection
1750 Clearly Visible Clearly Visible Partially Detected
2750 Clearly Visible Visible Not Detected
3750 Partially Visible Not Visible Not Detected
In the greater aim of the project, when using a thermal camera on a drone, it is very
unlikely that one will be flying the drone further than 2m away from the target struc-
ture being surveyed given the resolution of the camera and the detailed area that can be
represented in one pixel at a distance of 2m , therefore the results are rather promising.
It should also be noted that the enclosure used in this experiment was made from 5mm
wood. During the course of the experiment, the structure would heat up and cause noise
to the image. In a more contextual situation of thick concrete being used, this might
result in better insulation, which should result in the anomaly standing out more.
All codes used ti generate plots in this section can be found here: https://github.
com/NaadirV/IR_DRONE_WORK/blob/master/Codes/Temperature_Results.ipynb
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5.2.2 The Area Test
The aim of this experiment is to understand the limitations of thermal imaging in crack
detection and to develop an algorithm that can calculate the area of a thermal anomaly
such as a hole with a maximum error 10%.
Apparatus:
This experiment requires the use of an IR camera and an insulating material placed
in front of a heat source. The Seek thermal Compact with a resolution of 206 x 156 and
will be used. The insulating material, which in this case is cardboard with holes laser cut
into it for accurate measurements. Each piece of cardboard will have 1 hole. The holes
on each piece of cardboard range in diameter from 10mm, 20mm, 30mm, 40mm and 60mm.
Procedure:
Thermal images will be taken with the Seek Thermal Compact at distances of 750mm,
1750mm, 2750mm, 3750mm and 4750mm from the insulated box as seen in Figure 5.10,
with the hole whilst the interior temperature or the setting will remain constant. The
thermal images of the Seek Thermal Compact will then be processed using the selected
image segmentation algorithm and the area of the selected hole will then be calculated
and compared to the area of the hole of the originally laser cut anomaly.
Controlled Variables:
❼ Interior temperature of the controlled environment.
❼ Distance at which the image is taken.
General Assumptions:
The external temperature will be uniform and constant.
Expected Results:
It is expected that on a colour thermal image, the holes will appear brighter than the
surrounding insulating material as these would indicate the release and escape of thermal
energy. It is also expected that calculated area will not be extremely accurate due to the
heating of the surrounding edges of the material which will distort the results as well as
due to the diffusion of heat from the hole being measured.
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Actual Results:
The Tables 5.7, 5.8, 5.9, 5.10 and 5.11 indicate the results of the experiment. They
show the original greyscale images and processed images after manual segmentation using
the Region-Based segmentation approach. The tables also indicate the calculated area
for the particular anomaly in question at the specified distances.
Table 5.7: Table indicating the thermal images and processed images taken with the Seek
Thermal camera at various distances of 750mm, 1750mm, 2750mm, 3750mm, 4750mm
of a 60mm diameter anomaly.
60mm Diameter Anomaly
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60mm Diameter Anomaly
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Table 5.8: Table indicating the thermal images and processed images taken with the Seek
Thermal camera at various distances of 750mm, 1750mm, 2750mm, 3750mm and 4750mm
of a 40mm diameter anomaly.
40mm Diameter Anomaly
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40mm Diameter Anomaly
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Table 5.9: Table indicating the thermal images and processed images taken with the Seek
Thermal camera at various distances of 750mm, 1750mm, 2750mm, 3750mm and 4750mm
of a 30mm diameter anomaly.
30mm Diameter Anomaly
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30mm Diameter Anomaly
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Table 5.10: Table indicating the thermal images and processed images taken with the
Seek Thermal camera at various distances of 750mm, 1750mm, 2750mm, 3750mm and
4750mm of a 20mm diameter anomaly.
20mm Diameter Anomaly
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20mm Diameter Anomaly
OD [mm] Seek Image Processed Image Area [mm2]
3750 1000.16
4750 3541.14
Table 5.11: Table indicating the thermal images and processed images taken with the
Seek Thermal camera at various distances of 750mm, 1750mm, 2750mm, 3750mm and
4750mm of a 10mm diameter anomaly.
10mm Diameter Anomaly
OD [mm] Seek Image Processed Image Area [mm2]
750 77.43
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10mm Diameter Anomaly
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It should be noted that a number of the processed images in the Tables 5.7, 5.8, 5.9, 5.10
and 5.11 appear to be differently sized. This is seen particularly for the images taken at
further distances due to the FOV capturing a larger area and including unwanted noise
in the image, therefore resulting in a cropped image which in turn, removed unnecessary
noise. Seeing that the experiment was focused at area detection only, the cropping out of
external noise can be seen to be within the scope of the experiment.
The tables to follow, namely Tables 5.12, 5.13, 5.14, 5.15 and 5.16 indicate the math-
ematical results obtained from the algorithm that calculates the area of the anomaly. In
addition, the tables also contain the theoretical diameter of the anomaly from the cal-
culated area. This value is given in order to give one a more realistic feel for what the
calculated error actually represents.
Table 5.12: Table indicating the results from the Area Test from the images in Table 5.7
taken with the Seek Thermal camera at various distances of 750mm, 1750mm, 2750mm,
3750mm and 4750mm of a 60mm diameter anomaly.
Distance [mm] 750 1750 2750 3750 4750
Actual [mm2] 2827.43 2827.43 2827.43 2827.43 2827.43
Calc [mm2] 4267.37 2363.31 3784.52 4140.22 3881.15
Error [%] 50.93 16.41 33.85 46.43 37.27
Diameter [mm] 73.71 54.85 69.42 72.60 70.30
Table 5.13: Table indicating the results from the Area Test from the images in Table 5.8
taken with the Seek Thermal camera at various distances of 750mm, 1750mm, 2750mm,
3750mm and 4750mm of a 40mm diameter anomaly.
Distance [mm] 750 1750 2750 3750 4750
Actual [mm2] 1256.64 1256.64 1256.64 1256.64 1256.64
Calc [mm2] 1860.98 1529.20 1934.64 2083.03 3308.93
Error [%] 48.09 21.70 53.65 65.76 163.32
Diameter [mm] 48.68 44.13 49.63 51.50 64.91
The figures to follow, namely Figure 5.12, 5.13 and 5.14 represent the data in Tables 5.12,
5.13, 5.14, 5.15 and 5.16 graphically. This graphical representation allows one to find a
trend in the errors obtained after the processed images area had been calculated. This
error can be graphically seen as the difference between the red and blue graphs.
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Table 5.14: Table indicating the results from the Area Test from the images in Table 5.9
taken with the Seek Thermal camera at various distances of 750mm, 1750mm, 2750mm,
3750mm and 4750mm of a 30mm diameter anomaly.
Distance [mm] 750 1750 2750 3750 4750
Actual [mm2] 706.86 706.86 706.86 706.86 706.86
Calc [mm2] 895.13 938.23 1114.65 1788.41 2056.68
Error [%] 26.63 32.73 57.69 153.01 190.96
Diameter [mm] 33.76 34.56 37.67 47.72 51.17
Table 5.15: Table indicating the results from the Area Test from the images in Table 5.10
taken with the Seek Thermal camera at various distances of 750mm, 1750mm, 2750mm,
3750mm and 4750mm of a 20mm diameter anomaly.
Distance [mm] 750 1750 2750 3750 4750
Actual [mm2] 314.16 314.16 314.16 314.16 314.16
Calc [mm2] 433.25 466.58 599.02 1000.16 3541.14
Error [%] 37.91 48.52 90.67 218.36 1027.18
Diameter [mm] 23.49 24.37 27.62 35.69 66.15
Table 5.16: Table indicating the results from the Area Test from the images in Table 5.11
taken with the Seek Thermal camera at various distances of 750mm, 1750mm, 2750mm,
3750mm and 4750mm of a 10mm diameter anomaly.
Distance [mm] 750 1750 2750 3750 4750
Actual [mm2] 78.54 78.54 78.54 78.54 78.54
Calc [mm2] 77.43 437.87 782.47 1067.36 2566.70
Error [%] 1.43 457.51 896.26 1259.00 3168.02
Diameter [mm] 9.93 23.61 31.56 36.86 57.17
(a) Line graph of 60mm Anomaly. (b) Line graph of 40mm anomaly.
Figure 5.12: Line Graphs showing the Actual Area (red) and the Calculated Area (blue)
for anomalies of (a) 60mm and (b) 40mm in diameter as taken from distances of 750mm,
1750mm, 2750mm, 3750mm and 4750mm respectively.
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(a) Line graph of a 30mm anomaly. (b) Line graph of 20mm anomaly.
Figure 5.13: Line Graphs showing the Actual Area (red) and the Calculated Area (blue)
for anomalies of (a) 30mm and (b) 20mm in diameter as taken from distances of 750mm,
1750mm, 2750mm, 3750mm and 4750mm respectively.
Figure 5.14: Line Graphs showing the Actual Area (red) and the Calculated Area (blue) for
anomalies of 10mm in diameter as taken from distances of 750mm, 1750mm, 2750mm,
3750mm and 4750mm respectively.
Conclusions:
The overall experiment can be said to be successful in that segmentation was possible
and the area of the images was calculated for all anomalies at all the specific, chosen dis-
tances. However, only 1 measurement, namely the tests of the 10mm diameter anomaly,
measured at 750mm, proved to be within the 10% error. The rest of the anomaly results
will be discussed individually below:
60mm Anomaly
When referring to Tables 5.7 and 5.12 and Figure 5.12 a, it is observed that the highest
error obtained, was for the closest measurement of 750mm, with an error of 50.93%. This
could possible be due to the fact that the anomaly was large and thus the diffusion of heat
could have been rapid, hence spreading out across a wide area which was captured in the
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image. Even though, the error was large, it resulted in a calculated diameter of 73.71mm,
which is only 13.71mm larger than the actual diameter of 60mm. The smallest error of
16.41% was observed at 1750mm. The reason for this is still not completely understood,
but one possible explanation might be due to the developed relationship between distance
and area per pixel as assumed.
Overall, a maximum of 13.71mm error, is not extremely large in comparison to the size
of the anomaly. In addition, having an overestimate will, in the greater essence of the
prototype, lead to more concern for the anomaly, hence a large anomaly size is not exactly
cause for concern at the moment unless one starts looking into energy loss readings, in
which case a more accurate reading will be needed. When looking at the general curve in
Figure 5.12 a, it appears as though the error increases with an increase in distance from
the object, with an exception for the last measurement at 4750mm. This is a result of
the poor resolution of the camera and possibly misunderstood distance/pixel relationships.
40mm Anomaly
When referring to Tables 5.8 and 5.13 and Figure 5.12 b, it is observed that the highest
error obtained, was for the furthest measurement of 4750mm, with an error of 163.32%.
This could possible be due to the fact that the anomaly was relatively large in terms of
the experiment and thus the diffusion of heat could have been rapid, hence spreading out
across a wide area. This, together with the poor resolution which was captured in the
image, resulting in a large error. This error resulted in a calculated diameter of 64.91mm,
which is only 24.91mm larger than the actual diameter of 40mm. Whilst this is big in
relation to the anomaly, it is still quantitatively small with regards to the experiment.
The smallest error of 44.13% was observed at 1750mm.
When looking at the general curve in Figure 5.12 b, it appears to generally follow a
similar pattern to that of part a, with the exception of the last measured point and like
part a, the error increases with an increase in distance from the object. This is a result
of the poor resolution of the camera and possibly misunderstood camera distance/pixel
relationships.
30mm Anomaly
When referring to Tables 5.9 and 5.14 and Figure 5.13 a, it is observed that the highest
error obtained, was for the furthest measurement of 4750mm, with an error of 190.96%.
This could possible be due to the fact that the anomaly was relatively small in terms of
the experiment (half the size of the largest) and the sides of the cut out might have also
been heating and thus added to the size of the anomaly detected via the segmentation
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algorithm. This, together with the poor resolution which was captured in the image,
resulting in a large error. This error resulted in a calculated diameter of 51.17mm, which
is 21.17mm larger than the actual diameter of 30mm. Whilst this is big in relation to
the anomaly, it is still quantitatively small with regards to the experiment. The smallest
error of 26.163% was observed at 750mm.
When looking at the general curve in Figure 5.13 a, the error increases with an increase in
distance from the object. This is a result of the poor resolution of the camera as well as a
smaller anomaly being detected together with background noise influencing the gradient
of the image and possibly misunderstood camera distance/pixel relationships.
20mm Anomaly
When referring to Tables 5.10 and 5.15 and Figure 5.13 b, it is observed that the highest
error obtained, was for the furthest measurement of 4750mm, with an error of 1027.18%.
This could possible be due to the fact that the anomaly was small in terms of the ex-
periment and the sides of the cut out might have also been heating due to the inability
of heat to escape and thus added to the inaccurate size of the anomaly detected via the
segmentation algorithm. This, together with the poor resolution and FOV effects which
were captured in the image, resulting in a large error. This error resulted in a calculated
diameter of 66.15mm, which is 46.15mm larger than the actual diameter of 20mm, more
than double. This is big, however, not excessively big in terms of the experiment. The
smallest error of 37.91% was observed at 750mm.
When looking at the general curve in Figure 5.13 b, the error increases with an in-
crease in distance from the object. The detection is also reasonable good until a distance
of 3750mm. This is a result of the poor resolution of the camera as well as a smaller
anomaly being detected together with background noise influencing the gradient of the
image and in addition, possibly misunderstood camera distance/pixel relationships.
10mm Anomaly
When referring to Tables 5.11 and 5.16 and Figure 5.14, it is observed that the highest
error obtained, was for the furthest measurement of 4750mm, with an error of 3168.02%.
This could possible be due to the fact that the anomaly was small in terms of the exper-
iment and the sides of the cut out might have also been heating due to the inability of
heat to escape and thus added to the inaccurate size of the anomaly detected via the seg-
mentation algorithm. This, together with the poor resolution which was captured in the
image, resulting in a large error. This error resulted in a calculated diameter of 57.17mm,
which is 47.17mm larger than the actual diameter of 10mm, more than 5 times the orig-
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inal. This is big, in terms of the experiment. The smallest error of 1.43% was observed
at 750mm. This is a rather impressive figure to achieve and was the only measure to be
within the 10% error as aimed for.
When looking at the general curve in Figure 5.14, the error increases with an increase in
distance from the object. This is a result of the poor resolution of the camera as well as a
smaller anomaly being detected together with background noise influencing the gradient
of the image and in addition, possibly misunderstood camera distance/pixel relationships.
Overall
As mentioned above, the overall experiment can be said to be a successful one in that
the quantitative size of the errors obtained were not excessively large in relation to the
size of the area they were measuring. However, this result is difficult to generalize as it
depends on the thermal properties of the insulating material and surrounding conditions.
Nevertheless, in general, it appears as though the increase in distance, particularly from
1750mm for the 60mm and 40mm holes results in a larger error, whilst for the smaller
holes of 30mm and 20mm, an increase in distance from 2750mm results in a larger error
increase. For the smallest hole, anything from 750mm is highly inaccurate. It would seem
as though a “sweet” spot can be obtained for optimal area detection.
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5.2.3 The building envelope test
The aim of this experiment is to prove that thermal imaging can be used to detect the
insulation or lack thereof in older buildings. This experiment will help with the validation
of the IR camera as a proof of concept for the purpose of being used in surveying.
Apparatus:
This experiment requires the use of an IR camera and at least two buildings relatively
close to each other: one at least 25 years older than the other.
Procedure:
Thermal images will be taken of both the newer an older buildings as soon as possible
and compared via their colours and temperature relations on IR images. The images will
be taken using the Spectra colour palette as this shows certain heat loss features very well.
General Assumptions:
It is assumed that a building built 25 years ago will have poorer insulation than a recently
built one or that the insulation would have degraded considerably.
Expected Results:
It is expected that the older building will show more areas of heat energy loss than
the newer building: these will appear as lighter areas on the grey scale thermal images
and orange to red on spectra colourmap images. One would expect to see these lighter
areas on corners and joints, especially at the ceilings edge as these are areas that are
exposed to the environment.
Actual Results:
It is evident from the images in Figures 5.15, 5.16, 5.17, 5.18 that the newer buildings
tend to have more insulation in there general envelope than those of the older buildings:
This is evident from the fact that if one studies the newer buildings, there are large areas
which are lighter in appearance (yellow/green) than on the older buildings. These lighter
areas suggest less heat loss through the insulation.
As seen in Figure 5.19, the older mathematics building on the left has many red areas
that indicate a large amount of heat loss through the walls. This is particularly seen in
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(a) Optical image. (b) Thermal image.
Figure 5.15: Optical (a) and Thermal (b) images of the Mathematics building on UCT
upper campus.
(a) Optical image. (b) Thermal image.
Figure 5.16: Optical (a) and Thermal (b) images of the of the Jagger Library on UCT
upper campus
(a) Optical image. (b) Thermal image.
Figure 5.17: Optical (a) and Thermal (b) images of the Chemical Engineering building on
UCT upper campus.
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(a) Optical image. (b) Thermal image.
Figure 5.18: Optical (a) and Thermal (b) images of the of the Snape building on UCT
upper campus
Figure 5.19: A comparison of old and new buildings as seen through IR images.
the blue circle on the upper right of the image. It is also seen in the purple circle on
the image in the centre that the newer building has more green areas, this indicates less
heat loss. The image on the left indicates heat loss and build up along a corner of the
old Jagger Library building, this is indicated in the blue rectangle. A possible cause for
this would be due to poor insulation or a leak in the corner of the building where the two
walls join.
Conclusions:
It is evident from the images above in Figures 5.15, 5.16, 5.17, 5.18 and 5.19 that an
IR camera can be used to detect the differences between the insulations of building en-
velopes and whilst older buildings tend to have a more heat-lossfull structure which will
appear to have more brighter red and orange colours on the spectra colour palette of a
thermal image, the newer buildings however tend to have more green in their structure
85
5.2. INFRA-RED CAMERA TESTING
which suggests better insulators in the building envelope and thus less heat loss or gain
depending on the temperature differential.
One can thus infer, given that indoor temperatures were the same during the time of the
experiment and emissivity was assumed to be the same, that IR cameras can therefore
be used qualitatively in the building and surveying environment to help with structural
efficiency and heat dissemination from building envelopes.
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5.2.4 The building envelope insulation test
The aim of this experiment is to prove that thermal imaging can be used to detect the
insulation or lack thereof in older buildings. This will be done quantitatively through the
development of an algorithm that will indicate the temperature of the wall of a building.
This result will then be used to indicate the efficiency of the envelope of the structure.
This experiment will help with the validation of the IR camera as a proof of concept for
the purpose of being used in surveying.
Apparatus:
This experiment requires the use of an IR camera and at least two buildings relatively
close to each other: one at least 25 years older than the other.
Procedure:
Thermal images will be taken of the old and new buildings on the same day as soon
as possible. The images will be taken in greyscale as this helps when processing and
reduces data loss if the images where taken in colour and then converted to greyscale.
The indoor air temperature and outdoor air temperature will be measured with a mercury
thermometer and recorded. IR images will be taken of the indoor part of the wall and the
outdoor part of the wall of the building. These images will then be fed into the algorithm
for processing and a weighted average of the temperature will be provided. This will then
be used to calculate the relative insulation of the structures of the wall.
General Assumptions:
It is assumed that a building built 25 years ago will have poorer insulation than a recently
built one or that the insulation would have degraded considerably.
Expected Results:
It is expected that the older building will show more areas of heat energy loss than
the newer building: these will appear as lighter areas on the greyscale thermal images. It
can thus be expected that the older building insulators would appear to be less efficient
than the newer buildings insulators.
Actual Results:
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(a) IR image of the inner wall. (b) IR image of the outer wall.
Figure 5.20: Internal (a) and External (b) IR images of wall of the Mathematics building
on UCT upper campus.
(a) IR image of the inner wall. (b) IR image of the outer wall.
Figure 5.21: Optical (a) and Thermal (b) images of the of the Jagger Library on UCT
upper campus
(a) IR image of the inner wall. (b) IR image of the outer wall.
Figure 5.22: Optical (a) and Thermal (b) images of the Chemical Engineering building on
UCT upper campus.
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(a) IR image of the inner wall. (b) IR image of the outer wall.
Figure 5.23: Optical (a) and Thermal (b) images of the of the Snape building on UCT
upper campus
A better indicator of the insulation of the building is seen when looking particularly at
the walls of the building as this focusses only on the insulating material of the building
and excludes lossy elements such as windows and doorways that are poor insulators.
In order to calculate a more accurate temperature, a weighted average approach was
taken, where an iteration through each pixel of the image of the wall occurred. The av-
erage value of the pixels was then calculated according to a linear model and using this,
an average temperature was calculated for the space of the image. This was done on the
same day both for the interior and exterior of 2 new buildings (Snape Building and The
New Engineering Building) and 2 old buildings (Mathematics Building and RW James
Building). The Buildings have at least a 25 year age gap between new and old and it is
hypothesized that the older buildings will provide a less insulated structure than the two
newer buildings.
The buildings were compared using the image flow representation as seen in Figure 5.24
below:
Figure 5.24: A general quantitative methodology used to determine the effectiveness of an
insulator with regards to thermal efficiency.
Where:
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❼ tinair - Interior air temperature.
❼ tinwall - Interior wall temperature.
❼ toutwall - Exterior wall temperature.
❼ toutair - Exterior air temperature.
❼ ∆twall - Difference in wall temperature between the internal and external wall tem-
perature.
❼ ∆tair - Difference in air temperature between the internal and external air temper-
ature.
❼ η - Efficiency of the insulator.
It should be noted that in the ideal situation, the best insulator would not allow any
heat transfer between the internal and external environments, thus, it can be said that






In the ideal case described above, the efficiency would be 100% provided that the internal
and external temperatures are not equal. It should also be noted that heat flow from the
inside toward the outside of the structure has been taken as positive.
The wall as an insulator can then be modelled using an electrical circuit analogy as
seen in Figure 5.25.
Figure 5.25: An electrical circuit analogy used to explain the derivation of equation 5.10
and the dependencies on the insulation of an insulating structure.
❼ V1 - Interior air voltage.
❼ V2 - Interior wall voltage.
❼ V3 - Exterior wall voltage.
❼ V4 - Exterior air voltage.
❼ ∆V - Potential difference accross the wall = V3 − V2.
❼ R - Resistance of the wall.
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❼ I - Current through the wall.
❼ r1 -Internal air resistance.
❼ r2 - External air resistance.
Since heat is defined as the movement of energy from a body of high temperature to a
body of low temperature [75]. One can model it as current, I in an electrical circuit.
Whilst a difference in temperature is the driving force for heat, a potential difference
is the driving force for current, therefore, one can model the temperature difference be-
tween the inside and the outside of the wall as a potential difference ∆V . Lastly, since we
are interested in the insulation capability of the wall, we can model the wall as a resistor R.










Since we are interested in the wall, we will look at the external and internal wall voltages:
∆V , where:
∆V = RI = V3 − V2 (5.8)
It can then be said that:
I =
V4 − V1
r1 + r2 +R
(5.9)
Therefore, after substitution of Equations 5.8 into 5.9, we get the following expression:
∆V = (R)×
V4 − V1
r1 + r2 +R
(5.10)
Let us now define the following as the total potential difference of the system:
∆Vw = V4 − V1 (5.11)
Thus we can substitute Equation 5.11 into Equation 5.10 and rearrange it to get the
following:
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r1 + r2 +R
(5.12)
















Given that we are interested in temperature and the insulation capabilities of the the











Equation 5.15 provides us with a value, Rrel a relative insulation that takes into account
the external temperatures acting on the surface of the wall and will therefore provide a
more accurate result when deciding on which structures are more efficient.
As mentioned previously, an algorithm was developed to indicate the average, weighted
temperature of the building wall. The algorithm uses the Pytesseract library which is an
Optical Character Recognition (OCR) tool for Python. This tool allows one to read and
recognize text on an image and then allows one to covert that text to a string using the
image to string() command [76]. For this algorithm, the OCR was used on the upper and
lower left corners of the seek image in order to identify the text indicating the temperature
as per the colour scale of the image. This was then converted to a string and then an
integer to be used. Figure 5.26 indicates the flow of the algorithm.
The developed code used in this experiment can be seen here https://github.com/
NaadirV/IR_DRONE_WORK/blob/master/Codes/Weighted_Average_Temperature.ipynb
As seen in Figure 5.26, the algorithm contains many pre-defined subroutines that are
used. Most of the code was adapted from [77]. Firstly, the image is cropped into three
parts. The first two parts are the top left and bottom left parts of the image, hence
the temperature indicators of the colour palette being used. The third part of the im-
age, which is what is left over after the cropping has occurred, is not considered. The
images then get placed through a local segmentation algorithm that uses Otsu’s method
for the segmenting to occur. This is to segment the text from the background of the image.
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Figure 5.26: Figure showing the algorithm flow for the weighted-temperature algorithm
used to determine the weighted-average temperature.
The images then get placed through a binary dilator so that they can increase in size, via
the number of pixels, without necessarily affecting the resolution of the image as a whole.
They are then eroded so that they can appear more defined. One may argue that the
process of dilation then erosion, has no effect on the image, but, it does and is referred
to as closing and it helps to maintain the shape of the image under which it is operated
[78]. The images then both get placed through the image to string method in order to
be converted to a string. Once converted to a string, they are converted to an integer so
that they may be used in the code.
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Lastly, the upper number is subtracted from the lower number to find ∆x and the inten-
sities of the upper left colour is subtracted from the intensity of the lower left colour in
order to find ∆y. The gradient m is then found by ∆y
∆x
. The C value or y-intercept is
obtained by using the temperature value at the lower left of the image; this corresponds
to the colour black, hence an intensity or x value of 0. Lastly, in order to find an x value
to substitute into the linear equation, the average intensity value is calculated.
Table 5.17 indicates the results obtained from the building envelope test using the weighted
temperature algorithm.
Table 5.17: Table indicating the results of the temperature calculation of the walls of 4
buildings on the University of Cape Town Upper Campus. The New Engineering Building,
The Snape Building, the Mathematics building and the RW James building.
Building tia [➦C] tiw [➦C] tow [➦C] toa [➦C] ∆tw [➦C] ∆ta [➦C] Rrel
NEB 21.00 25.00 31.00 32.00 -6.00 -11.00 1.20
Snape 22.00 23.00 27.00 31.00 -4.00 -9.00 0.80
Math 23.00 23.00 24.86 31.00 -1.86 -8.00 0.30
RW James 21.00 27.00 32.00 33.00 -5.00 -12.00 0.71
Conclusions:
It can be seen in Table 5.7 that the newer buildings such as the New Engineering Building
(NEB) and the Snape Building had a Rrel of 1.20 and 0.80 respectively whilst the older
buildings such as the Mathematics building and the RW James building had Rrel of 0.30
and 0.71 respectively. Thus indicating that older buildings have building envelopes that
offer less insulation that newer buildings.
One can therefore conclude that IR cameras can be used quantitatively for the purpose
of efficiency when inspecting building envelopes.
94
5.3. IR-DRONE AUTOMATION EXPERIMENTATION
5.3 IR-Drone Automation Experimentation
This section contains two tests. The first focuses on a method to produce an algorithm
that will result in automatic segmentation on an image that can help to indicate the area
of an anomaly. The second test focuses on the use of a chosen drone as a vehicle for IR,
automated, building envelope surveying via an already developed protocol.
5.3.1 Automatic segmentation algorithm tests
The aim of this experiment is to develop an algorithm for automatic segmentation of an
image so that the area of an anomaly may be calculated without the physical input of a
threshold in the algorithm.
Apparatus:
This experiment requires the use of IR images of an anomaly of a known size. In partic-
ular, an anomaly used in The Area Test. The experiment also requires the use of a PC,
Jupyter Notebook and Python libraries for the simulations and experimentation to take
place.
Context:
As seen in previous tests, the segmentation of the image had occurred manually via
the input of a user-defined threshold. This experiment attempts to find a method that
will automatically define a threshold that may be used for the image segmentation. The
idea to be incorporated is that when building surveying occurs, there will be specifications
of the window sizes of the building. One can then use the size of the window in reality
and the window in an image to calibrate the size of objects in the image. This will be
accurate, given that assumption that the camera dynamics are fully known and correctly
implemented into the algorithm.
Procedure:
The experiment aims to use convex optimization in order to optimize an objective func-
tion. In this case, we try to optimize the entropy of an image and then incorporate the
constraint of the number of pixels in an already segmented anomaly image. This will pass
as the window in the real world case.
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Controlled Variables:
❼ The Objective Function to be optimized.
❼ The incorporated constraint to be added to the optimization.
❼ The anomaly used for the constrained image.
Expected Results:
It is expected that the threshold that will be obtained from the optimized image will
result in segmentation of the image to a point where the anomaly can be detected. The
accuracy of the segmentation might not be ideal due to the fact of the camera dynamics
not being fully understood. One way around this is to use machine learning to train the
algorithm as to what is being searched for, however, this not within the scope of the work
and can be looked into for future work.
Procedure and Results:
The chosen anomaly is seen in Figure 5.27. It measures 60mm in diameter and was imaged
at 750mm away. It has an area of 2827.43mm2. When measured using the Region-Based
segmentation method, it appeared to have an area of 4267.37mm2. This resulted in an
error of 50.93% This error was calculated as a result of the incorrect number of pixels
representing the anomaly. Given the Formula 4.1, in order for the image to represent the
correct area of 2728.43mm2 when imaged at 750mm, it must have 27350.89 pixels which
will be rounded up to 27351 pixels that represent it’s area.
Figure 5.27: Figure showing the anomaly that will be used for the optimization process as
the “window” of a building will be used. This image of the anomaly was taken at 750mm
away and the size of the anomaly is 60mm in diameter.
The entropy of an image can be described as a statistical measure of randomness that
can be used to characterize the texture of an image [79]. It is given by the formula:
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pi log2 pi (5.16)
where:
❼ N - The total number of elements in the image.
❼ i - The current element in the image.
❼ p - The probability of occurrence the element.
The aim of the developed algorithm tends to minimize the entropy of the image with
the hope that one can segment the anomaly from the rest of the background. The plot
shown in Figure 5.28 (a) indicates the Histogram representation of the image in Figure
5.27 with the x-axis indicating the specific intensities of the pixels in the image and the
y-axis indicating the number of pixels with that specific intensity in the image. Figure
5.28 (b) also indicates the Entropy of the image in Figure 5.27 on the y-axis whilst the
x-axis indicates the different thresholds as intensities.
(a) Histogram of the intensities. (b) Entropy of the image.
Figure 5.28: Figure showing (a) Histogram representation and (b) Entropy vs thresholds
of the associated greyscale image 5.27
It can be seen in the Histogram, that there are 4 main peaks. The first peak from the
left of the Histogram represents the dark grey stripe up the left side of Figure 5.27. The
second and larger peak in the Histogram represents the majority grey background in the
image whist the smaller and third peak from the left will indicate the anomaly in ques-
tion. Lastly, the small peak on the right at 1.0 represents the white writing on the image.
One can in turn see these 4 regions displayed on Entropy plot in Part (b) of Figure 5.27
as vertical drops. Thus, our area of interest for the intensities representing the anomaly
would in general be between 0.64 and 0.77. We can thus be expecting a threshold between
0.64 and 0.77 with an ideal threshold that will be at a point on the peak and roughly
around 0.71.
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Given the Entropy plot in Part (b), if a minimization optimization was applied to the
entropy function, it is clearly seen that the minimal point of the entropy would occur at
almost 1 as this is the lowest point of the entropy. It is thus necessary to define constraints
around which the optimization must take place. In the real world, these constraints will
be obtained from the specified size of the window on a building and the associated pixels
within an image that represent that building, however, for the purposes of the experiment,
the constraints will applied from the anomaly specifications mentioned previously.
As mentioned previously, the SCIPY.Optimize function allows one to find a minimal
point given an objective function. It does this by iterating through a number of input
values and inserting them into the objective function. After monitoring the output, the
lowest output will be given. As a sanity check, we take a look at the number of white
pixels which represent the anomaly with respect to the threshold as well as with respect
to the entropy, this can be seen in Figure 5.29.
(a) White Pixels vs Intensity Threshold. (b) White Pixels vs Entropy.
Figure 5.29: Figure showing (a) White Pixels vs Intensity Threshold(b) Entropy vs number
of pixels of the associated greyscale image 5.27
If one interpolates the plots, we do indeed see that our anomaly of 21351 pixels has a
threshold within the 0.64 to 0.77 bounds as previously mentioned, this should correlate
to an Entropy between 12 and 15 as a rough estimate.
Whilst trying to constrain the objective function of entropy with the number of white
pixels, there were some unforseen issues that had occurred with the optimize.minimize()
function. This was due to the fact that Python 3 was used, whilst the optimization
function was written for Python 2 and there were some translation issues. The opti-
mize.minimize scalar() function was used instead and the objective function returned the
number of white pixels with the condition that follows:
p = number of white pixels
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This in turn resulted in a plot as seen in Figure that has a clearly define global minimum
that can be solved via the optimization method.
Figure 5.30: Plot indicating the number of white pixels with respect to the intensities
for an anomaly of 60mm imaged at a distance of 750mm after being passed through the
optimization algorithm.
As can be seen in Figure 5.30 there appears to be global minima between the previously
theorized regions of 0.64 to 0.77. One can then expect the correct segmentation to occur.
After running the image through the segmentation algorithm and the optimization algo-
rithm, a threshold of 0.719 was received. This value was then placed in the segmentation
algorithm and an image seen in Figure 5.31 was received.
Figure 5.31: Plot indicating the number of white pixels with respect to the intensities
for an anomaly of 60mm imaged at a distance of 750mm after being passed through the
optimization algorithm.
On visual inspection of Figure 5.31, it appears as though the anomaly has not been seg-
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mented correctly as it does not appear round, however, on further inspection, on sees
that the calculated area as a result of the optimization is 2225.27mm2, which results in
a 21.29% error, this is much smaller than the 50.93% error that was achieved via the
manual segmentation.
The optimization trial was then repeated for the 60mm, 40mm, 30mm and 10mm di-
ameter anomalies. This can be seen in the Tables 5.18, 5.19, 5.20 and 5.21
Table 5.18: Table indicating the thermal images and processed images taken with the Seek
Thermal camera at various distances of 750mm, 1750mm, 2750mm of a 60mm diameter
anomaly after optimization has occurred.
60mm Diameter Anomaly
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60mm Diameter Anomaly
OD [mm] Seek Image Processed Image Area [mm2]
2750 1858.21
Table 5.19: Table indicating the thermal images and processed images taken with the Seek
Thermal camera at various distances of 750mm, 1750mm, 2750mm of a 40mm diameter
anomaly after optimization has occurred.
40mm Diameter Anomaly
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40mm Diameter Anomaly
OD [mm] Seek Image Processed Image Area [mm2]
2750 408.61
Table 5.20: Table indicating the thermal images and processed images taken with the Seek
Thermal camera at various distances of 750mm, 1750mm, 2750mm of a 30mm diameter
anomaly after optimization has occurred.
30mm Diameter Anomaly
OD [mm] Seek Image Processed Image Area [mm2]
750 734.17
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30mm Diameter Anomaly
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Table 5.21: Table indicating the thermal images and processed images taken with the Seek
Thermal camera at various distances of 750mm, 1750mm, 2750mm of a 10mm diameter
anomaly after optimization has occurred.
10mm Diameter Anomaly




It should be noted that the segmentation had occurred only for images up to and includ-
ing a distance of 2750mm. The results of the images taken at further distances yielded no
results and were thus not added. A possible reason for this lack in results could be due
104
5.3. IR-DRONE AUTOMATION EXPERIMENTATION
to the misunderstanding of the actual camera dynamics and hence the formula used to
calculate the actual area. However, this has been assumed to be correct for the purpose of
this experiment. The results from the Tables 5.18, 5.19, 5.20 and 5.21 were then recorded
and analysed and can be seen in Tables 5.22, 5.23, 5.24 and 5.25 respectively.
Table 5.22: Table indicating the results from the Automatic Segmentation experiments
from the images in Table 5.18 taken with the Seek Thermal camera at various distances
of 750mm, 1750mm, 2750mm of a 60mm diameter anomaly.
Distance [mm] 750 1750 2750 3750 4750
Actual [mm2] 2827.43 2827.43 2827.43 2827.43 2827.43
Calc [mm2] 2225.27 1937.24 1858.21 NA NA
Error [%] 21.30 31.48 34.27 NA NA
Diameter [mm] 53.23 49.67 48.64 NA NA
Table 5.23: Table indicating the results from the Automatic Segmentation experiment
from the images in Table 5.19 taken with the Seek Thermal camera at various distances
of 750mm, 1750mm, 2750mm of a 40mm diameter anomaly.
Distance [mm] 750 1750 2750 3750 4750
Actual [mm2] 1256.64 1256.64 1256.64 1256.64 1256.64
Calc [mm2] 1393.10 829.61 408.61 NA NA
Error [%] 9.80 33.98 67.48 NA NA
Diameter [mm] 42.12 32.50 22.81 NA NA
Table 5.24: Table indicating the results from the Automatic Segmentation experiment
from the images in Table 5.20 taken with the Seek Thermal camera at various distances
of 750mm, 1750mm, 2750mm of a 30mm diameter anomaly.
Distance [mm] 750 1750 2750 3750 4750
Actual [mm2] 706.86 706.86 706.86 706.86 706.86
Calc [mm2] 734.17 511.05 778.31 NA NA
Error [%] 3.72 27.70 10.11 NA NA
Diameter [mm] 30.57 25.51 31.48 NA NA
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Table 5.25: Table indicating the results from the Automatic Segmentation experiment
from the images in Table 5.21 taken with the Seek Thermal camera at various distances
of 750mm, 1750mm, 2750mm of a 10mm diameter anomaly.
Distance [mm] 750 1750 2750 3750 4750
Actual [mm2] 78.54 78.54 78.54 78.54 78.54
Calc [mm2] 442.66 201.49 95.90 NA NA
Error [%] 463.61 156.54 22.10 NA NA
Diameter [mm] 23.74 16.02 11.05 NA NA
Conclusions:
On visual inspection of the results seen from Tables 5.18 to 5.21, it is generally seen
as though the actual figure being segmented is different from the anomaly being pre-
sented, especially for those of the 60mm diameter anomaly. When measured at 750mm,
it appears to be extremely irregular and when measured at 1750mm and 2750mm, it ap-
pears to be a lot smaller than it’s original size as seen in its comparative greyscale image.
With regards to the 40mm diameter and 30mm diameter anomalies, they appear to be
much more regular in shape and similar in size for all distances especially when being
compared to there corresponding greyscale images.
When visually inspecting the 10mm diameter anomaly in Table 5.21, it is seen that for
the distance of 750mm, the anomaly appears to be processed in a manner that results in
it maintaining its shape. For the image taken at 1750mm, its shape is not maintained
and lastly when taken at 2750mm, one can see influence from unwanted noise as well as
hardly see the anomaly itself.When comparing the results seen in Tables 5.18, 5.19, 5.20
and 5.21 to those acquired and displayed in Tables 5.22, 5.23, 5.24 and 5.25, the results
indicate the following:
60mm Anomaly
It is observed that the highest error obtained, was for the furtherest measurement of
2750mm, with an error of 34.27%, it resulted in a calculated diameter of 48.64mm, which
is only 11.36mm smaller than the actual diameter of 60mm. It must also be mentioned
that this was 0.42% larger than when manual segmentation had occurred. The smallest
error of 21.30% was observed at 750mm and resulted in a measured diameter of 53.23mm
which is only 6.77mm smaller than the actual diameter.
40mm Anomaly
It is observed that the highest error obtained, was for the furtherest measurement of
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2750mm, with an error of 67.48%, it resulted in a calculated diameter of 22.81mm, which
is 17.19mm smaller than the actual diameter of 40mm. It must also be mentioned that
this was 23.19% smaller than when manual segmentation had occurred at the same dis-
tance. The smallest error of 9.80% was observed at 750mm and resulted in a measured
diameter of 42.12mm which is only 2.12mm bigger than the actual diameter.
30mm Anomaly
It is observed that the highest error obtained, was for the middle most measurement
of 1750mm, with an error of 27.70%, it resulted in a calculated diameter of 25.51mm,
which is only 4.49mm larger than the actual diameter of 30mm. It must also be men-
tioned that this was 5.03% smaller than when manual segmentation had occurred. In
addition, it is only 1.07% larger than the smallest error that had been recorded for the
30mm anomaly under manual segmentation. The smallest error of 3.72% was observed
at 750mm and resulted in a measured diameter of 30.57mm which is only 0.77mm larger
than the actual diameter.
10mm Anomaly
It is observed that the highest error obtained, was for the closest measurement of 750mm,
with an error of 463.61%, it resulted in a calculated diameter of 23.74mm, which is
13.74mm larger than the actual diameter of 10mm. It must also be mentioned that this
was 462.18% larger than when manual segmentation had occurred. The smallest error of
22.10% was observed at 3750mm and resulted in a measured diameter of 11.05mm which
is only 1.05mm larger than the actual diameter.
Overall
After comparing all the results in the Automatic segmentation algorithm tests with those
in the Area test, it was generally noticed that when manual segmentation had occurred,
the shape was preserved a lot better than in comparison to the automatically segmented
cases, however, for the measured cases, it appears that generally area, in terms of physical
size, is conserved better for the automatically segmented cases.
The automatic segmentation algorithm does however have a problem with the measure-
ment of targets that are far away, but one can assume that this would be due to the
relatively poor resolution of the thermal camera as well as the ambient background noise
in the images taken. In addition, the fact that errors were observed eventhough the
number of pixels were recorded and then used in the algorithm suggest that the camera
dynamics are incorrectly understood and therefore further work is necessary.
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5.3.2 The drone flight test
The aim of this experiment is to ensure that the selected low cost drone can fully survey
a building within it’s designated flying time utilising the protocol developed by Entrop et
al [26].
Apparatus:
This experiment requires the use of a low cost drone, weights, a stop watch and a building
for the purpose of surveying.
The Parrot AR.Drone2.0 (Elite Edition) will be used for this experiment as seen in figure
5.32 below. The drone is cheap and can be purchased for R3 505.00, it therefore fits the
cost constraints [80]. The drone also has the following specifications [81]:
Figure 5.32: Image showing the Parrot Ar.Drone2.0 quadcopter that will be used for the
building survey.
❼ Running Speed: 18km/h
❼ Weight:
– without the hull: 366g
– with indoor hull: 436g
– with outdoor hull: 400g
❼ Dimensions:
– without the hull: 45 × 29 cm
– with indoor hull: 51.5 × 51.5 cm
– with outdoor hull: 45.2 × 45.2 cm
❼ Battery:
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– Lithium polymer battery (3 cells, 11.1V, 1000 mAh)
– Charging time: 1h30
– Running time: 12min
❼ Range: 45m
Procedure:
Using the University of Twente developed protocol as seen in Figure 2.5 above, the drone
will be fully charged and made to survey the chosen building. Due to the fact that a drone
with gimbal and thermal camera attached could not be acquired, a readily available low
cost drone will be used and weighted in order to account for the addition of a thermal
camera, smart phone and gimbal. The Outdoor hull will be weighted with an additional
15g to compensate for the mass of the IR camera. It is speculated that in the case of a
successful operational unit, one can utilize the on-board micro controller to trigger image
taking from the IR camera. In cases where the drone should have been used to take
images, a pause of 5 seconds will be used in order to compensate for the necessary time
that it would otherwise take to capture an IR image.
It should also be noted that depending on the nature of the survey and what is be-
ing surveyed, the time of flight and weather conditions are of utmost importance. Due to
the fact that this survey will be for the purpose of anomalies detection, the most suitable
time, which would provide the best results to would be before sunrise as it is cooler during
these hours and one will not receive interference from reflections of the sun.
Table 5.26: Table indicating the flight procedures used for the final drone flight test on
the Mathematics Building at the University of Cape Town as described by the protocol
developed by the University of Twente.







For this experiment, the
Mathematics building at
the University of Cape
Town was to be surveyed.
The building is a 3 storey
structure with 2 tall trees
on the North North
Westerly side of the
building. The set-up point
will be on the Jameson
Plaza marked in red.
109
5.3. IR-DRONE AUTOMATION EXPERIMENTATION





As per SACAA (South
African Civil Aviation
Act), the drone or
RPAS(Remotely Piloted
Aircraft System) must first
be approved by the South
African civil Aviation
Authority. Permission must
also be granted to operate





The point of take off will
be also used as a point of






The drone will be piloted
from the Jameson Plaza
and will be followed
throughout its flight path
so as to keep it in constant
sight.
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The drone will be taking
images at a distance of 2m
from the building. The
images will be focused on
corners, open walls, and
vents. Images will also be
taken of the roof-lining. In
addition, the drone must
always fly perpendicular to






The drone will be piloted
from the Jameson Plaza













A secondary landing sight
will be on the lawn on the
North side of the building
in the event of any
unplanned circumstances as
highlighted by the blue X.
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Compact will be used for
the imaging of the of the
building using the greyscale
colour pallet as this will
ensure simpler processing













The drone will begin the
flight from the Jameson
Plaza and fly along the
North North Western side
of the building at an
altitude of above the
ground level so as to take
images at the point of
meeting between the wall
and roof whilst maintaining
a distance of 2m from the
structure at all times. A
total of 128 images will be
taken along the roof line.
28 images will be taken on
the corners and 12 images








The drone will be 2m away
from the structure at all
times with the flight path
indicated in white.
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The total time for imaging
is calculated to be 14
minutes. A further 2
minutes and 39 seconds
should be allotted for flight
time between imaging
points (see calculations
below). A further 30
seconds will be added as a
safety. Thus a total of 17
minutes and 9 seconds will









The entire surveying flight









The battery capacity of the
chosen drone is only 12
minutes, therefore, the
survey will have to take
part in two parts. with the
first part taking place until
the moment mentioned in
3b. Thereafter, the drone
will move to the secondary
landing sight and be
recharged before continuing
with the flight path and
eventually landing at the
set up sight marked in red.
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Figure 5.33: Figure showing the flight path in white along the Northern breadth and side
of the Mathematics Building at the University Cape Town which will be surveyed as part
of the Flight test.
Figure 5.34: Figure showing the flight path in white along the length of the Mathematics
Building at the University Cape Town which will be surveyed as part of the Flight test.
Figure 5.35: Figure showing the flight path in white along the Southern breadth and side
of the Mathematics Building at the University Cape Town which will be surveyed as part
of the Flight test.
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Time Calculation for flight path:
Given that the drone will be 2m from the building at all times, using trigonometric
calculations as seen in Figure 4.2 together with the 36➦FOV, a distance of 1.2996m can
be covered with a single image. Given that the building has the following specifications:
❼ Length: 55m
❼ Width: 26m
❼ Height: 9.5m to the roof line.
















= 24.6230 = 28 images ∗ (5.20)
ImagesSidewall = 12 images (5.21)
The total number of images, with the assumption of no overlaps occurring, is therefore:
86 + 42 + 28 + 12 = 168 images (5.22)
*It should be noted that the number of images must be rounded to the nearest whole
number and should be an even number so as to ensure an equal number of images are
taken of each side.
One can then use the equation of motion below to calculate the required flight time
of the quadcopter between imaging points.
∆xf = ∆xi +
1
2
(vi + vf )∆t (5.23)
Where:
❼ ∆xf - Final Displacement = 1.2996m
❼ ∆xi - Initial Displacement = 0m
❼ vi - Initial Velocity = 0m.s−1
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❼ vf - Final Velocity = 5m.s−1
❼ ∆t - Change in time = 0.8660s
One can then calculate the total time necessary for the complete Flight test to take place
using the formula below:
tTotal = tflight + timages + tsafety (5.24)
Where:
tflight = Σ(Imagesparam ×∆t)
timages = Σ(5× Imagesparam)
tTotal = (0.866× 86) + (0.866× 42) + (0.866× 28) + 13.12
∗ + (0.866× 12) (5.25)
+(168× 5) + 30∗ = 1028.61s = 17m09s
* The additional 13.12s has been added to the total time above as it incorporates the
time necessary for drone to increase its altitude along the height of the building after it
has taken its images whilst declining. In addition, 30s were added as a safety factor for
unaccounted complications when flying.
Controlled Variables:
❼ The points at which the images are taken.
❼ The flight path.
General Assumptions:
It will be assumed that the building surveyed will be a fair representation in terms of
a building that would usually be surveyed with respected to surface area being covered.
Expected Results:
If the drone datasheet is reliable and the calculations have been done correctly, the drone
should be able to survey the entire building within 2 battery capacity cycles.
Actual Results:
The survey was timed and both parts were completed in a time of 16 minutes and 58 sec-
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(a) Set-up point. (b) Southern Side wall.
Figure 5.36: Optical images of (a) Set-up point and (b) Southern Side Wall of the Math-
ematics Building during the flight test at UCT upper campus.
(a) North North Western roof-line. (b) Northern Side wall.
Figure 5.37: Optical images of the (a) North North Western roof-line and (b) Northern
Side Wall of the Mathematics Building during the flight test at UCT upper campus.
Figure 5.38: Figure showing the secondary landing sight that was used for the drone flight
test.
onds which occurred within two charged battery cycles. All stops for images were taken
into account and both landing sights were successfully used.
Conclusions:
Given the results of the experiment, one can say that the experiment was a success
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and that as a prototype, a low cost drone can be used to survey a building. It can also
be confirmed that the Parrot AR.Drone 2.0 can indeed be used for surveying purposes.
However, it is worth noting that this low cost drone is no longer in production, but can
still be bought from some local retailers. An upgraded Parrot Bebop or Parrot Mambo
seems to have replaced the AR and should thus be looked into in addition to the drones
mentioned in Table 4.3.
It is also of utmost importance that when one attempts to survey a building, they should
be aware of the limitations of the drone as well as be experienced in piloting that partic-




Conclusions, Limitations and Future
Work
This chapter provides a look at the conclusions and limitations of the project from a
procedural and experimental point of view whilst referring to the results in the completed
tests. In addition, we provide a comparison between our recommended system and current
available systems. Lastly, we look at possible recommendations for the future works to
be completed on this endeavour.
6.1 Conclusions
When looking at the available IR-drone products available today, the project, aimed to
provide the ground work for producing a drone coupled with and IR camera that can be
used as a cost-effective solution for effective building envelope surveying. There were 8
Acceptance Test Procedures as seen in Chapter 3, Table 3.4 and experiments that were
completed as well in order for this project to be realised. They will be validated against
the requirements from which they were set.
A1. The system will we weighed after it is tested.
Satisfied
When using the AR. Parrot Drone, the entire system: Drone (372.4g) + Samsung S4
Smartphone (135.1g) + IR camera(13.2g) = 520.7g which is below the 1.8kg as per the
requirement.




When using the AR. Parrot Drone, it proved to operate as high as 42m.
A3. A flight test shall be conducted to monitor the time the drone can be tested for.
Satisfied
When using the AR. Parrot Drone, the drone was able to fly for 12min in one battery cycle.
A4. Specifications shall be checked when deciding on the thermal Camera for use.
Satisfied
Seek Thermal operates on objects within -40➦C - 330➦C.
A5. Images shall be processed to determine the area of a known anomaly.
Partially Satisfied
Whilst the area of an anomaly could be calculated using the algorithms, the accuracy was
not always within the acceptable 10% error region. In addition, the shape of the anomaly
was not always conserved.
A6. Images shall be processed to determine the number of anomalies present in a known
environment.
Partially Satisfied
Most of the processed images resulted in the correct number of anomalies being detected,
however, for further distances, the correct number was not given due to unwanted noise
within the image which was treated as an anomaly.
A7. The IR camera shall be validated against a thermometer as a means for accurate
temperature measurement.
Satisfied
A8. Images shall be processed to determine the average temperature of a surveyed en-
vironment.
Satisfied
Overall, when looking at the project at a whole, one can say that the idea of a low
cost IR-drone set-up is certainly plausible, given that that all the ATP’s except one were
fully satisfied. It should be mentioned that the ATP that was not satisfied can easily
be overcome by purchasing the UpOne Air drone as mentioned in the section on Drone
selection in Chapter 4.
With regards to the experiments, most experiments were successful in that results were
obtained.The overall cost of the equipment used was namely the Seek Thermal Compact
120
6.2. LIMITATIONS
IR camera (R3656.00) + AR.Parrot Drone(R3505.00) was R7161.00, which is within the
R10 000 as budgeted for, hence one can do the surveying at low cost.
6.2 Limitations
6.2.1 IR Camera Limitations
Whilst most of the experiments that were tested during duration of this project were suc-
cessful in terms of meeting the ATP’s, there did appear to be many limitations throughout.
Firstly, the resolution of the camera was not ideal for the processing that had occurred.
Whilst the results can be obtained as seen in the previous sections. If the resolution was
better, the results obtained would have been better with respect to the accuracy received
in the area and detection tests. One suspects that anomalies might be detected from a
further range and with a smaller error. However, the camera is indeed value for money
as it has the best resolution for its price and can indeed be used for anomaly detection as
theorized
Secondly, the camera changes the colour scale with respect to environment in which it
is used. This makes sense for environments with a large temperature difference as the
camera would need to display all the different temperature values with a fixed number
of colours. Whilst this is great for the workings of the camera, it makes the algorithm
set-up particularly difficult as one would need to change the scales that represent certain
intensities.
Thirdly, we suspect that the relationship between FOV, distance and pixel size is not
completely understood with respect to how the camera registers the image. We also sus-
pect that it is one of the reasons for the large errors in our calculations and results.
The export regulations were also a major limitation during the course of this project as
they did not allow us to purchase the FLIR IR camera as we would have liked and the
shipping time to South Africa has also been excessively timely.
The environment in which the experiments were conducted were not necessarily the best
as there was a lot of background noise which affected the colour scale on the camera when
the images were taken. In addition, the material used whilst doing the experiment did
conduct heat, hence the area of the anomaly being processed could not be accurately




As with the IR camera, when doing the drone test, most of the ATP’s were realized apart
from the range test. If the UpOne Air drone is used, this can be realized as the range is
1000m. In addition to the IR cameras, there were also export regulation issues with the
drone as it could not ship to South Africa. There are other drones such as the Parrot
Beebop which can be used instead of the Parrot, but there are other low cost DIY drones
that can be used.
Secondly, the control on the AR.Parrot was not ideal for the stop start motion that
was necessary for images to be taken, but nevertheless, it is possible to be done with such
a drone.
6.3 Comparisons
This section provides a brief comparison between our recommended system and two avail-
able coupled thermal imaging and drone systems.
Table 6.1: Table showing the comparison between three IR-drone setups, namely the Seek
Thermal and AR Parrot, The Mavic Enterprise 2 Dual and the Inspire 1 - Zenmuse XT
IR Camera Name SEEK Thermal Compact Mavic Enterprise 2 Dual Zenmuse XT
Image
Temp Range [➦C] -40 : 330 -10 : 400 -10 : 40
IR Resolution 206×156 160×120 640×512
FOV [➦] 36×36 57×57 90×69
Mass [g] 13.2 - 270
Price [R] 3 656.00 - 122 560
Drone Name AR. Parrot Drone Mavic Enterprise 2 Dual [83] Inspire - 1[84]
Image
Flight Time [min] 12 32 18
Range [m] 50 6 000 2 500
Mass [g] 372.4 - 3 500
Price [R] 3 505.00 - 30 488.15
Total Mass [g] 520.7 905.0 3 770




It is recommended that in the future, when conducting similar experiments as those done
in this project firstly, more images should be taken in order to validate the sensor, this
will lead to better statistical results and give more accurate readings. Secondly, it would
be ideal to do the Area and detection tests with a material that is used in an actual
building envelope such as concrete or brick, however, one must ensure that the they have
the correct tools to cut the holes. A regular drill will not work and a masonry drill will
result in the material breaking. A diamond tipped bit works best.
Also ensure that the environment is thermally sealed when doing tests, this will en-
sure better results from the variable that you are measuring with the IR camera. Also
ensure that you have a stand or tripod of some sort when taking your images as this also
increases the clarity of the image. Make sure that the colour palette you are using is also
the correct one in order to highlight certain features of interest.
If one does intend to make the images greyscale before processing, it is advised that
you take the image as a greyscale image to begin with as converting later can cause some
of the bits to appear as if they were another colour due to the fact that they have been
changed from 256 × 3 to just 256 greyscale.
For image processing, as a future recommendation, the use of Machine learning algorithms
will be advantageous as well use Random-Walker segmentation. Perhaps the training set
can be used to identify thermal anomalies. In addition segmentation can also be done
via Artificial Neural Networks (ANN) which provide a rather elaborate solution to the
problem.
More testing needs to be done on real world structures such as buildings, bridges, pipelines
and dam walls in order to get a more realistic idea of what crack detection is possible. Uti-
lization of the system in factories and industries is also recommended in order to evaluate
ventilation in such spaces - this can be done via the continuous use of IR-drone set-ups
and will be used to see how effective current ventilation is in the factory environment . A
validation between current bridge sensors and this technology may also be feasible for the
maintenance industry. Most importantly, testing needs to be done in order to validate the
theory of using a window area to validate the threshold. Lastly, a look into the medical
industry with IR imaging may also prove to be lucrative as a form of non-invasive-testing
that can be used to detect illnesses that affect the thermoregulatory centres on individual.
With regards to the drone, it is recommended to use a drone that has loiter function-
123
6.4. FUTURE WORK
ality. This allows the drone to be completely still at the point of imaging which will
ultimately result in a less distorted image with more clarity. It is also recommended to
get an experienced pilot to do the flights to ensure that the best results are received. In
addition, the best time to do the do the survey would be dawn as this will produce images
that contain the least interference from the sun and be the best time to see the thermal
difference between the interior and exterior of the building envelope.
As a final recommendation, in addition to the protocol developed by the University of
Twente, I feel as though it is mandatory to have a regulatory form that can be used as a
formal document of legality for surveying purposes. A template document can be found
on the next page.




Infra Red Unmanned Aerial Vehicle Survey Form (IRUAVSF)
Company Details:
Purpose of the Survey:
UAV used: IR camera used:
Location of Survey: (Physical Address:)
Location Boundary: (Co-ordinates)
Expected Duration of Survey: Start: Stop:
General check:(tick)
UAV Regulation Permission for survey Flight Path Set-up sight
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