The Upper Indus Basin (UIB) and the Karakoram Range are the subject of ongoing hydro-glaciological studies to investigate possible glacier mass balance shifts due to climatic change. Because of the high altitude and remote location, the Karakoram Range is difficult to access and, therefore, remains scarcely monitored. In situ precipitation and temperature measurements are only available at valley locations. High-altitude observations exist only for very limited periods. Gridded precipitation and temperature data generated from the spatial interpolation of in situ observations are unreliable for this region because of the extreme topography. Besides satellite measurements, which offer spatial coverage, but underestimate precipitation in this area, atmospheric reanalyses remain one of the few alternatives. Here, we apply a proven approach to quantify the uncertainty associated with an ensemble of monthly precipitation and temperature reanalysis data for 1979-2009 in Shigar Basin, Central Karakoram. A Model-Conditional Processor (MCP) of uncertainty is calibrated on precipitation and temperature in situ data measured in the proximity of the study region. An ensemble of independent reanalyses is processed to determine the predictive uncertainty of monthly observations. As to be expected, the informative gain achieved by post-processing temperature reanalyses is considerable, whereas significantly less gain is achieved for precipitation post-processing. The proposed approach indicates a systematic assessment procedure for predictive uncertainty through probabilistic weighting of multiple re-forecasts, which are bias-corrected on ground observations. The approach also supports an educated reconstruction of gap-filling for missing in situ observations.
Introduction
The Karakoram Range is characterized by extreme-altitude remote areas and hosts very large glaciers, such as the Siachen, Masherbrum, Panmah, Baltoro, Biafo, Chogo Lungma, Batura, Hispar and Rimo glaciers. These glaciers account for nearly 3% of the total global ice reserves outside Greenland and Antarctica [1, 2] . The state and fate of these glaciers are important global climate change indicators.
The rivers draining the southern slopes of the Karakoram Range carry meltwater from these glaciers and snow-covered areas and feed the Upper Indus River, which impounds water at Tarbela Reservoir at the outlet of the Upper Indus Basin (UIB). Tarbela is the origin of the western branch of the extensive Indus Irrigation System and serves hydropower production. Snow and ice accumulation during the Monsoon season and melting during the summer months are the drivers behind runoff Satellite-observed precipitation is an alternative to spatially-interpolated in situ observations. The main advantage offered by satellite measurements is the coverage of large areas and their repeatability in time. Nevertheless, satellite observations require validation against ground observations, as they may be strongly biased. For example, high-altitude applications of the TRMM 3B43 product for the wet season in the Peruvian [20] and Ecuadorian Andes [21] indicate precipitation underestimation in the order of 50%.
In view of the above-mentioned difficulties of precipitation estimation for the region of interest, the only viable alternative options for sourcing spatially-and temporally-continuous precipitation data for vast and poorly-gauged basins are atmospheric reanalyses [22] . Reanalysis data are obtained by performing runs of Global Circulation Models (GCM) at pre-defined spatial resolutions, whereby prognostic atmospheric state variables, such as temperature, wind speed, pressure and water vapor observed on the land surface or from satellites, are used to correct model simulations by means of data assimilation [23] . Through the adoption of variational principles [24] or stochastic methods [25] , the atmospheric model output is adjusted so as to minimize the difference between computed variables and observations at selected time steps and measurement points. Depending on the specific reanalysis project, the atmospheric models are run over several consecutive decades, starting from the 1950s or earlier, until the present. Data assimilation has undergone progressive improvement from 1979 onwards, when satellite observations became more continuously available.
The additional benefits of using a group of atmospheric reanalyses for precipitation and temperature estimation in poorly-gauged areas arise from the simultaneous availability of multiple independent predictions, effectively an ensemble of estimators of the true atmospheric variables. Reanalyses are re-forecasts (in meteorology, also known as hindcasts) of past weather, which are inherently uncertain. A multi-model ensemble offers the possibility to quantify the Predictive Uncertainty (PU) [26, 27] of the reanalysis output. Predictive uncertainty is the quantitative assessment of the predictive capability of one or multiple forecasting models to correctly estimate an observed predictand. The concept of PU applies to precipitation, temperature or any variable (re-)forecast by atmospheric reanalysis. In this context, a recent application has been presented [28] in which consistent datasets of Land Surface Temperature (LST) were generated and data gaps closed with respective uncertainty estimates by combining multiple satellite LST estimates with LST reanalyses in a Bayesian framework. Missing data were filled with the aid of the National Centre of Environmental Prediction (NCEP) Climate Forecast System Reanalysis (CFSR) product [29] by using reanalyzed LST as the predictor.
In the present application, we apply similar concepts to a different, albeit parallel setting. The unknown predictands are spatial averages of mean monthly precipitation and temperature in a poorly-gauged basin in Central Karakoram, UIB. The only supporting observations are daily precipitation and temperature observations from a single nearby ground station. The estimates of the predictand are given by series of atmospheric reanalysis data produced by independent models.
The main goals of this study are: (1) to assess the predictive uncertainty of the ensemble of atmospheric model outputs in predicting selected forcing variables; (2) to investigate to what extent the uncertainty in predicting the variable can be contained by including multiple model predictions; and (3) to perform educated gap-filling of missing ground observations. For this purpose, we adopt the Model-Conditional Processor (MCP) [30, 31] , which we calibrate using in situ observations. The proposed approach constitutes a systematic procedure of combining multiple atmospheric predictor variables in poorly-gauged basins to gain added information on a predictand. The specific Karakoram application presented here aims at obtaining educated guesses of basin average monthly precipitation and temperature, which can be used for improved hydrological mass balance studies, as opposed to just using unprocessed reanalyses unrelated to in situ data. As we are actually aggregating multiple model output cells to basin average variables at monthly time steps, we prefer to separate the proposed approach from statistical downscaling of GCM output to local scales [32] . While the study area we have chosen is poorly monitored and in situ observations are sparse, the methodology remains generally valid and is expected to deliver increasingly less uncertain results if ground observations become denser.
A recent study [33] , which uses glacier mass balances in the UIB to inversely determine high-altitude precipitation, performed an uncertainty analysis on precipitation. Monte Carlo analysis was applied to an assumed vertical precipitation gradient model of spatially-interpolated in situ observations (APHRODITE, [34] ) with prior assumptions on the statistical properties of the gradient model parameters. Such an approach requires the statistical properties and, thus, the uncertainty of precipitation to be assumed beforehand. We use reanalyses instead, which are bias-corrected and combined by weighting them on the basis of how they correlate with deterministic observations. The conceptual advantage of the latter approach is the absence of any need for making prior assumptions on the statistical properties of variables and the uncertainty, as these are a direct outcome of the Bayesian processing, as we show below.
The present contribution is structured as follows: In Section 2, we describe the study site and the data used, then we give a brief overview of the Bayesian methods of uncertainty assessment that are relevant in the context of this study. Section 3 is devoted to presenting the application of the Model-Conditional Processor (MCP) to Shigar Basin and Section 4 to discussing the results. The implementation details of the processor are reported in the Appendix.
Materials and Methods

Study Site
In this study, we focus exclusively on the northern region of UIB that includes the Karakoram Range. The main ridge of the Karakoram Range forms the hydrological and political divide between Pakistan and China, while the Eastern part of the study area is crossed by the Line Of Control (LOC) and is administered by India. The main tributaries originating in the area and feeding into the Upper Indus River are the rivers Hunza draining Karakoram West, Shigar draining the Central Karakoram and Shyok dewatering Karakoram East. The respective watersheds are characterized by a large portion of their area above 3500 m and are all heavily glaciated. The basin boundaries and respective areas are derived by topographic analysis of the 90 × 90 m digital elevation model derived from the Shuttle Radar Topography Mission (SRTM) dataset. The constituent major drainage units of UIB are shown in Figure 1 . The glaciated areas are obtained from the Randolph Glacier Inventory Version 5.0 [35] . In the present study, we focus on the 7040-km 2 Shigar Basin, which lies between the Hunza and the Shyok basins and drains the Central Karakoram. Shigar Basin is home to the large Biafo and Baltoro glaciers with a total glaciated area of 2100 km 2 . The hypsometric curve of Shigar Basin is given as follows: 267 km 2 (3.8 %) between 2000 and 2500 m, 650 km 2 (9.3 %) between 2500 and 3500 m, 1960 km 2 (27.9 %) between 3500 and 4500 m, 3245 km 2 (46.2 %) between 4500 and 5500 m, 811 km 2 (11.4 %) between 5500 and 6500 m and 103 km 2 (1.4 %) above 6500 m. The average altitude of the basin is 4579 masl.
Seasonal Precipitation and Temperature Variability in the Karakoram
The weather patterns that control precipitation in UIB and over the Karakoram are very particular. The Karakoram and Western Himalayan ranges receive heavy snowfalls during winter due to the advection of the moisture-laden mid-latitude westerly circulation and cyclonic storms from the Mediterranean, Black and Caspian seas [36, 37] . These advected air masses have a major influence on regional distributions of glaciers and snow cover. About 67% of high altitude snow accumulation on central Karakoram glaciers occurs in winter [9, 10, 38] . Even though sub-tropical westerly jet streams cause the chief seasonal snowfall during winter with maxima in March, heavy summer snowfall at high altitudes is also prevalent in the UIB due to the incursion of monsoonal air masses from the Indian Ocean. About 33% of high altitude snow accumulation on central Karakoram glaciers occurs during the Indian monsoon period of July-September [9, 10, 39] . Snowfall also occurs in early summer by frontal storms drawing moisture from the Arabian Sea [40] . Since the Karakoram is located at a considerable distance from the seas and ocean, most of the moisture is transported from the west and southwest in the middle troposphere by winter westerlies. As a result, the bulk of precipitation in the Karakoram falls out at elevations higher than 4000-5000 m, in the elevation range corresponding to the accumulation zone of the major glaciers. These westerlies provide the dominant nourishment for the local glacier systems. Furthermore, there is orographic enhancement of precipitation. Although the valley floors are quite arid, precipitation amounts increase substantially with altitude [40, 41] and decrease again above approximately 5500-6000 m. Actual values of total precipitation within the basin are not exactly known, but can be estimated to range between 200 mm in the arid valley bottoms (e.g., at Skardu) up to 1900 mm of water equivalent in the highest precipitation zone between 4600 and 5500 m [39, 42] .
At high elevations, the 2-m air temperature is sub-zero most of the year, and hence, precipitation falls there as snow. Low-end values between −20 and −30 • C of mean monthly temperature are reached in January and maxima between +5 and +10 • C in August at mid-altitudes around 4500 m. Due to the high elevation of the basin, the air is very dry and clear. In the rarefied atmosphere, the power of the solar radiation is very high and can cause rock surfaces to warm up to multiple tens of • C due to exposure to direct radiation [43] , while the 2-m air temperature remains below zero. This indicates a potentially strong divergence between the 2-m air temperature and LST at high altitudes in the basin. In the valley bottoms, the monthly mean temperature can vary between −10 • C in January and approximately +28 • C in August. We also note that given the extreme topography, local temperature is subject to strong spatial variability attributable to temperature inversions and micro-scale meteorological processes, which we will disregard in the following analysis, as we are working with monthly mean values. To give an impression of the value range of mean monthly precipitation and the 2-m air temperature in Shigar Basin in absence of within-basin in situ observations, we report the monthly climatology of precipitation and temperature spatial averages for raw unprocessed reanalysis outputs at Shigar Basin for 1979-2014 in Figures 2 and 3 . The processing of these reanalyses will be addressed further below. Table 1 for Shigar Basin. Table 1 for Shigar Basin. CFSR, Climate Forecast System Reanalysis. 
Precipitation and Temperature Estimation in Poorly-Gauged Basins
The main challenge in performing sound hydro-glaciological assessments in poorly-monitored basins is the scarcity of reliable in situ observations. This situation is encountered in many parts of the developing world. As already indicated, satellite estimates of precipitation, such as those by TRMM, which cover a region of 50 • latitude north and south of the Equator, are in principle suited to provide continuous precipitation information, but are much less reliable than for, instance, satellite-based LST estimates for our area of interest. Different studies [19, 44] for the UIB indicate considerable precipitation underestimation when using satellite or interpolated ground observations. Low-density observation networks also hamper any extensive correction of TRMM precipitation measurements. Examples of satellite precipitation estimates in the UIB [45, 46] with the product TRMM 2B31 yield mean annual precipitation values of 300 mm/year, which have been shown to be too low for a consistent closure of the basin water balance. Furthermore, other precipitation analysis studies in the UIB [47] reached the conclusion that TRMM measurements are a quantitative indicator of monthly rainfall abundance rather than a measure of absolute magnitude because of systematic underestimation of cumulative precipitation by 40%-60%. A comparison with atmospheric reanalyses [19] suggests that the actual mean annual precipitation for the whole UIB is more than double the TRMM estimate, ranging between 600 mm/year and 800 mm/year.
Alternatively, ensembles of atmospheric reanalyses can be used as predictors to derive the highest probability (in terms of a posterior probability distribution) estimates of area-averaged precipitation and temperature for a poorly-gauged region, such as Shigar Basin (Figure 1 ). The availability of an ensemble of predictors allows one to estimate and subsequently reduce the uncertainty on the predictand. This has a two-fold advantage: firstly, one obtains the most probable values to fill data gaps in the observed series; secondly, a posterior estimate of the predictand is obtained by weighting the predictors on the basis of their assessed information content. In other words, non-informative predictors are attributed less or no importance with respect to those with higher informative value. If a nearby observing station is available with the help of which an uncertainty processor can be calibrated, the suggested approach can be used to determine precipitation and temperature for a sparsely-gauged region. In the following section, we briefly discuss the most-commonly adopted methods of (re-)forecast uncertainty processing and quantification.
Approaches to Predictive Uncertainty Assessment
The use of the Bayesian paradigms for inference and prediction has become common in assessing and decreasing the uncertainty on model predictions of true variables in the fields of meteorology and weather forecasting [26, 27] and more recently also river flow forecasting [48] . In this context the Predictive Uncertainty (PU) is defined as a conditional probability density:
where f is a conditional probability density function, y is the predictand at a given time t and y i,t o , i = 1, ...., n are n predictor variables at time t for a forecast starting at time t o , which implicitly depend on a set of model parameters, θ, i.e.,ŷ i,t o =ŷ i,t o (θ), over which we as prediction users have no influence. In a forecasting context, the chief interest lies in the assessment of PU for prediction times t > t o . A re-forecast, on the other hand, as used here, reproduces the past, and thus, t o = t at each time, which is equivalent to using a lag-zero stochastic process description. Consequently, we omit the time indexing and simplify notation.
(1) The Bayesian Hydrological Uncertainty Processor (HUP) introduced by Krzysztofowicz [48, 49] derives the PU as the conditional uncertainty of a predictand, conditional on a single model forecast by applying Bayes' theorem in terms of a prior distribution (derived from climatology or a lag-n Markov chain model) and a likelihood function, which probabilistically describes model performance against observations. One of the strengths, but at the same time also a limitation of the HUP, is the analytical structure, which makes the HUP fast for operational settings, but effectively limits the application of the processor to the use of a single forecasting model. An extension of the HUP to include multiple models as predictors is not immediate within the original conceptual framework.
(2) A Bayesian uncertainty processor, which allows one to combine multiple predictors is Bayesian Model Averaging (BMA) [50, 51] . In contrast to the HUP, BMA does not seek to determinate the predictive uncertainty explicitly, but evaluates an approximation of the latter in terms of a mixture of densities:
The mixture of densities is effectively the BMA mean, expressed as a linear combination of the conditional densities for individual models, where the weights w i are estimated by formulating the problem as the maximization of the log-likelihood. Once the weights are known, it is possible to estimate the predictive mean on n models as:
and the predictive conditional variance as a combination of the empirical mean and variance for individual models:
The original version of BMA assumes a normal dependency structure between variables, but this assumption has been relaxed and successfully extended to allow for log-normal and gamma distribution dependency models [52] .
(3) The third Bayesian approach to uncertainty assessment is the Model-Conditional Processor (MCP) [30] . By applying the formal definition of the conditional posterior distribution directly, the MCP includes most features of the previously-mentioned Bayesian approaches, while aiming at parsimonious parameterization. The prior distributions of both predictand and predictors are assumed equal to their climatological distributions and are mapped to the Gaussian space by means of the Normal Quantile Transform (NQT) [49] . In the normal space, the interdependency structure of predictand and predictors is assumed multivariate normal. Coccia and Todini [31] proposed an extended version of the MCP, which allows for the inclusion of multiple forecasting models with heteroscedastic dependency structures. This is relevant when dealing with variables that show residuals with varying dispersion in relation to a linear regression. Heteroscedastic dependency is typical for certain variables, such as precipitation and discharge, which exhibit non-constant variance as the magnitude of the variable increases to extreme values. A more detailed recapitulation of the MCP is provided in the Appendix.
(4) Finally, we mention uncertainty quantification by Quantile Regression (QR), an originally non-Bayesian approach, which was first used in the field of econometrics [53] . QR tries to represent the heteroscedasticity of the residuals by assuming linear or non-linear-type variation of the quantiles of the predictive uncertainty distribution, which vary with the magnitude of the predictors. The principal restriction of the QR approach is the number of parameters to be estimated, which can become large, especially when using many quantile classes. QR generally performs well if heteroscedasticity can be represented with a linear model, i.e., the residuals change linearly with the magnitude of the variable, but performs sub-optimally if this relation is non-linear, a case frequently encountered in practice at the upper and lower end of the variable range.
Atmospheric Reanalyses
For reasons given in the Introduction, we resort to an ensemble of numerical reanalyses to obtain predictors for monthly precipitation and temperature in Shigar Basin. We use the output of ongoing or recently-terminated reanalysis projects over past decades. In this analysis, we use the following six reanalysis products: (1) ERA-Interim [22] ; (2) ERA20C [54] ; (3) Japanese 55-year reanalysis [55] ; (4) NCEP-NCAR reanalysis R1 [29] ; (5) NCEP-CFSR [56] ; and NASA Modern-Era Retrospective Reanalysis (MERRA) [57] (6) . The products and their most important characteristics are summarized in Table 1 . In this analysis, we focus on two output variables: 2-m air temperature, a prognostic variable, as well as precipitation, a diagnostic variable. We have selected the most contemporary reanalysis products developed by source organizations, which apply different models and data assimilation procedures to obtain a six-member ensemble of independent physically-based estimates of the variables of interest. For reasons of consistency, only data from 1979 onwards are used. Most atmospheric reanalyses reach as far forward as the second decade of the 21st century or are still ongoing.
The meteorological data, precipitation and 2-m air temperature are spatially averaged over the Shigar Basin area, indicated with a yellow boundary and magnified in the excerpt in Figure 1 . The reanalysis outputs have different spatial resolutions and, therefore, involve a varying number of grid cells. The averaging procedure requires the calculation of the weighted mean of the respective variable X using the sub-basin mask to identify the relevant model cells. All reanalysis cells that overlap with the area enclosed by the mask are used to perform the averaging. The averageX is given by the area-weighted average precipitation:
where the index i indicates cell i, j indicates the monthly time step, A i is the basin area portion covered by the i-th reanalysis pixel, A tot is the sub-basin area and n is the total number of cells found within the sub-basin mask. The resulting series of basin average data for each reanalysis series are assumed to hold approximately at the basin centroid with elevation 4579 m.
Meteorological In Situ Observations
Only a few precipitation and temperature gauges are operated continuously in UIB and are located mainly in the valleys, in the proximity of settlements. Most of the remote mountainous high-altitude areas are not covered by any observing networks. Few precipitation stations have been operated at relatively higher elevations. These so-called "high-altitude stations" have been operational only since 1994 or later years. In addition, some special research projects led to the temporary dispatch of automatic weather stations, which were removed after a few seasons and the wrap-up of the project [39, [58] [59] [60] . Such data are important to assess local precipitation and temperature distributions over altitude, but cannot be employed for any trend analysis on water flow or ice mass development due to the brevity of the records. In the present example of Shigar Basin, there are very few nearby ground stations for temperature and precipitation available.
The most reliable station is Skardu situated in the Indus Valley, in the proximity of the Shigar-Indus River confluence. The station has been operated with brief interruptions over more than a century since 1894. We use the mean monthly precipitation and temperature records from 1951 onwards.
A second precipitation station is located at Shigar village within the basin. This station has a record length of less than 20 years since 1996. A statistical analysis of mean monthly values has shown that the series at Shigar village do not correlate with Skardu (Table 2 ), most likely due to the orography. Two more stations are located at Sadpara lake (Deosai) and Hushey village. These stations, albeit close to Skardu in straight-line distance, are situated in the Indus Valley and the Shyok Basin and have records starting in 1995 and 1994, respectively. Sadpara (Deosai) correlates reasonably well with Skardu, while Hushey correlates also very poorly ( We also performed a double mass curve analysis between Skardu and the three neighboring stations with shorter records to examine the reliability of the stations for the 1996-2012 period. The results are reported in Figure 4 .
Given the evidently poor mutual consistencies in terms of cumulative recorded volume, especially concerning Shigar station, we decided to discard the three shorter records and to retain the Skardu record only. This record is also reasonably complete, with only 3% of data missing between 1979 and 2014. Skardu precipitation and temperature records require correction to values that reflect the higher mean elevation of Shigar Basin. This can be achieved by applying vertical precipitation and temperature gradients. Similar to [61] , a precipitation gradient reported in the literature [60, 62] for the Central Karakoram can be applied. An empirical expression is given by the following power law, which holds for the elevation range 2000-5500 m, beyond which precipitation starts to decline with altitude:
This relationship is integrated over the hypsographic curve of the basin for h ≤ 5500 m and yields an areal annual increase of total precipitation equal to 907 mm/year:
with A i the area of a DEM pixel, h i its elevation with respect to Skardu and n the number of pixels. Because the relationship is expressed as an annual increase, no distinction can be made for individual months, and one obtains a uniform correction factor of 4.9 mm, which we apply to Skardu mean monthly precipitation to account for orographic effects. However, if a time-varying scaling relationship with different values for each month would be available, it could be used in the proposed approach. In absence of such a relationship, we are forced to proceed with a constant scaling coefficient. While this scaling approach may seem crude, we recall that we are working in a poorly-monitored environment and focus on mean monthly values. The precipitation climatology and the corrected monthly precipitation for each month are summarized in Table 3 . For temperature, the adiabatic lapse rate can be integrated over the hypsographic curve to scale from the ground elevation at Skardu to the altitude of the basin mean elevation:
In principle, the lapse rate varies between months, but also here, we need to resort to an mean annual rate due to the lack of data. We note that the application of the temperature lapse rate at Skardu is equivalent to bias-correcting the data with respect to the basin centroid by a constant shift. As will become clear further below, the Model-Conditional Processor (MCP), which we use for the Bayesian combination of observations with reanalysis data in Section 3, neglects a bias between observations and predictor variables, as correlations between variables are invariant to constant shifts. Therefore, it suffices to correct the already processed temperature by adding a constant value of −15.2 • C. This consideration does not apply to precipitation that needs to be rescaled by multiplication with the correction factor ahead of processing. In this context, we also note that given the coarse spatial resolution of the reanalysis data and the smoothing of the underlying elevation grid of the atmospheric model, there is also some uncertainty as to which actual mean elevation basin average data (see Equation (5)) they relate.
Application of the Model-Conditional Processor
Normalization of Variables
From the predictive uncertainty assessment approaches mentioned in Section 2.4, we resort to the Multi-Conditional Processor (MCP) to derive the probability distribution for monthly mean areal precipitation and temperature at Shigar given six reanalysis series. The series cover different lengths, as indicated in Table 1 . For our study, we select the period 1979-2009, adapting to the shortest available series (CFSR) as our reference period. The processing of the data is executed in consecutive steps. First, we transform the altitude-corrected series of monthly precipitation and temperature observed at Skardu into the Gaussian normal space using the Normal Quantile Transform (NQT). The same is done for the predicted series of the six reanalysis models. The transformed observations at time t are denoted with η and the transformed model predictions withη i , where i = 1, ..., n is an index sweeping the different atmospheric reanalysis outputs. Both transformed variables are standard normal N(0,1).
Precipitation: Normal Distributions
We refer to the notation introduced in the Appendix, which indicates realizations at time t of the random process η andη i as η, respectivelyη i . Figure 5 shows the NQT-transformed empirical η −η i relationships as scatterplots for all six reanalysis re-forecasts. One needs to envisage these scatterplots as the projection of the multivariate-normal dependency (η,η i ) , i = 1, ..., n onto the respective η −η i plane as a bivariate-normal process (η,η i ). We note that in all plots, there are no data points for η < −1.36, because precipitation is always non-negative. The red solid line indicates the 50% quantile or conditional median obeying the linear relationship η|η i (η i ) = ρ ηη n ·η i + µ η with µ η = 0, while expectation and variance are equal to:
Var(η|η i ) = σ
where µ η|η i is the conditional mean and ρ ηη i is the correlation. We note that in the normal space, the conditional median coincides with the conditional mean and the conditional modal value. The red dashed lines indicate the 90% credible interval and are at a parallel distance of two standard deviations from the mean. The parametric conditional normal density for a single predictorη i is given by the expression:
We note that the conditional variance σ 2
) is at the denominator, and thus, with ρ ηη i → 1 and σ 2 η|η i → 0, the conditional density curve becomes steeper with probability narrowly concentrated. This is tantamount to minimizing the predictive uncertainty by using an increasingly "optimal" model. As described in more detail in the Appendix, the conditional density can be extended to include all six reanalyses as conditioning variables, leading to the following parametric multi-normal density of η, conditional on n potential predictors:
where conditional mean and variance are expressed in terms of the (n + 1) × (n + 1)-dimensional variance-covariance matrix C η,η n with sub-matrices C ηη n and Cηnηn : In Equation (12), the variance-covariance matrix combines n different models with observations. The covariances are evaluated over a sufficiently long calibration period, for which predictions, as well as observations are available, and specify the added value of the different forecast models by weighting the predictor variablesη n accordingly in the conditional variance σ 2 η|η n . Model forecasts that correlate poorly with the predictand are weighted lower with respect to those with higher correlation. Equation (12) is the marginalization of the multi-normal density φ(η,η 1 , ....,η n ) defined in an (n + 1)-dimensional data space. In case a homoscedastic dependence structure (η,η i ) can be assumed between variables, Equations (12)- (14) apply over the entire value range ofη i .
Precipitation: Multivariate Truncated Normal Distributions
For all subplots in Figure 5 , we note a higher spread of the normalized data for lower precipitation values, an indication that the assumption of homoscedasticity of the residuals between the normalized data point and the linear regression does not hold. To address this issue, it is necessary to model the relationship between transformed observations and predictions via a Multivariate Truncated Normal Distribution (MTND) by subdividing the domain of the variableη i into two sub-domains, in which the dependency between η andη i can be assumed approximately homoscedastic. The verification of the homoscedasticity of the residuals needs to be performed separately between the observations and the different models. For a given predictor, one identifies a threshold valueη * i = a i and two truncated multi-normal distributions, which are valid for −∞ <η i ≤ a i and for a i <η i < ∞. In the multi-model case, for which i = 1, ..., n, and the bisection of the interval, there are 2 n MTNDs with separating threshold values a i . The truncated conditional densities are normal N(µ η , σ η|η n ), with mean and variances given as follows [63] :
for the upper segment and:
for the lower segment. The quantities µ,μ n are, respectively, the sample means of η andη n , while C ηη , Cηnηn and C ηη n are the components of the covariance matrix of η andη n . The values of the thresholds a i are identified with an automated search procedure, in which the variance of the upper segment, which corresponds to high precipitation values, is minimized. The search interval is limited on both ends to ensure that the upper and the lower sample is of sufficiently large size to calculate statistically-meaningful moments of the truncated distributions. For additional details on the MTDNs application, the reader is referred to Coccia and Todini [31] . In the lower four subplots of Figure 3 , the change between the MTND is visible through the slope change of the median line and the more adherent 90% confidence interval in the upper data samples. In the upper two plots, which show the NQTs for ERAIand ERA20C, the processor did not succeed to break the interval into two components while retaining sufficient sampling points in each. In this case, the dependence was modeled with a simple multivariate normal. Figure 6 shows the NQT-transformed temperature data. In this case, we note that the process (η,η i ), i = 1, ..., n is homoscedastic in all six cases. This is mainly due to the much higher predictability of temperature as a prognostic variable by the atmospheric models with respect to precipitation. Temperature is a primary variable governed by the energy conservation equation for air. Precipitation, on the other hand, is derived diagnostically using water vapor and temperature to drive a parameterized cloud sub-model, which makes this variable considerably less predictable. Given the evidently homoscedastic behavior of residuals, it is unnecessary to apply MTND because a uniform conditional variance value holds over the entire data range. The relation of the variables can be modeled with a single multi-normal distribution, as the dependence (η,η i ) can be approximated as homoscedastic.
Temperature: Multivariate Normal Distributions
Inverse Transform and Correlation Analysis
As the next step, we perform the inverse NQT transformation of the normal densities back into the original space. Explicitly, φ(η,η i ) and φ(η|η i ) are transformed back into f (y,ŷ i ) and f (y|ŷ i ). We note that in the original space, median, mode and mean no longer coincide. To examine the performance of the processor, we calculate the correlations of individual predictions against observations. These are summarized in Table 4 for precipitation (Line 1) and temperature (Line 3) observations and raw unprocessed model predictions by individual models. For precipitation and raw model output, the correlation varies among models and is highest for JRA55and ERAI. Recalling Table 2 , we also note that the observations at Skardu correlate better with all six raw reanalysis predictions than with data recorded at neighboring stations, which further substantiates our decision to use only Skardu observations to condition the processor. After application of the processor, we calculate the correlation (Line 2) between observations and the mean of the posterior distribution (i.e., predictive uncertainty) conditional on (1) individual models and (2) on the Bayesian combination of the ensemble of all six models. In Case (1), the correlation improves only minimally and notably most for ERAI. In the other cases, they remain equal or deteriorate, indicating that the precipitation predictions are essentially of limited informative value. For Case (2) , in which all six models are combined, the correlation improves only slightly with respect to the best performing individual model JRA55 to an overall maximum value of 0.68.
The picture for temperature is completely different and considerably brighter (Line 4). In this case the processor yields an improved posterior correlation with the conditional mean. The prior correlation between observations and raw predictions is highest for ERA20C (0.94) and CFSR (0.97). In Case (1), the correlation with posterior conditional means improves notably for all temperature predictions and is highest for CFSR with a correlation reaching a value as high as 0.98, while the highest improvement has been achieved with JRA55 where the correlation jumps from 0.62 to 0.95 through processing. For Case (2), i.e., the Bayesian combination of all six models, the correlation does not improve beyond the 0.98 already achieved for CFSR.
Reconstruction of Observation Gaps
We recall that approximately 3% of the data in the observations series of precipitation at Skardu is missing, while the temperature series is complete. We can now use the expected value conditional on model predictions, E[y|ŷ i ], i = 1, ..., n, in correspondence with the data gaps to perform an educated missing value reconstruction. The processor delivers the most probable monthly mean value of precipitation or temperature observed at Skardu, conditional on six independent reanalysis predictions, including an estimate of the variance. This example shows how the processor serves as a powerful application for educated data reconstruction by the Bayesian combination of model estimates as prior information. Table 5 , first row, lists the annual means for 1979-2009 raw predictions for individual models and the Bayesian combination of all models in the last column of the table. The second row shows the results of the processing of predictions, conditioned on elevation-corrected observations at Skardu as annual means of conditional mean precipitation at the basin centroid, 4579 m. Figure 7 shows the entire gap-filled series of monthly altitude-adjusted precipitation observations (red line), including reconstructed values (3% in total) in correspondence with the Shigar Basin centroid at 4579 masl. The shaded area indicates the uncertainty band drawn from the conditional posterior density of the combined reanalyses. Figure 8 is the analogous plot for temperature showing a much narrower uncertainty bandwidth than precipitation. We note that for temperature, there are no measurement gaps. Although uncertainty is much narrower for temperature than for precipitation, it still remains very high, as uncertainty of up to 5 • C can have very important impacts on glacier mass balance and snow cover, especially for temperatures around 0 • C. However, this becomes less of an issue in the case that the combined series are used for trend analysis of temperature. 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 
Discussion
Performance Indicators
The performance of the processor and the added value by individual models towards reducing predictive uncertainty needs to be examined by means of indicators evaluated in the normal space, which quantify the skill of each single prediction and of the combination of all six predictions. As can be seen from a visual inspection of Figures 5 and 6 , the prediction of precipitation is much more difficult than the one of temperature. This is visible from the wide spread and heteroscedastic dependence structure of observations and predictions in the normal space.
A first quantitative indicator of performance is the intercomparison of the correlations of observed and predicted monthly means shown in Table 4 . A more in-depth analysis of processor performance can be obtained by looking at the correlation and variance of the residuals. Table 6 shows an overview of the correlations, the variance of the residuals (also called variance unexplained), the variance explained, bias and RMSE. The first is an overall indicator of the Gaussian scatter around the linear regression model, while the latter is the variance, which can be explained solely by the regression model. In addition, we calculate the fractions of variance explained and variance unexplained, to show the percentages of each. As can be seen in the table, all six models have a correlation with observations of approximately 0.6. The combination of all models increases the correlations to a value of 0.72, proving that there is a net added informative value in combining all six predictions. However, the fraction of variance unexplained is in all cases higher or equal to 50% of total variance, which shows that the precipitation is not reliably predicted by any of the six reanalysis models, nor their combination. Next, we report the "signal-to-noise" ratio, a decision-theoretic measure of the informativeness of output [48] for individual models and the combination of all models. It shows values that are minimal for R1 and CFSR and highest for JRA55 and ERAI. The combination of models brings the ratio to a value of 1.10, indicating that the co-processing of all models leads to an improvement by a factor of 2.2 with respect to the worst performing predictor (CFSR) when processed as a single model. In the hypothetical case of a totally uninformative model, which would be completely uncorrelated with observations, i.e., ρ ηη i = 0, the total variance becomes unexplained, and the signal-to-noise ratio ρ 2
) drops to zero. To the contrary, if the model is "perfect", ρ ηη i = 1, and the signal-to-noise ratio → ∞. Since for all individual models, the noise exceeds the signal, no robust conclusions can be drawn from the results for individual models, and only slight gains are obtained for the combination of all models. Given that we are using monthly precipitation, we can safely assume that the predictive capacity of the models further decreases for sub-monthly temporal resolution.
The last two lines of the table report the bias and the root mean square error. We note that the effect of the MCP is the removal of the bias, which reduces to near zero after processing. The RMSE however remains nearly unchanged as high before and after processing, which in this case is due to poor predictability of precipitation.
The same performance indicators for temperature are reported in Table 7 . As to be expected, the values of the correlations are above 0.9, showing an excellent correspondence between observations and predictions for all models. The fraction of variance of residuals is in the order of 10% and, thus, relatively small. For the combination of all models' cases, the signal exceeds noise by a factor of approximately 15. In this case, JRA55 and CFRS turn out to be the most reliable predictions, while NCEP/NCAR R1 is the least reliable. The low performance of the latter could among other reasons be related to the much coarser spatial resolution of the R1 model grid with respect to the other products (see Table 1 ). For temperature, the bias is much lower and reduces to near-zero after processing. As to be expected, for temperature, the RMSE is also low for all cases. 
Residuals and Reliability
Finally, we examine the probability distribution of residuals for the combination of all models in the normal space. We compare the empirical distribution with the parametric normal distribution N(0,1 − ρ 2 ηη i ). The results for precipitation are reported in the left pane of Figure 9 , while those of temperature in Figure 8 . We see that both empirical distributions provide a near-perfect match with the parametric model in absence of any bias. Only the distribution of residuals of precipitation is departing slightly from the parametric curve in the lower-end tail, which is exclusively caused by the high spread of predicted precipitation in the low range, also visible in the scatterplots of Figure 5 . For temperature, the match with the parametric curve is near-perfect. The performance of the processor can also be presented in synthetic fashion through reliability diagrams or quantile-quantile plots shown for precipitation and temperature in the right panes of Figures 9 and 10 , respectively. These diagrams are the most important rapid-assessment tool for validating the correctness of the approach. The diagrams show 5% percentage bins of monthly precipitation and temperature observations y against the 5% credibility quantiles around the expected value E[y|ŷ i ], i = 1, ..., n estimated by the processor for all models combined. Perfect behavior corresponds to red dots lying on the bisection line, indicating a perfect match of the percentages of observations that fall within each uncertainty quantile bin. In the case of precipitation, we see a clear departure from the bisection in the 20% quantile, while the behavior improves for higher quantiles. This is mainly attributable to poor reanalysis results in the low monthly precipitation range. For temperature, the points are reasonably well and symmetrically aligned with the bisection line, indicating much better correspondence between processed predictions and observations. Finally, we note that our samples are uncensored. By censoring the raw precipitation data and eliminating heavy outliers, an improved performance of the processor can be achieved. To further improve processor performance, we can separate the raw precipitation data into months or three-monthly seasons with their specific precipitation regime. For instance, in the Karakoram, precipitation falls mainly in winter and during the summer monsoon season. This recurring pattern can be used as guidance to separate the original sample. On the other side, given the relatively short period of monthly data, splitting the original sample leads to even shorter sub-samples, which reduce the reliability of the statistics.
Conclusions
In this study, we have applied the Bayesian paradigm for prediction to quantitatively assess the uncertainty of precipitation and temperature estimates in a poorly-gauged basin in Central Karakoram by a six-member ensemble of independent reanalysis outputs. To this end, the Bayesian Model-Conditional Processor (MCP) has been used to estimate the predictive uncertainty for two meteorological variables required in regional hydro-glaciological mass balance analysis. The processor has been conditioned on monthly precipitation and temperature observations at a single observing station located in the proximity of the basin, which were mapped to the elevation of the basin centroid via an empirical scaling relationship and the adiabatic lapse rate. The reanalysis predictions were elaborated with the processor to remove the bias due to the different reference elevations of the atmospheric model vs. basin centroid elevation and to weight them according to their correlation with observations. The results show that the combination of the model predictions in the processing leads to a considerable reduction of the predictive uncertainty and an improved signal-to-noise ratio. The gain is more pronounced for temperature than for precipitation. Already, the use of a single reanalysis model, conditioned on observations, leads to noticeable improvements, but maximum benefit is obtained by the Bayesian combination of multiple independent predictions, six in our case. It needs to be emphasized that the combined result is only as good as the conditioning observations. Nevertheless, the obtained mean annual precipitation values summarized in Table 5 allow for a meaningful closure of the water balance. The continuous series of mean monthly precipitation and temperature and their variance can be used for specifying the uncertainty of atmospheric forcing in regional hydrological mass balance studies.
For the specific study region, which is characterized by extreme topographic relief and temperature excursions, there is a considerable difference in predictive capability between individual reanalysis products; JRA55 and NCEP-CFSR perform best for temperature, while JRA55 and ERA INTERIM outperform for precipitation. In general, the predictions of monthly precipitation, a diagnostic variable, are much more uncertain than those of temperature, a prognostic quantity. The study suggests that the use of reanalysis data for precipitation with sub-monthly resolution is to be considered as not adequate for hydrological studies in the region of interest. Future improvement of the sub-grid cloud and precipitation schemes in the atmospheric models are necessary for these products to become useful for applications with sub-monthly temporal resolution. The MCP also provides a solid conceptual basis for probabilistic reconstruction of missing observations and delivers the least uncertain atmospheric forcing data for poorly-gauged basins from atmospheric reanalysis data given conditioning observations. Quantile Transform (NQT) through probability matching. The transformed standard normal variables, N(0, 1), are indicated with η andη, and can be modeled by respective parametric expressions of normal distributions.
In the normal space, the joint distribution of the two variables, Φ(η,η), can be assumed as a bivariate normal distribution, for which the predictive density in the normal space φ(η|η) can be evaluated analytically by marginalizing the parametric joint density with respect toη. After marginalization, the conditional density can be back-transformed from the normal to the original space, yielding the empirical conditional density of the predictive uncertainty Equation (A1). The work in [64] provided a proof of the close relationship between the MCP [30] and the Bayesian HUP [48, 49] .
The single-model case can be extended by analogy to include multiple models as predictors [31] . Based on the properties of the multi-normal distribution [65] , the MCP allows one to evaluate the density of the predictand conditional on the forecasts by n models via multiple regression in the normal space.
The derivation of the predictive density is performed by first converting observations y and the forecasts by the n models,ŷ n = (ŷ 1 ,ŷ 2 , ....,ŷ n ), into the Gaussian space by NQT. The transformed variables are denoted with the Greek letter η. If m is the number of data in the observed series, y and its transform η are vectors of length m, while the predictionsŷ n and their respective transformsη n are organized in m × n matrices. In the normal space, the predictand and predictor are assumed to be linearly related through a joint probability distribution with vector of means µ η,η n and variance-covariance matrix C η,η n . Because the transformed variables are standard normal, the vector of means is equal to the null vector: 
and the variance-covariance matrix is structured as follows:
Moreover, as the standard normal variance is equal to one, the covariances coincide with the correlations, and those in turn with multi-linear regression coefficients. Consequently, C ηη = 1, C ηη n = [ρ ηη 1 , . . . , ρ ηη n ] is a 1 × n vector of correlations, while: 
is a n × n matrix of correlations. The joint observations-forecast probability density is the multi-normal density:
φ(η,η n ) = exp(− 
from which we obtain an analytical expression of the predictive density by exploiting the properties of the normal distributions [65] and dividing by the marginal density:
where the mean and variance of the conditional density are given as follows:
We observe that Equations (A5)-(A7) are vectorial, with each vector position referring to a given observing and prediction time t. The predictive density at time t can be obtained by evaluating the respective expressions for "realizations" of the random observation η and model forecastη n processes at t. The realizations at a given time are denoted with η andη n . After the predictive density in the normal space has been obtained, it is back-transformed into the original space by applying the inverse NQT.
At this stage, we note that the variance given by Equation (A8) is a scalar value, which is constant over the entire value range of the random variables. This is a consequence of the implicit assumption that the dependency (η,η n ) is homoscedastic. However, for many random variables, such as flow levels, discharges or precipitation, such an assumption is not appropriate. Very low or high flows or water levels in a river can show higher variances than their mid-range. Similar characteristics are observed for precipitation. In such cases, it is inaccurate to apply a single linear regression model assuming homoscedastic behavior. A proven solution is to apply Truncated Normal Distributions (TND), which are fitted to the variables over smaller sub-domains of the whole value range, in which homoscedasticity can be assumed. This approach has been shown [31] to yield satisfactory results in typical situations of heteroscedastic variables with a subdivision of the random variable into two or at most three sub-domains.
