In high-voltage electron beam lithography, most of the beam energy is released as heat and accumulates in the local area of writing. Excessive heat causes changes in resist sensitivity, which in turn causes significant critical dimension (CD) variation. Previous methods for reducing CD distortion caused by resist heating include usage of lower beam currents, increased delays between electron flashes, and multi-pass writing. However, all these methods lower mask writing throughput. This leads to increased mask writing cost, which is increasingly becoming a major limiting factor to semiconductor industry productivity.
INTRODUCTION
In high-voltage electron beam lithography, most of the beam energy is released as heat and accumulates in the local area of writing. Resist heating has been identified as a main contributor to critical dimension (CD) distortion in high-voltage electron beam maskmaking. [1] [2] [3] [4] In an attempt to minimize CD distortion caused by resist heating, recent works [5] [6] [7] [8] have explored the optimization of such parameters as beam current density, flash size, number of passes, and subfield writing order. A common drawback of these single-parameter optimizations is that the decreases in resist temperature are obtained at the expense of increasing the mask writing time and cost.
In this paper, we propose a new method for minimizing CD distortion caused by resist heating. Our method performs simultaneous optimization of beam current density and subfield writing order, and is the first to result in decreased resist heating with unchanged mask writing throughput. To reduce excessive resist heating, we schedule the writing of subfields such that successively written subfields are far from each other. To maintain mask writing throughput, we simultaneously increase beam current density so that the resulting reduction in dwell time compensates for the increased travel and settling time caused by non-sequential writing of subfields. Experiments carried out using the commercially available TEMPTA-TION temperature simulation tool 9 show that the new subfield scheduling method leads to significant reductions in resist temperature compared to previous methods. The lower resist temperature enables the use of a higher beam current density. Depending on the particular parameters of the writer, this can reduce total writing time and hence increase throughput while keeping CD distortion within acceptable limits.
The rest of the paper is organized as follows. In Section 2 we describe a subfield scheduling scheme based on the wellspaced labelings of rectangular grids recently introduced by Lagarias, 10 then give a new greedy local improvement subfield scheduling algorithm based on a simple model for computing the temperature of subfields. In Section 3 we present the setup of our simulation experiments comparing the new greedy scheduling with sequential, Lagarias, and random subfield schedules. Finally, in Section 4 we present the results and conclusions. 
SUBFIELD SCHEDULING ALGORITHMS
One of the most effective techniques for mitigating CD distortion caused by resist heating is to avoid sequential writing of features that are close to each other. 5 When performed at fracture granularity, non-sequential writing greatly increases total mask writing time due to the significant beam re-positioning and settling time overheads. On the other hand, non-sequential writing of subfields incurs much smaller overheads relative to the total mask writing time. Therefore, we concentrate on techniques for improved non-sequential subfield scheduling.
In this section we first review a subfield scheduling method due to Lagarias 5, 10 and then give a new greedy local improvement subfield scheduling algorithm. The Lagarias schedule is based on pure geometric considerations (attempting to maximize the minimum Manhattan distance between consecutively written subfields), whereas the greedy algorithm iteratively improves an initial random schedule by using a simple model for computing the temperature of subfields.
Lagarias Scheduling
Motivated by applications to error-correction in 2-dimensional memory arrays, Lagarias 10 has recently introduced a class of "well-spaced labeling schemes" for rectangular grids which guarantees that the minimum Manhattan distance between grid nodes with consecutive labels is at most one less than the maximum possible. TEMPTATION simulations results show that Lagarias subfield scheduling can lead to significant reductions in maximum resist temperature compared to the sequential subfield scheduling currently used by electron beam mask writers.
5 However, these results were obtained using constant beam current density, which implies decreased throughput for the Lagarias scheduling due to the beam re-positioning and settling overheads introduced by non-sequential writing of subfields. An interesting open question 5 is whether or not Lagarias scheduling leads to reductions in resist temperature in a normalized throughput setting, i.e., after increasing beam current density such that the resulting reduction in dwell time compensates for the increased travel and settling time in the Lagarias schedule. Simulation results reported in Section 3 answer this question in the affirmative. For completeness, we include here a concise description of the well-spaced labeling scheme of Lagarias.
rectangular grid defined by the subfields. Clearly, we can identify any subfield schedule to a labeling of 
Case 4: M 1 and M 2 are both even. Define
is even (4) and
The Greedy Local Improvement Algorithm
The main drawback of the Lagarias schedule is its exclusive reliance on geometric considerations. In particular, the schedule is insensitive to travel times between subfields. In this section, we give a greedy algorithm for finding subfield schedules that minimize the temperature experienced by resist. The algorithm is based on the local improvement paradigm, and relies on a simple model that allows fast computation of subfield temperatures. An important feature of the model is that it can take into account travel times between subfields, which usually represents a significant fraction of total writing time.
The greedy algorithm (see Figure 1 ) starts with a random subfield order, and then iteratively improves the order using a cost function equal to
where T max and T average are the maximum, respectively average subfield temperatures for the given order and α is a parameter between 0 and 1 (α was set to 0.5 in our experiments). The algorithm stops when no further decreases in the cost function are possible. As described in Figure 1 , the greedy algorithm requires O(n 2 ) cost function evaluations per each order update. Our implementation reduces the number of cost function evaluations per update to O(n) by considering only swaps (i, j) in which i is a subfield with maximum temperature. The key part of the greedy algorithm is the evaluation of the cost function (9) . Temperature computation based on sophisticated models for electron-beam energy deposition and Green's function integration 11 is impractical even for a relatively small number of subfields. Therefore, we use a greatly simplified model of temperature computation in which each subfield is assumed to be written in a single flash. The model is built on two basic principles: (1) Flashing a subfield within the main deflection field results in increase of temperature at all other subfields, and the increase depends on the distance to the flash, the duration of the flash, the amount of energy deposited by the flash, and the thermal properties of resist. (2) Between flashes, the temperature of all subfields decays exponentially at a rate that depends on the thermal diffusivity of the resist and of the substrate material.
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Let π = (π 1 , . . . , π n ) be a flashing order of subfields, and let T i,j be the temperature of subfield π i before flashing subfield π j . We assume that T i,1 = 0 for every i = 1, . . . , n, i.e., the temperature of each subfield before the occurrence of the first flash is zero. In the time immediately succeeding a flash, the temperature of all other subfields increases by an amount directly proportional to the difference in temperature and inversely proportional to the squared Euclidean distance between them. Let T rise k,j be the temperature rise at subfield π k due to flashing subfield π j . T rise j,j is the temperature rise at subfield π j after being flashed and depends on e-beam writer parameters. For k = j, T rise k,j is proportional to
where dist(π k , π j ) is the Euclidean distance between subfields π k and π i .
Finally, an exponential decay in subfield temperature takes place between consecutive flashes. Therefore, the temperature of a subfield π i before the occurrence of a flash at π j is
where the decay factor f depends on the travel time between flashes.
Based on the above model, all temperatures T i,j can be computed in O(n 2 ) time. Hence, the cost function (9) can also be evaluated within the same time bound for a given subfield order. This gives a total time of O(n 4 ) per subfield order update for the greedy algorithm as described in Figure 9 . This reduces to O(n 3 ) for the implementation which considers only candidate swaps involving a subfield with maximum temperature.
SIMULATION SETUP AND PARAMETERS
In this section, we describe the experimental setup for thermal simulations of different subfield writing schedules. The commercial TEMPTATION software 9 was used for simulating the thermal evolution of the resist during e-beam exposure. We simulated four scheduling strategies:
1. Sequential writing schedule: In this schedule, conventionally used by e-beam writers, writing starts at a corner of the major field and proceeds in a sequential serpentine fashion.
Lagarias writing schedule:
In this schedule, writing is performed according to the order specified by the analytical formulas given in Section 2.1. The Lagarias order for 16×16 subfields is given in Figure 2 .
3. Random writing schedule: We used the randomly generated order for 16×16 subfields in Figure 3 .
Greedy writing schedule:
In this schedule, the writing is performed based on the order computed by the greedy local improvement described in Section 2.2. The order is shown in Figure 4 .
We simulated a major field of size 1.024mm × 1.024mm, divided into 16×16 subfields of size 64µm × 64µm each. For each subfield we simulated a chessboard fracture pattern exposed in sequential-serpent order as shown in Figure 5 . Mask and e-beam parameters used in our TEMPTATION simulations are given in Table 1. For each subfield scheduling, the simulation was performed in two phases. In the first simulation phase, each of the 256 subfields was exposed to four coarse flashes that delivered to the subfield the same dose as the detailed chessboard fracture flashes. Furthermore, the four doses were specified such that subfield writing time was identical to that required by detailed chessboard fracture flashes. This coarse simulation captures the effect of subfield scheduling on the average subfield temperature before writing.
During first simulation phase, delays were introduced between subfield flashes to simulate the effect of travel and settling time between subfields. In our simulations we assumed a constant settling time of 25ns and a travel time proportional to the maximum distance traveled in either the horizontal or vertical direction. More exactly, the settling time was computed using the formula 25ns + 5ns × max{∆x, ∆y}, where ∆x and ∆y are the horizontal and vertical travel distances, respectively. To maintain constant throughput among various subfield writing schedules, we increased the beam current density to reduce the dwell time by an amount equal to the overhead in travel and settling times. The resulting current density values were 20.0 A/cm 2 for sequential, 21.3 A/cm 2 for random, 21.8 A/cm 2 for Lagarias, and 21.5 A/cm 2 for the greedy subfield order.
As a result of first phase simulations we identified for each subfield ordering the subfield with the largest average temperature before writing, which we call "critical" subfield. Detailed fracture flashing was then simulated for each of the four critical subfields corresponding to each ordering. Figure 6 shows the temperature before writing for each of the 16×16 subfields under the four considered writing schedules. The greedy, Lagarias and random schedules have a lower average subfield temperature compared to the sequential schedule.
RESULTS AND CONCLUSIONS
The maximum subfield temperature is lower for the greedy schedule than for the Lagarias and random. Figure 7 shows the temperature before writing for the fractures in the critical subfields corresponding to the four simulated schedules. The results show that the worst fracture temperature before writing for the greedy order is reduced to 93.4
• C compared to 105.1
• C for sequential, 104.6
• C for random, and 97.15
• C for Lagarias order. The lower resist temperature enables the use of a higher beam current density. Depending on the particular parameters of the writer, this can reduce total writing time and hence increase throughput while keeping CD distortion within acceptable limits. 
