ABSTRACT. For dynamical systems with the shadowing property, we provide a method of approximation of invariant measures by ergodic measures supported on odometers and their almost 1-1 extensions. For a topologically transitive system with the shadowing property, we show that ergodic measures supported on odometers are dense in the space of invariant measures, and then ergodic measures are generic in the space of invariant measures. We also show that for every c ≥ 0 and ε > 0 the collection of ergodic measures (supported on almost 1-1 extensions of odometers) with entropy between c and c + ε is dense in the space of invariant measures with entropy at least c. Moreover, if in addition the entropy function is upper semi-continuous, then for every c ≥ 0 ergodic measures with entropy c are generic in the space of invariant measures with entropy at least c.
INTRODUCTION
The concepts of the specification and shadowing properties were born during studies on topological and measure-theoretic properties of Axiom A diffeomorphisms (see [3] and [4] by Rufus Bowen, who was motivated by some earlier works of Anosov and Sinai). Later it turned out that there are many very strong connections between specification properties and the structure of the space of invariant measures. For example in [32, 33] , Sigmund showed that if a dynamical system has the periodic specification property, then: the set of measures supported on periodic points is dense in the space of invariant measures; the set of ergodic measures, the set of non-atomic measures, the set of measures positive on all open sets, and the set of measures vanishing on all proper closed invariant subsets are complements of sets of first category in the space of invariant measures; the set of strongly mixing measures is a set of first category in the space of invariant measures.
A classical result of Bowen (see [8, Proposition 23.20] ) states that if a dynamical system with the shadowing property is expansive and topologically mixing then it has the periodic specification property. It is worth mentioning here that expansiveness of dynamics allows to conclude the uniqueness of some approximate trajectories and the existence of periodic points in the above result. Therefore it is interesting to expect some connections between the shadowing property (without expansiveness) and properties of the space of invariant measures.
In general, it may happen that a dynamical system with the shadowing property does not have any periodic point, however Moothathu proved in [23] that the collection of uniformly recurrent points is dense in the non-wandering set, and later Moothathu and Oprocha proved in [24] that the collection of regularly recurrent points is dense in the nonwandering set. They also asked in [24] whether there always exists a point whose orbit closure is an odometer. Here we give a positive answer to this question. In fact, we show that if a dynamical system has the shadowing property, then the collection of points whose orbit closures are odometers is dense in the non-wandering set. If in addition the dynamical system is transitive, then we can show that collection of ergodic measures which are supported on odometers is dense in the space of invariant measures. Our first main result is the following.
Theorem A. Suppose that a dynamical system (X, T ) is transitive and has the shadowing property. Then the collection of ergodic measures which are supported on odometers is dense in the space of invariant measures of (X, T ). In particular ergodic measures are generic in the space of invariant measures.
It is shown in [19] that if the collection of ergodic measures is dense in the space of invariant measures then the dynamical system must be transitive. So transitivity is a necessary assumption in Theorem A.
Using Theorem A, we can show that if a dynamical system (X, T ) is transitive with X being infinite and has the shadowing property then the space of invariant measure has many properties in common with the case of dynamical systems with the specification property. For example the set of non-atomic measures and the set of measures positive on all open sets are complements of sets of first category in the space of invariant measures; the set of strongly mixing measures is a set of first category in the space of invariant measures. A direct consequence of Theorem A is that the collection of ergodic measures with zero entropy is dense in the space of invariant measures. If in addition the entropy function (with respect to invariant measures) is upper semi-continuous, then ergodic measures with zero entropy are generic in the space of invariant measures. In [20] , we proved that weak mixing together with the shadowing property imply the specification property with a special kind of regularity in tracing (a weaker version of periodic specification property). Using ideas in the proof of Theorem A, we can show that the orbit closure of the tracing point is an odometer, answering the Question 1 in [20] .
Another important consequence of the specification property is that, if the entropy function is upper semi-continuous then every invariant measure µ can be presented as a weak limit of ergodic measures µ n and additionally entropies converge, that is lim n→∞ µ n = µ and lim n→∞ h µ n (T ) = h µ (T ), e.g. see [12, Theorem B] . It is well known that if a dynamical system is expansive then the entropy function is upper semi-continuous. Unfortunately, it many cases it happens that the entropy function is not automatically upper semi-continuous, hence many authors use some forms of expansiveness to ensure upper semi-continuity of entropy function and obtain the above convergence, e.g. see [28] or weaker versions of expansiveness such as h-expansiveness in [2] or asymptotically hexpansiveness in [22] . Note also that if the entropy function is upper semi-continuous then the system admits an ergodic invariant measure with maximal entropy.
Recently, many authors were interested in weakening specification property in such a way that the entropy approximation is still possible. An important example of this type is the paper by Pfister and Sulivan [26] who introduced a very weak version of specification property and proved that it suffices to show results on entropy analogous to these mentioned above (in particular lim n→∞ h µ n (T ) ≥ h µ (T )). As we will show, in the case of dynamical systems with the shadowing property it is always possible to obtain the convergence of entropy, even in the case that there does not exist any measure of maximal entropy (the entropy function is not upper semi-continuous). Strictly speaking, the second main result of the paper is the following.
Theorem B. Suppose that a dynamical system (X, T ) is transitive and has the shadowing property. Then for every invariant measure µ on (X, T ) and every 0 ≤ c ≤ h µ (T ) there exists a sequence of ergodic measures (µ n ) ∞ n=1 of (X, T ) supported on almost 1-1 extensions of odometers such that lim n→∞ µ n = µ and lim n→∞ h µ n (T ) = c.
A direct consequence of Theorem B is the following corollary.
Corollary C. Suppose that a dynamical system (X, T ) is transitive and has the shadowing property. The following conditions hold:
(1) for every 0 ≤ c < h top (T ) and ε > 0 the collection of ergodic measures, supported on almost 1-1 extensions of odometers, with entropy between c and c + ε is dense in the space of invariant measures with entropy at least c. (2) if the entropy function is upper semi-continuous, then for every 0 ≤ c < h top (T ) ergodic measures with entropy c are generic in the space of invariant measures with entropy at least c.
Note that the conclusion of Corollary C is much stronger than the condition (D) in [14] , that is the graph of the restriction of the entropy function to ergodic measures is dense in the graph. In [6, Theorem 1], Comman gave several equivalent conditions to the condition (D) and explained their applications in large deviation theory. So if a dynamical system (X, T ) is transitive and has the shadowing property then it has some consequences in large deviation theory.
The paper is organized as follows. In Section 2, we give some preliminaries. In Section 3 we show the existence of odometers in dynamical systems with the shadowing property and provide a method of approximation of invariant measures by ergodic measures supported on odometers. Then we prove Theorem A and its consequences. In Section 4, we provide a delicate method of approximation of invariant measures by ergodic measures supported on almost 1-1 extensions of odometers with arbitrary lower entropy. Theorem B is proved there. Section 5 contains examples of systems with the shadowing property but without the specification property, highlighting possible applications of previously mentioned results. In Section 6, we provide the following example.
Theorem D. There exists a transitive dynamical system (X, T ) with the shadowing property such that h µ (T ) < h top (T ) for every invariant measure µ ∈ M T (X).
PRELIMINARIES
In this section we provide main definitions and prove some auxiliary results which will be used later.
Throughout this paper, let N, N 0 , Z and R denote the set of all positive integers, nonnegative integers, integers and real numbers, respectively. The cardinality of a set A is denoted |A|.
2.1. Topological dynamics. By a (topological) dynamical system we mean a pair (X, T ), where X is a compact metric space and T : X → X is a continuous map. The metric of X is usually denoted by d. If |X| = 1 then we say that the dynamical system (X, T ) is trivial.
For a point x ∈ X, the orbit of x, denoted by Orb(x, T ), is the set {T n x : n ∈ N 0 }, and the ω-limit set of x, denoted by ω(x, T ), is the set of limits points of the sequence (T n (x)) n∈N 0 .
A
also is a dynamical system. We will call it a subsystem of (X, T ). If there is no ambiguity, for simplicity we will write T instead of T | A . A dynamical system (X, T ) is called minimal if it does not contain any non-empty proper subsystem. It is easy to see that a dynamical system (X, T ) is minimal if and only if Orb(x, T ) = X for every x ∈ X. A dynamical system (X, T ) is transitive if for any two nonempty open sets U,V ⊂ X there is n > 0 such that T n (U) ∩ V = / 0; (topologically) weakly mixing if the product system (X × X, T × T ) is transitive; (topologically) mixing if for any two nonempty open sets U,V ⊂ X there is N > 0 such that T n (U) ∩V = / 0 for every n ≥ N.
A point x ∈ X is periodic with the least period n, if n is the smallest positive integer satisfying T n (x) = x; regularly recurrent if for every open neighborhood U of x there exists k ∈ N such that T kn (x) ∈ U for all n ∈ N 0 ; uniformly recurrent if for every open neighborhood U of x there exists N ∈ N such that for every n ∈ N 0 there is k ∈ [n, n + N] such that T k (x) ∈ U; recurrent if for every neighborhood U of x there exists k ∈ N such that T k (x) ∈ U; and non-wandering if for every neighborhood U of x there exist k ∈ N and y ∈ U such that T k (y) ∈ U. It is easy to see that a point x ∈ X is uniformly recurrent if and only if (Orb(x, T ), T ) is minimal, and it is recurrent if and only if (Orb(x, T ), T ) is transitive. The set of all non-wandering points of (X, T ) is denoted as Ω(X, T ). Observe that Ω(X, T ) is closed and T -invariant. If Ω(X, T ) = X, the dynamical system (X, T ) is said to be non-wandering.
Directly from definitions we have the following relation between the above properties periodic ⇒ regularly recurrent ⇒ uniformly recurrent ⇒ recurrent ⇒ nonwandering and it is not hard to provide examples showing that none of these implications can be reversed. Let (X, T ) and (Y, S) be two dynamical systems. If there is a continuous surjection π : X → Y with π • T = S • π, we say that π is a factor map, the system (Y, g) is a factor of (X, T ) or (X, T ) is an extension of (Y, S). We say that a factor map π : X → Y is almost 1-1 if {x ∈ X : π −1 (π(x)) = {x}} is residual in X.
A dynamical system (X, T ) is equicontinuous if for every ε > 0 there is δ > 0 with the property that for every two points x, y ∈ X, d(x, y) < δ implies d(T n (x), T n (y)) < ε for all n ∈ N 0 .
A dynamical system (X, T ) is called an odometer if it is equicontinuous and there exists a regularly recurrent point x ∈ X such that Orb(x, T ) = X. Note that with this definition, a periodic orbit is also an odometer. There are several equivalent definitions of odometers. Next we recall one of them. Let s = (s n ) n∈N be a nondecreasing sequence of positive integers such that s n divides s n+1 . For each n ≥ 1 define π n : Z s n+1 → Z s n by the natural formula π n (m) = m (mod s n ) and let G s denote the following inverse limit
where each Z s n is given the discrete topology, and on ∏ ∞ i=1 Z s n we have the Tychonoff product topology, hence G s is a compact metrizable space. On G s we define a natural map
The following theorem binds together notions of odometer and regularly recurrent point (e.g. see [9, Theorem 5.1]). Theorem 2.1. A minimal dynamical system (X, T ) is an almost 1-1 extension of some (G s , T s ) if and only if there exists a regularly recurrent point x ∈ X such that Orb(x, T ) = X.
It was first proved in [25] (see also [9, Theorem 4.3] ) that an almost 1-1 extension of a minimal equicontinuous system is its maximal equicontinuous factor. But any equicontinuous system is its own maximal equicontinuous factor, hence by Theorem 2.1 each odometer is in fact conjugate to some (G s , T s ), and clearly each (G s , T s ) satisfies our definition of odometer. Then we can view each "abstract" odometer as (G s , T s ). We refer the reader to the survey [9] by Downarowicz for more details on odometers and their extensions.
2.2.
Chain-recurrence and shadowing property. An infinite sequence (x n ) ∞ n=0 of points in X is a δ -pseudo-orbit for a dynamical system (X, T ) if d(T (x n ), x n+1 ) < δ for each n ∈ N 0 . We say that a dynamical system (X, T ) has the shadowing property if for every ε > 0 there is a δ > 0 such that any δ -pseudo-orbit (x n ) ∞ n=0 can be ε-traced by a point y ∈ X, that is d(T n (y), x n ) < ε for all n ∈ N 0 . A δ -chain (of length n) between x and y is any sequence (x i ) n i=0 such that d(T (x i ), x i+1 ) < δ for each i = 0, . . . , n − 1 and x = x 0 , y = x n . Given two points x, y ∈ X, if for every δ > 0 there is a δ -chain form x to y then we write x y and when x y and y x then we write x ∼ y. A point x ∈ X is chain recurrent if x ∼ x and the set of all such points is denoted by CR(X, T ). Note that the chain relation ∼ is an equivalence relation on CR(X, T ). If for every x, y ∈ X and every δ > 0 there exists a δ -chain form x to y, that is X = [x] ∼ for some x ∈ X, then (X, T ) is called chain transitive. It is easy to see that if a dynamical system is transitive then it is also chain transitive, and when the dynamical system (X, T ) has the shadowing property then the converse implication is true.
Obviously Ω(X, T ) ⊂ CR(X, T ) and it is also well known that when (X, T ) has the shadowing property then Ω(X, T ) = CR(X, T ) = CR(CR(T ), T ). We refer to [1] by Aoki and Hiraide for more detailed exposition on chain-recurrence and the shadowing property.
We say that a dynamical system (X, T ) satisfies the periodic specification property if for any ε > 0 there exists M > 0 such that for any k ≥ 2, any k points x 1 , x 1 , . . . , x k ∈ X, any non-negative integers 0
We say that (X, T ) satisfies the specification property if the point z from the definition of periodic specification property is not requested to be periodic (hence no condition on p).
2.3.
Topological entropy. For ε > 0 and n ∈ N, a subset S ⊂ X is called (n, ε)-separated if for any x = y ∈ S there exists 0 ≤ i < n with d(T i (x), T i (y)) > ε, and (n, ε)-spanning if for any x ∈ X, there exists y ∈ S such that d(T i (x), T i (y)) < ε for i = 0, 1, . . . , n − 1. Define s n (ε) = sup{|S| : S is (n, ε)-separated}, and r n (ε) = inf{|S| : S is (n, ε)-spanning}.
The topological entropy of (X, T ), denoted by h top (X, T ), is
We refer to the monograph [36] by Walters for more information on topological entropy. 
It is clear that σ is continuous and surjective. The dynamical system (Σ + k , σ ) is called the (one-sided) full shift. Any subsystem of the full shift is called a subshift.
A word of length n is a finite sequence w = w 0 w 1 . . . w n−1 of elements of the alphabet {0, 1, . . . , k − 1}. We say that a word w = w 0 w 1 . . . w n−1 appears in x = x 0 x 1 x 2 · · · if there exists some j ∈ N 0 such that x j+i = w i for i = 0, 1, . . . , n − 1. For a subshift C, denote by L n (C) is the collection of words of length n which appear in some point in C. The language of C, denote by L(X), is the set ∞ n=1 L n (C). The formula for topological entropy of a subshift (C, σ ) can be reduced to
k is a subshift and there is a finite set of words F such that
∈ F for all 0 ≤ i ≤ j} then we say that X is a subshift of finite type. It was first proved by Walters [35] that a subshift (X, σ ) has the shadowing property if and only it is a subshift of finite type.
Two-sided full shift Σ k = {0, . . . , k − 1} Z and all related objects are defined analogously. We use monographs [16, 18] as a standard reference for symbolic dynamics.
2.5. The space of measures. Let X be a compact metric space and B be the σ -algebra of Borel subsets of X. Let M(X) denote the set of all Borel probability measures on the measurable space (X, B). For a point x ∈ X, we denote the point mass at x by δ x . The support of a measure µ ∈ M(X), denoted by supp(µ), is the smallest closed subset C of X such that µ(C) = 1.
Let C(X, R) be the collection of all continuous real-valued functions on X with the supremum norm · ∞ . By the Riesz representation theorem, there is a one-to-one correspondence between M(X) and the collection of all normalized continuous positive linear functionals on C(X, R). So we can imbed M(X) into the dual space C(X, R) * of C(X, R). Under the weak * -topology of C(X, R) * , M(X) is a compact metric space. For a sequence (µ n ) n∈N and µ ∈ M(X), we have that µ n → µ in the weak * -topology if and only if f dµ n → f dµ for every f ∈ C(X, R).
Let BL(X, d) denote the set of all bounded real-valued function f on X which are Lipschitz, i.e.,
Since (X, d) is a compact metric space, BL(X, d) is dense in C(X, R) (e.g. see [10] ). Let
Then d BL is a metric on M(X) and the topology induced by d BL coincides with the weak * -topology.
The following lemma is easy to be verified.
Lemma 2.2. Let (X, d) be a compact metric space and ε > 0.
(1) For a sequences (x i ) ∞ i=0 of points in X and two finite subsets A, B of N 0 , then
2.6. Invariant measures and measure-theoretic entropy. Let (X, T ) be a dynamical system. We say that a measure µ ∈ M(X) is T -invariant if µ(T −1 (B)) = µ(B) for every B ∈ B and denote by M T (X) the set of all T -invariant measures in M(X). Recall that M T (X) is a convex compact subset of M(X) and by the celebrated Krylov-Bogolyubov theorem, M T (X) is always not empty. For x ∈ X and n ∈ N 0 , define the n-th empirical measure of x as
and observe that any limit points of the sequence (E n (x)) is T -invariant. νdτ(ν).
We call (2.2) the ergodic decomposition of µ. The entropy of an invariant measure µ ∈ M T (X) is denoted by h µ (T ). One of the most useful tools to deal with entropy is variational principle:
A dynamical system (X, T ) is called uniquely ergodic if M T (X) is a singleton, and strictly ergodic if it is minimal and uniquely ergodic.
is an odometer, then we may view T s as a rotation in a compact metrizable group. Therefore each odometer is strictly ergodic, with the Haar measure as the only invariant measure (e.g. see [36, Theorem 6.20 
])
For a given µ ∈ M T (X), we say that a point x ∈ X is generic for µ if E n (x) → µ as n → ∞. It may happen in practice that an invariant measure does not have any generic point, however by the Birkhoff ergodic theorem, if µ is ergodic then µ-almost every point is generic. If a dynamical system (X, T ) is uniquely ergodic, then obviously every point in X is generic for the unique invariant measure.
We will often use the following fact about invariant measures supported on the orbit closure of a point.
Lemma 2.4. Let (X, T ) be a dynamical system, let x ∈ X and µ ∈ M erg T Orb(x, T ) . Then for every ε > 0 and p, N ∈ N, there exist n, m ∈ N with p|n, p|m and m ≥ N such that
Proof. Pick a generic point z ∈ Orb(x, T ) for µ. Then there exists
The following fact seems to be folklore (see the comment in page 451 of [12] ). We provide a proof for completeness.
Lemma 2.5. Let (X, T ) be a dynamical system and µ ∈ M T (X). Then for every ε > 0 there exist ergodic measures µ i , for i = 1, 2, . . . , K (not necessarily pairwise distinct), such that
Proof. We first prove the case h µ (T ) < ∞. Fix any ε > 0. For every θ ∈ M T (X), let
By the ergodic decomposition theorem, there exists a Borel probability measure τ on M erg
Now by the ergodic decomposition of the entropy (see [36, Theorem 8.4 (ii)]), we have
Clearly the entropy function
is Borel, and hence each set
Fix a positive constant ξ < ε/8 and a sufficiently large positive integer n, so that both
Moreover, we require that the partition P refines the open cover {V (θ ) : θ ∈ M T (X)}, which is possible since M T (X) is compact. Without loss of generality, we assume that τ(P i ) > 0 for i = 1, 2, . . . , k (if it is not the case, we modify M n so that it includes each set from {P i : τ(P i ) = 0}).
Put P 0 = M n and denote P = {P 0 , P 1 , P 2 , . . . , P k }. Then P is a partition of M erg T (X). For every i = 1, 2, . . . , k, fix any µ i ∈ P i . If τ(P 0 ) > 0 then inf ν∈P 0 h ν (T ) < ∞ and so we can find µ 0 ∈ P 0 such that h µ 0 (T ) < inf ν∈P 0 h ν (T ) + ξ . If τ(P 0 ) = 0 we take any µ 0 ∈ M T (X). Finally, define a probability measure
Since h ν (T ) is an affine function of ν (see [8, Proposition 10 .13]) we obtain that
Recall that for every i = 1, 2, . . . , k we have µ i ∈ P i and
Taking a positive integer K sufficiently large, we can find positive integers
and
This completes the proof for the case h µ (T ) < ∞.
For the proof in case h µ (T ) = ∞, pick a finite Borel partition P of X with h µ (T, P) > 2 ε . Vy the ergodic decomposition of the entropy of the partition (see [36, Theorem 8.4 
Using (2.6) instead of (2.5), it is not hard to modify the proof of the case h µ (T ) < ∞ to work in the case h µ (T ) = ∞.
For a given F ⊂ M T (X), we use the notation
The following result is a simplified, one-dimensional version of [26, Proposition 2.1] (cf. [12, 11] ). It will be very useful in further calculations in Section 4.
Lemma 2.6. Let (X, T ) be a dynamical system, µ ∈ M erg T (X). For every ε > 0, there exists δ > 0 such that for every neighborhood F ⊂ M(X) of µ there is n F ∈ N such that for any n > n F , there exists Γ n ⊂ X n,F which is (n, δ )-separated and
For an invariant measure ν we can restrict T to the support of µ, hence in Lemma 2.6 we can additionally assume that Γ n ⊂ supp(µ).
THE SPACE OF INVARIANT MEASURES AND THE SHADOWING PROPERTY
The aim of this section is to prove Theorem A and present some of its consequences. To make the idea more clear, we outline the proof of Theorem A as follows. In a dynamical system with the shadowing property, if a point x that is close to T n (x), then by [24, Theorem 3.2] there exists a regularly recurrent point z that traces the point x. Here we further extend this technique obtaining that z is equicontinuous and hence the orbit closure of z is an odometer (see Lemma 3.2) .
Given an ergodic measure ν, we approximate it, in the weak * -topology, by an empirical measure of a generic point x. Applying Lemma 3.2 to x, we obtain a regularly recurrent point z whose orbit closure is an odometer and z is sufficiently close to x, so that the empirical measure of z is close in the weak * -topology to the empirical measure of x and thus the ergodic measure ν. Now, given a general invariant measure µ whose support is contained in a single chainrecurrent class, by the ergodic decomposition theorem we first approximate it by a finite convex combination of ergodic measures and then approximate each ergodic measure by an empirical measure of a generic point. As the support of µ is contained in a single chainrecurrent class, by the shadowing property we approximate a sequence created by segments of orbits of those generic points by a point y such that combination of their empirical measures are also to empirical measures obtained on the orbit of y. Similar to the case of ergodic measure, applying Lemma 3.2 to y, we get an invariant measure supported on an odometer which is close the measure µ in the weak * -topology (see Theorem 3.4).
In our construction we will need the following auxiliary lemmas. Our goal is to construct a regularly recurrent point. It will be achieved by a properly performed approximation. The main idea is to use induction, replacing in each step point with d(x, T n (x)) < δ by a point x with sufficiently small value of d(x , T n (x)) for some n > 0 and with an nperiodic behavior up to accuracy ε, that is d(T j (x ), T i (x )) ≤ 2ε provided that j − i ∈ nN and 0 ≤ i < n. Note that such an induction can be initiated using any recurrent point.
Lemma 3.1. Suppose that a dynamical system (X, T ) has the shadowing property. Let ε > 0 and δ > 0 be provided for ε by the shadowing property, and let x ∈ X. If d(T n (x), x) < δ for some n ∈ N then for any ξ > 0 there exist x ∈ X and n ∈ N which is divisible by n such that
. . , n − 1 and every j ≥ 0.
Proof. Let α be the periodic δ -pseudo orbit,
Let Y be the collection of points y ∈ X such that d(T jn+i (y), T i (x)) ≤ ε for i = 0, 1, . . . , n − 1. Every point ε-tracing the pseudo-orbit α is in Y , hence Y is non-empty, closed and
Take any minimal subset D for (Y, T n ) and fix any x ∈ D ⊂ Y . By definition x is a uniformly recurrent point of T n , therefore for any ξ > 0 there exists k ∈ N such that d(T nk (x ), x ) < ξ . If we put n = nk then x and n are as required. Lemma 3.2. Suppose that a dynamical system (X, T ) has the shadowing property. Let ε > 0 and δ > 0 be provided for ε/4 by the shadowing property and let x ∈ X. If d(T n (x), x) < δ for some n ∈ N then there exists a point z ∈ X such that:
(1) z is regularly recurrent and (Orb(z, T ), T ) is an odometer, (2) for every j ≥ 0, d(T jn+i (z), T i (x)) ≤ ε for i = 0, 1, . . . , n − 1.
Proof. We will start the proof with a recursive construction of a sequence of points (z k ). First, define sequences (ε k ), (ξ k ) of positive numbers inductively by
• ε 1 = ε/4 and ε k+1 = ε k /4, • ξ k is provided for ε k by shadowing.
Let z 1 = x and n 1 = n. By Lemma 3.1 there exist z 2 ∈ X and n 2 ∈ N such that
. . , n 1 − 1 and every j ≥ 0. Proceeding inductively, for each k > 1 we construct a point z k ∈ X and an integer
This shows that (z k ) is a Cauchy sequence and so z = lim k→∞ z k is well defined and for
Fix any j ≥ 0, k ≥ 1 and m > k. Since n k divides n m−1 , there exists l ≥ 0 and j m−1 ≥ 0 such that jn k = ln m−1 + j m−1 n k . In fact, we can put l = . By (iv), we have
In particular,
By the same argument, there is j m−2 ≥ 0 such that
and then
Repeating this reduction (m − k)-times we obtain
Passing with m → ∞ with a fixed index 0 ≤ i < n k in (3.1), we get
In particular, putting i = 0 we obtain
As j ≥ 0 and k ≥ 1 are arbitrary, z is regularly recurrent. Let Z n k = Orb(z, T n k ). Then by (3.2) for every i ≥ 0, every z ∈ Z n k and every γ > 0 there is j ≥ 0 such that
Passing with γ → 0 we obtain d(T i (z ), T i (z )) ≤ 4ε k for every z , z ∈ Z n k and every i ≥ 0. In particular diam Z n k ≤ 4ε k and Z n k is a neighborhood of z in Orb(z, T ) because z is a uniformly recurrent point. This implies that z is an equicontinuous point, and therefore (Orb(z, T ), T ) is an odometer, since z is regularly recurrent.
Corollary 3.3. Let (X, T ) be a dynamical system with the shadowing property. Then the collection of points whose orbit closure is an odometer is dense in the non-wandering set Ω(X, T ).
Theorem 3.4. Suppose that (X, T ) has the shadowing property and µ ∈ M T (X). If supp(µ)/ ∼ is a singleton (i.e. supp(µ) is contained in a single chain-recurrent class), then for every ε > 0 there is an ergodic measure ν supported on an odometer such that d BL (ν, µ) < ε. 
and observe that since supp(µ)/ ∼ is a singleton, for any i, j there is a ξ /2-pseudo orbit z 0 , . . . , z r from x i to x j . But if we fix any x ∈ V i and y ∈ V j then the sequence x, z 1 , . . . , z r−1 , y is a ξ -chain form x to y. Denote by M the maximum of lengths of these chains over all 1 ≤ i, j ≤ k. This, by the shadowing property shows that there exists M > 0 such that for any u, v ∈ supp(µ) there are w ∈ X and 0 < m ≤ M with d(u, w) < ξ and d(T m w, v) < ξ .
By Lemma 2.5 there exist K > 0 and ergodic measures µ i ∈ M T (supp(µ)) for i = 1, 2, . . . , K such that
For every i = 1, 2, . . . , K, choose a generic point x i ∈ supp(µ) for µ i . Choose a positive integer N, sufficiently large to satisfy
which immediately gives
By the definition of M, for 1 ≤ i < K there exist z i ∈ X and 0
Observe that M is independent of the choice of N, in particular we may assume that N is sufficiently large to satisfy
Then KN < n ≤ K(N + M). Let {y i : 0 ≤ i ≤ n − 1} be the sequence of points in X defined as follows
By Lemma 2.2(1), we have 
. ).
Then α is a ξ -pseudo-orbit. Pick a point y which
for every j ≥ 0 and i = 0, 1, . . . , n − 1. Then
and by Lemma 2.2(2) we have
Applying Lemma 3.2 to y, n, ε 32 and δ , there exists a point z ∈ X such that the system (Orb(z), T ) is an odometer and d(T jn+i (z), T i (y)) ≤ ε 8 for every j ≥ 0 and i = 0, 1, . . . , n − 1. By Lemma 2.2(2), again we have
for every j ≥ 1. Since each odometer is strictly ergodic, it has a unique invariant measure, say ν, and therefore we must have ν = lim n→∞ E n (z). There exists j ∈ N such that
Combining all previous partial inequalities we obtain that
which completes the proof.
Now we are ready to prove Theorem A.
Proof of Theorem A. If (X, T ) is transitive, we have X = [x] ∼ for every x ∈ X, and so the first part of the conclusion is an immediate consequence of Theorem 3.4. It is well known that the collection of ergodic measures are always a G δ subset M T (X) (see [8, Proposition 5.7] ). Then the collection of ergodic measures is residual in M T (X), as it is dense.
Now we show some consequence of Theorem A, which is an extension of classical results by Sigmund proved first for dynamical systems with the periodic specification property [32, 33] (see also [8] ). Proposition 3.5. If a dynamical system (X, T ) is transitive and has the shadowing property, the collection of ergodic measures with full support is residual in M T (X).
Proof. By [8, Proposition 21.11 ] the collection of invariant measures with full support is either empty or a dense G δ subset of M T (X). By Corollary 3.3, it has a dense set of regularly recurrent points and thus there is an invariant measure with full support, which completes the proof.
Any point x ∈ X with periodic p corresponds a unique measure µ which has mass 1 p at each points x, T (x), . . . , T p−1 (x). We denote the set of those measures by P(p). Sigmund proved that if (X, T ) satisfies the periodic specification property then for each > 0,
. As a dynamical system with the shadowing property may not contain any periodic points, we should replace measures supported on periodic points by measures supported on odometers with disjoint components.
We say that a minimal subsystem (Z, T ) of (X, T ) has a periodic decomposition of period p if there exists a point z ∈ Z such that if we denote Z 0 = Orb(z, T p ) then sets Z 0 , T Z 0 , . . . , T p−1 Z 0 are pairwise disjoint, T p Z 0 = Z 0 and
• (Z, T ) is an odometer where Z = supp(µ),
Proposition 3.6. Let (X, T ) be a dynamical system with X being infinite. If (X, T ) is transitive and has the the shadowing property, then for every
Proof. Fix > 1 and a non-empty open subset U of M T (X). By Proposition 3.5 there is a fully supported measure µ ∈ U. Since supp(µ) is infinite, by Theorem 3.4 there exists an ergodic measure ν ∈ U such that supp(ν) is an odometer and | supp(ν)| ≥ . If supp(ν) is a periodic orbit, then since it has at least points, ν ∈ O( ). If supp(ν) is infinite, then ν ∈ O(p) for every p, in particular for p = .
Proposition 3.7. Let (X, T ) be a dynamical system with X being infinite. If (X, T ) is transitive and has the shadowing property, the set of non-atomic ergodic measures is residual in M T (X).
Proof. For r ∈ N, let K r denote the set µ ∈ M T (X) : ∃x ∈ X with µ({x}) ≥ 1 r . By [8, Proposition 21.10 ] the set K r is closed. By Proposition 3.6, we know that K r is nowhere dense as K r ∩ O(r + 1) = / 0. The set of T -invariant measures with an atom is a subset of r=1 K r , and therefore of first category. Proof. Note that any measure supported on an odometer has zero entropy. So the first part of the conclusion follows from Theorem A. Now assume that the entropy function is upper semi-continuous. For every n > 0, let
By upper semi-continuity, we know that A n is open in M T (X) and then the set
The following fact is an adaptation of [8, Proposition 21.13] to our context. While there may be no periodic points in X we still may use density of odometers provided by Proposition 3.6. Proposition 3.9. If a nontrivial dynamical system (X, T ) is transitive and has the shadowing property, then the set of strongly mixing measures is of first category in M T (X).
Proof. Observe that if µ is fully supported strongly mixing measure, then (X, T ) is topologically mixing. But it is also well known that the maximal equicontinuous factor of any (weakly) mixing dynamical system is trivial (e.g. see [18, 
Note that any strongly mixing measure with full support is contained in n S(n). We are going to show that each S(n) is nowhere dense. For each integer m ≥ 1 denote V m = B(F 1 , 1/m). Fix any n and any µ ∈ S(n). For r, m ∈ N, put 
Note that lim m→∞ µ(V m \ F 1 ) = 0 for every fully supported non-atomic measure and
which immediately implies that
and so it is enough to show that E[m, r, s] is a nowhere dense subset of M T (X) for every m, s ≥ 1 and r ≥ n. To do so fix any m and r ≥ n. Take any > max{n, m + 1} and any ν ∈ O( ). By definition, there exists p ≥ such that (supp(ν), T ) has a periodic decomposition of period p such that diameters of elements in the decomposition has diameter bounded by 1/ . 2 . In any case ν ∈ E[m, r, s], and since by Proposition 3.6 the set O( ) is dense in M T (X), we obtain that E[m, r, s] is nowhere dense. Indeed, each set S(n) is is of first category which shows stat the set of fully supported strongly mixing measures is of first category. By Proposition 3.5 the set of measures with full support is residual, so its complement is of first category, completing the proof.
In [20] , we showed that weak mixing together with the shadowing property imply the specification property with a special kind of regularity in tracing (a weaker version of periodic specification property). It is left open in [20] that whether the orbit closure of the tracing point can be an odometer. The following result answers this question positively. Proposition 3.10. Let (X, T ) be a weakly mixing system with the shadowing property. For every ε > 0 there exists M > 0 such that for any k ≥ 2, any k points x 1 , x 2 , . . . , x k ∈ X, any non-negative integers 0 ≤ a 1 ≤ b 1 < a 2 ≤ b 2 < . . . < a k ≤ b k with a i − b i−1 ≥ M for each i = 2, 3, . . . , k and any p ≥ M + b k − a 1 , there exists a point z ∈ X whose orbit closure is an odometer and additionally d(T j (z), T np+ j (z)) < ε for every n, j ≥ 0 and d(T np+ j (z), T j (x i )) < ε for all a i ≤ j ≤ b i , 1 ≤ i ≤ k and n ≥ 0.
Proof. Note that it if we can prove theorem under additional assumption that a 1 = 0, then we can easily deduce case a 1 > 0. Therefore, let us assume that a 1 = 0.
Fix any ε > 0. Let δ > 0 be provided to ε/16 by the shadowing property. Assume additionally that δ < ε/2. Let ξ be such that every ξ -pseudo orbit can be δ /3-traced. Since (X, T ) is weakly mixing, by [27] , there exists M ∈ N such that for every x, y ∈ X and every m ≥ M there is a ξ -chain from x to y of length m.
Fix any k ≥ 2, any k points x 1 , x 2 , . . . , x k ∈ X, any non-negative integers 0
is a ξ -chain of length p and αα is also ξ -chain. Let y be a point which is δ /3-tracing periodic ξ -pseudo orbit ααα . . .. Then 
and for every n, j ≥ 0, if we present j = sp
The proof is completed.
APPROXIMATION OF ENTROPY BY ERGODIC MEASURES SUPPORTED ON ALMOST 1-1 EXTENSIONS OF ODOMETERS
The aim of this section is to prove Theorem B, Corollary C and some related results. Theorem B states that if a transitive system has the shadowing property then one can approximate any invariant measure by a sequence of ergodic measures with lower entropy. As any ergodic measure supported on odometer has zero entropy, it is necessary to consider ergodic measures supported on almost 1-1 extensions of odometers. Here we outline the ideas of Theorem B for ergodic measure. Next, this construction is extended to all invariant measures, by technique similar to the proof Theorem A, but now with aid of the ergodic decomposition of the entropy (see Lemma 2.5).
Given an ergodic measure µ, by Lemma 2.6 there exists a separated set Λ such that the cardinality of Λ is related to the entropy of µ and the empirical measure of any point in the separated set Λ is sufficiently close to the ergodic measure µ in the weak * -topology. By the shadowing property and a rather complicated construction (see Lemmas 4.1 and 4.2), there exists a regularly recurrent point z such that z is close to any point in the separated set Λ and the entropy supported on the orbit closure of z is related to the cardinality of Λ (its orbit follows all elements of Λ). We carefully prove that z is regularly recurrent, which implies that its orbit closure is an almost 1-1 extensions of an odometer.
Consider an ergodic measure ν supported on the orbit closure of z such that the entropy of ν is close to the entropy of the the orbit closure of z. Then by the construction the measure ν is close to the ergodic measure µ and their entropies are also close. If we remove some points in the separated set Λ when constructing z, then ν is still close to µ but this way upper bound on entropy of ν can be controlled. This is main idea leading to approximation of given ergodic measure µ by ergodic measures supported on almost 1-1 extensions of odometers with controlled value of entropy.
We start with the following lemma, which allows us to decrease radius of returns of pseudo-orbits, keeping the growth rate of the number of orbits at the same time. The idea is similar to the proof of Lemma 3.1, however now condition d(x, T n (x)) < δ is replaced by diam(Λ ∪ T n (Λ)) < δ so that using tracing we are able to follow segments of orbits of different points from Λ, using Λ as a "switching" region. This way we will produce a sufficiently separated set with a kind of n-periodic behavior up to some fixed accuracy. This will allow us to perform an inductive construction in later proofs.
Lemma 4.1. Suppose that (X, T ) has the shadowing property. Let ε > 0, η ∈ (0, ε/4), let δ > 0 be provided for η/2 by the shadowing property. If a set Λ = {x 0 , . . . , x s−1 } is (n, ε)-separated for some n > 0 and diam(Λ ∪ T n (Λ)) < δ then for every ξ > 0 there exist a set Λ = {y 0 , . . . , y s −1 } and n > 0 such that Proof. Denote by Γ the set of points y in X such that for each integer j ≥ 0 there is an index i j ∈ {0, 1, . . . , s − 1} such that
Observe that Γ = / 0 because for any choice of indexes i 0 , i 1 , . . . ∈ {0, 1, . . . , s − 1} the sequence
is a δ -pseudo orbit, and hence is η/2 traced by some point in Γ. It follows directly from the definition that Γ is closed and
. . , n − 1 then the index i j is uniquely determined. Namely, if there were two different indexes i j , i j satisfying the above condition then for some 0 ≤ k < n we would have
which is a impossible. Therefore with each y ∈ Λ we can associate a well defined sequence π(y) = i 0 i 1 . . . ∈ Σ + s provided by (4.1) and that way we obtain a continuous map π :
2) the map π is onto. Let C ⊂ Σ + s be a minimal subshift with h top (C) > (1 − ξ /4) log(s), e.g. a Toeplitz subshift (see [18, Theorem 4 .77]; cf [37] ). We may also assume that each symbol 0, 1, . . . , s − 1 appears in an element of C (thus in all of them). To satisfy this condition it is enough to assume that h top (C) > log(s − 1). Then there exists N ∈ N such that for every l ≥ N the set of words of length l allowed in the subshift C has the following lower bound on the number of elements
Since the subshift C is minimal, increasing N if necessary, we may assume that each word in L(C) consisting of at least N symbols contains at least one occurrence of each symbol 0, 1, . . . , s − 1. Let D be a minimal set for T n contained in π −1 (C). Clearly π(D) = C and so
Let γ < ξ /4 be provided by shadowing to ε < min{η/3, ξ /4}. Let U 1 , . . . ,U p be an open cover of D by sets with diam(U i ) < γ. Since D is minimal for T n , for each 1
For each w ∈ L l (C), pick exactly one element z w ∈ π −1 ([w] C ) ∩ D. We claim that the set
is an (nl, ε − η)-separated set for T . Fix any distinct u, w ∈ L l (C) and let 0 ≤ j < l be such that w j = u j . Then by (4.1) we obtain that
But since w j = u j there is also 0 ≤ k < n such that d(T k (x w j ), T k (x u j )) > ε, and therefore for this particular k we obtain that
which proves the claim. Furthermore, using the pigeon-hole principle we immediately obtain that there are sets
Put r = l + s i, j and n = rn. Pick a point v ∈ D such that v ∈ U j and T s i, j n (v)
is a finite γ-pseudo orbit and d(T s i, j n (v), z w ) < γ, which we extend to an infinite (periodic) γ-pseudo orbit, by periodic repetition of the sequence (4.4). Pick a point y w ∈ X which ε -traces it. Then the set Λ = {y w : w ∈ A} is (n , ε − 2η) separated and by (4.3) contains at least
elements, hence conditions (i) and (iii) are satisfied. But clearly
which shows that (ii) holds. Finally, fix any y w ∈ Λ , where by definition w ∈ A. Fix any j = 0, . . . , r − 1. If 0 ≤ j < l then put i j = w j and observe that for t = 0, 1, . . . , n we have
If l ≤ j < r − 1 then, because v ∈ Γ, there exists i j ∈ {0, 1, . . . , s − 1} such that
for t = 0, 1, . . . , n and so also in this case
for t = 0, 1, . . . , n. The case j > r follows from the fact that y w traces a pseudo-orbit obtained by periodic repetitions of the sequence (4.4). Additionally, by the choice of l, any word w in A contains at least one occurrence of each symbol 0, 1, . . . , s − 1 which implies (iv). The proof is completed.
Lemma 4.2. Suppose that (X, T ) has the shadowing property. Let ε > 0, η ∈ (0, ε/8) and let δ > 0 be provided for η/8 by the shadowing property. If the set Λ = {x 0 , . . . , x s−1 } is (n, ε)-separated for some n > 0 and diam(Λ ∪ T n (Λ)) < δ then there exists a regularly recurrent point z such that (a) for every j ≥ 0 there is i j ∈ {0, 1, . . . ,
We will construct a sequence (z k ) ∞ k=1 of points in X and sequences
and (r k ) ∞ k=1 of positive integers by induction. Put n 1 = n, s 1 = s and Λ 1 = Λ. Enumerate the elements of the Λ 1 by Λ = {y s 2 −1 } and positive integers r 1 , n 2 , s 2 such that (we can always remove some elements from Λ 2 if there were too many):
1 , (iv) for every i = 0, . . . , s 2 − 1 and j ≥ 0 there is i j ∈ {0, 1, . . . , n 1 − 1} such that
for t = 0, . . . , n 1 − 1 and additionally
Proceeding inductively, for each k > 1 we generate by Lemma 4.1 a set Λ k = {y
0 and observe that for each k ≥ 1 we have z k ∈ Λ k and z k+1 ∈ Λ k+1 , thus
This shows that (z k ) ∞ k=1 is a Cauchy sequence and so z = lim k→∞ z k is well defined. Fix any j ≥ 0, k ≥ 1 and m > k. Since n k divides n m−1 , there exists l ≥ 0 and j m−1 ≥ 0 such that jn k = ln m−1 + j m−1 n k . In fact, we can put l = [ In particular,
By the same argument, there is j m−2 ≥ 0 and i m−2 ∈ {0, 1, . . . , s m−2 − 1} such that
Repeating this reduction (m − k)-times, we obtain some j k ∈ {0, 1, . . . , s k − 1} such that
By (vi), we have diam(Λ k ) ≤ η k . Then by (4.5) with t = 0, we have
Passing with m → ∞ with a fixed j ≥ 0 and k ≥ 1 in (4.6), we get
As j ≥ 0 and k ≥ 1 are arbitrary, z is regularly recurrent. By (4.5) with k = 1, we obtain that for every j ≥ 0 and m > 1, there exists i j,m ∈ {0, 1, . . . , s − 1} such that
There are only finitely many choices of indexes i j,m , hence for each j, the sequence (i j,m ) ∞ m=1 has a subsequence of a fixed value i j . Passing to a limit for m → ∞ over this subsequence, we get
which shows that (a) holds. By the same argument, for each k ≥ 2 and j ≥ 0, there exists i j,k ∈ {0, 1, . . . , s k − 1} such that
Fix any k ≥ 2 and observe that by (4.7) with j = 0, there exists i k ∈ {0, 1, . . . ,
For this particular i k , by (viii), for each q = 0, 1, . . . , s k−1 −1, there exists j q ∈ {0, 1, . . . , r k−1 − 1} such that
By the construction the set Λ k−1 = {y
So we obtain a lower bound for topological entropy of T on Orb(z, T ), which is
Now fix any ξ > 0 and pick a large enough positive integer k such that 4η k−1 < ξ . Fix any positive integer m. We first assume that m is of the form m = qn k for some q ≥ 1. For any x ∈ Γ, there is r ≥ 0 such that
for t = 0, . . . , m − 1. Write r as r = pn k + l for some 0 ≤ l < n k . Then by (4.7) there are indexes w 0 , . . . , w q such that
Note that there are n k choices of l and s q+1 k choices of the indexes w 0 , . . . , w q . We get an upper bound of the minimal number of elements of (m, ξ )-spanning set for (Orb(z, T ), T ). Strictly speaking, if S m is an (m, ξ )-spanning set for (Γ, T ) with minimal number of elements, then
For general positive integer m, there exists q ∈ N 0 such that qn k ≤ m < (q + 1)n k and in this case
But ξ < 0 is arbitrary, which shows that topological entropy on Orb(z, T ) is bounded from above by 1 n log(s), completing the proof. If a dynamical system is transitive, then the whole space is the unique chain-recurrent class. So Theorem B follows from the following result. Theorem 4.3. Suppose that (X, T ) has the shadowing property and µ ∈ M T (X). If supp(µ)/ ∼ is a singleton, then for every 0 ≤ c ≤ h µ (T ) there exists a sequence of ergodic measures (µ n ) ∞ n=1 supported on almost 1-1 extensions of odometers such that lim n→∞ µ n = µ and lim n→∞ h µ n (T ) = c.
Proof. We have the following three cases depending on the entropy of µ. Case 1: h µ (T ) = 0 or c = 0. By Theorem 3.4 we may approximate µ by measures supported on odometers and every measures on odometers have zero entropy. Case 2: h µ (T ) ∈ (0, ∞). Fix ε > 0 and c ∈ (0, h µ (T )]. It is enough to show that there exists an ergodic measure ν supported on an almost 1-1 extensions of odometer such that d BL (ν, µ) < ε and |h ν (T ) − c| < ε.
By Lemma 2.5, there exist ergodic measures µ i with supp
For for i = 1, 2, . . . , K, let
By Lemma 2.6, there exist γ > 0 and N ∈ N such that for any m > N there exists
Removing sufficiently many elements from Γ m,i we may assume that
By (4.10), for every x ∈ Γ m,i ,
There is also β > 0 such that 
Taking m sufficiently large and putting
we easily obtain by (4.14) that Let s i = |Γ m,i | and enumerate Γ m,i as {y
and observe that Km < n ≤ K(m + M). For each choice of indexes 0 ≤ i j < s i for i = 1, . . . , K, define a sequence of points in X, denoted by {y j : 0 ≤ j ≤ n − 1}, as follows
By Lemma 2.2(1) we obtain that d BL E n (y),
Let s = ∏ K i=1 s i and Γ be the collection of all those y(i 1 , i 2 , . . . , i K ). Take any two distinct points p, q ∈ Γ, say p = y(i 1 , . . . , i K ), q = y( j 1 , . . . , j K ) and i u = j u for some 1 ≤ u ≤ K. Then
This proves that Γ is (n, γ 2 )-separated and clearly also |Γ| = s. We also have that
Applying Lemma 4.2 to Γ, n, γ 2 , δ and η, there exists a regularly recurrent point z ∈ X such that for every j ≥ 0 there is q j ∈ Γ such that
for t = 0, . . . , n − 1 and
By Lemma 2.2(2) and (4.18), for every j ≥ 0 there is q j ∈ Γ such that
By the variational principle of the topological entropy, there exists an ergodic measure ν supported on Orb(z, T ) such that
For sufficiently small positive number η we have
On the other hand
Summing up formulas (4.9), (4.12), (4.15), (4.19), (4.21), (4.22) and (4.23), we get
By Lemma 2.4 there exist j 1 , j 2 ∈ N such that
Summing up formulas (4.8), (4.13), (4.16), (4.17) and (4.20) and Lemma 2.2(3), we get
The proof of this case is finished. Case 3: h µ (T ) = ∞. This case is similar to the Case 2, with the main change in (4.9), which by Lemma 2.5 has the form
All the other estimates have to be adjusted accordingly, leading to h ν (T ) > 1/ε in (4.24) in the case of c = ∞. We leave the details of the proof in this case to the reader. Now we are ready to prove Corollary C.
Proof of Corollary C. 
(2) Now assume that the entropy function is upper semi-continuous. Fix any 0 ≤ c < h top (T ) and denote
By the first part of the conclusion we know that for every ε > 0, V(c, ε) is dense in V. As the entropy function is
Remark 4.4. Note that Corollary C does not contain the case c = h top (X, T ).
As mentioned in the introduction, if an expansive dynamical system has the periodic specification property (or its weaker version, e.g. approximate product property [26] ) then each invariant measure is entropy-approachable by ergodic measures. It is natural to ask that whether the expansiveness is redundant. More precisely, we have the following question.
Question 4.5. Assume that (X, T ) has approximate product property (or periodic specification property). Is it true that for every invariant measure µ there are ergodic measures ν n ∈ M T (X) such that lim n→∞ ν n = µ and lim n→∞ h ν n (T ) = h µ (T )?
EXAMPLES OF SHADOWING BEYOND SPECIFICATION PROPERTY
When (X, T ) is a topologically mixing map with the shadowing property (and the entropy function is upper semi-continuous), Theorems A and B do not lead us too much beyond what is already known, because results for dynamical systems with the specification property can be applied. Still, we can say more about the topological structure of supports of ergodic measures, but results on approximation of entropy follow by earlier results. The aim of this section is two fold. First, we will provide natural examples without specification property. These examples will also show that not much more can be said about dynamics on supports of approximating measures. Second, we will be able to highlight possible problems that may arise when applying Theorem 4.3 to measures supported on chain-recurrent classes, that is when there is lack of transitivity.
Consider the family of tent maps f λ : 2] given by the formula: 2] for which f λ has the shadowing property is of full Lebesgue measure (however has complement uncountable in any open subset of [ √ 2, 2]). It is also known that 2 ∈ S but not much more can be said about exact structure of the set S.
It is not hard to see that Ω(T λ ) = {0} ∪C λ where C λ is the core of tent map defined by
Since any surjective map with the shadowing property restricted to its non-wandering set also has the shadowing property (e.g. see [1, Theorem 3.4.2.]), the tent map restricted to its core T λ = f λ : C λ → C λ has the shadowing property. Clearly, after renormalization we can view T λ as a map on [0, 1], and then it is given by the formula
Note that each T λ is transitive (e.g. see [5, Remark 3.4.17] 1] , T λ ) has the shadowing property, so we can replace it by any system (X, T ) with the shadowing property and the same argument will work. However we will need special structure of Example 5.1 to construct a map on the unit square later in this section.
Now, we will provide another example (this time on the unit square), which will give us a better insight into statements of Theorem 4.3.
First, consider the map F D of type 2 ∞ (i.e. map with periodic points of primary period 2 n for each n and no other periods), introduced by Delahaye in [7] (see also [30] ). This map is defined on [0, 1] by the following rules (its graph is presented on Figure 1 ): (a) For every x ∈ (1/3, 2/3), x = p there exists n such that
It is also clear that using (1), properties of the fixed point p above can be restated for any other periodic point of F D in the analogous manner. Using (1) it can be also proved that F D contains an infinite ω-limit set conjugated to an odometer (e.g. see [30] ). It is a unique infinite ω-limit set of F D .
Before we can explain why F D has the shadowing property, we will need three definitions form [17] . If a, b ∈ [0, 1] and a = b then we write a, b to denote interval spanned by a and b. We say that one-sided neighborhood p, q of p is f -m-nontrapping if f m (p) = p and for every x ∈ p, q we have x ∈ f m ( p, q ). Consider again the fixed point p of F D . The only candidate for x in Definition 5.5 is x = p. But it is clear (see Figure 1) that for every open interval J p and every m there is
It is also clear that if u = p is periodic point of F D , then for any F D -m-nontrapping neighborhood u, q of u we must have u, q ∩ (1/3, 2/3) = / 0 (see graph of F 2 D on Figure 1 ). Therefore by renormalization provided by (1), verification of conditions in Definition 5.5 can be reduced to the case of p and F D . This shows that F D is a nondegenerate map.
An interval J is periodic, if there exists k > 0 such that f k (J) = J. We denote by Per(J) the least such integer k.
the entropy function is upper semi-continuous. It is also not hard to verify that if the entropy function is upper semi-continuous then there exists an ergodic measure ν with maximal entropy, that is h ν (T ) = h top (T ). The aim of this section is the construction of a dynamical system which is transitive and has the shadowing property, but without invariant measure with maximal entropy, proving that way Theorem D. This shows that the case of non-expansive dynamical systems with the shadowing property is more delicate than the hyperbolic case.
Before we can start the proof, we will need a few facts on shifts on infinite alphabets and their representations. Fix some positive integer N and denote P = 2 N + 1. We will define an infinite graph G on a countable set of vertexes
where a(n) is the following sequence: . . , a(n), and w n 0 = w n n = u. We add the following edges in G:
. . , a(n) and every n ≥ 1, (2) there is edge w n k−1 → w n k for k = 1, . . . , n − 1 and every n ≥ P. We denote by Γ G the set of bi-infinite paths on G, that is
We endow Γ G with standard action of left shift σ (x) i = x i+1 for all i ∈ Z. We refer the reader to [16] for more details on countable Markov shifts. As usual, we say that a sequence of vertexes u 0 , . . . , u n ∈ V (G) is a path on G, if for every i = 1, . . . , n there is an edge u i−1 → u i . Path with additional condition u 0 = u n is a cycle. We say that the graph G is strongly connected if there is a path between any two vertexes u, v ∈ V (G). Enumerate elements in V (G) = (q n ) ∞ n=1 in such a way that: (1) q 1 = u, (2) if q i = v n,r k and q j = v m,t l and n < m then i < j, (3) if q i = w n k and q j = w m l and n < m then i < j. If we identify q n = 1/n ∈ [0, 1] then putting q 0 = 0 we obtain one point compactification of (q n ) ∞ n=0 . Then we may view Γ G as a subset of X = [0, 1] Z endowed with the metric d(x, y) = ∑ i∈Z 4 −|i| |x i − y i |.
Note that (X, d) is a compact metric space. Furthermore, taking the closure of Γ G in {q n : n = 0, 1, . . .} Z we see that Γ G = Γ G ∪ Q where Q contains 0 ∞ = (. . . 000 . . .), points . . . 00q and p00 . . . where q (resp. p) is infinite to the right (resp. to the left) path on G starting at vertex u and points of the form . . . 00r00 . . . where r is a finite path on G starting and ending at u. Note that p00 . . . and . . . 00r00 . . . are asymptotic to 0 ∞ and . . . 00q is asymptotic to a point completely contained in Γ G . This implies that the only σ -invariant measure which was not visible on Γ G is supported on the point 0 ∞ . Then ergodic measures with positive entropy on (Γ G , σ ) coincide with ergodic measures with positive entropy supported for (Γ G , σ ).
Let p G uv (n) be the number of paths of length n between vertexes u and v on G and let R uv (G) be the radius of convergence of the series ∑ ∞ n=1 p uv (n)z n . The following results was first proved by Vere-Jones [34] .
Lemma 6.1. Let G be a strongly connected graph. Then R uv (G) does not depend on the choice of u, v.
The unique number R uv (G) provided by Lemma 6.1 will be simply denoted by R. VereJones proved [34] that always R ≤ 1.
Denote by f G ww (n) the number of indecomposable cycles from w to w, that is paths u 0 → u 1 → · · · → u n in G with u 0 = u n = w and u i = w for every 0 < i < n. Let L ww (G) be the radius of convergence of the series ∑ ∞ n=1 f ww (n)z n . We present the following result of Salama [31] (see also [29] ). Lemma 6.2. If G is null recurrent then R = L ww for all vertexes w ∈ V (G).
By our construction we have f G uu (n) = a(n) for n < P and f G uu (n) = a(n) + 1 for n ≥ P. The radius of convergence of the series ∑ ∞ n=1 f G uu (n)z n is L uu = 1/2. Furthermore
Using terminology of Vere-Jones [34] , it means that G is a null-recurrent graph. By Lemma 6.2 we obtain that R = 1/2.
Recall that Gurevich entropy of a graph G is the number
H is a finite subgraph of G}.
The following result of Gurevich [13] will allow us to calculate entropy of (Γ G , σ ) (see also [29] ). This shows that in our construction the Gurevich entropy of G is finite and equals log 2. Now we can apply another result of Gurevich [13] (see also [16] ). Proof of Theorem D. Take as (X, T ) the system (Γ G , σ ) defined by (6.1) and (6.2). Transitivity follows directly by the construction (the graph G is strongly connected) and lack of measure of maximal entropy is a consequence of Theorem 6.4. It remains to prove that (Γ G , σ ) has the shadowing property.
Denote by G n the subgraph of G with vertexes V (G n ) = {u} ∪ {v m,i k : 1 ≤ m ≤ 2 n , 1 ≤ i ≤ a(m), 1 ≤ k < n} ∪ {w m k : 1 ≤ k < m, P ≤ m ≤ n} and all edges between p, q ∈ V (G n ) contained in G. Then Γ G n is a vertex shift, which is conjugate to a shift of finite type (see [21] ). Therefore, by the result of Walters [36] , each (Γ G n , σ ) has the shadowing property.
Fix any ε > 0, and let K ∈ N be such that if p ∈ V (G) \V (G K−1 ) then d(p, q 0 ) = |p| < ε/8. Let J = max{P, K + 1} and observe that w n k ∈ V (G K ) if and only if n ≥ J. Take an auxiliary symbol c and define a shift of finite type Z in the following way. Words forbidden for shift Γ G K are forbidden in language of Z. Words vc and cv are forbidden provided that v = u. Also words uc k−1 u are forbidden when k < J. Note that Γ G K ⊂ Z.
Let δ > 0 be provided by shadowing of (Z, σ ) to ε/8. We also assume that δ < ε/8 is sufficiently small, so that if p, q ∈ V (G K ) and |p−q| < δ then p = q and dist(V (G K ),V (G)\ V (G K )) > δ . Take any integer M > J such that ∑ |i|≥M 2 −i < δ /8. There is γ > 0 such that if x, y ∈ Γ G and d(x, y) < γ then |x i − y i | < δ for each index |i| ≤ 2M + 1. Let (z i ) i∈Z be a γ-pseudo orbit in Γ G . If we fix any −M − 1 ≤ j ≤ M and any i ∈ Z, then z i+1 j = z i j+1 or max{z i j+1 , z i+1 j } < ε/8. We are going to use points z i to construct points y i in Z which form a δ -pseudo orbit for (Z, σ ). Fix any i ∈ Z and assume that s < t are consecutive indexes such that z i s = z i t = u, i.e. z i j = u for j ∈ (s,t). If z i j ∈ V (G K ) for some (thus all) j ∈ (s,t) then we put y i j = z i j for each j ∈ (s,t). If z i j ∈ V (G k ) then t − s > J and hence word uc t−s−1 u is admissible in Z. Then we put elements of this cycle as y i s . . . y i t = uc t−s−1 u. If z i s = u and z i j = u for each j > s then we put y i s y i s+1 . . . = ucc . . . and note that in that case z i j < ε/8 for all j > s. Similarly, we put . . . y i s−1 y i s = . . . ccu when z i s = u and z i j = u for j < s. Finally, if z i j = u for every j ∈ N, we put y i j = c for each j ∈ Z. We have to show that the sequence constructed this way is a δ -pseudo orbit. Note that when | j| ≤ M then we either have y i j+1 = y i+1 j = c or z i j+1 = y i j+1 = y i+1 j = z i+1 j and z i+1 j , z i j+1 ∈ V (G K ). We obtain that d(σ (y i ), y i+1 ) ≤ ∑ | j|>M 2 − j < δ so indeed (y i ) i∈Z is a δ -pseudo orbit. Let x ∈ Z be a point which ε/8-traces the δ -pseudo orbit (y i ) i∈Z . Note that if x n ∈ V (G K ) then x n = y n 0 = z n 0 and when x n = c then z n 0 < ε/8. Replace x by a point q ∈ Γ G in the following way. If x n ∈ V (G K ) then we keep q n = x n . If x [i, j] = uc k−1 u for some k > 0 and i < j then k ≥ J and then we put q Observe that the point q is ε-tracing the pseudo orbit (z i ) i∈Z because on all positions on which z i j = y i j with | j| < M we have z i j < ε/8 and so 
This completes the proof.
