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Introduccio´n.
A continuacio´n, se presenta un informe final del trabajo de investigacio´n titulado: Ana´li-
sis armo´nico sobre la esfera.
Damos a conocer los objetivos que se perseguira´n a lo largo del proceso y la justificacio´n del
estudio. Ahora bien, el presente trabajo consta de cuatro cap´ıtulos, los cuales resumimos a
continuacio´n:
Cap´ıtulo 1: Series de Fourier.
En este cap´ıtulo estudiamos la construccio´n de la serie de Fourier sobre el c´ırculo. Adema´s,
estudiamos algunos tipos de convergencia de las series de Fourier, como lo es la convergencia
en la norma-L2, la convergencia puntual y por u´ltimo, y ma´s importante, la convergencia
uniforme.
Cap´ıtulo 2: Espacios de Hilbert.
En este cap´ıtulo, hacemos un breve, pero importante repaso de los espacios pre-Hilbert
y los espacios de Hilbert, obteniendo algunos resultados importantes que nos servira´n en
cap´ıtulos posteriores, entre los que cabe destacar, que en particular, cada espacio pre-Hilbert
de dimensio´n finita es completo. Adema´s, estudiaremos bases ortonormales y el teorema de
completacio´n, obteniendo como resultado que las exponenciales forman una base ortonormal
del espacio de Hilbert L2(R/Z).
Cap´ıtulo 3: Transformada de Fourier.
Este cap´ıtulo, trata sobre la transformada de Fourier, la cual abarca el caso cuando una
funcio´n no es perio´dica. Estudiaremos la fo´rmula de inversio´n y el teorema de Plancherel
que nos dice que la transformada de Fourier preserva la norma-L2. Conoceremos bajo que´
criterios la fo´rmula de la serie de Poisson se mantiene y verificaremos la ecuacio´n de la serie
theta cla´sica.
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Cap´ıtulo 4: Ana´lisis armo´nico sobre la esfera.
En este capitulo, se analizan las funciones armo´nicas esfe´ricas, as´ı como las propiedades de
los grupos topolo´gicos SO(n) y O(n) sobre la esfera Sn−1. Se define un Laplaciano esfe´rico y
una integral esfe´rica. Obtenemos la descomposicio´n espectral de L2(Sn−1), adema´s se obtiene
la convergencia de la serie de Fourier-Laplace en la esfera Sn−1. Finalmente se muestra uno
de los resultados ma´s importantes de esta investigacio´n, que consiste en demostrar que los
espacios Hn(d) son representaciones irreducibles de O(n).
IX
Justificacio´n.
En matema´ticas, el ana´lisis armo´nico se encarga de estudiar la representacio´n de funciones
armo´nicas. Investiga y generaliza las nociones de series de Fourier y transformadas de Fourier.
Una de las ramas ma´s modernas del ana´lisis armo´nico, que tiene sus ra´ıces a mediados del
siglo XX, es el ana´lisis sobre grupos topolo´gicos. Aqu´ı necesitamos que un grupo actu´e
transitivamente sobre nuestro espacio, y dicho grupo ya no tiene que ser abeliano
(como sucede en la recta real o en el c´ırculo), as´ı que tenemos que usar ma´s herramientas
de a´lgebra. Al mismo tiempo, las te´cnicas de ana´lisis funcional siguen siendo importantes,
as´ı como la topolog´ıa, teor´ıa de representaciones, etc. Por ello, resulta muy interesante el
estudio de esta rama del ana´lisis, ya que reu´ne varias a´reas de la matema´tica.
X
Objetivos.
General.
Estudiar las funciones armo´nicas en la esfera.
Espec´ıficos.
Definir el operador Laplaciano esfe´rico y la integral esfe´rica SO(n)-invariantes.
Mostrar la descomposicio´n espectral de L2(Sn−1).
Estudiar las condiciones para la convergencia uniforme de la serie de Fourier-Laplace
de funciones en la esfera.
Mostrar que los espacios de Hilbert Hn(d) son irreducibles para O(n).
Proporcionar ejemplos que nos permitan una mejor comprensio´n.
XI
Cap´ıtulo 1
Series de Fourier.
La teor´ıa de las series de Fourier se encarga de investigar si una funcio´n perio´dica dada, se
puede escribir como una suma de ondas simples. Una onda simple se describe en te´rminos
matema´ticos como una funcio´n de la forma c sen(2pikx) o´ c cos(2pikx) para un nu´mero entero
k y un nu´mero complejo c.
La fo´rmula
e2piix = cos(2pix) + i sen(2pix)
que se deduce de la fo´rmula de Euler,
eix = cosx+ i senx,
demuestra que si una funcio´n f puede escribirse como la suma de exponenciales
f(x) =
∑
k∈Z
cke
2piikx
para algunas constantes ck, entonces tambie´n se pueden escribir como una suma de ondas
simples. Este punto de vista tiene la ventaja de que proporciona fo´rmulas ma´s simples y es
ma´s adecuado para la generalizacio´n. Dado que los exponenciales e2piikx son de valor complejo,
por tanto es natural considerar funciones perio´dicas de valor complejo.
En este cap´ıtulo, comenzamos nuestro estudio riguroso de la serie de Fourier y preparamos
el escenario introduciendo los objetos principales en el tema.
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1.1. Funciones perio´dicas.
Antes recordemos unas definiciones que nos sera´n de utilidad.
Definicio´n 1.1.1 Se dice que T : X → Y es una aplicacio´n si para cada par de puntos
x1, x2 ∈ X tales que x1 = x2, entonces T (x1) = T (x2) en Y .
Definicio´n 1.1.2 Sea T : X → Y una aplicacio´n. Decimos que T es inyectiva si para
T (x1) = T (x2) en Y , entonces x1 = x2 en X. De forma equivalente, T es inyectiva si para
x1 6= x2 implica que T (x1) 6= T (x2).
Definicio´n 1.1.3 Sea T : X → Y una aplicacio´n. Decimos que T es sobreyectiva si para
cada y en Y , existe un x en X tal que T (x) = y.
Definicio´n 1.1.4 Se dice que una aplicacio´n T : X → Y es biyectiva , si T es inyectiva y
sobreyectiva a la vez.
Definicio´n 1.1.5 Una aplicacio´n f : R → C se llama perio´dica de periodo L > 0 si
para cada x ∈ R,
f(x+ L) = f(x).
Si f es perio´dica de periodo L, entonces la funcio´n F (x) = f(Lx) es perio´dica de periodo 1
es decir, L = 1. Esto que se verifica a continuacio´n
F (x+ 1) = f(L(x+ 1))
= f(Lx+ L)
= f(Lx)
F (x+ 1) = F (x).
As´ı F (x) es perio´dica de periodo 1. Adema´s, ya que f(x) = F ( x
L
), es suficiente considerar
solamente funciones perio´dicas de periodo 1. Por simplicidad llamaremos tales funciones
solamente perio´dicas.
Ejemplo 1.1.6 Las siguientes funciones son perio´dicas:
i) f(x) = sen(2pix) es perio´dica ya que para L = 1, sen(2pi(x+ 1)) = sen(2pix).
ii) f(x) = cos(2pix), es perio´dica ya que para L = 1, cos(2pi(x+ 1)) = cos(2pix).
iii) f(x) = e2piix, es perio´dica ya que para L = 1,
e2pii(x+1) = cos(2pi(x+ 1)) + i sen(2pi(x+ 1)) = cos(2pix) + i sen(2pix) = e2piix.
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Adema´s, cada funcio´n dada en el intervalo semiabierto [0, 1) se puede extender a una funcio´n
perio´dica de una manera u´nica.
Definicio´n 1.1.7 Sean X, Y espacios vectoriales y T : X → Y una aplicacio´n. Decimos que
T es lineal si para cada x, y ∈ X y para cada α ∈ C cumple las siguientes propiedades:
(L1) T (x+ y) = Tx+ Ty.
(L2) T (αx) = αTx.
De esto se deduce que si α = 0, entonces T (0x) = 0Tx, es decir, T0 = 0.
Lema 1.1.8 Sean X, Y espacios vectoriales. Si T : X → Y es una aplicacio´n que cumple
que para cada x, y ∈ X y cada α, β ∈ C tenemos que
T (αx+ βy) = αTx+ βTy,
entonces T es lineal.
Demostracio´n:
Necesitamos demostrar que se cumplen las propiedades de la Definicio´n 1.1.7. Por hipo´tesis
sabemos que, para cada x, y ∈ X y cada α, β ∈ C se cumple que
T (αx+ βy) = αTx+ βTy. (1.1)
Verificando que se cumple (L1). Considerando β = 0 en (1.1) tenemos que
T (αx+ 0y) = αTx+ 0Ty = αTx+ 0 = αTx.
Verificando que se cumple (L2). Considerando α = β = 1 en (1.1) tenemos que
T (1x+ 1y) = 1Tx+ 1Ty = Tx+ Ty.
Por lo tanto, T es lineal.

Adema´s, se deduce que si X e Y son dos espacios vectoriales y T : X → Y es lineal, entonces
T debe de ser inyectiva. Verifiquemos este hecho. Sean Tx1, Tx2 ∈ Y tales que Tx1 = Tx2,
entonces
0 = Tx1 − Tx2
0 = T (x1 − x2), por ser T lineal
⇒ 0 = x1 − x2, por ser T lineal
⇒ x1 = x2.
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Por lo tanto T cumple con la Definicio´n 1.1.2, es decir, T es inyectiva.
De ahora en adelante, diremos que una aplicacio´n es lineal siempre que cumpla la hipo´tesis
del Lema 1.1.8.
Definicio´n 1.1.9 Un producto interno 〈., .〉 es una funcio´n que va desde V × V a C,
donde V es un espacio vectorial complejo, que satisface las siguientes propiedades para todo
u, v, w ∈ V y para todo α, β ∈ C:
(IP1) 〈αu+ βv, w〉 = α〈u,w〉+ β〈v, w〉; es decir, que sea C-lineal.
(IP2) 〈v, w〉 = 〈w, v〉.
(IP3) 〈v, v〉 ≥ 0 y 〈v, v〉 = 0 implica que v = 0.
Observemos que si v = 0, entonces 〈v, v〉 = 0, se deduce de (IP1), ya que
v = 0
v = 0 · v, donde 0, es el cero de C,
luego por la propiedad (IP1) tenemos
〈v, v〉 = 〈0 · v, 0 · v〉
= 02〈v, v〉
〈v, v〉 = 0.
Adema´s, si f y g son funciones perio´dicas, entonces tambie´n lo es af + bg para a, b ∈ C, as´ı
que el conjunto de funciones perio´dicas forman un espacio vectorial complejo.
Definicio´n 1.1.10 Una funcio´n f : R→ C es continua en un punto x ∈ R si para todo
ε > 0 existe un δ > 0 tal que:
|f(y)− f(x)| < ε, para cada y ∈ D(f) que satisface |y − x| < δ.
Se dice que f : R→ C es continua si es continua en cada punto de R.
Denotaremos por C(R/Z) al subespacio lineal de todas las funciones perio´dicas continuas
f : R→ C. Tambie´n, definimos C∞(R/Z) como el espacio de todas las funciones perio´dicas
infinitamente diferenciables f : R→ C.
Para f y g en C(R/Z) sea
〈f, g〉 =
∫ 1
0
f(x)g(x) dx
donde “g(x)” indica la conjugacio´n compleja de g(x) y la integral de una funcio´n de valor
complejo h(x) = u(x) + iv(x) se define por linealidad, es decir,
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∫ 1
0
h(x) dx =
∫ 1
0
u(x) dx+ i
∫ 1
0
v(x) dx.
Lema 1.1.11 〈., .〉 define un producto interno en el espacio vectorial C(R/Z).
Demostracio´n:
Necesitamos verificar que se cumplen las propiedades de la Definicio´n 1.1.9. Sean f, g, h ∈
C(R/Z) y α, β ∈ C.
Verificando que cumple (IP1).
〈αf + βg, h〉 =
∫ 1
0
[αf(x) + βg(x)]h(x) dx
=
∫ 1
0
[αf(x)h(x) + βg(x)h(x)] dx
= α
∫ 1
0
f(x)h(x) dx+ β
∫ 1
0
g(x)h(x) dx
〈f + βg, h〉 = α〈f, h〉 + β〈g, h〉.
Verificando que cumple (IP2).
〈f, g〉 =
∫ 1
0
f(x)g(x) dx
=
∫ 1
0
f(x)g(x) dx
=
∫ 1
0
f(x)g(x) dx
=
∫ 1
0
f(x)[g(x)] dx
=
∫ 1
0
g(x)f(x) dx
〈f, g〉 = 〈g, f〉.
Verificando que cumple (IP3). Como
〈f, f〉 =
∫ 1
0
f(x)f(x) dx =
∫ 1
0
|f(x)|2 dx.
Sea f 6= 0 y g(x) = |f(x)|2, entonces g es continua dado que f es continua. Ya que
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f 6= 0, existe un x0 ∈ [0, 1] con g(x0) = α > 0. Entonces, como g es continua, existe un
δ > 0 tal que g(x) > α
2
para todo x ∈ [0, 1] con |x− x0| < δ. Por lo que |g(x)−α| < ε,
es decir, −ε+ α < g(x) < ε+ α, si escogemos ε = α
2
, entonces
〈f, f〉 =
∫ 1
0
|f(x)|2 dx =
∫ 1
0
g(x) dx
>
∫
|x−x0|<δ
α
2
dx
=
∫ x0+δ
x0−δ
α
2
dx
=
2αδ
2
= αδ > 0
⇒ 〈f, f〉 > 0.
Por lo tanto, 〈., .〉 define un producto interno en C(R/Z).

1.2. Exponenciales.
Para k ∈ Z, sea
ek(x) = e
2piikx,
entonces por (III) del Ejemplo 1.1.6 sabemos que e2piix es de periodo 1, pero adema´s es
continua en [0, 1], entonces ek se encuentra en C(R/Z). El producto interno de los ek se da
en el siguiente lema.
Lema 1.2.1 Si k, l ∈ Z entonces
〈ek, el〉 =
{
1, si k = l
0, si k 6= l.
En particular, se deduce que los ek, para un valor de k variable, genera vectores linealmente
independientes en el espacio vectorial C(R/Z). Finalmente si
f(x) =
n∑
k=−n
ckek(x)
para algunos coeficientes ck ∈ C, entonces
ck = 〈f, ek〉.
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Demostracio´n:
Sean k, ` ∈ Z. Si k = `, entonces
〈ek, e`〉 =
∫ 1
0
e2piikxe−2pii`xdx
=
∫ 1
0
e2pii(k−`)x
=
∫ 1
0
1dx
〈ek, e`〉 = 1.
Si k 6= ` y sea m = k − ` 6= 0, entonces
〈ek, e`〉 =
∫ 1
0
e2piikxe−2pii`xdx
=
∫ 1
0
e2pii(k−`)xdx
=
∫ 1
0
e2piimxdx
=
1
2piim
e2piimx
∣∣∣∣1
0
=
1
2piim
(1− 1)
〈ek, e`〉 = 0.
Ahora, deduciremos la independencia lineal. Supongamos que tenemos
λ−ne−n + λ−n+1e−n+1 + · · ·+ λnen = 0,
para algu´n n ∈ N y coeficientes λk ∈ C. Entonces tenemos que demostrar que todos los
coeficientes λk = 0. Sea k ∈ Z, as´ı
0 = 〈0, ek〉
= 〈λ−ne−n + λ−n+1e−n+1 + · · ·+ λnen, ek〉
= λ−n〈e−n, ek〉+ · · ·+ λk〈ek, ek〉+ · · ·+ λn〈en, ek〉
= λ−n(0) + · · ·+ λk(1) + · · ·+ λn(0)
0 = λk.
As´ı, se ha demostrado que los ek son linealmente independientes. Ahora, supongamos que
f(x) =
n∑
k=−n
ckek(x),
18
para algunos coeficientes ck ∈ C, entonces
〈f, ek〉 =
〈
n∑
k=−n
ckek, ek
〉
= 〈c−ne−n + c−n+1e−n+1 + · · ·+ cnen, ek〉
= c−n〈e−n, ek〉+ · · ·+ ck〈ek, ek〉+ · · ·+ cn〈en, ek〉
= c−n(0) + · · ·+ ck(1) + · · ·+ cn(0)
〈f, ek〉 = ck.

Definicio´n 1.2.2 Sea f : X → Y una funcio´n y sea A ⊆ X, definimos la restriccio´n de f
a A como
f |A : A→ Y
a 7→ f(a), siempre que a ∈ A.
Se lee “f restringida a A”.
Definicio´n 1.2.3 Para un subconjunto A de [0, 1], sea 1A la funcio´n caracter´ıstica, es
decir,
1A(x) =
{
1, si x ∈ A
0, si x /∈ A.
Definicio´n 1.2.4 Sean I1, I2, · · · , Im sub-intervalos de [0, 1] que pueden ser abiertos, cerra-
dos o´ semiabiertos. Una funcio´n escalonada de Riemann es una funcio´n de la forma
s(x) =
m∑
j=1
αj1Ij(x)
para algunos coeficientes αj ∈ R.
Para una funcio´n escalonada de Riemann s(x) =
m∑
j=1
αj1Ij(x) se deduce
∫ 1
0
s(x)dx =
∫ 1
0
m∑
j=1
αj1Ij(x)dx
=
m∑
j=1
αj
∫ 1
0
1Ij(x)dx∫ 1
0
s(x)dx =
m∑
j=1
αjlongitud(Ij).
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Definicio´n 1.2.5 Una funcio´n de valor real f : [0, 1] → R se llama Riemann integrable
si para cada ε > 0 existen funciones escalonadas ϕ y ψ en [0, 1] tales que ϕ(x) ≤ f(x) ≤ ψ(x)
para cada x ∈ [0, 1] y ∫ 1
0
(ψ(x)− ϕ(x))dx < ε.
Es decir, a medida que ε se acerca a cero, las integrales de las funciones escalonadas ten-
dera´n a un l´ımite comu´n, que se define como la integral de f . Tenga en cuenta que, como
consecuencia, todas las funciones Riemann integrables en [0, 1] esta´n acotadas. Una funcio´n
de valor complejo se llama Riemann integrable si sus partes real e imaginaria lo son.
Definicio´n 1.2.6 Sea f : R→ C una funcio´n perio´dica y Riemann integrable en el intervalo
[0, 1]. Los nu´meros
ck(f) = 〈f, ek〉 =
∫ 1
0
f(x)e−2piikxdx, k ∈ Z,
se llaman los coeficientes de Fourier de f .
Definicio´n 1.2.7 Sea f : R→ C una funcio´n perio´dica y Riemann integrable en el intervalo
[0, 1]. Llamamos serie de Fourier de f a la serie
∞∑
k=−∞
ck(f)e
2piikx =
∞∑
k=−∞
ck(f)ek(x),
es decir que, la sucesio´n de las sumas parciales Sn(f) =
n∑
k=−n
ck(f)ek.
Sea R(R/Z) el C-espacio vectorial de todas las funciones perio´dicas f : R → C que son
Riemann integrales en [0, 1]. Ya que cada funcio´n continua en el intervalo [0,1] es Riemann
integrable, se deduce que C(R/Z) es un subespacio de R(R/Z). Tenga en cuenta que el
producto interno 〈., .〉 definido en C(R/Z) se extiende a R(R/Z), pero ya no es positivo all´ı,
como lo muestra el siguiente corolario.
Corolario 1.2.8 Pruebe dando un ejemplo que el producto interno definido en el Lema
1.1.11 para el espacio C(R/Z) no es definido positivo en el espacio R(R/Z).
Demostracio´n:
Consideremos f(x) la funcio´n definida por
f(x) =
{
0, si x ∈ [0, 1)
1, si x = 1.
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Mas adelante se demostrara´ que f tiene solamente una discontinuidad en x = 1 (ver Ejemplo
1.4.5). Adema´s, es claro que f es acotada. As´ı f es Riemann integrable, es decir, f ∈ R(R/Z).
Luego
〈f, f〉 =
∫ 1
0
|f(x)|2dx
=
∫
[0,1)
|0|2dx+
∫ 1
1
|1|2dx, por como esta´ definida f
〈f, f〉 = 0.
Pero la funcio´n f que hemos considerado no es la funcio´n cero en [0, 1]. As´ı, contradice la
propiedad (IP3) de la Definicio´n 1.1.9. Por lo tanto, 〈., .〉 no es definido positivo en el espacio
R(R/Z).

Definicio´n 1.2.9 Una norma ‖.‖ es una funcio´n que va desde un espacio vectorial com-
plejo V a R+0 , que satisface las siguientes propiedades para todo v, w ∈ V y para todo
λ ∈ C:
(N1) ‖λv‖ = |λ|‖v‖.
(N2) ‖v‖ ≥ 0 y ‖v‖ = 0, implica que v = 0.
(N3) ‖v+w‖ ≤ ‖v‖+‖w‖. Esta u´ltima propiedad se conoce como desigualdad triangular.
Si V posee una norma ‖.‖, decimos que V es un espacio normado.
La norma y el producto interno de un espacio vectorial esta´n muy relacionados. Veremos que
un espacio pre-Hilbert (ver Definicio´n 2.1.1) induce una norma en dicho espacio. Pero antes,
demostraremos una desigualdad que nos ayudara´ a demostrar este hecho.
Lema 1.2.10 (Desigualdad de Cauchy-Schwarz) Sea V un espacio pre-Hilbert arbi-
trario. Entonces para cualquier v, w ∈ V se cumple la siguiente desigualdad
|〈v, w〉|2 ≤ 〈v, v〉〈w,w〉.
Adema´s, se cumple la igualdad s´ı y so´lo s´ı v y w son linealmente dependientes.
Demostracio´n:
Si w = 0, entonces la desigualdad es trivial. Supongamos que w 6= 0. Para todo λ ∈ C
se tiene que
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0 ≤ 〈v − λw, v − λw〉
= 〈v, v〉 − λ〈v, w〉 − λ〈w, v〉+ λλ〈w,w〉
= 〈v, v〉 − λ〈v, w〉 − λ[〈w, v〉 − λ〈w,w〉]
⇒ 0 ≤ 〈v, v〉 − λ〈v, w〉 − λ[〈w, v〉 − λ〈w,w〉].
En particular, si λ = 〈w,v〉〈w,w〉 se obtiene que
0 ≤ 〈v, v〉 − 〈w, v〉〈w,w〉〈v, w〉 − λ
[
〈w, v〉 − 〈w, v〉〈w,w〉〈w,w〉
]
= 〈v, v〉 − 〈w, v〉〈v, w〉〈w,w〉 − λ[〈w, v〉 − 〈w, v〉]
= 〈v, v〉 − 〈v, w〉〈v, w〉〈w,w〉
= 〈v, v〉 − |〈v, w〉|
2
〈w,w〉
⇒ 0 ≤ 〈v, v〉 − |〈v, w〉|
2
〈w,w〉
⇒ |〈v, w〉|
2
〈w,w〉 ≤ 〈v, v〉
⇒ |〈v, w〉|2 ≤ 〈v, v〉〈w,w〉.
Ahora, es evidente que, si v = λw para algu´n λ ∈ C, entonces se genera una igualdad.
Rec´ıprocamente, si v − λw 6= 0 para todo λ ∈ C, la desigualdad es estricta.

Teorema 1.2.11 Si V es un espacio pre-Hilbert, entonces la funcio´n definida por
v ∈ V 7→ ‖v‖ =
√
〈v, v〉
es una norma en V .
Demostracio´n:
Sean v, w ∈ V y λ ∈ C. Necesitamos demostrar las propiedades de la Definicio´n 1.2.9.
Verificando que se cumple (N1).
‖λv‖ =
√
〈λv, λv〉
=
√
λλ〈v, v〉
=
√
|λ|2〈v, v〉
= |λ|
√
〈v, v〉
‖λv‖ = |λ|‖v‖.
22
Verificando que se cumple (N2). Como 〈v, v〉 ≥ 0 ya que V es un espacio pre-Hilbert,
entonces:
‖v‖ =
√
〈v, v〉 ≥ 0.
Adema´s, si ‖v‖ = 0, entonces:
0 = ‖v‖
0 =
√
〈v, v〉
0 = 〈v, v〉
0 = v, dado que V es un espacio pre-Hilbert.
Verificando que se cumple (N3). Usemos el hecho de que para todo z ∈ C se cumple
que Re(z) ≤ |z|, por lo que
‖v + w‖2 = 〈v + w, v + w〉
= 〈v, v〉+ (〈v, w〉+ 〈w, v〉) + 〈w,w〉
= ‖v‖2 + +2 Re(〈v, w〉)‖w‖2
≤ ‖v‖2 + 2|〈v, w〉|+ ‖w‖2
≤ ‖v‖2 + 2‖v‖‖w‖+ ‖w‖2, por Lema 1.2.10
= (‖v‖+ ‖w‖)2
⇒ ‖v + w‖2 ≤ (‖v‖+ ‖w‖)2
⇒ ‖v + w‖ ≤ ‖v‖+ ‖w‖.
Por lo tanto, ‖.‖ define una norma en V .

As´ı, como resultado de este teorema y del Lema 1.1.11 se deduce que, si
f ∈ C(R/Z) 7→ ‖f‖2 =
√
〈f, f〉 =
[∫ 1
0
|f(x)|2dx
] 1
2
,
entonces ‖.‖2 es una norma en el espacio C(R/Z).
1.3. La desigualdad de Bessel.
La desigualdad de Bessel da una aproximacio´n de la suma de las normas cuadradas de los
coeficientes de Fourier y es de importancia central en la teor´ıa de las series de Fourier. Su
prueba se basa en la siguiente lema.
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Lema 1.3.1 Sea f ∈ R(R/Z), y para cada k ∈ Z, sea ck = 〈f, ek〉 su k-e´simo coeficiente de
Fourier. Entonces para cada n ∈ N,∥∥∥∥∥f −
n∑
k=−n
ckek
∥∥∥∥∥
2
2
= ‖f‖2
2
−
n∑
k=−n
|ck|2.
Demostracio´n:
Consideremos g =
n∑
k=−n
ckek, entonces
〈f, g〉 =
〈
f,
n∑
k=−n
ckek
〉
=
n∑
k=−n
ck〈f, ek〉
=
n∑
k=−n
ck〈f, ek〉
=
n∑
k=−n
ckck
〈f, g〉 =
n∑
k=−n
|ck|2.
Adema´s
〈g, g〉 =
〈
g,
n∑
k=−n
ckek
〉
=
n∑
k=−n
ck〈g, ek〉
=
n∑
k=−n
ck
〈
n∑
j=−n
cjej, ek
〉
=
n∑
k=−n
ckck
〈g, g〉 =
n∑
k=−n
|ck|2,
de manera que
‖f − g‖2
2
= 〈f − g, f − g〉
= 〈f, f〉 − 〈f, g〉 − 〈g, f〉+ 〈g, g〉
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= ‖f‖2
2
−
n∑
k=−n
|ck|2 −
n∑
k=−n
|ck|2 +
n∑
k=−n
|ck|2
‖f − g‖2
2
= ‖f‖2
2
−
n∑
k=−n
|ck|2
⇒
∥∥∥∥∥f −
n∑
k=−n
ckek
∥∥∥∥∥
2
2
= ‖f‖2
2
−
n∑
k=−n
|ck|2.

Teorema 1.3.2 (Desigualdad de Bessel) Sea f ∈ R(R/Z) con coeficientes de Fourier
(ck)k∈Z. Entonces
n∑
k=−n
|ck|2 ≤
∫ 1
0
|f(x)|2dx.
Demostracio´n:
Por el Lema 1.3.1 sabemos que
0 ≤
∥∥∥∥∥f −
n∑
k=−n
ckek
∥∥∥∥∥
2
2
= ‖f‖2
2
−
n∑
k=−n
|ck|2,
entonces cuando n→∞ tendremos
0 ≤ ‖f‖2
2
−
∞∑
k=−∞
|ck|2
=
∫ 1
0
|f(x)|2dx−
∞∑
k=−∞
|ck|2
⇒ 0 ≤
∫ 1
0
|f(x)|2dx−
∞∑
k=−∞
|ck|2
⇒
∞∑
k=−∞
|ck|2 ≤
∫ 1
0
|f(x)|2dx.

1.4. Convergencia en la norma-L2.
Introducimos la nocio´n de convergencia-L2, que es la nocio´n apropiada de convergencia para
las series de Fourier.
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Definicio´n 1.4.1 Sea f una funcio´n en R(R/Z) y sea (fn)n∈N una sucesio´n en R(R/Z).
Decimos que la sucesio´n (fn)n∈N converge en la norma-L2 a f si
l´ım
n→∞
‖f − fn‖2 = 0.
Definicio´n 1.4.2 Una sucesio´n de funciones (fn)n∈N en un intervalo I converge puntual-
mente a una funcio´n f , si para cada x ∈ I y cada ε > 0 existe n0 ∈ N, de manera que para
todo n ≥ n0,
|f(x)− fn(x)| < ε.
Un concepto de convergencia que de hecho implica la convergencia-L2 es el de convergencia
uniforme. Veamos su definicio´n a continuacio´n.
Definicio´n 1.4.3 Una sucesio´n de funciones (fn)n∈N en un intervalo I converge unifor-
memente a una funcio´n f , si para cada ε > 0 existe n0 ∈ N, de manera que para todo
n ≥ n0,
|f(x)− fn(x)| < ε, para cada x ∈ I.
La diferencia entre la convergencia puntual que vimos en la Definicio´n 1.4.2 y la convergencia
uniforme, radica en el hecho de que en el caso de la convergencia uniforme el nu´mero n0 no
depende de x. Este se puede elegir uniformemente para cada x ∈ I. Es decir, que convergencia
puntual no implica convergencia uniforme.
El siguiente lema determina que existe una relacio´n, bajo ciertas hipo´tesis, entre las funciones
que forman la sucesio´n de funciones y la funcio´n a la que convergen.
Lema 1.4.4 Si (fn)n∈N es una sucesio´n de funciones que converge uniformemente a la fun-
cio´n f en I, y todas las funciones fn son continuas en I, entonces tambie´n la funcio´n f es
continua en I.
Demostracio´n:
Supongamos que (fn)n∈N es una sucesio´n de funciones continuas en I y que converge unifor-
memente a f en I. As´ı, para cada ε > 0, existe N ∈ N tal que
|fn(x)− f(x)| < ε
3
, para cada n ≥ N y cada x ∈ I.
Como fN es continua en I, entonces para cada
ε
3
> 0, existe un δ > 0 tal que
|fN(x)− fN(x)| < ε
3
, para cada y ∈ I que satisface |y − x| < δ.
Ahora, si y ∈ I y |y − x| < δ, entonces
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|f(y)− f(x)| = |f(y)− f(x) + fN(x)− fN(x) + fN(y)− fN(y)|
= |(f(y)− fN(y)) + (fN(y)− fN(x)) + (fN(x)− f(x))|
≤ |f(y)− fN(y)|+ |fN(y)− fN(x)|+ |fN(x)− f(x)|
<
ε
3
+
ε
3
+
ε
3
= ε
⇒ |f(y)− f(x)| < ε.
Es decir, |f(y)−f(x)| < ε para cada y ∈ I que satisface |y−x| < δ. Como x ∈ I es arbitrario,
entonces f es continua en I.

Ejemplo 1.4.5 La sucesio´n fn(x) = x
n en el intervalo I = [0, 1] converge puntualmente,
pero no uniformemente, a la funcio´n
f(x) =
{
0, si x < 1
1, si x = 1.
Sin embargo, en cada subintervalo [0, a] para un a < 1, la sucesio´n converge uniformemente
a la funcio´n cero.
Demostracio´n:
Primero demostremos que (fn)n∈N converge puntualmente a f .
Si x = 0, entonces fn(0) = 0
n = 0→ 0.
Si x = 1, entonces fn(1) = 1
n = 1→ 1.
Ahora, consideremos cuando 0 < x < 1, entonces fn(x) = x
n converge a cero, dado que para
cada ε > 0, existe N ∈ N tal que
|fn(x)− f(x)| = |xn − 0| = |xn| = xn < ε, para cada n ≤ N.
Por lo tanto, (fn)n∈N converge puntualmente a f .
Figura 1.1: Gra´fica de la funcio´n f(x).
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Ahora demostraremos que (fn)n∈N no converge uniformemente a f en I. Para ello razonemos
por contradiccio´n. Supongamos que (fn)n∈N converge uniformemente a f en I.
Como fn(x) = x
n es continua en I para cada n ∈ N, entonces por el Lema 1.4.4 debe ser
que f es continua en I. As´ı, para cada x ∈ I y cada ε > 0, existe δ > 0 tal que
|f(x)− f(y)| < ε, para cada y ∈ D(f) que satisface |x− y| < δ.
Consideremos ε = 1
2
y y = 1. Sea δ > 0 tal que |x−y| < δ, es decir x ∈ (y− δ, y) = (1− δ, 1),
entonces
|f(x)− f(y)| = |0− f(1)| = | − 1| = 1 > ε = 1
2
,
esto genera una contradiccio´n.
Por lo tanto, f no es continua en I. As´ı (fn)n∈N no converge uniformemente a f .
Finalmente, demostraremos que en cada subintervalo J = [0, a] para a < 1, la sucesio´n
converge uniformemente a la funcio´n cero.
Sea g la funcio´n cero en J , es decir, que g(x) = 0 para cada x ∈ J . Sea ε > 0. Como
0 < a < 1, entonces an converge a cero cuando n→∞. Luego, existe N ∈ N tal que an < ε
para cada n ≥ N , entonces
|fn(x)− g(x)| = |xn − 0| = |xn| = xn < ε, para cada n ≥ N y cada x ∈ J.
Por lo tanto, (fn)n∈N converge uniformemente a g en J .

El siguiente ejemplo nos muestra las condiciones para que una sucesio´n funciones de sumas
parciales converja.
Ejemplo 1.4.6 (Test-M de Weierstrass) Sea fn(x) =
n∑
k=1
ak(x) para una sucesio´n de
funciones ak(x), x ∈ I. Supongamos que existe una sucesio´n ck de nu´meros reales positivos
tales que |ak(x)| ≤ ck para cada k ∈ N y cada x ∈ I. Supongamos adema´s que∑
k∈N
ck <∞.
Entonces la sucesio´n (fn)n∈N converge uniformemente a la f(x) =
∞∑
k=1
ak(x).
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Demostracio´n:
Sea fn(x) =
n∑
k=1
ak(x). Como |ak(x)| ≤ ck para cada k ∈ N y cada x ∈ I, entonces
∞∑
k=1
|ak(x)| ≤
∞∑
k=1
ck <∞, para cada x ∈ I.
As´ı
∞∑
k=1
|ak(x)| converge para cada x ∈ I, y de esta forma
∞∑
k=1
ak(x) tambie´n converge en el
espacio de Banach C (ver Definicio´n 2.1.14) para cada x ∈ I.
Sean f(x) =
∞∑
k=1
ak(x) y sn =
n∑
k=1
ck, de manera que sn → s =
∞∑
k=1
ck <∞.
Sea ε > 0, entonces existe N ∈ N tal que
|s− sn| < ε, para cada n ≥ N,
es decir, ∣∣∣∣∣
∞∑
k=1
ck −
n∑
k=1
ck
∣∣∣∣∣ =
∣∣∣∣∣
∞∑
k=n+1
ck
∣∣∣∣∣ =
∞∑
k=n+1
ck < ε, para cada n ≥ N.
Pero
∞∑
k=n+1
|ak(x)| ≤
∞∑
k=n+1
ck < ε, para cada n ≥ N y cada x ∈ I.
De esta forma
|f(x)− fn(x)| =
∣∣∣∣∣
∞∑
k=1
ak(x)−
n∑
k=1
ak(x)
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
k=n+1
ak(x)
∣∣∣∣∣
≤
∞∑
k=n+1
|ak(x)|
≤
∞∑
k=n+1
ck
< ε
⇒ |f(x)− fn(x)| < ε, para cada n ≥ N y cada x ∈ I.
Por lo tanto, (fn)n∈N converge uniformemente a la funcio´n f en I.

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Proposicio´n 1.4.7 Si la sucesio´n (fn)n∈N converge a f uniformemente en [0, 1], entonces
(fn)n∈N converge a f en la norma-L2.
Demostracio´n:
Sean I = [0, 1] y ε > 0. Entonces existe n0 ∈ N tal que
|f(x)− fn(x)| < ε, para cada n ≥ n0 y cada x ∈ I.
Por lo tanto, para n ≥ n0
‖f − fn‖22 =
∫ 1
0
|f(x)− fn(x)|2dx
<
∫ 1
0
ε2dx
= ε2
⇒ ‖f − fn‖22 < ε2
⇒ ‖f − fn‖2 < ε, para cada n ≥ n0 y cada x ∈ I.
Por lo tanto, (fn)n∈N converge a f en la norma-L2.

Un resultado clave de este cap´ıtulo es que la serie de Fourier de cada f ∈ R(R/Z) converge
a f en la norma-L2, que demostraremos ma´s adelante. La idea de la prueba es encontrar una
clase de funciones simples para las cuales se pueda probar la afirmacio´n mediante el ca´lculo
expl´ıcito de los coeficientes de Fourier y luego aproximar la funcio´n dada por esas funciones
simples. Para llevar a cabo estos ca´lculos expl´ıcitos necesitaremos los siguientes lemas.
Lema 1.4.8 Si α < a < b < β son nu´meros reales y si f : [α, β] → R es una funcio´n
continua diferenciable. Para k ∈ R sea
F (k) =
∫ b
a
f(x) sen(kx)dx.
Entonces l´ım
|k|→∞
F (k) = 0 y la convergencia es uniforme en a, b ∈ [α, β].
Demostracio´n:
Para k 6= 0 integramos por partes para obtener
F (k) = −f(x)cos(kx)
k
∣∣∣∣b
a
+
1
k
∫ b
a
f ′(x) cos(kx)dx
⇒ |F (k)| =
∣∣∣∣∣−f(x)cos(kx)k
∣∣∣∣b
a
+
1
k
∫ b
a
f ′(x) cos(kx)dx
∣∣∣∣∣
⇒ |F (k)| ≤
∣∣∣∣∣−f(x)cos(kx)k
∣∣∣∣b
a
∣∣∣∣∣+
∣∣∣∣1k
∫ b
a
f ′(x) cos(kx)dx
∣∣∣∣ .
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Como | cos(x)| ≤ 1 para cada x ∈ R y ya que f y f ′ son continuas en [α, β], entonces existe
una constante M > 0 tal que |f(x)| ≤M y |f ′(x)| ≤M para cada x ∈ [α, β]. As´ı∣∣∣∣∣−f(x)cos(kx)k
∣∣∣∣b
a
∣∣∣∣∣ = | − f(x)|
∣∣∣∣cos(kb)− cos(ka)k
∣∣∣∣
≤ |f(x)|
( | cos(kb)|+ | cos(ka)|
|k|
)
≤M
(
1 + 1
|k|
)
⇒
∣∣∣∣∣−f(x)cos(kx)k
∣∣∣∣b
a
∣∣∣∣∣ ≤ 2M|k| .
Adema´s, ∣∣∣∣1k
∫ b
a
f ′(x) cos(kx)dx
∣∣∣∣ = ∣∣∣∣1k
∣∣∣∣ ∣∣∣∣∫ b
a
f ′(x) cos(kx)dx
∣∣∣∣
≤ 1|k|
∫ b
a
|f ′(x) cos(kx)dx
≤ 1|k|
∫ b
a
M | cos(kx)dx|
≤ M|k|
∫ b
a
1dx
=
M
|k|(b− a)
⇒
∣∣∣∣1k
∫ b
a
f ′(x) cos(kx)dx
∣∣∣∣ ≤ M(b− a)|k| .
De manera que
|F (k)| ≤ 2M|k| +
M(b− a)
|k| ,
as´ı, cuando |k| → ∞ obtenemos
l´ım
|k|→∞
|F (k)| = 0.
Es decir, para cada ε > 0 existe un N > 0, tal que si |k| > N , entonces
|F (k)− 0| = |F (k)| < ε.
Observemos que N no depende de x ∈ [a, b] ⊂ [α, β]. Por lo que l´ım
|k|→∞
F (k) = 0 converge
uniformemente para cada x ∈ [a, b] ⊂ [α, β].

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Lema 1.4.9 Demuestre que se cumple la siguiente igualdad
n∑
k=0
cos(kθ) =
1
2
+
sen
((
2n+1
2
)
θ
)
2 sen
(
θ
2
) , para 0 < θ < 2pi.
A esta igualdad se le conoce como igualdad trigonome´trica de Lagrange.
Demostracio´n:
Para ello, antes demostremos que
n∑
k=0
zk =
1− zn+1
1− z , para z 6= 1.
Si z 6= 1, entonces
(1− z)
(
n∑
k=0
zk
)
= (1− z)(1 + z + z2 + · · ·+ zn)
= 1 + z + z2 + · · ·+ zn − (z + z2 + z3 + · · ·+ zn+1)
(1− z)
(
n∑
k=0
zk
)
= 1− zn+1
⇒
n∑
k=0
zk =
1− zn+1
1− z . (1.2)
Ahora, consideremos z = eiθ. Como 0 < θ < 2pi por hipo´tesis, entonces z 6= 1. De manera
que
n∑
k=0
zk =
n∑
k=0
eiθk
=
1− e(n+1)θ
1− eiθ , por (1.2)
=
1− e(n+1)θ
−e iθ2
(
e
iθ
2 − e− iθ2
)
n∑
k=0
eiθk =
−e− iθ2 (1− e(n+1)θ)
e
iθ
2 − e− iθ2
,
pero
sen(θ) =
eiθ − e−iθ
2i
⇒ 2i sen(θ) = eiθ − e−iθ
⇒ 2i sen ( θ
2
)
= e
iθ
2 − e− iθ2 ,
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entonces
n∑
k=0
eiθk =
−e− iθ2 (1− e(n+1)θ)
2i sen
(
θ
2
)
=
i
[
e−
iθ
2
(
1− e(n+1)θ)]
2 sen
(
θ
2
) , pues −1
i
= i
n∑
k=0
eiθk =
i
(
e−
iθ
2 − eiθ[(n+1)− 12 ]
)
2 sen
(
θ
2
) ,
adema´s
i
(
e−
iθ
2 − eiθ[(n+1)− 12 ]
)
2 sen
(
θ
2
) = i (cos ( θ2)− i sen ( θ2)− cos ((n+ 1)− 12)− i sen ((n+ 1)− 12))
2 sen
(
θ
2
)
=
i cos
(
θ
2
)
+ sen
(
θ
2
)− i cos ((n+ 1)− 1
2
)
+ sen
(
(n+ 1)− 1
2
)
2 sen
(
θ
2
)
=
sen
(
θ
2
)
+ sen
(
(n+ 1)− 1
2
)
2 sen
(
θ
2
) + icos ( θ2)− cos ((n+ 1)− 12)
2 sen
(
θ
2
)
i
(
e−
iθ
2 − eiθ[(n+1)− 12 ]
)
2 sen
(
θ
2
) = 1
2
+
sen
(
(n+ 1)− 1
2
)
2 sen
(
θ
2
) + icos ( θ2)− cos ((n+ 1)− 12)
2 sen
(
θ
2
)
⇒
n∑
k=0
eiθk =
1
2
+
sen
(
(n+ 1)− 1
2
)
2 sen
(
θ
2
) + icos ( θ2)− cos ((n+ 1)− 12)
2 sen
(
θ
2
) .
Ahora, recordemos que cos(θ) = Re
(
eiθ
)
, por lo que
n∑
k=0
cos(kθ) = Re
(
n∑
k=0
eiθk
)
⇒
n∑
k=0
cos(kθ) =
1
2
+
sen
(
(n+ 1)− 1
2
)
2 sen
(
θ
2
) .

Lema 1.4.10 Para 0 ≤ x ≤ 1 tenemos
∞∑
k=1
cos 2pikx
k2
= pi2
(
x2 − x+ 1
6
)
.
Observe que, como un caso especial, para x = 0 obtenemos la fo´rmula de Euler:
∞∑
k=1
1
k2
=
pi2
6
.
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Demostracio´n:
Sea x ∈ (0, 1). Ya que
2pi
∫ x
1
2
cos(2pikt)dt = 2pi
(
sen(2pikt)
2pik
)∣∣∣∣x
1
2
=
sen
(
2pikx)− sen(2pik (1
2
))
k
=
sen(2pikx)− sen(pik)
k
2pi
∫ x
1
2
cos(2pikt)dt =
sen(2pikx)
k
, ya que sen(pik) = 0 para cada k ∈ Z.
Adema´s, ya que x ∈ (0, 1), entonces para θ = 2pix se cumple que θ ∈ (0, 2pi). As´ı, de la
igualdad de Lagrange (Lema 1.4.9) tenemos
n∑
k=0
cos(2pikx) =
sen((2n+ 1)pix)
2 sen(pix)
+
1
2
n∑
k=1
cos(2pikx) + 1 =
sen((2n+ 1)pix)
2 sen(pix)
+
1
2
⇒
n∑
k=1
cos(2pikx) =
sen((2n+ 1)pix)
2 sen(pix)
− 1
2
.
De esta forma, tenemos
n∑
k=1
sen(2pikx)
k
=
n∑
k=1
[
2pi
∫ x
1
2
cos(2pikt)dt
]
= 2pi
∫ x
1
2
[
n∑
k=1
cos(2pikt)
]
dt
= 2pi
∫ x
1
2
[
sen((2n+ 1)pix)
2 sen(pix)
− 1
2
]
dt
= 2pi
∫ x
1
2
sen((2n+ 1)pit)
2 sen(pit)
dt− 2pi
∫ x
1
2
dt
2
n∑
k=1
sen(2pikx)
k
= 2pi
∫ x
1
2
sen((2n+ 1)pit)
2 sen(pit)
dt− pi
(
x− 1
2
)
.
Aplicando el Lema 1.4.8 al primer sumando del lado derecho de la igualdad, se tiene que,
cuando n→∞, este converge a cero. Esto implica que, para x ∈ (0, 1)
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∞∑
k=1
sen(2pikx)
k
= −pi
(
x− 1
2
)
= −pi
(
2x− 1
2
)
⇒ −2
∞∑
k=1
sen(2pikx)
k
= pi(2x− 1)
⇒ pi
∞∑
k=1
−2 sen(2pikx)
k
= pi2(2x− 1)
⇒
∞∑
k=1
[
k
k
(−2pi sen(2pikx)
k
)]
= pi2(2x− 1)
⇒
∞∑
k=1
−2pik sen(2pikx)
k2
= pi2(2x− 1)
⇒
∞∑
k=1
(
cos(2pikx)
k2
)′
= pi2(2x− 1),
y nuevamente por el Lema 1.4.8 esta serie converge uniformemente en el intervalo [δ, 1−δ] ⊂
(0, 1) para cada δ > 0. Ahora usaremos este resultado para demostrar este lema. Sea
f(x) =
∞∑
k=1
cos(2pikx)
k2
.
Acabamos de ver que la serie de las derivadas converge a pi2(2x− 1) y que esta convergencia
es localmente uniforme, por lo que para 0 < x < 1 tenemos
f ′(x) =
( ∞∑
k=1
cos(2pikx)
k2
)′
=
∞∑
k=1
(
cos(2pikx)
k2
)′
f ′(x) = pi2(2x− 1),
es decir que, f(x) = pi2(x2 − x) + c. Nos queda demostrar que c = pi2
6
. Ya que∫ 1
0
cos(2pikx)dx =
sen(2pikx)
2pik
∣∣∣∣1
0
=
sen(2pik)− sen(0)
2pik
=
sen(2pik)
2pik
=
0
2pik
, pues sen(2pik) = 0 para cada k ∈ N∫ 1
0
cos(2pikx)dx = 0, para cada k ∈ N
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y dado que la serie que define f converge uniformemente en [0, 1], entonces
0 =
∞∑
k=1
∫ 1
0
cos(2pikx)
k2
dx =
∫ 1
0
( ∞∑
k=1
cos(2pikx)
k2
)
dx
=
∫ 1
0
f(x)dx
=
∫ 1
0
(pi2(x2 − x) + c)dx
0 =
pi2
3
− pi
2
2
+ c
c =
pi2
6
.
Por lo tanto,
f(x) =
∞∑
k=1
cos(2pikx)
k2
= pi2
(
x2 − x+ 1
6
)
.

Usando este lema te´cnico, ahora vamos a demostrar la convergencia de la serie de Fourier
para las funciones escalonadas de Riemann.
Lema 1.4.11 Sea f : R→ R una funcio´n perio´dica y tal que f |[0,1] es una funcio´n escalonada
de Riemann. Entonces, la serie de Fourier de f converge a f en la norma-L2, es decir, la serie
fn = Sn(f) =
n∑
k=−n
ckek,
converge a f en la norma-L2, donde para k ∈ Z,
ck =
∫ 1
0
f(x)e−2piikxdx.
Demostracio´n:
Por el Lema 1.3.1 es suficiente demostrar que
‖f‖2
2
=
∞∑
k=−∞
|ck|2.
Primero consideramos un caso especial, cuando f |[0,1] = 1[0,a] para algu´n a ∈ [0, 1]. Observe-
mos que
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‖f‖2
2
=
∫ 1
0
|1[0,a](x)|2dx
=
∫ 1
0
(
1[0,a](x)
)2
dx, pues 1[0,a] ≥ 0
=
∫ a
0
12dx+
∫ 1
a
02dx
‖f‖2
2
= a.
Los coeficientes de Fourier de f |[0,1] = 1[0,a] son
c0 = 〈f, 1〉
=
∫ 1
0
1[0,a]dx
=
∫ a
0
1dx+
∫ 1
a
0dx
c0 = a
⇒ |c0|2 = a2,
y para k 6= 0 tenemos
ck = 〈f, ek〉
=
∫ 1
0
1[0,a](x)e
−2piikxdx
=
∫ a
0
e−2piikxdx+
∫ 1
a
0dx
= −e
−2piikx
2piik
∣∣∣∣a
0
ck =
i
2pik
(e−2piika − 1).
Entonces
|ck|2 =
∣∣∣∣ i2pik (e−2piika − 1)
∣∣∣∣2
=
∣∣∣∣ i2pik
∣∣∣∣2 ∣∣(e−2piika − 1)∣∣2
=
1
4pi2k2
(e2piika − 1)(e2piika − 1)
=
1
4pi2k2
(e2piika − 1)(e−2piika − 1)
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=
1
4pi2k2
(e2piika−2piika − e2piika − e−2piika + 1)
=
1
4pi2k2
(e0 − cos(2pika) + i sen(2pika)− cos(2pika)− i sen(2pika) + 1)
=
1
4pi2k2
(2− 2 cos(2pika))
=
1
4pi2k2
[2(1− cos(2pika))]
|ck|2 = 1− cos 2pika
2pi2k2
.
Como cos(−x) = cos(x) para cada x ∈ R, entonces
−∞∑
k=−1
1− cos 2pika
2pi2k2
=
∞∑
k=1
1− cos 2pi(−k)a
2pi2(−k)2 =
∞∑
k=1
1− cos 2pika
2pi2k2
,
as´ı que
∑
k∈Z−{0}
1− cos 2pika
2pi2k2
= 2
∞∑
k=1
1− cos 2pika
2pi2k2
=
∞∑
k=1
1− cos 2pika
pi2k2
.
De manera que
∞∑
k=−∞
|ck|2 = a2 +
∞∑
k=1
1− cos 2pika
pi2k2
= a2 +
∞∑
k=1
1
pi2k2
− 1
pi2
∞∑
k=1
cos 2pika
k2
= a2 +
1
pi2
∞∑
k=1
1
k2
− 1
pi2
[
pi2
(
a2 − a+ 1
6
)]
, por Lema 1.4.10
= a2 +
(
1
pi2
)(
pi2
6
)
− a2 + a− 1
6
=
1
6
+ a− 1
6
= a
∞∑
k=−∞
|ck|2 = ‖f‖22 .
Por lo tanto, hemos demostrado el lema para la funcio´n f = 1[0,a]. A continuacio´n, dedu-
ciremos el mismo resultado para f = α1I , donde I es un subintervalo arbitrario de [0, 1].
En primer lugar, tenga en cuenta que ni los coeficientes de Fourier ni la norma cambian
si reemplazamos el intervalo cerrado por un intervalo abierto o semi-cerrado. Observemos
el comportamiento de los coeficientes de Fourier bajo traslacio´n, es decir, supongamos que
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ck(f) denota el k−e´simo coeficiente de Fourier de f y sea f y(x) = f(x + y), entonces f y
sigue siendo perio´dica y Riemann integrable, entonces
ck(f
y) =
∫ 1
0
f y(x)e−2piikxdx
=
∫ 1
0
f(x+ y)e−2piikxdx
=
∫ 1+y
y
f(x)e−2piik(y−x)dx
= e−2piiky
∫ 1
0
f(x)e−2piikxdx
ck(f
y) = e−2piikyck(f),
ya que no importa si uno integra una funcio´n perio´dica sobre [0, 1] o´ [y, 1 + y]. Entonces
|ck(f y)|2 = |e−2piikyck(f)|2
= |e−2piiky|2 |ck(f)|2
|ck(f y)|2 = |ck(f)|2, pues |e−2piiky|2 = 1.
Adema´s, utilizando el mismo hecho, de que no importa si uno integra una funcio´n perio´dica
sobre [0, 1] o´ [y, 1 + y], obtenemos
‖f y‖2
2
=
∫ 1
0
|f y(x)|2dx
=
∫ 1
0
|f(x+ y)|2dx
=
∫ y+1
y
|f(x)|2dx
=
∫ 1
0
|f(x)|2dx
‖f y‖2
2
= ‖f‖2
2
,
por lo tanto,
∞∑
k=−∞
|ck|2 = ‖1I‖22 = ‖f‖22 .
As´ı, el lema queda demostrado para f |[0,1] = 1I , donde I es un intervalo arbitrario en [0, 1].
Por u´ltimo, como una funcio´n escalonada arbitraria es una combinacio´n lineal de funciones
caracter´ısticas de intervalos, as´ı el lema se concluye por la linealidad.

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Teorema 1.4.12 Sea f : R → C una funcio´n perio´dica y Riemann integrable en [0, 1].
Entonces la serie de Fourier de f converge a f en la norma-L2. Si ck denota los coeficientes
de Fourier de f , entonces
∞∑
k=−∞
|ck|2 =
∫ 1
0
|f(x)|2dx = ‖f‖2
2
.
El teorema en particular implica que la sucesio´n (ck)k∈Z tiende a cero cuando |k| → ∞. Este
teorema tambie´n se conoce como Lema de Riemann-Lebesgue.
Demostracio´n:
Sea f = u + iv la descomposicio´n de f en partes real e imaginaria. Las sumas parciales
de las series de Fourier para f satisfacen
Sn(f) = Sn(u+ iv)
=
n∑
k=−n
ck(u+ iv)ek
=
n∑
k=−n
〈u+ iv, ek〉ek
=
n∑
k=−n
[〈u, ek〉ek + i〈v, ek〉ek]
=
n∑
k=−n
〈u, ek〉ek + i
n∑
k=−n
〈v, ek〉ek
Sn(f) = Sn(u) + iSn(v).
Por lo tanto, si las series de Fourier de u y v convergen en la norma-L2 con respecto a u y
v, entonces el teorema se cumple para f .
Para probar el teorema, basta con considerar el caso en el que f tiene valor real. Como,
adema´s, las funciones integrables esta´n acotadas, podemos multiplicar a f por un escalar
positivo, por lo que podemos suponer que |f(x)| ≤ 1 para cada x ∈ R.
Sea ε > 0. Ya que f es Riemann integrable, existen funciones escalonadas ϕ, ψ en [0, 1], tales
que
−1 ≤ ϕ ≤ f ≤ ψ ≤ 1
y ∫ 1
0
(ψ(x)− ϕ(x))dx ≤ ε
2
8
.
Sea g = f − ϕ, entonces 0 ≤ g ≤ ψ − ϕ. Entonces
|g|2 ≤ |ψ − ϕ|2,
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pero −1 ≤ ϕ ≤ ψ ≤ 1, as´ı
|ψ − ϕ| ≤ 2
⇒ |ψ − ϕ||ψ − ϕ| ≤ 2|ψ − ϕ|
⇒ |ψ − ϕ|2 ≤ 2(ψ − ϕ),
es decir
|g|2 ≤ |ψ − ϕ|2 ≤ 2(ψ − ϕ),
por lo que ∫ 1
0
|g(x)|2dx ≤ 2
∫ 1
0
(ψ(x)− ϕ(x))dx ≤ ε
2
4
.
Para las sumas parciales Sn, tenemos
Sn(f) = Sn(ϕ) + Sn(g).
Por el Lema 1.4.11, existe un no ≥ 0 tal que, para n ≥ n0, entonces
‖ϕ− Sn(ϕ)‖2 ≤
ε
2
.
Luego, por el Lema 1.3.1, tenemos
‖g − Sn(g)‖22 ≤ ‖g‖22 ≤
ε2
4
⇒ ‖g − Sn(g)‖2 ≤
ε
2
,
as´ı que para n ≥ n0,
‖f − Sn(f)‖2 = ‖ϕ+ g − Sn(ϕ− g)‖2
≤ ‖ϕ− Sn(ϕ)‖2 + ‖g − Sn(g)‖2
≤ ε
2
+
ε
2
= ε
⇒ ‖f − Sn(f)‖2 ≤ ε.
Por lo tanto, Sn(f) −→ f en la norma L2.

1.5. Convergencia uniforme de la serie de Fourier.
Tenga en cuenta que el u´ltimo teorema no nos dice nada acerca de la convergencia puntual de
la serie de Fourier. De hecho, la serie de Fourier no necesariamente converge puntualmente
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a f . Sin embargo, si la serie de los mo´dulos de los coeficientes de Fourier de la funcio´n
f convergen, esta converge, como lo muestra el siguiente lema. Este lema es importante,
pues nos ayuda a determinar el segundo resultado principal de este cap´ıtulo, es decir, si
f es continuamente diferenciable entonces su serie de Fourier converge uniformemente a la
funcio´n f .
Definicio´n 1.5.1 Sea f : R→ C una funcio´n continua y perio´dica. Decimos que la funcio´n
f es continuamente diferenciable por partes si existen nu´meros reales 0 = t0 < t1 <
· · · < tr = 1 tales que para cada j la funcio´n f |[tj−1,tj ] es continuamente diferenciable.
Lema 1.5.2 Sea f una funcio´n continua y perio´dica, y supongamos que los coeficientes de
Fourier de f satisfacen
∞∑
k=−∞
|ck| <∞.
Entonces la serie de Fourier converge uniformemente a f . En particular, tenemos para todo
x ∈ R,
f(x) =
∑
k∈Z
ckek(x).
Demostracio´n:
Sea sn(x) =
n∑
k=−n
cke
2piikx. Consideremos primero la parte real de dicha sucesio´n de sumas
parciales
Re [sn(x)] =
n∑
k=−n
Re [cke
2piikx].
Como |Re (ck)| ≤ |ck| para cada k ∈ Z y dado que
∑
k∈Z
ck < ∞, entonces por El test-M de
Weierstrass (ver Ejemplo 1.4.6) tenemos
Re [sn(x)] =
n∑
k=−n
Re [cke
2piikx]→
∞∑
k=−∞
Re [cke
2piikx]
uniformemente. Bajo un razonamiento ana´logo, obtenemos
Im [sn(x)] =
n∑
k=−n
Im [cke
2piikx]→
∞∑
k=−∞
Im [cke
2piikx.]
De esta forma, afirmamos que la serie de Fourier
∞∑
k=−∞
cke
2piikx converge uniformemente.
Denotemos la funcio´n l´ımite por g. Entonces la funcio´n g, por ser el l´ımite uniforme de
funciones continuas, es continua por Lema 1.4.4. Luego, por la Proposicio´n 1.4.7, la serie de
Fourier tambie´n converge a f en la norma-L2, as´ı se deduce que
‖f − g‖2 = 0.
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Dado que f y g son continuas, la propiedad (N2) de norma (Definicio´n 1.2.9) implica que
f = g, es decir,
f(x) =
∑
k∈Z
ckek(x).

Teorema 1.5.3 Sea f : R → C una funcio´n continua, perio´dica y continuamente diferen-
ciable por partes. Entonces la serie de Fourier de f converge uniformemente a f .
Demostracio´n:
Sea f una funcio´n continua, perio´dica y continuamente diferenciable por partes y deno-
temos por ck los coeficientes de Fourier de f . Sea ϕj : [tj−1, tj] → C la derivada continua
de f y ϕ : R → C una funcio´n perio´dica que para cada j coincide con ϕj en el intervalo
semi-abierto [tj−1, tj). Sean γk los coeficientes de Fourier de ϕ. Entonces por la desigualdad
de Bessel (Teorema 1.3.2) tenemos
∞∑
k=−∞
|γk|2 ≤ ‖ϕ‖22 <∞.
Ahora, usando integracio´n por partes, obtenemos∫ tj
tj−1
f(x)e−2piikxdx = − 1
2piik
f(x)e−2piikx
∣∣∣∣tj
tj−1
+
1
2piik
∫ tj
tj−1
ϕ(x)e−2piikxdx,
as´ı ∫ 1
0
f(x)e−2piikxdx =
r∑
j=1
∫ tj
tj−1
f(x)e−2piikxdx
=
r∑
j=1
[
− 1
2piik
f(x)e−2piikx
∣∣∣∣tj
tj−1
+
1
2piik
∫ tj
tj−1
ϕ(x)e−2piikxdx
]
= − 1
2piik
r∑
j=1
f(x)e−2piikx
∣∣tj
tj−1
+
1
2piik
r∑
j=1
∫ tj
tj−1
ϕ(x)e−2piikxdx
= − 1
2piik
(f(tr)e
−2piiktr − f(t0)e−2piikt0) + 1
2piik
∫ 1
0
ϕ(x)e−2piikxdx
= − 1
2piik
(f(1)− f(0)) + 1
2piik
∫ 1
0
ϕ(x)e−2piikxdx
= − 1
2piik
(0) +
1
2piik
∫ 1
0
ϕ(x)e−2piikxdx, ya que f es de periodo 1∫ 1
0
f(x)e−2piikxdx =
1
2piik
∫ 1
0
ϕ(x)e−2piikxdx,
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de manera que, para k 6= 0, obtenemos
ck =
∫ 1
0
f(x)e−2piikxdx =
1
2piik
∫ 1
0
ϕ(x)e−2piikxdx
ck =
1
2piik
γk.
Para α, β ∈ C tenemos
0 ≤ (|α| − |β|)2
= |α|2 + |β|2 − 2|αβ|(
1
2
)
(0) ≤ 1
2
(|α|2 + |β|2 − 2|αβ|)
0 ≤ 1
2
(|α|2 + |β|2)− |αβ|
|αβ| ≤ 1
2
(|α|2 + |β|2),
as´ı que
|ck| =
∣∣∣∣ 12piikγk
∣∣∣∣ ≤ 12
(
1
4pi2k2
+ |γk|2
)
,
por lo que
∞∑
k=−∞
|ck| <∞.
As´ı, cumplimos con todas las hipo´tesis del Lema 1.5.2. De manera que la serie de Fourier de
f converge uniformemente a la funcio´n f .

1.6. El toro unitario.
Hemos definido el espacio C(R/Z) como el espacio de funciones perio´dicas continuas en R.
Tambie´n hay una interpretacio´n diferente de este espacio. Pero antes de profundizar en ello,
recordemos algunas definiciones que nos ayudara´n a encontrar dicha interpretacio´n.
Definicio´n 1.6.1 Decimos que la relacio´n “ ∼ ” en un un conjunto S es una relacio´n de
equivalencia, si satisface las siguientes propiedades para cada a, b, c ∈ S:
(R1) a ∼ a. Es decir, que sea reflexiva.
(R2) a ∼ a implica que b ∼ a. Es decir, que sea sime´trica.
(R3) a ∼ b y b ∼ c implica que a ∼ c. Es decir, que sea transitiva..
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Definicio´n 1.6.2 Sea ∼ una relacio´n de equivalencia en un conjunto S. Si a ∈ S, entonces
definimos la clase de equivalencia o clase de a mediante
[a] = {b ∈ S | b ∼ a} .
Adema´s, decimos que a es el representante de la clase [a].
En R establecemos la siguiente relacio´n:
x ∼ y ⇔ x− y ∈ Z. (1.3)
Verifiquemos que la ecuacio´n (1.3) es una relacio´n de equivalencia, es decir, que cumple con
las propiedades de la Definicio´n 1.6.1. Sean x, y, z ∈ R.
Verificando que se cumple (R1).
x ∼ x⇔ x− x ∈ Z
⇔ 0 ∈ Z.
Verificando que se cumple (R2).
x ∼ y ⇔ x− y ∈ Z
⇔ −(y − x) ∈ Z
⇔ y − x ∈ Z
⇔ y ∼ x ∈ Z.
Verificando que se cumple (R3).
x ∼ y, y ∼ z ⇔ x− y, y − z ∈ Z
⇔ (x− y) + (y − z) ∈ Z
⇔ x− z ∈ Z
⇔ x ∼ z ∈ Z.
De esta forma, la ecuacio´n (1.3) es una relacio´n de equivalencia en R.
De acuerdo a la Definicio´n 1.6.2, para x ∈ R su clase de equivalencia es
[x] = {y ∈ R | y ∼ x} .
Consideremos y = x+ k, para algu´n k ∈ Z. Entonces y ∼ x, ya que
y ∼ x⇔ y − x ∈ Z
⇔ (x+ k)− x ∈ Z
⇔ k ∈ Z,
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de manera que
[x] = {y ∈ R | y ∼ x} = {x+ k ∈ R | k ∈ Z} = x+ Z.
Sea R/Z el conjunto de todas las clases de equivalencia. Al formar R/Z, se esta´n relacionando
dos nu´meros reales cualesquiera que difieran en un entero. De esta manera 0 se relaciona con
−1,−2,−3, . . . y 1, 2, 3, . . . ; mientras que 1
3
se relaciona con 4
3
, 7
3
, 10
3
, . . . y con−2
3
,−5
3
,−8
3
, . . .
Este conjunto se puede identificar con el intervalo semiabierto [0, 1). Tambie´n se puede
identificar con el toro unitario
T = {z ∈ C : |z| = 1} , (1.4)
ya que la aplicacio´n e : R/Z→ T, definida por e([x]) = e2pii[x] da una biyeccio´n entre R/Z y
T. Verifiquemos que e es biyectiva.
Antes, verifiquemos que e es aplicacio´n o que esta´ bien definida. Sean [x1], [x2] ∈ R/Z.
Supongamos que [x1] = [x2], entonces
x1 + k1 = x2 + k2, para cada k1, k2 ∈ Z
⇒ e2pii(x1+k1) = e2pii(x2+k2), para cada k1, k2 ∈ Z
e2pii[x1] = e2pii[x2]
⇒ e([x1]) = e([x2]).
Verificando que e es inyectiva. Sean e2pii[x1], e2pii[x2] ∈ T. Supongamos que e2pii[x1] =
e2pii[x2], entonces
e2pii(x1+k1) = e2pii(x2+k2), para cada k1, k2 ∈ Z
⇒ ln (e2pii(x1+k1)) = ln (e2pii(x2+k2)), para cada k1, k2 ∈ Z
⇒ 2pii(x1 + k1) = 2pii(x2 + k2), para cada k1, k2 ∈ Z
⇒ x1 + k1 = x2 + k2, para cada k1, k2 ∈ Z
⇒ [x1] = [x2].
Verificando que e es sobreyectiva. Sea y ∈ T. Consideremos [x] = ln (y)
2pii
∈ R/Z, entonces
e([x]) = e
(
ln (y)
2pii
)
= e2pii(
ln (y)
2pii )
= eln (y)
e([x]) = y.
Por lo tanto, la aplicacio´n e : R/Z→ T, definida por e([x]) = e2pii[x] es biyectiva.
Se dice que una sucesio´n [xn] converge a [x] ∈ R/Z si existen representantes x′n ∈ R y x′ ∈ R
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para las clases [xn] y [x] respectivamente, tales que la sucesio´n (x
′
n) converge a x
′ en R. En
el intervalo [0, 1) significa que xn converge a x en el intervalo [0, 1) o que [x] = 0 y que la
sucesio´n xn se descompone en dos sub-sucesiones, una de las cuales converge a 0 y la otra a
1.
La mejor forma de visualizar R/Z es como la l´ınea real “enrollada”, ya sea identificando los
enteros o utilizando la aplicacio´n e2pii[x] o pegando los extremos del intervalo [0, 1] juntos.
Dada la definicio´n de convergencia, es fa´cil decir que´ es una funcio´n continua. Se dice que
una funcio´n f : R/Z → C es continua, si para cada sucesio´n convergente [xn] en R/Z la
sucesio´n f([xn]) converge en C.
Cada funcio´n continua en R/Z se puede componer con la proyeccio´n natural P : R → R/Z
para dar una funcio´n perio´dica continua en R. De esta manera podemos identificar C(R/Z)
con el espacio de todas las funciones continuas en R/Z, y veremos C(R/Z) de esta manera
de ahora en adelante.
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Cap´ıtulo 2
Espacios de Hilbert.
En este cap´ıtulo interpretaremos los resultados del cap´ıtulo anterior en te´rminos de espacios
de Hilbert, ya que la teor´ıa de los espacios de Hilbert tiene caracter´ısticas distintivas muy
importantes. Por ejemplo, podemos representar un espacio de Hilbert H como una suma
directa de un subespacio cerrado (en caso de que H sea finito, esta condicio´n no es necesaria)
y su complemento ortogonal. Por lo tanto, los espacios de Hilbert son el campo apropiado
para las generalizaciones de los resultados de la teor´ıa de Fourier.
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2.1. Espacios pre-Hilbert y Hilbert.
Definicio´n 2.1.1 Un espacio vectorial complejo V junto con un producto interno 〈., .〉 es
llamado un espacio pre-Hilbert.
En ocasiones tambie´n es llamado un espacio con producto interno, pero ya que nuestro e´nfasis
es en espacios de Hilbert, deber´ıamos usar el primer te´rmino dado.
Ejemplo 2.1.2 El ejemplo ma´s simple, adema´s del espacio cero, es V = C, con producto
interno 〈α, β〉 = αβ¯.
Ejemplo 2.1.3 Un ejemplo ma´s general seria V = Ck con 〈v, w〉 = v>w¯, donde considera-
mos los elementos de Ck como vectores columna, y donde v> es la transpuesta de v y w¯ es
el vector con entradas conjugadas complejas. Es decir,
〈v, w〉 =
〈v1...
vk
 ,
w1...
wk
〉 = v1w¯1 + v2w¯2 + · · ·+ vkw¯k .
Lema 2.1.4 Para cada par v, w ∈ V , tenemos que |‖v‖ − ‖w‖| ≤ ‖v − w‖.
Demostracio´n:
Sumando un cero conveniente y utilizando la desigualdad del tria´ngulo de la Definicio´n
1.2.9 obtenemos que
‖v‖ = ‖v − w + w‖
≤ ‖v − w‖+ ‖w‖
⇒ ‖v‖ ≤ ‖v − w‖+ ‖w‖,
entonces
‖v‖ − ‖w‖ ≤ ‖v − w‖. (2.1)
Adema´s
‖w‖ = ‖w − v + v‖
≤ ‖w − v‖+ ‖v‖
⇒ ‖w‖ ≤ ‖w − v‖+ ‖v‖
⇒ ‖w‖ − ‖v‖ ≤ ‖w − v‖ = ‖v − w‖
⇒ −‖v − w‖ ≤ −(‖w‖ − ‖v‖),
es decir,
−‖v − w‖ ≤ ‖v‖ − ‖w‖. (2.2)
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As´ı, de las desigualdades (2.1) y (2.2) obtenemos
−‖v − w‖ ≤ ‖v‖ − ‖w‖ ≤ ‖v − w‖.
Por lo tanto,
|‖v‖ − ‖w‖| ≤ ‖v − w‖.

Definicio´n 2.1.5 Una aplicacio´n lineal T : V → W entre dos espacios pre-Hilbert es llama-
da isometr´ıa si T conserva los productos internos, es decir, si para todo v, v′ ∈ V ,
〈T (v), T (v′)〉 = 〈v, v′〉,
donde el producto interno en el lado izquierdo es el de W , y en el lado derecho es el de V .
De esto, se deduce que T debe ser inyectivo, ya que si T (v) = 0, entonces
〈v, v〉 = 〈T (v), T (v)〉 = 〈0, 0〉 = 0,
lo que implica que v = 0.
Adema´s, si T es sobreyectiva, es decir, si T es una isometr´ıa biyectiva, entonces T tiene un
inverso lineal T−1 : W → V , que tambie´n es una isometr´ıa. Verifiquemos este hecho.
Para empezar verifiquemos que T−1 : W → V es lineal, es decir, que cumple con las propie-
dades de la Definicio´n 1.1.7. Sean v, v1, v2 ∈ V , w,w1, w2 ∈ W y α ∈ C.
Verificando que se cumple (L1). Supongamos que
T (vi) = wi ⇒ T−1(wi) = vi, para i = 1, 2.
Entonces
w1 + w2 = T (v1) + T (v2)
= T (v1 + v2), ya que T es lineal
⇒ T−1(w1 + w2) = T−1 (T (v1 + v2))
= v1 + v2
T−1(w1 + w2) = T−1(w1) + T−1(w2).
Verificando que se cumple (L2). Supongamos que
T (v) = w ⇒ T−1(w) = v.
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Entonces
αw = αTv
⇒ T−1(αw) = T−1 (αTv)
= T−1 (T (αv)) , ya que T es lineal
= αv
T−1(αw) = αT−1(w).
De esta forma, T−1 es lineal.
Ahora resta determinar que T−1 es una isometr´ıa, es decir, que cumple con las propiedades
de la Definicio´n 2.1.5. Sean v, v′ ∈ V
〈T (v), T (v′)〉 = 〈v, v′〉, ya que T es una isometr´ıa
⇒ 〈T−1 (T (v)) , T−1 (T (v′))〉 = 〈T−1(v), T−1(v′)〉
〈v, v′〉 = 〈T−1(v), T−1(v′)〉.
Por lo tanto, T es una isometr´ıa.
Definicio´n 2.1.6 Sean V,W espacios pre-Hilbert. Se dice que T : V → W es una aplicacio´n
unitaria o un isomorfismo de los espacios pre-Hilbert si T es una isometr´ıa biyectiva.
Definicio´n 2.1.7 Sea (V, 〈., .〉) un espacio pre-Hilbert. Se dice que una sucesio´n (vn)n∈N en
V converge a v ∈ V , si la sucesio´n ‖vn − v‖ de nu´meros reales tiende a cero, es decir, si
para cada ε > 0 existe un nu´mero natural n1 tal que para cada n ≥ n1
‖v − vn‖ < ε.
En este caso, el vector v esta´ determinado u´nicamente por la sucesio´n (vn)n∈N y escribimos
l´ım
n→∞
vn = v.
Definicio´n 2.1.8 Un subconjunto D de un espacio pre-Hilbert H es llamado un subcon-
junto denso, si cada h ∈ H es el l´ımite de una sucesio´n en D, es decir, si para cualquier
h ∈ H existe una sucesio´n (dj)j∈N en D con l´ım
j→∞
dj = h.
Definicio´n 2.1.9 Una sucesio´n de Cauchy en V , es una sucesio´n (vn)n∈N en V tal que
para cada ε > 0 existe un nu´mero natural n0 tal que para cada par de nu´meros naturales
n,m ≥ n0, tenemos
‖vn − vm‖ < ε.
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Lema 2.1.10 Si (vn)n∈N, (wn)n∈N son sucesiones de Cauchy, entonces su suma (vn +wn)n∈N
es una sucesio´n de Cauchy.
Demostracio´n:
Sea ε > 0. Como (vn)n∈N es una sucesio´n de Cauchy, para ε1 = ε2 , existe un N1 ∈ N tal
que
‖vn − vm‖ < ε1 , para todo n,m ≥ N1. (2.3)
Como (wn)n∈N es una sucesio´n de Cauchy, para ε2 =
ε
2
, existe un N2 ∈ N tal que
‖wn − wm‖ < ε2, para todo n,m ≥ N2. (2.4)
Sea N = ma´x{N1, N2}. As´ı, si n,m ≥ N , de las ecuaciones (2.3) y (2.4) tenemos que
‖(vn + wn)− (vm + wm)‖ = ‖(vn − vm) + (wn − wm)‖
≤ ‖vn − vm‖+ ‖wn − wm‖
< ε1 + ε2
=
ε
2
+
ε
2
= ε
⇒ ‖(vn + wn)− (vm + wm)‖ < ε, para todo n,m ≥ N.
Por lo tanto, (vn + wn)n∈N es una sucesio´n de Cauchy.

Lema 2.1.11 Si (vn)n∈N converge a v y (wn)n∈N converge a w, entonces (vn+wn)n∈N converge
a v + w.
Demostracio´n:
Sean (vn)n∈N y (wn)n∈N sucesiones que convergen a v y w respectivamente. Como (vn)n∈N
converge a v, entonces para ε
2
> 0, existe N1 ∈ N tal que
‖vn − v‖ < ε
2
, para todo n ≥ N1.
Como (wn)n∈N converge a w, entonces para ε2 > 0, existe N2 ∈ N tal que
‖wn − w‖ < ε
2
, para todo n ≥ N2.
Sea N = ma´x{N1, N2}, entonces
‖(vn + wn)− (v + w)‖ = ‖(vn − v) + (wn − w)‖
≤ ‖vn − v‖+ ‖wn − w‖
<
ε
2
+
ε
2
= ε
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⇒ ‖(vn + wn)− (v + w)‖ < ε, para todo n ≥ N.
Por lo tanto, (vn + wn)n∈N converge a v + w.

Lema 2.1.12 Toda sucesio´n convergente es una sucesio´n de Cauchy.
Demostracio´n:
Sea (vn)n∈N una sucesio´n arbitraria en V que converge a v ∈ V . Como (vn)n∈N es una
sucesio´n convergente, sea ε > 0 y sea n1 un nu´mero natural tal que para todo n ≥ n1
tenemos
‖v − vn‖ < ε
2
.
Sea n,m ≥ n1. Entonces
‖vn − vm‖ = ‖vn − v + v − vm‖
≤ ‖vn − v‖+ ‖v − vm‖
<
ε
2
+
ε
2
= ε
⇒ ‖vn − vm‖ < ε, para cada n,m ≥ n1.
Por lo tanto, (vn)n∈N es una sucesio´n de Cauchy.

Lema 2.1.13 Sea (V, 〈., .〉) es un espacio pre-Hilbert, entonces el producto interno es con-
tinuo. Es decir, si la sucesio´n (vn) converge a v en V y la sucesio´n (wn) converge a w en V ,
entonces la sucesio´n 〈vn, wn〉 converge a 〈v, w〉.
Demostracio´n:
Observemos que
〈vn, wn〉 − 〈v, w〉 = 〈vn, wn〉 − 〈v, w〉+ 〈vn, w〉 − 〈vn, w〉
= [〈vn, wn〉 − 〈vn, w〉] + [〈vn, w〉 − 〈v, w〉]
= [〈vn, wn〉+ 〈vn,−w〉] + [〈vn, w〉〈−v, w〉]
〈vn, wn〉 − 〈v, w〉 = 〈vn, wn − w〉+ 〈vn − v, w〉
⇒ |〈vn, wn〉 − 〈v, w〉| = |〈vn, wn − w〉+ 〈vn − v, w〉|
≤ |〈vn, wn − w〉|+ |〈vn − v, w〉|
≤ ‖vn‖‖wn − w‖+ ‖vn − v‖‖w‖; por Lema 1.2.10
⇒ |〈vn, wn〉 − 〈v, w〉| ≤ ‖vn‖‖wn − w‖+ ‖vn − v‖‖w‖
⇒ l´ım
n→∞
|〈vn, wn〉 − 〈v, w〉| ≤ l´ım
n→∞
(‖vn‖‖wn − w‖) + l´ım
n→∞
(‖vn − v‖‖w‖).
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Pero, por hipo´tesis vn → v y wn → w, entonces
l´ım
n→∞
|〈vn, wn〉 − 〈v, w〉| ≤ ‖v‖(0) + (0)‖w‖ = 0
⇒ l´ım
n→∞
|〈vn, wn〉 − 〈v, w〉| ≤ 0
⇒ l´ım
n→∞
|〈vn, wn〉 − 〈v, w〉| = 0.
Es decir, que 〈vn, wn〉 → 〈v, w〉. Por lo tanto, el producto interno es continuo.

Definicio´n 2.1.14 Un espacio normado V se denomina espacio de Banach si este es
completo, es decir, si todas las sucesiones de Cauchy en V convergen.
Definicio´n 2.1.15 Llamamos al espacio pre-Hilbert V un espacio completo o un espacio
de Hilbert si todas las sucesiones de Cauchy en V convergen.
Lema 2.1.16 Sean H,H ′ espacios de Hilbert y sea T : H → H ′ una aplicacio´n lineal tal
que ‖Tx‖ = ‖x‖, para cada x ∈ H. Demuestre que T es una isometr´ıa, es decir que, para
cada x, y ∈ H
〈Tx, Ty〉 = 〈x, y〉.
Demostracio´n:
Sean x, y ∈ H. Ya que T lineal, entonces T (x+ y) = Tx+ Ty, con Tx, Ty ∈ H ′. Adema´s
‖Tx‖ = ‖x‖
⇒ ‖Tx‖2 = ‖x‖2
Luego
‖Tx+ Ty‖2 = ‖T (x+ y)‖2 = ‖x+ y‖2
Entonces
‖Tx‖2 + 2 Re〈Tx, Ty〉+ ‖Ty‖2 = ‖x‖2 + 2 Re〈x, y〉+ ‖y‖2
Pero ‖Tx‖2 = ‖x‖2 y ‖Ty‖2 = ‖y‖2. Entonces
2 Re〈Tx, Ty〉 = 2 Re〈x, y〉
⇒ Re〈Tx, Ty〉 = Re〈x, y〉.
Y dado que
Im〈Tx, Ty〉 = Re(−i〈Tx, Ty〉)
= Re(〈Tx, T (−iy)〉)
Im〈Tx, Ty〉 = Re(〈x,−iy〉)
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Entonces Im〈Tx, Ty〉 = Re(−i〈x, y〉) = Im〈x, y〉
Por lo tanto, Im〈Tx, Ty〉 = Im〈x, y〉, as´ı T es una isometr´ıa.

Lema 2.1.17 Sea V un espacio pre-Hilbert de dimensio´n finita y sea W ⊂ V un subespacio.
Sea U el complemento ortogonal de W en V , es decir, U es el espacio de todos los u ∈ V
tales que 〈u, v〉 = 0 para cada w ∈ W . Pruebe que V es la suma directa de los subespacios
W y U .
Demostracio´n:
Sea dimV = k < ∞. Como W ⊂ V , sea dimW = m < k, es decir, W tiene una base
formada por m vectores (linealmente independientes), digamos, {w1, w2, . . . , wm}. Adema´s,
existen vm+1, vm+2, . . . , vk en V tales que
B = {w1, w2, . . . , wm, vm+1, vm+2, . . . , vk} = {v1, v2, . . . , vk | vj = wj, ∀j = 1, . . . ,m},
es una base de V .
Ahora, necesitamos encontrar una base ortonormal de V , para ello usaremos el proceso de
Gram-Schmidt de ortonormalizacio´n de vectores linealmente independientes, resultando
as´ı una base ortonormal B⊥ = {u1, u2, . . . , um, um+1, um+2, . . . , uk} que tiene la propiedad
que
span{B} = span{B⊥} = V.
El proceso es como sigue:
Paso 1. El primer elemento de B⊥ es
u1 =
1
‖v1‖v1
Paso 2. Reescribamos v2 como
v2 = 〈v2, u1〉u1 + e2,
entonces
e2 = v2 − 〈v2, u1〉u1,
donde e2 6= 0 ya que v2 ∈ B, el cual es un conjunto linealmente independiente. Adema´s,
ya que 〈e2, u1〉 = 0, podemos tomar
u2 =
1
‖e2‖e2.
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Paso 3. Reescribamos v3 como
v3 = 〈v3, u1〉u1 + 〈v3, u2〉u2 + e3,
entonces
e3 = v3 − 〈v3, u1〉u1 − 〈v3, u2〉u2,
donde e3 6= 0 ya que v3 ∈ B, el cual es un conjunto linealmente independiente. Adema´s,
ya que 〈e3, u1〉 = 〈e3, u2〉 = 0, podemos tomar
u3 =
1
‖e3‖e3.
Paso n-e´simo. El vector
ek = vn −
k−1∑
r=1
〈vk, ur〉ur,
donde ek 6= 0 ya que vk ∈ B, el cual es un conjunto linealmente independiente. Adema´s,
ya que 〈ek, u1〉 = 〈ek, u2〉 = . . . = 〈ek, uk−1〉 = 0, podemos tomar
uk =
1
‖ek‖ek.
De esta forma, hemos encontrado los elementos de B⊥. Adema´s, como
span{B} = span{B⊥} = V.
Significa que
span{w1, w2, . . . , wm} = span{v1, v2, . . . , vm} = span{u1, u2, . . . , um}.
Sea n > m. Demostraremos que un ∈ U . Sea w ∈ W , entonces existen escalares α1, α2, . . . , αm
tales que w =
m∑
i=1
αiwi. Entonces
〈un, w〉 =
〈
un,
m∑
i=1
αiwi
〉
=
m∑
i=1
αi〈un, wi〉
〈un, w〉 = 0,
ya que, como la base B⊥ es ortogonal a la base B y n > m, se tiene que 〈un, wi〉 = 0 para
cada i = 1, . . . ,m. En consecuencia, un ∈ U . Entonces, tenemos que um+1, um+2, . . . , uk ∈ U ,
con lo que
span{um+1, um+2, . . . , uk} ⊆ U
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(pues U es un subespacio) y, por lo tanto,
dimU ≥ dim(span{um+1, um+2, . . . , uk}) = k −m = k − dimW.
Es decir,
dimW + dimU ≥ n. (2.5)
Ahora demostraremos que W ∩ U = {0}. Sea v ∈ W ∩ U . Como v ∈ U , para cada w ∈ W ,
se tiene que 〈v, w〉 = 0. En particular, tomando w = v ∈ W , resulta que ‖v‖2 = 〈v, v〉 = 0,
de donde v = 0. De esta forma, W ∩ U = {0}. Por lo que
dimW + dimU = dim(W + U)
≤ dimV = n
⇒ dimW + dimU ≤ n. (2.6)
De las ecuaciones (2.5) y (2.6) obtenemos que
dimW + dimU = n = dimV.
Por lo tanto, V = W ⊕ U .

Proposicio´n 2.1.18 Un espacio pre-Hilbert que es de dimensio´n finita, es completo, es
decir, es un espacio de Hilbert.
Demostracio´n:
Por induccio´n. Para un espacio pre-Hilbert de dimensio´n cero no hay nada que probar.
Sea V un espacio pre-Hilbert de dimensio´n k + 1 y asumamos que el hecho ha sido probado
para todos los espacios de dimensio´n k. Sea v ∈ V un vector no trivial de norma 1. Sea
W = Cv y sea U su espacio ortogonal. Entonces, por el Lema 2.1.17, V = W ⊕ U y, por el
mismo lema, dimU = k. De esta forma U es completo por hipo´tesis inductiva.
Sea (vn)n∈N una sucesio´n de Cauchy en V , entonces para cada n ∈ N,
vn = λnv + un,
donde λn ∈ C y un ∈ U . Para m,n ∈ N tenemos
‖vn − vm‖2 = ‖(λnv + un)− (λmv − um)‖2
= ‖(λn − λm)v + (un − um)‖2
= ‖(λn − λm)v‖2 + ‖un − um‖2 + 2 Re 〈(λn − λm)v, (un − um)〉
‖vn − vm‖2 = |λn − λm|2‖v‖2 + ‖un − um‖2 + 2 Re [(λn − λm)〈v, (un − um)〉].
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Pero, como U es un subespacio, entonces y = un − um ∈ U y como v ∈ V , entonces
〈v, un − um〉 = 〈v, y〉 = 0.
Adema´s, recordemos que hemos supuesto que ‖v‖ = 1, es decir que ‖v‖2 = 12 = 1. Por lo
tanto,
‖vn − vm‖2 = |λn − λm|2 + ‖un − um‖2
0 ≤ ‖un − um‖2 = ‖vn − vm‖2 − |λn − λm|2.
Es decir que
0 ≤ ‖vn − vm‖2 − |λn − λm|2
|λn − λm|2 ≤ ‖vn − vm‖2 ≤ ‖un − um‖2
|λn − λm|2 ≤ ‖un − um‖2
|λn − λm| ≤ ‖un − um‖.
Recordemos que (un)n∈N es una sucesio´n de Cauchy, es decir que para todo ε > 0, existe
N ∈ N tal que para cada m,n ≥ N
|λn − λm| ≤ ‖un − um‖ < ε
⇒ |λn − λm| < ε, para cada m,n ≥ N.
As´ı, (λn)n∈N es una sucesio´n de Cauchy en C y por tanto, convergente. Adema´s, como (un)n∈N
es una sucesio´n de Cauchy en U , esta tambie´n es convergente. Es decir que, (vn)n∈N es la
suma de dos sucesiones de Cauchy que convergen en V , lo cual, por Lema 2.1.10 y Lema
2.1.11, implica que (vn)n∈N es una sucesio´n de Cauchy en V que converge en V .

2.2. Espacios-`2.
Los espacios-`2 son una clase de espacios de Hilbert, que da ejemplos universales. Sea S un
conjunto arbitrario y `2(S) el conjunto de funciones f : S → C que satisface
‖f‖2 =
∑
s∈S
|f(s)|2 <∞.
El hecho de que la serie converja, en realidad significa, que casi todos los valores de f(s)
son cero excepto para s en un subconjunto numerable {s1, s2, . . .} de S, y que la suma sobre
estos valores converge absolutamente. Otra forma expresarlo es
∞∑
j=1
|f(sj)|2 = sup
F⊂S
F finito
∑
s∈F
|f(s)|2.
Esto se demuestra en el siguiente lema.
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Lema 2.2.1 Sea S un conjunto. Supongamos que f(s) = 0 excepto para s en un subconjunto
numerable {s1, s2, . . .} de S. Entonces
∞∑
j=1
|f(sj)|2 = sup
F⊂S
F finito
∑
s∈F
|f(s)|2.
Observe que en ambos lados puede ser infinito.
Demostracio´n:
Sea S un conjunto. Supongamos que f(s) = 0 excepto para s en un subconjunto nume-
rable {s1, s2, . . .} de S. Demostraremos que
∞∑
j=1
|f(sj)|2 = sup
F⊂S
F finito
∑
s∈F
|f(s)|2. (2.7)
Caso I:
∞∑
j=1
|f(sj)|2 =∞.
Sea Sn =
n∑
j=1
|f(sj)|2. Como Sn < Sn+1 y (Sn)n∈N diverge, entonces para todo ε > 0,
existe N ∈ N tal que
Sn > ε, para cada n ≥ N.
Tomando F = {s1, s2, . . . , sN}, se tiene que∑
s∈F
|f(s)|2 = SN > ε.
Es decir, para todo ε > 0, existe F ⊂ S, con F finito tal que ∑
s∈F
|f(s)|2 > ε.
Por lo que sup F⊂S
F finito
∑
s∈F
|f(s)|2 no esta´ acotado superiormente, es decir,
sup
F⊂S
F finito
∑
s∈F
|f(s)|2 =∞.
Por lo tanto, la ecuacio´n (2.7) se cumple.
Caso II: Supongamos
∞∑
j=1
|f(sj)|2 = L <∞.
Significa que Sn =
n∑
j=1
|f(sj)|2 converge a L, es decir, para todo ε > 0, existe M ∈ N
tal que
|L− Sn| < ε, para cada n ≥M.
Sea F ⊂ S, con F finito, entonces∑
s∈F
f(s) ≤
∞∑
j=1
|f(sj)|2 = L.
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As´ı,
{∑
s∈F
|f(s)|2
∣∣∣∣ F ⊂ S, F finito} esta´ acotado por L, por lo que el supremo existe,
digamos K. Es decir,
K = sup
F⊂S
F finito
∑
s∈F
|f(s)|2.
As´ı, tenemos que K ≤ L. Adema´s, sabemos que
|L−K| = |L−K + (Sn − Sn)|
= |(L− Sn) + (Sn −K)|
≤ |L− Sn|+ |Sn −K|
< ε+ |Sn −K|
⇒ |L−K| < ε+ |Sn −K|, para cada n ≥M .
Como K es el supremo, entonces existe Fε ⊂ S con Fε finito tal que:
K − ε <
∑
s∈Fε
|f(s)|2. (2.8)
Ya que Fε es finito, entonces Fε = {si1 , si2 , . . . , sir} con r elementos.
Sea t0 = ma´x{ij | j = 1, . . . , r}, luego
∑
s∈Fε
|f(s)|2 ≤
t0∑
i=1
|f(si)|2.
Pero en la ecuacio´n (2.8) tenemos que
K − ε <
∑
s∈Fε
|f(s)|2 ≤
t0∑
i=1
|f(si)|2,
de donde
K −
t0∑
i=1
|f(si)|2 < ε. (2.9)
Si t0 ≥M , entonces
|L−K| < ε+ |St0 −K|
= ε+ (K − St0), ya que K ≥ St0
< ε+ ε, esto sucede por la desigualdad (2.9)
< 2ε
⇒ |L−K| < 2ε.
Si t0 < M , entonces
60
St0 < SM , es decir −SM < −St0 , esto implica que K − SM < K − St0 , de donde
|L−K| < ε+ |Sn −K|, para cada n ≥M
< ε+ |SM −K|
= ε+ (K − SM), ya que K ≥ SM
< ε+ ε, esto sucede por la desigualdad (2.9)
< 2ε
⇒ |L−K| < 2ε.
En todo caso, |L−K| < 2ε, para todo ε > 0. De manera que |L−K| = 0, entonces L−K = 0,
y de esta forma L = K. Por lo que la ecuacio´n (2.7) se cumple.

Tengamos en cuenta que si S es un conjunto finito, entonces `2(S) consiste del espacio
vectorial complejo de dimensio´n finita de todas las aplicaciones de S a C. Por la Proposicio´n
2.1.18, por lo tanto, se deduce que `2(S) es un espacio de Hilbert.
Teorema 2.2.2 Sea S cualquier conjunto y f, g ∈ `2(S). Entonces `2(S) forma un espacio
de Hilbert con producto interno definido de la siguiente forma
〈f, g〉 =
∑
s∈S
f(s)g(s).
Demostracio´n:
Sea S cualquier conjunto. Primero debemos demostrar que dicho producto interno converge,
es decir, debemos demostrar que para cada f, g ∈ `2(S) entonces∑
s∈S
|f(s)g(s)| <∞.
Ya que |f(s)g(s)| = |f(s)||g(s)|, es suficiente para demostrar la afirmacio´n de las funciones
no negativas de valor real f y g. Sea M un subconjunto finito de S. No hay problemas de
convergencia para `2(M), por lo tanto, este u´ltimo es un espacio de Hilbert y la desigualdad de
Cauchy-Schwarz es va´lida para los elementos de `2(M). Sean f, g ∈ `2(S) funciones de valor
real y no negativas, y sean f |M = fM y g|M = gM sus restricciones a M , que se encuentran
en `2(M). Tenemos ‖fM‖ ≤ ‖f‖ y lo mismo para g. Por la desigualdad de Cauchy-Schwarz
(Lema 1.2.10) tenemos la igualdad∑
s∈M
f(s)g(s) = |〈fM , gM〉| ≤ ‖fM‖‖gM‖ ≤ ‖f‖‖g‖.
Esto implica ∑
s∈S
f(s)g(s) = sup
M⊂S
M finito
∑
s∈M
f(s)g(s) ≤ ‖f‖‖g‖ <∞.
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As´ı la convergencia del producto interno esta´ demostrada.
Como ya sabemos que dicho producto interno converge, podemos aplicar la demostracio´n
del Teorema 1.2.11 para deducir la desigualdad del tria´ngulo: ‖f + g‖ ≤ ‖f‖ + ‖g‖, lo que
significa que si f, g ∈ `2(S) implica que f + g ∈ `2(S), de modo que `2(S) es un espacio
vectorial complejo. Se deduce que `2(S) es un espacio pre-Hilbert.
Solamente nos resta demostrar que `2(S) es completo. Para esto, sea (fn)n∈N una sucesio´n
de Cauchy en `2(S). Entonces para cada s0 ∈ S,
|fn(s0)− fm(s0)|2 ≤
∑
s∈S
|fn(s)− fm(s)|2 = ‖fn − fm‖2.
Lo cual implica que (fn(s0))n∈N es una sucesio´n de Cauchy en C, y por lo tanto, converge a
algu´n nu´mero complejo, digamos f(s0). Esto significa que la sucesio´n de funciones (fn)n∈N
converge puntualmente a alguna funcio´n f en S.
Sea ε > 0 y sea N ∈ N tan grande tal que para m,n ≥ N tengamos ‖fn − fm‖2 < ε. Para
n ≥ N y M ⊂ S, con M finito tenemos∑
s∈M
|fn(s)− f(s)|2 = l´ım
j→∞
∑
s∈M
|fn(s)− fj(s)|2
≤ sup
j≥N
‖fn − fj‖2
≤ ε
⇒
∑
s∈M
|fn(s)− f(s)|2 ≤ ε.
Adema´s, para n ≥ N ,
‖fn − f‖2 = sup
M⊂S
M finito
|fn(s)− f(s)|2 ≤ ε.
Esto implica que f ∈ `2(S) y que fn → f en `2(S), por lo tanto, este espacio es completo.

2.3. Bases ortonormales y completacio´n.
Definicio´n 2.3.1 Un sistema completo en un espacio pre-HilbertH es una familia (aj)j∈J
de vectores en H tal que el subespacio lineal generado por aj es denso en H. Es decir,
span(aj) = H.
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Definicio´n 2.3.2 Un espacio pre-Hilbert se llama separable si contiene un sistema com-
pleto numerable.
Ejemplo 2.3.3 Para un espacio de Hilbert de dimensio´n finita, cualquier familia que con-
tenga una base es un sistema completo, ya que para cualquier base B en un espacio de
Hilbert H se tiene que span{B} = H = span{B}.
Ejemplo 2.3.4 Para dar un ejemplo de un espacio de Hilbert separable de dimensio´n infi-
nita, considere el espacio `2(N). Para j ∈ N, definimos a ψj por
ψj(k) =
{
1, si k = j
0, si k 6= j.
Como
∞∑
k=1
|ψj(k)|2 = |ψj(1)|2 + · · ·+ |ψj(j)|2 + |ψj(j + 1)|2 + · · ·
= |0|2 + · · ·+ |1|2 + |0|2 + · · ·
∞∑
k=1
|ψj(k)|2 = |1|2 = 1 <∞.
As´ı ψj ∈ `2(N). Adema´s para cada f ∈ `2(N) tenemos
〈f, ψj〉 =
∞∑
n=1
f(n)ψj(n)
= f(1)ψj(1) + f(2)ψj(2) + · · ·+ f(j)ψj(j) + · · ·
= 0 + 0 + · · ·+ f(j)(1) + · · ·
〈f, ψj〉 = f(j).
Sea f =
∞∑
n=1
〈f, ψj〉ψj y Sn =
n∑
j=1
〈f, ψj〉ψj donde Sn ∈ D = span{ψj(k)}.
Debemos probar que l´ım
n→∞
‖f − Sn‖2 = 0, es decir,
l´ım
n→∞
‖f − Sn‖2 = l´ım
n→∞
∞∑
j=1
|f(j)− Sn(j)|2
= l´ım
n→∞
∞∑
j=1
|f(j)− f(j)|2
l´ım
n→∞
‖f − Sn‖2 = 0.
Por lo que f ∈ D, lo que implica que (ψj)j∈N es de hecho un sistema completo.
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Definicio´n 2.3.5 Un sistema ortonormal en un espacio pre-Hilbert H es una familia
(hj)j∈J de vectores en H tal que para cada j, j′ ∈ J , tenemos 〈hj, hj′〉 = δj,j′ , donde δj,j′ es
el delta de Kronecker :
δj,j′ =
{
1, si j = j′
0, si j 6= j′.
Definicio´n 2.3.6 Un sistema ortonormal que tambie´n es un sistema completo es llamado
base ortonormal.
Ejemplo 2.3.7 El sistema (ψj) del Ejemplo 2.3.4 forma una base ortonormal del espacio
de Hilbert `2(N) ya que, para ψm, ψk ∈ (ψj) tenemos
〈ψm, ψk〉 = ψm(k) =
{
1, si m = k
0, si m 6= k.
Teorema 2.3.8 Cada espacio separable pre-Hilbert H tiene una base ortonormal.
Demostracio´n:
Sea (aj)j∈N un sistema completo. Si algunos aj pueden representarse como una combina-
cio´n lineal finita de aj′ con j
′ < j, entonces podemos dejar de lado este elemento y mantener
un sistema completo. Por lo tanto, podemos suponer que cada conjunto finito de aj es lineal-
mente independiente. Construimos una base ortonormal a partir (aj)j∈N usando el me´todo
de ortonormalizacio´n de Gram Schmidt, descrito en la demostracio´n de Lema 2.1.17, por ello
no ahondaremos en su proceso.
Supongamos que los e1, e2, · · · , ek, son ortonormales y con
span{e1, e2, . . . , ek} = span{a1, a2, · · · , ak}.
Entonces
e′k+1 = ak+1 −
k∑
j=1
〈ak+1, ej〉ej.
Por el Lema 1.2.1 sabemos que 〈ek, ej〉 = 0 si k 6= j. As´ı, para i = 1, 2, · · · , k tendremos que
〈e′k+1, ei〉 =
〈
ak+1 −
k∑
j=1
〈ak+1, ej〉ej, ei
〉
=〈ak+1, ei〉 −
k∑
j=1
〈〈ak+1, ej〉ej, ei〉
=〈ak+1, ei〉 −
k∑
j=1
[〈ak+1, ej〉〈ej, ei〉]
=〈ak+1, ei〉 − 〈ak+1, ei〉
〈e′k+1, ei〉 =0.
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Adema´s, la independencia lineal implica que e′k+1 no puede ser cero, por lo tanto,
ek+1 =
e′k+1
‖e′k+1‖
.
Entonces e1, e2, . . . , ek+1 es ortonormal.
Si H es de dimensio´n finita, este procedimiento producira´ una base (ej)
n
j=1 en muchos pasos
y luego se detendra´. Si H es de dimensio´n infinita, no se detendra´ y, por lo tanto, producira´
una sucesio´n (ej)j. Por construccio´n tenemos span(ej)j = span(aj)j, que es denso en H. Por
lo tanto, (ej)j ∈ `2(N) es una base ortonormal.

Teorema 2.3.9 Supongamos que H es un espacio pre-Hilbert separable de dimensio´n in-
finita y sea (ej)j∈N una base ortonormal de H. Entonces, cada elemento h de H puede
representarse en la forma
h =
∞∑
j=1
cjej,
donde la serie es convergente en H, y los coeficientes cj satisfacen
∞∑
j=1
|cj|2 < ∞. Los coefi-
cientes son u´nicos y esta´n dados por cj = cj(h) = 〈h, ej〉. Entonces la aplicacio´n h 7→ (cj)j∈N
da una isometr´ıa de H a `2(N). Para h, h′ ∈ H tenemos
〈h, h′〉 =
∞∑
j=1
cj(h)cj(h′),
as´ı en particular ‖h‖2 =
∞∑
j=1
|cj|2.
Demostracio´n:
Sea h ∈ H, definimos cj(h) = 〈h, ej〉, y para n ∈ N, sea sn(h) =
n∑
j=1
cjej ∈ H. Como
0 ≤ ‖h− sn(h)‖2
= 〈h− sn(h), h− sn(h)〉
= 〈h, h〉 − 〈h, sn(h)〉 − 〈sn(h), h〉+ 〈sn(h), sn(h)〉
= 〈h, h〉 −
〈
h,
n∑
j=1
cjej
〉
−
〈
n∑
j=1
cjej, h
〉
+
〈
n∑
j=1
cjej,
n∑
j=1
cjej
〉
= ‖h‖2 −
n∑
j=1
|cj|2 −
n∑
j=1
|cj|2 +
n∑
j=1
|cj|2
⇒ 0 ≤ ‖h‖2 −
n∑
j=1
|cj|2
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⇒
n∑
j=1
|cj|2 ≤ ‖h‖2, para cada n.
Por lo tanto,
∞∑
j=1
|cj|2 <∞.
As´ı obtenemos la aplicacio´n lineal T : H → `2(N) tal que h 7→ (cj(h))j∈N. Ya que
n∑
j=1
|cj|2 ≤
‖h‖2 para cada n, tendremos que
∞∑
j=1
|cj|2 = ‖Th‖2 ≤ ‖h‖2, es decir que, ‖Th‖ ≤ ‖h‖ para
cada h ∈ H. Para h ∈ span{(ej)j∈N}, tenemos que h = l´ım
n→∞
sn(h) = l´ım
n→∞
n∑
j=1
cjej. Entonces
‖Th‖2 =
∥∥∥∥∥T
(
l´ım
n→∞
n∑
j=1
cjej
)∥∥∥∥∥
2
= l´ım
n→∞
∥∥∥∥∥T
(
n∑
j=1
cjej
)∥∥∥∥∥
2
= l´ım
n→∞
∥∥∥∥∥
n∑
j=1
T (cjej)
∥∥∥∥∥
2
= l´ım
n→∞
∥∥∥∥∥
n∑
j=1
cjT (ej)
∥∥∥∥∥
2
= l´ım
n→∞
∥∥∥∥∥
n∑
j=1
cjej
∥∥∥∥∥
2
=
∥∥∥∥∥ l´ımn→∞
n∑
j=1
cjej
∥∥∥∥∥
2
‖Th‖2 = ‖h‖2
⇒ ‖Th‖ = ‖h‖.
Luego T es isometr´ıa por Lema 2.1.16. Dado que este subespacio es denso, la u´ltima igualdad
se mantiene para cada h ∈ H, por lo que T es una isometr´ıa. En particular,
〈h, h′〉 = 〈Th, Th′〉 =
∞∑
j=1
cj(h)cj(h′).

El teorema anterior tiene varias consecuencias importantes. En primer lugar, muestra que
existe, salvo isomorfismo, so´lo un espacio separable de Hilbert de dimensio´n infinita, este es
`2(N). En segundo lugar, reduce todos los ca´lculos en un espacio de Hilbert a ca´lculos con
elementos de una base ortonormal.
Teorema 2.3.10 (Completacio´n) Para cada espacio separable pre-Hilbert V existe un
espacio de Hilbert H tal que existe una isometr´ıa T : V → H, llamada completacio´n, que
aplica a V sobre un subespacio denso de H. La completacio´n es u´nica salvo isomorfismo en el
siguiente sentido: Si T ′ : V → H ′ es otra isometr´ıa sobre un subespacio denso de un espacio
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de Hilbert H ′, entonces existe un isomorfismo u´nico de los espacios de Hilbert S : H → H ′
tal que T ′ = S ◦ T . Lo ilustramos con el siguiente diagrama conmutativo
V
T //
T ′   A
AA
AA
AA
A H
S

H ′
Se acostumbra a considerar un espacio pre-Hilbert V como un subespacio de su completacio´n
H, vie´ndolo como T (V ), la imagen de la aplicacio´n de completacio´n.
Demostracio´n:
Sea V un espacio separable pre-Hilbert. Si V es de dimensio´n finita, entonces V es en s´ı
mismo un espacio de Hilbert por la Proposicio´n 2.1.18, y podemos tomar T igual a la iden-
tidad. Si V no es finito, por el Teorema 2.3.8, podemos elegir una base ortonormal (ej)j∈N.
Sean H = `2(N) y T : V → `2(N) la isometr´ıa dada en el Teorema 2.3.9. Tenemos que
demostrar que T (V ) es denso en H = `2(N). Sea f ∈ `2(N) y para n ∈ N sea fn definida por
fn(j) =
{
f(j) si j ≤ n
0 si j > n.
Como
‖fn‖2 =
∑
j∈N
|fn(j)|2
=
∑
j≤n
|f(j)|2 +
∑
j>n
|0|2
‖fn‖2 =
∑
j≤n
|f(j)|2 <∞.
Entonces fn ∈ `2(N). Adema´s
‖f − fn‖2 =
∑
j∈N
|f(j)− fn(j)|2
=
∑
j≤n
|f(j)− f(j)|2 +
∑
j>n
|f(j)− 0|2
‖f − fn‖2 =
∑
j>n
|f(j)|2,
que tiende a cero cuando n → ∞ dado que se cancelan todos los te´rminos. Entonces la
sucesio´n (fn)n∈N converge a f en `2(N). Ahora, para determinar que T (V ) es denso en H
resta verificar que fn ∈ T (V ) para cada n ∈ N . Sea λj = f(j) para j = 1, 2, . . . , n. Entonces
fn = T
(∑
j≤n
λjej
)
, donde
∑
j≤n
λjej ∈ V,
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entonces fn ∈ T (V ) para cada n ∈ N y de esta forma, T (V ) es denso en H. Por lo tanto,
hemos completado la prueba de la existencia de dicha aplicacio´n T .
Ahora, demostraremos que T es u´nica. Supongamos que existe otra isometr´ıa T ′ : V → H ′,
tal que T ′(V ) es un subespacio denso de H ′. Definimos una aplicacio´n S : H → H ′ de la
siguiente manera: Sea h ∈ H; entonces existe una sucesio´n (vn)n∈N en V tal que T ((vn)n∈N)
converge a h, la cual, por Lema 2.1.12 debe de ser de Cauchy. Como T es una isometr´ıa, se
deduce que (vn)n∈N debe ser una sucesio´n de Cauchy en V , y como T ′ es una isometr´ıa, la
sucesio´n (T ′(vn))n∈N es una sucesio´n de Cauchy en H ′. Por lo tanto, converge a algu´n h′ ∈ H ′.
Definimos S(h) = h′. Observemos que S(h) no depende de la eleccio´n de la sucesio´n (vn)n∈N
y, por lo tanto, esta´ bien definido. Para ver que S es una isometr´ıa, sean v, w elementos de H
y elegimos las sucesiones (vn)n∈N y (wn)n∈N en V , de modo que T (vn) converja a v y T (wn)
converja a w. Entonces
〈S(v), S(w)〉 = 〈 l´ım
n→∞
T ′(vn), l´ım
n→∞
T ′(wn)〉
= l´ım
n→∞
〈vn, wn〉
= 〈 l´ım
n→∞
T (vn), l´ım
n→∞
T (wn)〉
〈S(v), S(w)〉 = 〈v, w〉.
Por construccio´n, S satisface T ′ = S ◦ T .

Corolario 2.3.11 Sea V un espacio pre-Hilbert con la completacio´n H, y sea H ′ un subes-
pacio Hilbert de H que contiene a V . Entonces H ′ = H.
Demostracio´n:
Como H ′ es subespacio de H, basta demostrar que H ⊆ H ′. Sea h ∈ H. Entonces exis-
te una sucesio´n (vn)n∈N en V que converge a h. Por Lema 2.1.12 se deduce que (vn)n∈N debe
ser una sucesio´n de Cauchy en V ⊂ H ′, de manera que (vn)n∈N es convergente en H ′ y Por
lo tanto, su l´ımite h se encuentra en H ′. Por lo tanto, H ′ = H.

2.4. Una base para el espacio L2(R/Z).
En el cap´ıtulo anterior analizamos que el espacio pre-Hilbert C(R/Z). Este espacio no es
completo, como lo muestra el siguiente corolario.
Corolario 2.4.1 El espacio pre-Hilbert C(R/Z) no es completo.
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Demostracio´n:
Sea 0 < a < 1 y fn ∈ C(R/Z) con n ∈ N la funcio´n definida por
fn(x) =

0, si 0 ≤ x ≤ c− 1
n
nx− nc+ 1, si c− 1
n
≤ x ≤ c
1, si c ≤ x ≤ 1.
Si n > m, entonces c− 1
m
< c− 1
n
. Luego
‖fn − fm‖22 =
∫ 1
0
|fn(x)− fm(x)|2dx
=
∫ c−1/m
0
|fn(x)− fm(x)|2dx+
∫ c−1/n
c−1/m
|fn(x)− fm(x)|2dx
+
∫ c
c−1/n
|fn(x)− fm(x)|2dx+
∫ 1
c
|fn(x)− fm(x)|2dx
=
∫ c−1/m
0
|0− 0|2dx+
∫ c−1/n
c−1/m
|0− fm(x)|2dx
+
∫ c
c−1/n
|fn(x)− fm(x)|2dx+
∫ 1
c
|1− 1|2dx
‖fn − fm‖22 =
∫ c−1/n
c−1/m
|fm(x)|2dx+
∫ c
c−1/n
|fn(x)− fm(x)|22dx.
Pero ∫ c
c−1/n
|fn(x)− fm(x)|2dx =
∫ c
c−1/n
|nx− nc+ 1− (mx−mc+ 1)|2dx
=
∫ c
c−1/n
|(x− c)(n−m)|2dx
=
∫ c
c−1/n
(x− c)2(n−m)2dx
= (n−m)2
∫ c
c−1/n
(x2 − 2xc+ c2)dx
= (n−m)2
[
x3
3
− cx2 + c2x
]∣∣∣∣c
c−1/n
= (n−m)2
(
c3
3
− c
3
3
)
∫ c
c−1/n
|fn(x)− fm(x)|2dx = 0.
Es decir,
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‖fn − fm‖22 =
∫ c−1/n
c−1/m
|fm(x)|2dx
≤
∫ c
c−1/m
|fm(x)|2dx
=
∫ c
c−1/m
|mx−mc+ 1|2dx
=
∫ c
c−1/m
(mx−mc+ 1)2dx
=
1
3m
<
1
m
⇒ ‖fn − fm‖22 <
1
m
.
Ana´logamente, si m > n, obtenemos
‖fn − fm‖22 <
1
n
.
Por lo que
‖fn − fm‖22 <
1
m
+
1
n
,
para cada m,n ∈ N. Por lo tanto, (fn)n∈N es una sucesio´n de Cauchy en el espacio C(R/Z).
Sin embargo, no existe f ∈ C(R/Z) tal que l´ım
n→∞
‖fn−f‖22 = 0. Razonemos por contradiccio´n.
Supongamos que existe f ∈ C(R/Z) tal que l´ım
n→∞
‖fn − f‖22 = 0, entonces
‖fn − f‖22 =
∫ c−1/n
0
|f(x)|2dx+
∫ c
c−1/n
|fn(x)− f(x)|2dx+
∫ 1
c
|1− f(x)|2dx,
y haciendo n→∞, se obtiene que∫ c
0
|f(x)|2dx =
∫ c
c
|fn(x)− f(x)|2dx =
∫ 1
c
|1− f(x)|2dx = 0.
Ya que, hemos supuesto que f ∈ C(R/Z), entonces f es continua. Pero hemos obtenido que
f(x) =
{
0, si 0 < x < c
1, si c < x < 1,
la cual no es una funcio´n continua (es discontinua en x = c), lo que es una contradiccio´n.
Por lo tanto, C(R/Z) no es completo.

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Sea L2(R/Z) la completacio´n C(R/Z). Algunos de los resultados principales del primer
cap´ıtulo se pueden resumir en el siguiente teorema.
Teorema 2.4.2 Los exponenciales ek(x) = e
2piikx, k ∈ Z, forman una base ortonormal
(ek)k∈Z del espacio de Hilbert L2(R/Z).
Demostracio´n:
Por el Lema 1.2.1, sabemos que los (ek)k∈Z cumplen con la Definicio´n 2.3.5, ya que para
k, l ∈ Z tenemos
δk,l = 〈ek, el〉 =
{
1, si k = l
0, si k 6= l,
es decir que, los (ek)k∈Z forman un sistema ortonormal.
Ahora falta demostrar que los (ek)k∈Z forman una base ortonormal. Sea
H =
{
h =
∑
k∈Z
ckek
∣∣∣∣∣ ∑
k∈Z
|ck|2 <∞
}
.
Ya que ‖h‖2 = ‖∑
k∈Z
ckek‖2 =
∑
k∈Z
|ck|2 < ∞ significa que dicha serie por lo tanto, converge
en L2(R/Z). Ahora, consideremos T : H → `2(Z) definida por
h =
∑
k∈Z
ckek 7→ (ck)k∈Z.
Siguiendo un razonamiento ana´logo a la isometr´ıa dada en el Teorema 2.3.9 se deduce que
T es isometr´ıa. Probemos que T es sobreyectiva. Sea (ck)k∈Z ∈ `2(Z), ya que
T
(∑
k∈Z
ckek
)
= (ck)k∈Z.
Falta verificar que
∑
k∈Z
ckek ∈ H. Como
∑
k∈Z
ckek converge en la norma-L
2, tenemos que∥∥∥∥∥∑
k∈Z
ckek
∥∥∥∥∥
2
=
∑
k∈Z
|ck|2 <∞,
es decir que,
∑
k∈Z
ckek ∈ H y as´ı T es tambie´n sobreyectiva. Por lo tanto, la aplicacio´n T da
un isomorfismo a `2(Z), y por lo tanto, H es un subespacio de Hilbert de L2(R/Z).
Como consecuencia del Teorema 1.4.12, C(R/Z) ⊂ H y mediante el Corolario 2.3.11 ob-
tenemos que L2(R/Z) = H. As´ı hemos probado que cada elemento de L2(R/Z) se puede
representar como una serie h =
∑
k∈Z
ckek. De ello se deduce que ck = 〈h, ek〉, y as´ı (ek)k∈Z es
una base ortonormal.

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Cap´ıtulo 3
La transformada de Fourier.
En el cap´ıtulo 1, mostramos que cada funcio´n perio´dica continua se puede escribir como una
suma de ondas simples. En este cap´ıtulo, desarrollamos una teor´ıa ana´loga para funciones
en toda la l´ınea real, donde consideramos funciones que no son perio´dicas en R, siempre que
sean de cuadrado integrable.
En el caso perio´dico, las posibles ondas fueron cos (2pikx) y sen(2pikx), donde k tiene que ser
un entero, lo que significa que las posibles “longitudes de onda” son 1, 1
2
, 1
3
, . . .. En el caso no
perio´dico, no hay restriccio´n en las longitudes de onda, as´ı cada nu´mero real positivo puede
ocurrir. En consecuencia, para una funcio´n adecuada f en R, el objeto ana´logo asociado a
f ya no sera´ una serie, tendra´ que ser reemplazada por una integral sobre R, que de sera´
de hecho otra funcio´n fˆ en R, que se llama la transformada de Fourier de f . En te´rminos
generales, la transformada de Fourier es una versio´n continua de los coeficientes de Fourier.
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3.1. Teoremas de convergencia.
Antes de llegar a la transformada de Fourier en R, necesitaremos dos teoremas importantes:
el teorema de convergencia dominada y el teorema de convergencia mono´tona. Aqu´ı se dara
versiones bastante de´biles de estos resultados.
Definicio´n 3.1.1 Se dice que una sucesio´n de funciones continuas (fn)n∈N en R converge de
manera localmente uniforme a una funcio´n f si para cada punto x ∈ R hay una vecindad
en la cual (fn)n∈N converge uniformemente.
Lema 3.1.2 Una sucesio´n (fn)n∈N de funciones en R converge de manera localmente uni-
forme a la funcio´n f s´ı y so´lo s´ı converge uniformemente en cada intervalo acotado [a, b],
a, b ∈ R, a < b.
Demostracio´n:
“ =⇒ ”
Supongamos que (fn)n∈N converge a f de manera localmente uniforme. Sean a, b ∈ R y a < b.
Sea x ∈ [a, b], as´ı, por ser (fn)n∈N localmente convergente de manera uniforme, existe un en-
torno (x−εx, x+εx) con εx > 0 tal que fn → f , de manera uniforme en (x−εx, x+εx) (∗).
Sea F = {(x − εx, x + εx)|x ∈ [a, b]}, as´ı F es una cubierta de abiertos del intervalo [a, b],
pero el intervalo [a, b] es compacto, por lo que existe una coleccio´n finita (x1 − εx1 , x1 +
εx1), · · · , (xk − εxk , xk + εxk) de intervalos de F tal que
[a, b] ⊆
k⋃
j=1
(xj − εxj , xj + εxj).
Por (∗), fn → f uniformemente en (xj− εxj , xj + εxj) para todo j = 1, · · · , k, as´ı para ε > 0,
existen nj ∈ N tal que para cada n ≥ nj y para cada x ∈ (xj − εxj , xj + εxj)
|f(x)− fn(x)| < ε.
Sea N = ma´x{n1, · · · , nk}, as´ı
|f(x)− fn(x)| < ε, ∀n ≥ N, ∀x ∈
k⋃
j=1
(xj − εxj , xj + εxj).
Pero [a, b] ⊆
k⋃
j=1
(xj − εxj , xj + εxj), de manera que
|f(x)− fn(x)| < ε, ∀n ≥ N, ∀x ∈ [a, b].
Por lo tanto, fn → f uniformemente en [a, b].
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“⇐= ”
Supongamos que (fn)n∈N converge uniformemente en todo intervalo de la forma [a, b]. Sea
x ∈ R, as´ı (x − 1, x + 1) ⊂ [x − 1, x + 1] y como (fn)n∈N converge uniformemente en
[x− 1, x+ 1], entonces (fn)n∈N converge uniformemente en (x− 1, x+ 1), por lo que (fn)n∈N
converge uniformemente en algu´n entorno de x. Por lo tanto, fn → f de manera localmente
uniforme.

Lema 3.1.3 (Este es un caso especial del teorema de convergencia dominada)
Sea (fn)n∈N una sucesio´n de funciones continuas en R que converge de manera localmente
uniforme a alguna funcio´n f . Supongamos que existe una funcio´n no negativa g en R que
satisface
∫∞
−∞ g(x)dx < ∞ y |fn(x)| ≤ g(x) para cada x ∈ R y para cada n ∈ N. Entonces
las integrales
∫∞
−∞ fn(x)dx y
∫∞
−∞ f(x)dx existen y
l´ım
n→∞
∫ ∞
−∞
fn(x)dx =
∫ ∞
−∞
f(x)dx.
Demostracio´n:
Para cada T > 0 la sucesio´n (fn) converge uniformemente en [−T, T ]. Adema´s,∫ T
−T
|f(x)|dx = l´ım
n→∞
∫ T
−T
|fn(x)|dx
≤
∫ T
−T
g(x)dx
≤
∫ ∞
−∞
g(x)dx <∞
⇒
∫ T
−T
|f(x)|dx <∞,
y para cada n, ∫ T
−T
|fn(x)|dx ≤
∫ T
−T
g(x)dx
≤
∫ ∞
−∞
g(x)dx <∞
⇒
∫ T
−T
|fn(x)|dx <∞,
lo cual implica que las integrales existen. Sea gn = fn − f . Tenemos |gn| ≤ 2g, y tenemos
que probar que
∫∞
−∞ gn(x)dx tiende a cero.
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Como
∫∞
−∞ g(x)dx < ∞ por hipo´tesis, entonces l´ımt→∞
∫ t
−t g(x)dx =
∫∞
−∞ g(x)dx. Es decir, que
para cada ε > 0, existe T > 0 tal que∣∣∣∣∫ ∞−∞ g(x)dx−
∫ t
−t
g(x)dx
∣∣∣∣ < ε4 , para cada t ≥ T,
pero ∣∣∣∣∫ ∞−∞ g(x)dx−
∫ t
−t
g(x)dx
∣∣∣∣ = ∣∣∣∣∫ −t−∞ g(x)dx+
∫ ∞
t
g(x)dx
∣∣∣∣
=
∣∣∣∣∫|x|>t g(x)dx
∣∣∣∣∣∣∣∣∫ ∞−∞ g(x)dx−
∫ t
−t
g(x)dx
∣∣∣∣ = ∫|x|>t g(x)dx, ya que g es no negativa.
En particular, para t = T tenemos ∫
|x|>T
g(x)dx <
ε
4
.
De manera que ∫
|x|>T
2g(x)dx <
ε
2
.
Despues, ya que gn tiende a cero uniformemente en [−T, T ], existe n0 ∈ N talque para todo
n ≥ n0 tenemos ∫ T
−T
|gn(x)|dx < ε
2
.
Para n ≥ n0 tenemos∫ ∞
−∞
|gn(x)|dx =
∫ T
−T
|gn(x)|dx+
∫
|x|>T
2g(x)dx
≤
∫ T
−T
|gn(x)|dx+ 2
∫
|x|>T
2g(x)dx <
ε
2
+
ε
2∫ ∞
−∞
|gn(x)|dx < ε.
Es decir, que
∫∞
−∞ gn(x) tiende a cero y, por lo tanto, l´ımn→∞
∫∞
−∞ fn(x)dx =
∫∞
−∞ f(x)dx.

Lema 3.1.4 (Este es un caso especial del teorema de convergencia mono´tona)
Sea (fn)n∈N una sucesio´n de funciones continuas no negativas en R y asumamos que existe
una funcio´n f tal que fn → f de manera localmente uniforme y que es mono´tonamente
creciente, es decir, fn+1(x) ≥ fn(x) para cada para cada n ∈ N y x ∈ R. Entonces
l´ım
n→∞
∫ ∞
−∞
fn(x)dx =
∫ ∞
−∞
f(x)dx.
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Demostracio´n:
Si
∫∞
−∞ f(x)dx < ∞, entonces este hecho se deduce del lema anterior. As´ı, asumamos que∫∞
−∞ f(x)dx =∞. Es decir, para cada C > 0 existe un T > 0 tal que∫ T
−T
f(x)dx > C.
Por convergencia localmente uniforme, existe n0 ∈ N tal que, para n ≥ n0,∫ ∞
−∞
fn(x)dx ≥
∫ T
−T
f(x)dx > C.
Es decir,
l´ım
n→∞
∫ ∞
−∞
fn(x)dx =∞ =
∫ ∞
−∞
f(x)dx.
En cualquier caso
l´ım
n→∞
∫ ∞
−∞
fn(x)dx =
∫ ∞
−∞
f(x)dx.

3.2. Convolucio´n.
La convolucio´n es una te´cnica esta´ndar que se puede usar, por ejemplo, para encontrar
aproximaciones suaves de funciones continuas. Para nosotros es una herramienta esencial en
la prueba de los principales teoremas de este cap´ıtulo. Sea L1bc(R) el conjunto de todas las
funciones continuas acotadas f : R→ C que satisfacen
‖f‖1 def=
∫ ∞
−∞
|f(x)|dx <∞.
Es fa´cil ver que ‖.‖1 satisface las propiedades de una norma (Definicio´n 1.2.9), es decir, que
para f, g ∈ L1bc(R) y λ ∈ C tenemos
‖λf‖1 = |λ|‖f‖1 .
‖λf‖1 =
∫ ∞
−∞
|λf(x)|dx
= |λ|
∫ ∞
−∞
|f(x)|dx
‖λf‖1 = |λ|‖f‖1 .
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‖f‖1 ≥ 0 y ‖f‖1 = 0 ⇒ f = 0. Sea f 6= 0 y g(x) = |f(x)|, entonces g es continua
acotada dado que f es continua acotada. Ya que f 6= 0, existe un x0 ∈ R con g(x0) =
α > 0. Entonces, como g es continua, existe un δ > 0 tal que g(x) > α
2
para todo
x ∈ R con |x− x0| < δ. Por lo que |g(x)− α| < ε, es decir, −ε+ α < g(x) < ε+ α, as´ı
escogemos ε = α
2
entonces
‖f‖1 =
∫ ∞
−∞
|f(x)|dx
=
∫ ∞
−∞
g(x)dx
>
∫
|x−x0|<δ
α
2
dx
=
∫ x0+δ
x0−δ
α
2
dx
=
2αδ
2
= αδ
> 0
⇒ ‖f‖1 > 0.
‖f + g‖1 ≤ ‖f‖1 + ‖g‖1 .
‖f + g‖1 =
∫ ∞
−∞
|(f + g)(x)|dx
=
∫ ∞
−∞
|f(x) + g(x)|dx
≤
∫ ∞
−∞
(|f(x)|+ |g(x)|) dx
=
∫ ∞
−∞
|f(x)|dx+
∫ ∞
−∞
|g(x)|dx
= ‖f‖1 + ‖g‖1
⇒ ‖f + g‖1 ≤ ‖f‖1 + ‖g‖1 .
La desigualdad triangular, asegura que si f y g esta´n en L1bc(R), entonces tambie´n lo esta´ su
suma f + g, entonces L1bc(R) es en realidad un espacio vectorial.
Teorema 3.2.1 Sean f, g ∈ L1bc(R). Entonces la integral
f ∗ g(x) =
∫ ∞
−∞
f(y)g(x− y)dy
existe para cada x ∈ R y define una funcio´n f ∗g ∈ L1bc(R). Entonces las siguientes ecuaciones
se mantienen para f, g, h ∈ L1bc(R):
f ∗ g = g ∗ f, f ∗ (g ∗ h) = (f ∗ g) ∗ h, y f ∗ (g + h) = f ∗ g + f ∗ h.
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La funcio´nf ∗ g es llamada la convolucio´n o´ producto de convolucio´n de las funciones
f y g.
Demostracio´n:
Sean f, g ∈ L1bc(R). Como g ∈ L1bc(R), entonces g es acotada, as´ı, asumamos que |g(x)| ≤ C
para cada x ∈ R. Entonces∫ ∞
−∞
|f(y)g(x− y)|dy =
∫ ∞
−∞
|f(y)||g(x− y)|dy
≤
∫ ∞
−∞
(|f(y)|C)dy
= C
∫ ∞
−∞
|f(y)|dy∫ ∞
−∞
|f(y)g(x− y)|dy = C‖f‖1 ,
lo cual implica la existencia y acotacion de f ∗ g. Ahora, demostraremos su continuidad.
Sea x0 ∈ R. Como f, g ∈ L1bc(R), entonces f y g son acotadas. Supongamos que |f(x)|, |g(x)| ≤
C para todo x ∈ R y que g 6= 0. Para un ε > 0 dado, existe T > |x0| tal que∫
|y|>T
|f(y)|dy < ε
4C
.
Ya que una funcio´n continua en un intervalo cerrado acotado es uniformemente continua,
existe δ > 0 tal que
|x| ≤ 2T, |x− x′| < δ ⇒ |g(x)− g(x′)| < ε
2‖f‖1
.
Entonces para |x− x0| < δ tenemos∣∣∣∣∫ T−T f(y)g(x− y)dy −
∫ T
−T
f(y)g(x0 − y)dy
∣∣∣∣ = ∣∣∣∣∫ T−T f(y)[g(x− y)− g(x0 − y)]dy
∣∣∣∣
≤
∫ T
−T
|f(y)||g(x− y)− g(x0 − y)|dy
≤ ε
2‖f‖1
∫ T
−T
|f(y)|dy
≤ ε
2‖f‖1
∫ ∞
−∞
|f(y)|dy
=
(
ε
2‖f‖1
)
‖f‖1
=
ε
2
⇒
∣∣∣∣∫ T−T f(y)g(x− y)dy −
∫ T
−T
f(y)g(x0 − y)dy
∣∣∣∣ ≤ ε2 ,
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adema´s∫
|y|>T
|f(y)||g(x− y)− g(x0 − y)|dy ≤
∫
|y|>T
|f(y)||g(x− y)|dy +
∫
|y|>T
|f(y)||g(x0 − y)|dy
≤ C
∫
|y|>T
|f(y)|dy + C
∫
|y|>T
|f(y)|dy
= 2C
∫
|y|>T
|f(y)|dy
< 2C
( ε
4C
)
=
ε
2
⇒
∫
|y|>T
|f(y)||g(x− y)− g(x0 − y)|dy < ε
2
.
Lo anterior implica que, para |x− x0| < δ tenemos
|f ∗ g(x)− f ∗ g(x0)| < ε,
as´ı f ∗ g es continua en x0. Como x0 se tomo´ arbitrario, concluimos que f ∗ g es continua.
Para ver que ‖f ∗ g‖1 <∞ calculamos
‖f ∗ g‖1 =
∫ ∞
−∞
|f ∗ g(x)|dx
=
∫ ∞
−∞
∣∣∣∣∫ ∞−∞ f(y)g(x− y)dy
∣∣∣∣ dx
≤
∫ ∞
−∞
∫ ∞
−∞
|f(y)g(x− y)|dydx
=
∫ ∞
−∞
∫ ∞
−∞
|f(y)g(x− y)|dxdy
=
∫ ∞
−∞
|f(y)|dy
∫ ∞
−∞
|g(x)|dx
= ‖f‖1‖g‖1
⇒ ‖f ∗ g‖1 ≤ ‖f‖1‖g‖1 .
A continuacio´n mostramos que f ∗ g = g ∗ f . La sustitucio´n y 7→ x− y da
f ∗ g(x) =
∫ ∞
−∞
f(y)g(x− y)dy
=
∫ ∞
−∞
f(x− y)g(y)dy
=
∫ ∞
−∞
g(y)f(x− y)dy
f ∗ g(x) = g ∗ f(x).
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Adema´s, ya que todas las integrales convergen absolutamente, se les permite cambiar el
orden de integracio´n as´ı
f ∗ (g ∗ h)(x) =
∫ ∞
−∞
f(y)
∫ ∞
−∞
g(z)h(x− y − z)dzdy
=
∫ ∞
−∞
g(z)
∫ ∞
−∞
f(y)h(x− y − z)dydz
=
∫ ∞
−∞
∫ ∞
−∞
f(y)g(z − y)h(x− z)dydz
f ∗ (g ∗ h)(x) = (f ∗ g) ∗ h(x).
Finalmente
f ∗ (g + h)(x) =
∫ ∞
−∞
f(y)[(g + h)(x− y)]dy
=
∫ ∞
−∞
f(y)[g(x− y) + h(x− y)]dy
=
∫ ∞
−∞
f(y)g(x− y)dy +
∫ ∞
−∞
f(y)h(x− y)dy
f ∗ (g + h)(x) = f ∗ g(x) + f ∗ h(x).

3.3. La transformada de Fourier.
Definicio´n 3.3.1 Para f ∈ L1bc(R) se define su transformada de Fourier por
fˆ(y) =
∫ ∞
−∞
f(x)e−2piixydx.
Si calculamos el mo´dulo de fˆ(y) observamos que
|fˆ(y)| ≤
∫ ∞
−∞
|f(x)e−2piixy|dx =
∫ ∞
−∞
|f(x)|dx <∞,
es decir que, la transformada de Fourier fˆ esta´ acotada para cada f ∈ L1bc(R).
El siguiente teorema se muestran algunas de las propiedades de la transformada de Fourier.
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Teorema 3.3.2 Sea f ∈ L1bc(R).
(a) Si g(x) = f(x)e2piiax para a ∈ R, entonces gˆ(y) = fˆ(y − a).
(b) Si g(x) = f(x− a), entonces gˆ(y) = fˆ e−2piiay.
(c) Si g ∈ L1bc(R) y h = f ∗ g, entonces hˆ(y) = fˆ(y)gˆ(y).
(d) Si g(x) = f(x
λ
) para λ > 0, entonces gˆ(y) = λfˆ(λy).
(e) Si g(x) = −2piixf(x) y g ∈ L1bc(R), entonces fˆ es continuamente diferenciable con
fˆ ′(y) = gˆ(y).
(f) Sea f continuamente diferenciable y asuma que las funciones f y f ′ estan en L1bc(R).
Entonces f̂ ′(y) = 2piiyfˆ(y), as´ı, en particular, la funcio´n yfˆ(y) es acotada.
(g) Sea f dos veces continuamente diferenciable y asuma que las funciones f, f ′, f ′′ estan
todas en L1bc(R), Entonces fˆ ∈ L1bc(R).
Demostracio´n:
Para (a) calculamos
gˆ(y) =
∫ ∞
−∞
g(x)e−2piixydx
=
∫ ∞
−∞
[
f(x)e2piiax
]
e−2piixydx
=
∫ ∞
−∞
f(x)e2piiax−2piixydx
=
∫ ∞
−∞
f(x)e−2piix(y−a)dx
gˆ(y) = fˆ(y − a).
Para (b) calculamos
gˆ(y) =
∫ ∞
−∞
g(x)e−2piixydx
=
∫ ∞
−∞
f(x− a)e−2piixydx
=
∫ ∞−a
−∞−a
f(x)e−2pii(x+a)ydx
=
∫ ∞
−∞
f(x)e−2piixye−2piiaydx
= e−2piiay
∫ ∞
−∞
f(x)e−2piixydx
gˆ(y) = e−2piiayfˆ(y).
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Para (c) calculamos
hˆ(y) =
∫ ∞
−∞
h(x)e−2piixydx
=
∫ ∞
−∞
[∫ ∞
−∞
f(x− z)g(z)dz
]
e−2piixydx
=
∫ ∞
−∞
∫ ∞
−∞
f(x− z)e−2piixydx g(z)dz
=
∫ ∞
−∞
∫ ∞
−∞
f(x)e−2piixydx g(z)e−2piizydz, por literal (b)
hˆ(y) = fˆ(y)gˆ(y).
Para (d) calculamos
gˆ(y) =
∫ ∞
−∞
g(x)e−2piixydx
=
∫ ∞
−∞
f(x
λ
)e−2piixydx
=
∫ ∞
λ
−∞
λ
f(x)e−2pii(λx)y(λdx)
= λ
∫ ∞
−∞
f(x)e−2piix(λy)dx
gˆ(y) = λfˆ(λy).
Para (e) observar que
fˆ(y)− fˆ(z)
y − z =
1
y − z
[∫ ∞
−∞
f(x)e−2piixydx−
∫ ∞
−∞
f(x)e−2piixzdx
]
=
1
y − z
∫ ∞
−∞
f(x)
(
e−2piixy − e−2piixz) dx
=
1
y − z
∫ ∞
−∞
f(x)
(
e−2piixy+(2piixz−2piixz) − e−2piixz) dx
=
1
y − z
∫ ∞
−∞
f(x)
(
e−2piixze−2piix(y−z) − e−2piixz) dx
=
1
y − z
∫ ∞
−∞
f(x)e−2piixz
(
e−2piix(y−z) − 1) dx
fˆ(y)− fˆ(z)
y − z =
∫ ∞
−∞
f(x)e−2piixz
e−2piix(y−z) − 1
y − z dx.
Sea ϕ(x, u) =
e−2piixu − 1
u
, entonces
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|ϕ(x, u)|2 =
∣∣∣∣e−2piixu − 1u
∣∣∣∣2
=
1
u2
(
e−2piixu − 1) (e2piixu − 1)
=
1
u2
(
1− e−2piixu − e2piixu + 1)
=
1
u2
(2− cos(2pixu)− cos(2pixu))
|ϕ(x, u)|2 = 2− 2 cos(2pixu)
u2
.
Se muestra la gra´fica de |ϕ(x, u)|2 para x = 1 y x = 1
2
Figura 3.1: Gra´fica de la funcio´n |ϕ (1, u) |2. Figura 3.2: Gra´fica de la funcio´n |ϕ (12 , u) |2.
Observemos que en cada caso, |ϕ(x, u)|2 toma su valor ma´ximo a cuando u→ 0. Luego
l´ım
u→0
|ϕ(x, u)|2 = l´ım
u→0
2− 2 cos(2pixu)
u2
= l´ım
u→0
4pix sen(2pixu)
2u
, aplicamos L’Hopital
= l´ım
u→0
2pix sen(2pixu)
u
= l´ım
u→0
4pi2x2 cos(2pixu)
1
, aplicamos L’Hopital
l´ım
u→0
|ϕ(x, u)|2 = 4pi2x2
⇒ l´ım
u→0
|ϕ(x, u)| = 2pi|x|.
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Es decir que, |ϕ(x, u)| ≤ 2pi|x| para cada u 6= 0. Adema´s
l´ım
u→0
ϕ(x, u) = l´ım
u→0
e−2piixu − 1
u
= l´ım
u→0
−2piixe−2piixu
1
, aplicamos L’Hopital
l´ım
u→0
ϕ(x, u) = −2piix,
y como dicha convergencia no depende del valor de x que tomemos, entonces la convergencia
es localmente uniforme en x. Por convergencia dominada (Lema 3.1.3) se deduce el hecho.
Para (f) recordemos que por la integrabilidad de |f | existen sucesiones Sn, Tn →∞ tales que
f(−Sn), f(Tn)→ 0 . Luego calculamos
f̂ ′(y) = l´ım
n→∞
∫ Tn
−Sn
f ′(x)e−2piixydx
= l´ım
n→∞
[
f(x)e−2piiyx
∣∣Tn
−Sn + 2piiy
∫ Tn
−Sn
f(x)e−2piiyx
]
= l´ım
n→∞
[
f(Tn)e
−2piiyTn − f(−Sn)e2piiySn
]
+ l´ım
n→∞
[
2piiy
∫ Tn
−Sn
f(x)e−2piixydx
]
= 2piiy
∫ ∞
−∞
f(x)e−2piixydx
f̂ ′(y) = 2piiyfˆ(y).
Adema´s
|yfˆ(y)| ≤ |2piiyfˆ(y)|
= |fˆ ′(y)|
⇒ |yfˆ(y)| <∞, ya que f ′ ∈ L1bc(R).
Es decir que, yfˆ(y) es acotada. Finalmente, para (g) sabemos que f, f ′ ∈ L1bc(R), entonces
por (f) tenemos que
f̂ ′(y) = 2piiyfˆ(y), (3.1)
pero tambie´n f ′, f ′′ ∈ L1bc(R), entonces por (f) tenemos que
f̂ ′′(y) = 2piiyf̂ ′(y)
⇒ f̂ ′′(y) = (2piiy)2f̂ ′(y), por la ecuacio´n (3.1).
Luego
|y2fˆ(y)| ≤ |(2piiy)2f̂ ′(y)|
= |f̂ ′′(y)|
⇒ |y2fˆ(y)| <∞, ya que f ′′ ∈ L1bc(R).
84
Es decir que, y2fˆ(y) esta´ acotada. Como fˆ es continua, esta es por lo tanto, integrable. Por
lo tanto, fˆ ∈ L1bc(R).

Lema 3.3.3 (Lema de Riemann-Lebesgue) Sea f ∈ L1bc(R). Entonces
l´ım
|x|→∞
fˆ(x) = 0.
Demostracio´n:
Como
fˆ(x) =
∫ ∞
−∞
f(y)e−2piixydy
= −
∫ ∞
−∞
f(y)e−2piix(y+
1
2x)dy
fˆ(x) = −
∫ ∞
−∞
f
(
y − 1
2x
)
e−2piixydy,
entonces
fˆ(x) =
fˆ(x) + fˆ(x)
2
=
1
2
[∫ ∞
−∞
f(y)e−2piixydy −
∫ ∞
−∞
f
(
y − 1
2x
)
e−2piixydy
]
⇒ fˆ(x) = 1
2
∫ ∞
−∞
[
f(y)− f
(
y − 1
2x
)]
e−2piixydy.
Adema´s, el integrando esta´ dominado por |f(y) − f (y − 1
2x
) | y dado que f es continua
tenemos
l´ım
|x|→∞
y − 1
2x
= y ⇒ l´ım
|x|→∞
f
(
y − 1
2x
)
= f(y).
Luego, por convergencia dominada tenemos que
l´ım
|x|→∞
fˆ(x) = l´ım
|x|→∞
(
1
2
∫ ∞
−∞
[
f(y)− f
(
y − 1
2x
)]
e−2piixydy
)
=
1
2
∫ ∞
−∞
[
f(y)− l´ım
|x|→∞
f
(
y − 1
2x
)]
l´ım
|x|→∞
e−2piixydy
=
1
2
∫ ∞
−∞
[f(y)− f(y)] (0)dy = 1
2
∫ ∞
−∞
(0)(0)dy
l´ım
|x|→∞
fˆ(x) = 0.

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Definicio´n 3.3.4 Sea S = S(R) el espacio de funciones de Schwartz, es decir, S consiste
en todas las funciones infinitamente diferenciables f : R → C tales que para cada m,n ≥ 0
tenemos
σm,n(f) = sup
x∈R
|xmf (n)(x)| <∞.
Lema 3.3.5 Sea f(x) = ke−tx
2
, donde k ∈ R y t > 0. Entonces para cada n ≥ 0 existe un
polinomio Pn(x) tal que D
nf(x) = Pn(x)f(x) y concluir que f(x) se encuentra en S.
Demostracio´n:
Sea f(x) = ke−tx
2
, con k ∈ R y t > 0. Sabemos que Pn(x) = anxn+an−1xn−1 + · · ·+a1x+a0.
Para n = 0, D0f(x) = ke−tx
2
, donde P0(x) = (1)x
0 = 1. Por lo que existe P0(x), tal que
D0f(x) = P0(x)f(x).
Ahora para n ≥ 1. Probando induccio´n.
Para n = 1, D1f(x) = −2xtke−x2 , entonces existe P1(x) = (−2)x1, tal que
D1f(x) = P1(x)f(x), se cumple para n = 1.
Supongamos que se cumple para n, es decir, supongamos que existe un polinomio Pn(x) tal
que
Dnf(x) = Pn(x)f(x)
Ahora demostraremos que se cumple para n+ 1. Entonces
Dn+1f(x) = D(Dnf(x))
= D(Pn(x)f(x))
= D(Pn(x))f(x) + Pn(x)Df(x)
= D(Pn(x))ke
−tx2 + Pn(x)(−2xkte−tx2)
= D(Pn(x))kte
−x2 − 2xtPn(x)ke−tx2
= (D(Pn(x))− 2txPn(x))ke−tx2
= Pn+1(x)ke
−x2
Dn+1f(x) = Pn+1(x)f(x)
Por lo que existe un polinomio Pn+1(x) tal que
Dn+1f(x) = Pn+1(x)f(x).
Ahora, debemos demostrar que f ∈ S. Sean m,n ∈ Z+0 , entonces
sup
x∈R
|xmf (n)(x)| = sup
x∈R
|xm[Pn(x)f(x)]|
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= sup
x∈R
∣∣∣xm[(anxn + · · ·+ a0)ke−tx2 ]∣∣∣
= sup
x∈R
∣∣∣(anxn+m + · · ·+ a0xm)ke−tx2∣∣∣
= sup
x∈R
∣∣∣∣∣
n+m∑
j=m
aj−mxjke−tx
2
∣∣∣∣∣
≤
n+m∑
j=m
sup
x∈R
∣∣∣aj−mxjke−tx2∣∣∣
⇒ sup
x∈R
|xmf (n)(x)| ≤
n+m∑
j=m
sup
x∈R
∣∣∣aj−mxjke−tx2∣∣∣ .
Ahora, para encontrar el supremo, encontraremos sus valores ma´ximos por medio de su
derivada
d
dx
(
aj−mxjke−tx
2
)
= aj−mjkxj−1e−tx
2 − 2aj−mtkxj+1e−tx2 = 0
⇒ aj−mkxj−1e−tx2(j − 2tx2) = 0
⇒ 2tx2 = j
⇒ x = ± j√
2t
= C,
es decir,
σm,n(f) = sup
x∈R
|xmf (n)(x)| ≤
n+m∑
j=m
sup
x∈R
∣∣∣aj−mCjke−tC2∣∣∣ <∞
Por lo tanto, f ∈ S.

Proposicio´n 3.3.6 Tenemos S ⊂ L1bc(R) y la transformada de Fourier aplica S a s´ı mismo;
es decir, si f ∈ S, entonces fˆ ∈ S.
Demostracio´n:
Sea f ∈ S. Entonces f es acotada y continua, y (1 + x2)f(x) es acotada, digamos por
C > 0, as´ı
|(1 + x2)f(x)| ≤ C
(1 + x2)|f(x)| ≤ C
⇒ |f(x)| ≤ C
1 + x2
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⇒
∫ ∞
−∞
|f(x)| dx ≤ C
∫ ∞
−∞
1
x2 + 1
dx,
pero ∫ ∞
−∞
1
1 + x2
dx =
∫ 0
−∞
1
1 + x2
dx+
∫ ∞
0
1
1 + x2
dx
= arctanx|0−∞ + arctanx|∞0
=
pi
2
+
pi
2∫ ∞
−∞
1
1 + x2
dx = pi, (3.2)
entonces
⇒
∫ ∞
−∞
|f(x)| dx ≤ Cpi <∞
⇒
∫ ∞
−∞
|f(x)| dx <∞,
por lo tanto, f de hecho pertenece L1bc(R). Del literal (e) del Teorema 3.3.2 se deduce que
para cada f ∈ S, se tiene que fˆ es infinitamente diferenciable y que
((−2piix)nf )ˆ (y) = fˆ (n)(y)
para cada n ∈ N y donde ((−2piix)nf )ˆ es la transformada de Fourier de (−2piix)nf . A
continuacio´n, el literal (f) del Teorema 3.3.2, muestra que para cada f ∈ S,
f̂ (m)(y) = (2piiy)mfˆ(y)
para cada m ∈ N. Toma´ndolos juntos, vemos que para cada f ∈ S y cada m,n ≥ 0 la funcio´n
ymfˆ (n)(y)
es una transformada de Fourier de una funcio´n en S y, por lo tanto, esta´ acotada. Por lo que
fˆ ∈ S.

3.4. La fo´rmula de inversio´n.
En esta seccio´n mostraremos que la transformada de Fourier es, hasta un giro de signo,
inversa a s´ı misma. Necesitaremos una funcio´n auxiliar de la siguiente manera: Para λ > 0
y x ∈ R sea
hλ(x) =
∫ ∞
−∞
e−λ|t|e2piitx dt.
Observe que 0 < e−λ|t| ≤ 1 y que e−λ|t| converge a 1 de manera localmente uniforme cuando
λ→ 0.
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Lema 3.4.1 Tenemos
hλ(x) =
2λ
4pi2x2 + λ2
y
∫ ∞
−∞
hλ(x) dx = 1.
En particular, se deduce que hλ(x) =
1
λ
h1(
x
λ
) para cada λ > 0.
Demostracio´n:
Tenemos que
hλ(x) =
∫ ∞
−∞
e−λ|t|e2piitxdt
=
∫ ∞
−∞
e2piitx−λ|t|dt
=
∫ ∞
0
e2piitx−λtdt+
∫ 0
−∞
e2piitx+λtdt
=
e2piitx−λt
2piix− λ
∣∣∣∣∞
0
+
e2piitx+λt
2piix+ λ
∣∣∣∣0
−∞
=
1
λ− 2piix +
1
λ+ 2piix
hλ(x) =
2λ
λ2 + 4pi2x2
.
Adema´s ∫ ∞
−∞
hλ(x)dx =
∫ ∞
−∞
2λ
λ2 + 4pi2x2
dx
= 2λ
∫ ∞
−∞
1
λ2(1 + 4pi
2x2
λ2
)
dx
=
2
λ
∫ ∞
−∞
1
1 + (2pix
λ
)2
dx
=
2
λ
∫ ∞
−∞
1
1 + x2
(
λdx
2pi
)
=
(
2
λ
)(
λ
2pi
)∫ ∞
−∞
1
1 + x2
dx
=
(
1
pi
)
pi, por ecuacio´n (3.2)∫ ∞
−∞
hλ(x)dx = 1.
As´ı, en particular tenemos
1
λ
h1(
x
λ
) =
1
λ
(
2
4pi2(x
λ
)2 + 1
)
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=
1
λ
(
2
4pi2x2+λ2
λ2
)
=
1
λ
(
2λ2
4pi2x2 + λ2
)
=
2λ
4pi2x2 + λ2
1
λ
h1(
x
λ
) = hλ(x).

Lema 3.4.2 Si f ∈ L1bc(R), entonces para cada λ > 0,
f ∗ hλ(x) =
∫ ∞
−∞
e−λ|t|fˆ(t)e2piixt dt.
Demostracio´n:
Calculando
f ∗ hλ(x) =
∫ ∞
−∞
f(y)hλ(x− y) dy
=
∫ ∞
−∞
f(y)
[∫ ∞
−∞
e−λ|t|e2piit(x−y)dt
]
dy
=
∫ ∞
−∞
f(y)
[∫ ∞
−∞
e−λ|t|e2piitxe−2piitydt
]
dy
=
∫ ∞
−∞
e−λ|t|e2piitx
[∫ ∞
−∞
f(y)e−2piitydy
]
dt
=
∫ ∞
−∞
e−λ|t|e2piitxfˆ(t) dt
f ∗ hλ(x) =
∫ ∞
−∞
e−λ|t|fˆ(t)e2piitx dt.

Lema 3.4.3 Para cada f ∈ L1bc(R) y cada x ∈ R tenemos
l´ım
λ→0
f ∗ hλ(x) = f(x).
Demostracio´n:
Ya que
∫∞
−∞ hλ(x) dx = 1 por Lema 3.4.1, entonces
f ∗ hλ(x)− f(x) =
∫ ∞
−∞
f(y)hλ(x− y) dy − f(x)
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=∫ ∞
−∞
f(y)hλ(x− y) dy − f(x)
∫ ∞
−∞
hλ(y) dy
=
∫ ∞
−∞
f(y)hλ(x− y) dy −
∫ ∞
−∞
f(x)hλ(y) dy
=
∫ ∞
−∞
f(x− y)hλ(y) dy −
∫ ∞
−∞
f(x)hλ(y) dy
=
∫ ∞
−∞
[f(x− y)− f(x)]hλ(y) dy
=
∫ ∞
−∞
[f(x− y)− f(x)] 1
λ
h1(
y
λ
) dy, por Lema 3.4.1
=
∫ ∞
−∞
[f(x− λy)− f(x)] 1
λ
h1(y)(λ dy)
f ∗ hλ(x)− f(x) =
∫ ∞
−∞
[f(x− λy)− f(x)]h1(y) dy.
Como f ∈ L1bc(R), entonces f esta acotada. Si |f(x)| ≤ C para cada x ∈ R, entonces el
integrando esta´ dominado por 2Ch1(y). Como f es continua, entonces
l´ım
λ→0
x− λy = x,
⇒ l´ım
λ→0
f(x− λy) = f(x).
Esta convergencia no depende del valor que se tome de y, entonces convergencia es uniforme
para y. Luego por el teorema de convergencia dominada (Lema 3.1.3) obtenemos
l´ım
λ→0
[f ∗ hλ(x)− f(x)] = l´ım
λ→0
[∫ ∞
−∞
[f(x− λy)− f(x)]h1(y) dy
]
=
∫ ∞
−∞
[l´ım
λ→0
f(x− λy)− f(x)]h1(y) dy
=
∫ ∞
−∞
[f(x)− f(x)]h1(y) dy
=
∫ ∞
−∞
[0]h1(y) dy
= 0(1), nuevamente por Lema 3.4.1
l´ım
λ→0
[f ∗ hλ(x)− f(x)] = 0.

Lema 3.4.4 (Fo´rmula de inversio´n). Sea f ∈ L1bc(R) y supongamos que fˆ ∈ L1bc(R),
entonces para cada x ∈ R,
̂ˆ
f(x) = f(−x).
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Es decir,
f(x) =
∫ ∞
−∞
fˆ(y)e2piixy dy.
Demostracio´n:
Por Lema 3.4.2 tenemos para λ > 0
f ∗ hλ(x) =
∫ ∞
−∞
e−λ|t|fˆ(t)e2piixt dt.
El lado izquierdo de la igualdad tiende a f(x) cuando λ→ 0 por Lema 3.4.3. El integrando
del lado derecho de la igualdad es dominado por |fˆ(t)| y e−λ|t| converge a 1 de manera
localmente uniforme cuando λ→ 0. Luego, por el teorema de convergencia dominada (Lema
3.1.3) tenemos que
f(x) = l´ım
λ→0
f ∗ hλ(x)
= l´ım
λ→0
[∫ ∞
−∞
e−λ|t|fˆ(t)e2piixt dt
]
=
∫ ∞
−∞
[
l´ım
λ→0
e−λ|t|
]
fˆ(t)e2piixt dt
=
∫ ∞
−∞
(1)fˆ(t)e2piixt dt
f(x) =
∫ ∞
−∞
fˆ(y)e2piixy dy.

Corolario 3.4.5 La transformada de Fourier restringida a S da una biyeccio´n del conjunto
S.
Demostracio´n:
Por la Proposicio´n 3.3.6 sabemos que si f ∈ S, entonces fˆ ∈ S. Verifiquemos que si f(x) ∈ S,
entonces f(−x) ∈ S. Sean m,n ≥ 0.
σm,n(f(x)) = sup
x∈R
|xmf (n)(x)| <∞
⇒ σm,n(f(−x)) = sup
x∈R
|(−x)mf (n)(−x)|
= sup
y∈R
|ymf (n)(y)|, donde y = −x
<∞, dado que f ∈ S
⇒ σm,n(f(−x)) <∞.
92
Consideremos T : S → S definida por f(x) 7→ fˆ(−x). Adema´s, por la fo´rmula de inversio´n
(Lema 3.4.4), sabemos que
̂ˆ
f(x) = f(−x). As´ı, consideremos T−1 : S 7→ S definida por
fˆ(−x) 7→ ̂ˆf(−x) = f(x). Como
(T−1 ◦ T )(f(x)) = T−1(T (f(x)))
= T−1(fˆ(x))
=
̂ˆ
f(−x)
(T−1 ◦ T )(f(x)) = f(x).
Adema´s
(T ◦ T−1)(fˆ(−x)) = T (T−1(fˆ(−x)))
= T (
̂ˆ
f(−x))
= T (f(x))
(T ◦ T−1)(fˆ(−x)) = fˆ(−x).
Por lo tanto, T es biyectiva.

Corolario 3.4.6 Si g : R → C es continuamente diferenciable y satisface la ecuacio´n dife-
rencial
g′(x) = −2pixg(x).
Entonces existe una constante c tal que g(x) = ce−pix
2
.
Demostracio´n:
Supongamos que u(x) = g(x)epix
2
. Mostraremos que u′(x) = 0, para deducir que u(x) es
una constante. Entonces
u(x) = g(x)epix
2
⇒ u′(x) = −2pixg(x)epix2 + 2pixg(x)epix2 , ya que por hipo´tesis g′(x) = −2pixg(x).
u′(x) = 0
Como u′(x) = 0, entonces u(x) = c, por lo que se tendra´ que
u(x) = c
g(x)epix
2
= c, ya que u(x) = g(x)epix
2
g(x) = ce−pix
2
.

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Lema 3.4.7 Sea f(x) = e−pix
2
. Entonces fˆ = f y∫ ∞
−∞
e−pix
2
dx = 1.
Demostracio´n:
De acuerdo con el Corolario 3.4.6, la funcio´n f es, hasta mu´ltiplos escalares, la u´nica so-
lucio´n de la ecuacio´n diferencial
f ′(x) = −2pixf(x).
Por el Lema 3.3.5, sabemos que f ∈ S. Luego fˆ tambie´n se encuentra en S, entonces
(fˆ)′(y) = ((−2piix)nf )ˆ (y)
=
∫ ∞
−∞
[(−2piix)f(x)]e−2piixy dx
= i
∫ ∞
−∞
[(−2pix)e−pix2 ]e−2piixy dx
= i
∫ ∞
−∞
(e−pix
2
)′e−2piixy dx
= if̂ ′(y)
= i(2piiyfˆ(y)), por literal (f) del Teorema 3.3.2
(fˆ)′(y) = −2piyfˆ(y).
Nuevamente por el Corolario 3.4.6, concluimos que fˆ(y) = ce−piy
2
para alguna constante c.
Adema´s
̂ˆ
f(x) =
∫ ∞
−∞
fˆ(y)e−2piixydx
=
∫ ∞
−∞
ce−piy
2
e−2piixydx
= c
∫ ∞
−∞
f(y)e−2piixydx
= cfˆ(x)
= c
(
ce−pix
2
)
, porque fˆ(y) = ce−piy
2
= c2e−pix
2
̂ˆ
f(x) = c2f(x).
Pero f(−x) = e−pi(−x)2 = e−pix2 = f(x), es decir,
c2f(x) =
̂ˆ
f(x) = f(−x), por Teorema 3.2.1
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c2f(x) = f(x)
c2 = 1, pues f > 0
⇒ c = ±1.
Ahora fˆ(0) =
∫∞
−∞ e
−pix2dx > 0, por lo tanto, c = 1. Es decir, fˆ(y) = f(y) = e−piy
2
. En
particular, para y = 0 obtenemos
fˆ(0) =
∫ ∞
−∞
f(x)e−2piix(0)dx
=
∫ ∞
−∞
f(x)dx
=
∫ ∞
−∞
e−pix
2
dx
= e−pi(0)
2
, ya que fˆ(y) = f(y) = e−piy
2
= e0
fˆ(0) = 1.
Es decir que, ∫ ∞
−∞
e−pix
2
dx = 1.

Corolario 3.4.8 Tenemos ∫ ∞
−∞
e−x
2
dx =
√
pi.
Demostracio´n:
De la conclusio´n del Lema 3.4.7 tenemos que∫ ∞
−∞
e−pix
2
dx = 1,
entonces calculamos ∫ ∞
−∞
e−x
2
dx =
∫ ∞
−∞
e−pix
2
(
√
pidx)
=
√
pi
∫ ∞
−∞
e−pix
2
dx
=
√
pi(1)∫ ∞
−∞
e−x
2
dx =
√
pi.

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3.5. El teorema de Plancherel.
El teorema de Plancherel dice que la transformada de Fourier preserva la norma-L2.
Definicio´n 3.5.1 Sea L2bc(R) el conjunto de todas las funciones acotadas continuas
f : R→ C con
‖f‖2
2
def
=
∫ ∞
−∞
|f(x)|2 dx <∞.
Si f tiene esta u´ltima propiedad, decimos que es cuadrado integrable.
Lema 3.5.2 Para cualquiera par de funciones f, g ∈ L2bc(R) la integral
〈f, g〉 =
∫ ∞
−∞
f(x)g(x) dx
converge y define un producto interno en el espacio vectorial L2bc(R). El espacio L1bc(R) es un
subespacio de L2bc(R).
Demostracio´n:
Para T > 0 el espacio C([−T, T ]) de funciones continuas es un espacio pre-Hilbert con
el producto interno
〈f, g〉T =
∫ T
−T
f(x)g(x) dx
Escribimos ‖.‖
2,T
para la norma en este espacio. Para f, g ∈ L2bc(R) sus restricciones a
el intervalo [−T, T ] da elementos de C([−T, T ]), y lo mismo se mantiene para sus valores
absolutos |f | y |g|, dado que f y g son funciones continuas y la funcio´n |· | es continua.
Primero, demostremos que 〈f, g〉 converge, utilizando la desigualdad de Cauchy-Schwarz
(ver Lema 1.2.10). Como la desigualdad de Cauchy-Schwarz se mantiene para elementos del
espacio vectorial C([−T, T ]), podemos calcular∫ T
−T
|f(x)g(x)|dx =
∫ T
−T
|f(x)||g(x)|dx
= |〈|f |, |g|〉T |
≤ ‖f‖
2,T
‖g‖
2,T
, por la desigualdad de Cauchy-Schwarz
=
√∫ T
−T
|f(x)|2dx
∫ T
−T
|g(x)|2dx
≤
√∫ ∞
−∞
|f(x)|2dx
∫ ∞
−∞
|g(x)|2dx
= ‖f‖2‖g‖2
⇒
∫ T
−T
|f(x)g(x)|dx ≤ ‖f‖2‖g‖2 .
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As´ı la integral es acotada por una constante que no depende de T , lo cual implica que la
integral converge cuando T tiende a infinito.
Ahora se demostrara´ que 〈f, g〉 define un producto interno en L2bc(R), es decir, que cumple
con las propiedades de la Definicio´n 1.1.9. Sean f, g, h ∈ L2bc(R) y α, β ∈ C. Entonces
Verificando que se cumple (IP1).
〈αf + βg, h〉 =
∫ ∞
−∞
[αf(x) + βg(x)]h(x)dx
=
∫ ∞
−∞
[αf(x)h(x) + βg(x)h(x)]dx
=
∫ ∞
−∞
αf(x)h(x)dx+
∫ ∞
−∞
βg(x)h(x)dx
= α
∫ ∞
−∞
f(x)h(x)dx+ β
∫ ∞
−∞
g(x)h(x)dx
〈αf + βg, h〉 = α〈f, h〉+ β〈g, h〉.
Verificando que se cumple (IP2).
〈f, g〉 =
∫ ∞
−∞
f(x)g(x)dx =
∫ ∞
−∞
[f(x)g(x)]dx
=
∫ ∞
−∞
[f(x)g(x)]dx =
∫ ∞
−∞
[f(x)g(x)]dx
=
∫ ∞
−∞
f(x)g(x)]dx =
∫ ∞
−∞
g(x)f(x)]dx
〈f, g〉 = 〈g, f〉.
Verificando que se cumple (IP3).
〈f, f〉 =
∫ ∞
−∞
f(x)f(x)dx =
∫ ∞
−∞
|f(x)|2 ≥ 0
⇒ 〈f, f〉 ≥ 0.
Por u´ltimo:
〈f, f〉 =
∫ ∞
−∞
f(x)f(x)dx = 0
⇒ |f(x)|2 = 0
⇒ f(x) = 0, para cada x ∈ R
⇒ f = 0.
Por lo tanto, 〈., .〉 define un producto interno en L2bc(R). Para la u´ltima parte, sea f ∈ L1bc(R).
Entonces f es acotada, es decir que, existe C > 0 tal que |f(x)| ≤ C para cada x ∈ R.
Entonces
|f(x)|2 ≤ C|f(x)|,
97
lo cual implica que ∫ ∞
−∞
|f(x)|2 dx ≤ C
∫ ∞
−∞
|f(x)| dx = C‖f‖1 ,
y as´ı la primer integral es finita, es decir, f ∈ L2bc(R).

Por este lema, concluimos que L1bc(R) es un espacio pre-Hilbert. Escribimos L2(R) para su
completacio´n.
Lema 3.5.3 (Teorema de Plancherel) Para cada f ∈ L1bc(R) tenemos que fˆ ∈ L2bc(R) y
‖f‖2 = ‖fˆ‖2
En particular, la transformada de Fourier f 7→ fˆ se extiende a una aplicacio´n unitaria
L2(R)→ L2(R).
Demostracio´n:
Sea f˜(x) = f(−x) y sea g = f˜ ∗ f . Entonces
g(x) =
∫ ∞
−∞
f(y − x)f(y)dy,
as´ı que
g(0) = ‖f‖2
2
.
Ahora, tenemos que
fˆ(t) =
∫ ∞
−∞
f(x)e−2piixtdx
=
∫ ∞
−∞
f(x)e−2piixtdx
=
∫ ∞
−∞
f(x)e2piixtdx
=
∫ ∞
−∞
f(−x)e−2piixtdx, sustituimos x = −x
fˆ(t) = ̂˜f(t).
Luego, por literal (c) del Teorema 3.3.2, tenemos
gˆ(t) = ̂˜f(t)fˆ(t) = fˆ(t)fˆ(t) = |fˆ(t)|2.
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Por lo tanto, tenemos
‖f‖2
2
= g(0)
= l´ım
λ→0
g ∗ hλ(0), por Lema 3.4.3
= l´ım
λ→0
∫ ∞
−∞
e−λ|t|gˆ(t)dt
= l´ım
λ→0
∫ ∞
−∞
e−λ|t||fˆ(t)|2dt
‖f‖2
2
= ‖fˆ‖2
2
,
por el teorema de convergencia mono´tona (Lema 3.1.4).

3.6. La fo´rmula de la serie de Poisson.
En esta seccio´n reunimos el ana´lisis de Fourier en R y en R/Z para obtener la fo´rmula de la
serie de Poisson.
Teorema 3.6.1 Sea f ∈ L1bc(R) y asuma que f es continuamente diferenciable por partes
con la posible excepcio´n de un conjunto numerable de puntos. Sea
ϕ(x) =
{
f ′(x), si esta existe
0, en otro caso,
y asumiendo que x2f(x) y x2ϕ(x) son acotadas. Entonces la fo´rmula de la serie de Poisson∑
k∈Z
f(k) =
∑
k∈Z
fˆ(k)
se cumple.
Demostracio´n:
Sea g(x) =
∑
k∈Z
f(x+ k) y como x2f(x) es acotada, digamos por C entonces
|x2f(x)| = x2|f(x)| ≤ C
⇒ |f(x+ k)| ≤ C
(x+ k)2
⇒
∑
k∈Z
|f(x+ k)| ≤ C
∑
k∈Z
1
(x+ k)2
<∞, por ser una serie p.
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As´ı, la serie g(x) =
∑
k∈Z
f(x + k) converge uniformemente por el Test-M de Weierstrass (ver
Ejemplo 1.4.6), para dar una funcio´n continua g. Del mismo modo, la serie
∑
k∈Z
ϕ(x + k)
converge a una funcio´n continua por partes g˜. Adema´s∫ x
0
ϕ(t) dt =
∫ x
0
f ′(t) dt = f(x)− f(0)
⇒ f(x) =
∫ x
0
ϕ(t) dt+ f(0),
se deduce que ∫ x
0
g˜(t)dt =
∫ x
0
∑
k∈Z
ϕ(t+ k) dt
=
∑
k∈Z
∫ x
0
ϕ(t+ k) dt
=
∑
k∈Z
∫ x+k
k
ϕ(t) dt
=
∑
k∈Z
[f(x+ k)− f(k)]∫ x
0
g˜(t) dt = g(x)− g(0),
donde se nos permitio´ intercambiar integracio´n y suma porque la suma converge uniforme-
mente. De ello se deduce que g es continuamente diferenciable por partes y, por el Teorema
1.5.3, la serie de Fourier de g converge uniformemente a la funcio´n g, lo cual implica que la
serie de Fourier de g converge puntualmente a g, entonces
g(x) =
∑
k∈Z
ck(g)e
2piikx,
as´ı, para x = 0 tenemos ∑
k∈Z
f(k) = g(0)
=
∑
k∈Z
ck(g)
=
∑
k∈Z
∫ 1
0
g(y)e−2piiky dy
=
∑
k∈Z
∫ 1
0
∑
k∈Z
f(y + k)e−2piiky dy
=
∑
k∈Z
∑
k∈Z
∫ 1
0
f(y + k)e−2piiky dy
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=
∑
k∈Z
∑
k∈Z
e2piik
2
∫ 1+k
k
f(y)e−2piiky dy
=
∑
k∈Z
∑
k∈Z
∫ 1+k
k
f(y)e−2piiky dy∑
k∈Z
f(k) =
∑
k∈Z
fˆ(k).
La integracio´n y la suma pueden intercambiarse, ya que la suma converge uniformemente en
el intervalo [0, 1]. Esto termina la prueba de la fo´rmula de la serie de Poisson.

Como una aplicacio´n de la fo´rmula de la serie de Poisson, damos una prueba de la ecuacio´n
de la serie theta cla´sica.
Teorema 3.6.2 Para t > 0, sea
Θ(t) =
∑
k∈Z
e−tpik
2
.
Entonces para cada t > 0 tenemos
Θ(t) =
1√
t
Θ
(
1
t
)
.
Demostracio´n:
Sea ft(x) = e
−tpix2 . Sabemos que f ∈ S por el Lema 3.3.5. Entonces, por el Lema 3.4.7
tenemos fˆ1 = f1. Adema´s, consideremos fˆt(y) = gˆ(y), donde g(x) = f1(
√
tx), entonces
gˆ(y) =
1√
t
fˆ1
(
y√
t
)
, por literal (d) del Teorema 3.3.2
=
1√
t
f1
(
y√
t
)
, por Lema 3.4.7
=
1√
t
e
−pi
(
1√
t
y
)2
=
1√
t
e−
piy2
t
= fˆt(y)
gˆ(y) =
1√
t
f1/t(y).
Como ft pertenece a S, del Teorema 3.6.1 se deduce que
Θ(t) =
∑
k∈Z
ft(k)
=
∑
k∈Z
fˆt(k)
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=
1√
t
∑
k∈Z
f1/t(k)
Θ(t) =
1√
t
Θ
(
1
t
)
.

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Cap´ıtulo 4
Ana´lisis armo´nico sobre la esfera.
Ahora nuestro objetivo es mostrar co´mo las funciones cuadrado-integrables sobre la esfera
admiten una expansio´n en serie, llamada serie de Fourier-Laplace, cuyos te´rminos son polino-
mios homoge´neos armo´nicos. Para ello se necesitan dos ingredientes. Primero, una condicio´n
armo´nica adecuada (dada por el operador Laplaciano esfe´rico) y segundo que cumpla que
sea invariante bajo la accio´n del grupo topolo´gico, SO(n) u O(n).
Tambie´n, sera´ necesario definir un una integral invariante en la esfera, bajo la accio´n de
O(n) u SO(n), para as´ı definir el espacio L2(Sn−1). Adema´s, daremos ciertas condiciones
para que la serie de Fourier-Laplace de una funcio´n en la esfera converja uniformemente a la
misma funcio´n. Por u´ltimo, demostraremos que la representacio´n de O(n) sobre los espacios
de polinomios homoge´neos armo´nicos de grado fijo, es irreducible.
Para ello, es importante mencionar que:
Las funciones consideradas en este capitulo son suaves (infinitamente diferenciables).
Cuando escribimos que x ∈ Sn−1, nos referimos a
x = (x1, x2, . . . , xn).
Cuando escribimos ‖x‖, nos referimos a
‖x‖ =
√
x21 + x
2
2 + · · ·+ x2n.
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4.1. Grupos topolo´gicos y accio´n de SO(n) sobre Sn−1.
En esta seccio´n comenzaremos definiendo la esfera Sn−1. Luego, demostraremos que SO(n)
es un grupo topolo´gico y definiremos una accio´n de SO(n) sobre la esfera Sn−1. A partir de
ello, obtendremos dos resultados importantes.
Definicio´n 4.1.1 Para un entero positivo n, una n-esfera de radio r, se define como el
conjunto de puntos en el espacio Rn+1 que esta´n a una distancia r de un punto central, donde
el radio r es cualquier nu´mero real positivo, es decir que,
Sn =
{
(x1, x2, . . . , xn+1) ∈ Rn+1
∣∣ x21 + x22 + . . .+ x2n+1 = r} ⊂ Rn+1.
Definicio´n 4.1.2 Para un entero positivo n, definimos la (n− 1)-esfera unitaria como
el conjunto de puntos en el espacio Rn que esta´n a una distancia r = 1 del origen. La
simbolizamos por Sn−1 y la expresamos como
Sn−1 = {(x1, x2, . . . , xn) ∈ Rn | x21 + x22 + . . .+ x2n = 1
} ⊂ Rn.
Para abreviar, en lugar de decir la (n− 1)-esfera, diremos simplemente la esfera.
Ejemplo 4.1.3 S1 = {(x1, x2) ∈ R2 | x21 + x22 = 1} ⊂ R2.
Figura 4.1: La S1 esfera es el c´ırculo unitario.
Ejemplo 4.1.4 S2 = {(x1, x2, x3) ∈ R3 | x21 + x22 + x23 = 1} ⊂ R3.
Figura 4.2: La S2 esfera es la esfera unitaria en R3.
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Definicio´n 4.1.5 Sea n ∈ N. Simbolizamos por Mn(R) al conjunto de matrices cua-
dradas n× n definidas de la siguiente manera
Mn(R) =
a =

a11 a12 . . . a1n
a21 a22 . . . a2n
...
...
. . .
...
an1 an2 . . . ann

∣∣∣∣∣∣∣∣∣ aij ∈ R
 .
Definicio´n 4.1.6 Llamamos grupo lineal general de matrices , simbolizado porGLn(R),
al espacio de matrices reales de n×n con determinante distinto de cero (invertibles), es decir,
GLn(R) = {a ∈Mn(R) | det a 6= 0} .
Definicio´n 4.1.7 Llamamos grupo ortogonal , simbolizado como O(n), al espacio de ma-
trices reales de n× n invertibles y que su inversa es igual a su matriz transpuesta , es decir,
O(n) = {a ∈ GLn(R) | aa> = a>a = 1n
}
,
donde 1n es la matriz identidad.
Definicio´n 4.1.8 Llamamos grupo lineal especial , simbolizado como SL(n), al espacio
de matrices reales de n× n invertibles, tal que su determinante es 1, es decir,
SL(n) = {a ∈ GLn(R) | det a = 1} .
Definicio´n 4.1.9 Llamamos grupo ortogonal especial , simbolizado como SO(n), al
espacio de matrices reales de n× n invertibles, tal que su determinante es 1 y que la inversa
es igual a su matriz transpuesta, es decir,
SO(n) = {a ∈ GLn(R) | det a = 1 y aa> = 1n
}
= SL(n) ∩O(n).
Ejemplo 4.1.10 Consideremos la matriz
a =
(
cos θ sen θ
− sen θ cos θ
)
.
Como
aa> =
(
cos θ sen θ
− sen θ cos θ
)(
cos θ − sen θ
sen θ cos θ
)
=
(
cos2 θ + sen2 θ − cos θ sen θ + sen θ cos θ
− sen θ cos θ + cos θ sen θ sen2 θ + cos2 θ
)
=
(
1 0
0 1
)
aa> = 12,
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adema´s
det a = cos2 θ + sen2 θ = 1,
de manera que a ∈ SO(2).
Definicio´n 4.1.11 Se dice que un conjunto no vac´ıo G es un grupo si en e´l hay definida
una operacio´n ∗ tal que
(G1) Si a, b ∈ G implica que a ∗ b ∈ G.
(Esto se describe diciendo que G es cerrado respecto a ∗.)
(G2) Dados a, b, c ∈ G se tiene que a ∗ (b ∗ c) = (a ∗ b) ∗ c.
(Esto se describe diciendo que es va´lida la ley asociativa en G.)
(G3) Existe un elemento especial e ∈ G tal que a ∗ e = e ∗ a = a, para cada a ∈ G.
(Este elemento e es llamado identidad o unidad en G.)
(G4) Para todo a ∈ G, existe un elemento b ∈ G tal que a ∗ b = b ∗ a = e.
(Este elemento b se escribe como a−1 y se llama inverso de a en G.)
Ejemplo 4.1.12 Consideremos el espacio GLn(R) de la Definicio´n 4.1.6. Este espacio es un
grupo, con la operacio´n ∗, como la multiplicacio´n de matrices ordinaria.
Definicio´n 4.1.13 Sea G un grupo. Un subconjunto no vac´ıo A ⊂ G es un subgrupo de
G si:
(SG1) A es cerrado respecto a la operacio´n ∗ de G, es decir, si a, b ∈ A implica que a ∗ b ∈ A.
(SG2) Dado a ∈ A, entonces a−1 ∈ A.
De ahora en adelante expresaremos el producto a ∗ b en un grupo G simplemente como ab
para cada a, b ∈ G.
Ejemplo 4.1.14 Consideremos el espacio O(n) de la Definicio´n 4.1.7. Verifiquemos que
O(n) es un subgrupo de GLn(R). Sean a, b ∈ O(n), entonces
(ab)(ab)> = ab b>a>
= a(bb>)a>
= a 1n a
>, ya que b ∈ O(n)
= (a1n)a
>
= aa>
(ab)(ab)> = 1n, ya que b ∈ O(n).
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As´ı, ab ∈ O(n). Adema´s, si a ∈ O(n), entonces
a−1(a−1)> = a−1(a>)−1
= (a>a)−1
= (1n)
−1, ya que a ∈ O(n)
a−1(a−1)> = 1n,
por lo que a−1 ∈ O(n). Por lo tanto, O(n) es subgrupo de GLn(R).
Ejemplo 4.1.15 Sea SL(n) el espacio de la Definicio´n 4.1.8. Para verificar que SL(n) es un
subgrupo de GLn(R), basta recordar que si a, b ∈ GLn(R), entonces
det (ab) = (det a)(det b)
det (a−1) =
1
det a
.
Luego, si a, b ∈ SL(n), entonces
det (ab) = (det a)(det b) = (1)(1) = 1,
por lo que ab ∈ SL(n). Adema´s, si a ∈ SL(n), entonces
det (a−1) =
1
det a
=
1
1
= 1,
por lo que a−1 ∈ SL(n). Por lo tanto, SL(n) es un subgrupo de GLn(R).
Ejemplo 4.1.16 Por u´ltimo, a partir del Ejemplo 4.1.14 y del Ejemplo 4.1.15, se verifica
que el espacio SO(n) de la Definicio´n 4.1.9 es subgrupo de GLn(R).
Definicio´n 4.1.17 Se dice que un grupo G es abeliano si para cada a, b ∈ G, tenemos que
ab = ba.
Ejemplo 4.1.18 El conjunto R, con la operacio´n “ + ”, es un grupo abeliano.
Ejemplo 4.1.19 El toro unitario de la ecuacio´n (1.4), definido como
T = {z ∈ C : |z| = 1} ,
es un grupo abeliano con la operacio´n “× ” en C.
Ejemplo 4.1.20 El grupo GLn(R) del Ejemplo 4.1.12 no es abeliano para n ≥ 2.
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Tanto el c´ırculo como la l´ınea real son grupos y son abelianos. Estas dos caracter´ısticas
prestan simplicidad a su ana´lisis armo´nico. Por el contrario, como era de esperarse, el ana´lisis
armo´nico relacionado con grupos no abelianos es ma´s complicado.
Una complicacio´n inmediata es que si G no es un grupo abeliano, entonces no todos los
subgrupos de G son normales, por lo que no todos los cocientes G/H (con H subgrupo
de G) son grupos. Esto ya tiene consecuencias para los cocientes de grupos finitos. Por el
contrario, el cociente R/Z de la l´ınea real por los enteros presenta el c´ırculo como un grupo,
no simplemente como un espacio cociente de un grupo.
Definicio´n 4.1.21 Una topolog´ıa sobre un conjuntoX es una coleccio´n T de subconjuntos
de X con las siguientes propiedades
(T1) ∅ y X esta´n en T .
(T2) La unio´n de los elementos de cualquier subcoleccio´n de T esta´ en T .
(T3) La interseccio´n de los elementos de cualquier subcoleccio´n finita de T esta´ en T .
Un conjunto X para el que se ha definido una topolog´ıa T se llama espacio topolo´gico y
se escribe como (X,T ). A los elementos de T se les llama conjuntos abiertos.
Definicio´n 4.1.22 Un espacio topolo´gico (X,T ) se dice que es un espacio-T1 si para cada
par de puntos distintos x, y en X existen conjuntos abiertos U y V tal que x ∈ U , y /∈ U ,
y ∈ V , x /∈ V .
Definicio´n 4.1.23 Decimos que un espacio topolo´gico (X,T ) es de Hausdorff si para
cada par de puntos distintos x, y ∈ X existen abiertos disjuntos U y V tales que x ∈ U e
y ∈ V .
Definicio´n 4.1.24 Un grupo topolo´gico G, es un espacio topolo´gico de Hausdorff junto
con una estructura de grupo, tal que la aplicacio´n de G×G a G enviando (x, y) 7→ xy, y la
aplicacio´n de G a G que env´ıa x 7→ x−1, son aplicaciones continuas.
Ejemplo 4.1.25 Consideremos el grupo GLn(R) del Ejemplo 4.1.12. Como GLn(R) ⊂
Mn(R) ≈ Rn2 (son isome´tricamente homeomorfos) y este u´ltimo es un espacio topolo´gi-
co metrizable, entonces Mn(R) tambie´n es un espacio topolo´gico metrizable. Luego, como
GLn(R) ⊂ Mn(R), entonces GLn(R) es un espacio topolo´gico metrizable y por tanto, tam-
bie´n es de Hausdorff.
Verifiquemos que la aplicacio´n de GLn(R)×GLn(R) a GLn(R) enviando (a, b) 7→ ab es una
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aplicacio´n continua. Si a, b ∈ GLn(R) con a = (aij) y b = (bij), entonces el (i, j)-e´simo
elemento de ab es
cij =
n∑
k=1
aikbkj,
la cual es una combinacio´n lineal de nu´meros reales. Por lo tanto, dicha aplicacio´n es continua.
So´lo falta verificar que la aplicacio´n de GLn(R) a GLn(R) enviando a 7→ a−1 es continua.
Sea a = (aij) ∈ GLn(R). Recordemos que el determinante de una matriz a, det a, siempre
nos da un nu´mero real, entonces el determinante es una funcio´n continua. Adema´s, sea Mij
la submatriz de a de taman˜o (n−1)×(n−1), obtenida al eliminar la i-e´sima fila y la j-e´sima
columna de a. El determinante, det(Mij), se denomina el menor de aij. El cofactor Aij se
define como
Aij = (−1)i+j det(Mij).
Luego, la la matriz adjunta de a, adj(a), es la matriz cuyo (i, j)-e´simo elemento es el cofactor
Aji de aji, es decir,
adj(a) = (Aji) = (Aij)
>.
Es decir que, la matriz adj(a) es obtenida a partir del determinante de a, el cual sabemos que
es una funcio´n continua. Como a ∈ GLn(R), entonces det(a) 6= 0, de esta forma, la funcio´n
f : GLn(R)→ GLn(R)
a 7→ a−1 = adj(a)
det(a)
es continua, por ser el cociente de funciones continuas.
Por lo tanto, GLn(R) es un grupo topolo´gico. Y como GLn(R) es un espacio topolo´gico
metrizable, diremos que es un grupo topolo´gico metrizable.
Definicio´n 4.1.26 Sea G un grupo topolo´gico. Decimos que H es un subgrupo topolo´gico
de G, si H es subgrupo de G con la topolog´ıa inducida por G.
Ejemplo 4.1.27 Sabemos que O(n), SL(n) y SO(n) son subgrupos del grupo GLn(R).
Ya que GLn(R) es un grupo topolo´gico, entonces O(n), SL(n) y SO(n) son subgrupos
topolo´gicos de GLn(R).
Definicio´n 4.1.28 Una accio´n grupal derecha o accio´n de un grupo topolo´gico G sobre
un espacio topolo´gico X, es una aplicacio´n continua de G×X a X enviando (g, x) 7→ x · g,
para todo g ∈ G y para todo x ∈ X, que satisface las siguientes propiedades
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(AG1) x · (g1g2) = (x · g1) · g2, para cada g1, g2 ∈ G, x ∈ X.
(AG2) x · e = x, para cada x ∈ X y donde e es la identidad en G.
Lema 4.1.29 El grupo topolo´gico SO(n) define una accio´n sobre Sn−1 mediante la multi-
plicacio´n de matrices a la derecha, es decir,
µ : SO(n)× Sn−1 → Sn−1
(k, x) 7→ xk,
donde k ∈ SO(n), x ∈ Sn−1 y consideramos x como un vector fila.
Demostracio´n:
Verifiquemos que se cumplen las propiedades de la Definicio´n 4.1.28. Sean k1, k2, 1n ∈ SO(n)
y x ∈ Sn−1.
Verificando que se cumple la propiedad (AG1).
x · (k1k2) = x(k1k2)
= (xk1)k2, donde xk1 ∈ Sn−1
x · (k1k2) = (x · k1) · k2, donde (xk1)k2 ∈ Sn−1.
Verificando que se cumple la propiedad (AG2).
x · 1n = x1n = x.
Resta probar la continuidad de µ, pero, dado que xk ∈ Sn−1 para cada k ∈ SO(n) y cada
x ∈ Sn−1, entonces µ es continua. Por lo tanto, SO(n) actu´a sobre Sn−1.

Definicio´n 4.1.30 Sea G un grupo topolo´gico y X un espacio pre-Hilbert (real o complejo).
Decimos que la accio´n de G sobre X es una accio´n unitaria si
〈k · x, k · y〉 = 〈x, y〉,
para cada k ∈ G y cada x, y ∈ X.
Definimos el producto interno usual en Sn−1 ⊂ Rn como
〈x, y〉 = xy>, para vectores fila x, y ∈ Sn−1,
podemos verificar que la accio´n del Lema 4.1.29 es unitaria, como demostraremos a conti-
nuacio´n.
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Lema 4.1.31 La accio´n de SO(n) sobre Sn−1 es unitaria.
Demostracio´n:
Sea k ∈ SO(n) y sean x, y ∈ Sn−1, entonces
〈k · x, k · y〉 = 〈xk, yk〉
= xk(yk)>
= xk k>y>
= x(kk>)y>
= x(1n)y
>, ya que k ∈ SO(n)
= xy>
〈k · x, k · y〉 = 〈x, y〉.
Por lo tanto, la accio´n de SO(n) sobre Sn−1 es unitaria.

Observemos que para cualquier k ∈ O(n) tenemos que
(det k)2 = det k> det k = det(k>k) = det 1n = 1.
Por lo tanto, det k = ±1.
Definicio´n 4.1.32 Una accio´n de un grupo topolo´gico G sobre un espacio topolo´gico X, se
dice que es transitiva si, para cada x, y ∈ X existe un elemento g ∈ G tal que (g, x) 7→
x · g = y.
A continuacio´n, uno de los resultados importantes de esta seccio´n.
Lema 4.1.33 La accio´n de SO(n) sobre Sn−1 es transitiva.
Demostracio´n:
Probaremos que, dado x ∈ Sn−1 existe k ∈ SO(n) tal que e1k = x, donde e1, e2, . . . , en
es la base esta´ndar de Rn y ei ∈ Sn−1, para cada i = 1, 2, . . . , n.
Primero, calculemos e1k
e1k = x
⇒ (1 0 . . . 0)

k11 k12 . . . k1n
k21 k22 . . . k2n
...
...
. . .
...
kn1 kn2 . . . knn
 = (x1 x2 . . . xn)
⇒ (k11 k12 . . . k1n) = (x1 x2 . . . xn) .
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Es decir, construimos k ∈ SO(n) de modo que la primer fila de k es x. De hecho, completamos
x para una R-base B = {x, x2, . . . , xn} de Rn.
Como k es ortogonal s´ı y so´lo s´ı las filas (y columnas) de k forman un conjunto ortonormal
de vectores en Rn, entonces necesitamos ortonormalizar la base B. Para ello usaremos el
proceso de ortonormalizacio´n de Gram-Schmidt ana´logo a como se hizo en el Lema 2.1.17,
resultando as´ı una base ortonormal B⊥ = {x, u2, . . . , un} (ya que x = u1) de Rn. Ahora,
basta considerar
u1 =
(
k11 k12 . . . k1n
)
=
(
x1 x2 . . . xn
)
= x,
ui =
(
ki1 ki2 . . . kin
)
, para i = 2, . . . , n,
como las filas de k. As´ı, hemos construido k de tal manera que e1k = x. Por u´ltimo, para
que dicha k este´ en SO(n), el determinante debe de ser 1. Para asegurarse de que sea 1,
reemplace un por −un de ser necesario. Esto no cambia el hecho que e1k = x, dando as´ı la
transitividad.

Definicio´n 4.1.34 Sea G un grupo topolo´gico que actu´a sobre un espacio topolo´gico X.
Sea x ∈ X, definimos el subgrupo de isotrop´ıa de G inducido por x, escrito como Gx,
como
Gx = {g ∈ G | (g, x) 7→ x · g = x} .
Verifiquemos que Gx es un subgrupo de G, es decir, que cumple con las propiedades de la
Definicio´n 4.1.13. Sean g, g1, g2 ∈ G y e la unidad de G.
Verificando que se cumple la propiedad (SG1).
g1, g2 ∈ Gx ⇒ (g1g2, x) 7→ x · (g1g2)
= (x · g1) · g2
= x · g2, ya que g1 ∈ Gx
⇒ (g1g2, x) 7→ x, ya que g2 ∈ Gx.
As´ı, g1g2 ∈ Gx.
Verificando que se cumple la propiedad (SG2).
g ∈ Gx y e ∈ G⇒ (e, x) 7→ x · e = x
= x · (gg−1), ya que e = gg−1 = g−1g
= (x · g) · g−1
= x · g−1, ya que g ∈ Gx
⇒ (g1g2, x) 7→ x.
As´ı, g−1 ∈ Gx. Por lo tanto, Gx es un subgrupo de G.
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Lema 4.1.35 Si G un grupo topolo´gico que actu´a sobre un espacio topolo´gico X de manera
transitiva, entonces todos los subgrupos de isotrop´ıa son isomorfos entre s´ı.
Demostracio´n:
Sean x, y ∈ X. El subgrupo de isotrop´ıa de x e y son
Gx = {g ∈ G | (g, x) 7→ x · g = x}
Gy = {h ∈ G | (h, y) 7→ y · h = y} ,
respectivamente. Antes, demostremos que Gx y Gy son conjugados, es decir que Gy =
k−1Gxk, donde k ∈ G. Como G actu´a de manera transitiva sobre X, entonces existe k ∈ G
tal que x · k = y. Observemos que
h ∈ Gy ⇔ y · h = y
⇔ (x · k) · h = x · k
⇔ x · (kh) = x · k
⇔ [x · (kh)] · k−1 = x
⇔ x · (khk−1) = x
⇔ khk−1 ∈ Gx
⇔ h ∈ k−1Gxk.
Por lo tanto, Gy = k
−1Gxk. De este resultado, se deduce adema´s que Gx = kGyk−1. Ahora,
basta considerar
ϕ : Gx → Gy ψ : Gy → Gx
g  ϕ(g) = kgk−1 h ψ(h) = k−1hk.
Verifiquemos que ϕ es un homomorfismo. Sean g1g2 ∈ Gx y e la unidad en G, entonces
ϕ(g1g2) = k(g1g2)k
−1
= kg1(e)g2k
−1
= kg1(k
−1k)g2k−1
= (kg1k
−1)(kg2k−1)
ϕ(g1g2) = ϕ(g1)ϕ(g2).
Por lo que ϕ es un homomorfismo. De forma ana´loga se verifica que ψ es un homomorfismo.
Ahora, observemos que
(ϕ ◦ ψ)(h) = ϕ(ψ(h)) = ϕ(k−1hk) = k(k−1hk)k−1 = h
(ψ ◦ ϕ)(g) = ψ(ϕ(g)) = ψ(kgk−1) = k−1(kgk−1)k = g.
Es decir, ψ = ϕ−1. De manera que ϕ es biyectiva y por tanto, ϕ es un isomorfismo.

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Ahora, por el Lema 4.1.33, sabemos que el grupo topolo´gico SO(n) define una accio´n tran-
sitiva sobre la esfera Sn−1. As´ı, por el Lema 4.1.35, sabemos que todos los subgrupos de
isotrop´ıa son isomorfos entre s´ı, de manera que, elegimos calcular el subgrupo de isotrop´ıa
de en = (0, 0, . . . , 1) ∈ Sn−1, el u´ltimo vector de la base esta´ndar, definido como sigue
SO(n)en = {k ∈ SO(n) | (k, en) 7→ en · k = en} . (4.1)
Definicio´n 4.1.36 Sean X e Y espacios topolo´gicos; sea f : X → Y una biyeccio´n. Si la
funcio´n f y la funcio´n inversa f−1 : Y → X son continuas, entonces f se dice que es un
homeomorfismo.
Corolario 4.1.37 Podemos escribir el subgrupo de isotrop´ıa de en de la ecuacio´n (4.1) como
SO(n)en =
{
k =
(
A 0
0 1
) ∣∣∣∣ A ∈ SO(n− 1), en · k = en} ≈ SO(n− 1).
Demostracio´n:
Para k ∈ SO(n) tenemos que
enk = en
⇒ (0 0 . . . 1)

k11 k12 . . . k1n
k21 k22 . . . k2n
...
...
. . .
...
kn1 kn2 . . . knn
 = (0 0 . . . 1)
⇒ (kn1 kn2 . . . knn) = (0 0 . . . 1.) .
Luego, como k ∈ SO(n) s´ı y so´lo s´ı las filas y columnas forman una base ortonormal de Rn,
entonces significa que k tiene la forma
k =

k11 k12 . . . k1(n−1) 0
k21 k22 . . . k2(n−1) 0
...
...
. . .
...
...
k(n−1)1 k(n−1)2 . . . k(n−1)(n−1) 0
0 0 . . . 0 1
 ,
adema´s, por la propiedad de ortonormalidad de k, para
ki =
(
ki1 ki2 . . . ki(n−1) kin
)
, para i = 1, 2, . . . , (n− 1) y donde kin = 0
en =
(
0 0 . . . 0 1
)
=
(
kn1 kn2 . . . kn(n−1) knn
)
= kn,
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tenemos que
〈ki, kj〉 =
(
ki1 ki2 . . . ki(n−1) kin
)

kj1
kj2
...
kj(n−1)
kjn

=
n∑
r=1
kirkjr
⇒ 〈ki, kj〉 =
{
1 si i = j
0 si i 6= j,
y tambie´n
〈en, ki〉 =
(
0 0 . . . 0 1
)

k1
ki2
...
ki(n−1)
kin
 = 0, ya que i 6= n.
Ahora, si a k le quitamos la u´ltima fila y columna, obtenemos una matriz A de la forma
A =

k11 k12 . . . k1(n−1)
k21 k22 . . . k2(n−1)
...
...
. . .
...
k(n−1)1 k(n−1)2 . . . k(n−1)(n−1)
 ,
tal que, para
k′i =
(
ki1 ki2 . . . ki(n−1)
)
, para i = 1, 2, . . . , (n− 1),
tenemos que
〈k′i, k′j〉 =
(
ki1 ki2 . . . ki(n−1)
)

kj1
kj2
...
kj(n−1)

=
n−1∑
r=1
kirkjr
=
n−1∑
r=1
kirkjr + kinkjn , ya que kinkjn = 0 · 0 = 0
=
n∑
r=1
kirkjr
〈k′i, k′j〉 = 〈ki, kj〉
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⇒ 〈k′i, k′j〉 =
{
1 si i = j
0 si i 6= j.
De manera que las filas de A son ortonormales y forman una base de Rn−1, y por tanto
A ∈ O(n− 1). Para que A ∈ SO(n− 1), reemplace k′n−1 por −k′n−1 de ser necesario. De esta
forma, podemos redefinir SO(n)en de la ecuacio´n (4.1) como
SO(n)en =
{
k =
(
A 0
0 1
) ∣∣∣∣ A ∈ SO(n− 1), en · k = en} ≈ SO(n− 1).

Definicio´n 4.1.38 Sea G un grupo topolo´gico que actu´a sobre un espacio topolo´gico X.
Para x ∈ X, definimos la o´rbita de x mediante
Gx = {x · g | g ∈ G} .
Observemos que, si G actu´a transitivamente sobre X, entonces la o´rbita de x ∈ X genera
todo el espacio X, es decir, Gx = X. Verifiquemos este hecho por doble inclusio´n.
Gx ⊆ X. Esto se deduce inmediatamente de la definicio´n de o´rbita de x.
X ⊆ Gx. Sea y ∈ X. Por hipo´tesis, sabemos que la accio´n es transitiva, es decir, que
existe g ∈ G tal que x · g = y. Esto u´ltimo, significa que y ∈ Gx. De manera que
X ⊆ Gx.
Por lo tanto, Gx = X.
De la observacio´n anterior y por el Lema 4.1.33, sabemos que, la o´rbita de x ∈ Sn−1 es
SO(n)x = {x · k | k ∈ SO(n)} = Sn−1. (4.2)
Definicio´n 4.1.39 Sean X, Y espacios topolo´gicos y f : X → Y una aplicacio´n continua e
inyectiva. Sea Z = f(X), considerado como subespacio de Y ; entonces, la funcio´n g : X → Z
obtenida al restringir el rango de f , es biyectiva. Si ocurre que g es homeomorfismo de X
con Z (es decir, si adema´s g−1 : Z → X es continua), decimos que la aplicacio´n f : X → Y
es un embebimiento de X en Y .
Definicio´n 4.1.40 Sean (X,T ) un espacio topolo´gico, Y un subconjunto de X y p : X → Y
una aplicacio´n sobreyectiva. Entonces
U = {U ∈P(Y ) | p−1(U) ∈ T }
es una topolog´ıa sobre Y , y es llamada topolog´ıa cociente sobre Y inducida por p. El
espacio topolo´gico (Y,U ) es llamado espacio cociente de X y la aplicacio´n p es llamada
aplicacio´n cociente. La aplicacio´n p es continua y adema´s U es la topolog´ıa ma´s fina
sobre Y para la cual p es continua.
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Proposicio´n 4.1.41 Si G es un grupo topolo´gico actuando sobre el espacio de Hausdorff
X, Gx es el grupo de isotrop´ıa en x y Gx la o´rbita de x, entonces la aplicacio´n
φ : G/Gx → Gx
gGx 7→ x · g,
es un homeomorfismo.
Demostracio´n:
Probando que φ esta bien definida. Sean x · g1, x · g2 ∈ G tales que g1Gx = g2Gx, entonces
g1g
−1
2 ∈ Gx
⇒ x · (g1g−12 ) = x
⇒ x · g1 = x · g2
⇒ φ(g1Gx) = φ(g2Gx),
as´ı, φ esta´ bien definida.
Probando que φ es inyectiva. Sean g1Gx, g2Gx ∈ G/Gx tales que x · g1 = x · g2, entonces
x = x · (g2g−11 )
⇒ g2g−11 ∈ Gx
⇒ g2Gx = g1Gx,
as´ı, φ es inyectiva.
Probando que φ es sobreyectiva. Sea x · g ∈ Gx. Basta tomar gGx ∈ G/Gx tal que
φ(gGx) = x · g,
as´ı, φ es sobreyectiva. Por lo tanto, φ es biyectiva.
Probado que φ es continua. Sea U abierto en X, entonces U ∩Gx es abierto en Gx, as´ı que
φ−1(U ∩Gx) = {gGx | x · g ∈ U ∩Gx} = {gGx | x · g ∈ U} . (4.3)
La u´ltima igualdad de conjuntos es cierta, porque todo elemento de la forma x · g vive en
Gx, as´ı que si tiene la forma x · g ya esta´ en Gx y por eso se puede omitir.
Sea p la aplicacio´n cociente de G sobre G/Gx, es decir,
p : G→ G/Gx
g 7→ gGx,
entonces
p−1(φ−1(U ∩Gx)) = {g ∈ G | p(g) ∈ φ−1(U ∩Gx)}
= {g ∈ G | gGx ∈ φ−1(U ∩Gx)
}
p−1(φ−1(U ∩Gx)) = {g ∈ G | x · g ∈ U} , esto por (4.3).
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Sea µ la accio´n de G sobre X, es decir
µ : G×X → X
(g, x) 7→ x · g,
y sea µ|{x} : G × {x} → X definida por (g, x) 7→ x · g, es decir que, µ|{x} es la aplicacio´n
que nos genera la o´rbita de x. Como µ es continua, entonces µ|{x} lo es. Consideremos la
aplicacio´n
pi1 : G→ G× {x}
g 7→ (g, x).
Es fa´cil verificar que pi1 es una funcio´n continua. Sea V un abierto enG, entoncesW = V×{x}
un abierto de G× {x}, de donde pi1(W ) = V , el cual es abierto en G. De esta forma, pi1 es
continua.
Ahora, basta tomar ψ = µ|{x} ◦ pi1 : G → X. Como ψ es una composicio´n de funciones
continuas, entonces es continua. As´ı
ψ−1(U) = {g ∈ G | x · g ∈ U}
es abierto en G, entonces p−1(φ−1(U ∩Gx)) es abierto en G, de donde φ−1(U ∩Gx) es abierto
en G/Gx por definicio´n de topolog´ıa cociente. Por lo tanto, φ es continua.
Como p es continua, sobreyectiva y G es compacto, entonces p(G) = G/Gx (ver Teorema
26.5 de [4, pa´g. 189]). Por hipo´tesis sabemos que X es de Hausdorff, y dado que Gx ⊆ X,
entonces Gx es de Hausdorff (ver Teorema 17.11 de [4, pa´g. 113]).
Como φ : G/Gx → Gx es biyectiva, continua, G/Gx compacto y Gx de Hausdorff, entonces
φ es un homeomorfismo (ver Teorema 26.6 de [4, pa´g 189]).

Lema 4.1.42 Demuestre que SO(n) es un grupo topolo´gico compacto.
Demostracio´n:
Como SO(n) ⊂ GLn(R) ⊂ Mn(R) ≈ Rn2 , entonces para demostrar que SO(n) es com-
pacto, basta demostrar que es cerrado y acotado. Consideremos SO(n) con la norma dada
por
‖a‖ =
√
Tr (a>a).
Sea a ∈ SO(n) una matriz arbitraria, entonces
‖a‖ =
√
Tr (a>a)
=
√
Tr (1n), ya que a ∈ SO(n)
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=√√√√ n∑
i=1
12
‖a‖ = √n,
por lo que SO(n) es acotado.
Para probar que SO(n) es cerrado, antes probaremos que O(n) y SL(n) son cerrados. Como
GLn(R) es un grupo topolo´gico metrizable, entonces GLn(R) es un espacio de Hausdorff.
Esta condicio´n es suficiente para afirmar que para cada a ∈ GLn(R), el conjunto {a} (visto
como un conjunto unipuntual) de GLn(R) es cerrado (ver Teorema 5.1 de [5, pa´g. 155]).
Ahora, consideremos la siguiente funcio´n
f : GLn(R)→ GLn(R)
a 7→ a>a,
la cual sabemos que es continua por el Ejemplo 4.1.25, y dado que {1n} es cerrado en GLn(R),
entonces f−1({1n}) = O(n) es cerrado en GLn(R).
Adema´s, sabemos que
g : GLn(R)→ R
a 7→ det(a)
es una funcio´n continua, entonces g−1{1} = SL(n) es cerrado en GLn(R). Por u´ltimo, como
SO(n) = O(n) ∩ SL(n), entonces SO(n) es cerrado, pues es la interseccio´n de dos cerrados.
Por lo tanto, SO(n) es compacto.

Sabemos que la esfera Sn−1 es un espacio de Hausdorff, dado que es un subespacio del espacio
de Hausdorff Rn. Como SO(n) es un grupo topolo´gico compacto (por Lema 4.1.42) que actu´a
sobre el espacio de Hausdorff Sn−1, entonces por la Proposicio´n 4.1.41 obtenemos el segundo
resultado importante de esta seccio´n, que es
Sn−1 ≈ SO(n)
SO(n− 1) .
Lema 4.1.43 Sea k ∈ SO(n), x ∈ Sn−1 y f una funcio´n continua en la esfera Sn−1. Enton-
ces, la fo´rmula
(k · f)(x) = f(xk),
define una accio´n de SO(n) sobre funciones continuas en la esfera Sn−1.
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Demostracio´n:
Verifiquemos que se cumplen las propiedades de la Definicio´n 4.1.28. Sean k1, k2, 1n ∈ SO(n)
y f una funcio´n continua en Sn−1.
Verificando que se cumple la propiedad (AG1).
((k1k2) · f)(x) = f(x(k1k2))
= f((xk1)k2)
= (k2 · f)(xk1)
((k1k2) · f)(x) = (k1 · (k2 · f))(x).
Verificando que se cumple la propiedad (AG2).
(1n · f)(x) = f(x1n) = f(x).
Dicha accio´n es continua, porque f es continua es Sn−1. Por lo tanto, dicha fo´rmula define
una accio´n de SO(n) sobre funciones continuas en la esfera Sn−1.

4.2. El Laplaciano esfe´rico SO(n)-invariante y funciones
homoge´neas positivas.
Para probar la existencia del operador Laplaciano en Sn−1 que sea SO(n)-invariante, usamos
el embebimiento (ver definicio´n 4.1.39) de la esfera Sn−1 en Rn. Para ello, primero probaremos
que el Laplaciano euclidiano habitual en Rn es SO(n)-invariante.
Definicio´n 4.2.1 Un operador lineal T es un operador tal que:
(OL1) El dominio D(T ) de T es un espacio vectorial y el rango R(T ) se encuentra en un
espacio vectorial sobre el mismo campo,
(OL2) Para todo x, y ∈ D(T ) y cualquier escalar α,
T (x+ y) = Tx+ Ty
T (αx) = αTx.
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Definicio´n 4.2.2 Consideremos α = (α1, . . . , αn), donde αi ∈ Z+0 para cada i = 1, . . . , n
y, sea |α| = α1 + · · · + αn = k. Un operador diferencial de orden k en n variables,
representado por L, es un operador lineal de la forma
L =
∑
|α|≤k
cα(x)D
α
donde cα(x) son funciones suaves y
Dα =
∂k
∂xα11 · · · ∂xαnn
.
Definicio´n 4.2.3 Una funcio´n propia de un operador lineal T , es una funcio´n f distinta
de cero en D(T ) que satisface
Tf = λf,
donde λ es un escalar y es llamado valor propio.
Ejemplo 4.2.4 Sea f : R → R definida por x 7→ e2x. Consideremos el operador diferencial
D = d
dx
, entonces
D(f(x)) = D(e2x) =
d
dx
e2x = 2e2x,
donde e2x es la funcio´n propia del operador diferencial D y λ = 2 es el valor propio.
Definicio´n 4.2.5 Definimos el operador Laplaciano en Rn como
∆ =
n∑
i=1
∂2
∂x2i
.
Le llamaremos simplemente Laplaciano.
Ejemplo 4.2.6 Calculemos el Laplaciano de
F (x, y) = r−3f(x, y),
donde r = (x2 + y2)1/2 y f(x, y) = x3− xy2. Calculando las primeras dos derivadas parciales
de r−3 con respecto a x,
∂(r−3)
∂x
=
∂(x2 + y2)−3/2
∂x
= (−3/2)(2x)(x2 + y2)−3/2−1
= −3x(x2 + y2)−5/2
∂(r−3)
∂x
= −3xr−5 = rx
⇒ ∂
2(r−3)
∂x2
=
∂(−3xr−5)
∂x
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= −3r−5 − 3x(−5/2)(2x)(x2 + y2)−7/2
= −3r−5 + 15x2(x2 + y2)−7/2
∂2(r−3)
∂x2
= −3r−5 + 15x2r−7 = rxx.
Es fa´cil ver que, las primeras dos derivadas parciales de r−3 con respecto a y son
ry = −3yr−5
ryy = −3r−5 + 15y2r−7.
Calculando las primeras dos derivadas parciales de f con respecto a x,
∂f
∂x
=
∂(x3 − xy2)
∂x
∂f
∂x
= 3x2 − y2 = fx
⇒ ∂
2f
∂x2
=
∂(x3 − xy2)
∂x
∂2f
∂x2
= 6x = fxx.
Calculando las primeras dos derivadas parciales de f con respecto a y,
∂f
∂y
=
∂(x3 − xy2)
∂x
∂f
∂x
= −2xy = fy
⇒ ∂
2f
∂y2
=
∂(−2xy)
∂y
∂2f
∂y2
= −2x = fyy.
Como
∂2F
∂x2
=
∂2(r−3f)
∂x2
=
∂
∂x
(
∂(r−3f)
∂x
)
=
∂(rxf + r
−3fx)
∂x
=
∂(rxf)
∂x
+
∂(r−3fx)
∂x
= rxxf + rxfx + rxfx + r
−3fxx
∂2F
∂x2
= rxxf + 2rxfx + r
−3fxx.
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De forma ana´loga para y, tenemos
∂2F
∂y2
= ryyf + 2ryfy + r
−3fyy.
Luego
∆F =
∂2F
∂x2
+
∂2F
∂y2
= rxxf + 2rxfx + r
−3fxx + ryyf + 2ryfy + r−3fyy
= (rxx + ryy)f + r
−3(fxx + fyy) + 2(rxfx + ryfy)
= (−3r−5 + 15x2r−7 − 3r−5 + 15y2r−7)f + r−3(6x− 2x)
+ 2[(−3xr−5)(3x2 − y2) + (−3yr−5)(−2xy)]
= [−6r−5 + 15r−7(x2 + y2)]f + 4r−3x
+ 2(−3r−5)[x(3x2 − y2) + y(−2xy)]
= (−6r−5 + 15r−7r2)f + 4r−3x+ 2(−3r−5)(3x3 − xy2 − 2xy2)
= (−6r−5 + 15r−5)f + 4r−3x+ 2(−3r−5)(3x3 − 3xy2)
= 9r−5f + 4r−3x+ 2(−3r−5)[3(x3 − xy2)]
= 9r−5f + 4r−3x+ 2(−3r−5)(3f)
= 9r−5f + 4r−3x− 18r−5f
∆F = −9r−5f + 4r−3x.
Lema 4.2.7 El Laplaciano ∆ es SO(n)-invariante, es decir,
∆((k · F )(x)) = (∆F )(x · k) = (k · (∆F ))(x),
donde F, x ∈ Rn y k ∈ SO(n).
Demostracio´n:
Podemos considerar k = (kst) ∈ O(n) donde s, t = 1, . . . , n, con (i, j)-e´sima entrada kij
y x ∈ Rn. Por lo que
x · k = (x1, . . . , xi, . . . , xn)

k11 . . . k1j . . . k1n
...
. . .
...
. . .
...
ki1 . . . kij . . . kin
...
. . .
...
. . .
...
kn1 . . . knj . . . knn

= (x1k11 + · · ·+ xiki1 + · · ·+ xnkn1, · · · ,
x1k1j + · · ·+ xikij + · · ·+ xnknj, · · · ,
x1k1n + · · ·+ xikin + · · ·+ xnknn)
=
(
n∑
i=1
xiki1, . . . ,
n∑
i=1
xikij, . . . ,
n∑
i=1
xikin
)
x · k =
(
. . . ,
n∑
i=1
xikij, . . .
)
.
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Entonces por el Lema (4.1.43), tenemos que
∆[(k · F )(x)] = ∆[F (x · k)]
=
∂2F (x · k)
∂x21
+ · · ·+ ∂
2F (x · k)
∂x2`
+ · · ·+ ∂
2F (x · k)
∂x2n
=
∂
∂x1
∂F
(
. . . ,
n∑
i=1
xikij, . . .
)
∂x1
+ · · ·+ ∂
∂x`
∂F
(
. . . ,
n∑
i=1
xikij, . . .
)
∂x`
+ · · ·
+
∂
∂xn
∂F
(
. . . ,
n∑
i=1
xikij, . . .
)
∂xn
=
∂
∂x1
[k11F1(x · k) + · · ·+ k1sFs(x · k) + · · ·+ k1nFn(x · k)] + · · ·+
∂
∂x`
[k`1F1(x · k) + · · ·+ k`sFs(x · k) + · · ·+ k`nFn(x · k)] + · · ·+
∂
∂xn
[kn1F1(x · k) + · · ·+ knsFs(x · k) + · · ·+ knnFn(x · k)] (4.4)
=
∂
∂x1
[
n∑
s=1
k1sFs(x · k)
]
+ · · ·+ ∂
∂x`
[
n∑
s=1
k`sFs(x · k)
]
+ · · ·
+
∂
∂xn
[
n∑
s=1
knsFs(x · k)
]
∆(k · F )(x) =
n∑
`=1
∂
∂x`
[
n∑
s=1
k`sFs(x · k)
]
,
donde Fs es la derivada parcial de F con respecto a su s-e´simo argumento. Tomando la
siguiente derivada. Calculando desde la ecuacio´n (4.4)
∆(k · F )(x) =
[
k11
∂
∂x1
F1(x · k) + · · ·+ k1s ∂
∂x1
Fs(x · k) + · · ·+ k1n ∂
∂x1
Fn(x · k)
]
+ · · ·+[
k`1
∂
∂x`
F1(x · k) + · · ·+ k`s ∂
∂xl
Fs(x · k) + · · ·+ k`n ∂
∂xl
Fn(x · k)
]
+ · · ·+[
kn1
∂
∂xn
F1(x · k) + · · ·+ kns ∂
∂xn
Fs(x · k) + · · ·+ knn ∂
∂xn
Fn(x · k)
]
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∆(k · F )(x) = [k11(k11F11(x · k) + · · ·+ k1tF1t(x · k) + · · ·+ k1nF1n(x · k)) + · · ·+
k1s(k11Fn1(x · k) + · · ·+ k1tFst(x · k) + · · ·+ k1nFsn(x · k)) + · · ·+
k1n(k11Fn1(x · k) + · · ·+ k1tFnt(x · k) + · · ·+ k1nFnn(x · k))] + · · ·+
[k`1(k`1F11(x · k) + · · ·+ k`tF1t(x · k) + · · ·+ k`nF1n(x · k)) + · · ·+
k`s(k`1Fs1(x · k) + · · ·+ k`tFst(x · k) + · · ·+ k`nFsn(x · k)) + · · ·+
k`n(k`1Fn1(x · k) + · · ·+ k`tFnt(x · k) + · · ·+ k`nFnn(x · k))] + · · ·+
[kn1(kn1F11(x · k) + · · ·+ kntF1t(x · k) + · · ·+ knnF1n(x · k)) + · · ·+
kns(kn1Fs1(x · k) + · · ·+ kntFst(x · k) + · · ·+ knnFsn(x · k)) + · · ·+
knn(kn1Fn1(x · k) + · · ·+ kntFnt(x · k) + · · ·+ knnFnn(x · k))]
= [(k11k11F11(x · k) + · · ·+ k`1k`1F11(x · k) + · · ·+ kn1kn1F11(x · k)) + · · ·+
(k1sk11Fs1(x · k) + · · ·+ k`sk`1Fs1(x · k) + · · ·+ knskn1Fs1(x · k)) + · · ·+
(k1nk11Fn1(x · k) + · · ·+ k`nk`1Fn1(x · k) + · · ·+ knnkn1Fn1(x · k))] + · · ·+
[(k11k1tF1t(x · k) + · · ·+ k`1k`tF1t(x · k) + · · ·+ kn1kntF1t(x · k)) + · · ·+
(k1sk1tFst(x · k) + · · ·+ k`sk`tFst(x · k) + · · ·+ knskntFst(x · k)) + · · ·+
(k1nk1tFnt(x · k) + · · ·+ k`nk`tFnt(x · k) + · · ·+ knnkntFnt(x · k))] + · · ·+
[(k11k1nF1n(x · k) + · · ·+ k`1k`nF1n(x · k) + · · ·+ kn1knnF1n(x · k)) + · · ·+
(k1sk1nFsn(x · k) + · · ·+ k`sk`nFsn(x · k) + · · ·+ knsknnFsn(x · k)) + · · ·+
(k1nk1nFnn(x · k) + · · ·+ k`nk`nFnn(x · k) + · · ·+ knnknnFnn(x · k))]
=
n∑
`=1
[(k`1k`1F11(x · k) + · · ·+ k`sk`1Fs1(x · k) + · · ·+ k`nk`1Fn1(x · k)) + · · ·+
(k`1k`tF1t(x · k) + · · ·+ k`sk`tFst(x · k) + · · ·+ k`nk`tFnt(x · k)) + · · ·+
(kl1k`nF1n(x · k) + · · ·+ k`sk`nFsn(x · k) + · · ·+ k`nk`nFnn(x · k))]
∆(k · F )(x) =
n∑
`=1
n∑
s=1
[k`sk`1Fs1(x · k) + · · ·+ k`sk`tFst(x · k) + · · ·+ k`sk`nFsn(x · k)]
Por lo tanto,
∆(k · F )(x) =
n∑
`=1
n∑
s=1
n∑
t=1
k`sk`tFst(x · k),
as´ı, intercambiando el orden de los sumandos, tendremos que
∆(k · F )(x) =
n∑
s,t=1
n∑
`=1
k`sk`tFst
(
. . . ,
n∑
i=1
xikij, . . .
)
. (4.5)
Ya que k = (kst), entonces k
> = (kts), donde t, s = 1, . . . , n. Sea k′st el (s, t)-e´simo elemento
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de k>k, el cual es
k′st =
n∑
`=1
k`sk`t,
y como k ∈ O(n), entonces k>k = 1n, de manera que
k′st =
n∑
`=1
k`sk`t =
{
1, si s = t
0, si s 6= t,
as´ı, en la ecuacio´n (4.5) tenemos
n∑
s=1
Fss
(
. . . ,
n∑
i=1
xikij, . . .
)
= (∆F )(xk).
Por lo tanto, para F, x ∈ Rn y k ∈ O(n) tenemos que
∆((k · F )(x)) = (∆F )(x · k) = (k · (∆F ))(x),
donde la u´ltima igualdad la obtenemos por el Lema 4.1.43. Por lo tanto, el lema tambie´n
debe de cumplirse para k ∈ SO(n).

Definicio´n 4.2.8 Una funcio´n F : Rn → C es homoge´nea de grado s ∈ R si, para cada
t ∈ R y para cada x ∈ Rn se cumple que
F (tx) = tsF (x).
Ejemplo 4.2.9 Si consideramos la funcio´n lineal f : V → W donde V y W son espacios
vectoriales reales, entonces para cada t ∈ R tenemos que
f(tx) = tf(x),
es decir que, f es una funcio´n homoge´nea de grado 1.
Definicio´n 4.2.10 Una funcio´n F : Rn → C es homoge´nea positiva de grado s ∈ R si,
para todo t > 0 y para todo x ∈ Rn se cumple que
F (tx) = tsF (x).
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Ejemplo 4.2.11 Considere la funcio´n f : R → R definida por x 7→ n√x, donde n ∈ N.
Entonces, para t > 0 tenemos
f(tx) =
n
√
tx =
n
√
t n
√
x =
n
√
tf(x),
de esta forma, f es una funcio´n homoge´nea positiva de grado 1
n
.
Corolario 4.2.12 Si F : Rn → C es una funcio´n homoge´nea positiva de grado s sobre Rn,
entonces ∆F es homoge´nea positiva de grado s− 2 sobre Rn.
Demostracio´n:
Sea t > 0. Por hipo´tesis sabemos que F (x) una funcio´n homoge´nea positiva de grado s
sobre Rn, entonces
F (tx) = tsF (x)
⇒ ∂F (tx)
∂xj
=
∂(tsF (x))
∂xj
⇒ t∂F (tx)
∂xj
= ts
∂F (x)
∂xj
⇒ ∂F (tx)
∂xj
= ts−1
∂F (x)
∂xj
, ya que t > 0
⇒ ∂
2F (tx)
∂x2j
= ts−1
∂2F (x)
∂x2j
⇒ t∂
2F (tx)
∂x2j
= ts−1
∂2F (x)
∂x2j
⇒ ∂
2F (tx)
∂x2j
= ts−2
∂2F (x)
∂x2j
, ya que t > 0,
de manera que
∆F (tx) =
n∑
j=1
∂2F (tx)
∂x2j
= ts−2
n∑
j=1
∂2F (x)
∂x2j
= ts−2∆F (x).
Por lo tanto, ∆F es homoge´nea positiva de grado s− 2 sobre Rn.

Corolario 4.2.13 Sea f una funcio´n en Sn−1. Creamos una funcio´n F en Rn−{0} a partir
de f de la siguiente forma
F (x) = f(x/‖x‖), donde ‖x‖ =
(
n∑
i=1
x2i
) 1
2
.
Demuestre que F es homoge´nea positiva de grado 0. Decimos que F es la funcio´n norma-
lizada de f .
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Demostracio´n:
Sea t > 0, entonces
F (tx) = f(tx/‖tx‖)
= f(tx/t‖x‖), dado que t > 0
= f(x/‖x‖)
= F (x)
F (tx) = t0F (x).
Por lo tanto, F es homoge´nea positiva de grado 0.

Hacemos que F (x) = f(x/‖x‖) sea homoge´nea positiva de grado 0, en lugar de hacer
‖x‖sf(x/‖x‖) de grado s. Por lo tanto, las funciones constantes en la esfera Sn−1, se convier-
ten en funciones constantes en Rn − {0}, y se vuelven cero aplica´ndoles cualquier operador
diferencial. La funcio´n normalizada F en Rn − {0} de f en Sn−1 conmuta con la accio´n de
SO(n), porque
F (xk) = f(xk/‖xk‖)
= f((x/‖x‖)k), ya que la accio´n es unitaria por Lema 4.1.31
F (xk) = (k · f)(x/‖x‖).
Definicio´n 4.2.14 Sea F la funcio´n normalizada de f , como en el Corolario 4.2.13. Defini-
mos al Laplaciano esfe´rico de f como
∆Sf = (∆F )|Sn−1 .
Ejemplo 4.2.15 Calculemos el Laplaciano esfe´rico a la funcio´n f del Ejemplo 4.2.6, es decir
f(x, y) = x3 − xy2.
Es fa´cil ver que f es una funcio´n homoge´nea positiva de grado 3. Luego, si r = (x2+y2)1/2 6= 0,
entonces
F (x, y) = f(x/r, y/r)
=
1
r3
f(x, y)
F (x, y) = r−3f(x, y).
Ahora, necesitamos calcular el Laplaciano euclidiano de F , pero por el Ejemplo 4.2.6, sabe-
mos que
∆F = −9r−5f + 4r−3x.
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Luego
∆Sf = (∆F )|S1
= (−9r−5f + 4r−3x)|S1
∆Sf = −9f + 4x, ya que r = 1 en S1.
De la definicio´n, esta´ claro que
∆S f = (∆F )|Sn−1
= (∆F )|Sn−1
= (∆F )|Sn−1
∆S f = ∆Sf.
La SO(n)-invarianza del Laplaciano esfe´rico se deduce de la SO(n)-invarianza del Laplaciano
habitual, para k ∈ SO(n)
∆S(k · f) = (∆(k · F ))|Sn−1
= (k · (∆F ))|Sn−1
∆S(k · f) = k · (∆F )|Sn−1 ,
dado que la restriccio´n a la esfera conmuta con SO(n), como lo hace F (x) = f(x/‖x‖). Por
lo tanto, ∆S es SO(n)-invariante.
A continuacio´n, una propiedad importante para funciones homoge´neas positivas.
Lema 4.2.16 Sea f una funcio´n homoge´nea positiva de grado s en Rn, entonces
n∑
i=1
xi
(
∂f
∂xi
)
= sf.
Esta identidad se le conoce como identidad de Euler.
Demostracio´n:
Sea t > 0. Por hipo´tesis tenemos que
f(tx) = ts f(x),
derivando con respecto a t y aplicando la regla de la cadena tenemos que
∂f(tx)
∂t
=
∂(ts f(x))
∂t
⇒
n∑
i=1
∂f(tx)
∂txi
∂(txi)
∂t
=
n∑
i=1
xi
(
∂f(tx)
∂txi
)
= sts−1f,
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as´ı, para t = 1 obtenemos
n∑
i=1
xi
(
∂f
∂xi
)
= sf.

En el siguiente lema, calculamos el Laplaciano esfe´rico de una funcio´n homoge´nea positiva
de grado s en Rn.
Lema 4.2.17 Para f homoge´nea positiva de grado s sobre Rn − {0}
∆(‖x‖−sf) = −s(s+ n− 2)‖x‖−(s+2)f + ‖x‖−s∆f.
Demostracio´n:
Sean r = ‖x‖ y fi la derivada parcial con respecto al i-e´simo argumento
∆(‖x‖−sf) = ∆((r2)− s2f)
=
n∑
i=1
∂2
∂x2i
((r2)−
s
2f)
=
n∑
i=1
∂
∂xi
(
−s
2
(2xi)(r
2)−(
s
2
+1)f + (r2)−
s
2fi
)
=
n∑
i=1
∂
∂xi
(−sxi(r2)−( s2+1)f + (r2)− s2fi)
=
n∑
i=1
[
−s(r2)−( s2+1)f + sxi
(s
2
+ 1
)
(2xi)(r
2)−(
s
2
+2)f − sxi(r2)−( s2+1)fi
−s
2
(2xi)(r
2)−(
s
2
+1)fi + (r
2)−
s
2fii
]
=
n∑
i=1
(−s(r2)−( s2+1)f + x2i s(s+ 2)(r2)−( s2+2)f − sxi(r2)−( s2+1)fi
−sxi(r2)−( s2+1)fi + (r2)− s2fii
)
∆(‖x‖−sf) =
n∑
i=1
(−s(r2)−( s2+1)f + x2i s(s+ 2)(r2)−( s2+2)f − 2s(r2)−( s2+1)(xifi) + (r2)− s2fii) ,
pero, por la identidad de Euler (Lema 4.2.16), para f homoge´nea positiva de grado s tenemos
n∑
i=1
xi
(
∂f
∂xi
)
=
n∑
i=1
xifi = sf,
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adema´s sabemos que
n∑
i=1
x2i = ‖x‖2 = r2,
entonces
∆(‖x‖−sf) = −ns(r2)−( s2+1)f + r2s(s+ 2)(r2)−( s2+2)f − 2s(r2)−( s2+1)(sf) + (r2)− s2∆f,
simplificando obtenemos
∆(‖x‖−sf) = −nsr−(s+2)f + s(s+ 2)r−(s+2)f − 2s2r−(s+2)f + r−s∆f
= −s[n− (s+ 2) + 2s]r−(s+2)f + r−s∆f, pero ‖x‖ = r
∆(‖x‖−sf) = −s(s+ n− 2)‖x‖−(s+2)f + ‖x‖−s∆f.

Ejemplo 4.2.18 Consideremos nuevamente, la funcio´n f del Ejemplo 4.2.6, es decir
f(x, y) = x3 − xy2.
Sabemos que f es una funcio´n homoge´nea positiva de grado 3. Luego, aplicando el Lema
4.2.17 para n = 2 y s = 3 tenemos
∆(r−3f) = −3(3 + 2− 2)r−(3+2)f + r−3∆f
= −9r−5 + r−3(4x)
∆(r−3f) = −9r−5 + 4r−3x.
Llegando al mismo resultado de ∆F del Ejemplo 4.2.6 como se esperaba.
Ejemplo 4.2.19 Calcule el Laplaciano esfe´rico de f(x) = x2i , el cuadrado de la i-e´sima
coordenada de x. Sabemos que f es una funcio´n homoge´nea de grado 2, es decir
F (x) = f(x/‖x‖) = ‖x‖−2f(x).
Luego, por el Lema 4.2.17 obtenemos
∆F (x) = ∆(‖x‖−2f) = −2n‖x‖−4f + ‖x‖−2∆f,
pero ∆f = 2, entonces
∆F (x) = ∆(‖x‖−2f) = −2n‖x‖−4f + 2‖x‖−2 = 2‖x‖−2(1− n‖x‖−2f).
Por u´ltimo, para ‖x‖ = 1 tenemos
∆Sf = (∆F )|Sn−1 = 2(1− nf).
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4.3. Polinomios armo´nicos.
Una vez que tenemos conocimiento de las funciones homoge´neas positivas de grado s, para
extender las funciones desde la esfera Sn−1 al espacio Rn, nos orientamos en ver co´mo se
comporta el Laplaciano esfe´rico.
Definicio´n 4.3.1 Una funcio´n f en Rn se dice que es una funcio´n armo´nica si
∆f =
n∑
i=1
∂2f
∂x2i
= 0.
Ejemplo 4.3.2 Consideremos la funcio´n f(x, y) = 5x− 3xy definida en R2. Como
∂2f
∂x2
=
∂
∂x
∂(5x− 3xy)
∂x
=
∂(5− 3y)
∂y
= 0 y,
∂2f
∂y2
=
∂
∂y
∂(5x− 3xy)
∂y
=
∂(−3x)
∂y
= 0,
as´ı, ∆f = 0. Por lo tanto f(x, y) = 5x− 3xy es una funcio´n armo´nica en R2.
Corolario 4.3.3 Para f homoge´nea positiva de grado s y armo´nica, la restriccio´n f |Sn−1 ,
es una funcio´n propia para ∆S,
∆S(f |Sn−1) = −s(s+ n− 2)(f |Sn−1), con valor propio −s(s+ n− 2).
Demostracio´n:
Como f es homoge´nea positiva de grado s entonces f(x/‖x‖) = ‖x‖−sf(x), para ‖x‖−1 > 0,
as´ı
∆S(f |Sn−1) = ∆f(x/‖x‖) = ∆(‖x‖−sf(x))
= −s(s+ n− 2)‖x‖−(s+2)f + ‖x‖−s∆f, por Lema 4.2.17
= −s(s+ n− 2)‖x‖−(s+2)f, ya que f es armo´nica ∆f = 0
∆S(f |Sn−1) = −s(s+ n− 2)(f |Sn−1), ya que ‖x‖ = 1 en Sn−1.
Por u´ltimo, como ∆S es un operador lineal entonces, por la Definicio´n 4.2.3, f |Sn−1 es una
funcio´n propia de ∆S con valor propio −s(s+ n− 2).

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Ejemplo 4.3.4 Consideremos f(x) = xi. Sabemos que f es una funcio´n homoge´nea positiva
de grado 1. Como ∆f = 0, entonces por el Corolario 4.3.3 tenemos
∆S(f |Sn−1) = (1− n)xi.
Ejemplo 4.3.5 Sea p(x, y) = ax2 + bxy+ cy2 + dx+ ey+ f un polinomio en R2. Determine
los coeficientes para los cuales ∆Sp = 0. Sean
p1 = ax
2 + bxy + cy2
p2 = dx+ ey
p3 = f,
es decir que
p = p1 + p2 + p3
∆Sp = ∆S(p1 + p2 + p3) = ∆
Sp1 + ∆
Sp2 + ∆
Sp3,
de manera que
∆Sp = 0⇔ ∆Sp1 = ∆Sp2 = ∆Sp3 = 0.
Observemos que p1, p2 y p3 son polinomios homoge´neos positivos de grado 2, 1 y 0 respecti-
vamente. Para p1, aplicamos el Lema 4.2.17, obteniendo
∆(‖x‖−2p1) = −4‖x‖−4p1 + ‖x‖−2∆p1,
luego, para ‖x‖ = 1 tenemos
∆Sp1 = (∆(‖x‖−2p1))|S1 = −4p1 + ∆p1,
pero ∆p1 = 2(a+ c), entonces
∆Sp1 = −4(ax2 + bxy + cy2) + 2(a+ c),
ahora, como ‖x‖ = 1, entonces y2 = 1− x2. De manera que
∆Sp1 = −4(ax2 + bxy + c(1− x2)) + 2(a+ c)
= −4((a− c)x2 + bxy + c) + 2(a+ c)
= −4(a− c)x2 − 4bxy − 4c+ 2a+ 2c
∆Sp1 = −4(a− c)x2 − 4bxy + 2(a− c)
⇒ ∆Sp1 = −4(a− c)x2 − 4bxy + 2(a− c) = 0,
s´ı y so´lo s´ı b = 0 y a = c. Ahora, como ∆p2 = 0, entonces por el Corolario 4.3.3 tenemos que
∆Sp2 = −p2
⇒ ∆Sp2 = −dx− ey = 0,
s´ı y so´lo s´ı d = e = 0. Por u´ltimo, sabemos que ∆Sp3 = 0. Por lo tanto, para que p sea un
polinomio armo´nico esfe´rico, debe de ser de la forma
p(x, y) = a(x2 + y2) + f.
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Definicio´n 4.3.6 Definimos el espacio vectorial complejo C[x1, . . . , xn], como el espacio
vectorial de polinomios en n variables con coeficientes en C, es decir,
C[x1, . . . , xn] =
{
p(x1, . . . , xn) =
k∑
i=0
ai
n∏
j=1
x
dji
j
∣∣∣∣∣ ai ∈ C, dij ∈ Z+0
}
.
Definicio´n 4.3.7 Decimos que un polinomio p ∈ C[x1, . . . , xn] es un polinomio homoge´neo
de grado d, si todos los monomios tienen el mismo grado.
Definicio´n 4.3.8 Definimos el espacio vectorial complejo C[x1, . . . , xn](d) de los polino-
mios homoge´neos de grado d ∈ Z+0 , como
C[x1, . . . , xn](d) =
{
p ∈ C[x1, . . . , xn]
∣∣∣∣∣
n∑
j=1
dji = d, para cada i = 0, . . . , k.
}
.
Lema 4.3.9 Si p ∈ C[x1, . . . , xn](d), con d ∈ Z+0 , entonces para todo λ > 0 tenemos
p(λx1, λx2, . . . , λxn) = λ
dp(x1, x2, . . . , xn).
Demostracio´n:
Sea p ∈ C[x1, . . . , xn](d), entonces
p(x1, . . . , xn) =
k∑
i=0
(
ai
n∏
j=1
x
dji
j
)
,
donde
n∑
j=1
dji = d, para cada i = 0, 1, . . . , k. Luego
p(λx1, λx2, . . . , λxn) =
k∑
i=0
(
ai
n∏
j=1
(λxj)
dji
)
=
k∑
i=0
ai
[
(λx1)
d1i (λx2)
d2i · · · (λxn)dni
]
=
k∑
i=0
ai
[
(λd1ix
d1i
1 )(λ
d2ix
d2i
2 ) · · · (λdnixdnin )
]
=
k∑
i=0
ai
[
(λd1iλd2i · · ·λdni )(xd1i1 xd2i2 · · ·xdnin )
]
=
k∑
i=0
ai
[
(λd1i+d2i+···+dni )
n∏
j=1
x
dji
j
]
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=
k∑
i=0
ai
[
λd
n∏
j=1
x
dji
j
]
, pues
n∑
j=1
dji = d, para cada i = 0, 1, . . . , k
= λd
k∑
i=0
(
ai
n∏
j=1
x
dji
j
)
p(λx1, λx2, . . . , λxn) = λ
dp(x1, x2, . . . , xn).

El lema anterior demuestra que un polinomio homoge´neo de grado d ∈ Z+0 es en realidad
una funcio´n homoge´nea positiva de grado d. Dichos polinomios homoge´neos son las funcio-
nes homoge´neas positivas ma´s manejables. Por lo que, nuestro intere´s es buscar polinomios
homoge´neos armo´nicos.
Corolario 4.3.10 Calcule la dimensio´n de C[x1, . . . , xn](d).
Demostracio´n:
La dimensio´n de C[x1, . . . , xn](d) se puede determinar, contando el nu´mero de monomios
n∏
j=1
x
dj
j , que satisfacen que
n∑
j=1
dj = d,
donde dj ∈ Z+0 para cada j = 1, . . . , n. De forma equivalente, podemos escribir mj = dj + 1
y pedir el nu´mero de soluciones enteras positivas para la ecuacio´n
n∑
j=1
mj = n+ d. (4.6)
Ahora, imaginemos d+n puntos en una fila. Cada solucio´n de la ecuacio´n (4.6), corresponde
a una forma de separar los d + n puntos insertado n − 1 barras en ciertos lugares. Ya que
hay n+ d− 1 posiciones para las barras, tenemos(
n+ d− 1
n− 1
)
formas posibles de colocar las barras. Las barras representan las formas en las que podemos
distribuir el grado d del monomio entre las n variables. Por lo tanto, tenemos que
dimC[x1, . . . , xn](d) =
(
n+ d− 1
n− 1
)
.

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Lema 4.3.11 Sea 〈., .〉 : C[x1, . . . , xn]× C[x1, . . . , xn]→ C definido por
〈p, q〉 = (q(∂)p(x))|x=0 ,
donde q(∂) significa reemplazar xi por ∂/∂xi en un polinomio y R|x=0 significa evaluar el
polinomio R en x = 0.
Demuestre que 〈., .〉 define un producto interno sobre C[x1, . . . , xn].
Demostracio´n:
Sabemos que los monomios
n∏
j=1
x
dj0
j , . . . ,
n∏
j=1
x
djk
j ∈ C[x1, . . . , xn]
forman una base del espacio vectorial complejo C[x1, . . . , xn]. As´ı, por simplicidad, conside-
raremos solamente monomios. Verificaremos que se cumplen las propiedades de la Definicio´n
PI. Sean α, β ∈ C y p, q, r ∈ C[x1, . . . , xn] tales que
p = p(x1, . . . , xn) =
n∏
j=1
x
bj
j
q = q(x1, . . . , xn) =
n∏
j=1
x
cj
j
r = r(x1, . . . , xn) =
n∏
j=1
x
dj
j .
Verificando que se cumple (IP1).
〈αp+ βq, r〉 = (r(∂) (αp+ βq)(x))|x=0
= (r(∂) (αp(x) + βq(x)))|x=0
= [r(∂)(αp(x)) + r(∂)(βq(x))]|x=0
= (αr(∂)p(x))|x=0 + (βr(∂)q(x))|x=0
= α(r(∂)p(x))|x=0 + β(r(∂)q(x))|x=0
〈αp+ βq, r〉 = α〈p, r〉+ β〈q, r〉.
Verificando que se cumple (IP3). Como
q =
n∏
j=1
x
cj
j
⇒ q(∂) =
n∏
j=1
∂cj
∂x
cj
j
= q(∂), ya que 1 = 1,
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luego
q(∂)p(x) =
(
n∏
j=1
∂cj
∂x
cj
j
)(
n∏
j=1
x
bj
j
)
⇒ q(∂)p(x) =
n∏
j=1
∂cj(x
bj
j )
∂x
cj
j
.
Ahora, analicemos los siguientes casos.
Caso 1. Supongamos que cj 6= bj para algu´n j = 1, . . . , n.
Caso 1.1. Supongamos que cj > bj, es decir que cj − bj > 0, entonces
q(∂)p(x) =
n∏
j=1
∂(cj−bj)(bj!)
∂x
(cj−bj)
j
q(∂)p(x) =
n∏
j=1
0, ya que la derivada de una constante es cero
⇒ q(∂)p(x) = 0
⇒ (q(∂)p(x))|x=0 = 0|x=0
⇒ (q(∂)p(x))|x=0 = 0 = 〈p, q〉.
Caso 1.2. Supongamos que bj > cj, es decir que bj − cj > 0, entonces
q(∂)p(x) =
n∏
j=1
(bjPcj)x
(bj−cj)
j , donde bjPcj =
bj!
(bj − cj)!
⇒ (q(∂)p(x))|x=0 =
n∏
j=1
(bjPcj)x
(bj−cj)
j
∣∣∣∣∣
x=0
=
n∏
j=1
0
⇒ (q(∂)p(x))|x=0 = 0 = 〈p, q〉.
Caso 2. Supongamos que cj = bj para cada j = 1, . . . , n, entonces
q(∂)p(x) =
n∏
j=1
∂cj(x
cj
j )
∂x
cj
j
q(∂)p(x) =
n∏
j=1
cj!
⇒ (q(∂)p(x))|x=0 =
n∏
j=1
cj!
∣∣∣∣∣
x=0
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⇒ (q(∂)p(x))|x=0 =
n∏
j=1
cj! = 〈p, q〉.
Es decir
〈p, q〉 =
n∏
j=1
∂cj(x
bj
j )
∂x
cj
j
∣∣∣∣∣
x=0
=
0, si algu´n cj 6= bj, para j = 1, . . . , nn∏
j=1
cj!, si cj = bj, para cada j = 1, . . . , n.
Verificando que se cumple (IP2).
〈q, p〉 = (p(∂)q(x))
∣∣∣
x=0
= (p(∂)q(x))
∣∣∣
x=0
= (p(∂)q(x))|x=0 = (p(∂)q(x))|x=0 , ya que 1 = 1
=
n∏
j=1
∂bj(x
cj
j )
∂x
bj
j
∣∣∣∣∣
x=0
=
0, si algu´n bj 6= cj, para j = 1, . . . , nn∏
j=1
bj!, si bj = cj, para cada j = 1, . . . , n, esto es por (IP3)
=
0, si algu´n cj 6= bj, para j = 1, . . . , nn∏
j=1
cj!, si bj = cj, para cada j = 1, . . . , n
=
n∏
j=1
∂cj(x
bj
j )
∂x
cj
j
∣∣∣∣∣
x=0
= (q(∂)p(x))|x=0
= (q(∂)p(x))|x=0 , ya que 1 = 1
〈q, p〉 = 〈p, q〉.
Por lo que 〈., .〉 define un producto interno sobre C[x1, . . . , xn]. Es decir, C[x1, . . . , xn] es un
espacio pre-Hilbert.

Corolario 4.3.12 Los monomios forman una base del espacio pre-Hilbert C[x1, . . . , xn].
Demostracio´n:
De la propiedad (IP3) del Lema 4.3.11 tenemos que, si
p = p(x1, . . . , xn) =
n∏
j=1
x
bj
j
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q = q(x1, . . . , xn) =
n∏
j=1
x
cj
j ,
entonces
〈p, q〉 =
0, si p 6= qn∏
j=1
cj!, si p = q.
Por lo tanto, los monomios forman una base ortogonal del espacio pre-Hilbert C[x1, . . . , xn].

Lema 4.3.13 Si f, g ∈ C[x1, . . . , xn], entonces se cumple la siguiente identidad
〈∆f, g〉 = 〈f, r2g〉,
donde r2 = x21 + · · ·+ x2n.
Demostracio´n:
Como en el Lema 4.3.11, consideraremos solamente monomios. Sean f, g ∈ C[x1, . . . , xn]
tales que
f = f(x1, . . . , xn) =
n∏
j=1
x
cj
j y g = g(x1, . . . , xn) =
n∏
j=1
x
dj
j .
Calculando 〈∆f, g〉. Sabemos que
∆f =
n∑
i=1
∂2f(x)
∂x2i
=
n∑
i=1
∂2
∂x2i
(
n∏
j=1
x
cj
j
)
∆f =
n∑
i=1
ci(ci − 1)x(ci−2)i
n∏
j=1
j 6=i
x
cj
j ,
adema´s
g(∂) =
n∏
j=1
∂dj
∂x
dj
j
,
por lo que
〈∆f, g〉 = (g(∂) ∆f(x))|x=0
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=(
n∏
j=1
∂dj
∂x
dj
j
) n∑
i=1
ci(ci − 1)x(ci−2)i
∏
j=1
j 6=i
x
cj
j

∣∣∣∣∣∣∣∣
x=0
=
 n∑
i=1
ci(ci − 1)∂
di(x
(ci−2)
i )
∂xdii
 n∏
j=1
j 6=i
∂dj
∂x
dj
j
n∏
j=1
j 6=i
x
cj
j


∣∣∣∣∣∣∣∣
x=0
=
 n∑
i=1
ci(ci − 1)∂
di(x
(ci−2)
i )
∂xdii
 n∏
j=1
j 6=i
∂dj(x
cj
j )
∂x
dj
j


∣∣∣∣∣∣∣∣
x=0
,
as´ı, por (IP3) del Lema 4.3.11 tenemos
〈∆f, g〉 =

0, si algu´n dj 6= cj, para j = 1, . . . , n (con j 6= i) o di 6= ci − 2
n∑
i=1
n∏
i=1
di!, si dj = cj, para cada j = 1, . . . , n (con j 6= i) y di = ci − 2.
Calculando 〈f, r2g〉. Como
r2g =
(
x21 + · · ·+ x2i + · · ·+ x2n
)( n∏
j=1
x
dj
j
)
= x21
(
n∏
j=1
x
dj
j
)
+ · · ·+ x2i
(
n∏
j=1
x
dj
j
)
+ · · ·+
(
n∏
j=1
x
dj
j
)
r2g =
n∑
i=1
x
(di+2)
i
n∏
j=1
j 6=i
x
dj
j
⇒ r2g(∂) =
n∑
i=1
∂(di+2)
∂x
(di+2)
i
n∏
j=1
j 6=i
∂dj
∂x
dj
j
,
luego
〈f, r2g〉 =

 n∑
i=1
∂(di+2)
∂x
(di+2)
i
n∏
j=1
j 6=i
∂dj
∂x
dj
j

(
n∏
j=1
x
cj
J
)
∣∣∣∣∣∣∣∣
x=0
140
= n∑
i=1
∂(di+2)(xcii )
∂x
(di+2)
i
 n∏
j=1
j 6=i
∂dj
∂x
dj
j
n∏
j=1
x
cj
j


∣∣∣∣∣∣∣∣
x=0
〈f, r2g〉 =
 n∑
i=1
∂(di+2)(xcii )
∂x
(di+2)
i
 n∏
j=1
j 6=i
∂dj(x
cj
j )
∂x
dj
j


∣∣∣∣∣∣∣∣
x=0
,
as´ı, por (IP3) del Lema 4.3.11 tenemos que
〈f, r2g〉 =

0, si algu´n dj 6= cj, para j = 1, . . . , n (con j 6= i) o di 6= ci − 2
n∑
i=1
n∏
i=1
di!, si dj = cj, para cada j = 1, . . . , n (con j 6= i) y di = ci − 2.
Por lo tanto,
〈∆f, g〉 = 〈f, r2g〉.

Definicio´n 4.3.14 Sea Hn(d) el espacio de polinomios homoge´neos armo´nicos de gra-
do d, es decir
Hn(d) =
{
p ∈ C[x1, . . . , xn](d)
∣∣ ∆p = 0} .
Lema 4.3.15 La aplicacio´n
∆ : C[x1, . . . , xn](d) → C[x1, . . . , xn](d−2)
es sobreyectiva. Los polinomios f ∈ Hn(d) son ortogonales a los polinomios r2g (con g ∈
C[x1, . . . , xn](d−2)) con respecto a 〈., .〉.
Demostracio´n:
Razonando por contradiccio´n. Supongamos que ∆ no es sobreyectiva. Como ∆ no es so-
breyectiva, entonces existe un polinomio no cero g ∈ C[x1, . . . , xn](d−2) tal que, es ortogonal
a la imagen de ∆. En particular, g debe de ser ortogonal a ∆f , con f = r2g ∈ C[x1, . . . , xn](d).
De manera que
〈∆f, g〉 = 0
⇒ 〈f, r2g〉 = 0, por Lema 4.3.13
⇒ 〈r2g, r2g〉 = 0, ya que f = r2g
⇒ r2g = 0, por (IP3) del Lema 4.3.11
⇒ g = 0, una contradiccio´n.
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Por lo tanto, ∆ debe de ser sobreyectiva.
Falta demostrar la segunda afirmacio´n. Sean f ∈ Hn(d) y g ∈ C[x1, . . . , xn](d−2), entonces
〈∆f, g〉 = 0, ya que ∆f = 0 por hipo´tesis
⇒ 〈f, r2g〉 = 0, por Lema 4.3.13,
de manera que f es ortogonal a r2g, donde g ∈ C[x1, . . . , xn](d−2).

Corolario 4.3.16 Demuestre que
C[x1, . . . , xn](d) = Hn(d) ⊕ r2Hn(d−2) ⊕ r4Hn(d−4) ⊕ . . .
Demostracio´n:
Por el Lema 4.3.11 sabemos que C[x1, . . . , xn](d) es un espacio pre-Hilbert de dimensio´n
finita. Como Hn(d) es un subespacio de C[x1, . . . , xn](d) y de la segunda afirmacio´n del Lema
4.3.15 tenemos que el espacio ortogonal a Hn(d) es r2C[x1, . . . , xn](d−2), entonces por el Lema
2.1.17 tenemos que
C[x1, . . . , xn](d) = Hn(d) ⊕ r2C[x1, . . . , xn](d−2).
Pero, C[x1, . . . , xn](d−2) tambie´n es un espacio pre-Hilbert de dimensio´n finita, entonces por
lo anterior, podemos escribir a C[x1, . . . , xn](d−2) como
C[x1, . . . , xn](d−2) = Hn(d−2) ⊕ r2C[x1, . . . , xn](d−4),
es decir que
C[x1, . . . , xn](d) = Hn(d) ⊕ r2
(Hn(d−2) ⊕ r2C[x1, . . . , xn](d−4))
C[x1, . . . , xn](d) = Hn(d) ⊕ r2Hn(d−2) ⊕ r4C[x1, . . . , xn](d−4),
as´ı, por recurrencia obtenemos que
C[x1, . . . , xn](d) = Hn(d) ⊕ r2Hn(d−2) ⊕ r4Hn(d−4) ⊕ . . .

Definicio´n 4.3.17 Decimos que un armo´nico esfe´rico es un polinomio en Hn(d) restrin-
gido a la esfera Sn−1.
Corolario 4.3.18 Los polinomios en C[x1, . . . , xn](d) restringidos a Sn−1 son iguales a com-
binaciones lineales de armo´nicos esfe´ricos.
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Demostracio´n:
Sea f ∈ C[x1, . . . , xn](d). Por el Corolario 4.3.16 tenemos que
f = fd + r
2fd−2 + r4fd−4 + . . . ,
donde fj ∈ Hn(j) para j ∈ Z+0 . Restringiendo a Sn−1 tenemos
f |Sn−1 = (fd + r2fd−2 + r4fd−4 + . . . )|Sn−1 = (fd + fd−2 + fd−4 + . . . )|Sn−1 ,
ya que r2 = 1 sobre Sn−1.

Corolario 4.3.19 Si f ∈ Hn(d), entonces
∆Sf = −d(d+ n− 2)f,
donde
λd = −d(d+ n− 2) = −
(
d+
n− 2
2
)2
+
(
n− 2
2
)2
,
λd = 0 s´ı y so´lo s´ı d = 0. Si d1 < d2, entonces λd2 < λd1 ≤ 0, y λd → −∞ cuando d→ +∞.
Demostracio´n:
Del Corolario 4.3.3 se deduce que si f ∈ Hn(d), entonces
∆Sf = −d(d+ n− 2)f.
Adema´s, ya que el grado d es no negativo, tenemos que
λd = −d(d+ n− 2) = −
(
d+
n− 2
2
)2
+
(
n− 2
2
)2
.
Esto implica que los valores propios λd = −d(d + n − 2) ≤ 0 y λd = 0 s´ı y so´lo s´ı d = 0.
Adema´s, cuando d → +∞, los valores propios λd → −∞. De hecho, si d1 < d2, entonces
λd2 < λd1 ≤ 0. Por lo tanto, los espacios Hn(d) se distinguen por sus valores propios para el
Laplaciano esfe´rico.

Corolario 4.3.20 La dimensio´n de Hn(d) es
dimHn(d) = dimC[x1, . . . , xn](d) − dimC[x1, . . . , xn](d−2) =
(
n+ d− 1
n− 1
)
−
(
n+ d− 3
n− 1
)
.
143
Demostracio´n:
Sabemos que
∆ : C[x1, . . . , xn](d) → C[x1, . . . , xn](d−2)
es una aplicacio´n lineal sobreyectiva. Entonces (ver Teorema 10.7 de [8, pa´g. 514])
dim (ker (∆)) + dim (∆(C[x1, . . . , xn](d−2))) = dimC[x1, . . . , xn](d).
Como
ker (∆) =
{
p ∈ C[x1, . . . , xn](d) |∆(p) = 0
}
= Hn(d),
y por Lema 4.3.15, sabemos que ∆ es sobreyectiva, entonces
dimHn(d) + dimC[x1, . . . , xn](d−2) = dimC[x1, . . . , xn](d)
⇒ dimHn(d) = dimC[x1, . . . , xn](d) − dimC[x1, . . . , xn](d−2).
Pero, del Corolario 4.3.10, sabemos que
dimC[x1, . . . , xn](d) =
(
n+ d− 1
n− 1
)
,
y para el espacio C[x1, . . . , xn](d−2) tenemos que
dimC[x1, . . . , xn](d−2) =
(
n+ (d− 2)− 1
n− 1
)
=
(
n+ d− 3
n− 1
)
.
Por lo tanto,
dimHn(d) =
(
n+ d− 1
n− 1
)
−
(
n+ d− 3
n− 1
)
.

Ejemplo 4.3.21 Calcular una base para H2(2). Por el Corolario 4.3.10 sabemos que la di-
mensio´n de C[x, y](2) es
dimC[x, y](2) =
(
2 + 2− 1
2− 1
)
=
(
3
1
)
= 3,
es decir que, la base para C[x, y](2) es
B =
{
x2, y2, xy
}
.
Luego, un polinomio p en C[x, y](2) tiene la forma
p(x, y) = a1x
2 + a2y
2 + a3xy,
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donde ai ∈ C para cada i = 1, 2, 3. Luego, para que p este´ en H2(2), debe ser que ∆p = 0, es
decir
∆p =
∂2p
∂x2
+
∂2p
∂y2
= 2a1 + 2a2 = 0,
s´ı y so´lo s´ı a2 = −a1. Es decir, para que p ∈ H2(2) debe de tener la forma
p(x, y) = a1x
2 − a1y2 + a3xy
p(x, y) = a1(x
2 − y2) + a3xy.
De manera que, una base para H2(2) es
B2(2) =
{
x2 − y2, xy}
con dimensio´n 2, como lo afirma el Corolario 4.3.20.
Ejemplo 4.3.22 Calcular una base para H3(2). Por el Corolario 4.3.10 sabemos que la di-
mensio´n de C[x, y, z](2) es
dimC[x, y, z](2) =
(
3 + 2− 1
3− 1
)
=
(
4
2
)
= 6,
es decir que, la base para C[x, y, z](2) es
B =
{
x2, y2, z2, xy, xz, yz
}
.
Luego, un polinomio p en C[x, y, z](2) tiene la forma
p(x, y, z) = a1x
2 + a2y
2 + a3z
2 + a4xy + a5xz + a4xy,
donde ai ∈ C para cada i = 1, . . . , 6. Luego, para que p este´ en H3(2), debe ser que ∆p = 0,
es decir
∆p =
∂2p
∂x2
+
∂2p
∂y2
+
∂2p
∂z2
= 2a1 + 2a2 + 2a3 = 0,
s´ı y so´lo s´ı a3 = −(a1 + a2). Es decir, para que p ∈ H3(2) debe de tener la forma
p(x, y, z) = a1x
2 + a2y
2 − (a1 + a2)z2 + a4xy + a5xz + a4xy
p(x, y, z) = a1(x
2 − z2) + a2(y2 − z2) + a4xy + a5xz + a6yz.
De manera que, una base para H3(2) es
B3(2) =
{
x2 − z2, y2 − z2, xy, xz, yz}
con dimensio´n 5, como lo afirma el Corolario 4.3.20.
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Ejemplo 4.3.23 Calcular una base para H2(3). Por el Corolario 4.3.10 sabemos que la di-
mensio´n de C[x, y](3) es
dimC[x, y](3) =
(
2 + 3− 1
2− 1
)
=
(
4
1
)
= 4,
es decir que, la base para C[x, y](3) es
B =
{
x3, y3, x2y, xy2
}
.
Luego, un polinomio p en C[x, y](3) tiene la forma
p(x, y) = a1x
3 + a2y
3 + a3x
2y + a4xy
2,
donde ai ∈ C para cada i = 1, . . . , 4. Como
∂p
∂x
= 3a1x
2 + 2a3xy + a4y
2
⇒ ∂
2p
∂x2
= 6a1x+ 2a3y,
y
∂p
∂y
= 3a2y
2 + a3x
2 + 2a4xy
⇒ ∂
2p
∂y2
= 6a2y + 2a4x.
Luego, para que p este´ en H2(3), debe ser que ∆p = 0, es decir
∆p =
∂2p
∂x2
+
∂2p
∂y2
= 6a1x+ 2a3y + 6a2y + 2a4x = 0,
es decir
3a1x+ a3y + 3a2y + a4x = 0
(3a1 + a4)x+ (3a2 + a3)y = 0,
de donde
3a1 + a4 = 0 y 3a2 + a3 = 0
⇒ a4 = −3a1 y a3 = −3a2.
Es decir, para que p ∈ H2(3) debe de tener la forma
p(x, y) = a1x
3 + a2y
3 − 3a2x2y − 3a1xy2
p(x, y) = a1(x
3 − 3xy2) + a2(y3 − 3x2y).
De manera que, una base para H3(2) es
B2(3) =
{
x3 − 3xy2, y3 − 3x2y}
con dimensio´n 2, como lo afirma el Corolario 4.3.20.
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Ejemplo 4.3.24 Calcular una base para H3(3). Por el Corolario 4.3.10 sabemos que la di-
mensio´n de C[x, y, z](3) es
dimC[x, y, z](3) =
(
3 + 3− 1
3− 1
)
=
(
5
2
)
= 10,
es decir que, la base para C[x, y, z](3) es
B =
{
x3, y3, z3, x2y, xy2, x2z, xz2, y2z, yz2, xyz
}
.
Luego, un polinomio p en C[x, y, z](3) tiene la forma
p(x, y, z) = a1x
3 + a2y
3 + a3z
3 + a4x
2y + a5xy
2 + a6x
2z + a7xz
2 + a8y
2z + a9yz
2 + a10xyz,
donde ai ∈ C para cada i = 1, . . . , 10. Como
∂p
∂x
= 3a1x
2 + 2a4xy + a5y
2 + 2a6xz + a7z
2 + a10yz
⇒ ∂
2p
∂x2
= 6a1x+ 2a4y + 2a6z,
∂p
∂y
= 3a2y
2 + a4x
2 + 2a5xy + 2a8yz + a9z
2 + a10xz
⇒ ∂
2p
∂y2
= 6a2y + 2a5x+ 2a8z,
∂p
∂z
= 3a3z
2 + a6x
2 + 2a7xz + a8y
2 + 2a9yz + a10xy
⇒ ∂
2p
∂z2
= 6a3z + 2a7x+ 2a9y.
Luego
∆p =
∂2p
∂x2
+
∂2p
∂y2
+
∂2p
∂z2
= 6a1x+ 2a4y + 2a6z + 6a2y + 2a5x+ 2a8z + 6a3z + 2a7x+ 2a9y
= (6a1 + 2a5 + 2a7)x+ (2a4 + 6a2 + 2a9)y + (2a6 + 2a8 + 6a3)z
∆p = 2(3a1 + a5 + a7)x+ 2(3a2 + a4 + a9)y + 2(3a3 + a6 + a8)z.
Para que p este´ en H3(3), debe ser que ∆p = 0, es decir
(3a1 + a5 + a7)x+ (3a2 + a4 + a9)y + (3a3 + a6 + a8)z = 0,
de donde
3a1 + a5 + a7 = 0 y 3a2 + a4 + a9 = 0 y 3a3 + a6 + a8 = 0
⇒ a5 = −(3a1 + a7) y a4 = −(3a2 + a9) y a6 = −(3a3 + a8).
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Por lo que, para que p ∈ H3(3) debe de tener la forma
p(x, y, z) = a1x
3 + a2y
3 + a3z
3 − (3a2 + a9)x2y − (3a1 + a7)xy2 − (3a3 + a8)x2z + a7xz2
+ a8y
2z + a9yz
2 + a10xyz
= a1(x
3 − 3xy2) + a2(y3 − 3x2y) + a3(z3 − 3x2z) + a7(xz2 − xy2) + a8(y2z − x2z)
+ a9(yz
2 − x2y) + a10xyz.
De manera que, una base para H3(3) es
B3(3) =
{
x3 − 3xy2, y3 − 3x2y, z3 − 3x2z, xz2 − xy2, y2z − x2z, yz2 − x2y, xyz}
con dimensio´n 7, como lo afirma el Corolario 4.3.20.
Lema 4.3.25 Sea f un vector propio para ∆S sobre la esfera Sn−1, con valor propio λ. Para
cualquier s ∈ C tal que −s(s+ n− 2) = λ, la funcio´n
F (x) = ‖x‖sf(x/‖x‖),
sobre Rn, es armo´nica.
Demostracio´n:
Por hipo´tesis, λ es un valor propio de ∆S, entonces
(∆f(x/‖x‖))|Sn−1 = λf(x/‖x‖)|Sn−1 ,
luego, para cualquier s ∈ C tal que λ = −s(s+ n− 2), tenemos que
(∆f(x/‖x‖))|Sn−1 = −s(s+ n− 2)f(x/‖x‖)|Sn−1 . (4.7)
Por construccio´n, la funcio´n F (x) = f(x/‖x‖) es homoge´nea positiva de grado 0. Sea t > 0,
entonces por el Corolario 4.2.12 tenemos que
∆F (tx) = t−2∆F (x)
t2∆F (tx) = ∆F (x)
t2∆f
(
tx
t‖x‖
)
= ∆f
(
x
‖x‖
)
, ya que t > 0
‖x‖2∆f
( ‖x‖x
‖x‖‖x‖
)
= ∆f
(
x
‖x‖
)
, tomando t = ‖x‖ > 0
⇒ ‖x‖2∆f(x/‖x‖) = ∆f(x/‖x‖),
donde x no necesariamente esta´ en Sn−1. Luego, por la ecuacio´n (4.7) tenemos que
‖x‖2∆f(x/‖x‖) = −s(s+ n− 2)f(x/‖x‖). (4.8)
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Dado que F es homoge´nea positiva de grado s, entonces por el Lema 4.2.17 tenemos
∆(‖x‖−sF (x)) = −s(s+ n− 2)‖x‖−(s+2)F (x) + ‖x‖−s∆F (x),
multiplicando por ‖x‖2 > 0, para x no necesariamente en Sn−1 tenemos
‖x‖2∆(‖x‖−sF (x)) = −s(s+ n− 2)‖x‖−sF (x) + ‖x‖−s+2∆F (x). (4.9)
Como F (x) = f(x/‖x‖) en la esfera, de las ecuaciones (4.8) y (4.9) tenemos
−s(s+ n− 2)‖x‖−sF (x) = −s(s+ n− 2)f(x/‖x‖)
= ‖x‖2∆f(x/‖x‖), por la ecuacio´n (4.8)
= ‖x‖2∆(‖x‖−sF (x)), ya que F = f en S
−s(s+ n− 2)‖x‖−sF (x) = −s(s+ n− 2)‖x‖−sF (x) + ‖x‖−s+2∆F (x),
cancelando te´rminos semejantes, obtenemos
0 = ‖x‖−s+2∆F (x),
as´ı F es armo´nico.

Definicio´n 4.3.26 Sean f y g dos funciones de valor real definidas en un conjunto X, donde
X esta´ contenido en el dominio de f y g. Si f y g esta´n definidas para todos los nu´meros
reales x ∈ X suficientemente grandes (x→∞) y si existen constantes c > 0 y x0 tales que
|f(x)| ≤ c|g(x)|, para cada x ≥ x0.
Entonces, se dice que f(x) es de orden O(g(x)). Donde el s´ımbolo O se lee como gran O
y llamamos a la estimacio´n anterior una O-estimacio´n (gran O estimacio´n) para f(x). La
constante c es llamada la O-constante y el rango x ≥ x0 es llamado el rango de validez
para la O-estimacio´n. Este hecho lo denotaremos por1
f  g.
Lo especial que tiene la notacio´n “O” (gran O) es que nos permite expresar, de manera
breve, concisa y precisa, la existencia de una constante, sin tener que escribir la constante.
A continuacio´n, mostramos algunas propiedades simples de la definicio´n anterior, pero que
nos sera´n de gran utilidad en secciones posteriores.
Lema 4.3.27 Sean f y g dos funciones definidas en un conjunto de nu´meros reales X, tal
que f y g esta´n definidas para todos los nu´meros x ∈ X suficientemente grandes (x→∞).
Si f  g, entonces βf  g para cada β > 0.
1La notacio´n “ ” fue introducida por Ivan Vinogradov como una alternativa a la notacio´n “O”.
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Demostracio´n:
Por hipo´tesis sabemos que f  g, entonces existen constantes c > 0 y x0, tales que
|f(x)| ≤ c |g(x)|, para x ≥ x0.
Sea β > 0, entonces
β |f(x)| ≤ β (c |g(x)|) , para x ≥ x0
⇒ |β f(x)| ≤ (βc) |g(x)|, para x ≥ x0
⇒ |(βf)(x)| ≤ k |g(x)|, para x ≥ x0 y βc = k > 0
⇒ βf  g.

Lema 4.3.28 Sean f y g dos funciones no negativas definidas en un conjunto de nu´meros
reales X, tal que f y g esta´n definidas para todos los nu´meros x ∈ X suficientemente grandes
(x→∞). Si f  g, entonces fα  gα para α ∈ [0, 1].
Demostracio´n:
Por hipo´tesis sabemos que f  g, entonces existen constantes c > 0 y x0, tales que
|f(x)| ≤ c |g(x)|, para x ≥ x0.
Sea α ∈ [0, 1], entonces
|f(x)|α ≤ (c |g(x)|)α, para x ≥ x0
⇒ |(f(x))α| ≤ cα|g(x)|α, para x ≥ x0
⇒ |fα(x)| ≤ k |(g(x))α|, para x ≥ x0 y cα = k > 0
⇒ |fα(x)| ≤ k |gα(x)|, para x ≥ x0
⇒ fα  gα.

Corolario 4.3.29 Sea dimHn(d), con d ∈ Z+0 y n ∈ Z+ fijo. Entonces
dimHn(d)  dn−2.
Demostracio´n:
Sea n fijo, entonces(
n+ d− 1
n− 1
)
=
[d+ (n− 1)]!
(n− 1)! d!
=
[d+ (n− 1)][d+ (n− 2)] · · · (d+ 1) d!
(n− 1)! d!(
n+ d− 1
n− 1
)
=
[d+ (n− 1)][d+ (n− 2)] · · · (d+ 1)
(n− 1)! ,
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donde el numerador tiene n− 1 factores. Es decir que, podemos expresarlo como
(
n+ d− 1
n− 1
)
=
dn−1 +
n∑
r=2
ard
n−r
(n− 1)! .
Adema´s, (
n+ d− 3
n− 1
)
=
[d+ (n− 3)]!
(n− 1)! d!
=
[d+ (n− 3)][d+ (n− 4)] · · · (d− 1) d!
(n− 1)! d!(
n+ d− 3
n− 1
)
=
[d+ (n− 3)][d+ (n− 4)] · · · (d− 1)
(n− 1)! ,
donde el numerador, nuevamente, tiene n − 1 factores. Es decir que, podemos expresarlo
como
(
n+ d− 1
n− 1
)
=
dn−1 +
n∑
r=2
brd
n−r
(n− 1)! .
Por lo que
dimHn(d) =
(
n+ d− 1
n− 1
)
−
(
n+ d− 3
n− 1
)
= p(d),
donde
p(d) =
n∑
r=2
(
ar − br
(n− 1)!
)
dn−r
y el grado de p es n− 2. Luego
|p(d)| ≤
n∑
r=2
|ar − br|
(n− 1)! d
n−r
≤
(
n∑
r=2
|ar − br|
(n− 1)!
)
dn−2
= c dn−2
⇒ |p(d)| ≤ c dn−2,
donde la desigualdad se mantiene para d ≥ 1 (es decir que d0 = 1) y
c =
(
n∑
r=2
|ar − br|
(n− 1)!
)
. (4.10)
151
Por lo tanto,
dimHn(d)  dn−2.

Observacio´n 4.3.30 Debemos de tener en cuenta que, la constante c de la ecuacio´n (4.10)
es una constante uniforme (no depende de d).
Observacio´n 4.3.31 Tengamos en cuenta que, si d ∈ Z+0 , entonces
|d| ≤ |1 + d|
⇒ d ≤ (1 + d)
⇒ dn−22 ≤ (1 + d)n−22 , donde n ∈ Z+ fijo
⇒ dn−22  (1 + d)n−22 ,
para c = 1 (es una constante uniforme) y d ≥ 0.
4.4. Integral invariante sobre la esfera.
A continuacio´n, nos ocupamos de dar una definicio´n de integral sobre la esfera.
Definicio´n 4.4.1 Para una funcio´n continua f sobre Sn−1, definimos la integral esfe´rica
como ∫
Sn−1
f(x) dx =
∫
Rn
γ(‖x‖2) f
(
x
‖x‖
)
dx (4.11)
donde γ es una funcio´n fija no negativa suave (infinitamente diferenciable) en [0,∞), con la
propiedad de que ∫
Rn
γ(‖x‖2) dx = 1.
Por conveniencia, podemos suponer en algunos momentos que γ tiene soporte compacto 2
y se vuelve ide´nticamente cero sobre un entorno de 0.
2Decimos que el soporte de una funcio´n F : Rn → C es
sopF = {x ∈ Rn | f(x) 6= 0},
donde la barra representa la clausura. Si K = sopF es compacto en Rn, decimos que F tiene soporte
compacto.
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Usando esta definicio´n y teniendo en cuenta que la integral sobre Rn es SO(n)-invariante, se
verifica el siguiente lema.
Lema 4.4.2 Sea f una funcio´n continua sobre Sn−1 y k ∈ SO(n), entonces
∫
Sn−1
(k · f)(x) dx =
∫
Sn−1
f(x) dx.
Es decir que la integral esfe´rica es SO(n)-invariante.
Demostracio´n:
∫
Sn−1
(k · f)(x) dx =
∫
Rn
γ(‖x‖2) f
(
xk
‖xk‖
)
dx, haciendo cambio de variable x = xk−1
=
∫
Rn
γ(‖xk−1‖2) f
(
xk−1k
‖xk−1k‖
)
dx
=
∫
Rn
γ((‖xk−1‖)2) f(x/‖x‖) dx
=
∫
Rn
γ(‖x‖2)f(x/‖x‖) dx, ya que la accio´n es unitaria por Lema (4.1.31)∫
Sn−1
(k · f)(x) dx =
∫
Sn−1
f(x) dx,
ya que el determinante Jacobiano de k−1 = 1.

En la siguiente proposicio´n se demuestra que el Laplaciano esfe´rico, ∆S, es autoadjunto y
definido-negativo. Estas propiedades las asumimos como verdaderas, en la seccio´n 1.3, para
la demostracio´n del Corolario 4.4.4.
Proposicio´n 4.4.3 Sean f, ϕ funciones diferenciables sobre Sn−1 = S. Entonces el Lapla-
ciano esfe´rico, ∆S, cumple las siguientes propiedades
(PD1) Ser autoadjunto, es decir ∫
Sn−1
(∆Sf) ϕ =
∫
Sn−1
f (∆Sϕ).
(PD2) Ser definido-negativo, en el sentido que∫
Sn−1
(∆Sf) f ≤ 0,
con la igualdad solamente para f constante.
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Demostracio´n:
Demostrando (PD1). Sean F (x) = f(x/r) y Φ(x) = ϕ(x/r), dos funciones homoge´neas
positivas de grado 0, donde r = ‖x‖. Como
F (rx) = r0F (x) = F (x), por ser F homoge´nea positiva de grado 0
⇒ (∆F )(x) = r−2(∆F )(x), por Corolario 4.2.12
⇒ r2(∆F )(x) = (∆F )(x).
Es decir que, r2(∆F )(x) es una funcio´n homoge´nea positiva de grado 0. Ahora, por Definicio´n
4.4.1 tenemos que∫
Sn−1
(∆Sf) · ϕ =
∫
Rn
γ(‖x‖2) (∆f · ϕ)
(
x
‖x‖
)
dx
=
∫
Rn
γ(r2) (∆f · ϕ)
(x
r
)
dx
=
∫
Rn
γ(r2) ∆f
(x
r
)
· ϕ
(x
r
)
dx
=
∫
Rn
γ(r2) (∆F )(x) Φ(x) dx
=
∫
Rn
γ(r2) r2(∆F )(x) Φ(x) dx, pues (∆F )(x) = r2(∆F )(x)∫
Sn−1
(∆Sf) · ϕ =
∫
Rn
δ(r2) (∆F )(x) Φ(x) dx, haciendo δ(r2) = r2 γ(r2).
Integrando por partes, recordar que
∫
u dv = uv − ∫ v du. Sea u = δ(r2) Φ(x), entonces
du =
∂
∂xi
[δ(r2) Φ(x)]
du = 2xiδ
′(r2)Φ(x) + δ(r2)
∂Φ
∂xi
.
Adema´s, sea dv = ∆F (x), entonces
dv = ∆F (x)
=
n∑
i=1
∂2F (x)
∂x2i
⇒ v =
n∑
i=1
∂F (x)
∂xi
,
es decir∫
Sn−1
(∆sf) · ϕ = δ(r2) Φ(x)
n∑
i=1
∂F (x)
∂xi
∣∣∣∣∣
Rn
−
∫
Rn
n∑
i=1
∂F (x)
∂xi
[
2xiδ
′(r2)Φ(x) + δ(r2)
∂Φ
∂xi
]
dx,
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pero
δ(r2) Φ(x)
n∑
i=1
∂F (x)
∂xi
∣∣∣∣∣
Rn
= 0,
ya que γ tiene soporte compacto y se desvanece sobre un entorno de 0. Luego, por la identidad
de Euler (ver Lema 4.2.16) tenemos que
−
∫
Rn
∑
i
∂F
∂xi
[
2xiδ
′(r2)Φ(x) + δ(r2)
∂Φ
∂xi
]
dx = −
∫
Rn
∑
i
∂F
∂xi
δ(r2)
∂Φ
∂xi
dx,
ya que ∑
i
xi
∂F
∂xi
= 0,
pues F es homoge´nea positiva de grado 0. Por lo tanto,∫
Sn−1
(∆sf) · ϕ = −
∫
Rn
∑
i
∂F
∂xi
δ(r2)
∂Φ
∂xi
dx. (4.12)
Para calcular
∫
Sn−1 f · (∆Sϕ), procedemos de forma ana´loga. Por lo que∫
Sn−1
f · (∆sϕ) = −
∫
Rn
∑
i
∂Φ
∂xi
δ(r2)
∂F
∂xi
dx (4.13)
Las expresiones (4.12) y (4.13) son sime´tricas en F y Φ, as´ı que podemos “intercambiar”
las dos funciones y la integral seguira´ dando el mismo resultado. De esta forma hemos
demostrado (PD1).
Demostrando (PD2). Como δ(r2) = r2 γ(r2) y por Definicio´n 4.4.1 γ(r2) ≥ 0, entonces
δ(r2) ≥ 0. Teniendo esto en cuenta, para demostrar que ∆S es definido-negativo, basta
considerar Φ = F en la ecuacio´n (4.12). Es decir
∫
Sn−1
(∆Sf) f = −
∫
Rn
∑
i
∂F
∂xi
δ(r2)
∂F
∂xi
dx
= −
∑
i
∫
Rn
δ(r2)
∂F
∂xi
∂F
∂xi
dx, pues
∂F
∂xi
=
∂F
∂xi
= −
∑
i
∫
Rn
δ(r2)
∣∣∣∣∂F∂xi
∣∣∣∣2 dx
≤ 0, pues δ(r2) y
∣∣∣∣∂F∂xi
∣∣∣∣2 son no negativas
⇒
∫
Sn−1
(∆Sf) f ≤ 0.
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Por u´ltimo,
∫
Sn−1(∆
Sf) f = 0 s´ı y so´lo s´ı ∂F/∂xi = 0 para cada i, s´ı y so´lo s´ı F es constante,
s´ı y so´lo s´ı f es constante.
Por lo tanto, hemos demostrado (PD2), y de esta forma hemos completado la demostracio´n
de la Proposicio´n.

La integral sobre la esfera se usa para definir el espacio de funciones cuadrado integrables
en la esfera, es decir
L2(Sn−1) =
{
f : Sn−1 → C
∣∣∣∣ ∫
Sn−1
|f |2 <∞
}
,
con el producto interno hermitiano, definido por
〈f, g〉 =
∫
Sn−1
f(x) g(x) dx,
donde ¯g(x) es el conjugado complejo de g(x).
Corolario 4.4.4 Sean f, g vectores propios para ∆S con valores propios distintos, entonces
son ortogonales con respecto al producto interno 〈., .〉. Todos los valores propios son nu´meros
reales no positivos.
Demostracio´n:
Sean ∆Sf = λf y ∆Sg = µg. Supongamos que λ 6= 0, entonces
〈f, f〉 =
∫
Sn−1
f f dx
=
λ
λ
∫
Sn−1
f f dx
=
1
λ
∫
Sn−1
(λf) f dx
=
1
λ
∫
Sn−1
(∆Sf) f dx
=
1
λ
∫
Sn−1
f ∆Sf, dx por (PD1)
=
1
λ
∫
Sn−1
f (λf) dx, ya que ∆Sf = λf
=
1
λ
∫
Sn−1
f (λ f) dx
=
λ
λ
∫
Sn−1
f f dx
=
λ
λ
〈f, f〉
λ〈f, f〉 = λ〈f, f〉.
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Como λ 6= 0, f no es ide´nticamente 0, as´ı 〈f, f〉 > 0 y de esta forma λ = λ, es decir que λ es
real. De la propiedad (PD2) de l Proposicio´n 4.4.3 y de la positividad de la integral esfe´rica
se deduce que
λ〈f, f〉 = λ〈f, f〉, pues λ = λ
= λ
∫
Sn−1
f f dx
=
∫
Sn−1
(λ f) f dx
=
∫
Sn−1
(∆Sf) f dx < 0, por (PD2)
⇒ λ〈f, f〉 < 0,
as´ı λ < 0, ya que 〈f, f〉 > 0. Adema´s
〈f, g〉 =
∫
Sn−1
f g dx
=
λ
λ
∫
Sn−1
f g dx
=
1
λ
∫
Sn−1
(λ f) g dx
=
1
λ
∫
Sn−1
(∆Sf) g dx
=
1
λ
∫
Sn−1
f ∆Sg dx, por (PD1)
=
1
λ
∫
Sn−1
f (µg) dx, ya que ∆Sg = µg
=
1
λ
∫
Sn−1
f (µ g) dx
=
µ
λ
∫
Sn−1
f g
〈f, g〉 = µ
λ
∫
Sn−1
f g.
La u´ltima igualdad se cumple dado que los valores propios λ y µ son reales. Entonces para
µ
λ
6= 1 necesariamente la integral es 0. Es decir que f y g son ortogonales respecto al producto
interno.

Lema 4.4.5 La accio´n de SO(n) es unitaria para el producto interno definido en L2(Sn−1).
Demostracio´n:
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Sean f, g ∈ L2(Sn−1) y sea k ∈ SO(n), entonces
〈k · f, k · g〉 =
∫
Sn−1
f(xk)g(xk) dx
=
∫
Sn−1
f(x)g(x) dx, sustituyendo x por xk−1
〈k · f, k · g〉 = 〈f, g〉.

4.5. Descomposicio´n espectral de L2(Sn−1).
La idea de la descomposicio´n espectral sobre la esfera es que, las funciones sobre la esfera
deben ser sumas de funciones propias del Laplaciano esfe´rico. Para funciones de L2, la con-
vergencia debe estar en L2. Para funciones suaves, la suma debe converger en un sentido
uniforme. Como es bien conocido en el ana´lisis, la convergencia en la norma-L2 no implica
convergencia puntual.
Teorema 4.5.1 (Stone-Weierstrass) Sea K un conjunto compacto en un espacio to-
polo´gico cualquiera y C(K) el espacio de las funciones reales continuas definidas sobre K.
Supongamos que
(a) A es un suba´lgebra cerrada de C(K),
(b) A es autoadjunta, es decir que f¯ ∈ A para todo f ∈ A,
(c) A separa puntos en K y
(d) para cada p ∈ K, existe f ∈ A tal que f(p) 6= 0,
entonces A¯ = C(K) y, por lo tanto, A es denso en C(K) (ver caso especial del Teorema 5.7
de [13, pa´g. 122]).
Teorema 4.5.2 La coleccio´n de combinaciones lineales finitas de armo´nicos esfe´ricos es
densa en L2(Sn−1).
Demostracio´n:
Consideremos el siguiente conjunto A = {p = P |Sn−1 | P ∈ C[x1, . . . , xn]} .
Demostrando (a). Sean p, q ∈ A tales que
p = P |S y q = Q|S,
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con P,Q ∈ C[x1, . . . , xn], entonces
pq = (P |S)(Q|S) = (PQ)|S,
donde PQ ∈ C[x1, . . . , xn]. De manera que pq ∈ A y de esta forma A es una suba´lgebra
cerrada.
Demostrando (b). Sea p ∈ A tal que p = P |S, con P ∈ C[x1, . . . , xn]. Entonces
p = P |S = P |S,
donde P ∈ C[x1, . . . , xn]. De esta forma p ∈ A y as´ı, A es autoadjunta y adema´s cerrada por
(a). Por lo tanto, A es un subespacio lineal de C(Sn−1).
Demostrando (c). Recordemos que se dice que un conjunto A de funciones definidas en X
separa puntos, si para cada par de puntos x, y ∈ X, con x 6= y, existe una funcio´n f en A
tal que f(x) 6= f(y).
Sean u = (u1, · · · , un), v = (v1, · · · , vn) ∈ Sn−1, con uk 6= vk y sea p ∈ A tal que
p = P |S,
donde P ∈ C[x1, . . . , xn] definido por
P (x1, . . . , xn) = xk.
Es decir que p(u) = uk y p(v) = vk, por lo que p(u) 6= p(v). De manera que A separa puntos
en Sn−1.
Demostrando (d). Sean u ∈ Sn−1 y p = P |S, con P ∈ C[x1, . . . , xn] definido por
P (x1, . . . , xn) = 1,
entonces p(u) = 1. De esta forma hemos demostrado (d).
Luego, como Sn−1 es compacta, entonces por el Teorema de Stone-Weierstrass para polino-
mios (Teorema 4.5.1) A es densa en el espacio C(Sn−1) con la siguiente norma
‖φ‖∞ = sup
x∈Sn−1
|φ(x)|, para φ ∈ C(Sn−1).
Como A es densa en C(Sn−1), entonces para cada φ ∈ C(Sn−1) y para cada ε > 0, existe
algu´n p ∈ A tal que
‖p− φ‖∞ ≤ ε
2
√
vol (Sn−1)
. (4.14)
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Sabemos que L2(Sn−1) es la completacio´n de C(Sn−1) con respecto al producto interno
〈f, g〉 =
∫
Sn−1
f g dx.
Al ser L2(Sn−1) la completacio´n de C(Sn−1), cumple en particular que C(Sn−1) es denso en
L2(Sn−1). Por lo que, para cada f ∈ L2(Sn−1) y para cada ε > 0, existe algu´n φ ∈ C(Sn−1)
tal que
‖φ− f‖L2 ≤ ε
2
. (4.15)
Ahora, si ψ ∈ C(Sn−1), entonces
|ψ(x)| ≤ sup
x∈Sn−1
|ψ(x)| = ‖ψ‖∞
⇒ |ψ(x)|2 ≤ ‖ψ‖2∞
⇒
(∫
Sn−1
|ψ(x)|2dx
) 1
2
≤
(∫
Sn−1
‖ψ‖2∞dx
) 1
2
= ‖ψ‖∞
(∫
Sn−1
dx
) 1
2
= ‖ψ‖∞
√
vol (Sn−1)
⇒
(∫
Sn−1
|ψ(x)|2dx
) 1
2
≤ ‖ψ‖∞
√
vol (Sn−1),
es decir que, para cada ψ ∈ C(Sn−1) tenemos que
‖ψ‖L2 ≤ ‖ψ‖∞
√
vol (Sn−1). (4.16)
Luego, para p ∈ A y f ∈ L2(Sn−1) tenemos
‖p− f‖L2 = ‖p− f + (φ− φ)‖L2 , donde φ ∈ C(Sn−1)
= ‖(p− φ) + (φ− f)‖L2
≤ ‖p− φ‖L2 + ‖φ− f‖L2 , por desigualdad triangular
≤ ‖p− φ‖∞
√
Vol (Sn−1) + ‖φ− f‖L2 , por ecuacio´n (4.16)
≤
(
ε
2
√
vol (Sn−1)
)√
vol (Sn−1) +
ε
2
, por ecuaciones (4.14) y (4.15)
=
ε
2
+
ε
2
= ε
⇒ ‖p− f‖L2 ≤ ε.
Esto demuestra que A es denso en L2(Sn−1) con respecto a la norma-L2. Sabemos que
cualquier elemento de C[x1, · · · , xn] puede escribirse como una combinacio´n lineal finita de
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polinomios homoge´neos. Luego, por el Corolario 4.3.18, la restriccio´n a Sn−1 de cada uno
de estos polinomios homoge´neos es, en s´ı misma, igual a una combinacio´n lineal finita de
armo´nicos esfe´ricos.
Asi, para p ∈ A existe un Y1 ∈ H(d1), Y2 ∈ H(d2), · · · , Ym ∈ H(dm) tales que
p = a1Y1 + a2Y2 + · · ·+ amYm,
con ai ∈ C, para cada i = 1, . . . ,m. Por lo tanto, la coleccio´n de combinaciones lineales
finitas de armo´nicos esfe´ricos es densa en L2(Sn−1).

Corolario 4.5.3 Si d1 6= d2, entonces los subespacios Hn(d1) y Hn(d2) de L2(Sn−1) son mutua-
mente ortogonales.
Demostracio´n:
Sean d1 6= d2 y fi ∈ Hn(di) para i = 1, 2. Entonces por por Corolario 4.3.19 tenemos que
∆Sfi = λdifi,
donde λdi = −di(di+n−2), para i = 1, 2. Como d1 6= d2, se deduce que λd1 6= λd2 . Luego, por
Corolario 4.4.4 sabemos que para valores propios distintos del Laplaciano esfe´rico tenemos
que
〈f1, f2〉 = 0.
Como f1, f2 se tomaron arbitrarios en Hn(d1),Hn(d2) respectivamente, entonces Hn(d1) y Hn(d2)
son mutuamente ortogonales como subespacios de L2(Sn−1).

Teorema 4.5.4 (Descomposicio´n espectral en la esfera)
L2(Sn−1) =
⊕̂
d≥0
Hn(d),
donde
⊕̂
d≥0
Hn(d) es la completacio´n de
⊕
d≥0
Hn(d).
Demostracio´n:
Primero, probaremos que
⊕
d≥0
Hn(d) ⊆ L2(Sn−1). Para ello, observemos que Hn(d)|Sn−1 = Hn(d)
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para cada d. En efecto, si p ∈ Hn(d), entonces el polinomio normalizado P de p y restringido
a la esfera Sn−1 es
P (x) = p
(
x
‖x‖
)
= ‖x‖−dp(x), por ser homoge´neo positivo de grado d
P (x)|Sn−1 = p(x), ya que ‖x‖ = 1 sobre la esfera Sn−1.
Por lo que Hn(d)|Sn−1 = Hn(d). Luego, como Hn(d) ⊆ L2(Sn−1) para cada d ≥ 0, entonces⊕
d≥0
Hn(d) ⊆ L2(Sn−1). (4.17)
Ahora, probaremos que
⊕̂
d≥0
Hn(d) es cerrado. Sabemos que
⊕̂
d≥0
Hn(d) es un espacio completo. Sea
g ∈ ⊕̂
d≥0
Hn(d) (la clausura de
⊕̂
d≥0
Hn(d)), entonces existe una sucesio´n (ψn)n∈N ⊂
⊕̂
d≥0
Hn(d) tal que
ψn → g. Como (ψn)n∈N converge, entonces es una sucesio´n de Cauchy (ver Lema 2.1.12).
Luego, ya que
⊕̂
d≥0
Hn(d) es completo, entonces g ∈
⊕̂
d≥0
Hn(d). Por lo tanto,
⊕̂
d≥0
Hn(d) es cerrado.
Por la ecuacio´n (4.17) sabemos que
⊕
d≥0
Hn(d) ⊆ L2(Sn−1), entonces
⊕̂
d≥0
Hn(d) ⊆ ̂L2(Sn−1) =
L2(Sn−1). De esta forma
L2(Sn−1) =
⊕̂
d≥0
Hn(d) ⊕W,
donde W el complemento ortogonal de
⊕̂
d≥0
Hn(d). Ahora calcularemos W . Sea f ∈ W , entonces
por Teorema 4.5.2 existe una sucesio´n (ϕn)n∈N ⊂
⊕
d≥0
Hn(d) tal que
ϕn → f, en L2(Sn−1).
Pero por hipo´tesis tenemos que W⊥⊕
d≥0
Hn(d), es decir
〈ϕn, f〉 = 0, para cada n ∈ N
⇒ l´ım
n→∞
〈ϕn, f〉 = l´ım
n→∞
0 = 0.
Luego, como el producto interno es continuo por el Lema 2.1.13, tenemos que
l´ım
n→∞
〈ϕn, f〉 = 〈 l´ım
n→∞
ϕn, f〉 = 0.
Adema´s, ya que ϕn → f , entonces
〈f, f〉 = ‖f‖2L2 = 0
⇒ f = 0.
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Como f se tomo´ arbitrario en W , tenemos que W = {0}. Por lo tanto,
L2(Sn−1) =
⊕̂
d≥0
Hn(d).

Corolario 4.5.5 Cada funcio´n f ∈ L2(Sn−1) es la suma de una serie convergente
f =
∞∑
d=0
fd, (4.18)
en la norma-L2, donde fd ∈ Hn(d) para cada d = 0, 1, . . . , son determinados de forma u´nica y
fd es la proyeccio´n ortogonal de f sobre el espacio Hn(d) de armo´nicos esfe´ricos. La serie de
la ecuacio´n (4.18), recibe el nombre de serie de Fourier-Laplace.
Demostracio´n:
Sea Pd el operador de proyeccio´n de L
2(Sn−1) sobre Hn(d) definido por
Pd : L
2(Sn−1)→ Hn(d)
f 7→ fd.
Entonces por el Teorema 4.5 tenemos que
f =
∑
d≥0
Pd f =
∑
d≥0
fd,
en L2(Sn−1), donde fd es la proyeccio´n ortogonal de f sobre Hn(d) y cada fd es determinado
de forma u´nica (ver Corolario 1.9 de [14, pa´g. 101]).

Ejemplo 4.5.6 Toda la discusio´n anterior podemos aplicarla al c´ırculo S1. Como primer
paso, calcularemos una base para H2(d), para d ∈ Z+0 .
Por el Ejemplo 4.3.10 sabemos que la dimensio´n de C[x, y](d) es
dimC[x, y](d) =
(
2 + d− 1
2− 1
)
=
(
d+ 1
1
)
= d+ 1,
es decir que, la base para C[x, y](d) es
B =
{
xd, xd−1y, xd−2y2, . . . , x2yd−2, xyd−1, yd
}
.
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Luego, un polinomio p en C[x, y](d) tiene la forma
p(x, y) =
d∑
j=0
ajx
d−jyj,
donde aj ∈ C para cada j = 0, 1, . . . , d. Como
∂p
∂x
=
d−1∑
j=0
aj(d− j)xd−j−1yj
⇒ ∂
2p
∂x2
=
d−2∑
j=0
aj(d− j)(d− j − 1)xd−j−2yj,
∂p
∂y
=
d−1∑
j=0
ajj(j − 1)xd−jyj−1
⇒ ∂
2p
∂y2
=
d−2∑
j=0
ajj(j − 1)xd−jyj−2.
Recordemos que el Laplaciano hace que se reduzca el grado del polinomio en 2. Luego
∆p =
∂2p
∂x2
+
∂2p
∂y2
=
d−2∑
j=0
aj(d− j)(d− j − 1)xd−j−2yj +
d−2∑
j=0
ajj(j − 1)xd−jyj−2
∆p =
d−2∑
j=0
[aj(d− j)(d− j − 1) + aj+2(j + 2)(j + 1)]xd−j−2yj.
Para que p este´ en Hd(2), debe ser que ∆p = 0, es decir
∆p =
d−2∑
j=0
[aj(d− j)(d− j − 1) + aj+2(j + 2)(j + 1)]xd−j−2yj = 0,
s´ı y so´lo s´ı
aj+2 =
−aj(d− j)(d− j − 1)
(j + 2)(j + 1)
,
para j = 0, 1, . . . , d− 2.
Sean a0 = 1 y a1 = 0. Entonces aj+2 = 0 para cada sub´ındice impar, ya que a1 = 0. As´ı,
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continuaremos analizando solamente los casos en los que el sub´ındice de aj+2 es par.
a0+2 =
−a0(d− 0)(d− 0− 1)
(0 + 2)(0 + 1)
= −d(d− 1)
2
a2 = (−1)1
(
d
2
)
.
a2+2 =
−a2(d− 2)(d− 2− 1)
(2 + 2)(2 + 1)
=
d(d− 1)(d− 2)(d− 3)(d− 4)
4(3)(2)
= (−1)2
(
d
4
)
a4 = (−1)2
(
d
2(2)
)
.
a4+2 =
−a4(d− 4)(d− 4− 1)
(4 + 2)(4 + 1)
= −d(d− 1)(d− 2)(d− 3)(d− 4)(d− 5)
6(5)(4)(3)(2)
= (−1)3
(
d
6
)
a4 = (−1)3
(
d
2(3)
)
.
As´ı, por recurrencia, obtenemos que
a2j = (−1)j
(
d
2j
)
, donde a2j+1 = 0.
Bajo un proceso ana´logo al anterior, para a0 = 0 y a1 = 1 obtenemos que
a2j+1 = (−1)j
(
d
2j + 1
)
, donde a2j = 0.
Es decir, para que p ∈ H2(d) debe de tener la forma
p(x, y) =
b d2c∑
j=0
(−1)j
(
d
2j
)
xd−2jy2j +
b d−12 c∑
j=0
(−1)j
(
d
2j + 1
)
xd−2j−1y2j+1,
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donde “b c” es la funcio´n mı´nimo entero. Observemos que el primer sumando coincide con
Re (x+ iy)d = Re
b d2c∑
j=0
(
d
2j
)
xd−2j(iy)2j

= Re
b d2c∑
j=0
(
d
2j
)
xd−2ji2jy2j

= Re
b d2c∑
j=0
(
d
2j
)
xd−2j(−1)jy2j

Re (x+ iy)d =
b d2c∑
j=0
(−1)j
(
d
2j
)
xd−2jy2j,
mientras que el segundo sumando, coincide con
Im (x+ iy)d = Im
b d−12 c∑
j=0
(
d
2j + 1
)
xd−2j−1(iy)2j+1

= Im
b d−12 c∑
j=0
(
d
2j + 1
)
xd−2j−1i2j+1y2j+1

= Im
b d−12 c∑
j=0
(
d
2j + 1
)
xd−2j−1i(−1)jy2j+1

Im (x+ iy)d =
b d−12 c∑
j=0
(−1)j
(
d
2j + 1
)
xd−2j−1y2j+1,
es decir
p(x, y) = Re (x+ iy)d + Im (x+ iy)d.
De manera que, una base para H2(d) es
B2(d) =
{
Re (x+ iy)d , Im (x+ iy)d
}
,
con dimensio´n 2, como lo afirma el Corolario 4.3.20.
Ahora, observemos que en el ca´lculo anterior, podemos considerar d ≤ 0, teniendo en cuenta
que podemos escribir cualquier punto sobre el c´ırculo S1 como
x+ iy = cos θ + i sen θ = eiθ,
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para algu´n θ ∈ R y donde x2 + y2 = 1. Por la fo´rmula de De Moivre sabemos que
cos (dθ) + i sen (dθ) = (cos θ + i sen θ)d. (4.19)
Por lo que
(x+ iy)−d = ei(−d)θ
= e−idθ
= eidθ
= cos (dθ) + i sen (dθ)
= cos (dθ)− i sen (dθ)
= (cos θ − i sen θ)d, por la fo´rmula de De Moivre
(x+ iy)−d = (x− iy)d.
Por lo que, una base para H2(−d) debe de ser
B2(−d) =
{
Re (x+ iy)d , Im (x− iy)d} .
Adema´s, observemos que para d ≥ 0, podemos escribir la base de H2(d) como
B2(d) =
{
(x+ iy)d , (x− iy)d} = {(x+ iy)d , (x+ iy)−d} .
Para ello, basta con demostrar que es un conjunto linealmente independiente. Sean α, β ∈ R,
entonces
0 = α(x+ iy)d + β(x− iy)d
= α
d∑
j=0
(
d
j
)
xd−j(iy)j + β
d∑
j=0
(
d
j
)
xd−j(−iy)j
= α
b d2c∑
j=0
(−1)j
(
d
2j
)
xd−2jy2j + i
b d−12 c∑
j=0
(−1)j
(
d
2j + 1
)
xd−2j−1y2j+1

+ β
b d2c∑
j=0
(−1)j
(
d
2j
)
xd−2jy2j − i
b d−12 c∑
j=0
(−1)j
(
d
2j + 1
)
xd−2j−1y2j+1

0 = (α + β)
b d2c∑
j=0
(−1)j
(
d
2j
)
xd−2jy2j
+ i(α− β)
b d−12 c∑
j=0
(−1)j
(
d
2j + 1
)
xd−2j−1y2j+1
 ,
s´ı y so´lo s´ı α = β = 0. Luego, por el Corolario 4.5.4 tenemos que 4.5.4 tenemos que
L2(S1) =
⊕̂
d∈Z
C(x+ iy)d,
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donde C(x+ iy)d es el espacio generado por (x+ iy)d. Adema´s, sabemos que para el c´ırculo
S1 ⊂ R2, tenemos la parametrizacio´n dada por θ → e2piiθ, correspondiente a la representacio´n
S1 ≈ R/Z. De esta forma, para cada f ∈ L2(S1) tenemos que
f =
∑
d∈Z
cke
2piikθ,
(hemos sustituido d = k, para no confundirlo con el diferencial dθ) donde
ck = 〈f, e2piikθ〉 =
∫ 1
0
f(θ)e−2piikθdθ.
Por lo tanto, obtenemos la serie de Fourier en S1.
4.6. Sup-norma de armo´nicos esfe´ricos.
A partir de la observacio´n de la seccio´n anterior, sabemos que hay una relacio´n inmediata
entre la sup-norma y la norma-L2(S1) para las funciones einθ sobre el c´ırculo S1, ya que
‖einθ‖∞ = sup
x∈S1
|einθ| = sup
x∈S1
1 = 1,
mientras que
‖einθ‖L2 =
√∫
S1
|einθ|2 dx =
√∫
S1
dx =
√
1 = 1.
Es decir que la sup-norma y la norma-L2(S1) coinciden en el c´ırculo S1.
Para evaluar la convergencia uniforme de las series de Fourier sobre la esfera, primero de-
bemos ser conscientes de que, a diferencia de las funciones einθ sobre el c´ırculo S1, para
f ∈ Hn(d) sobre Sn−1 con n > 1 no hay una comparacio´n instanta´nea entre la sup-norma y la
norma-L2(Sn−1)
‖f‖∞ = sup
x∈Sn−1
|f(x)|, ‖f‖L2 =
(∫
S
|f(x)|2
)1/2
.
Sin embargo, un poco de trabajo da una comparacio´n u´til. Antes, recordemos el siguiente
teorema.
Teorema 4.6.1 (Representacio´n de Riesz para espacios de Hilbert.) Cada funcio-
nal lineal acotado f en un espacio de Hilbert H puede representarse en te´rminos del producto
interno, es decir
f(x) = 〈x, z〉
donde z depende de f y tiene norma ‖z‖ = ‖f‖ (ver Teorema 3.8-1 de [3, pa´g. 188]).
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Proposicio´n 4.6.2 Sea f ∈ Hn(d). Entonces
‖f‖∞ ≤
√
dimHn(d)
vol(S)
‖f‖L2 .
Y la estimacio´n es aguda, en el sentido de que hay una funcio´n en Hn(d) para la cual se cumple
la igualdad.
Demostracio´n:
Para x ∈ S, por el Teorema de representacio´n de Riesz (antes mencionado), el funcional
f → f(x) ∈ Hn(d) puede representarse como
f(x) = 〈f, Fx〉, para algu´n Fx ∈ Hn(d). (4.20)
Por la desigualdad de Cauchy-Schwarz tenemos
|f(x)| = |〈f, Fx〉|
≤ ‖f‖L2 ‖Fx‖L2
= C‖f‖L2 , donde C = ‖Fx‖L2
⇒ |f(x)| ≤ C‖f‖L2 ,
es decir que f(x) esta´ acotado en te´rminos de su norma-L2. Vamos a demostrar que f esta´
acotado independientemente del x ∈ S que tomemos. Para ello, basta demostrar que ‖Fx‖L2
es la misma para cada x ∈ S.
Luego por la ecuacio´n (4.20) y como la accio´n es unitaria por el Corolario 4.4.5, tenemos que
〈f, Fxk〉 = f(xk), por ecuacio´n (4.20) y por la accio´n
= (k · f)(x), por la accio´n
= 〈k · f, Fx〉, por ecuacio´n (4.20)
〈f, Fxk〉 = 〈f, k−1 · Fx〉, por el Corolario 4.4.5
Como f es arbitrario, esto ultimo se cumple para todo f ∈ Hn(d), por lo tanto,
Fxk = k
−1 · Fx. (4.21)
A partir de esto observemos que
Fx(x) = 〈Fx, Fx〉, por la ecuacio´n (4.20)
= 〈k−1 · Fx, k−1 · Fx〉, por ser unitaria la accio´n
= 〈Fxk, Fxk〉, por la ecuacio´n (4.21)
Fx(x) = Fxk(xk), por el Corolario 4.4.5
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Adema´s, por el Lema 4.1.33 sabemos que la accio´n de SO(n) es transitiva sobre Sn−1, es
decir que si x, y ∈ S, entonces existe un k ∈ SO(n) tal que xk = y, de manera que
Fy(y) = Fxk(xk), ya que la accio´n es transitiva
Fy(y) = Fx(x), esto es por la observacio´n anterior
⇒ 〈Fy, Fy〉 = 〈Fx, Fx〉, por la ecuacio´n (4.20)
⇒ ‖Fy‖2L2 = ‖Fx‖2L2 , por producto interno.
Esto ultimo significa que la norma-L2 de la funcio´n Fx es la misma para cada x ∈ S, es decir,
Fx(x) es independiente de x. Por lo tanto, f esta´ acotado.
Adema´s, esto determina la sup-norma, ya que
Fx(x) = ‖Fx‖2L2 , esto por ecuacio´n (4.20)
⇒ |Fx(x)| =
∣∣‖Fx‖2L2∣∣ = ‖Fx‖2L2
⇒ sup
x∈S
|Fx(x)| = sup
x∈S
‖Fx‖2L2 = ‖Fx‖2L2 , pues la norma-L2 de Fx es la misma en S
⇒ ‖Fx‖∞ = ‖Fx‖2L2 = Fx(x).
La norma L2 se evalu´a como sigue. Sea {fi}ki=1 una base ortonormal de Hn(d), donde k =
dimHn(d). Como Fx ∈ Hn(d) por hipo´tesis, entonces podemos expresar Fx como
Fx =
k∑
i=1
〈Fx, fi〉fi.
Evaluando ambos lados en x tenemos
Fx(x) =
k∑
i=1
〈Fx, fi〉 fi(x)
=
k∑
i=1
〈fi, Fx〉 fi(x), por propiedad de producto interno
=
k∑
i=1
fi(x) fi(x), por ecuacio´n (4.20)
Fx(x) =
k∑
i=1
|fi(x)|2.
Integrando Fx(x) =
k∑
i=1
|fi(x)|2 sobre S tenemos
∫
S
Fx(x) dx =
∫
S
k∑
i=1
|fi(x)|2 dx. (4.22)
170
Pero ∫
S
Fx(x) dx =
∫
S
‖Fx‖2L2 dx, esto por la ecuacio´n (4.20)
= ‖Fx‖2L2
∫
S
dx∫
S
Fx(x) dx = ‖Fx‖2L2 vol (S).
Adema´s, como {fi}ki=1 son una base ortogonal de Hn(d), entonces∫
Sn−1
|fi(x)|2 dx = 1, para cada i = 1, . . . , k.
Es decir que ∫
S
k∑
i=1
|fi(x)|2 dx =
k∑
i=1
∫
S
|fi(x)|2 dx
=
k∑
i=1
1
= k∫
S
k∑
i=1
|fi(x)|2 dx = dimHn(d).
De manera que, en la ecuacio´n (4.22), tenemos que
‖Fx‖2L2 vol (Sn−1) = dimHn(d)
⇒ ‖Fx‖2L2 =
dimHn(d)
vol (Sn−1)
⇒ ‖Fx‖L2 =
√
dimHn(d)
vol (Sn−1)
.
Ahora, so´lo resta recordar nuestra primera desigualdad, donde ten´ıamos que
|f(x)| ≤ ‖Fx‖L2 ‖f‖L2
⇒ sup
x∈S
|f(x)| ≤ sup
x∈S
‖Fx‖L2 ‖f‖L2
⇒ sup
x∈S
|f(x)| ≤ ‖Fx‖L2 ‖f‖L2 , pues la norma-L2 de Fx es la misma en Sn−1
⇒ ‖f‖∞ ≤ ‖Fx‖L2 ‖f‖L2
⇒ ‖f‖∞ ≤
√
dimHn(d)
vol(Sn−1)
‖f‖L2 ,
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como lo afirma la proposicio´n. Adema´s, observemos que
‖Fx‖∞ = ‖Fx‖2L2 = ‖Fx‖L2 ‖Fx‖L2 =
√
dimHn(d)
vol(S)
‖Fx‖L2 ,
entonces la estimacio´n es aguda, ya que para Fx ∈ Hn(d) se cumple la igualdad.

4.7. Convergencia uniforme de la serie de
Fourier-Laplace.
La relacio´n enHn(d) entre la sup-norma y la norma-L2 obtenida en la seccio´n anterior, produce
criterios u´tiles para determinar la convergencia uniforme de la serie de Fourier-Laplace de
una funcio´n f ∈ L2(Sn−1). Antes, observemos que
dimHn(d)  dimHn(d)
⇒ dimH
n
(d)
vol (Sn−1)
 dimHn(d), esto es por Lema 4.3.27
⇒
√
dimHn(d)
vol (Sn−1)

√
dimHn(d), esto es por Lema 4.3.28
⇒
∑
d≥0
√
dimHn(d)
vol (Sn−1)

∑
d≥0
√
dimHn(d), esto es por Observacio´n 4.3.30. (4.23)
Teniendo esto en cuenta, pasamos a analizar el siguiente criterio de Sobolev sobre funciones
en L2(Sn−1) que es el ma´s interesante de analizar respecto a la comparacio´n entre dichas
normas.
Corolario 4.7.1 (Inmersio´n de Sobolev). Sea f ∈ L2(Sn−1) con expansio´n de Fourier-
Laplace f =
∑
d
fd con fd ∈ Hn(d) y que satisface∑
d≥0
(1 + d)2 ‖fd‖2L2 <∞, para cualquier s > dimSn−1 = n− 1.
Entonces existe algu´n φ ∈ C(Sn−1) tal que φ = ∑
d≥0
fd en C(S
n−1), con f = φ casi en todas
partes y as´ı la expansio´n de Fourier-Laplace de f converge uniformemente a f , por lo que f
sera´ continua.
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Demostracio´n:
Para cualquier s ∈ R y usando la desigualdad de Cauchy-Schwarz para series 3, tenemos∥∥∥∥∥∑
d≥0
fd
∥∥∥∥∥
∞
= sup
x∈Sn−1
∣∣∣∣∣∑
d≥0
fd(x)
∣∣∣∣∣
≤
∑
d≥0
sup
x∈Sn−1
|fd(x)|
≤
∑
d≥0
√
dimHn(d)
vol(Sn−1)
‖fd‖L2 , por la Proposicio´n 4.6.1 y la Observacio´n 4.3.30

∑
d≥0
√
dimHn(d) ‖fd‖L2 , por la ecuacio´n (4.23)

∑
d≥0
(d)
n−2
2 ‖fd‖L2 , por el Corolario 4.3.29 y la Observacio´n 4.3.30

∑
d≥0
(1 + d)
n−2
2 ‖fd‖L2 , por Observacio´n 4.3.31
=
∑
d≥0
(1 + d)
s
2 ‖fd‖L2 1
(1 + d)
s−(n−2)
2
, multiplicando por 1 =
(1 + d)s
(1 + d)s
≤
(∑
d≥0
(1 + d)s ‖fd‖2L2
) 1
2
(∑
d≥0
1
(1 + d)s−(n−2)
) 1
2
, por Cauchy-Schwarz
⇒
∥∥∥∥∥∑
d≥0
fd
∥∥∥∥∥
∞

(∑
d≥0
(1 + d)s ‖fd‖2L2
) 1
2
(∑
d≥0
1
(1 + d)s−(n−2)
) 1
2
.
La serie de la derecha converge para cualquier s > n− 1 (esto es porque es una serie p o por
el criterio de la integral). Y como por hipo´tesis, para cualquier s > n− 1 tenemos∑
d≥0
(1 + d)s ‖fd‖2L2 <∞,
entonces ∥∥∥∥∥∑
d≥0
fd
∥∥∥∥∥
∞
<∞.
3Desigualdad de Cauchy-Bunyakovsky-Schwarz o simplemente Desigualdad de Cauchy-Schwarz
para series: ∑
k≥0
|akbk|
 ≤
∑
k≥0
|ak|2
 12 ∑
k≥0
|bk|2
 12 .
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Verifiquemos que
m∑
d=0
fd es una sucesio´n de Cauchy en C(S
n−1). Sean m,n ∈ N y consideremos
que m ≥ n, entonces
∥∥∥∥∥
m∑
d=0
fd −
n∑
d=0
fd
∥∥∥∥∥
∞
=
∥∥∥∥∥
m∑
d=n+1
fd
∥∥∥∥∥
∞
≤
∥∥∥∥∥∑
d≥0
fd
∥∥∥∥∥
∞
<∞.
Por lo tanto, la sucesio´n
m∑
d=0
fd es una sucesio´n de Cauchy en el espacio de Banach C(S
n−1)
con la sup-norma, es decir que la sucesio´n
m∑
d=0
fd converge a algu´n φ ∈ C(Sn−1). Luego, por
la ecuacio´n (4.16) tenemos∥∥∥∥∥∑
d
fd≥0 − φ
∥∥∥∥∥
L2
≤
√
vol(Sn−1)
∥∥∥∥∥∑
d≥0
fd − φ
∥∥∥∥∥
∞
,
entonces la sucesio´n de sumas parciales converge a φ en L2(Sn−1). Por lo tanto, f = φ en
L2(Sn−1) (recordemos que, por hipo´tesis, la serie de Fourier-Laplace de f converge a f), lo
cual implica que f = φ casi en todas partes.
Por u´ltimo, la convergencia uniforme de la sucesio´n de sumas parciales
m∑
d=0
fd a la funcio´n f ,
se obtiene del Ejemplo 1.4.6. Teniendo en cuenta esto y que la sucesio´n de sumas parciales
m∑
d=0
fd es continua, entonces por el Lema 1.4.4 f debe de ser continua.

4.8. Irreducibilidad de espacios de representacio´n
para O(n).
En esta seccio´n demostraremos que la representacio´n de O(n) sobre el espacio Hn(d) es irre-
ducible. Para este fin, damos las siguientes definiciones.
Definicio´n 4.8.1 Sea V un espacio de Hilbert real o complejo. Llamamos grupo lineal
general de V , al conjunto de todas las aplicaciones lineales continuas e invertibles (es decir,
cuya inversa existe) de V en V , representado por
GL(V ) = {T : V → V | T es una aplicacio´n lineal continua y T−1 existe}.
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Definicio´n 4.8.2 Sea G un grupo topolo´gico metrizable y V un espacio de Hilbert (real o
complejo) de dimensio´n finita. Una representacio´n de G sobre V es un homomorfismo de
grupos η : G→ GL(V ), tal que la accio´n (ver Definicio´n 4.1.28)
φ : G× V → V
(x, v) 7→ η(x)v,
es continua.
Definicio´n 4.8.3 Decimos que una representacio´n η de G sobre V es unitaria, si para
x ∈ G el operador η(x) es unitario sobre V , es decir,
〈η(x)v, η(x)w〉 = 〈v, w〉, para cada v, w ∈ V y cada x ∈ G.
Definicio´n 4.8.4 Sea η una representacio´n de G sobre V . Decimos que un subespacio W ⊆
V es invariante para la representacio´n η, si η(x)W ⊆ W para cada x ∈ G.
Definicio´n 4.8.5 Una representacio´n η se dice que es irreducible, si los u´nicos subespacios
invariantes de V son el subespacio {0} y el mismo V .
Consideremos el grupo topolo´gico metrizable O(n). Sabemos que O(n) es un grupo topolo´gico
metrizable (ver Definicio´n 4.1.24) ya que es un subgrupo cerrado del grupo topolo´gico metri-
zable GLn(R) del Ejemplo 4.1.25. Adema´s, como Hn(d) es de dimensio´n finita por el Corolario
4.3.20 y sabemos que es un espacio pre-Hilbert, entonces por la Proposicio´n 2.1.18, Hn(d) es
un espacio de Hilbert y es de dimensio´n finita. As´ı, podemos definir una representacio´n de
O(n) sobre Hn(d), como sigue
pid : O(n)→ GL(Hn(d))
g 7→ pid(g)f(x) = f(xg), (4.24)
para todo g ∈ O(n), f ∈ Hn(d) y x ∈ Sn−1. A continuacio´n, demostramos algunas propiedades
de la representacio´n pid.
Lema 4.8.6 La representacio´n pid es unitaria.
Demostracio´n:
Observemos que, la representacio´n pid es equivalente a la accio´n de O(n) sobre funciones
continuas f en la esfera Sn−1, como se hizo en la Definicio´n 4.1.43, es decir,
(g · f)(x) = f(xg), donde g ∈ O(n) y x ∈ Sn−1.
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Si f ∈ Hn(d), entonces f ya es continua. Luego, la representacio´n pid es equivalente a la accio´n
de O(n) sobre funciones f ∈ Hn(d). Teniendo esto en cuenta, demostremos que pid es unitaria.
Sean f, h ∈ Hn(d) y g ∈ O(n), entonces
〈pid(g)f, pid(g)h〉 = 〈g · f, g · h〉
〈pid(g)f, pid(g)h〉 = 〈f, h〉, esto por el Corolario 4.4.5.
Por lo tanto, pid es unitaria.

Lema 4.8.7 Cada subespacio V ⊆ Hn(d) es invariante para la representacio´n pid.
Demostracio´n:
Si V = {0}, entonces no hay nada ma´s que hacer, pues pid(g){0} = {0}, para cada g ∈ O(n).
Ahora, supongamos que V 6= {0}. Como V 6= {0}, entonces existe f ∈ V , tal que f no es
ide´nticamente cero. Es decir, existe un x ∈ Sn−1 tal que f(x) 6= 0. Sea g ∈ O(n), entonces
pid(g)f(x) = f(xg),
como xg ∈ Sn−1 y f es un polinomio definido en la esfera Sn−1, entonces f(xg) ∈ V . Como
g se tomo´ arbitrario en O(n), entonces pid(g)V ⊆ V para cada g ∈ O(n). Por lo tanto, V es
invariante para la representacio´n pid.

Diremos que V ⊆ Hn(d) es O(n)-invariante, para abreviar el hecho de que V es invariante
para la representacio´n pid.
Lema 4.8.8 La representacio´n pid es irreducible s´ı y so´lo s´ı para cualquier f ∈ Hn(d) (no
ide´nticamente cero), la coleccio´n de combinaciones lineales finitas de traslaciones de g ∈ O(n)
por f es todo Hn(d).
Demostracio´n:
Supongamos que la representacio´n pid de la ecuacio´n (4.24) es irreducible. Sea V ⊆ Hn(d),
con V 6= {0}. Como pid es irreducible por hipo´tesis, entonces
pid(g)V = Hn(d),
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para cada g ∈ O(n). En particular, si f ∈ V , tal que f no es ide´nticamente cero, entonces
n∑
i=1
αipid(gi)f = Hn(d),
donde gi ∈ O(n) y donde αi ∈ C para cada i = 1, 2, . . . , n.
Ahora, supongamos que para cualquier f ∈ Hn(d) (no ide´nticamente cero), la coleccio´n de
combinaciones lineales finitas de traslaciones de g ∈ O(n) por f es todo Hn(d). Supongamos
que V 6= {0} es un subespacio invariante de Hn(d), entonces existe algu´n f ∈ V que no es
ide´nticamente cero. Luego, como V es invariante, entonces
n∑
i=1
αipid(gi)f = Hn(d) ⊆ V,
por lo tanto, debe de ser que pid(g)V = Hn(d).

Ejemplo 4.8.9 Consideremos el grupo topolo´gico metrizable O(2) y el espacio de Hilbert
H2(2). Para comenzar, definimos la accio´n de O(2) sobreH2(2), como lo hicimos en la Definicio´n
4.1.43, es decir, la accio´n de k ∈ O(2) sobre funciones f ∈ H2(2) del c´ırculo S1 es
(k · f)(x) = f(xk), x ∈ S1. (4.25)
Verificaremos que para cualquier f ∈ H2(2), la coleccio´n de combinaciones lineales de (k ·
f)(x) = f(xk) con k ∈ O(2) y x ∈ S1 es todo H2(2). Sabemos por el Ejemplo 4.3.21 que una
de las base de H2(2) es
B2(2) =
{
x2 − y2, xy} .
As´ı, consideremos f(x, y) = x2 − y2, un elemento de la base de H2(2). Sea k ∈ O(2) la matriz
de la forma
k =
(
a b
−b a
)
,
donde a2 + b2 = 1 y a, b ∈ R. Verifiquemos que k ∈ O(2), es decir, si cumple que k k> = 12
k k> =
(
a b
−b a
)(
a −b
b a
)
=
(
a2 + b2 −ab+ ba
−ab+ ab b2 + a2
)
=
(
a2 + b2 0
0 a2 + b2
)
k k> =
(
1 0
0 1
)
,
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de manera que, k ∈ O(2). Ahora, procedemos a calcular xk
xk = (x, y)
(
a b
−b a
)
= (ax− by, bx+ ay),
es decir que
f(xk) = f(ax− by, bx+ ay)
= (ax− by)2 − (bx+ ay)2
= a2x2 − 2abxy + b2y2 − b2x2 − 2abxy − a2y2
= (a2 − b2)x2 − (a2 − b2)y2 − 4abxy
f(xk) = (a2 − b2)(x2 − y2)− (4ab)xy. (4.26)
Como podemos observar, f(xk) es una combinacio´n lineal de los elementos de B2(2), lo que
significa que si tomamos una funcio´n cualquiera de H2(2) y aplicamos la accio´n de O(2)
adecuadamente, podremos obtener todo el espacio H2(2).
Por otra parte, podemos preguntarnos: ¿Que´ valores a, b de k ∈ O(2), nos llevan de la
funcio´n f(x, y) = x2 − y2 a otra funcio´n xy ∈ H2(2)?. Para encontrar dichos valores a, b ∈ R,
procedemos a resolver la ecuacio´n (4.26) con las siguientes condiciones
a2 − b2 = 0 y − 4ab = 1
⇒ a2 = b2 y ab = −1
4
⇒ a = ±b y ab = −1
4
,
Si a = b, entonces
b2 = −1
4
⇒ b = ± i
2
,
pero b ∈ R, as´ı que a 6= b.
Si a = −b, entonces
b2 =
1
4
⇒ b = ±1
2
,
de manera que a = ∓1
2
.
Es decir, las matrices k1, k2 ∈ O(2), que nos llevan de f(x, y) = x2 − y2 a xy, son
k1 =
(
1
2
−1
2
1
2
1
2
)
y k2 =
(−1
2
1
2−1
2
−1
2
)
.
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Teorema 4.8.10 Los espacios de Hilbert Hn(d) son irreducibles para O(n), en el sentido de
que sus u´nicos subespacios cerrados invariantes bajo la accio´n de O(n) son {0} o todo el
espacio Hn(d).
Demostracio´n:
Demostraremos que para cada subespacio no nulo O(n)-invariante de cualquier espacio Hn(d)
contiene un vector O(n− 1)-fijo distinto de cero, donde O(n− 1) es el subgrupo de isotrop´ıa
(ver Definicio´n 4.1.34) del u´ltimo elemento ba´sico esta´ndar en, es decir
4
O(n)en =
{
k =
(
A 0
0 1
) ∣∣∣∣ A ∈ O(n− 1), enk = en} ≈ O(n− 1),
y decimos que F es un vector O(n− 1)-fijo, si para cada g ∈ O(n− 1) se cumple que
pid(g)F = F,
donde pid es la representacio´n definida en la ecuacio´n (4.24).
Luego se demostrara´ que cada Hn(d) contiene un u´nico vector O(n − 1)-fijo. Adema´s, por
el Lema 4.8.7 sabemos que el complemento ortogonal de todo subespacio de Hn(d) es tam-
bie´n O(n)-invariante. Por lo que, si Hn(d) no fuera irreducible, habr´ıa al menos un espacio
bidimensional de O(n− 1)-vectores fijos en Hn(d), lo que generar´ıa una contradiccio´n.
Para empezar, recordemos co´mo esta´ definida la accio´n de O(n) sobre la esfera Sn−1, es decir,
O(n)× Sn−1 → Sn−1
(g, x) 7→ xg,
para cada x ∈ Sn−1 y g ∈ O(n). Adema´s, esta accio´n es transitiva (su demostracio´n es ana´loga
a como se hizo en el Lema 4.1.33), es decir que para cada x, y ∈ Sn−1 existe g ∈ O(n) tal
que xg = y.
Ahora, definamos una accio´n (ver Definicio´n 4.1.28) de O(n − 1) sobre funciones continuas
ϕ en O(n− 1), como
(h · ϕ) = ϕ(yh), para y, h ∈ O(n− 1). (4.27)
Verifiquemos este hecho, es decir, que se cumplen las propiedades de la Definicio´n 4.1.28.
Sean y, h1, h2 ∈ O(n− 1) y ϕ una funcio´n continua en O(n− 1).
Verificando que se cumple la propiedad (AG1).
((h1h2) · ϕ)(y) = ϕ(y(h1h2))
= ϕ((yh1)h2)
= (h2 · ϕ)(yh1)
((h1h2) · ϕ)(y) = (h1 · (h2 · ϕ))(y).
4La prueba de que O(n)en ≈ O(n − 1), es ana´loga a la prueba que hicimos en el Corolario 4.1.37 con
SO(n).
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Verificando que se cumple la propiedad (AG2).
(1n · ϕ)(y) = ϕ(y 1n) = ϕ(y).
Por u´ltimo, ya que para cada y, h ∈ O(n − 1) tenemos que yh ∈ O(n − 1) y como ϕ es
continua en O(n− 1) entonces ϕ(yh) es continua. Por lo tanto, la accio´n esta´ bien definida.
Necesitaremos una integral invariante sobre O(n− 1). Es decir, con la accio´n definida ante-
riormente, queremos que para cada funcio´n continua ϕ en O(n− 1)∫
O(n−1)
(h · ϕ)(y) dy =
∫
O(n−1)
ϕ(y) dy.
esta es una integral de una funcio´n que toma valores vectoriales. 5
Tenitendo esto en cuenta, procedemos con la demostracio´n del lema.
Sea pid la representacio´n de O(n) sobre Hn(d), como se definio´ en la ecuacio´n (4.24). Sea
V 6= {0} un subespacio de Hn(d) y por el Lema 4.8.7, sabemos que V es O(n)-invariante.
Probaremos que V contiene un vector O(n−1)-fijo. Como V 6= {0}, entonces existe h ∈ Hn(d),
tal que h no es ide´nticamente cero. Es decir, existe x ∈ Sn−1 tal que h(x) 6= 0. Pero, nosotros
necesitamos que, espec´ıficamente, en en la funcio´n sea distinto de cero. Para ello, recordemos
que la accio´n de O(n) sobre la esfera Sn−1 es transitiva, es decir que existe k ∈ O(n), tal que
enk = x. Teniendo esto en cuenta y que V es O(n)-invariante, entonces
pid(k)h(en) = h(enk) = h(x) 6= 0,
de manera que si consideramos f(x) = pid(k)h(x), entonces f(en) 6= 0.
Ahora, consideremos la siguiente funcio´n
F =
∫
O(n−1)
pid(g)f dg,
5Esta integral es llamada Integral de´bil o Integral de Gelfand-Pettis (ver Cap´ıtulo 14 de [10, pa´g.
416]) y se define as´ı: para un espacio topolo´gico V sobre C y una funcio´n continua f en un espacio topolo´gico
X con medida de Borel, una integral Gelfand-Pettis de f es un vector If ∈ V tal que
λ(If ) =
∫
X
λ ◦ f, para todo λ ∈ V.
Si existe y es u´nico este vector If se describe como
If =
∫
X
f.
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donde f(x) = pid(k)h(x). Verifiquemos que F es un vector O(n− 1)-fijo. Sea h ∈ O(n− 1)
pid(h)F = pid(h)
∫
O(n−1)
pid(g)f dg
=
∫
O(n−1)
[pid(h)pid(g)]f dg
=
∫
O(n−1)
pid(hg)f dg
=
∫
O(n−1)
pid(g)f dg, sustituyendo g por h
−1g.
pid(h)F = F.
Ya que la integral que hemos definido es O(n − 1)-invariante, entonces la accio´n transitiva
de O(n) sobre la esfera Sn−1 se puede mover dentro de la integral, cuando la integral se ve
como una integral de una funcio´n con valor Hn(d) en O(n− 1). Luego, observemos que F no
es ide´nticamente 0, ya que al menos en el punto en, se verifica que
F (en) =
∫
O(n−1)
pid(g)f(en) dg
=
∫
O(n−1)
f(eng) dg
=
∫
O(n−1)
f(en) dg, ya que g ∈ O(n− 1)
F (en) = f(en)
∫
O(n−1)
1 dg,
es decir que, F (en) es un mu´ltiplo constante de f(en) 6= 0. Por lo tanto, sobre la integracio´n
en O(n − 1), cualquier subespacio cerrado O(n)-invariante V 6= {0} de Hn(d) contiene un
vector O(n− 1)-fijo, F 6= 0.
Ahora, sea W el complemento ortogonal de V dentro de Hn(d). Por el Lema 4.8.7, W es O(n)-
invariante. Por lo tanto, si W 6= {0}, entonces W tiene un vector O(n − 1)-fijo distinto de
cero.
Ahora, demostraremos que Hn(d) tiene a lo sumo un vector O(n − 1)-fijo, salvo mu´ltiplos
escalares. Una funcio´n f que es O(n− 1)-invariante puede escribirse como
f(x1, · · · , xn−1, xn) = F (ρ, xn) donde ρ =
√
x21 + x
2
2 + · · ·+ x2n−1.
Usaremos sub´ındices para denotar derivadas parciales con respecto al primer y segundo
argumento de F . As´ı, tenemos que el Laplaciano de F es
∆(F (ρ, xn)) =
n−1∑
i=1
∂2F
∂x2i
+
∂2F
∂x2n
=
n−1∑
i=1
∂
∂xi
(
xiF1
ρ
)
+ F22,
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donde
∂
∂xi
(
xiF1
ρ
)
=
[
∂
∂xi
(xiF1)
]
ρ−
[
∂
∂xi
(ρ)
]
xiF1
ρ2
=
(
F1 +
x2iF11
ρ
)
ρ−
(
xi
ρ
)
(xiF1)
ρ2
∂
∂xi
(
xiF1
ρ
)
=
ρ2F1 + ρx
2
iF11 − x2iF1
ρ3
,
de manera que
∆(F (ρ, xn)) =
n−1∑
i=1
ρ2F1 + ρx
2
iF11 − x2iF1
ρ3
+ F22
=
(n− 1)F1
ρ
+
ρ2F11
ρ2
− ρ
2F1
ρ3
+ F22
=
(n− 1)F1
ρ
+ F11 − F1
ρ
+ F22
∆(F (ρ, xn)) =
(n− 2)F1
ρ
+ F11 + F22.
Por lo tanto, la condicio´n armo´nica en tales funciones es
∆(F (ρ, xn)) =
(n− 2)F1
ρ
+ F11 + F22 = 0. (4.28)
Tenga en cuenta que la O(n− 1)-invarianza implica adema´s que F (ρ, y) es una funcio´n par
de ρ. Usando la homogeneidad, F (0, 1) = f(en) = 1, y la paridad, escribimos
F (ρ, y) = yd + c2y
d−2ρ2 + c4yd−4ρ4 + · · ·+ c2jyd−2jρ2j + c2j+2yd−2j−2ρ2j+2 + · · ·
donde F (ρ, y) es un polinomio homoge´neo de grado d. Ahora, a F (ρ, y) le aplicaremos la
condicio´n armo´nica de la ecuacio´n (4.28), para resolver recursivamente los coeficientes como
sigue
0 =
(
n− 2
ρ
F1 + F11 + F22
)(
yd + c2y
d−2ρ2 + c4yd−4ρ4 + · · ·
+c2jy
d−2jρ2j + c2j+2yd−2j−2ρ2j+2 + · · ·
)
= d(d− 1)yd−2 + c2
[
n− 2
ρ
yd−2(2ρ) + yd−2(2) + (d− 2)(d− 3)yd−4ρ2
]
+ c4
[
n− 2
ρ
yd−4(4ρ3) + yd−4[(4)(3)ρ2] + (d− 4)(d− 5)yd−6ρ4
]
+ · · ·
+ c2j
[
n− 2
ρ
yd−2j(2jρ2j−1) + yd−2j[(2j)(2j − 1)ρ2j−2] + (d− 2j)(d− 2j − 1)yd−2j−2ρ2j
]
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+ c2j+2
[
n− 2
ρ
yd−2j−2[(2j + 2)ρ2j+1] + yd−2j−2[(2j + 2)(2j + 1)ρ2j]
+(d− 2j − 2)(d− 2j − 3)yd−2j−4ρ2j+2
]
+ · · ·
= d(d− 1)yd−2 + c2
[
2(n− 2)yd−2 + 2yd−2 + (d− 2)(d− 3)yd−4ρ2]
+ c4
[
4(n− 2)yd−4ρ2 + 12yd−4ρ2 + (d− 4)(d− 5)yd−6ρ4]+ · · ·
+ c2j
[
2j(n− 2)yd−2jρ2j−2 + 2j(2j − 1)yd−2jρ2j−2 + (d− 2j)(d− 2j − 1)yd−2j−2ρ2j]
+ c2j+2
[
(2j + 2)(n− 2)yd−2j−2ρ2j + (2j + 2)(2j + 1)yd−2j−2ρ2j
+(d− 2j − 2)(d− 2j − 3)yd−2j−4ρ2j+2]+ · · ·
= d(d− 1)yd−2 + c2
[
2(n− 1)yd−2 + (d− 2)(d− 3)yd−4ρ2]
+ c4
[
4(n+ 1)yd−4ρ2 + (d− 4)(d− 5)yd−6ρ4]+ · · ·
+ c2j
[
2j(n+ 2j − 3)yd−2jρ2j−2 + (d− 2j)(d− 2j − 1)yd−2j−2ρ2j]
+ c2j+2
[
(2j + 2)(n+ 2j − 1)yd−2j−2ρ2j + (2j + 2)(2j + 1)yd−2j−2ρ2j
+(d− 2j − 2)(d− 2j − 3)yd−2j−4ρ2j+2]+ · · ·
0 = [d(d− 1) + c2(2n− 1)]yd−2 + [c2(d− 2)(d− 3) + 4c4(n+ 1)]yd−4ρ2+
· · ·+ [c2j(d− 2j)(d− 2j − 1) + c2j+2(2j + 2)(n+ 2j − 1)]yd−2j−2ρ2j + · · ·
Por ejemplo, igualar a cero los coeficientes de yd−2 da
d(d− 1) + c2(2n− 1) = 0
⇒ c2 = −d(d− 1)
2n− 1 ,
donde 2n − 1 6= 0, ya que n ∈ N y as´ı, el coeficiente c2 queda completamente determinado.
De igual forma, igualando a cero los coeficientes de yd−2j−2ρ2j tenemos
c2j(d− 2j)(d− 2j − 1) + c2j+2(2j + 2)(n+ 2j − 1) = 0
⇒ c2j+2 = −c2j(d− 2j)(d− 2j − 1)
(2j + 2)(n+ 2j − 1) ,
donde (2j+2)(n+2j−1) 6= 0, ya que j, n ∈ N y as´ı, el coeficiente c2j+2 queda completamente
determinado.
As´ı, para que F (ρ, y) ∈ Hn(d), debe ser de la forma
F (ρ, y) = yd − d(d− 1)
2n− 1 y
(d−2)ρ2 − · · · − c2j(d− 2j)(d− 2j − 1)
(2j + 2)(n+ 2j − 1) y
d−2j−2ρ2j+2 − · · · .
Por lo tanto, salvo mu´ltiplos escalares, hay un u´nico vector O(n− 1)-fijo, F (ρ, y), en Hn(d).
La existencia del vector O(n−1)-fijo ya estaba probada, integrando sobre O(n−1). Adema´s,
hab´ıamos probado que cualquier subespacio O(n)-invariante V 6= {0} de Hn(d) contiene un
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vector O(n − 1)-fijo distinto de cero y que si, W es el complemento ortogonal de V dentro
de Hn(d) y si suponemos que W 6= {0}, entonces W tambie´n tiene un vector O(n − 1)-fijo
distinto de cero. Pero acabamos de demostrar que, salvo mu´ltiplos escalares, Hn(d) tiene un
u´nico vector O(n − 1)-fijo, F distinto de cero. As´ı, supongamos que αF ∈ V y βF ∈ W ,
para α, β ∈ C y α 6= β, entonces
0 = 〈αF, βF 〉 = αβ〈F, F 〉,
como F 6= 0 por hipo´tesis, entonces debe de ser que αβ = 0. Ahora, si α = 0, entonces
αF = 0 en V , de manera que V = {0}. Si β = 0, entonces β = 0 y βF = 0 en W , de manera
que W = {0}. Por lo tanto, la representacio´n de O(n) sobre Hn(d) es irreducible.

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