Aspect mining constitutes an essential part of delivering concise and, perhaps more importantly, accurately tailored cultural content. With the advent of social media, there is a data abundance so that analytics can be reliably designed for ultimately providing valuable information towards a given product or service. Naturally representing and efficiently processing a large number of opinions can be implemented with the use of streaming technologies. Big data analytics are especially important in the case of cultural content management where reviews and opinions may be analyzed in order to extract meaningful representations. In this paper, a NoSQL database method for aspect mining of a cultural heritage scenario by taking advantage of Apache Spark streaming architecture is presented.
I. INTRODUCTION
The excessively increasing abundance of data leads the researchers in its processing as well as its analysis, which will enable the extraction of important knowledge. The management of cultural content has emerged as a major industry driver, where a collection of services such as guided visits to monuments are constantly on high demand in both digital and physical markets around the globe. The still rapidly expanding digital world is currently playing a prominent role in the promotion of cultural content, contributing thus to the preservation and rediscovery of cultural heritage.
Many frameworks and distributed data storages are becoming popular, as their use makes the process of very large amounts of data almost effortless. Some examples of these frameworks are Flink, Hadoop, Spark, Storm as well as Cassandra, HBase and MongoDB. Moreover, libraries, like the one used in this paper, Spark's MLlib, is introduced in order to make the use of Machine Learning techniques possible in the cloud.
The need for automatic categorization and extraction of topics is increasing every day with the rise of the digital content in all domains. Aspect extraction can be considered as a major problem in knowledge discovery. There are two types of methods, those that extract aspects without categorizing them and those that extract aspects and categorize them using unsupervised topic modeling; the categorization concerns synonymous aspects in the same category.
Two different categories regarding Big Data processing exist, namely batch and streaming engines. The first category concerns handling of massive volume of data while the second category concerns processing data of high velocity. Among many frameworks related to big data environments, the most popular is Hadoop that deals MapReduce batch processing. Most recent applications require real-time analysis and this can be successfully achieved by streaming engines, with most popular examples the Spark and Storm Streaming, which guarantee message delivery and are fault tolerant [6] .
In this paper, we propose a real-time data analytics platform to delve into cultural content by harnessing Big data analytics in a distributed environment. A framework for advanced data analytics, i.e., Apache Spark, along with a NoSQL database for handling large portions of data, i.e., Apache Cassandra, provide highly available service with no single point of failure for the aspect mining of cultural heritage content. This framework will be oriented towards efficient content delivery, and it is shown how it can be applied to a dataset consisting of different topics in order for meaningful opinions about historical sites and monuments to be obtained. Another proposed approach is the application of LDA (Latent Dirichlet Allocation) based probabilistic system in order to discover latent topics in the conversations related to the event under consideration.
The rest of the paper is organized as follows. Section II presents a brief survey on related work, while Section III describes the Apache Spark Streaming framework, the NoSQL database management system as well as the Topic Modeling algorithm, whereas Section IV introduces and analyzes our proposed model. Furthermore, Section V presents the experimental evaluation and the results of our experiments. Finally, Section VI concludes the paper and provides future steps.
978-1-7281-4959-2/19/$31.00 c 2019 IEEE II. RELATED WORK Topic detection and extraction is concerned with detecting trending topics and extract titles or sets of keywords representing these topics. For text categorization, a work has been presented in [21] , where authors use topic modeling for clustering news stories into several k topics; this process is entitled unsupervised learning with automatic topic labeling. Topic modeling reflects the thematic structure of the collection of documents by treating data as observations, which are derived from a generative probabilistic process that comprises hidden variables for documents.
Aspect Extraction is a field with academic interest that is proved by the extensive and growing available literature. Traditional methods are categorized into two basic models, pLSA [10] and LDA [4] . Previous works introduce the discovery of both global and local aspects [19] , the extraction of key phrases [5] , the multi-aspect rating [22] , the aspect summarization [13] as well as the attitudes modeling [17] .
In the bibliography, many works set as goals the utilization of "meaningful" and "specific" topics. Works [3] and [16] used information from the labels of the documents in a supervised setting. User feedback is introduced in [11] throughout Gibbs sampling iterations. Moreover, authors in [1] used another approach (DF-LDA) by precenting cannot-link as well as must-link constraints as Dirichlet Forest priors. Authors in [14] present two novel statistical models in order to initially extract and in following classify aspect terms in an automatic way, given some user categories.
III. PRELIMINARIES A. Twitter
We have used the Twitter platform in order to perform our experiments. Concretely, it is a platform for uploading posts, exchanging messages between users, and modifying their private profiles according to their needs. While founded in 2006, it constitutes a service that allows users to share 280-character posts. Twitter has 1.3 billion accounts and 3 million monthly active users and the amount of tweets sent per day achieves value equal to 500 million. It also provides streaming APIs, which allow the connection with a streaming of tweets. This has thus resulted in hosting massive datasets of information whose data are gaining increasing interest.
B. Streaming
The colossal measure of information made by a huge number of sensors and the shipment of those information records at the same time are characterized as streaming data. These information require preparing on a record-by-record premise to draw valuable data. The analytics can be filtered, correlated, sampled, or aggregated. This analysis is in a structure helpful for different business and consumer aspects. For instance, the industry can track most well known items among customers based on relating comments and likes on social streams or can follow assessments based on certain incidents, and take timely intuitive measures. Over the time, stream processing algorithms are applied in order to further refine the insights.
C. Spark Streaming
Streaming APIs 1 offer access to world-wide twitter users' posts, including tweet itself, tweet language, location where the account was opened, and place from which the tweet was sent, images/videos, and so forth. Prior computational models for distributed streaming were less consistent and low leveled while lacked fault recovery. A novel programming model, named as discretized streams (D-streams) that provide efficient fault recovery, better consistency, and high-level functional APIs [24] , was presented.
Spark Streaming 2 converts live input stream into batches which are later handled by Spark engine in order to create output in batches. D-streams constitute a high-level abstraction provided by Spark Streaming, while the latter permits parallel processing of data streams by connecting to multiple data streams [12] .
Discretized streams constitute a sequence of partitioned datasets (RDDs) that are permanent and allow deterministic operations to create new D-streams. The calculations executed by D-streams are considered as a series of deterministic and stateless tasks. Across various tasks, states are represented as Resilient Distributed Datasets (RDDs), which are fault-tolerant data structures [23] . Streaming computations are done as a series of deterministic batch computations on discrete time intervals.
D. NoSQL Databases
Nowadays, it is stated that NoSQL databases have a lot more to offer than just offering solutions to scale problems. The real meaning of this generic term NoSQL is that this type does not follow the principles of the traditional relational databases. Instead, while maintaining their principles, they can handle efficiently the output of modern web scale databases like Twitter, Facebook, Google, etc. Due to their difference with the traditional databases, they are superior in terms of scalability and availability problems. As stated in [9] , NoSQL databases define a filter for exactly determining the databases that fulfill these requirements. In particular, they provide the following advantages:
• The data representation is schema-less and there is no need to define a certain structure from the beginning since new fields at run-time can be added. • The speed even with a small amount of data can be processed in milliseconds rather than hundreds of milliseconds. • The elasticity of the applications is considered due to particular scalability features. • The development time is reduced freeing developers from having to deal with complex SQL queries and joins as the data are collated from different tables into a new single view.
E. Apache Cassandra
Apache Cassandra 3 constitutes an open source NoSQL database, which is widely scalable. Therefore, it is perfect for managing huge amounts of information in various data centers as well as the cloud. A portion of its qualities are the continuous availability, the linear scalability, as well as the simplicity in operating on different servers without any single point of failure.
Its design was based on the premise that system as well as hardware failures consistently occur, and this fact results in a peer-to-peer distributed system. The data are distributed among all cluster nodes whereas the copying and sharing procedures are transparent and automatic. Cassandra also provides an advanced custom replication which saves duplicates of the data on all nodes participating in a Cassandra ring. So, if a node is shut down, then at least one copy of the data that the node has will be accessible to another cluster node. It also provides linear scaling capability, which implies that the overall capacity of the system can be immediately expanded by adding new nodes to the network.
F. Topic Modeling
The verification of whether every post discusses a particular topic has to be taken into account. Topic modeling examines a document as a "bag-of-topics" representation, and its aim is to cluster each term from each post into a relevant topic. Varieties of several probabilistic topic models have been introduced [2] , [15] , and LDA [4] is considered as a popular technique.
Concretely, the LDA model extracts the most widely recognized topics discussed that are represented by the most often used words, by taking as input a group of documents. The input is a term-document matrix while the output is composed of two distributions, namely document-topic θ and topic-word distribution φ. Expectation-Maximization (EM) [8] and Gibbs Sampling [7] algorithms were proposed to derive the distributions of θ and φ. In this work, the Gibbs Sampling based LDA is utilized. One of the most noteworthy steps is to update each topic assignments for each term in every document according to the probabilities calculated using Equation 1 .
where z i = k demonstrates that the i th term in a document is assigned to topic k, z i implies all the assignments of topic except the term i, n −i (k,m,·) constitutes the number of times the document d contains the topic k, n −i (k,·,wi) represents the number of times term v is assigned to topic k, V is the size of the vocabulary as well as α and β are hyper-parameters for the document-topic and topic-word distribution, respectively.
N is the number of the Gibbs sampling iterations performed for every term in the corpus. After this part, the documenttopic θ and topic-word φ distributions are calculated utilizing following Equations 2 and 3 respectively. (2)
IV. IMPLEMENTATION A. Model Overview A novel system that consists of two main components, which are data collection and analysis, is proposed in the present work. The data collection module is developed to crawl the tweets from Twitter utilizing Apache Spark Streaming and in following to store the tweets into Cassandra, a NoSQL database for scalability and scheme less data storage purpose. After the storing procedure takes place, the system mainly performs an online aspect mining procedure in order to address the following question: what are the topics discussed by users online to help us understand people's interests?
A similar method was introduced in [20] , where a NoSQL database approach for modeling heterogeneous and semistructured information by integrating Apache Spark with Apache Cassandra was depicted. Authors focus on a model capable of predicting the relationship between tourist arrivals and nights spent in Greece.
B. Dataset
To simplify access, aggregation and management, data are stored in individual collections sorted out by day. It is apparent that the relational database is struggling in handling large amount of unstructured data [18] . Our experiments were conducted on a cluster with 20 nodes, where each node is equipped with quad-core Intel(R) Core(TM) i5-2400 CPU@3.10 GHz with 4GB RAM.
To guarantee that only relevant tweets are taking into consideration, all captured posts with keywords that are relevant to Cultural Heritage in the domain of Greece are filtered. These keywords are related to different heritages, activities and specific tourist destinations. The filtered dataset resulted in 5, 000 out of 35, 000 tweets from 01/03/2019 to 30/03/2019. In following Figure 1 , the hashtags studied are presented.
V. EVALUATION
One of the trickier tasks about LDA model is to specify the number of topics to be generated. Our goal is to find topics associated with each post. Hence, we obtain the probabilistic Latent Semantic Analysis as a topic distribution. It is obvious that Latent Dirichlet Allocation could be also used as a clustering algorithm, as it groups together words with similar meaning and assigns them to topics that LDA generates.
A user study, where results from our approach were compared to those from users, was conducted in order to evaluate our system. Human annotators were used to read the downloaded posts and specify whether the extracted aspects are correctly identified. 10 students associated with the University of Patras manually classified the tweets and their corresponding aspects, and in following, we compared the system results to the users' responses. These responses were used as gold standard for the evaluation of the system's performance.
The percentages of corrected identified tweets are presented in following Table I . It can be observed that our proposed methodology achieves notable accuracy as 65% of aspects are correctly identified, whereas 20% of aspects cannot be considered as correct. The purpose of this experiment is to examine whether our approach extracts and categorizes correctly aspects from a real-time data analytics platform. 
VI. CONCLUSIONS AND FUTURE WORK
In this paper, a real-time data analytics platform for analyzing cultural content by harnessing Big Data analytics in a distributed environment, has been developed. The proposed concept depends on distributed algorithms and architectures, which are capable of managing, processing, and evaluating high volume of hybrid data in real-time. The proposed framework is based on a NoSQL scheme for the aspect mining of cultural heritage content as it takes advantage of Apache Spark streaming architecture as well as Apache Cassandra NoSQL database. Finally, we applied it to a dataset consisting of different topics about historical sites and monuments.
The proposed framework can be extended in a number of ways. Initially, as cultural inheritance tends to become global, cross language opinion mining becomes important. This strongly implies that besides linguistic factors, geography, semantics, and the cultural context must also be considered in order to conduct meaningful aspect mining. Another issue concerns the development of a clustered system where big data related techniques will be utilized for other countries.
