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A completeness/expansion theorem, analogous to that of DiPrima and Habetler 
(D-H). is proved for the equation governing the linear stability of nearly parallel 
Rows, to which the D-H theorem does not apply. It is also proved that only a finite 
number of eigenvalues with negative real parts can occur. Both results are based on 
a theorem of Gohberg and Krein. 
1. INTRODUCTION 
Interest in linear stability studies has persisted because of their qualitative 
effectiveness in predicting transition to turbulence, and because it is apparent 
that the linear regime must hold. even if only instantaneously, in the 
development of small disturbances. This has been true particularly in the 
study of boundary layer flows. To improve the qualitative picture, 
nonparallel effects have been examined in great detail recently, though as 
long as 40 years ago stability theorists had included these effects. 
The purpose of this article is to speak to the issue of the expansion 
problem for the eigenfunctions of the “nearly” parallel stability equation, 
which is sometimes called the “modified” Orr-Sommerfeld equation 11-31. 
The discussion will involve this fourth order differential equation defined on 
a finite interval, which is not exactly appropriate for boundary layer flows. 
However, since most numerical schemes are carried out on a finite interval, 
this study will more closely resemble what is usually calculated. We do 
expect to consider the equation defined on intervals containing infinity in 
subsequent work. 
It should be noted that despite the power of the DiPrima-Habetler (D-H) 
completeness theorem 141, it does not apply to the modified Orr-Sommerfeld 
equation, The main result is the same, however. The eigenfunctions are 
complete in a generalized sense. The bounds on eigenvalues are not as sharp 
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for this equation as for the Orr-Sommerfeld equation, since the pet-tubing 
operator is too strongly unbounded. However, we show that only a finite 
number of unstable eigenvalues can occur. 
2. THE EIGENVALUE PROBLEM 
The type of eigenvalue problem is of the form 
L@ = nMq4 (2.1) 
where L and M are ordinary differential operators, 
L = (DZ - cf2y + [ V(-D2 + al) + VU]D 
+ iaR[ U(-D’ + a’) + U”], (2.2) 
M=-D2+a2, (2.3) 
and primes and D denote J’ derivatives. Here a (wave number) and R 
(Reynolds number) are constants with a > 0, R > 0 and U and V are 
analytic functions. In particular, U(v), V( 4’) are the x- and y-components of 
the basic state. The derivation of the equation is commonly known 111. 
The boundary conditions are 
#=@‘=O on .r=O,l. (2.4) 
One observes that (2.2) is of fourth order with the next highest (third) 
derivative also present. The operator M is formally positive definite. The 
standard approach, and the one which will be followed here, is to write L in 
(2.1) as L = L, + A, where L, is self-adjoint (in fact, positive definite) and A 
is a perturbation. In the D-H theory, A is of two derivative orders lower 
than L,, and consequently M-IA is a bounded operator. In the nonparallel 
case considered here, M-‘A is not bounded, so extensions of the D-H theory 
are needed. 
One approach would be to “remove” the third derivative term in (2.2) by 
a transformation such as 
v=exp I-, be) dY 1 & (2.5) 
This is advocated in many discussions of eigenvalue problems of ordinary 
differential equations [ 5-7 1, but is best suited to equations where M = I, the 
identity operator. If transformation (2.5) is carried out in (2.1), the resulting 
operator A? on the right side is no longer positive definite. Special cases of 
such problems have been treated 181, but extensions to genera1 situations 
seem to be less promising than treating the left side. 
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Thus our approach is to observe that though M-IA is not bounded. it is 
relatively bounded, in fact, relatively compact with respect to M-IL,. This is 
similar to a class of problems studied by Clark 191 for which he developed 
an expansion theory. However, our principal result is based on a 
completeness theorem of Gohberg and Krein [ 101. which applies more 
specifically when the perturbing operator is relatively compact. 
3. A COMPLETENESS THEOREM 
DEFINITION 1. THE GENERALIZED EIGENVALUE PROBLEM 
14, p. 2701. Let L and M be linear operators with dmn L c dmn M dense in 
a Hilbert space -5 We say that 2 is an eigenvalue of (L, M) if and only if 
there exists a 4 E 3, 4 # 0 such that Lh = ,&I#. Such a 4 is called an eigen- 
vector of (L, M). We say that IJI E F is a generalized eigenvector of (L. M) 
if and only if, for some 1 and some p > 1. there exist p non-zero vectors ‘i/, , 
IJI~,..., ul, = w such that 
i = 1, 2,..., p, where IJI,, = 0. Eigenvectors are included as generalized eigen- 
vectors by allowing p = 1. Suppose that (. ) is the inner product on i%o and 
M is positive definite. We go further and define another Hilbert space K,, 
embedded in 13v where If, g] = (f, A4g) (for f, g E dmnM) is the 
corresponding inner product, and If. f ] I” = Ilfll,,,. 
Also relevant for this study is Friedrichs’ theorem that an operator 
positive-bounded below with domain dense in a Hilbert space can be 
extended to a self-adjoint operator which possesses an inverse defined on the 
entire space. 
Since the hypotheses to be made on L are weaker than those of D-H, their 
whole theorem is not germane here. A portion is embodied in the following. 
LEMMA 1. Let L,, M be linear operators with dmn L, c dmn M dense in 
a Hilbert space and such that 
( 1) M and L, are positive-bounded below with rng M = rng L, . 
(2) G -’ is compact and rng G - ’ c dmn M. where G -’ is the inverse 
of the self-adjoint extension of M- ‘L, in q,f. 
Then the two problems G# = i# and L,4 = AM4 are equivalent. 
Proof. See 14, p. 220-22 I]. 
DEFINITION 2. COMPLETENESS. The generalized eigenvectors of a linear 
NEARLY PARALLEL FLOWS 171 
operator with domain dense in Z are said to span Z if the following are 
true. 
Let hlv dkZ ,..., $kn, be the eigenvectors (and possibly generalized eigen- 
vectors) corresponding to eigenvalues A,. Then each d E I has a represen- 
tation 
(3.1) 
with convergence in the norm of X 
The following definitions and the subsequent theorem will also be needed 
in what follows. 
DEFINITION 3 (10, p. 2751. Let A and B be linear operators with 
dmn A c dmn B. B is said to be relatively compact with respect o A (or A- 
compact) if there exists a point p E p(A), the resolvent set of A, such that 
B(A -~1) ml is compact. In particular, if ,u = 0, then B is A-compact if and 
only if 
dmnAcdmnB and BA -’ is compact. 
DEFINITION 4 15, p. 1089; 10, p. 2561. A compact operator T is said to 
be of (finite) order, p(T) < co, if there exists a norm for T, 
where (flu,} are the (non-negative) eigenvalues of (T*T)“‘. It is then said to 
be in the class C,. 
THEOREM 1 [ 10, p. 276-2771. Let S = G + P, where G is a selfaafjoint 
operator with a discrete spectrum, and P is G-compact operator such that 
p(G-‘PG-‘) < co. 
Then the entire spectrum a(S) of the operator S consists of normal eigen- 
values, so that a(S) = Pa(S), the point spectrum. For any E > 0, all of them, 
with the possible exception of a finite number, lie in the sectors 
--E < arg 1 < E, n-&<argII<n+&. 
Then the eigenvectors and generalized eigenvectors spank in the sense of 
(3.1). 
If P is only G-compact but G is almost definite the following is true. 
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THEOREM 2 [ 10. p. 257-258 1. Let G have only a finite number of 
negative (or positive) eigenvalues and let P be G-compact. Then S has no 
more than a Jinite number of eigenvalues in the sector 
rc-sf:aargAC7r+t (or -e < arg 1 < E). 
Note that an eigenvalue ,I0 is a normal eigenvalue of S if and only if (a) A,, 
is an isolated point of the spectrum of S, (b) the algebraic multiplicity of A’, 
is finite and (c)the only limit point of the spectrum of S is at infinity 
[ 10, p. 276 1. 
Thus application of Theorems I and 2 to the equations of stability give 
our principal result. 
THEOREM 3. (i) Let L, and M satisxy the hypotheses of Lemma 1. 
(ii) Let L, have a discrete spectrum, i.e., consist solely of normal 
eigenvalues. 
(iii) Suppose that A is a linear operator with dmn A = dmn L,, that 
M-‘A is M-‘Lx-compact, and that p(L;‘AL;‘M) < 00. 
(iv) Suppose that for some ,D, rng(L, + A + ,uM) = rng M and (G + 
M-‘A +,uZ) has an inverse. 
Then with L = L, + A, the generalized eigenvectors of (L, M) span &, in the 
sense of (3.1). 
ProoJ Since Lemma 1 asserts the equivalence of L,d =Ah44 and 
G# = Ad. we need only show that with the hypotheses above, the problems 
(L, + A)o = AM4 and (G + P)o = @ are equivalent. Hypotheses (i) and (ii) 
immediately give that G has a discrete spectrum. 
We note next that G-’ = (M-IL,)-’ on dmn M, so that, by setting P as 
the extension of. M-‘A on dmn A to dmn G. if M-‘A is M-‘L,-compact. 
then P is G-compact since 
PG-’ = (M-‘A)(M-IL,)-’ =M-‘AL,‘M 
and 
G-‘PG-’ = (M-IL,)-‘(M-‘AL,‘M)-’ = L;‘AL;‘M on dmn M. 
If p(L;‘AL;‘M) < to, then p(G--‘PG-‘) < co. In this case hypothesis (iii) 
is satisfied. Finally hypothesis (iv) is necessary since G + M-‘A may have 
no inverse. By an argument similar to the proof of Lemma 1 14, p. 2211 it 
can be shown that o(S) = Pa(M-‘L), so that LQ =IMI$ and S4 =A# are 
equivalent problems. 
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COROLLARY. The eigenvalue problem L# = 1Md has only a finite number 
of eigenvalues with negative real part. 
Proof. Since L, and M are both positive definite, G is positive definite 
and has no negative eigenvalues. Consequently, since the eigenvalues of 
(L, M) and S are the same, and since S will have all but finitely many of its 
eigenvalues in the sector 71 - E < arg A < rr + E for any E > 0. only a finite 
number of the eigenvalues of (L, M) are in the left half-plane. 
In their proof of completeness, D-H require that M- ‘B be bounded. Thus 
in their problem M-‘B(G --I)-’ is compact, since (G -pZj-' is compact 
for ,u c p(G). So for the class of operators they consider, only a finite number 
of eigenvalues with negative real parts can occur as well. 
4. THE MODIFIED ORRSOMMERFELD EQUATION 
We need to verify that all of the conditions for Theorem 3 to apply are 
met by Eqs. (2.1)-(2.4). 
Firstly, the operators L,, M and A are defined with L, = (-D* t c?)~, 
F=Y*[O, 11, 
A = [ V(-D’ + a’) + V”]D t iaR[U(-D2 + a’) t U”], 
dmnM= (~I~EA,,g(O)=~(l)=O}, (4.1) 
dmnL,=dmnA= (dI#EA,,d(O)=d’(O)=#(l)=~‘(l)=O). 
where A, are those functions having an (n - 1)st absolutely continuous 
derivative and nth derivative in ik;[O, 11. 
The operators L, and M were investigated by D-H. They show that 
hypotheses (i) and (ii) here do apply to L, andM. It is necessary for us to 
investigate hypotheses (iii) and (iv). 
Let g(y, r) be the kernel of the integral operator defining M-‘, that is, the 
Green’s function obtained by solving (-0’ + a’) g = 6( ~7 - c) subject to the 
boundary conditions g(0, <) = g( 1. <) = 0, where 6 is the delta function. Thus 
&v~ 0 = - 
shaysha(1 -<) 
asha ’ 
1’ I (. 
_ - 
= &!(k Y), r 5 Y. 
The operator A may be rewritten as 
A = (-D2 + a’)(VD - 2V’ + iaRU) 
(4.2) 
t (-2 V” + 2iaR U’)D - 2 V”’ + 2aL V’ f 2iaR U”. (4.3) 
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Therefore 
+ )_I g(y, t)(-2V”‘(t) + 2a’V’(<) + 2iaRU”(t)) g(t) d<. 
.O 
(4.4) 
We observe then that M-IA is indeed unbounded in that the first term on 
the right in (4.4) involves the first derivative of 4. The other terms involve U, 
V. their derivatives and g and its first derivative. The norm of the latter terms 
may be bounded in ,&, by some multiple of /l@/l,,, (4, p. 2261. More concisely 
we may express M-IA@ = (V( J’)D + I?)$, where B is compact and represents 
the last three terms. B is compact because of the assumptions on U, V and 
the structure of g. Even though g&-r, c) is only piecewise continuous, it is 
bounded and square integrable. and hence defines a compact operator 
15, p. 10091. 
By Definition 3, M-‘A is M-‘LX-compact if and only if 
(M-‘A)(M-‘L,))’ =M-‘AL;‘M is compact. 
Now L; ’ may be computed as the integral operator whose kernel h( J. 4) 
satisfies (-D2 + a2)l h = 6(j, - c) and the boundary conditions h(O.0 = 
h&O, <) = h(l, <) = h,(l, c) = 0. (The kernel h(~, 5) is well known 
[ 11, p. 3771.) Explicit calculation need not be carried out, for what is useful 
for our purposes are the following observations: (i) /I(?,, <) is continuous and 
has continuous derivatives with respect to .1’ (and l) up to order 2 for 0 < J’, 
< < 1. (ii) For any fixed value of r (or 4’) in the interval (0, 1) the function 
h(~‘, <) has continuous derivatives of orders 3 and 4 with respect to 1’ (or r) 
in each of the intervals [O, 0 and (& 11 (or 10. J) md (J: 11); the third 
derivative is discontinuous at ~3 = r with a jump of + 1: 
h,,~,~(~+, 0 - hppy(r-, r) = 1 (h,l,(~: Y+) - hrssb. 0 = 1) 17, P. 291. 
The operator M-‘ALxp’M is defined by 
IM-‘AL;‘M4](.v) = (V(y) D, + B) 1.’ h(g, t)(-t’(t) + a’@(t)) dt 
-0 
= - 1’ V(Y) h,,,(y, 8 g(C) & + ..., (4.5) 
-0 
where the dots indicate integral terms with continuous kernels. However, 
from the stated properties of h we know there is a jump discontinuity at 
y = c in h&y, l); but since this kernel is bounded it is square integrable and 
hence M-‘AL;‘M is compact [5. p. 10091. 
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The other part of hypothesis (iii) demands the compactness of L; ‘AL; ‘M 
and that it have finite order. When we inspect the operator, we find that 
L;‘AL;‘M is the composition of two bounded operators (L;‘A) and 
(L;‘M) which can be represented as a sum of integral operators, of which 
the least smooth kernel involves the composition of the kernels hz,,( ~7, z) and 
hJz. <). The second of these is continuous and the first has a jump discon- 
tinuity. Their composition will be square integrable and hence compact. We 
invoke the result that a compact integral operator with a square integrable 
kernel is of order 2 (5, p. 1093; 10, p. 1061. Thus hypothesis (iii) is satisfied. 
In Theorem 2 the only assumption is that P is G-compact. We have shown 
that M-IA is M-IL,-compact so that P is G-compact. Thus S has only a 
finite number of eigenvalues with negative real parts. Consequently, there 
exists a p large enough so that -p E P(G + P) and hence G + P + ,uZ has an 
inverse. Moreover for such large p. rng(L +puM) = rng L, = rng M, and 
hypothesis (iv) is satisfied. 
Finally, the corollary to Theorem 3 shows that (L, M) has only a finite 
number of eigenvalues with negative real parts. 
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