Abstract-this paper discusses the development of a distributed cache strategy for an analytic cluster in an Internet of Things (IoT) system. In this paper, Least Recently Used (LRU), Proactive Cache and distributed system related concepts are discussed. The study about the approaches for performance optimization, nodes and data distributing in the IoT system is also performed. The novelty about this research is the concept of a placeholder and its use together with Proactive Cache to optimize the traditional LRU algorithm in the use case of a data analytic cluster in an IoT system, which can reduce the response delay of the query up to 90% in the test case.
I. INTRODUCTION
This paper discusses the development of a distributed cache strategy for an analytic cluster in the IoT system. The target IoT system is a micro-service bases system. In the target IoT system, the data analytic cluster is one individual micro-service and it is an important component having increasingly heavier loads. Without a cache layer, the existing solution is hardly able to meet the requirement of performance of the data queriy. The motivation of this study is to solve this problem. The objective of the studied cache strategy is to provide a high performance, highly extendable and highly stable cache solution in the distributed system on an IoT environment to reduce the load of center databases and enhance the data query performance. The contribution of the study is the development of a micro-service based cache application with the innovative combination of traditional LRU and Proactive Cache, and a concept of placeholder for the optimization. There are mainly five parts in this study. In the first part, the data model and cache strategy, which are the main focuses in this paper, are discussed in detail. In the second part, the nodes topology model which indicates how the nodes are connected and how they collaborate is addressed. In the third part, a data partitioning algorithm which describes how the data is distributed into the cluster is introduced. Next, the examination of the result is handled. In the final part, the summary and the further development is described.
II. DATA MODEL
The cache layer in this study is built upon the existing IoT system, IoT-Ticket. The data model in this paper follows the solution in the target IoT system. Since this study only focuses on providing the data caching for the analytic cluster, only the related data model is discussed. The data model session consists of two parts, the data model in IoT-Ticket and the data model in cache layer of the study.
A. Data model in target IoT system
In the target IoT system, the data model "ProcessData" is the model for raw sensor data which is the input for the analytic cluster. In this study, the discussion and development of data model are performed based on "ProcessData". In "ProcessData" data model, Manufacturer Identification (mid) is stored in Long Integer format as the identification for distinguishing the origin of the data record. "timestamp" is stored in Long Integer format in which the time when this data record is generated is kept in millisecond scale. "epochour" is another field for recording generating time as "timestamp", it is calculated from "timestamp" and is in hour scale. For example, if one data record keeps "timestamp" "1462436089149", the corresponding "epocHour" is "1462435200000". The formula is depicted below: = − % Hour = 3600000 (ms)
"Type" indicates the data type of the data which kept in current data records. An Integer value is provided be "type", each Integer value stands for a different data type. The data in the "ProcessData (simplified)" model which is discussed in this study is sensor data, which is generated from sensors in the IoT system. It is strictly ordered by the timeline, and is also static, namely the generated data will never be updated or individually deleted. And it is obvious that the volume of this category of data is large and increasing fast.
Therefore, it can be concluded that the main feature of this category of data can be summarized as chronological, static and voluminous.
B. Data model in cache B.1 Fundamental data structure
The model in the cache is designed based on the Redis inbuilt data structure and optimized for the data usage of the analytic cluster. In the workflow of the analytic cluster, the sensor data is queried and processed by the minimum unit of hours, namely the data should be grouped by the hour when they have been generated. Hence in the cache layer, a data structure of collection should be adopted. In Redis there are 4 data types that support collection data structure: Lists, Sets, Sorted Sets and Hashes.
To optimize the performance of data query, the data structure in the cache layer in this study should be designed both for speedy writing and fast reading with clear organization and minimum converting operation. From the documentation of Redis, it can be seen that Lists has a faster writing speed but it takes a longer time for the reading operation; sets are designed for data operation in Redis than data storage; both Lists and Sets have flat data structure which may bring more converting operation in practice; Hashes have both speedy writing and reading capacity and brings a multiple layers structure which is very suitable for the need of the study in this paper. Consequently, Hashes is the best choice and it is adopted. [1] B.2 Key-Value based data structure
Redis is a Key-Value based NoSQL database. Naturally, a Key-Value based data structure is desired for the cache system upon it. As stated in the preceding, the data record is distinguished by the Manufacturer Identification (mid) and grouped by the hour when they are generated (epocHour). One effective solution for the key of a data collection is to compose mid and epocHour. Therefore, the reference key is designed in string format as:
mid − epocHour
For example: "33156-1462435200000".
The value part in a Key-Value pair is discussed in the previous session: a Hashes data type is adopted. Therefore, the data structure can be depicted as:
In the studied cache system, the desired output should contain values of queried mid, epocHour, timestamp and processed data, and the latter should be grouped by epocHour. The mid and epocHour are organized in the reference key in the first layer of data structure, next to the timestamp and processed data should be considered. Hashes are also a collection which stores Key-Value pairs in which the "key" position is perfect for the timestamp and the "value" position is filled by actual data. The structure of Hashes here can be depicted as:
For example: "1462436156558-65.0235" The complete data structure design is:
With this data structure, the needs of the analytic cluster are fulfilled and the data converting operations are kept to a minimum degree. It is an effective design for the cache system in the study of this paper.
III. CACHE STRATEGY
The cache strategy is the major focus in this paper. The cache strategy is developed for managing the cached data and enhancing the efficiency of the usage of the caching storage. In this study, the cache strategy can be mainly divided into two layers. The first layer is upon the Redis database level, the inbuilt LRU implementation is deployed. The second layer is built on the microservices in this study on which the various cache algorithms can be used. In this paper scope, the Proactive Caching is introduced and implemented.
A. LRU in Redis
Least Recent Use (LRU) is an extensive use cache algorithm. Typically, in LRU the least recently used items are firstly discarded when the storage is full. In original LRU solution, a track of when the stored data is used is desired, it could be expensive if it needs to be ensured that the algorithm always discards the actual least recently used item. Namely, the operation could consume much system resources.
[2]
A.1 Approximated LRU algorithm
In this study, the LRU implementation provided by Redis is adopted. The Redis implementation is not a strict LRU version that can be called as "Approximated LRU", in which a concept of sampling is introduced. The reason for not using the real LRU is that it is too expensive of the system resource for maintaining the "cache-line" and evicting the precise least recently used one. This means that it does not work to find and pick the best candidate that is least recently used for eviction. Instead, a sampling program will be run via which a small group of keys will be selected, and the one with the oldest access time within this group will be evicted.
A.2 Comparing Approximated LRU and LRU
Although Approximated LRU is not a strict LRU version, in practice the approximation is virtually equivalent to the application using Redis. A test of the difference between the LRU approximation used by Redis and the true LRU is performed, the result is represented graphically below.
The figures below show the test which filled a Redis DB with a set of data. The data were written in sequence, and therefore the first set of inserted data has the highest priority to be evicted in a strict LRU algorithm. [3] Figure 1. Graphical comparison of Approximated LRU and LRU [3] There are three colors of points in the figures above, creating three separate area. It can be observed that the ash grey parts stand for the keys which were evicted. The grey parts stand for the keys that were not evicted. The green parts stand for the keys that were added. It is expected that in a theoretical LRU implementation, the first half of the older keys will be evicted, as showed in the first figure. And in the Approximated LRU algorithm will instead only probabilistically evicting the older keys. [3] From the figures of comparison above it can be observed that the more samples are taken the better precision is achieved in the Approximated LRU, correspondingly the more system resource will be consumed. It also can be found that when the number of samples reaches 10, in Redis 3.0 the result of approximation LRU is already very close to the theoretical LRU solution.
B. Optimizing for LRU in Redis
There are two points which are developed in this study for optimizing the performance of the LRU solution in the first layer of the cache strategy. These optimizations are developed based on the characters of sensor data in the target IoT system which is chronological, static and voluminous.
B.1 TTL
Time to live (TTL) is an operation that is setting a limit of lifespan for an item in the system. Within the scope of this study, the mentioned item is the cached data. The setting of TTL is an optional optimizing point for near real-time data query from a client, such as stream processing. By setting TTL, the data will be expired and evicted in a given time period which will proactively clean the cache storage for reducing the chance of eviction sampling operation in Redis and leading a more efficient cache storage usage.
B.2 Placeholder
As mentioned in the preceding, in the target IoT system, the data is normally generated from sensors. This category of data is generated following the timeline and stored as logs for further use which will never be updated or individually deleted. It can be summarized that it is strictly chronological and invariable. Moreover, in practice, it is possible that in some period of time there is no data generated in some sensors. Therefore, the data is not always sequential. In this paper, the data is grouped by hour when they are generated and therefore it can be analogized that the data is generated as a series of block following the timeline, and at some period of time, there is no block existing and the absence lasts permanently. As shown in the figure above, the dark blocks stand for the existing data, the grey ones stand for the lacking data in the timeline.
In the first layer of cache strategy, cache server receives data after the query operation from client, for example when client queries the data in the timespan from timestamp 1 to timestamp 9 as depicted in figure 16 , the cache will receive the data block 1, 2, 3, 4, 5 and 9, and they will be kept in the cache storage. Next time, when client queries from the same timespan (timestamp1 to timesptamp9), the cached data will be returned. But there is an issue raised here, since the data block at timespan (grouped by hour) 6, 7, 8 are not existing in the cache, a query operation from data center will still be triggered. Obviously, this operation gets no data. However, it is evitable. Since the data within this study is strictly chronological and invariable, the absence of data in some timespan will never be filled, the aforementioned database query operation should be prevented for performance optimization.
For preventing the redundant query operation described above, one concept of "placeholder" is introduced here. It can be described as when populating the cache with queried data, filling the timespan (by hour) which return no data a placeholder in the cache. The placeholder is only a mark in the storage of cache which only marks the place is fulfilled and takes a small and constant room. The formula of stored cache data collection is:
Where L is the count of hours in the timespan of the incoming query, i stands for the index of data block in the return data, P stands for the placeholder, H stands for the Hashes data type in Redis, len(i) stands for the amount of data record in the data block under index i.
On the implementation perspective, for the coherence of cache storage, the placeholder is also formed by a Hashes data type with the key of "mid-epochHour". Because of the constraint from the Redis database, an empty Hashes cannot be kept in the database. Hence, inside the corresponding Hashes, instead of the real data only one key-value pair of the constant string placeholder will be set. Then, on the caching reading phase, one filter for filtering the placeholder is added which distinguishes placeholder according to both length of the examined Hashes and the mark which is given "EMPTY_TAG"
C. Proactive Caching
Proactive caching is firstly introduced by Microsoft SQL Server Analysis Services for optimizing the performance of caching in use case of near real-time data housing and business intelligence. This is also an ideal idea for enhancing the caching performance in the analytic cluster in an IoT system when the near real-time data querying is required, for example, stream data processing. In traditional cache mechanism, the cache layer retrieves data reactively in which the data is queried from the database and filled in the cache when a request comes and corresponding data is missing in the cache. In contrast to the traditional cache pattern, in the Proactive Caching pattern, the fresh data is regularly queried from the database and updated in the cache, which allows the clients read near real-time data directly from cache. By using Proactive Caching, the caching performance of near real data housing is enhanced and a load of the center database in concurrence is reduced Proactive Caching is adopted in the second layer of the cache strategy. And in the target IoT system, Apache Kafka message queue is adopted as the message broker between the data source (sensors) and consumers (center database and other backend components). Based on this architecture, the solution of Proactive Caching used in this study is even more aggressive that instead of regularly querying for center database, the data is collected directly from the data source by registering a consumer in the Kafka message queue and listening to the topics of given sensors for which the Proactive Caching is enabled.
D. Aggregation
It can be summarized that the cache strategy in this study contains 2 independent layers. The first layer is an optimized LRU solution which performs as basic cache policy which is deployed across the database layer and service layer. The second layer, Proactive Caching solution, acts as supplement cache policy for optimizing the cache performance in near realtime data process scenario. It is located in an individual service component and it can be initiated and terminated via configuration according to the requirement. The two layers collaborate and maintain the same cache database cluster. 
IV. CLUSTER TOPOLOGY MODEL
For the sake of stability and scalability, it is important that data is kept in a replicated manner. In the study of this paper, instead of using the single node database, Redis database cluster is involved. There are multiple servers are started for serving simultaneously and the cluster will be expanded when it is needed. A consideration of how the nodes in the cluster are connected and what is the way they collaborate is raised. The targets of the cluster topology model design are two points: 1. Splitting dataset among multiple nodes and 2. Continuous operations when a subset of the nodes are failures.
Different to most common cache solutions which have low write and high read scenario, the cache in this study needs to cater for both high write concurrency from Proactive Caching mechanism and high read concurrency from the client which is the analytic cluster.
"Master -Master-Slave" topology model is an integration of traditional "Master-Slave" model and "Master -Master" model. In the "Master -Master-Slave" topology models, a set of master nodes connect together forming a sub-cluster which consumes all of the write operations and the dataset is partitioned among the master nodes according to the data partitioning algorithm, Consistent Hashing. The data partition in every master node is replicated into a group of slave nodes in which each slave node keeps a complete copy of data from the corresponding master node. And the slave nodes response all the read requests. Besides the combination of the advantage of, and Master-Slave topology model, Master -Master -Slave solution also brings an extra flexibility when the cluster is extending. When the concurrency in write is increasing, the more nodes can be added in Master sub-cluster, when the concurrency in reading is increasing, the more slave nodes can be added. For maintaining the data partitioning among the distributed cache cluster, a proper data partitioning algorithm should be deployed. The algorithm which is adopted in this study is Consistent Hashing.
Consistent Hashing is one of distributed hash table (DHT) algorithms. It was introduced by Massachusetts Institute of Technology (MIT) for relieving Hot Spots on the World Wide Web (WWW). Consistent Hashing solves the problems brought by CARP which performs the simple hash algorithm and deploys the DHT in the P2P environment in practice. [4] 
A. Hash Ring
It is known that the hash function actually maps objects and caches to a number range which is [0, 2 − 1]. In Consistent Hashing, the hash space is treated as a closed ring, called Hash Ring.
B. Mapping of objects
As in the previous session, it is assumed that there are 3 nodes in the cluster, the index of them are , , , and there are 10 objects which should be distributed across the cluster which are , ∈ [0,10). Firstly, each object is hashed into a distinguished hash value, and each object is mapped in the Hash Ring. The hash value v is calculated:
C. Mapping of nodes
In the same way as objects, each node is also hashed to a hash value by providing its identification value, for example, IP address + port. Next, each node is mapped to the Hash Ring. The hash value V is calculated:
In this phase, it can be observed that nodes and objects are crossly mapped in the Hash Ring. Next, each object will be stored in the node which is closest to it in the clockwise:
Where the operator ≺ stands for the operation that, finding the nearest node on the Hash Ring in clockwise for . The distribution of objects in the cluster can be calculated:
D. Adding and removing of nodes
Consistent Hashing is a good solution for reducing the data migration when nodes added or removed from the cluster. For example, it is assumed that is removed from the cluster. It can be calculated that there are only objects , which are originally stored in should be reallocated in , the others remain in the same node. Therefore, roughly there is fraction of data is influenced. Next, it is assumed that there is a new node which is joined into the cluster. The V for the new node is also calculated: = ℎ ℎ( ), and is mapped in the Hash Ring via . It can be found that when is joined, for which only object which is originally stored in should be reallocated in , the others remain in the same node. Therefore, there is roughly fraction of data which is influenced.
E. Virtual node
It is easy to find from the previous description that, the node and objects are randomly distributed in the hash space, the load balance among the nodes is not guaranteed. For instance, in the production environment, it is very possible that there are two nodes, and , which are very close, in this case most of the objects near them in clockwise will be stored in the and and gets rarely the chance. For enhancing the balance among the nodes, the concept of "Virtual node" is introduced. The idea is to replicate each node by multiple virtual nodes and these virtual nodes are spread in the hash space instead of the real node. When the object is matched with a virtual node, it will actually be stored in a corresponding real node. There are multiple ways to create virtual nodes for a node, for example, one of the easiest solutions can be adding a suffix to the identification of node, as follows: host: port#1, host: port#2 .. And the hash value of the virtual node for a node n can be calculated by:
where s stands for suffix.
VI. EXAMINATION

A. Testing
A cache strategy test was performed in development machine which hosted the virtual cache cluster and connected to the center database cluster for development use in the target IoT system. A 500 pieces scale of data set was used for testing. A Postman client was used as a simulated client in the test. In the test, the client continuously sent a request to the cache service querying data in a given time period (30 days) of a sensor, and the time consumptions in below 3 cases were collected, which are:
1. Query without cache strategy deployment 2. Query with partial cache strategy deployment, where no placeholder is deployed.
Query with full cache strategy deployment
The request for each case was performed 10 times respectively and the collected data of the test was time consumption, the unit is ms (millisecond), and it was collected in the table below: It can be observed from both average time consumption and the line chart of collected data that, generally the time consumption in cases of without cache strategy , with partial cache strategy deployment , with full cache strategy deployment is:
B. Result
The cache strategy and the placeholder optimization developed in the study of this thesis effectively reduce the time consumption of the data query. And it can be deduced that the load of the center database can be reduced.
VII. DISCUSSION AND SUMMARY
A.1 The failure tolerance in the cluster
In the Master -Master-Slave topology model which is discussed in Section IV, the failure tolerance is patricidal in the current solution. In a typical Master-Slave topology model, when the master node is down, a slave node will be promoted to be the new master, and the when the old master node restarts, it will be joined as a slave node. But in the discussed MasterMaster-Slave topology model, since Redis (adopted database) does not inherently support Master-Master topology model, the connection, and data partitioning logic are deployed in the service layer. On the other hand, the Master-Slave topology model is deployed by using Redis in-built solution in the database layer. When a slave node is down, the rest of the cluster still performs, but when a master node is down, the slave node cannot be promoted to be the new master node. Because there is not a path via which service layer can communicate with database layer for the information of change about the master node in the current solution. Namely, the list of master nodes maintained in the service layer is relatively static. Therefore, in the current solution, when a master node is down, its slave nodes will not be promoted to be new master, instead, they will continuously respond to the read request with existing data till the failed master node is restarted.
Further development in related perspective can be performed by looking for the solution that is providing full failure tolerance in the Master-Master-Slave topology model, in which when a master node is down, a slave node can be promoted as a new master node and registered in the mastermaser sub-cluster, and when the failed master node is restarted, it is quitted from the master-maser sub-cluster and rejoined as a slave node.
A.2 Grouping cache data by different industry
In current data partitioning solution, the distribution of the data is strictly following the Consistent Hashing algorithm which is full random. Therefore, the data from the same industry could be stored in every node among the cluster. There is the point of optimization that, by further developing the Consistent Hashing or adding a separate calculation, making the data from sensors which are from same industry allocated in the same node or a given sub-cluster. This solution will further improve the performance of the cache.
B. Summary
This paper introduces the development of a distributed cache strategy for the analytic cluster in an IoT system in detail. For constructing a high-performance cache strategy for the analytic cluster in specific IoT system environment, firstly the related data model in the IoT system is analyzed, by that the data model which will be used in the cache layer and optimized for the target analytic cluster is designed. Next, the cache strategy is introduced. LRU as a proper solution is discussed as the first layer in the cache strategy. For optimizing the LRU with the character of the target IoT system, a concept of "placeholder" is introduced. It is proved to be effective in the testing session. In another perspective, for a better performance of cache when the near real-time data query is required by the target analytic cluster, a specified Proactive Caching solution is developed. Then, a Master -Master-Slave topology model is constructed iteratively, which describes how the nodes of the database server are connected and how do they collaborate. Following, Consistent Hashing is introduced to answer the question that how the data is partitioned into the cluster built so far. Finally, the major opponents in the study are examined and the several points of further development are discussed. It can be concluded that the studied cache strategy is well designed and optimized for the specific analytic cluster deployed in the IoT system in the current phase. Moreover, the study can be improved by more effective testing and optimizing to achieve a production-ready level.
