We prove for the Sierpinski Gasket (SG) an analogue of the fractal interpolation theorem of Barnsley. Let V 0 = {p 1 , p 2 , p 3 } be the set of vertices of SG and u i (x) = 1 2 (x + p i ) the three contractions of the plane, of which the SG is the attractor. Fix a number n and consider the iterations u w = u w 1 u w 2 · · · u w n for any sequence w = (w 1 , w 2 , . . . , w n ) ∈ {1, 2, 3} n . The union of the images of V 0 under these iterations is the set of nth stage vertices V n of SG. Let F : V n → R be any function. Given any numbers α w (w ∈ {1, 2, 3} n ) with 0 < |α w | < 1, there exists a unique continuous extension f : SG → R of F , such that
Fractal interpolation theorem of Barnsley
We first recall a version of the fractal interpolation theorem of Barnsley [1] . For an example see Fig. 1 . It is proven in [1] that the graph of an interpolation function in the above sense can be realized as the attractor of an iterated functions system on the plane and thus it represents a fractal generically; but we want to emphasize the other aspect of this construction: This interpolation function is "self similar" in the sense that if we magnify its restriction to [x i−1 , x i ] to the whole interval [x 0 , x N ] by means of u i , then it becomes almost the same f again (up to a multiplication by a number and modulo addition of a polynomial of degree 1). If we allow some (or all) of the vertical scaling factors α i to vanish, then the theorem remains true, but the self-similarity of the function f becomes less genuine. (A piece-wise linear function is hardly to be accepted as self-similar.)
. . , N) such that the following condition holds:
Interpreting the polynomials of degree 1 as classical harmonic functions on an interval and replacing them on the Sierpinski Gasket (SG) by harmonic functions of fractal analysis (in present case using the standard Laplacian on SG), we will obtain an analogue of the above interpolation theorem for SG. (A similar interpretation of polynomials on SG is the starting point of [2] .)
Fractal interpolation theorem for the Sierpinski Gasket
We first recall very briefly the SG and the harmonic functions on SG (see [3, 4] ). 
Fix a number n and consider the iterations u w = u w 1 u w 2 · · · u w n for any sequence w = (w 1 , w 2 , . . . , w n ) ∈ {1, 2, 3} n . The union of the images of V 0 under these iterations constitutes the set of nth stage vertices V n of SG.
Given any function f : V n → R, there is an operator H n , defined by
where N p,n denotes the "neighborhood" of p in V n , the set of "next neighbors" of p in V n , 4 in number for p ∈ V n \ V 0 and 2 for p ∈ V 0 . f is called harmonic on
A continuous function f : SG → R is called harmonic, if its restriction to V n is harmonic for all n. There is the following theorem: Given three numbers α, β, γ , there exists a unique harmonic function f on SG satisfying f (
Given any function F : V n → R (an initial set of interpolation values on the nth stage vertices of SG), there is a so-called n-harmonic function on SG, which is obtained by applying the above harmonic-extension theorem to all u w (V 0 ) ⊂ u w (SG) "locally"; but this n-harmonic extension from V n to SG is not self-similar in the sense of a relationship between local and global. Therefore we construct another extension, which is self-similar in a very nice way and which has a close resemblance with the fractal interpolation theorem of Barnsley. In this setting we regard the harmonic functions as correction terms for correct matching after rescaling of the function, in the same way as linear functions are used in the setting of Barnsley for the same purpose. Theorem 2. Let F : V n → R be any given function (n 1). For any given numbers α w (w ∈ {1, 2, 3} n ) with 0 < |α w | < 1, there exists a unique continuous function f :
where h w are harmonic functions on SG for all w ∈ {1, 2, 3} n . Then T (g) is well defined, continuous and
T is a contraction on F with contractivity ratio max |α w | since
for g,g ∈ F . The unique fixed point f of T satisfies
w (y) for y ∈ u w (SG) and w ∈ {1, 2, 3} n , which means f u w (x) = α w f (x) + h w (x) for x ∈ SG and w ∈ {1, 2, 3} n as required. 2 
