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Abstract
In recent years there has been a growing interest in the fractional Fourier transform driven
by its large number of applications. The literature in this field follows two main routes.
On the one hand, the areas where the ordinary Fourier transform has been applied are
being revisited to use this intermediate time-frequency representation of signals, and on
the other hand, fast algorithms for numerical computation of the fractional Fourier trans-
form are devised. In this paper we derive a Gaussian-like quadrature of the continuous
fractional Fourier transform. This quadrature is given in terms of the Hermite polyno-
mials and their zeros. By using some asymptotic formulas, we rewrite the quadrature as
a chirp-fft-chirp transformation, yielding a fast discretization of the fractional Fourier
transform and its inverse in closed form. We extend the range of the fractional Fourier
transform by considering arbitrary complex values inside the unitary circle and not only
at the boundary. We find that, the chirp-fft-chirp transformation evaluated at z = i,
becomes a more accurate version of the fft which can be used for non-periodic functions.
1
1 Introduction
The fractional Fourier transform [1, 2], has recently been object of renowned interest in
the areas where the ordinary Fourier transform has been traditionally used. This trans-
form can be tracked down to Wiener’s paper in 1929 [3]. It is a particular case of the
Linear Canonical Transform, which was derived in connection with canonical transforma-
tions in Quantum Mechanics [4, 5]. A standard framework to understand its properties
and applications has established in [2].
In almost any domain where the usual Fourier transform is used, there is room for tech-
niques based on the space-frequency analysis [6]–[11]. Since this transform is a useful
tool for signal processing, the direct computation of the fractional Fourier transform in
digital computers has become an important issue. A survey of the different discrete im-
plementations of this transform can be found in [12]. In particular some fast algorithms
O(N logN) have been implemented [6, 13] and a comparison for the digital computation
of the fractional Fourier transform has been reported in [14].
In this paper we follow a different route by exploiting properties of the Hermite polynomi-
als. We obtain a discrete fractional Fourier transform in terms of the standard formula-
tion of the discrete Fourier transform. We obtain finite-dimensional vectors representing a
Hermite function and its Fourier transform that converge to their exact continuous values
when N goes to infinity and we propose a matrix operator as a representation of the kernel
of the fractional Fourier transform for functions other than the Hermite ones. This matrix,
which plays the role of the kernel, yields a quadrature formula [20, 21, 22] and a discrete
form for the fractional Fourier transform. By using some asymptotic properties of the
Hermite polynomials, this discrete fractional Fourier transform can be written in terms
of the standard discrete Fourier transform through a diagonal congruence transforma-
tion (a chirp-fft-chirp transformation). In this way, an efficient algorithm of O(N logN)
complexity for fast computations of the fractional Fourier transform is obtained. Due
to the diagonal congruence transformations, this fast fractional Fourier transform can be
understood as a complex-windowed fft. Besides, it can be evaluated in closed form in
terms of exponentials for any complex value z of the unit circle |z| ≤ 1 and not only at
values lying on the boundary |z| = 1 as it is usually considered.
It should be said that the idea of using finite representations of the Hermite functions
has widely been used to obtain discrete formulas for Fourier transforms [14]-[20]. Some
of these formulas have been tested in [14]. The code used to test these formulas is freely
available in [23].
The rest of this paper is organized as follows. In Sec. 2 a quadrature formula for the
fractional Fourier transform is obtained. In Sec. 3 we give the algorithm to compute a
fast fractional Fourier transform and some examples are also given. Finally, a note on
the convergence of this quadrature formula to the fractional Fourier transform and some
remarks are given in Sec. 4.
2
2 Quadrature of the fractional Fourier transform
In previous work [20, 21, 22] we derived a quadrature formula for the continuous Fourier
transform which yields an accurate discrete Fourier transform. However, the sampling rate
is far from common since the function to transform should be evaluated at the zeros of
the Hermite polynomials. Now, in this section we show how to use the density properties
of the Hermite polynomials to obtain both a uniform sampling rate and a quadrature of
the fractional Fourier transform, yielding a discrete fractional Fourier transform.
Let us consider the family of Hermite polynomials Hn(t), n = 0, 1, . . ., which satisfies the
recurrence equation
Hn+1(t) + 2nHn−1(t) = 2tHn(t), (1)
with H−1(t) ≡ 0. As it is well-known [24], from (1) follows the Christoffel-Darboux
formula [24]
N−1∑
n=0
Hn(x)Hn(y)
2nn!
=


HN(x)HN−1(y)−HN−1(x)HN (y)
2N(N − 1)!(x− y) , x 6= y,
H ′N(x)HN−1(x)−H ′N−1(x)HN(x)
2N(N − 1)! , x = y.
(2)
Note that the recurrence equation (1) can be written as the eigenvalue problem

0 1/2 0 · · ·
1 0 1/2 · · ·
0 2 0 · · ·
...
...
...
. . .




H0(t)
H1(t)
H2(t)
...

 = t


H0(t)
H1(t)
H2(t)
...

 . (3)
Let us now consider the eigenproblem associated to the principal submatrix of dimension
N of (3)
H =


0 1/2 0 · · · 0 0
1 0 1/2 · · · 0 0
0 2 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 1/2
0 0 0 · · · N − 1 0


.
This is a general technique [25, 26] to yield gaussian quadratures for orthogonal polynomi-
als: the recurrence equation is rewritten in matrix form to obtain orthonormal vectors of
R
N whose entries are given (in our case) in terms of the values ofHk(x), k = 0, 1, . . . , N−1,
at the zeros of HN(x). We proceed by taking a similarity transformation to symmetrize
H. Note that the diagonal matrix given by
S = diag
{
1,
1√
2
, . . . ,
1√
(N − 1)! 2N−1
}
,
3
generates the symmetric matrix
H = SHS−1 =


0
√
1
2
0 · · · 0 0√
1
2
0
√
2
2
· · · 0 0
0
√
2
2
0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0
√
N−1
2
0 0 0 · · ·
√
N−1
2
0


.
The recurrence equation (1) and formula (2) can be used to solve the eigenproblem
Huk = tkuk, k = 1, 2, . . . , N,
which is a finite-dimensional version of (3). The eigenvalues tk are the zeros of HN(t) and
the kth eigenvector uk is given by
ck (s1H0(tk), s2H1(tk), s3H2(tk), · · · , sNHN−1(tk))T ,
where s1, . . . , sN are the diagonal elements of S and ck is a normalization constant that
can be determined from the condition uTk uk = 1, i.e., from
c2k
N−1∑
n=0
Hn(tk)Hn(tk)
2nn!
= 1.
Since HN(tk) = 0 and H
′
N(tk) = 2NHN−1(tk), the use of (2) yields
ck =
√
2N−1 (N − 1)!
N
1
|HN−1(tk)| =
√
2N−1 (N − 1)!
N
(−1)N+k
HN−1(tk)
,
where we have used the fact that |HN−1(tk)| = (−1)N+kHN−1(tk). Thus, the components
of the orthonormal vectors uk, k = 1, 2, . . . , N , are
(uk)n = (−1)N+k
√
2N−n (N − 1)!
N (n− 1)!
Hn−1(tk)
HN−1(tk)
, n = 1, . . . , N. (4)
Let U be the orthogonal matrix whose kth column is uk and D(z) be the diagonal matrix
D(z) = diag{1, z, z2, . . . , zN−1}, where z is a complex number. Now, let us define the
matrix
Fz =
√
2piU−1D(z)U
whose components are given by
(Fz)jk =
√
2pi
(−1)j+k 2N−1 (N − 1)!
N HN−1(tj)HN−1(tk)
N−1∑
n=0
zn
2n n!
Hn(tj)Hn(tk). (5)
This is the matrix representing the kernel of the fractional Fourier transform in a N -
dimensional vector space, as we show next.
4
Asymptotic formulae
Let us look for the asymptotic form of the components (5) of Fz. First note that the
asymptotic expression for HN(t) in the oscillatory region is (Eq. (8.22.8) of [24])
HN (t) =
Γ(N + 1)
Γ(N/2 + 1)
et
2/2
(
cos(
√
2N + 1 t−Npi/2) +O(N−1/2)
)
. (6)
This gives an approximate form for the zeros of HN(t), i.e.,
tk =
(
2k −N − 1√
2N
)
pi
2
, (7)
k = 1, 2, . . . , N . Thus, the use of (6) and (7) yields
HN−1(tk) ≃ (−1)N+k Γ(N)
Γ(N+1
2
)
et
2
k
/2, N →∞.
Therefore, for N large enough, (5) can be written as
(Fz)jk ≃
√
2pi
2N−1 [Γ(N+1
2
)]2
Γ(N + 1)
e−(t
2
j+t
2
k
)/2
∞∑
n=0
zn
2n n!
Hn(tj)Hn(tk),
and finally, Stirling’s formula and Mehler’s formula [27] produce the result
(Fz)jk ≃
√
2
1− z2 exp
(
−(1 + z
2)(t2j + t
2
k)− 4tjtkz
2(1− z2)
)
∆tk, (8)
where ∆tk is the difference between two consecutive asymptotic Hermite zeros, i.e.,
∆tk = tk+1 − tk = pi√
2N
. (9)
Let us consider now a complex-valued function g(t) defined for t ∈ R and let us form the
vector
g = (g(t1), g(t2), . . . , g(tN))
T .
Therefore, the multiplication of the matrix Fz by the vector g gives the vector G with
entries
Gj =
N∑
k=1
(Fz)jkg(tk) ≃
√
2
1− z2
N∑
k=1
exp
(
−(1 + z
2)(t2j + t
2
k)− 4tjtkz
2(1− z2)
)
g(tk)∆tk, (10)
for j = 1, 2 . . . , N. Note that this equation is a Riemann sum for the integral
Fz[g(t
′), t] =
√
2
1− z2
∫
∞
−∞
exp
(
−(1 + z
2)(t2 + t′2)− 4t t′ z
2(1− z2)
)
g(t′)dt′, |z| < 1, (11)
5
that is,
Fz[g(t
′), tj ] ≃
N∑
k=1
(Fz)jkg(tk), N →∞. (12)
Note that Fz[g(t
′), t] is the continuous fractional Fourier transform [1] of g(t′) up to a
constant. Thus, the matrix Fz is a discrete fractional Fourier transform. It should be
noted that it is a discretization of the fractional Fourier transform for any complex value
z of the unitary circle |z| ≤ 1 and not only for z lying on its boundary, as it is usually
considered and that the argument ϕ of z = r exp(iϕ) is real and not complex as it is used
in some applications [28].
In the case z = ±i, (8) becomes
Fjk ≡ (F±i)jk ≃ e±itjtk∆tk,
thus, we have a discrete Fourier transform. It has been previously obtained in [20] where
some numerical examples are given, and it has been applied to the analysis of brain signals
[29].
3 A fast discrete fractional Fourier transform
The fft can be used to obtain a fast algorithm for (12) as follows. Since the matrix Fz
represents a quadrature for the fractional Fourier transform expected to converge when a
large number of nodes are used, we consider the asymptotic form (8) which can be written
in more detail as
(Fz)jk =
√
2
1− z2 exp(−µt
2
j ) exp(νtjtk) exp(−µt2k)∆tk, (13)
where we have used the definitions
µ =
1 + z2
2(1− z2) , ν =
2z
1− z2 . (14)
Note that we have replaced the approximately equal sign ”≃” by the equal sign ”=” in
(8) redefining Fz in (13). To distinguish the fast implementation of the present discrete
fractional transform from other important contributions, we denote it by xft (a extended
Fourier transform). To show the main differences of this xft with the usual fft, we
consider first the case of the standard Fourier transform.
3.1 The xft as an improvement of the fft
As noted above, the case z = i in (13) corresponds to a discrete Fourier transform
Fjk =
pi√
2N
exp
[
i
pi2
2N
(
j − N − 1
2
)(
k − N − 1
2
)]
(15)
6
where now j, k = 0, 1, 2, . . . , N − 1, and we have used (7) and (9). Since ∑Nk=1 Fjkg(tk) is
a quadrature and therefore, an approximation [cf. Eq. 12] of
G(ωj) =
∫
∞
−∞
eiωjtg(t)dt,
we can use the basic property of the Fourier transform
G(aωj) =
∫
∞
−∞
eiaωjtg(t)dt (16)
to rewrite (15) in the more convenient form
(Fa)jk =
pi√
2N
exp
[
ia
pi2
2N
(
j − N − 1
2
)(
k − N − 1
2
)]
, (17)
in the understanding that this matrix yields a scaled discrete Fourier transform. The
scaling parameter a can be used to connect the xft with the standard form of the discrete
Fourier transform. If we choose a = 4/pi, Eq. (17) can be written as
(F4/pi)jk =
piei
pi
2
(N−1)2
N√
2N
[
e−ipi
N−1
N
j
] [
ei
2pi
N
jk
] [
e−ipi
N−1
N
k
]
,
where j, k = 0, 1, 2, . . . , N − 1. In matrix form, and defining F˜ ≡ F4/pi to simplify the
notation, the following discrete Fourier transform F˜ can be given in terms of the usual
discrete Fourier transform DF as
F˜ =
piei
pi
2
(N−1)2
N√
2N
SDFS, (18)
where S is the diagonal matrix whose nonzero elements are exp(−ipi(N − 1)j/N), j =
0, 1, . . . , N−1 and DF (·) can be computed through a standard fft algorithm. Therefore,
the computational cost of F˜ (·) is the same of the algorithm used to compute the fft of
the vector S(·). However, the output of the present method is more precise since it comes
from a convergent quadrature formula. This is shown below.
The inverse of F˜ is easily obtained:
(F˜−1)jk =
√
2/N
pi
exp
[
−i2pi
N
(
j − N − 1
2
)(
k − N − 1
2
)]
,
where j, k = 0, 1, 2, . . . , N − 1.
In the applications, we have to remind that F˜ gives a scaled transform. The following
simple algorithm incorporate these ideas.
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Algorithm 1
To compute an approximation G = (G1, G2, . . . , GN)
T of the Fourier transform
(16) of the vector
g = (g1, g2, . . . , gN)
T .
1. For given N set tk = pi(2k −N − 1)/[2(
√
2N)], k = 1, 2, . . . , N.
2. Let DF be the discrete Fourier transform, i.e., (DF )jk = e
i 2pi
N
jk. For
j, k = 0, 1, 2, . . . , N − 1, compute the diagonal matrix S according to
Sjk = e
−ipiN−1
N
jδjk.
3. Obtain the approximation Gj to G(
4
pi
tj) by computing the matrix-vector
product
G =
piei
pi
2
(N−1)2
N√
2N
SDF (Sg), (19)
with a standard fft algorithm.
Either if the input vector g is given by the values of a function g(t) at tk, or not, we can
represent the approximation to the Fourier transform G(ω), as given in a plot of points
( 4
pi
tj , Gj).
In the examples given below we plot the real and imaginary parts of the vector G and the
exact transform G( 4
pi
ω). We give first two examples of non-periodic/singular functions
[30]. We compare the performance of the scaled xft evaluated at z = i with that of the
standard fft.
Example 1
Consider the pair of Fourier transforms
g(t) = cos(t2), G(ω) =
√
pi cos(
ω2 − pi
4
).
Figures 1, 2 and 3 show the numerical convergence attained by the xft for N=512 and
1024 respectively and it is compared with the fft output. The plots on the left-hand side
of Figs. 1 and 2, show the output of xft (dashed lines) plotted against the exact values
of G( 4
pi
ωj) (solid lines) with
ωj = pi(j −N/2− 1/2)/
√
2N, j = 1, 2, . . . , N.
The plots on the right-hand side of Figs. 1 and 2, show in dashed lines, Gfft, the output
of fft, plotted against the exact values G(ωj) (solid lines). In Fig. 3A we show the error
|G( 4
pi
ωj)−Gj|. In Fig. 3B, the error |G(ωj)−Gfftj | is shown.
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Figure 1: A: Part of the plots corresponding to (ωj, G(
4
pi
ωj)) (solid line) and (ωj, Gj)
(dashed line) for N = 512. B: Part of the plots corresponding to (ωj, G(ωj)) (solid line)
and (ωj, G
fft
j ) (dashed line) computed for the same function and number of points.
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Figure 2: A: Part of the plots corresponding to (ωj, G(
4
pi
ωj)) (solid line) and (ωj, Gj)
(dashed line) for N = 1024. B: Part of the plots corresponding to (ωj, G(ωj)) (solid line)
and (ωj, G
fft
j ) (dashed line) computed for the same function and number of points.
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Figure 3: A: Error of the output produced by xft, |G( 4
pi
ωj)−Gj|, for N = 512 (solid line)
and N = 1024 (dashed line). B: Error of the output produced by fft, |G(ωj)−Gfftj |, for
N = 512 (solid line) and N = 1024 (dashed line).
9
The norm maxNj=1 |Gexactj −Gapproxj |, evaluated for N = 512 and N = 1024, is 2.11 and
2.08 for xft, and 2.68 and 2.65 for fft, respectively.
It can be seen from Fig. 3A that the output of xft converges to the exact transform. The
error yielded by the xft approaches zero at more points around the origin as N become
large, whereas the error produced by the fft maintains almost the same magnitude on
the same interval.
Example 2
As an example of a singular function, let us consider the pair of Fourier transforms (the
integral is a Cauchy Principal Value)
g(t) =
e−t/2
2− e−t , G(ω) =
pi
21/2+iω
cot(
pi
2
− ipiω).
Figures 4 and 5 shows the performance of the xft for N=512 compared with that of the
fft. We compare the exact transform (ωj, G(
4
pi
ωj)) (solid line) against the output of xft
(ωj, Gj) (dashed line) in Fig. 4 and the exact transform (ωj, G(ωj)) (solid line) against
the output of fft (ωj, G
fft
j ) (dashed line) in Fig. 5.
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Figure 4: Real part (plot A) and imaginary part (plot B) of the continuous Fourier
transform (solid line) compared with the output of xft (dashed line) computed with
N = 512. The function g(t) is that given in Example 2. The max-norm of the error is
0.4262 for both the real and imaginary part.
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Figure 5: Real part (plot A) and imaginary part (plot B) of the continuous Fourier
transform (solid line) compared with the output of the fft (dashed line) with N = 512.
The function g(t) is that given in Example 2. The max-norm of the error is 3.18 and 3.21
for the real and imaginary part, respectively.
Example 3
This example is concerned with the performance of the xft acting on sinusoidal waveforms
of integer-harmonic frequency. Our starting point is again Eq. (17). By changing the
order of the indexes, (17) can be written as
(F˜ )jk =
pi√
2N
ei
2pi
N
jk,
where
j, k =
{
0,±1,±2, · · · ,±(N − 1)/2, N odd,
±1/2,±3/2, · · · ,±(N − 1)/2, N even.
Let N be odd, and assume that the signal to be transformed is an integer-harmonic signal.
For instance,
gk = cos(kτm), τm =
2pim
N
, (20)
where k = 0,±1,±2, . . . ,±(N − 1)/2. Then, the formulae [31]
N∑
k=1
cos(kx) =
sin(Nx/2) cos((N + 1)x/2)
sin(x/2)
,
N∑
k=1
sin(kx) =
sin(Nx/2) sin((N + 1)x/2)
sin(x/2)
,
can be used to prove that the xft transform of (20) is
Gj =
(N−1)/2∑
k=−(N−1)/2
(F˜ )jk cos(kτm) = pi
√
N
2
(δj,−m + δjm), (21)
where j = 0,±1,±2, · · · ,±(N−1)/2, corresponding to two pulses centered at the integers
m and −m respectively.
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Now assume that N is even and take a half-integer harmonic signal, i.e., one of the same
form as (20) but with k = ±1/2,±3/2, . . . ,±(N − 1)/2. A similar calculation as above
shows that Gj has the same form of (21) but the sum runs over half-integers and the
pulses are now centered at the half-integers m and −m respectively.
In the two above cases the dispersion is zero, but this does not happen if we take N odd
and consider a half-integer harmonic signal, or N even and consider an integer harmonic
signal. Finally note that these processes can be reversed: the xft of the corresponding
pulses yields integer or half-integer harmonic signals.
We give another numerical case with a cosine waveform with an arbitrary frequency. Let
us consider the example g(t) = cos(5.156 t). In Fig. 6 we show the xft output for (a)
N = 1024 and (b) N = 2048. As it can be seen, the leakage practically vanishes for the
latter case. As a measure of the leakage we give the mean value
µ =
1
N
N∑
k=1
(|Gk| − δkm|Gm| − δkm′ |Gm′|),
where the indexesm andm′ correspond to the frequencies where |G| attains their maxima.
Thus, we find that µ = 0.14105 for N = 1024 and µ = 0.00276 for N = 1024.
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Figure 6: Fourier transform of cos(5.156 t). The maximum occurs at ω = 5.17072 for
N = 1024 in plot A and at ω = 5.15625 for N = 2048 in plot B.
3.2 The xft as a fast discrete fractional Fourier transform
To obtain a discrete and fast implementation of the continuous fractional Fourier trans-
form, we follow the same procedure as above. The definition of the fractional transform
given by (11) is
√
2pi times the one given in [1]. This has to be taken into account for
comparing purposes. Our starting point is the definition of the fractional transform given
in (11)
Gz(t) ≡ Fz[g(t′), t] =
√
2
1− z2 e
−µt2
∫
∞
−∞
eνt t
′
e−µ t
′2
g(t′)dt′,
12
where we have used the definitions (14). The simple scaling
Gz(at) =
√
2
1− z2 e
−µa2t2
∫
∞
−∞
eaνt t
′
e−µ t
′2
g(t′)dt′, (22)
and the discretization of the kernel
(Faz )jk =
√
2
1− z2 exp(−µa
2t2j ) exp(aνtjtk) exp(−µt2k)∆tk,
allows us to implement a fast algorithm to compute the xft in terms of the fft. This
can be done by choosing a = i2(1− z2)/(piz), because then
(Faz )jk =
√
2
1− z2 exp(−µa
2t2j)(F˜ )jk exp(−µt2k), a =
2i
piz
(1− z2), (23)
where F˜ , given by (18), is the fast xft for the case of the standard Fourier transform. In
order to simplify the notation, let F˜z be F2i(1−z
2)/(piz)
z . Since
∑N
k=1(F˜z)jkf(tk) is a quadra-
ture of (22) with a = i2(1− z2)/(piz) [cf. Eq. 12], F˜z is a fast discrete fractional Fourier
transform which gives an approximation for the scaled function Gz(at) at the nodes tk.
We remind the reader that the parameters µ and ν depend on the complex number z
[cf. Eq. (14)], and that (23) gives an approximation to the fractional Fourier transform,
as defined by (11), for any complex number z, |z| ≤ 1 and not only for z lying on its
boundary, as it is usually considered.
Note that the inverse transform can be obtained in terms of F˜−1. These ideas are incor-
porated in the following
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Algorithm 2
To compute an approximation Gz = (Gz1, Gz2, . . . , GzN)
T of the fractional Fourier
transform Fz[g(t
′), i2(1− z2)/(piz)tj ] of the vector
g = (g1, g2, . . . , gN)
T ,
at the complex value z, |z| ≤ 1.
1. For given N and z, set
(a) µ = (1 + z2)/[2(1− z2)], a = 2i(1− z2)/(piz).
(b) tk = pi(2k −N − 1)/[2(
√
2N)], k = 1, 2, . . . , N
2. Let DF be the discrete Fourier transform, i.e., (DF )jk = e
i 2pi
N
jk. For j, k =
0, 1, 2, . . . , N − 1, compute the diagonal matrices S1 and S2 according to
(S1)jk = e
−µa2t2j−ipi
N−1
N
jδjk, (S2)jk = e
−µt2j−ipi
N−1
N
jδjk.
3. Obtain the approximation Gzj to Gz(atj) by computing the matrix-vector
product
Gz =
√
2
1− z2
piei
pi
2
(N−1)2
N√
2N
S1DF (S2g), (24)
with a standard fft algorithm.
To compare the performance of the xft with other implementations we have used the
software that is available in [23], in particular the fracft routine.
We test this fast transform on two well-known examples for which |z| = 1 (see Ref. [1]).
In examples 4 and 5, a = 2i(1 − z2)/(piz) and ωk = tk. In these examples, we compare
the exact transform (ωj, G(
4
pi
ωj)) (solid line) against the output of xft (ωj, Gj) (dashed
line) in the left-hand side plots, and the exact transform (ωj, G(ωj)) (solid line) against
the output of fracft (ωj, G
fracft
j ) (dashed line) in the right-hand side plots.
Example 4
Consider the pair of fractional Fourier transforms
g(t) = exp(−t2/2 + βt), Gz(t) = exp(−t2/2− (i/2)β2eiϕ sinϕ+ βteiϕ), z = eiϕ.
Fig. 7A shows a part of the plot of the real part of the xft compared with the real part
of Gz(aωj). The max-norm of the error is of order 10
−12 for the real (and imaginary) part
yielded by xft. In Fig. 7B we show the output of fracft for the real part of Gz(aωj).
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Figure 7: Real part of the fractional Fourier transform (solid lines) compared with the
output of xft in A and with the output of fracft in B (dashed lines), computed with
N = 512. The function g(t) is that given in Example 4 for β = 2 and ϕ = pi/5.
Example 5
Consider the pair of fractional Fourier transforms
g(t) = 1, Gz(t) = exp[i(t
2 tanϕ− ϕ)/2]/√cosϕ, z = eiϕ.
Fig. 8 shows the performance of the xft and fracft compared with the real part of the
exact transform Gz(aωj) in Figs. 8A and 8B respectively.
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Figure 8: Real part of the fractional Fourier transform (solid lines) compared with the
output of xft in A and with the output of fracft in B (dashed lines), computed with
N = 512. The function g(t) is that given in Example 5 for ϕ = pi/5.
All the examples given in this section show that the xft can be used to produce an
accurate approximation to the fractional Fourier transform.
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4 Conclusions and final remarks
Some points concerning the fast algorithm to compute the fractional Fourier transform
presented in this paper have to be noticed. First, note that the xft and their inverse have
simple forms given by explicit matrix elements that can be computed easily for complex
values of the parameter z = r exp(iϕ) lying inside the unitary circle, not only on the
boundary. The xft can be interpreted as a complex-windowed fft, as fast as the latter.
The xft performs well with singular functions or non-periodic functions and it is able to
detect half-integer harmonic frequencies with no leakage.
Worth of note is the fact that the xft can compute a fractional Fourier transform with the
complex parameter inside the unitary circle, and that this case has not been studied or
used in an application. Further research is necessary to give applications of this extension.
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