INTRODUCTION
Since Boltzmann (1877) introduced the concept of entropy in classical statistical mechanics, significant applications of entropy and related functionals have been found in many fields, including demography (e.g., White 1986, Goldman and Lord 1986) , economics (Theil 1967 , Georgescu-Roegen 1971 , information theory (e.g., Shannon 1948 , Csiszar and KGrner 1981>, physics (e.g., Jaynes 1957 , Lieb 1975 , Wehrl 1978 , Thirring 1983 , population biology (e.g., Demetrius 1985 , probability theory (e.g., Kelly 1979 , Seneta 1982 , Ellis 1985 , and statistics (e.g., Kullback and Liebler 1951 , Ali and Silvey 1966 , Kullback 1968 , Liese and Vajda 1987 , Joe 1989 . Many applications concern the changes over time in the difference between two distributions, when this difference is measured by a convex functional which we shall call the relative entropy. So many names have been used by so many authors for what we call relative entropy that we do not even attempt a historical review; see Good (1983) and Wehrl (1978) . This paper provides new information about how the relative entropy changes in a finite-state Markov chain in discrete time and in a finite-state Markov process in continuous time. This information can be used to bound the rates of convergence to equilibrium of ergodic Markov chains and Markov processes; but we shall not develop such applications here. Section 2 gives definitions and background.
Sections 3-5 describe the relative entropy of two finite positive probability vectors each multiplied by a single finite stochastic matrix. Our major new result (Section 3) is that H,(Ar, Ay)
< [l -a(A)I y), h w ere H, is the relative-entropy functional defined in terms of the convex function g, (Y is Dobrushin's coefficient of ergodicity a( A) = minj,k Ci min (aij, a,,) , and A is an m X n column-stochastic ma-trix. Section 4 shows that the contraction coefficient defined as 77,(A) = sup{H,(Ar, Ay)/H,(x, y): x, y E P,} satisfies rip(A)) < 1 if and only if A is scrambling. Section 5 gives and compares upper and lower bounds for Q(A). Section 6 describes the relative entropy of two probability vectors multiplied by successive powers of a single stochastic matrix: under suitable conditions on the eigenstructure of A and the smoothness of g, the asymptotic rate of contraction of the relative g-entropy under repeated multiplication by A is the square of the second largest eigenvalue of A. Section 7 gives analogous results for an exponentiated infinitesimal generator of a finite-state Markov process in continuous time.
DEFINITIONS AND BACKGROUND
Let m, n, and d be finite positive integers. All matrices will be m X n or d X d. All vectors will be n X 1 or d X 1 column vectors. Vectors followed by ' will be transposed, i.e., 1 x n or 1 X d row vectors. As usual, the ZP-norms are defined for a d-vector x and for 1 < p < ~0 by IIxllP = (Clx lPY'P. A matrix or vector in which all elements are nonnegative real numbers will be called nonnegative.
A matrix or vector in which all elements are positive real numbers will be called positive. Let Nd be the set of nonnegative probability d-vectors, i.e., Nd = (X E Rn : xi > 0, I&xi = 1). Let Pd be the set of positive probability d-vectors, i.e., Pd = {x E Nd : xi > 0 for all i). If r E Pd with elements xi, let 1 -x denote the d-vector with elements 1 -xi. Also, let ei E Nd denote the ith unit vector with 1 in the ith position and all other elements 0.
A stochastic m X n matrix is a matrix each column of which belongs to N,,, (i.e., a nonnegative matrix with all column sums 1); such a matrix is sometimes called column-stochastic to distinguish it from a row-stochastic matrix, a nonnegative matrix with all row sums 1. A nonnegative matrix is called row-allowable if each row contains at least one positive element. A column-stochastic matrix need not be row-allowable. A matrix with at least one positive row (i.e., all elements of a row positive) is called row-positive. A column-stochastic row-positive matrix is sometimes called a Markov matrix (e.g., Iosifescu 1980, p. 57) . Clearly, a positive stochastic matrix is row-allowable and row-positive. A nonnegative d X d matrix A is called primitive if Ak is positive for some positive integer k.
A column-stochastic m X n matrix is called a scrambling matrix (Hajnal 1958, p. 235) if any submatrix consisting of two columns has a row both elements of which are positive; i.e., A = (aij) is scrambling if, for all j and k such that 1 -<j < k < n, there exists an i such that 1 < i < m and aiiaik > 0. Some authors define the relative entropy with the opposite sign (e.g., Ahlswede and G&s 1976, Donald 1986) or with its arguments in the reverse order, so care is required in relating the results of different papers. H+ will denote any relative $-entropy where 4 is assumed to satisfy the hypotheses of Definition 2.2. This generalization of relative entropy has been widely studied under various names and notations (e.g., Csiszir 1963 , Ali and Silvey 1966 , Abrahams 1982 , Petz 1986a . We distinguish the logarithmic special case (Definition 2.1) because this case is usually considered in most applications.
It is easily proved that a continuous real-valued homogeneous function 4 on (0, a) X (0, m) is jointly convex in both arguments if and only if g(t) = 4(1, 1 + t) is convex for t E ( -1, m). It follows that any continuous real-valued convex function g(t) on (-1, m) such that g(0) = 0 defines a relative 4-entropy via the assumptions that 4(1,1 + t) = g:(t) and 4 is homogeneous.
Hence the relative $-entropy and related quantities can be indexed by 4 or by g, i.e., Hb(r, y> = C, 4(xj, yt) if and only if H, (x, y> = C,x,g(y,/x, -1) . However, in all cases H,,, denotes the relative entropy in Definition 2.1; Hlog is the special case of H, when g(t) = -log(l + t). and satisfies (Dobrushin 1956, pp. 69-70) E(A) = sup 11 4 x -Y> 111 :
llx -Ylll x and y are positive n-vectors,
Let A be a column-stochastic, row-allowable m X n matrix, and let x, y E P,,. Then
The proof of this theorem is the goal of the remainder of this section. 
Proof.
Let 6 denote the Dirac needle function, and define
+ cd(O).
Then for any function g, / gdp = C( Ax)ig z
+ ag(O).
We now verify that hypotheses (i) and (ii) of Lemma 3.3 are satisfied. As for (i), if g(x) = ax + h, then g(0) = b and
This proves that Al. and u satisfy (i) of Lemma 3.3.
As for (ii), if g = 1 x -cl, where c 2 -1, then where g :[-1, > 00 + % defined by g(t) = +(l, 1 + t) is convex and g(0) = ~$41, 1) = 0. Th e d esired conclusion follows immediately from Lemma 3.4. n
THE RELATIVE-ENTROPY CONTRACTION COEFFICIENT
Assume in this section that 4(1, . ) is strictly convex on (0, w>. Hence, for any x E P,,, y E P,, whenever x # y, H+(x, y> > 0. Also assume throughout this section that A is a column-stochastic, row-allowable m X n matrix. For such a matrix A, define the relative +-entropy contraction coefficient
The requirement x, y E P, can be replaced by the requirements that x, y are positive and llxlli = 11 ylli.
The special case when +(a, b) = a log(a/b) was extensively investigated by Ahlswede and G&s (1976) .
The following properties of the relative &entropy contraction coefficient are elementary to prove, so we omit the details:
(i) If A and B are column-stochastic, row-allowable matrices of size m X n and n X q, respectively, then n+( AR) < r/+(A)v+(B).
(ii) For any permutation matrix P, q+(P) = 1. For g(t) = 4(1, 1 + t), the relative entropy, and the corresponding contraction coefficients, can be indexed by C#J or by g. It will now be convenient to write H of n_,osCl+t&A). It f lf rather than H4. We will simply write q0 We now study 77,(A) for g(w) = w2 and g(w) = -log(l + w). Since g is always assumed to be convex, the point of Theorem 5.4 is the strict positivity of g"(O).
THEOREM 5.4. Zf g(w) is thrice dijfierentiable in a neighborhood of 0 and g"(0) > 0, then 71,2(A) < TV; in particular, 77,2(A) Q q,&A).
Proof. Whenever g is homogeneous of even degree, it can be extended to all of M. In particular, because g(w) = w2 is homogeneous of degree two,
where @(x, u) = HWz(x, x + II> = Xiy2/x and u # 0 is arbitrary except that uT1 = 0; henceforth, when we write u'l = 0, we always assume u # 0.
By the hypotheses, we can expand g in a Taylor's series about w = 0, and since g(O) = 0, Proof. Schwarz's inequality implies that, for all x E P,, @(x, u) >, EkIvkl12 = Ilullf, so that Now choose xk = (ukI/llujll; then x E Pd and @(x, u) = Ilvllf. Thus
c#(s,t) =sg f -1 =(t-s)g'(O)
The final inequality of the theorem is already known (e.g., Seneta 1979) . n EXAMPLE 5.7. l), i.e., of equality and strict inequality can hold; to demonstrate this we summarize in Table 1 The expressions for arbitrary 9 and the proof that rl,z( A) = 710g( A) for all 2 x 2 matrices require elementary, but tedious, computations. We omit the computations, which can be verified by using a symbolic manipulation computer program. We distinguish four situations: 
c) [(A) = 71,2t(A) = q,,p(A) < Z(A) = T~( A). This occurs if
This occurs if q f 0, p, 1 -p, 1. In words, the asymptotic rate of contraction of the relative +-entropy is the square of the largest real eigenvalue for which the left eigenvector is not orthogonal to x -y, when such an eigenvalue exists and exceeds in modulus the remaining eigenvalues.
These examples illustrate that any combination of equality and strict inequality can occur in l(A) < rl,~( A) < Z(A).

That either equality or strict inequality can hold in cY( A) < TV (A) and Z(A) < s(A) is well known and is illustrated by
Before giving the proof, we observe that, since u:' is a positive constant vector and the sums of both x and y are 1, we have i, 2 2.
Proof.
Let x(t) = A' x, y(t) = At y. By the Perron-Frobenius theorem for primitive matrices (e.g., Seneta 1981) applied to a column-stochastic matrix, A, = I, c1 is a positive vector, which we name 7~ = (7~~1, and u1 is a positive constant vector, which we may take to be lT. 
i=2 i=2
If ci(j) is the jth element of ci, then
In the summation on the right, all terms (if any> with 2 < i < i, vanish, because for them cq -pi = uF(x -y> = 0. The Perron-Frobenius theorem guarantees that 1 > IA,]. So for large t, ej(t) * 0 and therefore I cj(t)/xj(t)l (1982, pp. 35-36) . Now assume all matrices are G! X d and real. A matrix in which all off-diagonal elements are nonnegative and the sum of every column is zero is called an intensity matrix; such matrices have zero or negative elements on the main diagonal. If B is an intensity matrix, it is well known that for all nonnegative real t, eBt is column-stochastic.
An intensity matrix B is the infinitesimal generator of a continuous-time Markov chain with transition probabilities from j to i given by the (i,j) element of eBt. For x(O) E PC!, y(O) E Pcl, and t 2 0, define x(t) = eBtx(0) and y(t) = eB"y(O>. Proof. This is immediate from Theorem 7.1 and Theorem 4.1. n
The first part of this corollary contains, as a special case, a result quoted and proved, using a different method, by Shigesada and Teramoto (1975, p. 82) and Iwasa (1988) . They p roved, in effect, that dH(x(t), y(t))/dt < 0 in the special case when y(t) is constant and equal to a positive right eigenvector of B corresponding to the eigenvalue 0. The proof essentially repeats the proof of Theorem 6.1, and will be omitted.
