We show a necessary and sufficient condition for a finite-dimensional highest weight representation of the sl 2 loop algebra to be irreducible. We present an algorithm by which we can construct all possible finite-dimensional highest weight representations that have the same given highest weight. For two simple cases, we derive dimensions of all such reducible representations, explicitly. The result should be useful in analyzing the spectra of integrable lattice models related to roots of unity representations of quantum groups, in particular, the spectral degeneracy of the XXZ spin chain at roots of unity associated with the sl 2 loop algebra. *
Introduction
Symmetry operators play a central role in the spectra of quantum systems. Recently, it was shown that the XXZ spin chain at roots of unity commutes with the sl 2 loop algebra [11] , and has large spectral degeneracies associated with the symmetry [8, 9, 10, 11, 13, 14, 15] . The Hamiltonian of the XXZ spin chain under the periodic boundary conditions is given by
Here the XXZ anisotropic coupling ∆ is related to the q parameter by ∆ = (q + q −1 )/2. The symmetry of the sl 2 loop algebra appears when q is a root of unity. The symmetry also appears in the spectrum of the transfer matrix of the six-vertex model at roots of unity. [11] Here we note that the XXZ Hamiltonian is derived from the logarithmic derivative of the transfer matrix of the six-vertex model.
Let us introduce the sl 2 loop algebra, U (L(sl 2 )). [12] The generators x ± k and h k for k ∈ Z satisfy [h j , x ± k ] = ±2x ± j+k , [x + j , x − k ] = h j+k , for j, k ∈ Z .
Here [h j , h k ] = 0 and [x ± j , x ± k ] = 0 for j, k ∈ Z. In a representation of U (L(sl 2 )), we call a vector Ω highest weight if Ω is annihilated by generators x + k for all integers k and such that Ω is a simultaneous eigenvector of every generator of the Cartan subalgebra, h k (k ∈ Z) [3, 4] :
The representation generated by a highest weight vector Ω is called the highest weight representation of Ω. We call the set of eigenvalues d k the highest weight of Ω. Let us define r by the relation: h 0 Ω = rΩ. We shall show in proposition 1 that r is a nonnegative integer.
We shall also show in §3 that Ω is a simultaneous eigenvector of operators (x + 0 ) n (x − 1 ) n : (x + 0 ) n (x − 1 ) n Ω = (n!) 2 λ n Ω , for n = 1, 2, . . . , r .
In terms of λ n 's, we define highest weight polynomial P λ (u) in §4 as follows:
Here λ denotes a sequence of λ n 's, i.e. λ = (λ 1 , λ 2 , . . . , λ r ). If Ω generates an irreducible representation, P λ (u) is called the Drinfeld polynomial. [3] Let us factorize polynomial P λ (u) as P λ (u) = (1 −â 1 u) · · · (1 −â r u) .
We call parametersâ 1 ,â 2 , . . . ,â r , the highest weight parameters of Ω. In terms of highest weight parametersâ j , the highest weight d k of Ω are expressed as
and the eigenvalues λ n are expressed as
Let us discuss how to evaluate degenerate multiplicities in the spectrum of some model that has the sl 2 loop algebra symmetry. They are essentially given by the dimensions of the corresponding highest weight representations of the sl 2 loop algebra. The dimensions of irreducible representations of U q (L(sl 2 )) are known. [3, 4] Furthermore, it was shown by Chari and Pressley [5] that corresponding to each irreducible finite-dimensional representation with highest weight parameters,â 1 ,â 2 , . . . ,â r , there exists a unique finitedimensional highest weight module W with the highest weightâ j for j = 1, 2, . . . , r, such that any finite-dimensional highest weight module V with the highest weightâ j for j = 1, 2, . . . , r, is a quotient of W . We call W a Weyl module. It has also been shown [5] that a Weyl module is irreducible if and only if the highest weight parametersâ j are distinct. However, if some of the highest weight parameters are degenerate, it is not trivial whether the representation generated by Ω is irreducible or not.
In the paper, we prove a necessary and sufficient condition for a finite-dimensional highest weight representation to be irreducible. Suppose that a highest weight vector Ω with highest weight parametersâ j for j = 1, 2, . . . , r, generates a finite-dimensional representation V Ω . We also assume that the highest weight parametersâ j for j = 1, 2, . . . , r are given by the set of parameters a j with multiplicities m j for 1 ≤ j ≤ s. Then, we shall show that V Ω is irreducible if and only if the following condition holds:
where coefficients µ k (k = 1, 2, . . . , s) are given by
If V Ω is irreducible, the dimensionality is given by
Here we note that if the highest weight parametersâ j are distinct (i.e. s = r), condition (10) holds trivially. Furthermore, we introduce an algorithm by which we can construct practically all possible finite-dimensional highest weight modules with a given set of highest weight parametersâ j . The algorithm is not complete in the sense that we employ some conjectured relations among products of generators acting on Ω, and . For some simple cases, however, we explicitly calculate dimensions of all possible reducible highest weight representations that have the same given highest weight parametersâ j . For an illustration, let us consider the case of r = 3 where two of the three highest weight parameters are degenerate, i.e. (â 1 ,â 2 ,â 3 ) = (a 1 , a 1 , a 2 ). We have
For any highest weight vector Ω with the highest weight we have
However, if Ω satisfies the following relation:
then it generates an irreducible representation.
The general criterion of irreducibility should be useful for studying the spectra of some integrable models associated with roots of unity representations of the quantum groups, in particular, the spectral degeneracy of the XXZ spin chain and the six-vertex model at roots of unity. In fact, there are several important viewpoints associated with it. We first note that roots of unity representations of the quantum groups have many subtle and interesting properties. [22, 7] They have several connections to the six-vertex model and the XXZ spin chain at roots of unity. [1, 21] The degenerate eigenvectors of the sl 2 loop algebra can be discussed in terms of Bethe ansatz eigenvectors through some limiting procedure [2] , however, it is not always straightforward. [13, 14] In order to derive the degenerate multiplicities of the sl 2 loop algebra rigorously, one should calculate the dimensions of highest weight representations generated by the corresponding Bethe vectors. [15, 8] The roots of unity representations are also related to the chiral Potts model. [6, 23] Thus, the result of the present paper might be useful also for future researches in integrable systems associated with roots of unity representations.
The sl 2 loop algebra symmetry of the XXZ spin chain at roots of unity should be interesting also in the spectral analysis of quantum Hamiltonians. In the spectral flow of the XXZ spin chain with respect to ∆, level crossings with exponentially large degenerate multiplicities appear at some discrete points of ∆. According to a theorem by von Neumann and Wigner, it is far more likely to have them if one or more symmetries exist than if no symmetries exist. In association with it, the noncrossing rule is stated: in the spectrum of a Hamiltonian that depends on a real parameter, levels of the same symmetry never cross each other as the parameter varies, where all levels are classified by symmetry quantum numbers. Here we call an operator commuting with the Hamiltonian a symmetry operator if it is independent of the model parameter. [16] However, the spectrum of a Hamiltonian can have degeneracies. Novel counterexamples to the noncrossing rule were discussed in the spectrum of the one-dimensional Hubbard Hamiltonian. [16] The content of the paper consists of the following: In §2, we introduce generators of the sl 2 loop algebra with parameters. In §3, we discuss sectors of highest weight representations. We show that every finite-dimensional highest weight representation has nonzero and finite highest weight parameters. In §4, we define highest weight parameters and highest weight polynomials, explicitly and precisely. In §5, we prove the irreducibility criterion. In §6, we formulate an algorithm by which we can practically construct all possible reducible or irreducible highest weight representations that have the same highest weight. We give examples of all possible dimensions of reducible highest weight modules.
Throughout the paper we assume that Ω is a highest weight vector with highest weight d k and also that it generates a finite-dimensional representation. We denote it by V Ω . We denote the highest weight d 0 by r: h 0 Ω = rΩ. As shown in §3, r is given by a nonnegative integer, and it is equal to the number of highest weight parametersâ j of Ω.
Loop algebra generators with parameters
Let α denote a finite sequence of complex parameters such as α = (α 1 , α 2 , . . . , α n ). We define generators with n parameters x ± m (α) and h m (α) as follows [9, 10] x ± m (α) = n k=0
Let α and β be arbitrary sequences of n and p parameters, respectively. In terms of generators with parameters we express the defining relations of the sl 2 loop algebra as follows:
Here the symbol αβ denotes the composite sequence of α and β:
Using the relations (17), we show the following relations for t ∈ Z ≥0 :
Here the symbol (X) (n) denotes the nth power of operator X divided by the n factorial, i.e. (X) (n) = X/n!. For a given sequence of m parameters, α = (α 1 , α 2 , · · · , α m ), let us denote by α j the sequence of parameters of α other than α j :
Hereafter we assume that α j take distinct values for j = 1, 2, . . . , m. We now introduce the following symbol:
The generators x − j for j = 0, 1, . . . , m − 1, are expressed as linear combinations of ρ j (α). Let us introduce α kj = α k − α j . We show the following:
It thus follows inductively on n that x ± k (0 ≤ k ≤ m − 1) are expressed in terms of linear combinations of ρ ± j (α) with 1 ≤ j ≤ m.
Sectors of a highest weight representation
Let us consider the sl 2 -subalgebra U k generated by x + −k , x − k and h 0 for an integer k. Proposition 1. Let |Φ be a vector satisfying x + −k |Φ = 0 for some integer k and h 0 |Φ = ν|Φ for some ν ∈ C. Then, ν is given by a nonnegative integer, and the U ksubrepresentation of the representation generated by |Φ is given by the (ν +1)-dimensional irreducible representation of sl 2 .
For a given integer n, we define the sector of h 0 = r − 2n by the vector subspace
V Ω is given by the direct sum of sectors with respect to eigenvalues of h 0 where eigenvalues are given by h 0 = r − 2n for n = 0, 1, · · · , r. Every vector v n in the sector of h 0 = r − 2n is expressed as a linear combination of monomial vectors such as
Proof. It is clear from the PBW theorem.
Let U denote the sl 2 loop algebra U (L(sl 2 )) and X + the subalgebra of U that is generated by x + k for k ∈ Z >0 . We denote by U X + subalgebra U (L(sl 2 ))X + , which is constructed by multiplying elements of U (L(sl 2 )) to those of X + .
For a given integer ℓ, let U (B ℓ ) be the Borel subalgebra of U (L(sl 2 )) generated by h k , x + ℓ+k and x − −ℓ+1+k for k ∈ Z ≥0 . We denote by B + ℓ such a subalgebra of U (B ℓ ) that is generated by x + ℓ+k for k ∈ Z ≥0 . Lemma 4. Let m and p be integers satisfying 0 ≤ p ≤ m + 1. In the Borel subalgebra U (B ℓ ), for k 1 , . . . , k p , n ∈ Z ≥1−ℓ , and t ∈ Z ≥ℓ , we have
Lemma 5. Let p be an integer satisfying 0 ≤ p ≤ r. For any set of nonnegative integers k 1 , . . . , k p , we have
Proof. We prove (25) by induction on p by making use of eq. (24), where we put m = r. The case of p = 0 is trivial. Let us assume that for a given integer n with n ≤ r, the relation (25) holds for all nonnegative integers p satisfying p ≤ n. From lemma 4 we have for any integer t the following:
From the induction assumption, we have
Expressing t as k n+1 , we obtain the relation (25) for the case of p = n + 1.
Proof. Putting p = r in (25), we have
V Ω is therefore one-dimensional in the sector of h 0 = −r. Let us show that A
Using commutation relations of the loop algebra, we show that Ω is a simultaneous eigenvector of operators (
Proposition 7. λ r is nonzero and finite. Here we recall (
Proof. From proposition 6, vectors (x − 1 ) r Ω and (x − 0 ) r Ω are linearly dependent, i.e. we have (
We thus obtain λ r = A 1 , and hence the coefficient λ r is nonzero and finite.
Highest weight polynomials 4.1 Parameters expressing the highest weight
We now introduce parameters expressing the highest weight of Ω. Let λ = (λ 1 , . . . , λ r ) denote the sequence of eigenvalues λ k which are defined in eq. (30). We define a polynomial P λ (u) by the following relation [18] :
We call it the highest weight polynomial of Ω. Let us factorize P λ (u) as follows
where a 1 , a 2 , . . . , a s are distinct, and their multiplicities are given by m 1 , m 2 , . . . , m s , respectively. We denote by a the sequence of s parameters a j : a = (a 1 , a 2 , . . . , a s ).
Here we note that r is given by the sum: r = m 1 + · · · + m s . We define parametersâ i for i = 1, 2, . . . , r, as follows.
Then, the set {â j |j = 1, 2, . . . , r} corresponds to the set of parameters a j with multiplicities m j for j = 1, 2, . . . , s. We denote byâ the sequence of r parametersâ i :
We call it the highest weight parameters of Ω. It follows from the definition of highest weight polynomial P λ (u) given by (32) and that of highest weight parameters (33) that we have λ n = 1≤j 1 <···<jn≤râ j 1 · · ·â jn (37) Proposition 8. The roots of highest weight polynomial P λ (u) are nonzero and finite, and the degree of P λ (u) is given by r.
Proof. It is clear from proposition 7.
We denote by (a j ) n the sequence of parameter a j with multiplicity n, i.e. (a j ) n = (a j , a j , . . . , a j ). For instance, we have
In the case of m = 1, we write x ± n ((a j ) 1 ) = x ± n − a j x ± n−1 simply as x ± 1 (a j ). We also introduce the following notation:
Reduction relations
Let a be an arbitrary nonzero complex number.
Lemma 9. For a given integer ℓ, we have
Proof. We first show the following relations by induction on n:
Making use of the relations (42) we show the relation (A.1). Some details will be shown in Appendix A.
In the case of a = 0 and ℓ = 0 the relation (A.1) has been shown for the case of U q (L(sl(2))) [3] .
Lemma 10. For a given integer ℓ we have the following recursive relations for n ∈ Z:
Proof. We now show the three relations (A n ), (B n ) and (C n ), inductively on n as follows:
The relation (A n ) is derived from (A n−1 ) and (C n−2 ). Here we make use of formula (44). The relation (B n ) is derived from (A n ) and (B n−1 ). We multiply the both hand sides of (A n ) by x + 0 from the left. Finally, (C n ) is derived from (B n−1 ) and (C n−1 ). Thus, the cycle of induction process, (A n ), (B n ) and (C n ), is closed.
Lemma 11. For any integer ℓ we have
Proposition 12.
We have
Here we recall that λ j (a) is defined by (39) with the highest weight parameters.
Proof. We derive reduction relation (44) from (A r+1 ) of lemma 10 and lemma 11.
The reduction relation (44) for ℓ = 1 is expressed as follows
The relation (45) is fundamental when we construct a reducible or irreducible highest weight representation.
Lemma 13. Suppose that x − ℓ (A)Ω = 0 for some sequence of n parameters A. For a sequence of p parameters B, we have
where C is given by the composite sequence AB or a permutation of the sequence AB.
Derivation of irreducibility criterion
For any given highest weight vector Ω, we have reduction relation (45) with respect to the highest weight parametersâ j for j = 1, 2, . . . , r. It is of an rth order. However, it is not always the case that the following sth order relation holds:
In fact, we shall show that V Ω is irreducible if the sth order relation (46) holds.
Lemma 14. If x − s (a)Ω = 0, for j = 1, 2, . . . , s, we have
Proof. Using eqs. (19) we have
x − 2s−2 (a j a j )Ω . (48)
In terms of a kj = a k − a j , we have
Using eq. (46) and lemma 13 we have
Putting (49) and (50) into (48), we obtain eq. (47) for n = 0. For n = 0, we show
x − n+2s−2 (a j a j (a j ))Ω = 0 .
(51)
Here, we have h n+s−1 (a j (a j ))Ω = 0, and we show x − n+2s−2 (a j a j (a j ))Ω = 0, making use of lemma 13. From eq. (51) we now derive the following recursive relation with respect to n:
Applying (52), we derive (47) for all n from that of n = 0.
Proof. We show it by induction on n. First, we have for any positive integer k
Secondly, we show relation (53) in the case of n = 1 as follows:
Thirdly, assuming relations (53) for the cases of n < p, we show the case of p as follows: Using (B p ) of lemma 10 with a = a j , for some element
Substituting (56) into the commutator, we have
Here we have used (54), (56) and (47). We thus obtain (53).
Proof. We recall h 0 Ω = rΩ. We have
Here we note (r − m j ) + (m j + 1) > r, and there is no of the sectors of h 0 = −r − 2 in V Ω . We now apply (
It follows from the commutation relation (53) that the left-hand-side of (60) is given by
where n denotes r − m j . Here, the number of such parametersâ k that are not equal to a j is given by n = r − m j , and hence we have the last line of (61). We note that we have only one set of integers k 1 < · · · < k n that make the following product nonzero: (â k 1 − a j ) · · · (â kn − a j ) = 0 for n = r − m j . Since the product is nonzero, i.e. s k=1;k =j a m k kj = 0, we thus obtain (58). Lemma 17. If x − s (a)Ω = 0, Let us take such nonnegative integers ℓ j , k j for j = 1, 2, . . . , s that satisfy ℓ 1 + · · · + ℓ s = k 1 + · · · + k s = n. We have
Here δ j,k denotes the Kronecker delta.
Proof. We first show the following:
By induction on k j , we show
Then we obtain (62) .
Proposition 18. If x − s (a)Ω = 0, every vector v n in the sector of h 0 = r − 2n is expressed as follows:
If v n is zero, all the coefficients C j 1 ,··· ,js are given by zero.
Proof. By the definition of ρ − j (a), and the condition x − s (a)Ω = 0, any vector in the sector is expressed as a sum over ρ − 1 (a) (k 1 ) · · · (ρ − s (a)) (ks) Ω for such integers k 1 , . . . , k s ∈ Z ≥0 that satisfy k 1 + · · · + k s = n. We have from lemma 17
We thus show that if v n = 0, all the coefficients C k 1 ,··· ,ks are zero. Let Ω be a highest weight vector that has highest weight parameters a j with multiplicities m j for j = 1, 2, . . . , s, i.e. a = {a 1 , a 2 , . . . , a s }. We assume that Ω generates a finite-dimensional representation, and we denote it by V Ω . Then, V Ω is irreducible if and only if x − s (a)Ω = 0.
Proof. We show that every nonzero vector of V Ω has such an element of the loop algebra that maps it to Ω. Suppose that there is a nonzero vector v n in the sector h 0 = r − 2n of V Ω that has no such element. Then, we have k 1 ,...,kn C k 1 ,...,kn x + k 1 · · · x + kn v n = 0 (68) for all linear combinations of monomial elements x + k 1 · · · x + kn . Let us express v n in terms of basis vectors ρ − 1 (a) (k 1 ) · · · (ρ − s (a)) (ks) Ω with coefficients C k 1 ,...,ks where k 1 , . . . , k s ∈ Z ≥0 satisfy k 1 +· · ·+k s = n, as shown in (65). We multiply v n with ρ − 1 (a) (j 1 ) · · · (ρ − s (a)) (js) for a set of non-negative integers j 1 , . . . , j s satisfying j 1 + · · · + j s = n. Then, it follows from eq. (62) that the coefficient C j 1 ,...,js vanishes. We thus have that all the coefficients C j 1 ,...,js vanish. However, this contradicts with the assumption that v n is nonzero. It therefore follows that v n has such an element that maps it to Ω.
6 Reducible highest weight representations 6.1 Summary of the irreducible case For a highest weight vector Ω we assume that it has highest weight parametersâ j for j = 1, . . . , r, which are given by parameters a j with multiplicities m j for j = 1, 2, . . . , s.
As shown in (45), we always have the following relation:
If we have the following relation:
then it follows from theorem 21 that the highest weight representation V Ω of Ω is irreducible, and the dimensionality of V Ω is given by
Here we recall the symbol: a = (a 1 , a 2 , . . . , a s ). If relation (69) does not hold, however, V Ω is reducible. In order to determine the dimensions of V Ω , one should check further conditions of Ω.
6.2 Highest weight representations with given highest weight 6 
.2.1 Some useful notation
We now formulate a method for constructing all possible finite-dimensional highest weight representations generated by highest weight vector Ω which have the same given highest weight parametersâ = (â 1 , . . . ,â r ). Here we recall that highest weight parameterŝ a 1 , . . . ,â r are given by parameters a j with multiplicities m j for j = 1, 2, . . . , s, according to the rule (35). We denote it by a = (a 1 , a 2 , . . . , a s ).
Let i 1 , . . . , i m be a set of integers satisfying 1 ≤ i 1 < . . . < i m ≤ r. We consider a subsequence ofâ with respect to i 1 , . . . , i m and denote it by A, i.e. A = (â i 1 , . . . ,â im ). We denote byâ \ A such a subsequence ofâ that is obtained by removingâ i 1 , . . . ,â im from sequenceâ:â \ A = (â 1 , . . . ,â i 1 −1 ,â i 1 +1 , . . . ,â i 2 −1 ,â i 2 +1 , . . . ,â r )
We also express it asâ A , briefly. We now define operators w A (â) by
We consider subsequence A = ((a 1 ) k 1 (a 2 ) k 2 · · · (a s ) ks ), in which there are k j copies of parameter a j for j = 1, . . . , s. We denote it simply as 1 k 1 2 k 2 · · · s ks . If k i = 0 except for i = j, we express it as j k j , i.e. we have
Let us now consider the following operators: ρ − j (a) for j = 1, 2, . . . , s and w j k (â) for k = 1, 2, . . . , m j − 1 and j = 1, 2, . . . , s. Here we note that there are r operators in total, since we have s + (m 1 − 1) + · · · (m s − 1) = m 1 + · · · m s = r. Applying products of operators ρ − j (a) and w j k (â) to the highest weight vector Ω, we construct all basis vectors of reducible and irreducible highest weight representations with the given highest weight. Since we have the rth order reduction relation (45), vectors x − n Ω for any n are expressed as a linear combination of vectors ρ − j (a)Ω and w j k (â)Ω. Applying h n to w j k (â)Ω, we have submodules generated by w j k−t (â)Ω for t = 1, 2, . . . , n.
Lemma 22. We have, for k = 1, 2, . . . , m j − 1, the following:
Proof. It is easy to show (74). We show (75) by induction on n.
Fundamental propositions and lemmas
Let us give our main strategy for determining the dimensions of reducible highest weight representations. We consider a sequence of submodules such as generated by w j k (â)Ω.
Here we assume that a submodule in the sequence is irreducible if we assume that the previous module vanishes. We thus derive the dimensions of the module which is irreducible modulo the previous one. We repeat this procedure as many times as possible, and then finally obtain the dimensions of U Ω, taking the sum of the dimensions over all subsequent submodules in the above procedures.
Definition 23. Let V be a submodule of U Ω. We say ω is highest weight modulo V if we have
Hered n are some numbers.
Lemma 24. Let ω 0 be highest weight and generate a finite-dimensional highest weight representation V , i.e. V = U ω 0 . We assume that dimV is known. Suppose that ω A is highest weight modulo U ω 0 , i.e. we have
and also that U ω A ⊂ U ω 0 . Then, representation W generated by ω A has the following dimensions:
As a corollary of lemma 24 we have the following:
Corollary 25. w j k (â)Ω are highest weight modulo U w j k−1 (â)Ω for j = 1, 2, . . . , s:
Let Σ be a set of such subsequences ofâ that are of the form ofâ \ (a j ) k where integer k satisfies 1 ≤ k ≤ m j − 1. We take the product of w A (â) over A ∈ Σ, and apply it to Ω.
We denote it by Ω Σ as follows:
Now let ω ′ be such a vector of the form of ω Σ . We assume that it is highest weight modulo V for a submodule V of U Ω. Then, we have a similar reduction relation as (45) also for ω ′ .
Proposition 26. Let ω ′ be highest weight modulo V with highest weight parameters a j with multiplicities m ′ j . We have
Here r ′ is given by h 0 ω = r ′ ω and λ ′ n are defined by
Here, the highest weight parametersâ In particular, we have the following:
Lemma 27. If ω ′ is given by
and it is highest weight modulo V , then we have
where d ′ n are given by
Here we recall h n Ω = d n Ω.
We have from reduction relation (79) the following result parallel to (47).
Proposition 28. Let ω ′ be highest weight with highest weight parameters a j with multiplicities m ′ j for j = 1, 2, . . . , s. We have
Making use of proposition 28 we determine the dimensions of U w Σ which is highest weight modulo some submodules V .
From proposition 26 and lemma 27 we have the following:
Lemma 29. For a set of integers, k 1 ≤ · · · ≤ k ℓ , vector w j k 1 (â) · · · w j k ℓ (â)Ω (1 ≤ j ≤ s) vanishes, unless k t > 2(t − 1) for t = 1, . . . , ℓ.
Proof. We show it using lemma 26.
Proposition 30. For an integer j with 1 ≤ j ≤ s, let ℓ be an integer satisfying 0 ≤ ℓ < (m j + 1)/2. We define w
j Ω is highest weight.
Proof. We show it by induction on ℓ.
Algorithm for reducible highest weight representations
Let us now describe the algorithm for constructing a family of reducible highest weight submodules. We first derive sequences of irreducible quotients of highest weight submodules, and then construct a reducible highest weight submodule by terminating the sequences at some points and taking the sum of the quotients.
• (i) We take the highest weight vector s j=1 w
j Ω where ℓ j is given by the largest integer satisfying ℓ j < (m j + 1)/2. Evaluating multiplicity m ′ j by using lemma 27, we derive the dimensions. (It is given by s k=1 (m k + 1 − 2ℓ k ).) • (ii) Suppose that for sets of integers, k 1 (j) ≤ · · · ≤ k n (j) (j = 1, 2, . . . , s), we know the dimension of submodule U s j=1 w j k 1 (j) (â) · · · w j kn(j) (â) Ω.
Then, for each t ( 1 ≤ t ≤ s), we consider the following submodule:
We derive the dimension of the submodule modulo the previous ones that are contained in it.
• (iii) If we have no larger possible value for k n (t), then we consider possible submodules of the following:
• (iv) Repeating the procedures of (ii) and (iii) for each t ( 1 ≤ t ≤ s) until we arrive at the case of U w j k (â)Ω for j = 1, 2, . . . , s, and k = m j − 1.
From the derived sequences of submodules, we calculate all possible dimensions of reducible highest weight representations, making use of lemma 24.
For an illustration, let us consider a sequence of submodules,
where V j is generated by highest weight vector ω j . We assume that we know the dimensions of the quotient submodules, dim V 3 /V 2 , dim V 2 /V 1 and dim V 1 , respectively. Then, we have the following three cases:
• (i) If ω 1 = 0, we have
If ω 1 = 0 and ω 2 = 0, we have
• (iii) If ω 1 = 0 and ω 2 = 0, we have dimV 3 /V 2 .
A conjecture
We remark that in the process of (ii) and (iii), submodule U w j k 1 (â) · · · w j k ℓ +1 (â)Ω modulo the previous one sometimes has zero dimension. Up to m j = 5, we have confirmed that such vanishing cases are determined by using the following conjecture.
Conjecture 31. For 0 ≤ n ≤ m j we have n k=1 k w j k+1 (â)w j n+1−k (â)Ω = 0 (86)
Up to the case of n = 3, we have shown relation (86), applying (A m ) with m = r − nto w j n Ω. Some generalized relations consisting of products of three w j k+1 (â)'s might be useful when m j > 5 or 6.
Examples of reducible representations
Hereafter, we write ρ − j (â) and w j (â) simply as ρ j and w j , respectively.
For an illustration, let us apply the algorithm of §6.2.3 for constructing reducible highest weight representations. Here we recall that m 1 = 2 and m 2 = 2. Here we have ℓ 1 < (m 1 + 1)/2 = 3/2, and we obtain ℓ 1 = 1. Similarly, we have ℓ 2 = 1. Thus, we first consider U w [1] 1 w [1] 2 Ω. 1. U w 1 w 2 Ω has r ′ = 4 − 2 × 2 = 0 and it has 1 dimension; a 1 ) , and it has 3 dimensions since (2+1)= 3; a 2 ) , and it has 3 dimensions since (2+1)= 3; 4. U Ω modulus U w 1 Ω and U w 2 Ω has r = 4 where (â 1 ,â 2 ,â 3 ,â 4 ) = (a 1 , a 1 , a 2 , a 2 ), and it has (2 + 1) × (2 + 1) = 9, i.e. 9 dimensions.
We note that w 1 − w 2 = a 12 x − 2 (a 1 , a 2 ). Thus, if w 1 Ω = 0 and w 2 Ω = 0, we have x − 2 (a 1 , a 2 )Ω = 0. That is, Ω generates an irreducible representation. In summary, for all possible dimensions of reducible and irreducible highest weight representation with highest weight parameters (a 1 , a 1 , a 2 , a 2 ), we have the following result:
Proposition 33. If the highest weight representation with highest weight parametersâ = (a 1 , a 1 , a 2 , a 2 ) is reducible, there are the following four cases: (i) w 1 Ω = 0, w 2 Ω = 0, and w 1 w 2 Ω = 0; (ii) w 1 Ω = 0, w 2 Ω = 0, and w 1 w 2 Ω = 0; (iii) w 1 Ω = 0, w 2 Ω = 0, and w 1 w 2 Ω = 0; (iv) w 1 Ω = 0, w 2 Ω = 0, and w 1 w 2 Ω = 0. It has dimensions 16, 15, 12, 12 , for the cases of (1), (ii), (iii) and (iv), respectively. It is irreducible if and only if w 1 Ω = 0 and w 2 Ω = 0. If it is irreducible, it has 9 dimensions.
A Recursive relations for Drinfeld generators
We show lemma A.1. We recall that (X) (n) denotes (X) (n) = X n /n!. Here we substitute ℓ of lemma A.1 with −ℓ.
Lemma A.1. The following recursive formula with respect to n holds for products of operators (x + −ℓ ) (n−1) (x − ℓ+1 (a)) (n) :
Proof. It is easy to show the following relations:
[h 1 (a), (x + −ℓ ) (n) ] = 2x + −ℓ+1 (a)(x + −ℓ ) (n−1) , [(x + −ℓ ) (n) ,x − ℓ+1 (a)] = (x + −ℓ ) (n−1)h 1 (a) +x + −ℓ+1 (a)(x + −ℓ ) (n−2) , [h 1 (a), (x − ℓ+1 (a)) (n) ] = (−2)x − ℓ+2 ((a) 2 )(x − ℓ+1 (a)) (n−1) , [x + −ℓ , (x − ℓ+1 (a)) (n) ] = (x − ℓ+1 (a)) (n−1)h 1 (a) −x − ℓ+2 ((a) 2 )(x − ℓ+1 (a)) (n−2) . for ℓ ∈ Z .
(A.2)
Applying relations A.2 we show (n + 1)(x + −ℓ ) (n) (x − ℓ+1 (a)) (n+1) = (x + −ℓ ) (n)x− ℓ+1 (a) (x − ℓ+1 (a)) (n) =x − ℓ+1 (a) (x + −ℓ ) (n) (x − ℓ+1 (a)) (n) + [(x + −ℓ ) (n) ,x − ℓ+1 (a)] (x − ℓ+1 (a)) (n) =x − ℓ+1 (a) (x + −ℓ ) (n) (x − ℓ+1 (a)) (n) + (x + −ℓ ) (n−1)h 1 (a) (x − ℓ+1 (a)) (n) +x + −ℓ+1 (a) (x − −ℓ ) (n−2) (x + ℓ+1 (a)) (n) =x − ℓ+1 (a) (x + −ℓ ) (n) (x − ℓ+1 (a)) (n) + (x + −ℓ ) (n−1) (x − ℓ+1 (a)) (n)h 1 (a) + (x + −ℓ ) (n−1) [h 1 (a), (x − ℓ+1 (a)) (n) ]
Here, substituting the product (x − ℓ+1 (a)) (n)h 1 (a) by
we show that the second term (x + −ℓ ) (n−1) (x − ℓ+1 (a)) (n)h 1 (a) in the last lines of (A.3) is equal to the following:
Thus, we have 
B Additional lemmas and propositions
We formulate some additional lemmas and propositions. They may be useful when we construct reducible highest weight representations.
Lemma 34. Letâ A andâ B be two sequences that contain sequence a as a subsequence. We denote by (â AâB ) a monotonically increasing sequence which is obtained by permuting the composite sequenceâ AâB . If (â AâB ) containsâ as a subsequence, we have
Lemma 35. Ifâ j contains a as a subsequence, we have
[(x 0 ) (t) (x 1 (a j )) (t) , w ℓ j (â)]Ω = 0 (B.2)
Proposition 36. Ifâ j contains a as a subsequence, we have w ℓ j (â)Ω = 0 for ℓ ≥ 1 2 (m j + 1) (B.3)
Proof. We use the following relation. Lemma 37. Ifâ j i contains a as a subsequence for i = 1, . . . , n, we have
[(x 0 ) (t) (x − n (a j 1 , . . . , a jn )) (t) , w ℓ 1 j 1 (â) · · · w ℓn jn (â)]Ω = 0 (B.5)
Proposition 38. Ifâ j i contains a as a subsequence for i = 1, . . . , n, we have
Proof. Let us denote by m 0 the sum m 0 = n k=1 m j k . We use the following relation. 
