We investigate the effect of size on intrinsic dissipation in nano-structures. We use molecular dynamics simulation and study dissipation under two different modes of deformation: stretching and bending mode. In the case of stretching deformation (with uniform strain field), dissipation takes place due to Akhiezer mechanism. For bending deformation, in addition to the Akhiezer mechanism, the spatial temperature gradient also plays a role in the process of entropy generation. Interestingly, we find that the bending modes have a higher Q factor in comparison with the stretching deformation (under the same frequency of operation). Furthermore, with the decrease in size, the difference in Q factor between the bending and stretching deformation becomes more pronounced. The lower dissipation for the case of bending deformation is explained to be due to the surface scattering of phonons. A simple model, for phonon dynamics under an oscillating strain field, is considered to explain the observed variation in dissipation rate. We also studied the scaling of Q factor with initial tension, in a beam under flexure. We develop a continuum theory to explain the observed results. 
I. INTRODUCTION
High frequency vibrations in nano electro mechanical systems (NEMS) hold importance for a wide variety of technological applications as well as for fundamental understanding of physical phenomenon. Atomic scale mass sensors, 1,2 detection of biological molecules, [3] [4] [5] detection of electron spin flip, 6 etc., are a few select examples. From a fundamental perspective, nano-resonators have been used to probe physical phenomenon, such as non-linear dynamics 7 and quantum effects in macroscopic objects. 8 Central to all these applications is dissipation in NEMS which limits its performance. For example, the minimum detectable mass, dm, of a mass sensing nano-resonator is given as 9 dm ¼ 2m ef f df 0 f 0 . Here, m eff is the effective mass of resonator, df 0 is the spread in frequency measured and f 0 is the resonance frequency of the device. df 0 increases with the increase in dissipation and hence degrades the performance of a mass sensor.
Understanding dissipation at the nano-scale is, therefore, of central importance for design of NEMS devices. The different mechanisms that govern dissipation can be broadly classified as extrinsic and intrinsic mechanisms. Extrinsic dissipation [10] [11] [12] [13] [14] [15] involves the loss of vibrational energy because of coupling with external environment, while intrinsic damping results from energy exchange with the internal thermal motion of the structure. While extrinsic damping can often be eliminated with a better design, intrinsic energy loss sets a fundamental limit for the device performance. The different known mechanisms of intrinsic dissipation include thermo-elastic damping 16, 17 (TED), Akhiezer damping, [18] [19] [20] non-linear coupling between mechanical modes, [21] [22] [23] [24] surface mediated losses, 25, 26 and dissipation due to defects. [27] [28] [29] 41 Intrinsic dissipation is a thermo-mechanical phenomena that involve coupling between two fields: mechanical deformation and thermal vibrations. The relatively larger role of surfaces in a nano-structure considerably modifies both its mechanical and thermal properties. For example, the elastic constants of nano-scale devices are different from bulk structure. Also, thermal transport at the nano-scale is fundamentally different from bulk heat flow. 30 Considerable efforts have been directed towards studying the mechanical properties of nano-structures and understanding thermal transport in nano-scale devices. However, the role of surface and size on the coupled phenomenon, i.e., dissipation, remains relatively less well understood.
In this work, we perform a comparative study of intrinsic dissipation between two different modes of deformation. We consider the case of stretching (axial) and bending (flexure) deformation. The axial motion provides the simplicity of a uniform strain field. For deformations with uniform strain field, dissipation takes place due to the Akhiezer mechanism. For the flexure motion, the strain field is non-uniform. This results in a temperature gradient and an additional damping due to TED. The two mechanisms, therefore, operate in tandem for the case of flexure. Considerable efforts have been directed towards understanding TED in nano-structures. However, the associative role of the two mechanisms (Akhiezer and TED) in finite sized structure remains unknown. A comparative analysis of dissipation under axial and flexure vibration, and with the other parameters remaining identical, would help understand the combined role of the two mechanisms.
The study of dissipation for the stretching motion alone serves its own merit. For nano-resonators operating in a fluid environment, it was shown that 31 the energy loss for the longitudinal mode is smaller in comparison with the bending vibration. It would, therefore, be useful to use the a)
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V C 2014 AIP Publishing LLC 116, 094304-1 longitudinal mode for sensing based applications in fluid environment. The limiting role of intrinsic dissipation, for such applications, needs to be investigated. The computational analysis carried out in this work provides an effort in this direction. There have, also, been some recent experimental studies [32] [33] [34] on the mechanical damping under longitudinal vibration. In these works, laser pulse was used to transfer the energy to the conduction electrons in a metal. The electrons, in turn, transfer energy to the lattice on the time scale of few picoseconds. This results in an isotropic thermal loading of the structure and excites the longitudinal mode. The oscillation in the plasmon frequency, due to the induced vibration, was then used to monitor the decay rate. The methods, employed in these works, can be used to measure intrinsic damping in the structures considered in our study. Experimental realization of the results observed in this work would complement our analysis. It should be pointed out that damping measured experimentally is the combined effect of intrinsic and extrinsic mechanism and needs to be separated systematically.
We use molecular dynamics (MD) simulation to study intrinsic dissipation under the two modes of deformation. Stretching deformation is characterized by a homogenous strain field, while in flexure strain varies linearly along the transverse direction. In contrary to the classical theory (which predicts higher dissipation for bending due to TED), we find dissipation to be lower for bending in comparison with stretching. Furthermore, the difference in Q factor between the two modes increases with the decrease in cross-sectional area of the resonator. We develop a simplified model for phonon transport coupled with an oscillating strain field to explain the observed trend. We also study the role of tension on Q factor for flexure deformation. The Q factor shows an initial improvement with the applied tension and then decreases. Continuum theory, with a phenomenological constitutive relation, is used to explain the initial increase in Q factor.
II. METHODS
We use MD simulations to compute dissipation rate in nano-wires. We consider two different modes of deformation: the bending and the stretching mode. The bending mode was excited using free vibration method. For stretching deformation, we use the method of forced vibration. Since, dissipation rate strongly depends on the frequency of mechanical motion, a study on the effect of deformation mode on energy loss requires that both the modes have the same oscillation time period. Using the method of forced vibration, we could consider the same frequency of operation for stretching deformation as that for bending. Also, as discussed later, forced vibration results in a nearly uniform strain field, an essential characteristic for stretching motion. In the rest of the paper, we shall term free vibration method as method A and forced vibration as method B. We now provide a description of the two methodologies.
Different variants of method A have been used earlier [35] [36] [37] in the computation of Q factor. In this method, we perturb the desired mode of the structure. The perturbation can be provided by either increasing the mode velocity or by displacing the structure along the given mode. The structure is isolated from the environment (in-order to study intrinsic dissipation) and is left to evolve. The excess energy of the excited mode gets absorbed by the system and is converted into the internal energy. The modal amplitude, therefore, shows a sinusoidal decaying behavior. The modal frequency, f m , and its relaxation time, s m , are determined from the sinusoidal decaying amplitude. Q factor is, then, computed as Q ¼ pf m s m . We now provide the details of implementing method A for the fundamental bending mode of a fixed-fixed beam.
The structure is first equilibrated using the canonical ensemble. In the canonical or NVT ensemble number of molecules (N), volume (V), and temperature (T) is conserved. Nos eHoover thermostat was used for equilibrating the structure at desired temperature. A relaxation time of 0.5 ps was used for the thermostat. Subsequent to equilibration, a point is selected from phase space. The set of position and velocity vectors of all the atoms constitute a point in the phase space. Alternatively, the phase space can also be described using the modal coordinates. The modal co-ordinates can be obtained from the atomic co-ordinates by projecting them on to the mode shapes. The relation between the two is described in the subsequent paragraph. Since the phase space point is selected from an equilibrated ensemble, the different modes satisfy equipartition principle. We disturb the equilibrium of the system by adding excess energy to one of the modes of interest, in our case, this is the fundamental bending mode. We use the method of giving an initial velocity disturbance.
In-order to perturb the velocity of a given mode, we need to know the corresponding modal vector. A modal vector describes the correlated motion between different degrees of freedom of a system. Letm i denote the relative displacement of an atom i with respect to its mean position for the mode under consideration. The set ofm i for all the atoms forms the modal vector. Letṽ i be the velocity of the ith atom in the phase space point that is selected from canonical ensemble. The modal velocity, v m , for the given configuration is then obtained as
Here, natoms is the total number of atoms. We wish to perturb the mode velocity by an amount Dv m . This can be done by changing the velocity vector of the ith atom by an amount
The atomic velocities are, thus, changed toṽ i þ Dṽ i while keeping the space co-ordinates fixed. Subsequently, the structure is evolved as a micro-canonical (NVE) ensemble. In the micro-canonical or NVE ensemble number of molecules (N), volume (V), and total energy (E) is conserved. As the system evolves, the phase space point spreads itself on the constant energy sphere. In the process, excess energy of the excited mode is uniformly shared with the rest of the modes. This can be seen by either monitoring the modal amplitude, a m , or its velocity, v m .
We excited the fundamental bending mode of a fixedfixed nano-beam using method A. Figure 1(a) shows a schematic of the simulation step-up. The bending mode in the y direction was excited and we term it as mode 1. Mode shape for mode 1 was obtained using continuum theory. Using beam theory for a fixed-fixed beam, we get . The velocity increment was provided such that the center of the beam had an initial maximum displacement of around 2.5 Å . This corresponds to giving the center atoms a velocity increment Dv c such that Dv c ¼ 2.5x f . Here, x f is the angular frequency of mode 1. For providing the velocity increment, an initial estimate of x f was made using beam theory. The velocity increment for the rest of the atoms was scaled in accordance with the mode shape given in Eq. (2). The co-ordinates (either displacement or velocity) of mode 1 can be obtained in accordance with Eq. (1) usingm i from Eq. (2).
Alternatively, one can also monitor y cm , the y co-ordinate of the center-of-mass of the system. For a system with the rest of modes in equilibrium and with mode 1 exited, y cm is a measure of mode 1 displacement. Figure 1(b) shows the time evolution of y cm with mode 1 excited. A sinusoidal decaying behavior is observed. From the fit of data, f m and s m were determined. Q factor was computed using the relation
For stretching deformation, method B was used. Figure  2 (a) shows a schematic of the simulation set-up for this method. In this method, the structure is isolated from the environment and subjected to a periodic deformation. For a dissipative system, periodic forcing of the system results in an increase in the internal energy. Thus, from the rate of increase in internal energy the dissipation rate, E disp , can be computed. Let E stored be the maximum elastic energy stored in the structure. Q factor, using method B, is determined as
. The details of implementing this method, for the case of stretching deformation, are now described.
The structure was first equilibrated at the desired temperature using Nos e-Hoover thermostat. Subsequent to equilibration, the length of the structure was deformed periodically with an amplitude A and with an angular 
FIG. 2. (a)
A schematic of the simulation set-up for computing the dissipation rate using method B. The length of the structure in x direction is changed periodically with an amplitude A and angular frequency x f . The structure has periodic boundary condition in x direction, the dotted circles show the image atoms. (b) Increase in internal energy of structure with number of oscillation periods. frequency x f . The structure was decoupled from thermostat during periodic forcing. Forcing the structure, at any finite rate, results in disturbance of thermal equilibrium. Since the system is driven out-of-equilibrium, energy will be dissipated and work done during one complete cycle (one period of sinusoidal motion) will be non-zero. The second law of thermodynamics states that the entropy of an isolated system never decreases. From the law it can be inferred that for a thermally isolated system that exchanges work with the environment, no net work can be extracted during a cyclic loading. Furthermore, for finite rate deformations (under which the system moves out of equilibrium), the average work done on the system will be positive. The average work done during a cyclic loading process is a measure of dissipation rate. Since the system is decoupled from thermostat during loading, the work done will result in an increase in its internal energy. Let DU be the increase in internal energy of system after n oscillation periods and W be the total work done. From the first law of thermodynamics, it follows that W ¼ DU. From the rate of increase in mean energy, hUi, per unit period, the energy dissipated, E disp , can be determined. Figure 2 (b) shows the plot of hUi with the number of oscillations for one of the ensembles under forced excitation. hUi increases nearly linearly, the slope of the curve gives E disp .
Method B was used to excite the stretching mode and to generate a spatially homogenous strain field. It would be useful to deduce under what condition the resulting strain profile is nearly uniform. The equation for longitudinal motion (in the forced direction) with no body force is given as
Here, E stretch is the Young's modulus for stretching deformation, q is the density, and u(x, t) is the x displacement field.
For the boundary conditions, we have u(0, t) ¼ 0 and u(L 0 , t) ¼ Asin(x f t). L 0 is the length of the structure considered. The steady state displacement profile with these boundary conditions is obtained as uðx; tÞ ¼ A
Furthermore, under the condition that
sinðx f tÞ. For a given value of x f , L 0 can be chosen such that a linear displacement profile (and hence uniform strain field) is obtained. For stretching motion, x f was taken to be the same as that of mode 1 for a nano-wire with same cross-sectional area. The value of L 0 was, then, considered such that a nearly linear displacement profile is obtained.
For stretching deformation, the maximum elastic energy stored, E stored , is obtained as E stored ¼ . For our simulations, we considered the value of 0 ¼ 0.02. Q factor, using method B, is then obtained as Q ¼
. For our studies, we considered two different materials: nickel and copper. Embedded atomic method (EAM) potential 38 was used to model the force field for each of these materials. Q factor was computed for bending (method A) and stretching (method B) deformation for structures with different sizes. All MD simulations were performed using large-scale atomic/molecular massively parallel simulator. 39 
III. RESULTS AND DISCUSSION
A. Size study Q factor was computed using method A for structures with a fixed length of 100lc. lc is the lattice constant and has value of 3.5374 Å for nickel and a value of 3.615 Å for copper. The cross-sectional area was varied from 10lc Â 10lc to 18lc Â 18lc. Figures 3(a) and 3(b) show the plot of Q factor versus size (width) obtained under bending deformation for nickel and copper, respectively. The plot shows that the Q factor increases with the decrease in cross-sectional area for both the materials.
We next computed the Q factor using method B for stretching deformation. The length of the structure was taken to be 12lc. The choice of this length resulted in a nearly uniform strain field. The cross-sectional area was, again, varied from 10lc Â 10lc to 18lc Â 18lc. For a given cross-sectional area, the excitation frequency was taken to be the same as that for bending deformation in the previous case.
Figures 3(a) and 3(b) also show Q factor versus size, as obtained, using method B. Q factor increases with the decrease in size. Furthermore, with the decrease in size, the difference in Q factor between the two deformation modes increases. The structure, therefore, has lower dissipation in bending in comparison with stretching motion for smaller sizes.
Using classical theory, dissipation is obtained by solving the coupled thermo-elastic equation. The equation for heat flow, in the presence of a strain field, is given as
Here, v is the thermal diffusivity, h is the change in temperature from initial value, E is Young's modulus, r is Poisson's ratio, a is the linear thermal expansion coefficient, C v is the specific heat capacity per unit volume at constant volume, T 0 is the equilibrium (initial) temperature, and jj is the diagonal component of the strain tensor. For the case of uniform strain, the term P j jj in Eq. (4) has no spatial dependence. For such a case, and with the initial condition h(x, 0) ¼ 0, the above equation admits a solution of the form h(x, t) ¼ h(t). The spatial uniformity of temperature field implies that there is no heat flow and, therefore, no entropy generation. Hence, the dissipation value is predicted to be zero for the case of uniform strain field. For the case of flexure, where the strain field is non-uniform, heat flow takes place and dissipation admits a finite positive value. Thus, from the classical theory, we expect that dissipation will be more for the case of flexure. However, for the sizes studied, we observe that flexure deformation is less dissipative in comparison with the case of uniform strain field.
In-order to understand the observed trend in dissipation rate, we first elucidate the governing dissipation mechanism. For stretching deformation, the resulting strain field is spatially uniform. For uniform strain field and in the frequency range studied, dissipation takes place due to Akhiezer mechanism. 40 We provide a brief description of Akhiezer damping.
Akhiezer mechanism
Akhiezer dissipation takes place due to the difference in the interaction of strain field with the vibrational modes of the structure. The internal vibrational modes of a structure constitute the thermal phonons. The underlying Akhiezer dynamics can be understood by considering a simplified case of two vibrational modes which have different interactions with the strain field. Figure 4 depicts the Akhiezer damping mechanism. The modes are represented as harmonic oscillators 1 and 2. The oscillators are initially in equilibrium, hence, each of them have a thermal energy of k b T. Here, k b is the Boltzmann constant and T is the temperature of system. Strain field modulates the potential energy curve and, hence, the frequency of oscillators. For the ith oscillator, frequency, x i , varies with strain, , as
Here, x 0 i is the frequency in reference configuration and k i is the Gr€ uneisen parameter.
Frequency modulation results in a change in modal energy. The change in energy due to the imposed strain can be obtained by using the concept of adiabatic invariant. When the curvature of an oscillator is modulated such that the rate of modulation is slow in comparison with the frequency of the oscillator, the ratio of its energy to frequency remains conserved. 42 It then follows that 
For the case, when the two oscillators have different values of k i , the applied strain will result in an energy difference between them. The modes will interact with each other and tend to restore energy equipartition. The differential energy change, dE m i , due to the inter-modal interaction can be described using the relaxation time approximation as dE . Here, hEi is the mean energy of the system and s is the relaxation time. The total energy change, dE i , for the ith mode is then given as
For an oscillating strain field with strain amplitude 0 and oscillation frequency x f , we obtain
The time rate of change of hEi can be obtained by adding Eq. (7) for different values of i and is given as 
Here, hki ¼ 
. Furthermore, using Eq. (7), we obtain
Approximating hEi ¼ k b T, the above equation admits an analytical solution. Using the analytical solution for DE in Eq. (9), we obtain
Here, E disp ¼ hE((n þ 1)T p )i À hE(nT p )i. Equation (11) represents the change in mean energy of thermal oscillators for one oscillation period. Clearly, for Dk 6 ¼ 0, the mean energy of the oscillators increases with time. This increase in energy takes place at the expense of mechanical energy and is the case for Akhiezer damping. For the case when x f s < 1, Eq. (11) gives E disp / x f . For stretching deformation, x f was taken to be the same as that for bending. Using beam theory, x f for mode 1 is
. In this expression, E bend is the effective Young's modulus in bending, L 0 is the length and w is the width of the beam. From the expression for x f , we observe that for structures with fixed L 0 , x f decreases with the decrease in w. Hence, E disp is expected to decrease with the decrease in w, assuming other parameters in Eq. (11) have a weaker size dependence. This explains the increase in Q factor with the decrease in size as observed using MD simulation. We now consider the phonon dynamics in an oscillating nano-wire with spatial flow of energy. We first consider the case of flexure deformation. The results for the flexure deformation are, then, compared with the case of uniform strain field.
Phonon dynamics
In flexure deformation, the resulting strain field is no longer uniform. The strain field varies linearly along the lateral direction (see Appendix A for strain field calculation). Figure 5 shows the strain field variation along the lateral (y) direction as obtained using MD simulation. A non-uniform strain field results in a spatial energy gradient. The flow of energy due to the imposed spatial gradient results in an additional dissipation known as the TED.
In-order to understand the observed trend, we first develop equations governing the energy for thermal modes when the resulting strain field is non-uniform. We, again, consider a simple case where we have two different thermal modes 1 and 2. In-order to consider energy transport, the modes are now represented as traveling waves. We consider a one dimensional case with the flow of energy confined along the lateral direction (y) of the structure. Since, the strain gradient is maximum along the y direction for bending deformation, this is a valid approximation. For such a case, we can have the wave as either traveling upward or downward. Figure 6 depicts the thermal modes represented as upward and downward traveling waves along the lateral direction of an oscillating nano-structure. Henceforth, the superscripts þ and À refer to waves traveling along the positive and negative y axis, respectively.
Let E þ i ðyÞ and E À i ðyÞ represent the energy density associated with the upward and downward traveling waves for thermal mode i. The change in the energy density due to strain and inter-modal interaction is described using the equations developed before for the case of Akhiezer damping. The strain, however, for the present case is a spatially varying field and needs to be taken into consideration. Furthermore, we also need to account for the energy change due to the spatial flow. The energy change due to the spatial flow is given using the wave equation. 43 The equation governing the energy density for a thermal mode i is then obtained as
Here, v þ;À g represents the mode group velocity and satisfies the relation v þ g ¼ Àv À g ¼ jv g j. hE(y, t)i is the mean energy density given as hEðy; tÞi ¼ (12) is the phonon Boltzmann transport equation 43 represented in terms of modal energy. A source term, due to mechanical coupling, has been included in the transport equation. Furthermore, we have considered a simplified case with wave velocity confined along onedimension. Also, we have considered only two thermal modes, effectively representing the longitudinal and transverse modes. The value of jv g j was determined using the relation jv g j ¼ ffiffiffiffiffi
Here, C 11 is the elastic constant and q is the material density. For the one dimensional case, the effective group velocity needs to be scaled 44 by a factor of 1 2 and was taken into consideration. We consider (y, t) ¼ Àjy sin(x f t) as the strain field along the lateral direction for bending. j is curvature of the deformed beam. For small strain in the elastic regime, the computed Q factor was found to be independent of j and hence we set j ¼ 0:02 w . Equation (12) needs to be supplemented with a proper boundary condition at the ends. Adiabatic boundary condition implies that the energy density for þ and À waves for a given mode should be the same at y ¼ þ w 2 and y ¼ À w 2 . Equation (12) was solved numerically using the finite difference method. Adiabatic boundary condition was used. The case of nickel was considered. The same width sizes, as taken in MD simulations, were used. For a given size, oscillation frequency was also taken to be the same as that obtained using MD. The value of s was considered as a function of size and was obtained from previous studies. 20 We set k 1 ¼ 1.8 and k 2 ¼ 0.60. The dissipation rate, E disp , was computed as the rate of increase in average internal energy, hUi, per unit period. hUi for the n th period is obtained as hUi ¼ 
. We also obtained the Q factor for stretching deformation using Eq. (12) . For stretching deformation, we used (y, t) ¼ 0 sin(x f t). For a given cross-sectional area, the oscillation frequency was taken to be the same as that for bending deformation. Figure 7 shows the plot of Q r with size for the case of nickel as obtained using Eq. (12) . Q r is defined as the ratio of Q factor for bending to that of stretching deformation. The plot also depicts the values of Q r obtained from From this simple model, we can infer why dissipation is lower for the case of flexure for smaller sizes. When the strain field is uniform, dissipation takes place due to difference in energy between the two thermal modes. In the case of flexure, energy difference between the two groups varies linearly along the lateral direction and attains a maximum value at the boundaries. A spatial flow of energy takes place due to the established energy gradient. Surface aids in establishing local equilibrium between the incoming and outgoing waves. This effectively reduces the time required for energy transfer between the two groups and thus helps in lowering dissipation.
It would, also, be useful to identify the important parameters that govern dissipation for the two deformation modes. For the case of stretching deformation, we established before that dissipation takes place due to difference in the energy between the two mode groups. The imposed strain results in an energy difference between the groups. An inter-modal current flow takes place leading to entropy generation. In the limit that k 1 ¼ k 2 , the two modes will always have the same energy value. In this limit, the stretching deformation will have no dissipation (using Eq. (11)). For such a case, dissipation will be higher for the case of flexure for all the sizes.
Since, there is no transport of energy between different regions for the case of stretching, Q factor does not depend on the wave velocity magnitude jv g j. However, for the case of flexure, jv g j plays an important role. A higher wave speed enhances the rate of energy transport. This results in lowering the equilibration time and hence reduces the dissipation rate. This was, indeed, confirmed by solving Eq. (12) for different values of jv g j. E disp was found to decrease with the increase in jv g j and keeping other parameters constant.
B. Role of tension
We also studied the role of tension on Q factor for a fixed-fixed nickel beam and under flexure deformation. For   FIG. 7 . Variation of Q r , the ratio of Q factor for bending to stretching deformation, with size as obtained using one-dimensional model. this study, we considered the structure with an aspect ratio of 10. The initial tension was provided by giving the structure a strain along the length direction and then keeping the ends fixed. Q factor was, then, computed using method A as described in Sec. II. The structure with zero axial stress was taken as the reference configuration. The purpose of studying the role of tension on Q factor is two-fold. It has been shown that tensile stress can be used to enhance the Q factor for a nano-wire. 36, 45 It would, therefore, be useful to study the role of tension for the case of intrinsic damping. We develop scaling relations for the variation of Q factor with the initial tension using continuum theory. Also, the under coordinated surface atoms in a nano-structure have residual stress. This residual stress can be accounted for by considering an effective initial tension in the nano-beam. Thus, a study of the role of tension would also provide an understanding of the role of surface tension on damping in a nanostructure.
We computed Q factor for a nickel nano-beam with a cross-sectional area of 12.51 nm 2 and with different values of initial strain (or tension). Figure 8 shows the plot of Q factor with strain in the structure, as obtained using MD simulation. Q factor shows a non-monotonic dependence on strain. It first increases with the increase in tensile strain and then decreases. A similar observation was also made in previous study. 36 In-order to understand the observed scaling of Q factor with strain, we first study the variation of resonant frequency with axial tension.
Let T 0 be the tension in nano-beam and E bend be the effective Young's modulus in bending. The equation governing the free vibration of a beam is given as 47
Here, u is the displacement in the y direction, I is the moment of inertia, and l is the mass per-unit length. For the aspect ratio of 10, the beam theory describes the fundamental mode dynamics accurately. 46 The mode shape, U(x), and the resonant frequency, x m , can be obtained by assuming a solution of the form u(x, t) ¼ U(x)exp(ix m t). Using this variable-separable solution in Eq. (13), we get an eigenvalue problem for U(x) and x m as
The eigen-value problem was solved numerically using the finite element method (FEM) to determine U(x) and x m . For a beam subjected to an axial strain, s , the resultant tension, T 0 , is given as T 0 ¼ AE stretch s . Here, A is the cross-sectional area and E stretch is the effective Young's modulus of the beam in stretching deformation. E stretch is, in general, different from E bend for the case of a nano-wire. We provide a brief description of the method to obtain E stretch and E bend using the quasi-harmonic theory in Appendix C. Figure 9 shows the plot of x m versus strain as obtained using Eq. (14) . The plot, also, depicts the results obtained using MD simulation. A good agreement between the two results is obtained. The resonant properties of a nano-beam are, therefore, aptly captured using the beam theory.
The resonant properties of a nano-beam can, now, be used to study its dissipative behavior. In-order to describe dissipation using continuum theory, one needs to account for the viscous component, r v , of the stress. A constitutive relation governing the time evolution of r v is also required. We consider the phenomenological relation
Here, E loss is the loss modulus and _ is the strain rate. The value of E loss was determined such that we get the same Q factor, as that obtained using MD, for the zero strain case. The energy dissipated per unit period, E disp , is then obtained as
Here, (x, y, z, t) is the strain field in the vibrating nanobeam. For a beam with a displacement profile, u(x), the strain field, (x, y, z), is given as x; y; z ð Þ ¼ Ày
The first term in the above expression corresponds to bending deformation and the second term corresponds to increase in length (or stretching) of the neutral axis of the beam. The stretching component is a non-linear term and can be neglected for small deformation. Thus, for an oscillating beam with mode shape U(x) and angular frequency x m , we get ðx; y; z; tÞ ¼ Ày
UðxÞ dx 2 sinðx m tÞ. This expression for strain field was used in Eq. (16) to determine E disp . The value of E loss was taken to match E disp obtained from MD simulation for the case of no initial tension. For a structure under resonant motion, the maximum elastic energy is equal to the maximum kinetic energy. The maximum elastic energy stored, E stored , was thus obtained as
From these values, Q factor was determined. Figure 8 shows the plot of Q factor vs. strain, as obtained, using continuum theory. The initial increase in Q factor with applied strain is described using continuum relation. However, the theory fails to capture the decrease in Q factor observed for higher strains. For higher strain values, E loss can no longer be assumed to be a constant as has been used in our model. The value of E loss depends on the material properties, such as the relaxation time, thermal conductivity, etc. These properties are expected to change for large strain values. Also, additional mechanisms, such as mode coupling, can become active for larger strains and hence modify the value of E loss .
IV. CONCLUSIONS
Dissipation in nano-wires under two different modes of deformation, stretching and bending, was studied. Q factor was found to be lower for the stretching motion in comparison with the bending mode. Furthermore, with the decrease in cross-sectional area of the beam the difference in Q factor between the two modes increased. A simple model using phonon dynamics was developed to explain the observed scaling of Q factor with size. We also studied the effect of axial strain on dissipation rate in the flexure motion. A nonmonotonic dependence for Q factor was observed. The initial increase in Q factor with the applied strain was explained using continuum theory.
ACKNOWLEDGMENTS
This research is supported by NSF under Grant Nos. 0941497 and 1127480.
APPENDIX A: STRAIN FIELD
For computing strain field from atomistic data, we use a method from previous work. 49 We first provide a brief description of the method. The method is then adapted to deal with the case of a vibrating structure. We consider a collection of atoms. The co-ordinate in the reference configuration for an atom i is given as X i . The system is subjected to a deformation such that the co-ordinate of atom i in the deformed configuration changes to x i . The deformation is assumed to be homogeneous (for non-homogeneous deformation, the atoms can be divided into smaller groups such that for each of the smaller groups, the deformation is homogeneous). The problem, then, reduces to finding a deformation gradient F that maps X i into x i . In-order to eliminate rigid body transformation, we consider the motion in the center of mass frame of reference. Let X cm and x cm denote the center of mass for the group of atoms in the reference and deformed configurations, respectively. We define
and B as
Here, the symbol refers to the tensor product. In the index notation, the components of the tensor product are given as
, whereṽ 1 andṽ 2 are arbitrary vectors. F is then obtained as
For a vibrating beam, we have x i ¼ x i ðtÞ. We computed the strain field for flexure vibration excited in nano-beam using method A. The time instants at which the y co-ordinate of the center of mass attained a maxima were identified. The strain field computation was performed for one such time instant. Let t 1 be the time instant for which the strain field is determined. We define x ai ¼ 1 2Dt
Here, Dt is a small time window considered for averaging out the thermal vibrations. The value of Dt was taken to be 200 fs. Since, the structure is dynamically changing, one cannot consider a large value of Dt. X i was taken as the mean equilibrium co-ordinate. The structure was divided into two dimensional bins along x and y directions. The length of bin, in each direction, was taken to be two lattice units. For each bin, B was obtained using Eq. (A2) and with x i ¼ x ai . F was then computed using Eq. (A3). The Green-Langrangian strain tensor, E, is obtained from F as
The mode shape for the fundamental flexure mode (mode 1) was extracted using the free vibration method from MD. For a beam that is given an initial excitation and undergoes free vibration, the resulting dynamics can be described as a linear combination of the individual modes. Each of the mode behaves as a damped harmonic oscillator. The amplitude of the higher order modes decay down rapidly. The resultant displacement profile, then, corresponds to that of mode 1.
We first make an estimate of the decay time for the next higher mode (other than mode 1) that could have been excited. Since the initial velocity perturbation has an antinode at the center (we used sinusoidal profile for the perturbation), the next higher mode corresponds to mode 3. We consider the case of a nickel beam with cross-sectional area 18lc Â 18lc. From beam theory, the oscillation frequency, f 3 , for mode 3 is estimated to be f 3 ¼ 96.5568 GHz. From the observed scaling relation between Q factor and x, we compute Q 3 , the Q factor for mode 3. Q 3 is estimated to be 73.91. From Q 3 , the relaxation time for mode 3, s 3 , is determined as s 3 ¼ 243.67 ps. For t > s 3 , the amplitudes for all the higher modes are expected to decay down appreciably. The dynamic response of the beam will, then, be dominated by the fundamental mode (mode 1). In-order to further check that mode 1 is indeed the dominant mode, we computed the fast Fourier transform (FFT) of y cm , the y center of mass of the excited beam. Figure 10 shows the FFT for y cm . The FFT shows a dominant peak corresponding to mode 1 frequency. Mode 1 is, therefore, the dominantly excited mode. Thus, from the displacement profile of the freely vibrating beam, mode 1 shape can be inferred.
A velocity perturbation corresponding to a sinusoidal profile was given to the beam. We, then, obtained the displacement profile of the beam after around 500 ps from the initial excitation. The initial time period of 500 ps ensures that all the higher order modes have decayed down. The beam was divided into groups along the length direction. The time at which the y center of mass (com) attained a maximum value was identified. Corresponding to that time instant, the y com of each group was obtained. The y com amplitude of each group gives the displacement profile of the beam under free vibration. Figure 11 shows the displacement profile obtained. The plot also shows the mode shape obtained using Euler-Bernoulli beam theory. The displacement profile obtained from MD shows good agreement with the theoretical mode shape. The displacement profile, as discussed before, corresponds to the fundamental flexure mode.
APPENDIX C: ELASTIC CONSTANTS
We use local quasi harmonic method 50 (LQHM) to determine the elastic constants required for beam theory. The free energy, F i , for an atom i in the LQHM approximation is given as
Here, U i is the static potential energy, k b is the Boltzmann constant, h is the Planck's constant scaled by 1 2p , T is the temperature of system, and x ai is the vibrational frequency.
A homogenous cubic crystal is characterized by elastic constants, C 11 , C 12 , and C 44 . The presence of surface in a nano-structure modifies these properties. For such a case, the elastic constants are no longer constant but depend on the position of atom. Using LQHM, we first determine these constants for each atom. The properties are then averaged over to determine the effective elastic modulus for bending and stretching.
Using elasticity theory, the free energy change, DF, for a crystal subjected to strain, ij , is given as 48 
DF
Here, V is the volume of the structure, r 0 ij is the component of residual stress tensor, C ijkl is the elastic constant, and ij is the components of strain tensor.
For a crystal with cubic symmetry and subjected to a strain, ij ¼ d i1 d j1 , the above relation reduces to
For an atom i with an effective volume V i , we use the above relation to get 
For the bending deformation, strain field varies linearly along the lateral direction and the surface atoms experience the maximum strain. The effective Young's modulus in bending, E bend , is, thus, obtained by taking the second moment of E i along the y axis with the origin as the neutral axis of beam. The neutral axis is defined as the line along which the first moment of Young's modulus vanishes. For a symmetric structure, which is the case here, the neutral axis passes through the beam geometric center in the y-z plane. Let y i be the y co-ordinate for atoms i with the origin lying on the neutral axis of beam. E bend is then computed as 
Tables I and II provide values of E stretch and E bend for nickel and copper, respectively. 
