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Abstract—Large-scale distributed computing systems often
contain thousands of distributed nodes (machines). Monitoring
the conditions of these nodes is important for system man-
agement purposes, which, however, can be extremely resource
demanding as this requires collecting local measurements of each
individual node and constantly sending those measurements to
a central controller. Meanwhile, it is often useful to forecast the
future system conditions for various purposes such as resource
planning/allocation and anomaly detection, but it is usually too
resource-consuming to have one forecasting model running for
each node, which may also neglect correlations in observed
metrics across different nodes. In this paper, we propose a
mechanism for collecting and forecasting the resource utilization
of machines in a distributed computing system in a scalable
manner. We present an algorithm that allows each local node
to decide when to transmit its most recent measurement to the
central node, so that the transmission frequency is kept below
a given constraint value. Based on the measurements received
from local nodes, the central node summarizes the received data
into a small number of clusters. Since the cluster partitioning
can change over time, we also present a method to capture the
evolution of clusters and their centroids. As an effective way
to reduce the amount of computation, time-series forecasting
models are trained on the time-varying centroids of each cluster,
to forecast the future resource utilizations of a group of local
nodes. The effectiveness of our proposed approach is confirmed
by extensive experiments using multiple real-world datasets.
I. INTRODUCTION
Modern cloud computing systems often include thousands
of machines that process tasks originating from different
geographical regions. The effective management of such large-
scale distributed systems is very challenging. For example,
even within a single data center, where machines are inter-
connected with high-speed networking and often owned by a
single service provider, it is very difficult to allocate resources
optimally, due to the high variation of resource demands of
different tasks. As a result, resource over-provisioning (allo-
cating too much resource) and under-provisioning (allocating
too little resource) often occur in practical cloud systems [1],
[2]. The former causes waste in resources and high operational
cost, and the latter causes degradation in user experience.
To overcome these issues, we need to precisely monitor and
predict the resource utilization (such as CPU and memory
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utilization) of individual machines [3], based on which the
current and future available resources at each machine can
be inferred so that the system can be properly managed
and resource allocation can be performed in a near-optimal
way. In particular, measurements of the resource utilization
at each physical machine (local node) has to be transmitted
to a central controller (central node). The controller needs
to forecast the future resource availability of each machine,
so that it can assign new incoming tasks to machines that
are predicted to have the most suitable amount of available
resources. Furthermore, the forecasting has to be done in
an online manner, where algorithms make decisions based
on information received up to the current time, and does
not assume knowledge of future information due to obvious
practical reasons.
There exist several challenges towards a distributed system
that can perform the above functionalities of collecting and
forecasting resource utilization. First, it is often bandwidth-
consuming and unnecessary to transmit all the measurements
collected at local nodes to the central node. Second, predictive
models for data forecasting typically have high complexity,
thus running a forecasting model for the time-series measure-
ment data collected at each local node would consume too
much computational resource. Third, measurements at each
local node are collected in an online manner, which form a
time series; decisions related to data collection and forecasting
need to be made in an online manner as well.
In this paper, we address the above challenges and propose
a mechanism that efficiently collects and forecasts the resource
utilization at machines in a large-scale distributed system. The
results provided by our mechanism can be used for system
management such as resource allocation. We focus on the
collection and forecasting of resource utilization in this paper,
and leave its application to system management for future
work. Our main contributions are summarized as follows.
1) We propose an algorithm for each local node to adap-
tively decide when to transmit its latest measurement
to the central node, subject to a maximum frequency
of transmissions that is given as a system-constraint
parameter. The algorithm adapts to the degree of changes
in observations since the last transmission, so that the
allowed transmission bandwidth is efficiently used.
2) We propose a dynamic clustering algorithm for the
central node to partition the measurements received
from local nodes into a given number of clusters. The
algorithm allows the clustering to evolve over time, and
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the cluster centroids are a compressed representation of
the dynamic observations of the large distributed system.
3) We propose a forecasting mechanism where the cen-
troids of each cluster evolving over time constitute a
time series that is used to train a forecasting model. The
trained model is then used to forecast the future resource
utilizations of a group of local nodes.
4) Extensive experiments of our proposed mechanism have
been conducted using three real-world computing cluster
datasets, to show the effectiveness of our proposed
approach.
The clustering, model training, and forecasting are all
performed in an online manner, based on “intermittent” mea-
surement data received at the central node.
The rest of this paper is organized as follows. In the
next section, we review the related work. In Section IV, we
present the system overview together with some definitions.
The proposed algorithms are described in Section V. The
experimentation settings and results are given in Section VI,
and Section VII draws our conclusion.
II. RELATED WORK
The existing body of work that uses prediction/forecasting
models to assist resource scheduling mostly focuses on aggre-
gated workloads or resource demands that can be described as
a single time series [1], [2], [4], [5]. While these approaches
are useful for predicting the future demand, they do not capture
the dynamics of resource utilization at individual physical ma-
chines, and hence cannot predict how much resource is utilized
or available in the physical system. In this paper, we focus
on resource utilization at machines in the distributed system,
which is more complex because each machine generates a
time-series measurement data on its own.
Some existing approaches for efficient data collection in
a distributed system involve only a selected subset of local
nodes that transmit data to the central node [3], [6]–[12]. More
specifically, techniques in [3], [11], [12] select the best set of
monitors (local nodes) subject to a constraint on the number
of monitors, and infer data from the unobserved local nodes
based on Gaussian models. Methods in [6]–[10] are based on
compressed sensing, where a subset of local nodes is randomly
selected to collect data, then matrix completion is applied
to reconstruct data from unobserved nodes. The approaches
based on compressed sensing generally perform worse than
Gaussian-based approaches [3]. All these approaches where
only some of the local nodes send data in the monitoring
phase lead to unbalanced resource consumption (such as
communication bandwidth, energy, etc.).
To avoid unbalanced resource consumption, some existing
approaches consider settings where every node sends data to
the central node but with a sampling rate adapted directly
at each node [13]–[17]. However, the sampling rate in these
works is only implicitly related to the transmission frequency.
None of them allows one to specify a target transmission
frequency which is proportional to the required communica-
tion bandwidth. In this paper, we propose an algorithm that
decides when to transmit subject to a maximum transmission
frequency. This allows the system to explicitly specify the
communication budget.
For the clustering of local node measurements, Gaussian
models are widely used, such as in [3], [11], [12]. However,
these methods require a separate training phase to estimate the
covariance matrix, during which it needs to collect all the data
from all local nodes, which can be bandwidth consuming. In
addition, a sufficiently large number of samples are required
for a good estimation of the covariance matrix. When the cor-
relation among local nodes vary frequently, which is the case
with resource utilization at machines in distributed systems
(see Section III for further discussion), the system may not
be able to collect enough samples to estimate the covariance
matrix with a reasonable accuracy. In this paper, we propose
a clustering mechanism that works well with highly varying
resource utilization data.
The evolution of clusters over time is related to the area
of evolutionary clustering [18]–[21], for which typical appli-
cations include community matching in social science [20],
disease diagnosis in bio-informatics [22], user preference
modelling in dynamic recommender systems [23], etc. To
our knowledge, evolutionary clustering techniques have not
been applied to the dynamic clustering and forecasting of
resource utilization at multiple machines, where the objectives
are different from the above applications.
In summary, while there exist methods in the literature
that are related to specific parts of our problem, they focus
on different scenarios or applications and do not directly
apply to our problem, as explained above. Furthermore, to our
knowledge, a system/mechanism that efficiently collects and
forecasts resource utilization of all machines in a distributed
system does not exist in the literature. This paper overcomes
the challenge of developing such a mechanism with different
components working smoothly together, while providing good
performance in practical settings.
III. MOTIVATIONAL EXPERIMENT
To illustrate the challenge in the problem we study in this
paper, we start with a motivational experiment comparing
the long-term spatial correlations1 in resource utilizations at
different machines in a distributed computing environment and
sensor measurements at different nodes in a sensor network.
We consider the sensor network dataset collected by Intel
Research Laboratory at Berkeley [24], which includes sensor
measurements over 12 days, and the Google cluster usage trace
(version 2) [25], which includes resource utilizations at ma-
chines over one month. The empirical cumulative distribution
function (CDF) of the spatial correlation values computed on
the temperature and humidity data from the sensor dataset and
the CPU and memory utilization data (aggregated for all tasks
running on each machine) from the Google cluster dataset
1The (spatial) correlation of two nodes is defined as the sample covariance
of measurements obtained at the two nodes divided by the standard deviations
of both sets of measurements (each obtained at one of the two nodes) [5].
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Fig. 1: Empirical cumulative distribution function (CDF) of correlation values
of different datasets.
are plotted in Fig. 1, where each type of data is considered
separately.
We see that for CPU and memory utilization, most of the
spatial correlation values are between −0.5 and 0.5, whereas
most correlation values are above 0.5 for temperature and
humidity data. This shows that in the long term (over the entire
duration of the dataset), the spatial correlation in resource
utilization among machines in a distributed computing system
is much weaker than the spatial correlation in sensor mea-
surements at different nodes in a sensor network. Therefore,
we do not have strong long-term spatial correlation in our
scenario, which is required by Gaussian-based methods for
covariance matrix estimation (see also the related discussions
in Section II). Hence, Gaussian models which are widely used
in the clustering of sensor network data [3], [11], [12] are
not suitable for our case with resource utilization data. This
justifies the need of developing our own clustering mechanism
that focuses more on short-term spatial correlations.
More detailed comparison between our approach and the
Gaussian-based approach in [3] will also be presented later in
Section VI-E.
IV. DEFINITIONS AND SYSTEM OVERVIEW
We consider a distributed system with N local nodes
(machines) generating resource utilization measurements, and
a central node (controller) that receives a summary of
all the local measurements and forecasts the future. We
assume that time is slotted. For each time step t, let
xt := [x1,t, x2,t, ..., xN,t] denote the N -tuple that contains
the true measurements of N local nodes and let zt :=
[z1,t, z2,t, ..., zN,t] be the measurements stored at the central
node. Here, xi,t and zi,t (1 ≤ i ≤ N ) are d-dimensional
vectors, where d is equal to the number of resource types
(e.g., CPU, memory). The values in zt depend on the trans-
mission frequency (i.e., how often each local node sends its
measurement to the central node). For each node i, let βi,t
be an indication variable such that βi,t = 1 if node i has
sent its most recent measurement at time step t to the central
node, otherwise βi,t = 0. Then, zi,t = xi,t−p, where p ≥ 0
is defined as the smallest p such that βi,t−p = 1. If βi,t = 1,
then p = 0 and zi,t = xi,t.
We define K as a given input parameter to the system that
specifies the number of different forecasting models the system
uses, which is related to the computational overhead. At each
time step t, the central node partitions the N measurements
z1,t, z2,t, ..., zN,t into K clusters, so that one forecasting model
can be used for each cluster. Let Cj,t (1 ≤ j ≤ K) denote
* CentroidsClusters
Time series constituted by centroids Forecasted centroid values
x Measurements stored at central node
*
t
Clustering and mapping 
cluster over time 
Training 
forecasting
model
Multi‐step 
forecasting of 
centroids
Local Nodes:
Map forecasted 
centroid values 
to nodes
x
x
x
x
x
x
x
x
x
xx
x
x
x
x
x
xx
x
x
*
*
*
*
* ?̂?ଵ,௧ା௛
?̂?ଶ,௧ା௛
?̂?ଷ,௧ା௛
𝑥ොଵ,௧ା௛
𝑥ොଶ,௧ା௛
𝑥ො௜,௧ା௛
𝑥ොே,௧ା௛
⋮
⋮
Central Node
Fig. 2: System overview.
the j-th cluster at time step t, which is defined as a set of
indices of local nodes whose measurements are included in
this cluster, i.e., Cj,t ⊆ {1, 2, ..., N}. Each cluster j has a
centroid, defined as
cj,t :=
1∣∣Cj,t∣∣ ∑i∈Cj,t zi,t (1)
where | · | denotes the cardinality (size) of the set.
At time step t, a time-series forecasting model is trained
using the time series formed by the set of historical centroids
(i.e., {cj,τ : τ ≤ t}) for each cluster j. The model can forecast
future values of the cluster centroid, i.e., for any forecasting
step h ≥ 1, the model provides a forecasted value cˆj,t+h at
the future time step t + h. The future resource utilization at
each individual local node i is predicted as the value of its
centroid plus an offset for this node, thus we define2
xˆi,t+h = cˆj,t+h + sˆi,t+h (2)
for i ∈ Cˆj,t+h, where Cˆj,t+h is the forecasted set of nodes in
cluster j at time step t+h, and sˆi,t+h is the forecasted offset
of node i with respect to the centroid of cluster j (to which
node i is forecasted to belong to) at time step t + h. In this
way, the estimation of xˆi,t+h involves both spatial estimation3
(using cluster centroid and per-node offset as estimation of
values for individual nodes) and temporal forecasting. Fig. 2
illustrates the system with the functionalities described above.
2For convenience (and with slight abuse of notation), we use the subscript
t+ h to denote that the current time step is t and we forecast h steps ahead.
With this notation, even if t1 + h1 = t2 + h2, we may have xˆi,t1+h1 6=
xˆi,t2+h2 if t1 6= t2.
3The use of the term spatial estimation or spatial correlation is for notional
convenience. We acknowledge that the clustering behavior of the measurement
data from different local nodes result from their spatial relationship as well
as non-spatial reasons such as application-driven workloads.
We define the root mean square error (RMSE) of xˆt+h :=
[xˆ1,t+h, xˆ2,t+h, ..., xˆN,t+h] for h ≥ 0 as
RMSE(t, h) :=
√√√√ 1
N
N∑
i=1
∥∥xˆi,t+h − xi,t+h∥∥2 (3)
where we define xˆi,t := zi,t for h = 0 for convenience. With
this definition, when h = 0, the RMSE only includes the error
caused by infrequent transmission of local node measurements
to the central node. We also note that the true value xt+h
cannot be observed by the central node.
We also define the time-averaged RMSE over T time steps
for a given forecasting step h as
RMSE(T, h) :=
√√√√ 1
T
T∑
t=1
(RMSE(t, h))2 (4)
where the time average is over the square error and the square
root is taken afterwards.
Let Bi (0 ≤ Bi ≤ 1) denote the maximum transmission
frequency (for node i). Using the above definitions, and
considering a maximum forecasting range H , the algorithms to
be introduced in the next section aim at solving the following
problem:
min lim
T→∞
√√√√ 1
H + 1
H∑
h=0
(RMSE(T, h))2 (5)
s.t. lim
T→∞
1
T
T∑
t=1
βi,t ≤ Bi, ∀i
where the minimization is over all {βi,t}, {Cj,t}, {Cˆj,t+h},
{cˆj,t+h}, and {sˆi,t+h}. Intuitively, we would like to find the
transmission schedule (indicator) βi,t for each local node i and
time step t, the membership of clusters Cj,t,∀j for each time
step t, and the forecasted cluster memberships, centroids, and
offsets for every forecasting step h ∈ [0, H] computed at each
time step t, to minimize the average RMSE over all forecasting
steps and all time steps.
As we do not make any assumption on the characteristics
of the time series constituting the cluster centroids {cj,t},
we cannot hope to find the theoretically optimal forecasting
scheme, because for any forecasted time series, there can
always exist a true time series that is very different from
the forecasted values and thus gives a high forecasting error.
In addition, it is often reasonable in the clustering step to
minimize the error between the data and their closest cluster
centroids (we refer to this error as the “intermediate RMSE”
later in the paper), which is the K-means clustering problem
and is NP-hard [26]. We also note that an online algorithm is
required because measurements from local nodes are obtained
over time and decisions have to be made only based on the
current and past information (with future information unknown
to the algorithm). All the above impose challenges in solving
(5). We propose online heuristics to solve the problem (5)
approximately in the next section. These heuristics work well
in practice as we show in Section VI later.
V. PROPOSED ALGORITHMS
A. Measurement Collection with Adaptive Transmission
In every time step t, each node i determines its action βi,t,
i.e., whether it transmits its current measurement xi,t to the
central node or not. To capture the error of the measurements
stored at the central node, we define a penalty function
Fi,t
(
βi,t
)
:=
{
1
d
∥∥zi,t − xi,t∥∥2 , if βi,t = 0
0, if βi,t = 1
. (6)
To take into account the maximum transmission frequency Bi,
we also define Yi
(
βi,t
)
:= βi,t − Bi. We also define V0 > 0
and γ ∈ (0, 1) as a control parameters. The algorithm that
runs at each node i to determine βi,t is given as follows.
1) In the first time slot t = 1, initialize a variable Qi(t)←
0. The variable Qi(t) represents the length of a “virtual
queue” at node i.
2) For every t ∈ {1, 2, 3, ...}, choose βi,t according to
βi,t ← arg min
β∈{0,1}
VtFi,t(β) +Qi(t)Yi(β) (7)
where
Vt := V0 · (t+ 1)γ . (8)
Then, update the virtual queue length according to
Qi(t+ 1)← Qi(t) + Yi(βi,t). (9)
The intuition behind the above algorithm is as follows.
The virtual queue length Qi(t) captures how much the Bi
constraint in (5) has been violated up to the current time step t.
The determination of βi,t in (7) considers a trade-off between
the penalty (error) Fi,t(β) and constraint violation (related
to Qi(t)), where the trade-off is controlled by the parameter
Vt. When Qi(t) is large, the term Qi(t)Yi(β) in (7) becomes
dominant, and the algorithm tends to choose β = 0 because
this gives a negative value of Qi(t)Yi(β) which is in favor of
the minimization. Since β = 0 corresponds to not transmitting,
this relieves the constraint violation. When Qi(t) is small and∥∥zi,t − xi,t∥∥2 is relatively large, the term VtFi,t(β) in (7) is
dominant. In this case, the algorithm tends to choose β = 1
because this will make Fi,t(β) = 0 and reduces the error of
measurements stored at the central node.
The above algorithm is a form of the drift-plus-penalty
framework in Lyapunov optimization [27]. According to Lya-
punov optimization theory, as long as Fi,t(β) has a finite upper
bound4, the above algorithm can always guarantee that the Bi
constraint in (5) is satisfied with equality (for T → ∞ as
given in the constraint, not necessarily for finite T ), because
limt→∞Qi(t)/t = 0 (see [27, Chapter 4]). Note that satisfying
the Bi constraint with equality is always not worse than sat-
isfying it with inequality, because more transmissions cannot
hurt the RMSE performance. For finite T , the satisfaction of
the Bi constraint is related to the parameter Vt, which can
4Fi,t(β) usually has a finite upper bound because measurement data is
usually finite. Also note that the lower bound of Fi,t(β) is zero thus finite.
be tuned by parameters V0 and γ. From (8), we see that Vt
increases with t, which means that we give more emphasis
on minimizing the penalty function when t is large. This is
because for a larger t, we can allow a larger Qi(t) while still
maintaining Qi(t)/t close to zero.
Note, however, that the penalty function Fi,t(β) depends on
transmission decisions in previous time steps that impact the
value of zi,t. Therefore, the optimality analysis of Lyapunov
optimization theory does not hold for our algorithm, and we
do not have a theoretical bound on how optimal the result
is. Nevertheless, we have observed that this algorithm with
the current penalty definition works well in practice (see
experimentation results in Section VI).
B. Dynamic Cluster Construction Over Time
We now discuss how the central node computes the clusters
Cj,t, for 1 ≤ j ≤ K, from zt over time. The computation
includes two steps. First, K-means clustering is computed
using the stored measurements zt in time step t only. Second,
the clusters computed in the first step are re-indexed so that
they align the best with the clusters computed in previous time
steps. The re-indexing step is only performed for t > 1.
The first step of K-means clustering is straightforward and
efficient heuristic algorithms for K-means exist [28]. Let C ′k,t
(1 ≤ k ≤ K) denote the K-means clustering result on zt in
time step t. If t = 1, we let j = k, such that Cj,t = C ′j,t,∀j,
where we recall that {Cj,t : ∀j} is the final set of clusters
in time step t. If t > 1, the cluster indices of {C ′k,t : ∀k}
need to be reassigned in order to obtain {Cj,t : ∀j}, because
the cluster indices resulting from the K-means algorithm is
random, and for each cluster C ′k,t, we need to find out which
cluster among {Cj,t−1 : ∀j} in the previous time step t− 1 it
evolves from.
To associate the clusters {C ′k,t : ∀k} in time step t with the
clusters in previous time steps, we define a similarity measure
between the k-th cluster from the K-means result in time step
t, i.e., C ′k,t, and the j-th clusters in a subset of previous time
steps. Formally, the similarity measure is defined as
wk,j =
∣∣∣∣∣∣C ′k,t ∩
min{M,t−1}⋂
m=1
Cj,t−m
∣∣∣∣∣∣ (10)
where M ≥ 1 specifies the number of time steps to look
back into the history when computing the intersection in the
similarity measure. Intuitively, the similarity measure wk,j
specifies how many local nodes exist concurrently in the k-th
cluster obtained from the K-means algorithm in time step t and
in the j-th clusters in all M most recent time steps (excluding
time step t). If wk,j is large, it means that most of the nodes
in the corresponding clusters are the same.
Now, to find Cj,t from C ′k,t, we find a one-to-one mapping
between the indices j and k. Let ϕ denote the one-to-one
mapping from k to j. We would like to find the mapping ϕ
such that the sum similarity is maximized, i.e.,
max
ϕ
K∑
k=1
wk,ϕ(k). (11)
Intuitively, with the mapping ϕ found from (11), the clusters
{Cj,t : ∀j} are indexed in such a way that most nodes remain
in the same cluster in the current time step t and M previous
time steps. In this way, the evolution of the centroids of
each cluster j represents a majority of local nodes within that
cluster, and it is reasonable to perform time-series forecasting
with the centroids of clusters that are dynamically constructed
in this way.
Solution to (11): The problem in (11) is equivalent to a
maximum weighted bipartite graph matching problem, where
one side of the bipartite graph has nodes representing the
values of k, the other side of the bipartite graph has nodes
representing the values of j, and each k-j pair is connected
with an edge with weight wk,j . This can then be solved
in polynomial time using existing algorithms for maximum
weighted bipartite graph matching, such as the Hungarian
algorithm [29].
The parameter M in the similarity measure (10) controls
whether to consider long or short term history when computing
the similarity. The proper choice of M is related to the
temporal variation in the data correlation among different local
nodes, because each cluster contains a group of nodes that are
(positively) correlated with each other. Our experimentation
results in Section VI show that a fixed value of M usually
works well for a given scenario.
Our clustering approach can be extended in several ways.
For example, one can define a time window of a given length,
which contains multiple time steps, and perform clustering on
extended feature vectors that include measurements at multiple
time steps within each time window [30]. In this case, t
represents the time window index, and everything else in our
approach presented above works in the same way. We mainly
focus on dynamic settings where the time series and node cor-
relation can fluctuate frequently in this paper. In such settings,
as we will see in the experimentation results in Section VI, it
is best to use a time window of length one (equivalent to no
windowing), so that the clustering can adapt to the most recent
measurements. We can also perform clustering on each type
of resource (e.g., CPU, memory) independently from other
resource types, in which case the K-means step is performed
on one-dimensional vectors (equivalent to scalars). We will
see in Section VI that this way of independent clustering
performs better than joint clustering on the datasets we use
for evaluation.
Our dynamic clustering approach shares some similarities
with the approach in [20]. However, we define a different
similarity measure that can look back multiple time steps
and is not normalized. This is more suitable for the RMSE
objective in (5) which considers the errors at all nodes.
Moreover, we focus on the clustering and forecasting of time-
series data which is different from existing work.
C. Temporal Forecasting
As discussed in Section IV, temporal forecasting is per-
formed using models trained on historical centroids of mea-
surements stored at the central controller. The models can
include Autoregressive Integrated Moving Average (ARIMA)
[31], Long Short-Term Memory (LSTM) [32], etc. Different
models have different computational complexities. When the
system starts for the first time, there is an initial data collection
phase where there is no forecasting model available to use.
Afterwards, forecasting models are trained on the time-series
constituted by the historical centroids of clusters. After the
models are trained, the system can forecast future centroids
using the models, based on the most updated measurements
at the central node. The transient state of each model gets
updated whenever a new measurement is available. The models
are retrained periodically at a given time interval using all (or
a subset of) the historical cluster centroids up to the current
time.
As explained in Section IV, at time step t, the forecasted
resource utilization at node i in the future time step t + h
is computed using the forecasted centroid plus an offset, i.e.,
xˆi,t+h = cˆj,t+h + sˆi,t+h where j is chosen such that i ∈
Cˆj,t+h. We explain how to find the forecasted cluster Cˆj,t+h
and the offset sˆi,t+h in the following. We define M ′ as the
number of time steps to look back into the history (excluding
the current time step t). For each node i, consider the time
steps within the interval [t−M ′, t], and compute the frequency
that node i belongs to the j-th cluster Cj,t within this time
interval, for all j. Let j∗ denote the cluster that node i belongs
to for the most time within [t − M ′, t]. The algorithm then
predicts that node i belongs to the j∗-th cluster in time step
t+ h. By finding j∗ for all i, the forecasted cluster Cˆj,t+h is
obtained for all j.
For node i ∈ Cˆj,t+h, the offset sˆi,t+h is computed as
sˆi,t+h =
1
M ′ + 1
M ′∑
m=0
αt−m(zi,t−m − cj,t−m) (12)
where αt−m ∈ (0, 1] is a scaling coefficient that ensures the
cluster centroid plus the offset cj,t−m+αt−m(zi,t−m−cj,t−m)
still belongs to cluster j in time step t −m, i.e., its value is
still closest to the centroid cj,t−m of cluster j compared to
the centroids of all other clusters. If zi,t−m belongs cluster
j, we choose αt−m = 1. Otherwise, we choose αt−m as the
largest value so that cj,t−m+αt−m(zi,t−m− cj,t−m) belongs
to cluster j. This is useful because we do not want the offset
to be so large that the resulting estimated value belongs to a
different cluster (other than cluster j), as the forecasted xˆi,t+h
is still based on the forecasted centroid cˆj,t+h of cluster j.
VI. EXPERIMENTATION RESULTS
A. Setup
We evaluate the performance of our proposed approach on
three real-world computing cluster datasets.
1) Datasets: The first dataset is the Alibaba cluster trace
(version 2018) [33] that includes CPU and memory utiliza-
tions of 4, 000 machines over a period of 8 days. The raw
measurements are sampled at 1 minute intervals (i.e., each
local node obtains a new measurement every minute) and the
entire compressed dataset is about 48 GB. The second dataset
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Fig. 3: Behavior of the adaptive transmission algorithm
is the Rnd trace of the GWA-T-12 Bitbrains dataset [34]. It
contains 500 machines, the data is collected over a period
of 3 months (we only use data in the first month because
there is a 24-hour gap between different months), and raw
measurements are sampled at 5 minute intervals. The size
of the dataset is 156 MB. The third dataset is the Google
cluster usage trace (version 2) [25], which contains job/task
usage information of approximately 12, 478 machines5 over
29 days, sampled at 5 minute intervals. The total size of the
compressed dataset is approximately 41 GB. For each dataset,
we pre-processed the raw data to obtain the normalized CPU
and memory utilizations for each individual machine.
2) Choice of Parameters: Unless otherwise specified, we
set the transmission frequency constraint Bi = B := 0.3
for all i, the control parameters for adaptive transmission
V0 = 10
−12 and γ = 0.65, the number of forecasting models
(which is equal to the number of clusters) K = 3, the
look-back durations for the similarity measure M = 1 and
temporal forecasting M ′ = 5. The clustering is performed on
the scalar values of the measurements of each resource type,
unless noted otherwise. These parameter choices are justified
in our experiments, which will be further discussed later in
this section.
3) Forecasting Models: We use ARIMA and LSTM models
for temporal forecasting. For the ARIMA model, after making
some initial observations of the stationarity, auto correlation,
and partial auto correlation functions, we conduct a grid search
over the following ranges of parameters: the order of the auto-
regressive terms p ∈ [0, 5], the degree of differencing d ∈
[0, 2], the order of the moving average terms q ∈ [0, 5], and for
the corresponding seasonal components: P ∈ [0, 2], D ∈ [0, 1],
Q ∈ [0, 2]. The best model is selected from the grid search
using the Akaike information criterion with correction term
(AICc) [35]. For the LSTM model, we stacked two LSTM
layers, and on top of that we stacked a dense layer with a
rectified linear unit (ReLU) as activation function. Due to the
randomness of LSTM, we plot the average forecasting results
over 10 different simulation runs.
For both ARIMA and LSTM, the initial data collection
phase includes the first 1000 time steps. Then, the models
are retrained every 288 time steps, equivalent to a day when
the raw measurements are sampled at 5 minute intervals. For
each cluster j, a separated model is trained for forecasting the
centroids of this cluster. At every time step t, forecasting is
made for a given number of time steps h ahead.
We present results on different aspects of our proposed
5We had to remove 2 machines that have error in the measurement data
(unreasonably high CPU/memory utilization).
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Fig. 4: RMSE comparison of our proposed adaptive transmission method with the uniform sampling method
mechanism in the following.
Remark: As mentioned in Section II, to the best of our
knowledge, there does not exist work in the literature that
solves the entire problem in our setting. Therefore, we cannot
compare our overall method with another existing approach.
We will compare individual parts of our method with existing
work where possible.
B. Adaptive Transmission Algorithm
We first study some behavior of the algorithm presented
in Section V-A. Fig. 3 shows that the required transmission
frequency B always matches closely with the actual transmis-
sion frequency (with parameters V0 and γ chosen as described
in Section VI-A2). This confirms that the algorithm is able
to adapt the transmission frequency to remain within the Bi-
constraint in (5).
In Fig. 4, we compare our proposed adaptive transmission
approach with a uniform sampling approach, and show the
time-averaged RMSE as defined in (4) with h = 0 and T equal
to the total number of time steps in the dataset (recall that we
defined xˆi,t := zi,t for h = 0, so the RMSE only includes error
caused by infrequent transmission in this case). The uniform
sampling baseline transmits each local node’s measurement at
a fixed interval, so that the average transmission frequency at
each node i is equal to Bi. We see that our proposed approach
outperforms the uniform sampling approach for any required
transmission frequency. When the required transmission fre-
quency is 1.0, we always have zi,t = xi,t and the RMSE is
zero for both approaches.
C. Spatial Estimation without Per-node Offset
In this subsection, we evaluate the impact of using cluster
centroids to represent the group of nodes in the cluster, where
we ignore the offset sˆi,t+h and choose h = 0. We evaluate
the intermediate RMSE which is the time-averaged RMSE
between the data and their closest cluster centroids. This
evaluation is useful because the forecasting models are trained
on cluster centroids, so we would like the cluster centroids to
be not too far from the actual measurements at each node even
if there is no per-node offset added to the estimated value. It
also provides useful insights on the clustering mechanism.
1) Impact of Clustering Dimensions: We first discuss the
impact of different dimensions we cluster over time and over
resource types. As mentioned in Section V-B, we can cluster
either on the measurement obtained at a single time step or
multiple time steps, i.e., over different temporal dimensions.
Fig. 5 shows the results of intermediate RMSE when we vary
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Fig. 5: Intermediate RMSE of clustering different temporal dimensions.
TABLE I: Intermediate RMSE of clustering independent scalars & full vectors
Resource type & dataset Scalar Full
CPU Alibaba 0.069 0.075
Memory Alibaba 0.066 0.072
CPU Bitbrains 0.086 0.089
Memory Bitbrains 0.096 0.098
CPU Google 0.063 0.082
Memory Google 0.055 0.067
the temporal clustering dimension, where we cluster CPU and
memory measurements separately and independently. We see
that using a temporal clustering dimension of 1 (i.e., clustering
the measurements obtained at a single time step) always gives
the best performance.
Section V-B also mentions that we can either cluster dif-
ferent resource types independently using their scalar values,
or we can jointly cluster vectors of multiple resource types.
Table I compares the intermediate RMSEs of these two ap-
proaches, where the intermediate RMSEs are always computed
for individual resource types, but the clustering is computed
either on independent scalars or full vectors. We see that
clustering using scalar values of each resource type performs
better than clustering using the full vector. This suggests that
the correlation among different types of resources in each
dataset is relatively weak.
The above results show that it is beneficial to use scalar
measurement values of each resource type at a single time step
for clustering. We will use this setting in all our experiments
presented next.
2) Different Clustering Methods: We compare our proposed
dynamic clustering approach with two baselines. The first
baseline static clustering is an offine baseline, where nodes
are grouped into static clusters based on the entire time
series at each node that is assumed to be known in advance.
The clusters are found using K-means on multi-dimensional
vectors, where each vector represents the entire time series at
a node. With this setting, the clusters remain fixed over all
time steps. The second baseline minimum distance is obtained
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Fig. 6: Intermediate RMSE when varying the transmission frequency B and fixing K = 3.
0.25
Proposed Approach
Minimum-distance 0.2
0.25
Proposed Approach
Minimum-distance
Static
1 25 50
0.05R
M
S
E
Minimum-distance
Static (offline)
Standard deviation
100 102
K (number of clusters)
0.05
0.1
0.15
0.2
In
te
rm
ed
ia
te
 R
M
SE
CPU Alibaba
100 102
K (number of clusters)
0.05
0.1
0.15
0.2
In
te
rm
ed
ia
te
 R
M
SE
Memory Alibaba
100 102
K (number of clusters)
0
0.1
0.2
0.3
In
te
rm
ed
ia
te
 R
M
SE
CPU Bitbrains
100 102
K (number of clusters)
0
0.2
0.4
In
te
rm
ed
ia
te
 R
M
SE
Memory Bitbrains
100 102 104
K (number of clusters)
0
0.1
0.2
In
te
rm
ed
ia
te
 R
M
SE
CPU Google
100 102 104
K (number of clusters)
0
0.1
0.2
In
te
rm
ed
ia
te
 R
M
SE
Memory Google
Fig. 7: Intermediate RMSE when varying the number of clusters K and fixing B = 0.3.
1000120001400 1600 1800 2000
0.2
0.4
0.6 ARIMA
Sample and hold
LSTM
TRUE
1000 12000 1400 1600 1800 2000
Time step t
0
0.5
1
CP
U 
ut
iliz
at
io
n
(a) Centroid j = 1
1000 12000 1400 1600 1800 2000
Time step t
0.2
0.4
0.6
CP
U 
ut
iliz
at
io
n
(b) Centroid j = 2
1000 12000 1400 1600 1800 2000
Time step t
0.2
0.4
0.6
0.8
CP
U 
ut
iliz
at
io
n
(c) Centroid j = 3
Fig. 8: Instantaneous true and forecasted (h = 5) results of K = 3 centroids on CPU data of Alibaba dataset.
by randomly selecting K nodes at each time step, treating
the selected nodes as “centroids” and mapping the remaining
nodes to the “centroids” based on minimum Euclidean distance
between measurements. The minimum distance baseline rep-
resents approaches which select monitoring nodes randomly,
such as [6]–[10].
Fig. 6 shows the intermediate RMSE with varying B while
fixing K = 3. We can see that our proposed approach performs
better than baseline approaches in (almost) all cases. Note
that the static approach is an offline baseline with stronger
assumptions than our proposed online approach. We also see
that in most cases, the intermediate RMSE starts to converge
at approximately B = 0.3. This shows that a transmission
frequency higher than 0.3 will not provide much benefit.
Fig. 7 shows the results with varying K while fixing
B = 0.3. We see that the intermediate RMSE of the proposed
approach is close to the lowest value even with only a few
clusters (i.e., small value of K). This is a strong result because
it shows that a small number of cluster centroids is sufficient
for representing a large number of nodes. We also note that
because B = 0.3, the measurements stored at the central node
are not always up-to-date, which explains why the intermediate
RMSE is larger than zero even when K = N .
The above observations explain the rationale behind choos-
ing B = 0.3 and K = 3 as default parameters as mentioned in
Section VI-A2. In general, we can conclude that our proposed
approach can provide close to optimal clustering error by using
a small transmission frequency and a very small number of
clusters, which significantly reduces the communication and
computation overhead for system monitoring.
D. Joint Spatial Estimation and Temporal Forecasting (with
Per-node Offset)
We now consider the entire pipeline with joint spatial esti-
mation (through dynamic clustering) and temporal forecasting.
We include the per-node offset sˆi,t+h in this subsection and
focus on the time-averaged RMSE as defined in (4).
1) Different Forecasting Models: We compare our predic-
tions based on ARIMA and LSTM with a sample-and-hold
prediction method, which simply uses the cluster centroid
values at time step t as the predicted future values. We
also compare with the standard deviation computed over all
resource utilizations over time (except for the instantaneous
plot in Fig. 8). The standard deviation serves as an error upper
bound of an offline mechanism where forecasting is made only
based on long-term statistics (such as mean value) without
considering temporal correlation.
We first show the instantaneous true and forecasted CPU uti-
lization values of three different centroids for t ∈ [1000, 2000]
with the Alibaba dataset in Fig. 8, where the forecasting is
for h = 5 steps ahead. We see that with our methods, the
trajectories of the forecasted centroid values by all models
follow very closely to that of the true centroid values.
The time-averaged RMSE with different forecasting models
is shown in Fig. 9, where we include results for both K = 3
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Fig. 9: Time-averaged RMSE with different number of forecasting steps (h), with our proposed dynamic clustering approach.
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Fig. 10: Time-averaged RMSE with different number of forecasting steps (h) using the sample-and-hold method.
and K = N for the sample-and-hold method, and use the
default K = 3 for all the other methods. Also note that
the standard deviation does not depend on K. We see that
although sample-and-hold is simple enough to run on every
local node (i.e., K = N ), the case with K = N generally
performs worse than cases with K = 3. This is due to the
fluctuation of resource utilization at individual nodes, which
makes the forecasting model perform badly when running
on every node. The cluster centroids are averages of data at
multiple nodes, which remove noisy fluctuations and provide
better performances. LSTM performs the best among all the
models, which is expected since LSTM is the most complex
and advanced model compared to the others. We also see
that the RMSE is lower than the standard deviation for
most forecasting models when the forecasting step h ≤ 50.
This shows that our forecasting mechanism, which takes into
account both spatial and temporal correlations, is beneficial
over mechanisms that are only based on long-term statistics.
Table II shows the total (aggregated) computation time used
for training the ARIMA and LSTM models for the entire
duration of one centroid, on a regular personal computer
(without GPU) with Intel Core i7-6700 3.4 GHz CPU, 16 GB
memory. The model is trained or re-trained at each of the
initial training and retraining periods defined in Section VI-A3,
and the result shown in Table II is the sum computation time
for training at all periods. We can see that for data traces that
span over at least multiple days, the total computation time
used for model training is only a few minutes. Since we only
need to train K = 3 models, the computation overhead (time)
for training forecasting models is very small compared to the
entire monitoring duration.
In the remaining of this subsection, we use the sample-and-
hold method (with K = 3) for forecasting and consider the
impact of other aspects on the RMSE.
2) Different Clustering Methods: We consider the different
clustering methods as in Section VI-C2 combined with tempo-
ral forecasting. The RMSE results with different forecasting
TABLE II: Aggregated training time (in seconds) of forecasting model on one
centroid over the entire duration of the dataset
Dataset ARIMA LSTM
Alibaba data set
(11519 total time steps) 61.25 855.34
Bitbrains data set
(8259 total time steps) 33.4 554.97
Google data set
(8350 total time steps) 37.86 554.97
TABLE III: RMSE with Different Values of M and M ′ for the Google dataset
with CPU resource
h = 1
M ′ = 1 M ′ = 5 M ′ = 12 M ′ = 100
M = 1 0.055 0.068 0.071 0.106
M = 5 0.058 0.068 0.068 0.098
M = 12 0.059 0.048 0.046 0.050
M = 100 0.065 0.089 0.047 0.055
h = 5
M ′ = 1 M ′ = 5 M ′ = 12 M ′ = 100
M = 1 0.088 0.073 0.076 0.108
M = 5 0.105 0.081 0.074 0.099
M = 12 0.117 0.079 0.076 0.097
M = 100 0.091 0.0899 0.078 0.101
h = 10
M ′ = 1 M ′ = 5 M ′ = 12 M ′ = 100
M = 1 0.098 0.082 0.081 0.107
M = 5 0.121 0.095 0.080 0.099
M = 12 0.129 0.102 0.081 0.098
M = 100 0.104 0.112 0.084 0.101
steps (h) are shown in Fig. 10. We see that our proposed
approach performs the best in almost all cases. For long-term
forecasting with large h, the static clustering method often
performs similar as our proposed approach, because when
there are fluctuations, dynamic clustering may not perform as
good as static clustering for long time periods. Note, however,
that the static clustering baseline is an offline method which
requires knowledge of the entire time series beforehand, thus
it is not really applicable in practice.
3) Different Values of M and M ′: Table III shows the
RMSE with different values of M and M ′ on the Google
dataset with CPU resource, where we recall that M and M ′
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Fig. 11: Time-averaged RMSE with Jaccard Index and our proposed similarity measure.
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Fig. 12: RMSE for comparison with [3] with different number of clusters (K).
are the number of time steps to look back into history when
computing the similarity measure and forecasted cluster (and
per-node offset), respectively (see Sections V-B and V-C). We
observe that the optimal choices of M and M ′ depend on
the forecasting step h. Generally, M = 1 is a reasonably
good value for all cases. The optimal value of M ′ tends to
increase with h. This means that the farther-ahead we would
like to forecast, the more we should look back into the history
when determining the cluster membership and offset values
of local nodes, which is intuitive because we need to rely
more on long-term (stable) characteristics when forecasting
farther ahead into the future. We choose M ′ = 5 as default in
Section VI-A2 which is a relatively good value for different h.
4) Proposed Similarity Measure vs. Jaccard Index: As dis-
cussed in Section V-B, the Jaccard index used in [20] is
another possible similarity measure that one could use. In
Fig. 11, we compare the RMSE when using our proposed
similarity measure and Jaccard index. Our proposed similarity
measure gives a better or similar performance in all cases.
E. Comparison to Gaussian-based Method in [3]
Finally, we modify our setup and compare our proposed
approach with the Gaussian-based method in [3].
The method in [3] includes separate training and testing
phases, both set to 500 time steps (which is the value chosen
in [3]). During the training phase, the central node receives
measurements from every node (i.e., B = 1) and uses this
information to select a subset of nodes (K  N ) that will
continue to send measurements during the testing phase. This
subset of K nodes is called monitors. During the testing phase,
the central node receives measurements only from the selected
nodes (which is equivalent to having a transmission frequency
of B = KN ), and the measurements of the non-monitor nodes
are inferred based on the measurements from the monitors.
There is no temporal forecasting in this mechanism.
We adapt our proposed approach to the above setting with
separate training and testing phases as follows. During train-
ing, we perform K-means clustering, where we group nodes
TABLE IV: Computation time (in seconds) for each approach and dataset
(100 nodes)
CPU Alibaba CPU Bitbrains CPU Google
Proposed 0.1401 0.16457 0.1370
Min.-distance 0.0231 0.0287 0.0238
Top-W 0.5987 0.6134 0.6074
Top-W-Update 29.3502 30.2132 27.4450
Batch Selection 2.8197 2.7812 2.2934
into clusters based on their 500 latest measurements (i.e., we
perform K-means on 500-dimensional vectors). This gives us
K clusters of nodes. We select one node in each cluster that
has the smallest Euclidean distance from the centroid of this
cluster. We consider this node as a monitor. During testing, we
only receive measurements from the monitors. The resource
utilizations at all nodes that belong to the same cluster as
the monitor are estimated as equal to the measurement of the
monitor. The minimum distance baseline in this setting is one
that selects the K monitors randomly, and the other nodes are
assigned to clusters based on their Euclidean distances from
the monitors, where each cluster contains one monitor. Three
algorithms that are proposed in [3] are also considered as
baselines: Top-W, Top-W-Update, and Batch Selection, which
are based on Gaussian models.
We only use 100 randomly selected machines in this exper-
iment, because the approaches in [3] are too time-consuming
to run on the entire dataset. The results of RMSE defined
on the estimation method described in this subsection above6
are shown in Fig. 12 and the computational time of different
approaches (on computer with Intel Core i7-6700 3.4 GHz
CPU, 16 GB memory) is shown in Table IV. We see that
our proposed approach provides the smallest RMSE, and it
runs much faster than the three approaches (Top-W, Top-W-
Update, and Batch Selection) from [3]. This observation is
consistent with our discussions in Sections II and III that
Gaussian models do not work well in our setting.
6Note that this RMSE definition is different from that in earlier parts of
this paper.
VII. CONCLUSION
In this paper, we have proposed a novel mechanism for
the efficient collection and forecasting of resource utilization
at different machines in large-scale distributed systems. The
mechanism is a tight integration of algorithms for adaptive
transmission, dynamic clustering, and temporal forecasting,
with the goal of minimizing the RMSE of both spatial estima-
tion and temporal forecasting. Experiments on three real-world
datasets show the effectiveness of our approach compared
to baseline methods. Future work can study the integration
of our approach with resource allocation and other system
management mechanisms.
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