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Resumen
En este artı´culo se propone un me´todo para
lograr un balance adecuado entre los para´metros
de soporte, confianza y simplicidad al asignar
los valores de fitness en la evolucio´n de reglas de
clasificacio´n por medio de programacio´n gene´ti-
ca (PG). Un procedimiento adaptativo permite
ajustar los valores de los para´metros de la te´cni-
ca en orden a lograr tal balance. Este trabajo se
enmarca dentro del campo de la minerı´a de da-
tos, poniendo especial atencio´n en la extraccio´n
de conocimiento comprensible donde la te´cnica
introducida juega un papel preponderante.
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1. Introduccio´n
La aplicacio´n de programacio´n gene´tica para el descu-
brimiento de reglas de clasificacio´n a partir de un con-
junto de datos, presenta un inconveniente cuando cuan-
do el taman˜o de los a´rboles (S-expresiones) crece de ma-
nera importante. En tal caso, la complejidad del modelo
obtenido hace casi imposible comprender el comporta-
miento del proceso subyacente generador de los datos.
Ası´, si el modelo obtenido esta´ formado por muchas re-
glas de alta complejidad, su entendimiento puede ser tan
difı´cil de comprender como una red neuronal.
Por otra parte, los para´metros de soporte (o comple-
titud ) y confianza (o precisio´n) determinan la calidad
de una hipo´tesis dada. Sin embargo, se debe dar un ba-
lance entre estos dos para´metros para que el modelo sea
adecuado. Por ejemplo, una regla con una confianza de
0,5 no aporta informacio´n acerca de la pertenencia de
una instancia a una clase dada, tampoco serı´a de mucha
ayuda una regla con un valor alto de confianza y poco
soporte.
El enfoque propuesto en este artı´culo pretende esta-
blecer un balance adecuado entre la confianza, el soporte
y la complejidad (relacionada directamente con la com-
prensibilidad) de una regla mediante la incorporacio´n de
un procedimiento adaptativo que hace una jerarquiza-
cio´n de los individuos (ranking) basada en probabilida-
des y tomando en consideracio´n los valores de soporte,
confianza y comprensibilidad de los individuos en la po-
blacio´n. Dicho procedimiento permite sesgar la bu´sque-
da hacia regiones de hipo´tesis con una alta comprensibi-
lidad y un balance adecuado entre soporte y confianza.
El problema de clasificacio´n abordado en este tra-
bajo incluye la prediccio´n del precio de una vivienda
(valor nume´rico dicretizado en tres intervalos) a partir
de informacio´n sobre la zona en la cual se ubica (nu´mero
de habitaciones de la vivienda, ı´ndice de criminalidad,
etc.). El conjunto de datos denominado “Boston Hou-
sing”, el cual proviene del repositorio la Universidad
de California en Irvine (UCI), cuenta con 13 atributos
nume´ricos y uno binario con 506 instancias en total. Las
instancias reflejan las condiciones de las viviendas en
los suburbios de la ciudad de Boston.
2. Evolucio´n de Reglas
En esta seccio´n se presentan los aspectos ma´s re-
levantes a tener en cuenta para la extraccio´n de reglas
de clasificacio´n mediante el uso de PG en el contex-
to de minerı´a de datos. La idea principal de PG es la
evolucio´n de programas de computadora (con estructu-
ra jera´rquica de a´rbol) los cuales producen una solucio´n
para el problema en cuestio´n. Dados los conjuntos de
funciones y terminales, un modelo (solucio´n) se obtiene
a partir del proceso evolutivo. El conjunto de funciones
puede contener operadores arime´ticos y lo´gicos, entre
otros. El conjunto de terminales contiene las variables
del problema ası´ como tambien la constante aleatoria
efı´mera ℜ, representando nu´meros aleatorios con un de-
terminado rango y precisio´n. La habilidad de los indivi-
duos en la poblacio´n para resolver el problema en cues-
tion se mide mediante la funcio´n de adaptacio´n (funcio´n
de fitness). Luego de la creacio´n de la poblacio´n inicial,
el algoritmo se ejecuta generacio´n por generacio´n has-
ta que se satisface el criterio de tertminacio´n, despue´s
de lo cual se selecciona la mejor solucio´n encontrada.
En cada generacio´n se evalua la aptitud (fitness) de ca-
da individuo, selecciona´ndose de forma probabilı´stica
los mejores individuos en la poblacio´n en base a algu´n
me´todo de seleccio´n para luego aplicar los operadores
de reproduccio´n, crosover y mutacio´n (cada uno en base
a una determinada probabilidad). Para una descripcio´n
ma´s detallada del paradigma de la programacio´n gene´ti-
ca se puede consultar [1].
Las reglas evolucionadas en este trabajo son del tipo
SI 〈condicio´n〉 ENTONCES 〈consecuente〉 (IF-THEN).
El antecedente de la regla esta´ formado por combinacio-
nes lo´gicas de condiciones sobre los valores de los atri-
butos predictores usando los conectivos lo´gicos AND,
OR y NOT. Mientras que la parte del consecuente indi-
ca la clase a la cual se asigna una determinada instancia.
Para evaluar la calidad de la reglas se emplean las
medidas de confianza (precision) y soporte (alcance).
La confianza se calcula como el cociente entre el nu´me-
ro de instancias a las cuales la regla se aplica y predice
correctamente entre el nu´mero de instancias a las cuales
la regla se aplica. Esto es, la confianza da la probabilidad
de que la regla clasifique correctamente una instancia a
la cual se aplica. El soporte (o completitud) se calcula
como el cociente del nu´mero de instancias a las cuales
la regla se aplica y predice correctamente entre el nu´me-
ro total de instancias de la clase.
En la presente propuesta se considera el uso de pro-
gramacio´n gene´tica para la evolucio´n de reglas de clasi-
ficacio´n donde cada individuo se representa mediante un
a´rbol que codifica u´nicamente el antecedente de la regla.
Esto se debe a que se ejecuta el programa gene´tico tantas
veces como clases distintas existan. El conjunto de fun-
ciones incluye los operadores lo´gicos AND, OR y NOT
juntamente con el operador de igualdad vinculando ca-
da atributo con alguna clase. El operador de igualdad se
aplica sobre los atributos discretizados durante la evolu-
cio´n de las reglas. El conjunto de terminales esta´ forma-
do por la seleccio´n de un subconjunto de los 13 atributos
predictores mas la constante aleatoria efı´mera ℜ.
La seleccio´n de los atributos junto con el proceso de
discretizacio´n y la seleccio´n de los conjuntos de entrena-
miento y test se lleva a cabo empleando la herramienta
de minerı´a de datos WEKA (Waikato Environment for
Knowledge Analisys). La comprensibilidad es de suma
importancia dentro del contexto de minerı´a de datos.
Ası´ pues, el objetivo principal de este trabajo es la ob-
tencio´n de reglas comprensibles al usuario. Si bien la
compresibilidad es un concepto muy subjetivo, aquı´ se
la mide por medio de la complejidad sinta´ctica de las
reglas. Dicha complejidad se obtiene contando el nu´me-
ro de nodos en el a´rbol sinta´ctico. Al evolucionar reglas
de clasificacio´n debe tenerse en cuenta que las mejo-
res soluciones en cuanto al soporte y confianza pueden
no encontrarse en las regiones del espacio de bu´squeda
donde las hipo´tesis tengan la comprensibilidad deseada.
Por ello hay que alcanzar un consenso entre la compren-
sibilidad por un lado y una combinacio´n del soporte y
la confianza por el otro.
3. Algoritmo Propuesto
En la literatura se encuentran publicados trabajos
dentro del contexto evolutivo donde en el proceso de
descubrimiento de conocimiento se intenta conseguir re-
glas con alta capacidad predictiva, comprensibles e in-
teresantes. En [2] se presenta un enfoque para el descu-
brimiento de reglas de prediccio´n interesantes mediante
el empleo de un algoritmo gene´tico donde la funcio´n de
adaptacio´n (fitness) se divide en dos partes. Una parte
mide el grado de intere´s de las reglas y la otra la exac-
titud predictiva. Por su parte en [3] se plantea el uso de
programacio´n gene´tica para el descubrimiento de reglas
comprensibles donde se incluye una penalizacio´n de la
complejidad en la funcio´n de adaptacio´n. Otras formas
de lograr estos objetivos es mediante una matriz de con-
fusio´n, o bien mediante un algoritmo gene´tico con enfo-
que multiobjetivo [4].
La propuesta de este trabajo incluye la aplicacio´n de
un enfoque que trata de lograr el balance deseado entre
compresibilidad y capacidad predictiva mediante el em-
pleo de un algoritmo estoca´stico y adaptativo que forma
un ranking de las soluciones candidatas considerando de
forma probabilı´stica los factores de soporte, confianza y
complejidad (comprensibilidad) de las soluciones. Di-
cho ranking de soluciones puede ser alcanzado median-
te algun algoritmo de ordenamiento (e.g., quicksort de
Hoare) aplicando ciertos criterios de comparacio´n basa-
do en probabilidades que son ajustadas adaptativamente
de acuerdo a una funcio´n que se retroalimenta del proce-
so de bu´squeda. Las probabilidades son las siguientes:
1. P Sop: es la probabilidad de usar la medida de so-
porte al comparar dos soluciones.
2. P Conf: es la probabilidad de emplear la medida
de confianza al realizar la comparacio´n.
3. P Long: es la probabilidad de emplear la medida
de comprensibilidad al comparar dos individuos.
donde P Sop+ P Conf + P Long = 1.
Para realizar el ordenamiento, la comparacio´n de
dos soluciones se lleva a cabo de forma excluyente de
acuerdo a las medidas de soporte, confianza y longitud
en base a las probabilidades antes mencionadas de la si-
guiente forma:
1. Se selecciona un nu´mero aleatorio rnd ∈ [0, 1] .
2. Si 0 ≤ rnd < P Sop entonces la comparacio´n se
hace en base al soporte.
3. Si P Sop ≤ rnd < P Sop+P Conf la compa-
racio´n se realiza de acuerdo a la confianza.
4. Si P Sop+ P Conf ≤ rnd se hace la compara-
cio´n de acuerdo a la medida de complejidad.
Este enfoque tiene ciertas similitudes con el me´todo
Stochastic Ranking de Runarsson y Yao [5] usado en el
contexto de manejo de restricciones en algoritmos evo-
lutivos a fin de establecer un balance entre las funciones
de penalizacio´n y la funcio´n objetivo. Sin embargo, la
te´cnica propuesta en el presente artı´culo posee las si-
guientes diferencias fundamentales (respecto al me´todo
de Runarsson et al.) que permiten balancear de forma di-
recta tres factores importantes: soporte, confianza y lon-
gitud.
1. Las probabilidades P Sop, P Conf y P Long tie-
nen un significado totalmente diferente a cual-
quier probabilidad introducida en [5].
2. Se incorpora un procedimiento adaptativo para
ajustar de forma adecuada los valores de P Sop,
P Conf y P Long.
3. Finalmente el me´todo que se propone aquı´ no so´lo
intenta manejar una restriccio´n blanda como lo es
la complejidad (estructural) de las soluciones sino
que tambie´n tiene como objetivo establecer un ba-
lance entre dos medidas que determinan el fitness
de una solucio´n (soporte y confianza). En [6] se
plantea que la funcio´n de adaptacio´n es la medi-
da aritme´tica del soporte y la confianza de la re-
gla representada en el cromosoma. Sin embargo,
en este enfoque el fitness de un individuo no se
establece directamente como una medida arime´ti-
ca de los valores de soporte y confianza sino que
las probabilidades antes mencionadas intervienen
probabilı´sticamente en el fitness de un individuo
y por lo tanto en su posicio´n en el ranking.
Luego, la probabilidad de que una hipo´tesis sea sele-
cionada en el procedimiento de comparacio´n esta´ dada
por la Eq.(1).
P(X) = P( X.Sop > Y.Sop ) P Sop
+ P( X.Conf > Y.Conf ) P Conf
+ P( X.Long > Y.Long ) P Long (1)
Los valores de P Sop, P Conf y P Long son ajusta-
dos de forma adaptativa de acuerdo a:
1. un para´metro de la te´cnica definiendo el lı´mite de
complejidad a partir del cual las soluciones son
penalizadas.
2. valores de soporte, confianza y complejidad de las
soluciones en la poblacio´n actual o un subconjun-
to de e´sta.
El criterio de seleccio´n de la mejor solucio´n en ca-
da generacio´n esta´ dado por la Eq.(2) la cual define la
me´trica Fβ . El resultado de una ejecucio´n se establece
en consecuencia, como el individuo con el valor ma´s al-
to de Fβ encontrado en alguna generacio´n.
Fβ =
(1 + β2) soporte · confianza
β2 · confianza + soporte (2)
4. Resultados Preliminares y
Consideraciones Finales
El me´todo propuesto en este artı´culo intenta obtener
un balance entre el soporte, confianza y longitud en la
evolucio´n de reglas de clasificacio´n. El objetivo es ses-
gar la bu´squeda hacia regiones del espacio de bu´squeda
con las caracterı´sticas deseadas, i.e., alcanzar hipo´tesis
comprensibles y con una alta calidad predictiva.
De acuerdo a los resultados preliminares se observa,
en principio, que el enfoque propuesto logra mantener la
bu´squeda en regiones del espacio con hipo´tesis de com-
plejidad estructural que permite lograr una comprensi-
bilidad adecuada. En cuanto a los valores de soporte y
confianza en general se consiguen resultados de mayor
o igual calidad a los obtenidos sin el empleo del me´to-
do propuesto. Esto es, la calidad de las soluciones no
disminuye al disminuir la complejidad estrucctural au-
mentando la comprensibilidad del modelo obtenido.
El tiempo de ejecucio´n necesario para la evolucio´n
de las reglas disminuye significativamente con el em-
pleo del me´todo. La reduccio´n de la complejidad estruc-
tural de las hipo´tesis permite su ma´s ra´pida evaluacio´n
permitiendo contrarestar cierta complejidad introducida
por la incorporacio´n del me´todo.
Finalmente, cabe destacar que el enfoque propues-
to en este artı´culo esta´ en pleno desarrollo pudie´ndose
plantear mejoras en los siguientes aspectos:
1. Procedimiento adaptativo.
2. Criterio de designacio´n del resultado.
3. Discretizacio´n de los atributos predictores.
Consecuentemente, los resultados preliminares su-
gieren la realizacio´n de trabajos desde el punto de vista
teo´rico y experimental, los cuales pueden llevar a una
mejora tanto de la compresibilidad de los modelos como
de su calidad predictiva.
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