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1. INTRODUCTION 
Suppose the real autonomous differential equation 
x’ =f(x) (x E R”) 
has an integral E(x). Then if (I is an equilibrium solution such that the eigen- 
values of the variational matrixf’(a) all have nonzero real parts except for two 
nonzero conjugate imaginary eigenvalues, we prove that there is a homeo- 
morphism sending the solutions of this equation onto the solutions of the 
linearized equation 
x’ =f’(a) x. 
Similarly, if p(t) is a nonconstant periodic solution such that the variational 
equation, 
has exactly two characteristic multipliers (both equal to 1) on the unit circle, 
then we prove that there is a homeomorphism sending the solutions of the 
equation, expressed in normal coordinates, onto a system of the form, 
6’ = 1, r’=O, 27’ z=z A(8) H (19 E R, r E R, z E Rn--2), 
where A(O) is a continuous periodic (n - 2) x (n - 2) matrix function. 
Both these theorems are proved subject to conditions on the integral E(x). 
These conditions are automatically satisfied when our equation is Hamiltonian. 
* Work partially supported by the National Science Council. 
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2. STATEMENT OF RESULTS 
THEOREM 1. Suppose X(x, y, z), Y(x, y, z), 2(x, y, z), where x,y E R and 
x E Rnba, are C1 functions defined on a neighborhood of the migin in R” and vanishing 
together with their Jirst-ordo derivatives at the origin. Suppose the system, 
x’ = AY + X(x, y, z), 
Y’ = --hx + Y(x, y, 2)s (1) 
2’ = A2 + 2(x, y, x), 
where A # 0 and A is an (n - 2) x (n - 2) matrix whose eigenvalues all have 
nonzero real parts, has an integral, 
JW> Y, 4 = 4&x2 + y2) + F(x) + G(x, Y, 4, 
where F is a quadratic form in the components of x, G is defined and C2 in some 
neighborhood of the origin and vanishes at the origin together with its jrst- and 
second-order derivatives. 
Then there is a homeomorphism J(x, y, z) = ( J1(x, y, x), J2(x, y, x)), where J1 , 
Jz map into R2, R”e2 respectively, dejned on a neighborhood of the origin in Rn 
with J(0, 0,O) = 0, and a continuous function u(x, y, z), constant on the solutions 
of (I) with ~(0, 0,O) = 1, such that z;f x(t), y(t), z(t) is a solution of(l), h(x(ut), 
y(ut), z(at)), J2(x(t), y(t), z(t)), where u = u(x(t), y(t), z(t)), is a solution of the 
syste% 
x’ = hy, y’ = -Ax, z’ = AZ. 
(Note: the notation above is deliberately similar to that in Kelley [I].) 
(2) 
THEOREM 2. Suppose X(0, y), Y(t), y), where 0 E R, y E Rn-l, are continuous 
functions with continuous pazrtial derivatives with respect to y and with period r 
(>0) in 0 such that 
x(e, 0) = I, Y(e, 0) = 0 f0Y all e 
and the periodic linear equation, 
dY !JC (e,o) Y, T&i= ay 
has (n - 2) characteristic exponents with nonzero real part. 
Suppose the differential equation, 
(3) 
f = x(e, y), Y’ = y(e ~1, (4) 
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has an integral E(B, y), which is a Cl function with period T in B such that 
(aE/ay) (0,O) is not identically zero and all second-order derivatives, except perhaps 
a2E]LM2, exist and are continuous. 
Then, for y su#kkntly small, there is a homeomorphism ](e, y) = (Jl(O, y), 
E(B, y) - E(0, 0), ],(B, y)), where I; , Jz map into R, Rn-2 respectively, and 
J(4 0) = (6 0, oh h(e + TJ Y) = h(e, Y) + Tj J2(e + Tj Y) = J2(e, Y), 
and a real Cl function ~(8, y), depending on E only and with u(0, 0) = 1, such that 
if e(t), y(t) is a solution of (4), J(0(ut), y(ut)), where u = u(O(t), y(t)), is a soZution 
of a system, 
L9’ = 1, r’ =O, x’ = A(B) z, (5) 
A(B) being a continuous (n - 2) x (n - 2) matrix function with period T. 
The proofs of our theorems use the theorem proved in Palmer [2]. For the 
convenience of the reader, we state this result here. 
Suppose A(t) is a continuous matrix function such that the linear equation, 
Y’ = 4% 
has a fundamental matrix Y(t) satisfying 
) Y(t) PY-l(s)1 < Ke-2act-s) 
j Y(t) (I - P) Y-l(s)] < Ke-2acs-t) 
for s < t, 
for s > t, 
where P is a projection (P” = P) and K, N are positive constants. Suppose 
f (t, x, y) is a continuous function of R x R” x Rn into R” such that 
for all 1, x1, x2, yr , y2, and suppose g(t, x, y) is a continuous function of 
R x Rm x Rn into R” such that 
I g(4 XI , Yd - g(4 x2 , y2)l < q2(/ x1 - x2 I i- i YI - yz I), 
for ail t, x, y, x1 , x2 , y1 , y2 . Then if 
41 < 0114, q2 < min(a2/32NK, (u/8K}, 
(i) there exists a continuous function v(t, x) of R x Rm into R” satisfying 
I v(t, x)1 < K/--l, 1 v(t, x1) - v(t, x2)1 < 8KC’P, I Xl - x2 1 
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for all t, x, x, , x2 , such that y = w(t, x) determines an integral manifold for the 
system, 
x’ = f(4 x, Y), 
Y’ = 4) Y + g(4 x, r); 
i.e. if x(t) is a solution of the equation, 
(6) 
then x(t), o(t, x(t)) is a solution of (6). Moreover, if x(t), y(t) is a solution of (6) 
such that s~p-,,~<,y(t) < CO, then y(t) = o(t, x(t)) for all t. 
(ii) There exists a continuous function 
H(t, x, Y) = VW, x, Y), H&t x9 Y>> 
of R x Rm x R* onto Rm x Rn such that if x(t), y(t) is a solution of (6), then 
H,(t, x(t), y(t)), H,(t, x(t), y(t)) is a solution of the system, 
x’ = f(4 2, v(t, x)), y’ = A(t)y. 054 
For each fixed t, Ht(x, y) = H(t, X, y) is a homeomorphism of R” x R”. The 
function 
qt, x, y) = (Jqt, x, Y), L& x3 Y)) = K1@9 Y> 
is continuous in R x Rm x Rn and if z(t), w(t) is any solution of (6a), then 
L,(t, a(t), w(t)), L,(t, z(t), w(t)) is a solution of (6). 
We wish to make four remarks about this result. First of all, suppose we have 
a system (6) where the smallness conditions hold only in a region where x or 
y is small. Then we can redefine f, g outside this region in such a way that the 
smallness conditions hold globally. Then the theorem can be applied and we 
obtain a time-dependent local homeomorphism H(t, x, y) = (H,(t, x, y), 
H,(t, x, y)) sending the solutions of (6) onto the solutions of the system (6a). 
Secondly, we note that if x is scalar and f, g in (6) have period T in X, then 
H&, x + 7, y) = Ha@, x, Y) + 7, H&, x + 7, y) = Hdt, x, Y). 
This is clear from an examination of the proof. In particular, if f and g do not 
depend on x, then 
H,(t, x, Y) = W, 0, Y> + x, H,(t, x, Y> = H,(t> 0, Y>. 
Also if A, f, g have period 7 in t then Hft, X, y) will also have period T in t and, 
in particular, if A, f, g are independent of t, H(t, x, y) is independent also. 
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Third, we note that if f, g depend continuously on a parameter, then the 
mapping H(t, x, y) and its inverse for each fixed t depend continuously, also. 
This is clear from an examination of the end of the proof of Lemma 2 in [2]. 
Finally, we note that if the first equation in (6) is replaced by 
when B(t) is a continuous matrix function such that the linear equation 
x’ = B(t) x, 
has a fundamental matrix X(t) for which X(t) X-l(s) is bounded for all t, S, 
then the theorem in [2] can still be proved with only slight changes. 
3. PROOF OF THEOREM 1 
We first of all suppose that the system (1) does not involve z and prove the 
following: 
LEMMA. Consider the equation, 
x’ = hy + X(x, Y), y’ = --xx + Y(X,Y), (7) 
where X =6 0, x, y are scalars and X, Y are defined and Cl on some neighborhood of 
the origin in R2 and vanish together with their partial derivatives at the origin. 
Suppose the function 
-W, Y) = W” + y”) + G(x, Y) 
is an integral for (7). Here G is dejned and Cl on some neighborhood of the origin 
and vanishes together with its first-order derivatiwes at the origin. Also, the jirst- 
order derivatives are differentiable at the origin with all derivatives 0. 
Then there exists a c1 map ](x, y) of a neighborhood of the origin in R2, which 
maps the origin onto itself and whose Jacobian at the origin is the identity matrix, 
and a real continuous function u(x, y), depending only on E(x, y) and with 
~(0, 0) = 1, such that if x(t), y(t) is a solution of (7), J(x(at), y(ut)), where 
(I = o(x(t), y(t)), is a solution of the linear equation, 
x’ = hy, yl = -Ax. (8) 
Proof. This follows from Kelley [l]. W e use his notation, omitting the 
variables z and u. (Note that we use E instead of H for the integral.) Even though 
our condition on G is weaker than Kelley’s, it is clear from looking at his proof 
that it will still go through with this weaker condition. 
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It is easy to see that @(t, r)/% exists and is continuous if P > 0 and that 
w&9 y>P) + 0 as Y -+ 0, uniformly with respect to t in [0, W(Y)]. From this 
it follows using the relation, 
9GJ(r>,  =VW, r> - 277, 
that W’(Y) exists and is continuous if Y > 0 and rw’(r) -+ 0 as Y -+ 0. 
Now we introduce new polar coordinates (Y, $) in the plane by the trans- 
formation, 
6 = @(r, a a = A@, +I, (9) 
where O(Y, #) = $(-W(Y) $/27r, Y), A(r, 4) = ~(1 f R(@(r, +), r)}. Then it 
follows from the properties of R(B, Y) stated in Lemma 1 in [l] that a@/&$, 
&4/a+ exist and are continuous for all + and sufficiently small Y and that a@/&, 
aA/& exist and are continuous for all $ and sufficiently small Y > 0. 
Moreover, using YW’(Y) -+ 0 as r---f 0, it follows that a&, #)/ar + 1 as 
Y -+ 0, uniformly with respect to $. This, together with the facts that @(O, 4) = # 
and +(a&, +)/a$) and r(a@(r, +)/ar) + 0 as I+ 0 uniformly with respect to 
$, enables us to conclude, using a simple calculation, that if (9) is regarded as a 
mapping of a neighborhood of the origin in R2 then it is a Cl mapping with the 
identity matrix as its Jacobian at the origin. 
Now the mapping (9) would take the solutions of 
fj’ = -27+0(Y), YI = 0 
onto the solutions of (7) with time being preserved, if (7) were expressed in the 
polar coordinates a, 0. So the inverse of this mapping (9), if regarded as a 
mapping of a neighborhood of the origin in R2, will be the required mapping 
J(x, y), 0(x, y) being defined as hw(r)/2~. This completes the proof of the lemma. 
Now, in the general case, it follows from the standard theory of integral 
manifolds that the equation (1) has an integral manifold z = o(x, y) defined for 
(x, y) in a neighborhood of the origin in R2. This integral manifold is just the 
Liapunov subcenter manifold in [l] (z = w(x, y) in Kelley’s notation) and so w 
is a Ci function which vanishes at the origin together with its partial derivatives. 
Then it follows from the theorem in Palmer [2] (see the remarks above) that 
there is a homeomorphism H(x, y, z) = (Hi(x, y’, z), H2(x, y, z)) (where Hr , H, 
map into R2, Rn-2 respectively), defined on a neighborhood of the origin in Rn 
and taking the solutions of (1) onto the solutions of 
x’ = hy + -q% Y, f+> YN> 
y’ = --xx + Y(%Y, $cYN, 00) 
z’ = AZ, 
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time being preserved. From the fact that H(t, x, o(t, x)) = (x, 0) in the theorem 
in [2], it follows here that H(0, 0,O) = (0,O). 
The system, 
x’ = I\r + X(x, y> qx, Y)), 
Y’ = --hx + Y(x, y, 4% Y)), 
(11) 
which has 
E,(x, Y) = &W + y2) +0(x, Y)) t G(x, Y, 4x, Y)) 
as an integral, then satisfies the conditions of the lemma, and so there is a Cl 
map Ja(x, y), defined on a neighborhood of the origin in I12 with J,,(O, 0) = 0 
and derivative equal to the identity at the origin, and a continuous function 
us(x, y), depending only on I&(x, y) and with ~(0, 0) = 1, such that if x(t), y(t) 
is a solution of (1 l), then J,,(x(a,t), y(u,,t)), where u,, = u,(x(t), y(t)), is a solution 
of (8). 
Now we define 
Then u is a continuous function, constant on the solutions of (1) with 
~(0, 0,O) = 1. We also define 
Jk Y, 4 = (J00(ff&, Y> 4h &3(x, Y> 4)* 
J is a homeomorphism, defined on a neighborhood of the origin in R”, with 
J(0, 0, 0) = 0 and such that if x(t), y(t), z(t) is a solution of (1) then J,,(H,(x(ut), 
y(ut), z(ut))), E&(x(t), y(t), z(t)), where u = u(x(t), y(t), x(t)), is a solution of (2). 
This completes the proof of Theorem 1. 
4. PROOF OF THEOREM 2 
Since E is an integral for (4) we have the identity, 
g (0, y) X(6 y) + g (R Y> Y(k Y> = 0. 
Differentiating with respect to y at y = 0, we obtain 
so 
$f$ (e, 0) + .f$ (e, 0) g (e, 0) = 0. 
a - 2fj- (e, 011 = - ?$ (60) g (0, oh ae 1 
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i.e., aE(e, O)/ay is a nontrivial solution with period T of the adjoint equation 
corresponding to (3). This implies that (3) has a nontrivial solution u(e) with 
period T. Since all but one of the characteristic multipliers of (3) are not equal to 
1, this periodic solution is unique up to a constant factor, and (aE(B, O)/ay) u(e) 
is constant and nonzero. 
Now, if we use the transformation, 
w = z-(e) y, (12) 
where T(B) is a Cr T-periodic nonsingular matrix function, the first column of 
which is u(e), then (4) becomes 
8' = x(e, T(e) WI, 
W' = T-ye) {y(e, z-(e) W) - T'(e) ~1. (13) 
Now we replace w, , the first component of w = (wr , wa ,..., w+r), by a new 
variable r, according to the equation 
r = qe, r(e) w) - qe, 0). (14) 
This is valid for small w since the derivative of the right-hand side with respect 
to w, at w = 0 is (aE(e, O)/ay) u(e), nonzero for all 0. This transformation takes 
(13) into an equation of the form, 
8’ = x,(e, Y, x), y'=O, d = y,(e, r, z), (15) 
where x = (wa , ws ,..., w,-r). Here XI , Yr are continuous, periodic in 0 with 
period 7, have continuous partial derivatives with respect to r and z and 
x1(6 0~0) = 1, qe, 0, 0) = 0. 
Also, the characteristic exponents of the periodic linear equation, 
dx/de = (aq(e, 0, oya2) I, (16) 
have nonzero real parts. 
To system (15) we want to apply the theorem in Palmer [2]. However, this 
theorem cannot be directly applied here since the right-hand side of (15) is 
only continuous with respect to 8. To overcome this problem, we use 0 as an 
independent variable. So we consider the system, 
8’ = {Xl@, r, x)}-1, r’=O, x’ = {Xl& r, z)}-1 Yl@, I, 2). (17) 
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The solutions of (15) and (17) are related in the following way (when r and z 
are small, as is assumed in the following). Regarding Y as a parameter, let 
G(t, t, , r, zs) be the solution of 
z’ = (X1(t, r, is)}-’ Yl(t, r, z) 
with initial conditions to , z, , and let 
%to.7,zof (t> = @(t, to 3 r, zo) 
be the solution of 
B’ = {X1(& r, G(t, to , r, zowl 
with initial conditions 0, 0. It is easy, using the periodicity of Xl , Yl in t and 
uniqueness arguments, to establish the identities, 
G(t + 7, to + 7, r, z,,) = G(t, t, , r, 4, 
@(f - 7) t, , r9 zo) = q--7, to 1 y, %I) + qt, to + 7% r, d, 
(18) 
and to show that if e(t), r, z(t) is a solution of (15) then 
‘3~ ‘W y, 4s)) = G(t, ‘4u>, r, z(u)), 
@(4 e(s), r, W) = q, e(u), r, z(q), 
(19) 
for all t, S, u. Using the fact that if 0(t), t, a(t) is the solution of (15) such that 
@(to) = 4J , z(to) = z,, then e(t) = @$r,z,)(t - to + S(8, , t9,, r, zo)), it is 
easy to see that 
(t, 8, 5 2) -(@(t, 8, c Z) f t - @(e, 8, & z), I, G(t, e, ? z)) (20) 
is a mapping which takes the solutions of (15) onto the solutions of (17), time 
beign preserved. We note here that for each t the inverse of (20) is the mapping, 
(es 64 - mL)(t - e + w, t, 6 a,6 G(~~L,(~ - e + s(t, t, y, a, t, 6 4. 
Regarding r as a parameter, we want to apply the theorem in [2] to the system, 
B’ = (X1(t, Y, x))-1, 2’ = (X1(t, t, z)}-’ Y1(t, r, z). (21) 
Here 
where 
Yz(t, 0,O) = au&, 0, O)/az = 0, 
409!60/3-r6 
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so that Ya is small Lipschitzian in z when Y, x are both small. Also, the linear 
equation 
2’ = +$ (t, 0,O) 2, 
has an exponential dichotomy. From standard theorems, it follows that for each 
sufficiently small Y the equation 
2’ = {X&, Y, 2))” Y1(t, r, 2) 
has a unique bounded solution o(t, Y) with period 7 in t and with a(t, 0) = 0. 
Moreover, since the right-hand side of the equation has continuous partial 
derivatives in Y and a, o(t, r) is Cl in (t, Y). x = o(t, Y) is then the unique integral 
manifold for the system (21) and we can apply the theorem in [2] to deduce that 
for each sufficiently small r there is a mapping 
(6 6 4 - (Hl(4 y, 2) + 0% H&, y, 2)) 
sending the solutions of (21) onto the solutions of 
(z small) 
8’ = {-&(t, y, w, y>)>-l, 2’ = A(t) 2, 
with time being preserved. Here A(t) = aY,(t, 0,0)/k The functions in the 
mapping have their special form because the right-hand side of (21) does not 
depend on 19. Also HI , H2 are both periodic in t with period r and are continuous 
in (t, Y, z) because the right-hand side of (21) has these properties. Moreover, 
the mapping is a local homeomorphism for each fixed t (i.e., the mapping is a 
homeomorphism on a set ((6, x): ( x 1 < d) for some d > 0), with the image of 
(t, 8, a(t, Y)) as (0,O). (This follows from H(t, X, et(t, x)) = (x, 0) in the theorem 
in [2].) 
Then 
(t, 4 +, -4 - VW, y, 4 + 8, y, W, y, 4) (22) 
is a continuous mapping, which is a local (i.e., r and .z small) homeomorphism 
for each fixed t and sends the solutions of (17) onto the solutions of 
8’ = mt, Y, 4t, wl, Y’ = 0, 2’ = A(t) 2, (23) 
time being preserved. 
Now note that if 8(t), Y, z(t) is a solution of (15) then H,(t, I, G(t, d(t), Y, z(t))) 
is a solution of 
2’ = A(t) 2. (24) 
So, if Z(t) is the fundamental matrix for (24) with Z(0) = I, 
W, y, ‘3, e(t), y, 49) = z(t) H&A y, W e(O), y, 40))); 
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i.e., using (19), 
H,(t, r, G(t, W), y, $0))) = z(t) f&(0, r, 0, W% y, @))). 
Since f?(t), r, z(t) is an arbitrary solution of (15), the identity, 
H,(t, Y, G(t, 8, Y, 2)) = Z(t) %(‘A y, G(O, 0, y, z)), 
then follows. 
(25) 
Now let $(t, r) be the solution of 
8’ = (X,(t, Y, v(t, Y)))y 
such that $(O, r) = 0, i.e., 
YJ(t, y) = [ vfl(~, y, +, ~))k’ as* 
Put W(Y) = #(T, Y). Th en w(r) is a Cl function with w(O) = T and 
$@ + 7, y) = ?w, r) -t w(r) 
holds for all t, Y. The transformation, 
(4 0, r, z) - ((W(Y)/T) t - $(t, y) i 0, y, 4, 
then takes the solutions of (23) onto the solutions of 
8’ = W(Y)/T, r’=O, z’ = A(t) z. 
Finally, the transformation, 
(26) 
(27) 
(281 
(t, 0, y, 2) - (-&- (t - 0) + 4 r, 2 (--$ (t - 0) + t) Z-l(t) Z) , (29) 
takes the solutions of (28) onto the solutions of 
8’ = T/W(Y), r’=O, 2’ = (T/W(Y)) A(B) z. (301 
The composition of our transformations (20), (22) 27) (29), 
where 
(4 4 r, 4 - (J%t, 0, r, 4, r, Ut, 8, 7, 4), (311 
W, 4 y, 4 = t+(r)) MC y) - fh(t, r, Gtt, 6 r, 4) 
- @(t, 4 I, 4 + qe, 0, y, 41, 
w, 6 Y, 4 = W,(t, 4 5 4) -Wt> f&t4 r, GO, 0, Y, a, 
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then takes the solutions of (15) onto the solutions of (30), time being preserved. 
Also, since each of the transformations (20), (22), (27), (29) is a local homeo- 
morphism for each fixed t, so is (31). 
Note that in view of (25) we have 
L&, 8, Y, 2) = Z(L,(t, 0, r, 2)) f&(0, r, GtO, 6 y, 4) (32) 
so that if we can prove L, is independent of t so also will be L, . Let e(t), I, z(t) 
be the solution of (15) with e(O) = es, z(0) = z, . Then e(t) = @;t,r,ze,(t + 
Q(e, , 0, , Y, zo)). For each 01, 0(t + a), r, z(t + a) is also a solution of (15) and 
w, ett + 4, J, 20 + 4) 
= ww) wtt, Y) - wt, T, ~(4 0, , 7, zo)) - qt, 0, , 6 zo) 
+ w%:,,. z,) (t + c1 + e(e e y 2 )) e Y 2 )I 0, 0, 3 0 , 0, 9 0 (using (19)) 
= (T~Wt~)) w, I) - wt, 5 ~(t, 8, , 7, zo)) - qt, 8, , 5 zo) 
+ w, ,e, , 6 2,) + 4 + b+(4) 
= w, e(t), I, 20)) + tT44~)) 
= ~,tt + a, e(t + 4, 5 4t + 4, 
since L,(t, e(t), r, z(t)) is a solution of 8’ = T/~(Y). Taking t = -a, we get 
L~(-LY, 0, , 5 zo) = w, e. , 6 zo). 
Since (Y, 0,) r, so are arbitrary, we obtain the identity 
L,(t, 0, y, 4 = ~~(0, 4 r, 4. 
So L, and hence L, are independent of t. 
Now we examine the periodicity properties of L, , L, in 0: 
L,(t, e + 7, Y, z) = (T/u@)) [qqt, r) - &(t, y, G(t, e + 7, T, z)) 
- @(t, 8 f 7, y, 2) + @(e f 7, 6 + 7, r, 2>] 
= (T/W(y)) [#(t, y) - H,(t, y, G(t - 7, ‘% y, 2)) 
- @(t 7, 8, y, 2) + - @(e, 8, I, $1 (by (18)) 
= (T/w(Y)) [#(t - 7, Y) - q(t - 7, I, G(t - 7, 8, T, ~5)) 
- @(t - 7, 0, y, 2) + @(e, ‘t y, z)] + i- (by (26)) 
=L,(t - T, 8, T, 2) + 7 
= qt, 4 7, 2) + 7, 
since L, is independent of t. 
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Also 
L,(t, 0 + 7, r, z) = Z(L,(t, 0 + 7, r, 2)) H,(O, I, ‘3&e + 7, r, 4) (by (32)) 
= Z(L,(t, 8, I, 2) + 7) Z&(0, r, G(--7,t r, 2)) (by (18)) 
= Z(&(t, 4 T, 2) + T) H,( -7, y, G( -7, 0, y> 4) 
= Z(L& 0, y, 2) + 7) 2(-T) i-&(0, r, G&A4 r, 4) (by (25)) 
= Z&(4 0, r, z) -!r 7) Z-l(r) f-w, 7, ‘30, 0, r, 4) 
= z(w, 4 r, 2)) wo, Y, ~(0, 8, 5 41 
= ~~(4 4 r, 21, 
the last two steps using the fact that (24) is a periodic linear equation. 
Summing up, we have shown that L, , L, are independent of t and that 
w, 0 + T, 6 2) = w, 0, I, 4 + TT) L,(t, e + T, Y, 2) - L,(t, 8, 7, 2). 
Now, composing the transformations (12), (14) (31) we obtain a transforma- 
tion, 
(6 0, Y) --t .m Y) = (hw Y), wt Y) - ~(4 oh k(e, YIP 
which is a local homeomorphism and sends the solutions of (4) onto the solu- 
tions of (30), time being preserved. Also 
m 0) = (0, 0, oh 
Defining 
we see that if e(t), y(t) is a solution of (4) then jl(O(ut), y(d)), E(O(ut), y(d)) -- 
E(O(d), 0), J2(O(d),y(ot)), where CI = 0(0(t), y(t)), is a solution of (5). So the 
proof of Theorem 2 is complete. 
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