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Abstract
Consider a matroidM = (E,B), where B denotes the family of bases ofM, and assign a color c(e) to every element e ∈ E
(the same color can go to more than one element). The palette of a subset F of E, denoted by c(F ), is the image of F under c.
Assume also that colors have prices (in the form of a function (), where  is the label of a color), and deﬁne the chromatic price
as: (F ) =∑∈c(F )(). We consider the following problem: ﬁnd a base B ∈ B such that (B) is minimum. We show that the
greedy algorithm delivers a ln r(M)-approximation of the unknown optimal value, where r(M) is the rank of matroidM. By means
of a reduction from SETCOVER, we prove that the ln r(M) ratio cannot be further improved, even in the special case of partition
matroids, unless NP ⊆ DTIME(nlog log n). The results apply to the special case whereM is a graphic matroid and where the prices
() are restricted to be all equal. This special case was previously known as the minimum label spanning tree (MLST) problem.
For the MLST, our results improve over the ln(n − 1) + 1 ratio achieved by Wan, Chen and Xu in 2002. Inspired by the generality
of our results, we study the approximability of coloring problems with different objective function (F ), where F is a common
independent set on matroidsM1, . . . ,Mk and, more generally, to independent systems characterized by the k-for-1 property.
© 2007 Elsevier B.V. All rights reserved.
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1. Outline, setting and background notation
Let E be a ﬁnite ground set of m := |E| elements andL= {1, 2, . . . , L} be a set of labels or colors. A coloring c
of E is a labeling c : E →L which assigns a color c(e) to every element e of the ground set E. For every , the set of
those e in E for which c(e) =  is denoted by E and called a color class of E under c. The palette of a subset F of E,
denoted by c(F ), is the image of F under c. The chromatic number of a subset F of E, denoted by (F ) := |c(F )|, is
the number of different labels associated to elements in F, i.e. the size of the palette of F.
LetM= (E,B) be a matroid, whereB denotes the family of bases ofM. A colored matroid is a pair (M, c) made
of a matroidM and a coloring c of its elements. This work stems out from our interest in (approximately) computing
min(M, c) := min{(B) : B ∈ B}. To this aim, we will consider a slight generalization of the problem, that is, we
consider prices on colors. Let  : N → N be a pricing of the labels. We deﬁne the chromatic price of a subset F of the
groundset E ofM as (F ) =∑∈c(F )().
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Problem 1. Given a colored matroid (M, c), and a pricing  : N → N, ﬁnd a base B of M for which (B) is
minimum.
The case with () = 1 for every  amounts to calculate min(M, c). If M is a graphic matroid, the problem is
known as the minimum label spanning tree (MLST) problem. Given an undirected graph with n nodes and with a
color assigned to each edge (a same color can go to more than one edge), the MLST problem asks for a spanning tree
involving a minimum number of different colors. In 1998, Krumke and Wirth [10] showed that an algorithm proposed
by Chang and Leu [3] as an heuristic for the MLST problem delivers a (2 ln n+ 1)-approximation. This ratio was later
improved to ln(n − 1) + 1 by Wan et al. [14] in 2002. We further improve this bound to a ln(n − 1)-approximation,
as a corollary of a result on general matroids. By means of a reduction from SETCOVER, we prove that the ln(n − 1)
ratio cannot be further improved, even in the special case of partition matroids. (Optimality of the ln(n − 1) ratio for
spanning trees had been shown by Wan et al).
In Section 2, we characterize the approximability of Problem 1. In Section 2.1, we focus on bases with minimum
weight. We show here that an extension of the greedy algorithm can still deal with this problem. In Section 3, we
study and characterize the approximability of the problem of ﬁnding bases maximizing the number of covered color
classes, where a color class is covered by a set when it is contained in it. In Section 4, we start from the observation
that the problem of ﬁnding a base of maximum chromatic number reduces to matroid intersection to then study and
characterize the approximability of chromatic number maximization problems on the intersection of two or more
matroids. In Section 5, we partly generalize our results to a wider family of systems of independence (SIs). This family
includes intersections of k matroids, matchings in general graphs, and independent sets in graphs of bounded degree.
In this context, we have to give up with the requirement of returning independent sets of maximum cardinality, yet
approximability results of wide scope are derived. In Section 6, we provide selected applications offering a sample of
the range of problems whose approximability is characterized as a consequence of our results. In Section 7, we propose
a few open problems and indicate interesting directions where there appears to be space for further developments.
Notation: The rank of a subset F of E is denoted by r(F ). Moreover, where F is a subset of E, then
• M\F denotes the matroid obtained fromM by deleting F, that is, the matroid (E′,B′) where E′ := E\F and B′
is made of the minimal subsets B ′ of E′ with rM(B ′) = rM(E′);
• M/F denotes the matroid obtained fromM by contracting F, that is, the matroid (E′,B′) where E′ := E\F and
B′ is made of the minimal subsets B ′ of E′ with rM(B ′ ∪ F) = rM(E);
• M|F denotes the restriction ofM to F, that is, the matroidM\(E\F);
• M∗ denotes the dual matroid ofM, that is, the matroid (E,B′) where B′ := {E\B : B ∈ B}.
2. Bases of minimum chromatic price
Consider the following greedy Procedure 1.
Procedure 1. -Greedy(M, c, ), where c is a coloring ofM,  is a pricing.
1. if r(M) = 0 then return ∅;
2. let E be a color class of (M, c) for which r(E)
(E)
is maximum;
3. let BE be a base ofM|E ;
4. return BE∪ -Greedy (M/E, c, ).
Clearly, Procedure 1 runs in polynomial time. Moreover, we have the following lemma.
Lemma 2.1. Procedure 1 always returns a base ofM. Moreover, where ˜ denotes the chromatic price of the base
returned by -Greedy(M, c, ), Bopt denotes a base ofM of minimum chromatic price,  := (Bopt) and max is the
maximum price of a color involved in Bopt, then ˜max +  ln r(M).
Proof. Procedure 1 always returns a base ofM regardless of the choice of E in step 2. Indeed, assume by induction
that -Greedy (M/E, c, ) returns a base ofM/E. Since BE has been taken to be a base ofM|E in step 3, then BE∪
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-Greedy (M/E, c, ) is a base ofM. For the approximation guarantee, assume w.l.o.g. that E1 is the set contracted in
the ﬁrst recursion and that, more generally, the set contracted in the ith recursion is Ei . Tracing procedure Greedy, we
come to consider a sequence of matroidsM0 =M,M1 =M0/E1, . . . ,Mk =Mk−1/Ek . Clearly, ˜ =∑ki=1(Ei).
For i = 0, . . . , k − 1, let ri be the rank ofMi , let i be the rank of Ei+1 inMi and let i be the minimum chromatic
price of an optimal base inMi . Hence, ri+1 = ri − i . Moreover, i/(Ei)ri/iri/0 = ri/. Combining, we get
the recurrence ri+1ri(1 − (Ei)/). Iterating this recurrence,
rk−1
r0

k−1∏
i=1
(
1 − (Ei)

)

k−1∏
i=1
(
1 − 1

)(Ei)
=
(
1 − 1

)∑k−1
i=1(Ei)
follows. Since rk−11 and (1− 1/)e−1/, then∑k−1i=1(Ei) ln r0 =  ln r(M). We conclude that ˜= (Ek)+∑k−1
i=1(Ei)max +  ln r(M). 
We can now propose a ln r(M)-approximation algorithm, e.g. Algorithm 2, based on the above procedure.
Algorithm 2. Min--Base(M, c, ), where c is a coloring ofM,  is a pricing.
1. if r(M)7, then return an optimum base as found by exhaustive search;
2. for each color class E, let Bˆ := -Greedy (M/E, c, );
3. let  be a color for which (E) + (Bˆ) is minimum;
4. let B be any base ofM|E ;
5. return B ∪ Bˆ.
Theorem 2.2. Algorithm 2 is a ln r(M)-approximation algorithm for Problem 1.
Proof. Correctness and polynomiality of Algorithm 2 follow from correctness and polynomiality of Procedure 1. Let
˜ denote the chromatic price of the base returned by Algorithm 2 and  the chromatic price of an optimal base Bopt.
If r(M)7, then ˜= . Otherwise, assume r(M)8>e2 and let 0 be a color in c(Bopt) of maximum price. By the
choice of  in step 3, (E) + (Bˆ)(E0) + (Bˆ0). Therefore, by Lemma 2.1,
˜= (B ∪ Bˆ) = (E) + (Bˆ)(E0) + (Bˆ0)
= (E0) + -Greedy(M/E0 , c, )
(E0) + (E0) + (− (E0)) ln(r(M) − r(E0)) (∗)
< 2(E0) + (− (E0)) ln r(M)<  ln r(M).
Where Inequality (*) follows by Lemma 2.1 and by observing that Bopt \ E0 is a base ofM/E0 and that no color
involved in this base has price bigger than (E0) by the choice of 0. 
Now we consider the special case ()= 1 for every  ∈ c(F ). Here, the minimum chromatic price problem asks to
ﬁnd a matroid base with minimum chromatic number.
Problem 2. Given a colored matroid (M, c), ﬁnd a base B ofM for which (B) is minimum.
Procedure 1 and Algorithm 2 can be applied to Problem 2 and the following results are obtained as corollaries of
Lemma 2.1 and Theorem 2.2.
Lemma 2.3. Let ˜ be the chromatic number of the base returned by -Greedy(M, c, ) and  = min(M, c). Then
˜1 +  ln r(M).
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Theorem 2.4. Algorithm 2 is a ln r(M)-approximation algorithm for Problem 2.
The spanning trees of a graph G form the bases of its graphic matroidM(G) and the dual of this matroid has the
cotrees of G as bases. Hence, as a special case of Procedure 1, we obtain approximation algorithms both for spanning
trees and for cotrees (feedback sets), and, of course, for many other problems. Only the unweighted specialization for
trees of these results can be currently found in the literature. Indeed, Procedure 1 introduced above can be seen as the
natural generalization of an algorithm proposed by Chang and Leu [3] in 1997 as an heuristic for solving the MLST
problem. When n is the number of nodes of G, and G is connected, as we can always assume, then r(M(G)) = n − 1.
A performance guarantee in the form of an approximation ratio of 2 ln n + 1 was ﬁrst obtained by Krumke and Wirth
[10]. Always in the context of trees in undirected graphs, the approximation ratio was later improved to ln(n − 1) + 1
by Wan et al. [14]. The proofs in [10,14] are involved. Our analysis of Procedure 1 in a more general setting results in
a simpler proof which easily handles also the weighted case.
The approximation results of 2.2 and 2.4 are tight, as we cannot do any better even in the special case when  ≡ 1.
Compare against the following result.
Lemma 2.5. Let us restrict our attention to partition matroids. Unless NP ⊆ DTIME(nlog log n), parameter  cannot
be approximated within (1 − ) ln r(M) for any > 0. In particular, this negative result also holds for series–parallel
matroids and hence for graphic matroids of series–parallel graphs.
Proof. We reduce MINSETCOVER to a minimum label problem on the graphic matroid of a series–parallel graph. In a
generic instance ofMINSETCOVER, we are given a pair (Q,S), whereQ is a ﬁnite set of elements andS={S1, . . . , Sm}
is a family of subsets of Q. We are asked to ﬁnd a minimum size subfamilyS′ ofS such that every element in Q is
contained in at least one of the members ofS′. Consider the graph G = GQ,S on node set V = Q ∪ {v0} and having
an edge e with endpoints v0 and q and with label i if and only if q ∈ Si . Graph G has no further edges beyond those
introduced above, which is equivalent to say that all edges of G have one endpoint in v0. Hence G is a series–parallel
graph. LetM=M(G) be the graphicmatroid of the graphG constructed above. Notice thatM is a partitionmatroid.We
now prove that there is a 1, 1-correspondence between the feasible solutions to the instance (Q,S) of MINSETCOVER
and the bases ofM. It will also be clear that this 1, 1-correspondence preserves the objective function values.
Indeed, whereS′ is a subfamily ofS which covers Q, then the following set of edges
{e|such that S(e) ∈S′}
contains a spanning tree of G.
Conversely, let T be a spanning tree of G and let c(T ) be the set of labels involved in T. Then the subfamily{Si |i ∈
c(T )} covers Q. 
Series–parallel graphs are planar and their duals are also series–parallel. As a consequence, we obtain the above
stated non-approximability results both for spanning trees and for cotrees (feedback sets), and, of course, for many
other problems. Notice that the matroids and graphs in the above proof may have parallel elements (edges) but have
no elements in series. Hence, dualizing, we obtain the same inapproximability conclusions for spanning trees in
simple series–parallel graphs and for cotrees in series–parallel graphs without elements in series. Every non-trivial
series–parallel matroid must have either parallel elements or elements which are in series. For the case of spanning
trees in simple graphs without edges in series, the same inapproximability conclusions had been obtained in [14]. As
in our proof, the diameter of the graphs constructed is at most 2. Indeed, our construction is a close relative of the one
ﬁrst proposed in [14].
As seen above, the general matroid setting is useful since matroids are closed under a wide class of operations,
including duality and truncation. The following observation gives a further example.
Observation 2.6. Consider the following problem.
We are given an undirected graph G= (V ,E), a coloring c of E, and a natural k.We are required to ﬁnd a forest
F ⊆ E of G with |F |k, and such that |c(F )| is minimum.
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Our tight positive and negative approximability results apply also to the above problem, since it is well known that
whenM is a matroid and k is an integer, then the independent sets inM with cardinality at most k are the independent
sets of a second matroidMk , called the truncated matroid ofM.
2.1. Extension to weighted bases
Consider now the situation in which to every element e of the ground set is associated a weight w(e). The weight of
a subset F of E is then deﬁned as w(F) =∑e∈Fw(e).
Problem 3. Given a colored matroid (M, c), a pricing  : N → N, and a weighting w : E → N, ﬁnd a base B ofM
with w(B) = minB∈Bw(B) (or with w(B) = maxB∈Bw(B)), and for which (B) is minimum possible.
With reference to anordering e1, . . . , em of the elements inE, consider the sequenceof independent sets I0, I1, . . . , Im,
where I0 := ∅ and Ii := Ii−1∪{ei} if Ii−1∪{ei} is independent and Ii := Ii−1 otherwise. It is well known that, dealing
with matroids, Im will always be a base, i.e. an independent of maximum size. An ordering e1, . . . , em of the elements
of E is called non-decreasing (non-increasing) if w(ei)<w(ej ) implies i < j (i > j ). Rado’s theorem [5] states that
Im will always be a minimum (maximum) weight base if the ordering e1, . . . , em is non-decreasing (non-increasing).
Let  be any label in c(E). The ordering e1, . . . , em is called -non-decreasing (-non-increasing) if w(ei)<w(ej )
implies i < j (i > j ), whereas w(ei) = w(ej ) and c(ei) =  
= c(ej ) imply i < j . Procedure 4 takes as input a colored
and weighted matroid (M, c, w) and a label  and, among the minimum (maximum) weight bases, returns one with
maximum size intersection with E.
Note that, under the usual assumption of having an oracle to test independence inM, the polynomiality of Pro-
cedure 4 follows from that of Procedure 3. Moreover, the following lemma can be easily proved on the lines of
Lemma 2.1.
Procedure 3. MaxIntOptBase(M, c, w, ), whereM, c, w,  as said above.
1. let e1, . . . , em be an -non-decreasing (-non-increasing) ordering of E;
2. let I0 := ∅;
3. for i := 1 to m, if Ii−1 ∪ {ei} is independent then Ii := Ii−1 ∪ {ei};
otherwise Ii := Ii−1;
4. return Im.
Procedure 4. -OptGreedy(M, c, , w), whereM, c, , w as said above.
1. if r(M) = 0 then return ∅;
2. for each color class E,
let Bˆ := MaxIntOptBase(M, c, w, );
let Dˆ := Bˆ ∩ E;
3. let  be a color for which |Dˆ|(E) is maximum;
4. return Dˆ ∪ -OptGreedy(M/E, c, , w).
Lemma 2.7. Procedure 4 always returns a minimum (or maximum, as required) base of M. Moreover, where ˜
denotes the chromatic price of the base returned by -OptGreedy(M, c, , w), Bopt denotes a minimum (or maximum,
as required) base ofM of smallest chromatic price,  := (Bopt) and max is the maximum price of a color involved
in Bopt, then ˜max +  ln r(M).
Proof. The same proof as for Lemma 2.1 essentially applies. 
A ln r(M)-approximation algorithm for Problem 3 can now be derived fromAlgorithm 2 by substituting the call to
Procedure 1 with a call to Procedure 4.
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Algorithm 5. Min--OptBase(M, c, , w), whereM, c, , w as said above.
1. if r(M)7, then return an optimum solution as found by exhaustive search;
2. for each color class E, let Bˆ := -OptGreedy(M/E, c, , w);
3. let  be a color for which (E) + (Bˆ) is minimum;
4. let B be any base ofM|E ;
5. return B ∪ Bˆ.
Theorem 2.8. Algorithm 5 is a ln r(M)-approximation algorithm for Problem 3.
Proof. The same proof as for Theorem 2.2 essentially applies. 
Remark 2.9. The above approximation result is tight.
Proof. By Lemma 2.5 we cannot do any better even in the special case when w ≡ 1, i.e. when all bases are optimal
bases. (The bases of a matroid all have the same cardinality.) 
3. Maximizing the number of covered labels
We say that F ⊂ E involves a label  if F ∩ E 
= ∅, otherwise we say that F avoids . We say that F ⊂ E covers a
label  if E ⊆ F , otherwise we say that label  is uncovered by F. In this section, we characterize the approximability
of the following problem.
Problem 4. Given a colored matroid (M, c), ﬁnd a base B ofM which covers the maximum number of labels.
We also mention that the following problem is just an equivalent reformulation of Problem 2, under duality of
matroids.
Problem 5. Given a colored matroid (M, c), ﬁnd a base B ofM such that the number of labels uncovered by B is
minimum.
Indeed, whenM is a matroid, then the complements of the bases ofM are the bases of a second matroidM∗, called
the dual matroid ofM. The number of labels involved by a base B ofM is equal to the number of labels not covered by
the cobase B∗ := E\B. Hence, our whole analysis (positive and negative results) on the approximability of Problem
2 (“ﬁnd a base B which involves the minimum number of labels”) carries over to Problem 5 (“ﬁnd a base B∗ such
that the number of labels uncovered by B∗ is minimum”). This last (still equivalent) formulation asks for a base B∗
minimizing the functional
|c(E)| − number of labels covered by B∗.
It is here apparent that Problems 2 and 5 have a link with Problem 4 (“ﬁnd a base B maximizing the number of
labels covered by B”), although the above indicated correspondence is not approximation-preserving. An analogous
not approximation-preserving correspondence holds between NODECOVER and INDEPENDENTSET or, equivalently,
CLIQUE. We now study the approximability of Problem 4. We denote by (M, c) the maximum number of labels
covered by a base ofM. An example problem to which the analysis developed in this section applies is given in Section
6 (Application 4). We will restrict our attention to partition matroids.
Lemma 3.1. Unless NP = ZPP, parameter  cannot be approximated within |c(E)|1− for any > 0. Moreover, the
problem isAPX-hard even in case there are at most three elements in each color class. These negative results hold also
for series–parallel matroids and hence for graphic matroids of series–parallel graphs.
Proof. We reduce MAXIMUMSETPACKING, also known as MAXIMUMHYPERGRAPHMATCHING to our problem. In a
generic instance of MAXIMUMSETPACKING, we are given a pair (Q,S), where Q is a ﬁnite set of elements and
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S= {S1, . . . , Sm} is a family of subsets of Q. We are asked to ﬁnd a maximum size subfamilyS′ ofS such that the
members ofS′ are all disjoint, that is, every element in Q is contained in at most one member ofS′.
In [1], it was shown that MAXIMUM HYPERGRAPH MATCHING is equivalent to INDEPENDENT SET (to an independent
set I ⊆ V (G) corresponds a family of disjoint stars {(v) : v ∈ I }) and hence it is not approximable within |S|1− for
any > 0, unless NP = ZPP, by the results in [7].
Given an instance (Q,S) of MAXIMUMSETPACKING, consider the partition matroidM= (E,B) whose ground set
E consists of those pairs (q, i) such that q belongs to Si and where two pairs (q1, i) and (q2, j) belong to the same
partition if and only if q1 = q2. As for the labels, c((q, i)) = i.
We now show how to go from a feasible solution of the instance (Q,S) of MAXIMUMSETPACKING to a feasible
solution of the instance (M, c), and vice versa, always preserving the objective function value.
Indeed, whereS′ is a subfamily of disjoint members ofS, then the following set
{(q, i)|such that Si ∈S′}
is an independent ofM which covers |S′| colors, and can be trivially extended to a base ofM which covers at least
|S′| colors.
Conversely, let B be a base ofM and let c(T ) be the set of labels involved in T. Then the subfamily {Si |i ∈ c(T )}
covers Q.
For the APX-hardness result, in [8] it was shown that the problem MAXIMUM h-SETPACKING, i.e. the variation of
MAXIMUMSETPACKING in which the cardinality of each set in S is bounded from above by a constant h, is APX-
complete already for h = 3. 
Most of the matroids that we encounter in the applications are representable. (We refer to [12,13] for the notion of
representable matroid).
Lemma 3.2. For general matroids, in case the size of each color class is bounded by h, then can be h-approximated.
For h = 2, and only for representable matroids, then  can be computed in polynomial time.
Proof. The following algorithm delivers an h-approximation in case the size of each color class is bounded by h.
(1) Start with B := ∅; (2) until there exists a color class Ei disjoint from B and such that B ∪ Ei is independent,
then set B := B ∪ Ei ; (3) ﬁnally, extend the independent B to any base.
To see why the above algorithm delivers an h-approximation, consider that whenever an Ei is added to B in step
2, then the number of labels covered by B increases by 1, whereas the maximum number of labels covered by a base
containing B decreases at most by h − 1.
When h = 2, the problem can be reduced to a matroid matching problem as follows. First, we can assume that
|Ei |=2 holds for every color class Ei by simply enlarging each color class of size 1 with the addition of a new element
independent from all others (a loop in the dual). Since every base of the matroid obtained clearly contains the set E of
added elements, and since E ∪ B is a base in the extended matroid if and only if B is a base in the original one, then
there is a 1, 1-correspondence between the bases of the original matroid and the bases of the new one, and this ﬁrst
reduction preserves the objective function value. Assume therefore that |Ei |= 2 holds for every color class. The theory
of matroid matching (see [13]) tells us that, whenever the matroid is representable, then we can ﬁnd an independent
set I containing a maximum number of color classes. Any base that contains I is an optimal solution to Problem 4. 
In Section 5, we study weighted versions of this problem in case the size of each color class is bounded by h and
give constant ratio approximation algorithms in a wider setting which includes as a special case k matroid intersection.
4. Maximizing the chromatic number
Given a colored matroid (M, c), ﬁnding a base B maximizing (B) can be easily reduced to a matroid intersection
problem. (Find a maximum common independent set I ofM and of the partition matroid having as classes the color
classes of (M, c). Then, extend I to a base ofM).
When the matroids on the groundset E are two, sayM1 andM2, then the problem is APX-hard even ifM1 andM2
are restricted to be partition matroids, since we can easily embed 3-DIMENSIONAL MATCHING in this formulation. Even
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the problem of ﬁnding any common independent set (non-necessarily one of maximum cardinality), that involves the
highest number of colors, remains APX-complete (this is essentially a 3-DIMENSIONAL MATCHING problem). When
the matroids on the groundset E are three, then already ﬁnding a maximum common independent set, regardless of
the colors, is APX-complete (this is precisely a 3-DIMENSIONAL MATCHING problem). For k3, we must hence give
up returning maximum common independent sets. Not much more is lost, however. When the matroids are k, say
M1, . . . ,Mk , we propose Algorithm 6 to ﬁnd a common independent set (non-necessarily a maximum cardinality
one) with high number of colors involved.
Algorithm 6. Max--CommonInd(M1, . . . ,Mk, c), whereM1, . . . ,Mk are matroids on a common ground set E, c
is a coloring.
1. remove all elements of E which are loops in someMi ;
2. if E is empty, return ∅;
3. else let e be any element of E and let E be its color class;
4. return {e}∪ Max--CommonInd(M1/{e}\E, . . . ,Mk/{e}\E, c).
Lemma 4.1. Algorithm 6 is a k-approximation algorithm.
Proof. Let I be an optimal solution and let I ′ be a maximal subset of I whose elements have all distinct colors. Thus,
I ′ ⊆ I and |I ′|=c(I ′)=c(I ). Let C be the common independent set returned byAlgorithm 6. Note that C is a maximal
common independent set with all elements of different colors. Let c1, . . . , cT be the elements in C numbered according
to the order in which they have been added to C, recursion after recursion. In order to prove this lemma, we will analyze
an exchange sequence that obtains C from I ′. Construct a set sequence I 0, I 1, . . . , I T having the following properties:
(1) I 0 = I ′;
(2) for every t, I t is independent in eachMi ;
(3) for every t, {c1, . . . , ct } ⊆ I t ;
(4) for every t, |I t−1| |I t | − k + 1;
Indeed, for t = 1, 2, . . . , T , the set It can be iteratively obtained as follows. If ct ∈ I t−1 then I t = I t−1 will work.
Otherwise, for i = 1, 2, . . . , k, let eti be any element in I t−1 such that I t−1 ∪ {ct }\{eti } is independent inMi . Note that
such an element must exist since I t−1 is independent inMi . At this point I t = I t−1 ∪ {ct }\{et1, . . . , etk} will work.
Note that C = IT , therefore we have
c(I ) = c(I ′) = |I ′| = |I 0| |IT | + (k − 1)T = |C| + (k − 1)|C| = k|C| = kc(C). 
The above algorithm can be easily extended to the case where we are also given a pricing  : N → N of the colors
(in line 3 choose any e in E such that ({e}) is maximum). We do not enter into this here since in the next section we
offer a generalization of the above simple ideas in a wider setting.
5. Systems of independence
A system of independence, SI, is a pair (E,F), where E is a ﬁnite set of elements andF is a family of subsets of
E such that F ′ ∈F whenever there exists a superset F of F ′ with F ∈F. The sets inF are called independent sets.
Examples of SIs are the matchings or the independent sets of a graph. Also the independents of a matroid describe an
SI. For any natural k, we consider SIs (E,F) with the following property, named the k-for-1 property.
Property 5.1 (k-for-1 property). An SI (E,F) has the k-for-1 property if for any independent set F ∈ F and any
subset F ⊂ F and any e ∈ E such that F ∪ {e} is independent, there exists an independent F ′ ∈ F with F ∪ {e} ⊆
F ′ ⊆ F ∪ {e} and with |F ′| |F | − k + 1.
Example 6. An SI is a matroid if and only if it has the 1-for-1 property.
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Example 7. The matchings of an arbitrary graph have the 2-for-1 property.
Example 8. Given k matroidsM1, . . . ,Mk on a common ground set E, the family of their common independents
form an SI with the k-for-1 property.
Proof. Let F be a subset of E which is an independent for eachMi . Let F be any subset of F. Let e be any element
in E and assume that F ∪ {e} is independent for each Mi . Then, for every i = 1, . . . , k, there exists an element
ei ∈ F\F such that F ∪ {e}\{ei} is independent forMi . We hence deﬁne F ′ := F ∪ {e}\{e1, . . . , ek}. Notice that
F ∪ {e} ⊆ F ′ ⊆ F ∪ {e} and |F ′| = |F | − k + 1. 
Assuming the existence of a polynomial time oracle which tells whether any given F ⊆ E is independent or not, the
following greedyAlgorithm 7, ﬁrst proposed by Korte andVygen [9], is a polynomial time algorithm which returns an
independent set F such that |F | |F ′|/k for every independent F ′ ∈F.
Algorithm 7. MaxCardInd(E,F), where (E,F) has the k-for-1 property.
1. F := ∅;
2. while there exists e ∈ E\F such that F ∪ {e} ∈F,
F := F ∪ {e};
3. return F.
As a matter of fact, forAlgorithm 7 to meet its performance guarantee, the following weaker property would sufﬁce.
Property 5.2 (Weak k-for-1 property). An SI (E,F) has the weak k-for-1 property if for any independent set F ∈F
and any subset F ⊂ F and any e ∈ E such that F ∪ {e} is independent, there exists an independent F ′ ∈ F with
F ∪ {e} ⊆ F ′ and with |F ′| |F | − k + 1.
However, Property 5.1 is needed in its full by the algorithms described later in this section. In describing these
algorithms, we ﬁnd it convenient to use Algorithm 7 as a subroutine. The kernel of Algorithm 7 is hence rewritten in
the following greedy Procedure 8, which receives as an extra input an independent ofM.
Procedure 8. GreedyComplete(E,F, F ), where (E,F) has k-for-1 property, F ∈F.
1. while there exists e ∈ E\F such that F ∪ {e} ∈F,
F := F ∪ {e};
2. return F.
Fact 5.1 (Korte and Vygen [9]). Let (E,F) be an SI with the weak k-for-1 property. Let Fmax be a maximum size
independent inF and F0 be any independent inF. Then GreedyComplete(E,F, F0) returns an independent F ∈F
such that |F | |Fmax|/k.
Proof. Korte and Vygen showed that |F | |Fmax|/k holds for any maximal independent set F. They showed this in
the setting of k matroid intersection, but their arguments (same exchange arguments as in the proof of Lemma 4.1) are
based only on the weak k-for-1 property. 
Consider a triple (E,F, c) where (E,F) is an SI and c is a coloring of E. Let  : N → N be a pricing of the
colors. The chromatic price of a subset F of the groundset E is deﬁned as in previous sections. Assuming the existence
of a polynomial time oracle which tells whether any given set F ⊆ E is independent or not, the following efﬁcient
Algorithm 9 returns an independent set F such that |F | |F ′|/k and (F )(F ′)/k for every independent F ′ ∈F.
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Algorithm 9. MaxChromPrice(E,F, c, ), where (E,F) has the k-for-1 property.
1. let F := ∅;
2. while ∃e ∈ E with c(e) /∈ c(F ) and such that F ∪ {e} ∈F,
take such an element e with maximum (e);
F := F ∪ {e};
3. return GreedyComplete(E,F, F ).
Theorem 5.2. Algorithm 9 returns an independent set F such that |F | |F ′|/k and (F )(F ′)/k for every inde-
pendent F ′ ∈F.
Proof. The fact that |F | |F ′|/k follows from the call to GreedyComplete at step 3. The fact that (F )(F ′)/k
is essentially due to the strong k-for-1 property and can be proved through exchange arguments and by means of an
invariant as in the proof of Lemma 4.1. 
Assume now to be interested in the parameter (E,F, c, ) := maxF∈F
∑
E⊆F(E). The following variation of
Algorithm 9, e.g. Algorithm 10, returns an hk-approximation of (E,F, c, ) when (E,F) has the k-for-1 property
and in case the size of each color class is bounded by h.
Algorithm 10. Max--IS (E,F, c, ), where (E,F) has the k-for-1 property.
1. let F := ∅;
2. while ∃ /∈ c(F ) such that F ∪ E ∈F,
take such an  with maximum (E);
F := F ∪ E;
3. return GreedyComplete(E,F, F ).
Theorem 5.3. Algorithm 10 returns an independent set F such that |F | |F ′|/k and ∑E⊆F(E)
(1/hk)
∑
E⊆F ′(E) for every independent F ′ ∈F.
Proof. The fact that |F | |F ′|/k follows from the call to GreedyComplete at step 3. The fact that ∑E⊆F(E)
(1/hk)
∑
E⊆F ′(E) is essentially due to the strong k-for-1 property and can be proved through exchange arguments
and by means of an invariant as in the proof of Lemma 4.1. 
Procedure 11 will be the kernel of a polynomial time algorithm to ﬁnd an independent set F such that |F | |F ′|/k
and (F )(F ′) ln |F ′| for every F ′ ∈ F. In the description of the procedure we have introduced a new element of
notation. More precisely, where (E,F) is an SI and E′ is a subset of E, thenFE′ = {F ∩ E′ : F ∈F}.
Procedure 11. -GreedyIS(E,F, c, ), where (E,F) has the k-for-1 property.
1. let F := ∅;
2. while F is not a maximal independent;
3. for each  in c(E)\c(F ), let F := GreedyComplete(E ∪ F,FE∪F , F );
4. take an  in c(E)\c(F ) maximizing |F|−|F |(E) ;
5. F := F;
6. return F.
Lemma 5.4. Procedure 11 always returns a maximal independent F of (E,F). Moreover, where Iopt denotes an
independent of smallest chromatic price,  := (Iopt), ˜ := (F ) and max is the maximum price of a color involved
in Iopt, then ˜max +  ln r(M).
Proof. The fact that Procedure 11 always returns a maximal independent follows by the test at step 2. The fact that
the procedure terminates follows from the fact that at least one element is added to F at every iteration of loop 2–5. As
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for the approximation guarantee, the same proof as for Lemma 2.1, but with reference to the strong k-for-1 property,
essentially applies. 
An approximation algorithm based on Procedure 11 can now be derived as done in Algorithm 2. Before doing this,
we must modify Procedure 11 by removing step 1 and by adding F among the parameters of the procedure. The new
version of the procedure is called -GreedyIS(E,F, c, , F ), e.g. Algorithm 12.
Algorithm 12. Min--IS(E,F, c, ), where (E,F) has the k-for-1 property.
1. if maxF∈F|F |7, then solve by exhaustive search and return an optimum;
2. for each color class E,
let F := GreedyComplete(E,FE,∅);
let Iˆ := -GreedyIS(E,F, c, , F);
3. let  be a color for which (Iˆ) is minimum;
4. return Iˆ.
Theorem 5.5. Algorithm 12 returns a maximal independent set F such that |F | |F ′|/k and (F )(F ′) ln |F ′| for
every F ′ ∈F.
Proof. By Lemma 5.4, Algorithm 12 always returns a maximal independent F of (E,F). By the observation of Korte
and Vygen [9], |F | |F ′|/k for every F ′ ∈F follows from the fact that F is maximal independent. As for the second
approximation guarantee, the same proof as for Theorem 2.2 essentially applies. 
6. Selected applications
In this section, we present a few selected applications which offer a ﬂavor of the range of problems whose approx-
imability is characterized as a consequence of the results given in this paper.
Application 1. Consider the following problem.
We are given an undirected (directed) graph G = (V ,E) and a weighting of the arcs w : E → R. Assume w
takes only strictly positive values. We are also given a coloring c of E, and a node v0 of V . We are required to
ﬁnd a shortest paths tree T rooted at v0, such that (T ) is smallest possible.
Here we show that our results in Sections 2 also apply to the above problem.Assume G is a directed graph and let T be
any shortest path tree of (G,w). For every node v in V, T contains a unique path Pv0,v directed from v0 to v. To every
node v in V, we associate the value d(v) = w(Pv0,v), which corresponds to the distance from v0 to v if the weights
speciﬁed by w are thought of as lengths or costs of traversal. Denote by E the set of those arcs which belong to at least
one shortest path tree of (G,w). Notice that for every arc (u, v) ∈ E we have that d(v)− d(u)w((u, v)). Moreover,
an arc (u, v) ∈ E belongs to E if and only if d(v) = d(u) + w((u, v)). We call such an arc (u, v) v-critical. Notice
that a subset of E forms a shortest path tree of (G,w) if and only if it contains precisely one v-critical arc for every
node v ∈ V \{v0}. Therefore, whereM(G,w)is the partition matroid on E such that, for every E′ ⊆ E, r(E′) equals
the number of nodes which are heads of at least one arc in E′, then our problem asks for ﬁnding a base B ofM(G,w)
minimizing (B). Therefore the problem is an instance of problem 2 and the approximation of 2.3 applies. The case of
G undirected can be dealt with in perfect analogy.
Application 2. Consider the following problem.
We are given an integer k and m ﬁnite families of vectors in Rn. Let E1, . . . , Em be such families, where
Ei = {e1i , . . . , erii } and eji ∈ Rn for i = 1, . . . , m and j = 1, . . . , ri . We want to generate a space of dimension at
least k by picking generators out from a minimum number of families among E1, . . . , Em.
The problem consists in ﬁnding an independent set of cardinality k, that is a base of the matric matroid truncated at k.
Assign different colors to families E1, . . . , Em and we have an instance of problem 2. The approximability result of
2.3 applies.
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Application 3. Consider the following problem.
We are given a set of jobs. Each job can beprocessed by several machines, say m= 1, . . . ,M . For every machine
m, the maximum number of jobs that m can perform at the same time is speciﬁed. A cost (m) is also speciﬁed
for every machine. This corresponds to the cost of turning m on. We want to perform the maximum number of
jobs while involving the set of machines of minimum total cost.
Of every machine m, take as many copies as the number of jobs m can perform and give to all these copies a common
color (with cost equal to the cost of involving m). Consider the bipartite graph jobs/copies of machines, where job j
is adjacent to copies of machines which can perform j. Note that the cardinality of a matching in this bipartite graph
equals the number of jobs it covers. So we let E be the set comprising all the copies of all machines. A base of the
transversal matroid onE deﬁned by the above bipartite graph corresponds to amaximummatching, hence to amaximum
collection of jobs which can be performed at the same time. Moreover, minimizing the chromatic price involved by
a base corresponds to minimizing the price of the machines actually involved. Then if we apply Procedure 1, the
approximation of 2.1 is guaranteed.
Application 4. Consider the following problem.
We are given a set E of jobs that must be assigned to a set of M machines. Each job takes the same time, say
one hour, to be completed on every machine. Different machines can complete different sets of jobs. Jobs are
clustered into groups and a penalty is paid if all jobs of the groups are not completed after one hour.
Consider the bipartite graphs jobs-machine, where arcs (i, j) state that job i ∈ E can be performed by machine j ∈ M .
A feasible schedule is an independent set of the transversal matroid deﬁned on E. Assign different colors to every group
of jobs and deﬁne the price of colors as the penalty to be paid. Then minimizing the sum of penalties consists in ﬁnding
a base such that the number of uncovered labels is minimum, that is an instance of Problem 5.
7. Final remarks
The Minimum Label Spanning Tree problem, but also its generalization to matroids proposed in this paper, are
special cases of the problem of ﬁnding a feasible solutions to a combinatorial optimization problem having minimum
chromatic number. Other problems in the same chromatic vein can be found in [2].
We end this paper by listing a few open problems.
1. We have not been able to characterize the approximability of the following problem.
Problem 9. We are given two matroids, sayM1 = (E,B1) andM2 = (E,B2) on a common ground set E. We are
also given a coloring c of E. Among the maximum common independent sets ofM1 andM2, we want to ﬁnd one of
minimum chromatic number.
A prototypical example problem to which the above required characterization would apply is the following: given a
bipartite graph with colors on the edges, ﬁnd a maximum matching involving the smallest number of colors.
We really do not know much about the approximability of this problem, we only know that MINSETCOVER can be
reduced to it, so it is not in APX. We brieﬂy sketch the proof. Given an instance (Q,S), where Q is a ﬁnite set of
elements, consider the bipartite graph G= (U, V ;E) where U =Q, V = {(q, S) : q ∈ S} and E = {(q, (q, S))}. Here
the color assigned to edge (q, (q, S)) is S.
2. Also the approximability of the following remains open.
Problem 10. We are given two matroids, sayM1 = (E,B1) andM2 = (E,B2) on a common ground set E. We are
also given a coloring c of E. Among the maximum common independent sets ofM1 andM2, we want to ﬁnd one of
maximum chromatic number.
3. Consider the case when more colors are given to a same element of the ground set E, and (F ), for any F ⊆ E,
denotes the number of colors which are assigned to at least one element in F. How well can we now approximate the
parameter min(M, c) = min{(B) : B ∈ B}?
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4.What canwe say if every element has atmost a constant number (say 2) of colors? Couldmatroidmatching possibly
provide a framework for the investigation of some chromatic problems in the spirit of the ones here discussed?
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