Keywords Degree/diameter problem · Moore bipartite bound · Moore bipartite graphs, defect · Dickson polynomials of the second kind
Introduction
The ever increasing need for the design of interconnection networks has motivated the study of large graphs of given maximum degree and diameter. While the modelling of a network by such graphs does not take into account implementation factors of the network, it does provide an effective means of abstraction to study many relevant network properties [6, 9, 12, 19, 20] .
Since the features of an interconnection network depend considerably on the particular application, it is then understandable that many interpretations about the "optimality" of a network coexist. One possible interpretation is presented as follows; see [9, p. 18] , [12, p. 168] , and [19, p. 91 ].
An optimal network contains the maximum possible number of nodes, given a limit on the number of connections attached to a node and a limit on the diameter of the network. This interpretation is encapsulated by the so-called degree/diameter problem [15] , which can be stated as follows. Non-trivial Moore graphs (that is, those with Δ ≥ 3 and D ≥ 2) exist only for diameter 2, in which case their degree is 2, 3, 7 or possibly 57; see [15] .
In the design of interconnection networks with bidirectional communication channels, networks subject to further topological restrictions have been also widely considered, for instance, planar networks and bipartite networks [6, 19] . Planar graphs are universally used as topologies in the design of printed circuits, such as VLSI circuits [19, 20] , while bipartite graphs model several interconnection networks, such as the mesh and the hypercube [9, 19] . In this paper, henceforth we consider bipartite networks.
It is not difficult to see that the degree/diameter problem can be reformulated to consider only graphs of a given class. For instance, the degree/diameter problem for bipartite graphs [15] can be stated as follows. 
A bipartite graph of maximum degree Δ, diameter D and order M b Δ,D is called a Moore bipartite graph. Moore bipartite graphs are necessarily regular of degree Δ, and have turned out to be very rare. They exist only when the diameter is 2, 3, 4 or 6 [15, 17] , and in the cases of D = 3, 4 and 6, they have been produced only for those values of Δ such that Δ − 1 is a prime power [3, 15] .
With the exception of N b Conditions for under which a bipartite (Δ, D, − )-graph must be regular of degree Δ were established in [8] , and one of them is stated below. In this paper we analyze the case of defect 2. Since bipartite (2, D, −2)-graphs must be paths of length 2D − 3, with the exception of D = 3 they clearly do not exist for D ≥ 2. In the case of D = 3 the path of length 3 is the only such graph.
When Δ ≥ 3, bipartite (Δ, 2, −2)-graphs need not be regular; they are the complete bipartite graphs with partite sets of orders Δ and Δ−2. In the following, assume Δ ≥ 3 and D ≥ 3.
Concerning bipartite (Δ, D, −2)-graphs, the paper [8] considered bipartite (Δ, 3, −2)-graphs, deriving some necessary conditions for their existence, and proving the uniqueness of the two known bipartite (Δ, 3, −2)-graphs (both graphs are depicted in Fig. 1 ). Results about bipartite (Δ, D, −2)-graphs for Δ ≥ 3 and D ≥ 4 were first obtained in [7] , where it was proved that the eigenvalues other than ±Δ of such graphs are the roots of the polynomials H D−1 (x) ± 1, with H D−1 (x) being the Dickson polynomial of the second kind with parameter Δ − 1 and degree D − 1 [14] . Moreover, [7] provided some necessary conditions for the existence of bipartite (Δ, D, −2)-graphs, ruled out the existence of bipartite (Δ, D, −2)-graphs for all This paper is a follow-up of [7] . Here we prove the aforementioned conjecture by settling the non-existence of bipartite (Δ, D, −2)-graphs for all Δ ≥ 3 and all D ≥ 6. In our proof we are influenced by the reasoning used in the proofs of the non-existence of Moore graphs for Δ ≥ 3 and D ≥ 3 [1] , the non-existence of regular graphs of degree Δ ≥ 3, even girth g ≥ 8 and order M b Δ,g/2 + 2 [5] , and the non-existence of regular graphs of degree Δ ≥ 3, odd girth g ≥ 5 and order M Δ,(g−1)/2 + 1 [2] . We first prove that the multiplicities of the eigenvalues of a hypothetical graph satisfy certain inequalities, and based on these inequalities, we derive that certain sums of two eigenvalues must be integer. But, from another point of view, we can prove that those sums must be in the open interval (0, 1), and thus arriving at a contradiction.
As a consequence, for Δ ≥ 3 and D ≥ 4 whenever there exists no Moore bipartite graph, it follows that
It is worth acknowledging that some of the computations in the paper were performed with the help of the software Wolfram Mathematica ® [18] .
Preliminaries
The terminology used in this paper is standard and consistent with that employed in [4] .
The set of edges in a graph Γ joining a vertex
Let Γ be a bipartite graph of diameter D, and uv an edge of Γ . Also, for 0 ≤ i ≤ D − 1 define the sets U i and V i as follows:
The decomposition of Γ into the sets U i and V i is called the standard decomposition for a graph of even girth with respect to the edge uv [5] .
Since Γ is bipartite, the sets U i and V Proof Consider the standard decomposition for Γ with respect to the edge uv. Suppose that there are at least two edges joining vertices at U D−2 to vertices at
This argument shows the existence of the unique cycle C u , which contains u and x.
We call the unique vertex on C u at distance D − 1 from u the repeat of u, and we denote it by rep(u). From now on set r = g(Γ )
Therefore, we have the following lemma.
The fact that rep is an automorphism of Γ was proved in [8] . The permutation matrix associated with rep is called the defect matrix of Γ and plays an important role in the study of the structure of Γ (see [7] ).
In [7] it was proved that the eigenvalues of Γ , other than ±Δ, satisfy (1).
Theorem 2.1 [7] If θ( = ±Δ) is an eigenvalue of the adjacency matrix
where ε = ±1.
The polynomials H r (x) satisfy Recurrence Equation (2) [7, 17] , and as noted in [7] , they are the Dickson polynomials of the second kind with parameter Δ − 1 and degree r [14] .
The roots of H r (x), obtained in [17] , are 2
For the rest of the paper let s = √ Δ − 1. Now we make the change of variable ϕ = iπ−α r+1 , as suggested in [2, 5] . Then, by using (3), equation (1) transforms into the following function in α.
. Therefore, by substituting r for r + 1 in Lemma 3.3 from [5] , we obtain the following result (the bounds for α are derived from the proof of Lemma 3.3).
Lemma 2.2 (Modification of Lemma 3.3 from [5]) For either value of
and consequently
By Theorem 2.1 and Lemma 2.2, it follows that the polynomial
has only simple roots and is a multiple of the minimal polynomial of Γ .
From (2) and (3) we obtain the following assertion.
Proposition 2.2 The roots of the polynomial
ψ(x) = (x 2 − Δ 2 )(H r (x) − 1)(H r (x) + 1
) are symmetric with respect to 0, that is, θ is a root of ψ(x) if, and only if, −θ is a root of ψ(x).
Proof Suppose r is even. Then, from (2) and (3) it follows that H r (−x) = H r (x), that is, θ is a root of H r (x) − ε if, and only if, −θ is a root of H r (x) − ε, where ε = ±1. Suppose r is odd. Then, from (2) and (3) it follows that H r (−x) = −H r (x), that is, θ is a root of H r (x) − ε if, and only if, −θ is a root of H r (x) + ε, where ε = ±1.
Multiplicities of eigenvalues
In this section we compute the multiplicities of the eigenvalues different from ±Δ of Γ . First some lemmas and some definitions are needed. 
is the multiplicity of θ as an eigenvalue of M, and so is rational, where tr(M) stands for the trace of M.
Let G be a Moore bipartite graph of degree Δ and diameter D (and of girth 2D), and let B D be the (D + 1) × (D + 1) intersection matrix of G. Then, the matrix B D is defined as follows; see [4, p. 182] . Recall that the number of closed walks of length q in Γ is given by tr(A q ). 
where H r (x) is the derivative of H r (x), ε = ±1 and H r (θ ) − ε = 0.
Proof To compute the multiplicity of an eigenvalue θ of Γ , we follow the method suggested in [2] . Consider = n ψ θ (B r+1 ) 0,0 + 2θ
is the minimal polynomial of B r+1 (see [17] ), we have
We are now interested in finding a recurrence relation for the expression Since −1 ) ) 0,0 , and setting l i+1 = (L i+1 (B i+1 ) ) 0,0 , we have the desired recurrence relation
Hence, we obtain that l i+1 = (Δ − Δ 2 )H i−1 (θ ) for i ≥ 1, and the theorem follows, that is,
Multiplicities as functions of cos ϕ
Next we express m(θ ) with θ = −2s cos ϕ as a function of cos ϕ. But before, we define the following functions f (z) and g(z).
These functions will receive some attention from now on.
Lemma 3.4 For either value of ε, if we set
where f and g are defined as above.
Proof By (3), we have By (4) 
we obtain the desired formula
Proof It is not difficult to see that for |z| < 1, we have f (z) > 0. To see that g(z) > 0 for |z| < 1, we multiply both the numerator and the denominator of g(z) by s r . Then,
In the last expression of g(z) we can readily see that, for |z| < 1, g(z) > 0. Therefore, setting θ i = −2s cos ϕ i with i = 1, . . . , r for either value of ε, it follows that m(θ i ) > 0. Thus, θ i is an eigenvalue of Γ .
Properties of the functions f and g
In the previous section we expressed the multiplicity of an eigenvalue θ of Γ by means of certain functions f and g. In this section we obtain several properties and relationships between these functions. Proof To prove that g(z) is monotonic increasing (decreasing) for |z| < 1, it suffices to show that g (z) is positive (negative) along the interval.
From the expression of g (z), we can verify that g (z) is negative for Δ = 3, 4 and r ≥ 5, while it is positive for Δ ≥ 5 and r ≥ 5.
Lemma 4.3
If cos ϕ 2 < −cos ϕ r and r ≥ 5, the following relationships between the functions f and g hold.
with the exception of the pairs (Δ, r) = (3, 5), (3, 6) , (3, 7) , and (3, 8) ; and
2 ) and τ < ϕ 2 (since cos ϕ 2 < −cos ϕ r = cos τ ).
From the expression of f (cos ϕ), we have (since r ≥ 5), and since | sin x| ≤ |x| for all x ∈ R, we have
Proof of Claim (i) From the expression of g(z), we obtain
Therefore, considering (7) and (8), it suffices to show that, for Δ = 3, 4 and r ≥ 5, with the exceptions of the pairs (Δ, r) = (3, 5), (3, 6) , (3, 7) , and (3, 8) , the following inequality holds:
or equivalently that
Indeed, using s = √ Δ − 1, for Δ = 3 and r ≥ 9 we have Thus we obtain the claim.
Proof of Claim (ii) It is proved analogously to Claim (i). A complete proof of this claim can be found in [16, p. 112 ].
This completes the proof of the lemma.
Main result
In this section we prove the main result of this paper (Theorem 5.1).
Theorem 5.1 Bipartite (Δ, D, −2)-graphs for Δ ≥ 3 and D ≥ 6 do not exist.
To prove the theorem we prepare two more lemmas, and some definitions. Henceforth, let λ 1 < λ 2 < · · · < λ r be the roots of H r (x) − 1 = 0, and let ρ 1 < ρ 2 < · · · < ρ r be the roots of H r (x) + 1 = 0. Consequently, it suffices to prove that, for any pair (Δ, r) other than (3, 5) , (3, 6) , (3, 7) , (3, 8) , follows from Lemma 4.3(i), and thus, m(λ 1 ) < m(λ i ).
Proof of Claim (iii) It is proved similarly to Claim (ii) using Lemma 4.3(ii). A complete proof of this claim can be found in [16, p. 119 ].
Next we rule out the pairs (Δ, r) not covered in the previous lemma, that is, (3, 5) , (3, 6) , (3, 7) and (3, 8) . 
Considering the eigenvalue θ = √ 3, we have m(
3 , a contradiction. Thus, there are no bipartite (3, 7, −2)-graphs, and the lemma follows. [7] , so we can assume D = r + 1 ≥ 6. By Lemma 5.2, we can additionally assume that for Δ ≥ 3 and r ≥ 5, the pair (Δ, r) is different from (3, 5) , (3, 6) , (3, 7) or (3, 8) .
Suppose r is odd. By Lemma 5.1(ii) and (iii), we have m(λ 1 ) = m(λ i ) and m(λ r ) = m(λ i ) for i = 2, . . . , r − 1. Therefore, λ 1 and λ r are either conjugate quadratic irrationals or integers, 1 and thus, λ 1 + λ r ∈ Z. Then the next interesting case occurs when = 4. In this case each vertex of Γ has two repeats, and consequently, the defect matrix can be considered as a direct sum of circulant matrices. Therefore, the spectrum of the defect matrix is not specified as in the case of defect 2, thereby making it difficult to apply the same approach to this case.
In general we believe that the following conjecture holds. However, we feel that to make a breakthrough in its proof or disproof, new techniques are required. 
