We perform a series of two-dimensional radiation-hydrodynamic simulations of the collision between supernova ejecta and circumstellar media (CSM). The hydrodynamic interaction of a fast flow and the surrounding media efficiently dissipates the kinetic energy of the fast flow and considered as a dominant energy source for a specific class of core-collapse supernovae. Despite some observational evidence for aspherical ejecta and/or CSM structure, multi-dimensional effects in the ejecta-CSM interaction are relatively unexplored. Our numerical simulations equipped with an adaptive mesh refinement technique successfully reproduce hydrodynamic instabilities developing around the ejecta-CSM interface. We also investigate effects of disk-like CSM on the dynamical evolution of supernova ejecta and bolometric light curves. We find that emission powered by ejecta-disk interaction exhibits significant viewing angle dependence. For a line of sight close to the symmetry axis, the observer directly sees the supernova ejecta, leading to a short brightening timescale. For an observer seeing the emission through the CSM disk, thermal photons diffuse throughout the CSM and thus the light curve is severely smeared out.
INTRODUCTION
It is firmly believed that the circum-stellar media (CSM) play important roles in stellar explosions. Massive stars are thought to produce CSMs by shedding a part of their envelopes via several mechanisms, e.g., stellar winds and binary interactions. When a massive star undergoes the gravitational collapse of the iron core, a core-collapse supernova (CCSN) happens and its bright emission illuminates the surrouding media. CCSNe showing observational signatures of hydrogenrich CSMs are commonly found in SN surveys and they make up a special spectral class, known as type IIn SNe (Schlegel 1990; Filippenko 1997; Smith 2017; Blinnikov 2017) . Type IIn SNe are defined as SNe showing narrow emission/absorption line features superposed on commonly found broad P-Cygni profiles, thereby indicating the presence of slowly moving gas ahead of the fast SN ejecta. They constitute a non-negligible fraction of CC-SNe (∼ 7%, e.g., Li et al. 2011; Smith et al. 2011; Shivvers et al. 2017) . The well-studied examples include SN 1988Z (Stathakis & Sadler 1991; Turatto et al. 1993; van Dyk et al. 1993; Chugai & Danziger 1994; Aretxaga et al. 1999 ), 1998S (Fassia et al. 2000 (Fassia et al. , 2001 Leonard et al. 2000) , and 2010jl (Patat et al. 2011; Stoll et al. 2011; Zhang et al. 2012; Fransson et al. 2014; Ofek et al. 2014a ). The ejecta-CSM collision can efficiently dissipate the kinetic energy of the ejecta and release the dissipated energy as bright thermal radiation. Therefore, the ejecta-CSM interaction is considered as a dominant power source for luminous SNe like SN 2006gy (Ofek et al. 2007; Smith et al. , 2010a .
Theoretical studies on the ejecta-CSM interaction have been conduced extensively in both analytical and numerical ways (e.g., Chevalier 1982a,b; Chevalier & Fransson 1994; Smith & McCray 2007; Chevalier & Irwin 2011; Moriya et al. 2011 Moriya et al. , 2013a Ginzburg & Balberg 2012; Dessart et al. 2015) , reaching the consensus that the required CSM masses can widely vary from an event to another. Most extreme cases of superluminous type IIn SNe often require as much as ∼ 10 M . For such massive CSMs, the star is covered by an optically thick media and the photosphere is no longer located at the stellar surface. The energy source of the bright optical emission, the ejecta-CSM interface, is initially hidden in the deep interior of the massive CSM. Thus, the energy produced due to the ejecta-CSM collision is reprocessed and then diffuses out through the photosphere in the CSM. More recent studies have shown that a considerable fraction of type II SNe also exhibit observational features indicating an enhanced CSM density in the immediate vicinity of exploding stars (Gal-Yam et al. 2014; Yaron et al. 2017; Förster et al. 2018) .
Despite these growing evidence, how exactly massive stars shed their envelopes immediately before the gravitational collapse is still debated. For example, the most extreme case of SN 2006gy requires a mass-loss rate of the order of ∼ 1 M yr −1 , which is obviously beyond normal rates inferred from Galactic massive stars (e.g., Hamann et al. 2006; Sander et al. 2012; Smith 2014) and cannot be explained by the current standard theory of steady stellar winds. Unusual mass-loss events associated with the final evolutionary state of massive stars, such as, wave-driven mass-loss (Quataert & Shiode 2012; Shiode & Quataert 2014; Fuller 2017; Fuller & Ro 2018) , envelope ejection due to binary interaction (e.g., Chevalier 2012; Soker & Kashi 2013) , fossil disks around massive stars (Metzger 2010) , and so on, may be responsible for the origin of massive CSMs. However, no general consensus has been reached yet. From the observational viewpoint, several Galactic luminous blue variables (LBVs; e.g., Humphreys & Davidson 1994 ), e.g., η Carinae, have massive CSMs in their vicinity. Such mass-loss events long before the iron core-collapse are likely to be eruptive (e.g., Pastorello et al. 2007) , thereby giving rise to optical transients associated with non-terminal explosions, i.e., SN imposters (Van Dyk et al. 2000) , such as SN 2009ip (Smith et al. 2010b; Foley et al. 2011; Mauerhan et al. 2013; Pastorello et al. 2013) , characterized by less bright and redder optical emission than SNe.
One of the highly uncertain but important issues among interacting SNe is multi-dimensional effects. Deviations from spherical symmetry are expected even in cases where ejecta and CSM are both nearly spherical because of the development of (radiation-)hydrodynamic instabilities, the Rayleigh-Taylor instability and the Vishniac instability (Vishniac 1983; Ryu & Vishniac 1987) , around the ejecta-CSM interface.
In addition, the CSM itself can be asymmetric and/or clumpy (e.g., Chugai & Danziger 1994) .
Currently, there is growing observational evidence for SNe interacting with aspherical CSMs. In this paper we especially focus on SN ejecta interacting with disklike CSMs. The well-known example is SN 1987A in the Large Magellanic cloud, which is a historical SN interacting with a spatially resolved torus-like structure (e.g., Burrows et al. 1995; Plait et al. 1995; Larsson et al. 2016; McCray & Fransson 2016) , although its origin is still debated. For extragalactic SNe, aspherical ejecta and CSM strucutre can be probed by a number of observational imprints, such as, polarization signals, emission lines with intermediate widths, and asymmetric nebular line profiles (e.g., Shapiro & Sutherland 1982; Hoflich 1991; Wang et al. 2001; Wang & Wheeler 2008; Patat et al. 2011) . Some type IIn SNe are indeed suspected to have aspherical CSMs. For example, SN 1998S exhibited a high degree of linear polarization and emission lines with asymmetric profiles (Leonard et al. 2000) . Stritzinger et al. (2012) argued that the type IIn SN 2006dj likely experienced eruptive mass-loss events producing highly anisotropic CSMs. In the case of the 2012 eruptive event of SN 2009ip, although it is still debated whether it was an LBV eruption or the terminal explosion of a massive star, the spectroscopic and spectropolarimetric studies suggested that the ejected material was interacting with a disk-like medium (Fraser et al. 2013; Levesque et al. 2014; Margutti et al. 2014; Mauerhan et al. 2014; Smith et al. 2014 ). Katsuda et al. (2014 Katsuda et al. ( , 2016 analyzed X-ray spectra of SN 2005kd, 2006dj and 2010jl , and pointed out that the two distinguishing emission components can be interpreted as emission absorbed by a torus-like CSM. The number of type IIn SNe with detailed follow-up observations is rapidly increasing thanks to modern transient surveys, e.g., PTF11iqb (Smith et al. 2015) , SN 2012ab (Bilinski et al. 2018) , and PTF12glz (Soumagnac et al. 2018) , and we can expect more in the coming future. Very recently, Nyholm et al. (2019) present type IIn SN samples from the untargeted PTF survey and distributions of some observational properties, such as, the rise and decline times and the peak luminosity.
Despite its potential importance, the dynamical evolution of SN ejecta with an aspherical CSM is relatively poorly investigated compared to spherical counterparts (Blondin et al. 1996; van Marle et al. 2010; Vlasis et al. 2016; McDowell et al. 2018; Kurfürst & Krtička 2019) . Vlasis et al. (2016) performed 2D radiationhydrodynamic simulations of SN ejecta-CSM collisions in various settings including spherical/aspherical ejecta and CSM. Although they demonstrate that aspherical CSMs do affect light curves of the emission powered by the ejecta-CSM interaction, the spatial resolution of their numerical simulations was not enough to resolve hydrodynamic instabilities expected in the ejecta-CSM interface. More recently, McDowell et al. (2018) performed 2D hydrodynamic simulations of SN ejecta interacting with a CSM disk and evaluate the energy dissipation rate of the kinetic energy of the SN ejecta, which is then used to estimate the luminosity of the ejecta powered by the CSM interaction. Their light curve modeling, however, is based on standard one-zone model (Arnett 1982 (Arnett , 1996 Chatzopoulos et al. 2012 ) and the viewing angle effect is not investigated. Kurfürst & Krtička (2019) also performed a series of 2D hydrodynamic simulations of SN ejecta-CSM disk interaction. They focus on the dynamical evolution of the SN ejecta in the presence of a CSM disk.
In this work, we investigate multi-dimensional effects in SN ejecta-CSM interaction by performing 2D radiation-hydrodynamic simulations. We particularly focus on SN ejecta interacting with CSM disks with different masses and opening angles. In Section 2, we describe our numerical code and setups. In Section 3, we present the results of the simulations and compare them with one-dimensional spherical simulations. In addition, we obtain the approximate color temperature evolution by locating the photosphere (Section 4). We discuss observational implications in Section 5. Finally, Section 6 concludes this paper. Appendices A and B provide numerical procedures in details. We adopt the unit c = 1 unless otherwise noted.
SIMULATION SETUPS
We perform two-dimensional special relativistic radiation-hydrodynamic simulations of SN ejecta colliding with a CSM. The numerical code have been developed by one of the authors and applied to a twodimensional study on aspherical SN shock breakout (Suzuki et al. 2016) . Our treatment of radiative transfer is based on the so-called two-temperature approximation. Although this simple treatment is not always appropriate, it is a convenient and widely used first step toward extending radiation-hydrodynamic simulations in multi-dimension. The code employs an adaptive mesh refinement technique (AMR; Berger & Colella 1989 ) so that the ejecta-CSM interface is well resolved, while the numerical domain covers the whole SN ejecta. In this section, we describe the governing equations and the simulation setups.
Equations of radiation-hydrodynamics
We solve the following equations for radiationhydrodynamics. In this work, we perform simulations in 1D spherical and 2D cylindrical coordinates. In the following, we present equations for 3D cartesian coordinates for the purpose of keeping them general. Thus, the indices i and j run from 1 to 3 and the usual summation convention is used unless otherwise noted. When applying the following method to a specific curvilinear coordinate system, some geometrical factors should be introduced correctly.
The numerical code solves the temporal evolutions of the frequency-integrated radiation energy density E r and the flux F i r ,
and
where P ij r is the radiation pressure tensor. We note that the variables E r , F r , and P ij r in these equations are defined in the laboratory frame (see, e.g., Mihalas & Mihalas 1984) . The right-hand sides of these equations represent the changes in the radiation energy density and the radiative flux per unit time caused by absorption, emission, and scattering of photons (see, Section 2.1.2). These equations are coupled with the hydrodynamic equations for the densityρ, the velocity β i , and the gas energy densityĒ g ,
whereP g is the gas pressure and Γ = (1 − β 2 ) −1/2 is the Lorentz factor. We note that physical quantities defined in the comoving frame are expressed by letters with overbars, e.g.,Q. We assume an ideal gas equation of state with an adiabatic index γ,
and assume γ = 5/3. The gas temperatureT g is defined asT
where k B and m u are the Boltzmann constant and the atomic mass unit. The mean molecular weight µ is approximately calculated by using the hydrogen and helium mass fractions, X h and X he , in the following way,
In the following simulations, the gas temperature is mostly lower thanT g < 5×10 9 K, above which electrons behave as a relativistic gas (i.e., the adiabatic index close to 4/3). Therefore, the assumption of an electron gas in the non-relativistic regime (γ = 5/3) is justified.
Advection terms
The left hand sides of Equations (1)-(5) represent the transport of mass, momentum, and energy in the physical space. Therefore, these equations with the source terms being zero can be integrated in standard numerical ways. We adopt the same steps as the previous work (Suzuki et al. 2016) . For Equations (1) and (2), we employ the so-called M1 closure scheme (Levermore 1984) , where the Eddington tensor D ij = P ij r /E r is given by the following analytic function of E r and F i r ;
where n i = F i r /|F r | and the parameter χ is calculated as follows,
with f i = F i r /E r . For the spatial reconstruction of E r and F i r , we employ the 3rd-order weighted essentially non-oscillatory scheme (WENO; Liu et al. 1994; Jiang & Shu 1996) .
For the hydrodynamics equations, we also use the commonly adopted Harten-Lax-van Leer-Einfeldt (HLLE) Riemann solver (Mignone & Bodo 2005) combined with the 3rd-order MUSCL reconstruction.
Source terms
The equations for radiation field and hydrodynamic variables are related by the coupling terms G 0 and G i , whose functional forms are as follows,
whereκ a andκ s are absorption and scattering opacities, respectively. We have assumed that the scattering process is isotropic in the comoving frame. The radiation energy density and the flux appearing in these expressions are defined in the comoving frame and are related with those in the laboratory frame through the Lorentz transformation;
(see, e.g., Mihalas & Mihalas 1984) , which close the equations. The numerical methods to solve these equations are presented in Appendix A.1. Our treatment of electron scattering has some limitations. While the free-free process immediately realizes gas-radiation equilibrium in sufficiently dense material, it is not always effective. For shocks propagating in dilute gas, for example, post-shock gas density could be so small that the free-free process is not effective for creating an enough number of photons for the equilibrium. Alternatively, Compton scattering can be a dominant energy transfer process for gas and radiation. With an insufficient number of photons, the photon spectrum becomes a Wien function rather than a Planck function. This circumstance is expected for SN shock breakout in a dilute stellar wind (Weaver 1976) . In this way, our two-temperature treatment sometimes do not capture the gas-radiation coupling correctly. In this study, however, we focus on shock breakout from a dense CSM, where free-free process produce enough photons to achieve bright thermal emission.
Opacity
We consider free-free absorption and electron scattering as the dominant radiative processes in this setting. We assume the commonly adopted opacity formulae,
for free-free absorption, and
for electron scattering (in cgs units, see, e.g., Rybicki & Lightman 1979) . Here, we assume a fully ionized gas. We note that this is not always a valid assumption. As we shall see below, the photospheric temperature decreases down to the recombination temperature of hydrogen < 6000 K at later epochs. Then, the assumption of fully ionized gas is no longer justified.
Initial and boundary conditions
For simulations in the 2D cylindrical coordinates (r, z), the numerical domain covers the region with 0 ≤ r ≤ 6.4×10 16 cm and −6.4×10 16 cm≤ z ≤ 6.4×10 16 cm. A reflection boundary condition is imposed at the symmetry axis r = 0, while free boundary conditions are imposed for the other boundaries.
SN ejecta
We initially assume freely expanding spherical supernova ejecta. We start our simulation at t 0 = 1000 s. Thus, the radial velocity of a layer at a radius R is initially given by
for v < v max and v = 0 otherwise. Here we denote the three-dimensional radius by R ≡ (r 2 + z 2 ) 1/2 , in order to distinguish it from the radial coordinate r. We also introduce the inclination angle θ = cos −1 (r/R) to specify an angle measured from the symmetry axis z = 0. The initial density structure is assumed to be the commonly adopted broken power-law distribution with the break velocity v br (Chevalier & Soker 1989; Matzner & McKee 1999) ,
for R < v max t 0 , where M ej is the total mass of the ejecta and
For a sufficently steep outer density slope and a large v max /v br , this expression is approximated as follows,
The non-dimensional function g(v) is given by
The exponents δ and m are fixed to be δ = 1, and m = 10 throughout this study. The break velocity v br is determined by specifying the total mass and kinetic energy, M ej and E sn , of the ejecta,
We assume that the initial gas internal energy density of the ejecta is proportional to the initial kinetic energy
with = 0.05. The internal to kinetic energy ratio is expected to be around unity at the very beginning of the expansion of the SN ejecta. Then, the internal energy rapidly decreases in the absence of any heating source and immediately becomes negligible compared to the kinetic counterpart. The expanding outer SN envelop with a power-law radial density profile is obtained as an asymptotic behavior after the internal energy becomes negligible to the kinetic energy (Chevalier & Soker 1989) . Therefore, from the beginning, we set the internal energy of the ejecta to only 5% of the kinetic one so that the radial density structure mimic the cold ejecta realized well after the explosion. This treatment is justified when the initial thermal energy loaded on the SN ejecta less likely contributes to the bolometric luminosity as in interacting SNe. The radiation energy density and the radiative flux are initially zero. Although there is no radiation field in the ejecta at the beginning of the simulation, the thermal equilibrium between gas and radiation, where the gas and radiation temperatures are identical, is immediately achieved in the SN ejecta.
In this study, we fix the total mass and the initial kinetic energy of the ejecta to be M ej = 10M and E sn = 10 51 erg. Thus, the corresponding break velocity is v br = 3.8 × 10 3 km s −1 . The outer ejecta initially extend out to v max t 0 at time t 0 , where the outermost layer is adjacent to the inner edge of the CSM. In the following, we set v max = 1.26 × 10 9 cm s −1 or v max t 0 = 1.26 × 10 12 cm, which corresponds to v br /v max = 0.3.
CSM
We consider a centrally concentrated CSM embedded in a steady wind. Such CSM are thought to be an outcome of still unclear mass-loss activities of massive stars 10-1000 years before their core-collapse and therefore their density and velocity structures are highly uncertain. We assume that both the CSM and wind densities follow an inverse square law. The dense CSM is truncated at a radius of 5 × 10 15 cm, which corresponds to an enhanced mass-loss 10-100 years prior to the core-collapse for a wind velocity of 10-100 km s −1 (carbon-and oxygen-burning stages). Dense CSMs confined within a few 10 15 cm are often adopted in light curve modellings of type IIn SN (e.g., Ginzburg & Balberg 2012; Moriya et al. 2013a ). Thus, for spherical CSMs, the density profile is described by
where the wind and CSM components are given by
with p = 10. In the following, the wind density parameter is set to A = 5 × 10 11 g cm −1 , which corresponds to a steady mass-loss at a rate of 10 −6 M yr −1 for a constant wind velocity of 100 km s −1 . This value leads to a sufficiently dilute wind component so that it does not affect the expansion of the SN ejecta. The exponential factor in this spherical CSM density profile realizes a smooth cutoff around R = R csm , beyond which the wind component dominates. The CSM mass M csm is expressed as a function of the normalization constant A sph and the outer radius R csm ,
where Γ(x) is a Gamma function and Γ(1+1/p) 0.951 for p = 10. For a CSM disk, we assume the following functional form,
with
where ϑ is an angle measured from the equator,
Throught this work, we assume q = 4. Therefore, the density is enhanced around the region with a halfopening angle of ϑ disk . The parameter q determines the slope of the upper and lower edges of the CSM disk. Although we adopt a very simplified CSM disk model, there would be room for improvement for future studies. For example, by assuming a steady disk, the scale height of the upper and lower edges of the disk is determined by the disk temperature. The geometry and structure of CSM disks would offer us a hint toward how they are produced and thus should be studied in more detail. The CSM mass M csm is expressed as a function of R csm and ϑ disk ,
where F q (ϑ disk ) is the covering fraction of the disk with respect to the solid angle,
The covering fraction yields F 4 (ϑ disk ) = 0.157, and 0.310, for ϑ disk = 10 • and 20 • . In Figure 1 , we show the spatial distributions of the density, gas and radiation energy densities, and the radial velocity shortly after t = t 0 for model D10_M10(see, Table 1 for the model parameters).
Adaptive mesh refinement
The numerical code is equipped with an AMR technique for better capturing discontinuities and tiny structures developing in the ejecta-CSM interface. The numerical domain is covered by 512 × 1024 numerical cells at the lowest AMR level. Then, specific regions are successively covered by numerical cells with finer spatial resolutions. The domain with the coarsest resolution is referred to as AMR level 0 and an increase in the AMR level by 1 corresponds to a finer resolution by a factor of 2. The highest AMR level is initially set to l = 13, at which 2 13 times finer resolution than the lowest AMR level is realized. This results in a minimum resolved length of 1.5 × 10 10 cm at l = 13.
Since the SN ejecta are expanding with time, a larger number of numerical cells are required at later epochs. Thus, we decrease the highest AMR level one by one as the ejecta expand and it reaches l = 4 at the end of the simulation. Although the smallest cell size increases with time as a result of this coarsening, the minimum resolved length is guaranteed to be small compared to the physical scale of the expanding ejecta. In this way, we follow the evolution of the ejecta-CSM interaction up to t 200 days.
Light curve calculation
One of the properties of the radiation field that we can directly obtain from a single simulation is the bolometric light curve. For the light curve calculation, we consider an outgoing radiative flux at a distance, R obs , from the center of the ejecta. We define the viewing angle Θ obs measured from the symmetry axis r = 0 and record the temporal evolution of the projected radiative flux,
at the coordinates (r, z) = (R obs sin Θ obs , R obs sin Θ obs ). The direction vector l i v is given by
In other words, the radiative flux is projected on to the line of sight l i v . The isotropic equivalent bolometric luminosity is simply calculated by using this outgoing flux,
We also define the cumulative radiated energy, E rad,iso (t, Θ obs ), by integrating the bolometric luminosity up to t,
In the following simulations, we set the distance of the observer to be R obs = 5 × 10 16 cm. 
SIMULATION RESULTS
We performed numerical simulations of the ejecta-CSM interaction in 1D spherical and 2D cylindrical coordinates. The 1D and 2D results are presented in Sections 3.1 and 3.2, respectively. The compositions of the ejecta and the CSM are assumed to be X h = 0.73 and X he = 0.25 in the whole numerical domain.
We carry out 2D simulations with spherical CSMs and disk-like CSMs with two different half opening angles of 10 • and 20 • . The results are presented in Section 3.3. For each configuration, we assume three different CSM masses, M csm = 0.1, 1.0, and 10 M , while the outer radius of the CSM is fixed to be R csm = 5 × 10 15 cm. In Table 1 , we provide the CSM parameters for the 9 models.
3.1. 1D spherical models We first carry out 1D simulations with spherical symmetry. We employ the spherical SN ejecta (Equation 18 ) and the spherical CSM (Equation 24) with the CSM mass of M csm = 0.1, 1.0, and 10 M .
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[ ] 10 13 10 12 10 11 10 10 10 9 10 8 In Figures 2 and 3 , we plot the radial profiles of several hydrodynamic variables obtained by the simulations with M csm = 0.1 and 10 M , respectively. The simulations qualitatively reproduce early studies on SN ejecta and the associated blast wave evolution in a dense CSM (e.g., Ginzburg & Balberg 2012; Moriya et al. 2013a ). The shock front driven by the expanding ejecta sweeps the surrounding medium. Initially, the shock is almost adiabatic because of the short mean free path of photons in the dense medium. In this stage, the time required for the energy exchange between gas and radiation is much shorter than the dynamical timescale, resulting in the almost identical gas and radiation temperature distributions. At later epochs, however, the pre-shock gas density and the corresponding optical depth gradually decrease. This allows the post-shock radiation diffuse into the pre-shock region, to create the so-called "pre-cursor", where the pre-shock gas is heated and accelerated by radiation. The precursor is followed by a layer with a very high gas temperature (known as Zel'dovich spike; see, e.g., Zel'dovich & Raizer 1967) . This layer is immediately behind the shock front, at which the shock kinetic energy is directly converted into the internal energy of the post-shock gas. The internal energy of the post-shock gas is gradually shared by gas and radiation around the shock front, achieving gas-radiation equilibrium behind the shock front. When the precursor breaks out from the photosphere in the CSM, photons produced in the post-shock region can escape into the surrounding interstellar space. The hot layer behind the shock front has become wide because of the inefficient coupling between gas and radiation in the wind region, R > R csm . Figure 4 shows the structure of the forward shock front. We plot the density and temperature profiles for the models with M csm = 0.1M at t = 10 5 s and M csm = 10M at t = 10 7 s. The high-temperature spike followed by cooled, piled-up gas layer is clearly recognized. The width of the high-temperature layer is roughly estimated as follows. The shock velocity at later epochs shown in Figures 6 and 7 is typically v shock ∼ 0.01c. Therefore, the post-shock gas temperature can be as high as,
Neglecting the radiation energy and relativistic effects, the cooling rate of the gas energy density is given by
which leads to the following cooling timescale:
Accordingly, the width l cool of the relaxation layer is roughly estimated to be
Taking ρ = 10 −11 g cm −3 and v shock = 0.01c for example, this order of magnitude estimation gives l cool ∼ 10 13 cm, which explains the width of the high-temperature spike in the upper panel of Figure 4 . The spike in the lower panel is wider than that in the upper panel, probably reflecting its lower post-shock density. In reality, the density of the gas flow following the spike widely varies due to the piling-up of material, which makes it difficult to correctly estimate the width of the high-temperature layer. However, the above order of magnitude estimation seems to work well. As seen in Figure 4 , the hightemperature spikes are covered by less than 10 numerical cells. Although we avoid a spike represented by only a single numerical cell, the shock structure is likely smeared out to some extent.
For the model with M csm = 0.1M , the CSM mass is much smaller than the total ejecta mass of M ej = 10M . Therefore, only a small fraction of the outer ejecta is swept by the reverse shock front. The maximum velocity of the ejecta before the shock emergence from the outer edge of the CSM (t = 10 6 s) is 6 × 10 3 km s −1 . Then, after the emergence, the shock front accelerates again due to the steep density gradient around the outer edge of the CSM.
For the model with M csm = 10M , on the other hand, the total mass of the CSM is comparable to the ejecta. Thus, the ejecta significantly decelerate and dissipate a considerable fraction of the kinetic energy. As seen in Figure 3 , the maximum velocity of the ejecta decreases down to 2 × 10 3 km s −1 at t = 10 7 s. The forward shock front has not reached the outer edge of the CSM even at t = 10 7 s, and thus still contributes to the bright thermal emission. In this model, a dense and geometrically thin shell is formed. The density of the shell is higher than that of the surrounding unshocked gas by about two orders of magnitude, which cannot be achieved by the adiabatic shock jump condition alone. This is the so-called cooling shell, in which the effective energy loss makes material piling up in the layer between the forward and reverse shock fronts.
Light curves
The bolometric light curves of the 1D spherical models are presented in Figure 5 . In the upper panel, we plot the cumulative radiated energy, Equation (36). In the lower panel, the light curves are compared with each other and the radioactive energy deposition rateĖ Ni+Co with the nickel mass of M Ni = 0.1M (Nadyozhin 1994) . We note that some spikes in the light curves are artificially produced due to numerical treatments, especially the non-uniform AMR grid structure (this is alleviated in 2D simulations, see below). Nevertheless, the general trends of the light curves around the peak luminosity are nicely captured.
The CSM mass governs the peak and the characteristic timescale of the light curve evolution. For the lower CSM mass model, M csm = 0.1M , the contribution of the CSM interaction is very limited. It certainly contributes to the light curve within ∼ 10 days around the peak, at which the forward shock is still in the CSM. At later epochs, the luminosity continuously decays down to values below the radioactive energy deposition rate. The contribution of the CSM interaction becomes more significant for increasing CSM mass. The models with larger CSM masses are more capable of dissipating the kinetic energy of the SN ejecta, but it takes longer times. The peak luminosity and the total radiated energy plotted in Figure 5 indeed increase for increasing CSM mass. At the same time, the elevated CSM densities make the rise and decay timescales longer. At the beginning, the CSM interaction occurs at a deep layer of the CSM, which is initially hidden from the observer. The higher CSM density and thus the larger optical depth lead to a longer diffusion time. Therefore, it takes longer times for photons produced in the interaction layer to emerge from the outer edge of the CSM. As a result, for the model with the highest CSM mass, bright emission with L bol,iso 10 43 erg s −1 lasts for more than 100 days. A more quantitative discussion on the rise and decline timescales is found in Section 3.4. The total radiated energy reaches terminal values of E rad,iso = 1.3 × 10 49 , 1.2 × 10 50 , and 4.4 × 10 50 erg for the models with M csm = 0.1, 1.0, and 10M , corresponding to the conversion efficiencies of 1.3, 12, and 44%. While the outer part of the SN ejecta (ρ ∝ r −m ) is interacting with a CSM with a power-law radial density profile with an index −s, ρ ∝ R −s , the kinetic energy dissipation rate is proportional to t (6s−15+2m−ms)/(m−s) (Moriya et al. 2013b ). For the adopted parameter set, the exponent is found to be −3/8. When the dissipated kinetic energy is assumed to be converted to radiation at a constant rate, the light curve of the interactionpowered emission roughly follows this time dependence at timescales longer than the photon diffusion time in the CSM. Therefore, the bolometric luminosity behaves as L bol ∝ t −3/8 . In Figure 5 , we compare this powerlaw time dependence with the 1D spherical model with M csm = 1.0M . After the bump around the maximum light, at which the timescale of the light curve evolution is determined by the photon diffusion timescale, the light curve flattens and decays at a similar rate to the power-law function. The numerical light curve is declining more rapidly than the power-law time dependence. This may be caused by a time dependent conversion efficiency. Recently, Tsuna et al. (2019) developed a light curve model for interacting SNe by including the effect of a time-dependent conversion efficiency. They claim that the time-dependent conversion efficiency can make light curves decline more rapidly. They also found that the forward and reverse shock components behave differently due to the different post-shock densities, resulting in a double power-law light curve. In the earlier part, where the forward shock dominates, the luminosity decreases more rapidly than t −3/8 due to the timedependent conversion efficiency.
2D Spherical Models
We have carried out 2D cylindrical simulations with spherical CSMs. The CSM mass is set to M csm = 0.1, 1.0, and 10 M , corresponding to the spherical 1D models in Section 3.1.
Dynamical evolution
Figures 6 and 7 show the temporal evolutions of the SN ejecta interacting with the CSM with M csm = 0.1 and 10M (models S_M01 and S_M10). Their dynamical evolutions are similar to the 1D models except for the ejecta-CSM interface. In 2D simulations, the contact surface is subject to hydrodynamic instabilities. As we have noted in Section 3.1, for M csm = 0.1M , the radiative precursor develops even at several 10 4 s after the explosion. This can also be seen in the spatial distributions of the radiation energy density (bottom panels of Figure 6 ). The radiation front propagates well ahead of the shock front that is still deeply embedded in the CSM, resulting in the pre-shocked region with a high radiation energy density E r > 1 erg cm −3 . On the other hand, for the model with the highest CSM mass (the . Spatial distributions of the density (upper panels), the gas energy density (middle panels), and the radiation energy density (lower panels) are presented. The columns represent the spatial distributions at t = 5 × 10 5 , 10 6 , 2 × 10 6 , 5 × 10 5 , and 10 7 s, from left to right. bottom panels of Figure 7 ), the region with high radiation energy density is well confined in the massive CSM at early epochs (up to several 10 6 s). The radiation front then breaks out from the outer edge of the CSM and fill the surrounding space with radiation. We note the shock front is still in the CSM even at t = 10 7 s.
One of the important hydrodynamic features in these 2D simulations is the Rayleigh-Taylor instability. The forward shock front accumulates increasing amounts of the surrounding medium and thus decelerates as it propagates in the CSM. Because of the deceleration, the shocked SN ejecta feel the inertial force toward the direction of the shock propagation, which tries to replace dense gas in the shocked ejecta with relatively dilute gas in the shocked CSM. As a result, Rayleigh-Taylor fingers appear at the ejecta-CSM interface and travel into the shocked CSM. The shortest unstable wavelength of the Rayleigh-Taylor instability is determined by several physical conditions including diffusion length (e.g., Chevalier & Klein 1978) . In these simulations, however, the instability develops from numerical errors, mainly caused by AMR grid structures and the physically determined shortest wavelength is not resolved even with AMR, especially at early epochs.
Another instability potentially playing a role in this setting is the Vishniac instability (also known as the non-linear thin shell instability). Vishniac (1983) and Ryu & Vishniac (1987) analytically considered the stability of a blast wave traveling in a uniform medium and found that it is overstable when the effective adiabatic index is close to unity (γ eff < 1.2). In the Vishniac instability, the wave front or the shell oscillates with an amplitude increasing with time in a power-law fashion. In a radiative shock, a part of the dissipated shock kinetic energy is lost as escaping radiation, effectively reducing the adiabatic index (Bertschinger 1986; Draine & McKee 1993) . Later numerical studies confirm that this kind of instability certainly occurs in radiative shocks in various astrophysical phenomena, including SN remnants in the radiative phase (e.g., Blondin et al. 1998; Michaut et al. 2012; Badjin et al. 2016; Minière et al. 2018 ).
These two instabilities both make the shock front deviate from its initial spherical shape. While the Rayleigh-Taylor instability is a purely hydrodynamic instability that can develop in any stages of the dynamical evolution, the Vishniac instability plays a role only when the radiative loss in the post-shock region is significant and the effective adiabatic index of the post-shock gas is below a threshold value. When the optical depth from the outer edge of the CSM to the shock front is sufficiently large, the total pressure is dominated by the radiative one and thus the adiabatic index of the postshock gas becomes close to that of photon gas, i.e., γ = 4/3. As the forward shock approaches the outer edge of the CSM, the radiative loss becomes increasingly significant. Then, the mixture of the gas and radiation behaves as a gas with an adiabatic index close to unity. This is when the Vishniac instability possibly develops. For lower CSM densities, however, insignificant radiative loss prevents the Vishniac instability from developing even at later epochs. In our simulations, the free-free process is the only radiative process for direct gas cooling. Therefore, for lower CSM densities with insignificant radiative cooling, gas should behave as an ideal gas with an adiabatic index of γ = 5/3 as assumed and the Vishniac instability is not effective within the timescale covered by the simulations.
In Figure 8 , we compare the shock structure at t = 5 × 10 6 s in the three 2D spherical CSM models. In the spatial distribution shown in the upper panel of Figure 8 , the ejecta-CSM interface indeed exhibits filamentary structure, which is likely created as a result of the Rayleigh-Tayler instability. In contrast to the models with higher CSM densities, the forward shock front and the contact discontinuity are well separated from each other. This suggests that the post-shock gas almost behaves as an ideal gas without significant radiative loss. Under these circumstances, the motion of gas around the ejeca-CSM interface can be turbulent, leading to additional dissipation of the kinetic energy due to collisions of filaments. In most parts, however, the filaments and the perturbed shell are confined in the narrow shocked layer between the forward and reverse shock fronts. Even at several 10 7 s after the explosion, the development of the hydrodynamic instability is not strong enough to modify the global shape of the ejecta. We have also checked that the radial profiles of hydrodynamic variable are similar to those in 1D spherical models. Thus, the effect of the additional energy dissipation would be quite limited as long as these particular simulations are concerned. As we shall see below, the light curves of 2D spherical models are not significantly different from the corresponding 1D spherical models. However, one caveat is that our simulations assume no initial density and velocity perturbations and the instabilities develop from small numerical errors. We cannot exclude a possibility that large density and velocity perturbations are present in pre-explosion stars and/or CSMs and enhance the development of hydrodynamics instabilities after the explosion. In such cases, its influence on the energy dissipation and light curves is expected to be more significant.
In the bottom panel of Figure 8 , the shocked gas in model S_M10 seems to suffer from significant radiative loss. Unlike the models with the smaller CSM masses, the forward shock front and the contact discontinuity are not well separated. The density distribution shows geometrically thin shell as in 1D spherical models, although its shape is far from spherical. The creation of a cooling shell suggests that radiative cooling is very effective in this particular model. The non-spherical cooling shell is probably due to the development of the Vishniac instability.
Light curves
In Figure 9 curves with different viewing angles are similar to each other and the 1D spherical counterparts at early epochs, although small differences are recognized at later epochs. At around the maximum light, photons produced in the ejecta-CSM interface predominantly contribute to the emission. Such photons would have experienced multiple absorption and scattering episodes, which make the radiation field nearly isotropic. This explains why the light curves are similar to each other at early epochs. In contrast, at later epochs, photons from the non-spherical interaction layer escape into the surrounding space without significant absorption and scattering. Then, light curves with different viewing angles start deviating from each other. Nevertheless, the difference between the light curves shown in each panel of Figure 9 is not significant.
First, we note that the light curves with Θ obs = 0 • are exceptionally different from those with different viewing angles. Caveat is that this feature is probably because of an artificial effect associated with the assumed axi-symmetry. We impose a reflecting boundary condition at the symmetry axis. Therefore, incoming gas motion toward the reflecting boundary encounters the opposite gas motion with the same amplitude, enhancing existing perturbations and numerical errors. We indeed recognize artificial structure around the symmetry axis in the density distributions shown in Figures 6 and  7 . Thus, this deviation would probably be resolved in three-dimensional simulations.
Next, we mention the systematic difference in light curves with other viewing angles (e.g. the light curves viewing from 30 degrees is always larger than those of 45 degrees). In 2D cylindrical geometry, the development of the Raleigh-Taylor instability along a particular radial direction systematically depends on the inclination angle, which causes the differences in the light curves, because perturbations having developed in the simulation are not actually clumps but rings. This makes the development of perturbations in different orientations systematically different. Since the differences in late-time light curves are probably due to different ways of the energy dissipation at the interaction layer at each direction, the late-time light curves are certainly influenced by this systematic effect. These late-time differences would behave correctly in 3D simulations. However, the deviations of the late-time light curves from each other is within a factor of a few except for Θ obs = 0 • . The peak bolometric luminosities of 2D spherical models are larger than the corresponding 1D spherical models are at most 37, 22, and 7% for models with M csm = 0.1, 1.0, and 10M , respectively. This indicates that the effect of the non-spherical interaction layer due to the Rayleigh-Taylor instability is limited. At least, the instability does not change the luminosity by an order of magnitude. As we have noted in Section 3.2.1, however, preexisting large density and velocity perturbations may enhance the development of the instability to produce global non-spherical structure. In such cases, the luminosity could vary more widely because of the additional energy dissipation by ejecta-clump interaction.
In Figure 9 , we also plot light curves of some type IIn SNe, 1998S, 2010jl, and 2006gy, in the literature. Although it is not our purpose here to precisely reproduce light curves of particular interacting SNe by adjusting some model parameters, this comparison clearly demon-strates that there are some type IIn SNe with their light curve shapes similar to the simulations results.
In summary, deviations from 1D spherical models are not significant. Therefore, we can conclude that effects of multi-dimensional hydrodynamic instabilities on light curves are negligible at least for spherical SN ejecta interacting with a spherical CSM.
Disk CSM
More drastic multi-dimensional effects are expected in the presence of aspherical CSMs. We perform simulations assuming disk-like CSMs with different CSM masses and opening angles.
Dynamical evolution
Figures 10 and 11 present the dynamical evolution of the ejecta-CSM interaction in models D10_M1 and D20_M1. The ejecta start interacting with the surrounding media immediately after the beginning of the simulations. In the presence of a CSM disk, a part of the ejecta traveling around the equator decelerates efficiently, resulting in highly aspherical ejecta structure (top panels of Figures 10 and 11) . The polar part of the ejecta is not covered by the CSM and thus the ejecta can expand almost freely. As a result, the ejecta is squeezed in the presence of the CSM disk and a ring-like region with no radially expanding ejecta appears behind the CSM disk (hereafter, referred to as the void region).
One of the important consequences of this ejecta-disk interaction is that the kinetic energy dissipation is most efficiently happening in the equator, where the ejecta is adjacent to the CSM disk. This is clearly seen in the spatial distributions of the radiation energy density, particularly in the bottom panels of Figures 10 and 11 . The region with the highest radiation energy density is found at an off-center location on the equatorial plane.
Another important issue for the emission from SN ejecta is the impact of the viewing angle. As we will see below, light curves of an SN interacting with a CSM disk are significantly affected by whether they are seen directly or through the CSM. Therefore, what fraction of the ejecta is affected by the CSM disk plays a critical role in determining the expected emission powered by the ejecta-disk interaction. From the density distributions in Figures 10 and 11 , there is a general trend that SN ejecta colliding with CSM disks with larger opening angles ϑ disk more significantly suffer from the squeezing effect. As a result, the solid angle corresponding to an almost freely expanding part of the SN ejecta appears to be a decreasing function of the disk half opening angle. It is expected that the corresponding solid angle is roughly given by 4π[1 − F q (ϑ disk )], where F q (ϑ disk ) is the covering fraction of the CSM disk (Equation 32). To be more precise, however, the boundary between the SN ejecta and the void region is determined by a more complicated hydrodynamics process. As seen in the top panels, the density distributions, of Figure 11 , the inner part of the CSM disk is swept by the forward shock immediately after it starts interacting with the SN ejecta. As a result, the inner disk is compressed and the associated pressure increase should also affect the ejecta that should have avoided the effect of the CSM disk in ballistic collision case. In this way, a part of the kinetic energy of the ejecta dissipated around the equator is redistributed into ejecta components close to the void region. In the density distributions shown in Figures 10 and 11 , the ejecta component traveling along the boundary between the ejecta and the void region precede those along the symmetry axis. This can be understood as a consequence of the complex hydrodynamic interaction between SN ejecta and a CSM disk, which cannot be achieved by considering a ballistic collision alone. The opening angle of the void region indeed seems to be slightly larger than the assumed half opening angle of the CSM disk.
In addition, the radially traveling ejecta adjacent to the disk surface could suffer from Kelvin-Helmholtz instability, leading to further dissipation of the kinetic energy. Figure 12 shows the density and velocity structures of the interface between the ejecta and the disk for model D20_M1. The radial and angular components of the velocity at coordinates (r, z) are defined as,
The density distribution around the ejecta-disk interface (2 × 10 15 cm ≤ r ≤ 4 × 10 15 cm) exhibits nearly evenly-spaced perturbations with non-zero angular velocities. Since the ejecta-disk interface is a shear layer, where the radially expanding gas is adjacent to the CSM nearly at rest (the middle panel of Figure 12 ), this perturbed interface is likely produced by Kelvin-Helmholtz instability. The development of the instability makes the ejecta around the interface clumpy, which would affect the emission traveling around the ejecta-disk interface.
Although it seems to be the case in this particular simulation, it is not clear whether the instability always develops. The growth of the Kelvin-Helmholtz instability is sensitive to the density and velocity gradients at the shear layer, namely the vertical structure of the CSM disk. As long as the pre-supernova mass-loss process responsible for creating confined CSM is unclear, the role played by shear layers is also uncertain. As we have discussed, some hydrodynamic instabilities, the Rayleigh-Taylor, Vishniac, and possibly Kelvin-Helmholz instabilities, produce small-scale structures in the ejecta-CSM interface. These instabilities develop even from numerical errors and thus destroys the equatorial symmetry. As seen in Figures 10 and 11 , the spatial distributions of physical variables in the upper and lower hemispheres certainly exhibit small equatorial asymmetries, although their global structures are similar. This leads to slight differences in light curves seen from upper and lower hemispheres as we shall see below.
We also note that the treatment of the upper and lower edge of the CSM disk is also important for the opening angle of the void region. In our simulations, we assume the CSM density structure in Equation (28) with q = 4. However, the realistic density structure of the envelope of a CSM disk would likely depend on its formation process and therefore is highly uncertain.
Light curves
In Figures 13 and 14 , we plot the isotropic-equivalent bolometric light curves for the disk CSM models. The light curves with different viewing angles show marked differences from those of the spherical CSM models with the same CSM mass (Figure 9 ). In addition, some viewing angle effects are clearly recognized. We can divide the presented light curves into two classes, fast and slow risers. The light curves with smaller viewing angles are characterized by a fast rise. On the other hand, an observer around the equator (Θ obs = 90 • ) would see less luminous and slowly evolving emission lasting for ∼ 1 yr.
The steep rise seen in light curves with smaller viewing angles can be explained by emission escaping into the regions that are not covered by the CSM disk. Without high density material preventing radiation from escaping, the observer can see the photosphere located in the SN ejecta directly. The radiation energy initially attached to the SN ejecta is simply released into interstellar space as the ejecta expand. However, the initial radiation energy in the SN ejecta alone cannot explain the luminosity at the initial peak. Therefore, the ejecta-CSM interaction happening around the equator also contributes to the emission along small viewing angles. In other word, the energy dissipated at the ejecta-CSM interface diffuse throughout the SN ejecta and then released into regions that are not covered by the CSM disk.
Among light curves in each panel of Figures 13 and 14 , those with larger viewing angles (Θ obs = 90 • for Figure  13 and Θ obs = 60 • and 90 • for Figure 14) are classified into the slowly evolving case. These light curves exhibit a slow rise followed by a slow decay. As seen in the density distributions in Figures 10 and 11 , the lines of sight corresponding to these viewing angles are intercepted by the CSM. Therefore, the observer sees the emission diffusing through the CSM disk.
As seen in Figures 10 and 11 , the shocked ejecta and CSM do not show strict equatorial symmetry. As a result, light curves with a viewing angle Θ obs = Θ and its symmetric counterpart Θ obs = 180 • −Θ are not identical with each other. In Figure 15 , we compare light curves with Θ obs = 30 • and 150 • , 45 • and 135 • , and 60 • and 120 • for models with ϑ disk = 10 • . Although each pair of light curves show slight differences, they mostly behave in a similar way. We have also checked the light curves of the models with ϑ disk = 20 • and confirmed that the effect of the equatorial asymmetry on light curves is less than a factor of 2. Figures 13 and 14 show nonmonotonic temporal evolution. The light curves appear to be more bumpy for a larger CSM mass. This is a result of the complex hydrodynamic interaction between the SN ejecta and the inner disk. We consider model D20_M10, which shows the widest variety of light curves among the disk models. Figure 16 shows the spatial distributions of the density and the outgoing flux at several epochs for model D20_M10. The outgoing flux is calculated by Equation (33) with l i v = (r/R, z/R) at each numerical cell. These outgoing flux distributions reflect the distributions of the density and the radiation energy source at the corresponding epoch. At early epochs, the ejecta are interacting with an inner and denser part of the disk and thus the disk region is not penetrated by radiation, leading to small outgoing fluxes. The outgoing flux is larger around the region with lower inclination angles, which is not covered by the disk. Furthermore, at the earliest epoch (t = 5 × 10 5 s), even regions close to the symmetry axis, z = 0, show high outgoing fluxes, which indicates that the radiation produced by the interaction region can easily escape into directions with smaller viewing angles. At the early stages of the ejectadisk interaction, the energy dissipation happens at outer layers of the ejecta. Therefore, the relatively small optical depth of the outer layers makes it easy for the dissipated energy to radiate away into wider solid angles including inclination angles close to 0 • . Then, the interaction region digs through inner regions of the ejecta (in mass coordinate) and serves as an energy source nearly at the center. Therefore, for ejecta with smaller inclination angles, the energy dissipated at the deeply embedded interaction region should diffuse through the stratified layers. These two effects explain the light curves of D20_M10 with Θ obs = 0 • and 30 • (Figure 14) . They exhibit an initial spike followed by a slowly evolving second peak. The initial spike is created by the impact of the outer ejecta colliding with the inner disk, which can easily escape into smaller viewing angles. The second peak is powered by photons diffusing from the deeply embedded energy dissipation region all the way toward the outermost layer.
Non-monotonic luminosity evolution

Some light curves in
The light curve with Θ obs = 45 • behaves in a more complicated way because its viewing angle is close to the orientation of the ejecta-disk interface. As seen in Figure 16 , the region with the highest outgoing flux is aligned with the upper and lower disk surfaces. This is naturally expected for the ejecta-disk interaction where the energy dissipation happens most efficiently in the inner disk edge. Above (below) the upper (lower) disk surface with a large outgoing flux, however, regions with lower outgoing fluxes can be found. These regions are associated with the ejecta dynamically influenced by the collision with the inner disk. In the ejecta-disk collision, the ejecta initially expanding into equatorial direction are pushed away by the inner disk digging through the inner part of the ejecta, and accumulate above (below) the upper (lower) disk surface. The resultant region with an enhanced density around the disk surface can be seen in the density distributions in the upper panels of Figure  16 . In these regions, the boosted optical depth along the radial direction creates "shadowed regions" (the regions with relatively lower F out extending along θ = 30 • -45 • and 135 • -150 • ) in the outgoing flux distribution, leading to striped outgoing flux distributions as seen in the lower panels of Figure 16 . In addition, the orientation of the region with enhanced density can change with time due to the compression of the disk by the ejecta. Accordingly, the shadowed region is more deeply lied down on the disk surface at late epochs. It is how a particular line of sight intersects with striped flux distributions that determines the temporal behavior of the corresponding light curve. As a result of these effects, the light curves exhibit non-monotonic evolution. We also note that the outgoing flux distribution at t = 5 × 10 6 s show some small-scale structure in the shadowed region. This region corresponds to clumpy ejecta along the ejecta-disk interface. Therefore, this structure may be related to the shear layer affected by the possible growth of the Kelvin-Helmholz instability, although we can not exclude the possibility of numerical oscillations. Since the typical length of this small-scale perturbation is less than 10 15 cm, which yields a light crossing time of less than 1 day, this behavior does not produce 10 days-long bumps observed in light curves even when it is really physical phenomena.
Rise and decline times
For a more quantitatively look at the light curves, we introduce the rise and decline timescales. How a transient population behaves in the duration-luminosity phase space can give us information on the emission mechanism (e.g., Ofek et al. 2014b; Moriya & Maeda 2014 ) and also potentially discriminate among different transient populations (Villar et al. 2017) . Several observational studies on rapid transients introduce the time above the half-maximum (e.g., Drout et al. 2014) , the inverse of a magnitude change per unit time (e.g., Tanaka et al. 2016) , or rising timescale based on a polynomial fit (e.g., Arcavi et al. 2016) . These methods are based on the measurement of the slope of a light curve around the maximum or the fitting of a simple function to observed light curves. Since some of our light curves show several humps, these methods may only provide the characteristic timescale of a single hump at the maximum light and may not capture the overall evolutionary trend of a light curve. Therefore, we use the cumulative radiated energy, (Equation 36), instead of light curve shapes. First, for a given light curve, the peak time t peak is simply defined as the time at which the luminosity reaches the maximum. The radiated energy at t = t peak is denoted by E rad,peak (Θ obs ) = E rad,iso (Θ obs , t peak ). Then, the rise time t rise is defined as the time during which the half of the peak radiated energy is emitted before t = t peak ; E rad,iso (Θ obs , t peak − t rise ) = 0.5E rad,peak (Θ obs ). (43) In a similar way, the decline time t decline is defined as the time during which the same amount of the peak radiated energy is emitted after t = t peak ; E rad,iso (Θ obs , t peak + t decline ) = 2E rad,peak (Θ obs ). (44) We should note that our timescale calculation is based on bolometric light curves. Therefore, the timescales shown below would probably be different from those based on single-band light curves. In particular, given that the early emission is likely dominated by UV photons, light curves in an optical or infrared band would rise more slowly than the bolometric counterparts. With this potential systematic difference in mind, we calculated the rise and decline times for the light curves shown in Figures 9, 13 , and 14.
In Figure 17 , we plot the results for the 2D spherical and two disk models in the t rise -L peak and t riset decline diagrams. A general trend in the rise time vs decline time plots (lower panels) is that rise and decline times are distributed around the dotted line showing t decline = 2t rise , i.e., decline times are about two times longer than the corresponding rise times. For disk CSM models, some models show decline timescales a bit longer than 2t rise , which qualitatively confirms the rapid rise followed by slowly decaying light curves. As we have discussed in Section 3.3.3, disk models exhibit complicated temporal evolution of the bolometric luminosity. For smaller viewing angles, the rising part of the light curves should be powered by the impact of the outer part of the ejecta on the inner edge of the disk. At this phase, the timescale of photon diffusion is determined by the outer and dilute part of the ejecta. At late epochs, the interaction region is located in the inner part of the ejecta and serves as an energy source around the central region, where the diffusion timescale could be longer than those at outer layers. This effect possibly produces some outliers in the t decline -t rise plot, especially for larger CSM masses, which are more capable of penetrating the expanding ejecta. Again, light curves of disk models are strongly dependent on the viewing angle, while those of 2D spherical models are not. When the ejecta-disk interaction is seen through the disk CSM around the equator, the photon diffusion effect smears out the light curve, thereby making the rise and decline times longer. The prolonged rise and decline times still roughly follow the t decline = 2t rise relation, which makes it difficult to distinguish whether these timescales are prolonged due to the increase in the total CSM mass or the concentration of the CSM around the equator. On the other hand, the peak luminosity vs rise time plots (upper panels) behave differently. For 2D spherical models, the peak luminosity monotonically in-creases for increasing CSM mass. This is due to the increased efficiency for the dissipation of the ejecta kinetic energy. For disk models, larger viewing angles lead to lower peak luminosity and longer rise times. A CSM concentrated around the equator makes light curves significantly stretched. Even though the timescales are prolonged, the total dissipated energy is similar for given ejecta and CSM properties. The ejecta-CSM interaction happens in a deeply embedded region in the ejecta and the subsequent photon diffusion through the ejecta and CSM makes the radiation field nearly isotropic. As a result, a similar amount of radiation energy is distributed into different solid angles. Thus, the prolonged rise and decline times lead to lower peak luminosities as seen in the luminosity-rise time plot.
These diagrams could be used to statistically infer the cause of the variety of light curves of interacting SNe by comparisons with observed samples. In the t decline -t rise plot, both increasing the CSM mass and observing at larger viewing angles make the timescales longer. In the L peak -t rise plot, on the other hand, large CSM masses make peak luminosities higher, while events with larger viewing angles are less luminous. For example, if the variety of the evolutionary timescales of SN IIn light curves are predominantly caused by the viewing angle effect with similar CSM masses, a declining trend could be found in the L peak -t rise plot for type IIn SN samples. On the other hand, if the viewing angle dependence is only a minor effect and it is the CSM mass that predominantly determines evolution timescales, an increasing trend is found in the L peak -t rise plot. Such hypotheses could be examined by using unbiased type IIn SN samples with well-measured L peak , t rise , and t decline . We briefly discuss this point with the type IIn SN samples compiled by Nyholm et al. (2019) in Section 5.3.
Finally, we make a remark on the t rise -t decline relation. As we have already noted, t decline = 2t rise relation appears to hold very well. The reason why this scaling relation holds well is unclear. It may reflect the selfsimilarity of the system (Chevalier 1982a ). However, as opposed to purely hydrodynamic cases, the radiative diffusion effect introduces another characteristic length scale, making the situation more complicated. Although this relation is intriguing, it warrants further investigation and we regard the systematic investigation as one of the future works.
POST-PROCESS CALCULATIONS
The properties of the thermal emission can be inferred from physical variables at the photosphere. In order to locate the photosphere and estimate the color temperature from the snapshots of the simulations, we carry out post-process calculations. The detailed numerical procedures are described in Appendix B.
We have estimated the color temperature and the blackbody radius for all the simulations and the viewing angles of 0 • , 30 • , 45 • , 60 • , and 90 • . We have used up to 19 snapshots of the simulations at elapsed times from t = 10 6 to 1.9 × 10 7 s (some models are terminated earlier). Figure 18 shows some examples of the photosphere plotted over the density distribution. The results for model D10_M1 are presented. The scattering photosphere defined by τ = 2/3 (Equation B19) is located outside the effective photosphere τ eff = 2/3 (Equation B21), suggesting that the photon production region is more deeply embedded in the SN ejecta. The geometry of the SN ejecta and the CSM disk apparently plays an important role in determining the photosphere. When the radius of the ejecta is smaller than the outer radius of the CSM at early epochs (e.g., the left panels of Figure 18) , the CSM disk can be seen separated from the SN ejecta. At later epochs, however, a considerable fraction of the CSM disk is covered by the ejecta and thus the emission through the CSM can be seen only for observers around the equatorial plane. For observers with small viewing angles, the CSM disk would be hidden by the SN ejecta, while the ejecta-CSM interaction still contributes to the emission from the photosphere in the expanding ejecta. This geometrical effect on spectral evolution is further discussed below. 19, 20, and 21 show the temporal evolutions of the color temperature and the effective blackbody radius for the 9 models. In general, the color temperature is initially of the order of 10 4 K and then steadily decreases down to several 10 3 K or lower. The blackbody radius generally increases with time. The color temperatures as high as T c,av ∼ 10 4 K are in agreement with the photospheric temperature inferred by early observations of type IIn SNe. The steadily increasing blackbody radius is inconsistent with some type IIn SNe with detailed follow-up observations, e.g., SN 2006gy (Smith et al. 2010a) , whose blackbody radius increases in earlier epochs and then declines after entering the nebular stage. This discrepancy is probably due to the treatment of the opacity. We assume a constant opacity for electron scattering (Equation 16 ), which implicitly assumes fully ionized gas. At later stages, however, the local gas temperature around the photosphere drops down to ∼ 6 × 10 3 K and then free electrons start recombining, leading to a reduced electron scattering opacity. This is how the ejecta become transparent in hydrogenrich SNe (see, e.g., Arnett 1996) . Several models indeed show color temperatures lower than ∼ 6 × 10 3 K at later epochs, suggesting that the photosphere should be more compact.
The color temperature decreases more slowly in models with larger CSM masses. On the other hand, the blackbody radii are generally smaller for models with more massive CSMs. A massive CSM makes the ejecta-CSM interaction long-lasting and thus the ejecta are kept hot. This can also make the SN ejecta more deeply embedded in the CSM as shown in Figure 8 , keeping the blackbody radius small. For models with spherical CSMs, the color temperature evolutions do not strongly depend on the viewing angle. Although the blackbody radii exhibit slight variations, it is due to the late-time variety in the bolometric light curve.
We also note that the effective blackbody radii R eff for disk CSM models change with time modestly compared with spherical CSM models, ending up smaller values. Since R eff is connected to the bolometric luminosity and the color temperature by the Stefan-Boltzmann law (Equation B23), this behavior indicates that the color temperature is kept high even at late phases with low bolometric luminosity in the case of ejecta-disk interaction. This is because the inner disk edge penetrates the ejecta deeply and serves as a heating source for the expanding outer ejecta. However, the photospheric properties at late epochs also suffer from our simple treatment of opacity. Especially, neglecting hydrogen recombination may significantly affect the late photospheric properties, making the estimate of the color temperature and the blackbody radius uncertain.
DISCUSSION
In the following, we discuss observational signatures of SNe interacting with CSM disks based on the simulation results.
Photometric properties
First of all, the 2D simulations with spherical CSMs presented in Section 3.2 suggest that hydrodynamic instabilities developing in the ejecta-CSM interface have a very limited impact on bolometric light curves. This is because the energy dissipation region is deeply embedded in the dense CSM. On the other hand, the light curve of an SN interacting with a CSM disk strongly depends on the viewing angle. As we have seen in Section 3.3, an observer with a smaller viewing angle sees the emission directly from the photohsphere in the expanding ejecta. This leads to steeply rising light curves. On the other hand, for observers with the line of sight intercepted by the CSM disk, photons created by the ejectadisk interaction should diffuse through the CSM disk, making the rise and decline times longer. As our simulations suggest, whether a former or latter type of light curve is observed is roughly determined by the opening angle of the CSM disk. A CSM disk with a larger opening angle prevents a larger fraction of the ejecta from expanding freely, leading to an efficient dissipation of the original kinetic energy of the ejecta. Therefore, the opening angle of the CSM disk is one of the most fundamental parameters governing the dynamical evolution of the SN ejecta interacting with massive CSM disks.
Aspherical CSM structure can also make the bolometric light curve much more complex than the spherical counterpart. For example, the bolometric light curves of model D20_M10 (Figure 14) clearly exhibit several bumps. This feature is most prominent for viewing angles close to the boundary distinguishing the void region from the almost freely expanding ejecta and thus is likely produced as a consequence of the hydrodynamic interaction between the ejecta and the CSM disk. Interestingly, these bumpy light curves are reminiscent of the type IIn SN iPTF13z (Nyholm et al. 2017 ) and the unusual transient iPTF14hls (Arcavi et al. 2017; Sollerman et al. 2019) . Remarkably, the latter has been bright for more than 1000 days. The CSM interaction is one of the promising scenarios for explaining the extremely long and bright emission of this peculiar object (e.g., Andrews & Smith 2018; Chugai 2018; Woosley 2018) . Although the timescale of the emission from iPTF14hls is much longer than that covered by our simulations, our simulation results may imply that the bumpy light curves with an exceptionally long duration could be explained by an SN interacting with a more extended CSM disk as hinted by the late-time Hα line profile (Andrews & Smith 2018) . Although the ejecta-disk interaction is one possible way to produce light curves with several bumps as we have demonstrated by our simulations, it would not be the only way. Mass-loss processes prior to the gravitational collapse of massive stars might be sporadic. Therefore, multiple mass ejection episodes may produce quasi-spherical, but radially inhomogeneous CSM, which also likely leads to bumpy light curves. Very recently, Nyholm et al. (2019) presented type IIn SN samples from the PTF survey. They report that the fraction of type IIn SNe similar to iPTF13z would be only 1.4 +14.6 −1.0 % of the whole type IIn SN population. This indicates that interacting SNe with bumpy light curves are relatively rare and some special condition may be required to produce a highly aspherical CSM. Even if CSM disks are common, only observers at the direction of the disk opening angle see the emission with bumpy light curves caused by the ejecta-disk interaction.
Emission lines
We briefly comment on the emission line profile expected from SN ejecta interacting with a CSM disk.
The asymmetric ejecta structure realized in our numerical simulations would have several impacts on the emission line profiles, for both narrow and broad lines seen in type IIn SNe. As seen in the top panels of Figure 6 , the presence of a sufficiently massive CSM disk around the SN ejecta decelerates the equatorial part of the ejecta. For example, from an observer seeing this event along the symmetry axis, the ejecta component traveling along the transverse direction to the line of sight is selectively decelerated. As a result, this component would contribute to broad emission lines less effectively, which may lead to a top hat line profile. On the other hand, for an observer standing around the equatorial plane, the ejecta components going toward and away from the observer are decelerated, which possibly makes the blue-and red-shifted components in a line profile distorted significantly.
For narrow emission and absorption line components originating from the CSM, the configuration of the SN ejecta and the CSM disk has even more drastic impacts on line shapes. As shown in Figure 18 , the CSM disk is seen in early epochs when the radius of the SN ejecta is smaller than the outer radius of the CSM disk. However, the expanding SN ejecta gradually cover the CSM disk. The CSM disk would be hidden until the most part of the SN ejecta becomes transparent in the nebular stage. This geometrical effect suggests that the relative contributions of the narrow and broad lines, which are originated from the slowly-moving CSM and the fast SN ejecta, can exhibit complicated time variation. Smith et al. (2015) suggested this geometrical effect for the type IIn SN iPTF11iqb. Our results are qualitatively same as their scenario.
A more quantitative discussion requires line transfer calculations by using snapshot of radiation-hydrodynamic simulations. Therefore, we leave such more detailed post-process computations one of our future work.
Unveiling CSM disks
The biggest question among SNe interacting with massive CSMs is how and when such mass ejection happened. On one hand, it may happen in unusual eruption events in a specific class of massive stars like LBVs. On the other hand, it may be a consequence of complicated interaction processes in close binary systems. Therefore, probing the CSM properties through SN observations is of great importance.
Our radiation-hydrodynamic simulations have found that light curves of SNe colliding with CSM disks exhibit two distinct characteristics depending on viewing angles, a rapid rise followed by a steady decline and a slow rise followed by a slow decline. The former correspond to ejecta-disk interection with face-on geometry and the latter corresponds to edge-on geometry. Identifying and collecting these two types of SNe harbouring CSM disk interaction would reveal important properties of putative CSM disks associated with exploding massive stars. For example, the typical opening angle of the CSM disk could be probed by the relative fractions of interacting SNe with former and latter types of light curves.
Statistical analyses of unbiased type IIn SN samples is one possible way to understand the variety of their light curve characteristics. In Nyholm et al. (2019) , they provide the peak luminosity vs rise time plot for their PTF samples. The correlation between the rise time and the peak luminosity is not statistically significant. However, they found that luminous SNe IIn generally show longer evolution timescales. If this is the case, this observational trend is at odds with the trend produced by the viewing angle effect (see the upper panels of Figure 17 ). It would be the CSM mass that makes SNe IIn outshine more brightly and in longer timescales at the same time, although anisotropic CSM and the viewing angle effect should play a role in producing the dispersion in the trend.
In this work, we have performed 1D spherical and 2D cylindrical radiation-hydrodynamic simulations of interacting SNe. For 2D simulations, we have considered SN ejecta interacting with spherical and disk-like CSMs.
In the 2D spherical CSM models, the overall evolution of the ejecta interacting with the CSM is similar to the 1D spherical counterparts. Although hydrodynamic instabilities certainly develop at the ejecta-CSM interface, the filaments or clumps produced by the instability is confined in the narrow layer between the forward and reverse shock fronts and do not modify the global shape of the expanding ejecta. Consequently, the bolometric light curves with different viewing angles are similar to those of 1D spherical models.
On the other hand, disk-like CSMs have much more impacts on the dynamics of the ejecta and the resultant light curves. A part of the ejecta traveling around the equator collide with the massive CSM, leading to the dissipation of the kinetic energy. The collision around the equator and the subsequent diffusion of the radiation throughout the CSM disk give rise to bright emission, which can be seen even for observers with small viewing angles.
Finally, we note some remarks on this study. Our simulations treat frequency-integrated radiation energy density and radiative fluxes. Although the radiation pressure effect and the coupling between gas and radiation (in gray approximation) are included, information on the color temperature and the photospheric radius are not directly obtained from the simulations. Another potential caveat is the use of the two-temperature approximation. Although it is relatively easy to handle gas-radiation coupling under this approximation in multi-dimensional simulations, it is not always valid. Especially, for fast radiative shocks propagating in dilute media, the Compton scattering can be a dominant process realizing the gas-radiation equilibrium (Weaver 1976) . The inefficient coupling between gas and radiation produces a wider relaxation layer with higher post-shock gas temperature, where high-energy photons in X-ray and even gamma-ray energy ranges could be created. This situation would be realized in a supernova shock breakout in relatively dilute wind (e.g., Katz et al. 2010; Waxman & Katz 2017) . In our approach, however, we simply treat electron scattering as elastic scattering in the comoving frame of the gas flow. In addition, we have assumed that the gas is fully ionized and the electron scattering and free-free absorption are major radiative processes. While these assumptions are valid in early epochs, when the interaction layer is kept hot by the energy dissipation, recombination effects and boundfree opacities become more and more important at later epochs, which would affect late-time light curves. These issues should be improved in future studies.
Nevertheless, our simulations clearly demonstrate the interaction of SN ejecta with aspherical CSMs can lead to a wide variety of CCSNe interacting with their surrouding gas. Light curve and spectral modelings taking aspherical CSMs into account as well as scrutinizing well-observed type IIn SNe could be a key to elucidating the mysterious origin of massive CSMs in the immediate vicinity of massive stars.
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Software:
A.1. Implicit Integration of the source terms A simple discretization of the governing equations gives
In a similar way to the equations for E r and F i r , the following transformation gives the following simplified expression, 
where the 1st term in the left-hand side represent the change in the specific gas energy, or the gas temperature for ideal gas, while the 2nd and 3rd terms are proportional to the velocity changes. Similarly, the following relations hold,
Equation (A15) and (A16) are solved to find β i andT g by some iterative methods. Specifically, we adopt the following method. Equation (A16) can be expressed in the following way, β i = β i (1 + ∆τ as Γ −2 )(M 0,n + P n g ) − ∆τ as Γ −2 (F i r − Γβ j P ij r ) (1 + ∆τ as Γ −2 )(M 0,n + P n g ) − ∆τ as Γ −2 E n r − Γ 2 β i β j P ij r /(Γ + 1)
This is not the exact solution for Γβ i , because the right-hand side obviously includes β i and Γ. However, we find that updating Γβ i iteratively by using this expression combined with Equation (A10) works well for finding an approximate solution of β i for a givenT g . On the other hand, Equation (A15) is solved forT g by the standard Newton-Raphson method for fixed β i . Approximate solutions of β i andT g are obtained by successively updating these two values.
B. POST-PROCESS CALCULATIONS B.1. Locating the photosphere First, we map the simulation results into the three-dimensional cartesian space whose origin is identical with that of the simulation coordinate system. Then, we consider a rectangle screen extending in the three-dimensional space. Figure 22 schematically represents the situation considered here. The screen is extended with an offset D sc from the center of the simulation coordinates. The two-dimensional cartesian coordinates (u, v) specify a point on the screen. The origin of the coordinates is set to be the nearest point to the center of the simulation coordinates.
We consider photon rays perpendicularly emanating the screen along a viewing angle Θ obs . Therefore, any point x on the ray intersecting with the screen at (u, v) is expressed by introducing a parameter s, which specifies the location on the ray;
where e u and e v are the unit vectors corresponding to the u-and v-directions on the screen and l obs = (sin Θ obs , 0, cos Θ obs ) is the direction vector of the ray. The screen is located at s = D sc . Along each ray, we integrate the following quantities to obtain the optical depth along the ray, τ (u, v, s) = Dsc sρ (x )(κ a +κ s )ds,
where physical variables are taken from a snapshot of the simulations at a specific epoch. The photosphere, beyond which photons can propagate almost freely, is defined so that the optical depth is equal to 2/3. In other words, we find the parameter s ph satisfying τ (s ph ) = 2/3. From the spatial distributions of the radiation energy density and the flux, the (frequency-integrated) intensity at the photosphere along the line of sight is estimated as follows;
I(u, v, s ph ) = 1 4π (cE r + 3l obs · F r ) .
We assume that the intensity I(u, v, D sc ) at the point (u, v) on the screen is identical with that at the photosphere, I(u, v, D sc ) = I(u, v, s ph ), which holds for radiation propagating in vacuum and is a good approximation for a sufficiently dilute interstellar space. In the following, we set the screen distance to be D sc = 5 × 10 16 cm, which is identical with R obs . When a snapshot of the simulation at t = t sim is used for this post-process calculations, photons emitted from different parts of the photosphere reach the screen at different times. The delay time is given by (D sc − s ph )/c and differs from one ray to another according to the difference in s ph . However, dispersion in the delay times, s ph /c, is generally smaller than the elapsed t sim , by an order of magnitude. Therefore, we neglect the difference in the delay times. Then, we use the maximum and minimum delay times, t delay,max = (D sc − s ph,min )/c and t delay,min = (D sc − s ph,max )/c, where s ph,min and s ph,max are the minimum and maximum coordinates for the locations of the photonsphere among the photon rays, to obtain the average arrival time of photosphereic photons by t arrival = t sim + (t delay,max + t delay,min )/2. We assume that the emission properties obtained by this post-process calculation represent those of the emission observed at t = t arrival .
B.2. Color temperature estimation
The ejecta and the CSM are mostly scattering dominated. In other words, photons are predominantly scattered by electrons rather than being absorbed,κ s >κ a . Therefore, the photosphere identified by the above method is not the region where photons are created and thus the color temperature is determined. In order to locate the photon production region, we also calculate the following effective optical depth along the line of sight, (Rybicki & Lightman 1979) . We locate the effective photosphere so that τ eff (u, v, s eff ) = 2/3. The gas temperaturē T g at (u, v, s eff ) gives an estimate for the color temperature T c (u, v) of radiation propagating along the line of sight associated with the point (u, v) . We divide the screen into 1024 × 1024 cells by equidistant grids and locate the photosphere along the ray associated with each cell. As such, we obtain the distribution of the intensity I(u, v, D sc ) and the color temperature T c (u, v) on the screen. Using these distributions, we calculate the intensity-weighted color temperature, T c,av , in the following way;
T c,av = T c (u, v)I(u, v, D obs )dudv I(u, v, D obs )dudv .
In the above averaging procedure, we only consider rays whose effective optical depth exceeds the threshold of 2/3 somewhere along the line of sight integration. For the given approximated color temperature and the bolometric luminosity L bol at the arrival time t = t arrival , the effective blackbody radius R eff is obtained as follows;
where σ SB = 5.67 × 10 −5 erg cm −2 s −1 K −4 is the Stefan-Boltzmann constant.
