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Abstract
A method for stable numerical differentiation of noisy data is proposed. The method requires solving a Volterra
integral equation of the second kind. This equation is solved analytically. In the examples considered its solution
is computed analytically. Some numerical results of its application are presented. These examples show that the
proposed method for stable numerical differentiation is numerically more efﬁcient than some other methods, in
particular, than variational regularization.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In many applications one wants to calculate the derivative of a functionmeasured experimentally, i.e. to
differentiate noisy data. The problem of numerical differentiation of noisy data is ill-posed: small changes
(in L∞- or L2-norm) of the data may result in large changes of the derivative or throw the data out of the
set of differentiable functions.
Below f is the function to be differentiated and u is its unknown derivative. One has Au = f , where
Au(x) := ∫ x0 u(s) ds, and we assume without loss of generality that f (0)= 0. The operator A is linear,
bounded, and its range is not closed.
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Numerical solution of the equation Au= f requires some regularization method. In [6] a regularized
approximation to u, a function u, is obtained by considering the equation Au + Lu = f, where L is
some unbounded, densely deﬁned and strictly positive deﬁnite operator. In [8] discrepancy principles are
studied for iterative methods of solving ill-posed problems. In [7] a discrepancy principle was introduced
and studied for variational regularization. In [2] a variational regularization was studied as a method for
stable differentiation of noisy data.A special Fredholm integral equation of the ﬁrst kindwas used, namely,
Au(x)=∫ 10 h(x−y)u(y) dy=f (x), where h is the unit step function, i.e., aVolterra equation.Numerically
a Fredholm integral equation of the second kind, arising as a result of a regularization procedure, was
solved. In [2] no attempt was made to determine the optimal value of the regularization parameter 
for each sample size, but it was mentioned that good pointwise approximation to the derivatives can be
obtained with = 0. Actually, the pointwise error in [2] is considerable even if one takes nearly optimal
value  = 0.000001 of the regularization parameter (see Table 2 in [2]). In [1] a spectral interpolation
of the method [2] is used, which allows one to obtain an optimal value of the regularization parameter.
The applicability of this interpolation is restricted to the cases when the spectrum of the data differs
considerably from the spectrum of the noise.
A stable differentiation method in [5] consists of differentiating of a piecewise-spline approximation
of f constructed from noisy data f(x) known at some nodal points. In [12] Dynamical Systems Method
(DSM) is applied to construct a stable numerical differentiationmethod.The stopping rules for the scheme,
used in [12], and for more general schemes are given in [10,11].
In this paper a simple scheme for stable differentiation of noisy data is proposed. The idea is to solve
a Volterra equation with noisy data by solving a regularized Volterra equation. The Volterra operator
Au= ∫ x0 u(s) ds as an operator in the real Hilbert space H = L2(0, 1) is monotone in the sense (Au−
Av, u − v)0. Although the operator A is nonselfadjoint in H, one has (Au, u) = (∫ 10 u(s) ds)20 in
real Hilbert space, so that the quadratic form of the operator A is nonnegative. This observation is the
foundation of our method. Convergence of this method is proved. A priori and a posteriori choices of
the regularization parameter are discussed. In Section 5 the results of several numerical experiments are
given. These results show that our method is efﬁcient. A comparison with some published results on
numerical differentiation is given (e.g., with the results from [2]).
2. Numerical differentiation
2.1. Statement of the problem
Suppose that f is the function to be differentiated and u is its unknown derivative. Then u satisﬁes the
following Volterra equation
f (x)= f (0)+ Au(x) := f (0)+
∫ x
0
u(s) ds. (1)
Without loss of generality, we may assume that f (0) = 0. Throughout we assume that all the functions
are real-valued. In this case the operator A in (1) is injective and monotone in the real Hilbert spaceH :=
L2(0, 1), because (Au, u)= (∫ 10 u(t) dt)20, where (u, v) denotes the inner product in H. Equation (1)
is uniquely solvable in H if and only if f is absolutely continuous and f ′ ∈ L2(0, 1).
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Let f be the noisy data, ‖f − f ‖L2(0,1). We want to ﬁnd a stable approximation of the derivative
f ′ = u. By⇀ and→ the weak and strong convergence in H are denoted.
Let Au= f and
 v(x)+ Av(x)= f (x), = const> 0. (2)
Theorem 1. One has
lim
→0 ‖v − u‖ = 0. (3)
The conclusion of Theorem 1 follows from Lemmas 2–4.
Lemma 2. The inequality ‖v‖‖u‖ holds for all > 0, where v and u are solutions of (2) and (1),
respectively.
Proof. From (1) and (2), one gets
 v + Aw = 0,
where w := v− u, and by taking an inner product with w one gets: (v, w)+ (Aw, w)= 0. Since
(Aw, w)0, one obtains (v, w)0, so ‖v‖2‖v‖‖u‖, and the conclusion of Lemma 2 follows.

Lemma 3. If vn := vn ⇀ v and Avn → f as n → 0, then Av = f , so v = u.
Proof. Indeed, for all  ∈ C∞0 (0, 1) one has
(f,)= lim
n→∞ (Avn,)= limn→∞ (vn, A
∗)= (v, A∗)= (Av,).
Thus f = Av and v = u because A is injective. 
Lemma 4. If vn ⇀ u and ‖vn‖‖u‖, then vn → u.
Proof. Indeed, ‖u‖ lim infn→∞ ‖vn‖ lim supn→∞ ‖vn‖‖u‖. The ﬁrst inequality follows from the
weak lower semicontinuity of the norm inH. Therefore, one gets limn→∞ ‖vn‖=‖u‖. Thus, limn→∞ ‖u−
vn‖2 = limn→∞ [‖vn‖2 + ‖u‖2 − 2R(u, vn)] = 0. Lemma 4 is proved. 
2.2. Convergence and stability analysis
Consider the equation
u, + Au, = f. (4)
Let us choose any = ()> 0, which is continuous on [0, 0), where 0> 0, and assume
lim
→0 ()= 0, lim→0

()
= 0. (5)
For example, one may take ()=√. Denote u := u(),.
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Theorem 5. Assume (5). Then
lim
→0 ‖u − u‖ = 0, (6)
where u solves (4), with = ().
Proof. Indeed,
‖u − u‖‖u − v‖ + ‖v − u‖,
where v is the unique solution to the equation ()v+Av=f . FromTheorem 1, one has lim→0 ‖v−
u‖= 0, if lim→0 ()= 0. Thus, (6) follows if lim→0 ‖u− v‖= 0. Let us prove the last relation. One
has
()(u − v)+ A(u − v)= g := f − f, ‖g‖. (7)
Denote w := u − v, multiply (7) by w in L2(0, 1) and get
()‖w‖2 + (Aw, w)= (g, w).
Because (Aw, w)0 and ‖g‖‖f − f ‖, one gets
‖w‖ ‖g‖
()


()
→ 0, → 0. (8)
Theorem 5 is proved. 
3. Formula for u
Denote g(x)= Au,(x) =
∫ x
0 u,(s) ds, where u, solves (4). Then (4) can be written as
g′(x)+ g(x)= f(x), g(0)= 0. (9)
Thus
u(x)=−1

g(x)+ f(x)

. (10)
From (9) one gets
g(x)= 1

exp
(−x

)∫ x
0
exp
( s

)
f(s) ds, (11)
and from (10) and (11) one obtains
u(x)= −1
2
exp
(−x

)∫ x
0
exp
( s

)
f(s) ds + f(x)

. (12)
Set s = x + t and get
u(x)= −1

∫ 0
−x/
f(x + t) exp(t) dt + f(x)

.
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Here we take () satisfying the assumptions (5) as
()= k/c, k ∈ (0, 1), c = a constant. (13)
However, there is no known algorithm for choosing k, c.
In general, one has to compute the integral in (12) numerically. There are efﬁcient numerical methods
for calculating integrals (see e.g. [3]). In some cases, when the noise is modeled by an analytically given
function, the integral in (12) is computed analytically in closed form by using tables of integrals (see
e.g. [4]). In the numerical examples presented in Section 5 it was possible to calculate solution (12)
analytically.
4. A posteriori parameter choice
Let
F(u)= ‖Au− f‖2 + ‖u‖2, (14)
where > 0 is a parameter, and let u be the minimizer of F, so F(u)= inf F(u). Then,
u = (A∗A+ )−1A∗f. (15)
The discrepancy principle [7,14] chooses = () as the root of the equation
‖Au − f‖ = C, C = const1. (16)
The existence and uniqueness of the solution to this equation, and some stability properties of its solution
were studied in [7,9,14]. In particular, it was proved that lim→0 () = 0 and lim→0 ‖u() − y‖ = 0,
where y is the minimal-norm solution y of the equation Au= f .
The choice of the regularization parameter by the discrepancy principle requires solving Eqs. (15) and
(16) and also some choice of C. There is no choice of C which is theoretically justiﬁed and optimal in
some sense.
5. Numerical Experiment
In the numerical examples below the norms are calculated by the trapezoidal rule with the step size
h= 0.01. These examples are computed by MAPLE 9.
5.1. A posteriori parameter choice
Let = 0.02.We want to compute the derivative of the function f (x)= sin(x), x ∈ (0, 1), assuming
that the noisy values of f are given, and the noise function e(x) :=  cos(3x). We have
f(x)= sin(x)+  cos(3x),
and u(x) =  cos(x). We take 1, 1.1, 1.2 1.5, 2.8, 3.0, 3.4, 3.6 as the values of C, and compute u
corresponding to these choices of C, where u is a solution to (4). In Fig. 1, u(x) and u(x) are shown
330 S. Ahn et al. / Journal of Computational and Applied Mathematics 186 (2006) 325–334
Fig. 1. u according to the choices of C.
Table 1
The values of ‖u − u‖ and  for each value C
C  ‖u − u‖ C  ‖u − u‖
1 0.0011 1.677 2.8 0.0059 0.140
1.1 0.0015 1.105 3.0 0.0065 0.141
1.2 0.0018 0.782 3.4 0.0078 0.150
1.5 0.0026 0.394 3.6 0.0085 0.157
by the line and the points, respectively. In Table 1 we obtain ‖u − u‖ for each value C. So for C = 2.8
one gets the best u.
5.2. A priori parameter choice
We have tried to solve Eq. (4) using a discretized version of it with a suitable step-size h = h(), but
solving the resulting linear algebraic system requires much computer time and much computer memory.
This is the reason for choosing our method, based on the exact formula (12). The u(x) is calculated
exactly, not numerically from (12).
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Table 2
Comparison with ‖u − u‖ and |u(0)− u(0)| at each value  with different type 
()= 0.9/4.2 ()= 0.9/5 ()= 0.5/20
  e e0  e e0  e e0
0.1 0.0229 0.674 0.194 0.0252 0.675 0.830 0.0158 0.721 3.183
0.05 0.0161 0.384 0.0288 0.0135 0.346 0.564 0.0112 0.354 1.331
0.02 0.00704 0.143 0.301 0.00592 0.140 0.240 0.00707 0.143 0.313
0.01 0.00377 0.0747 0.492 0.00317 0.070 0.0131 0.00500 0.0945 1.142
()= 0.5/25 ()= 0.3/40 ()= 0.3/50
  e e0  e e0  e e0
0.1 0.0127 0.763 4.764 0.0125 0.766 4.3839 0.0100 0.821 6.385
0.05 0.00894 0.374 2.449 0.0102 0.361 1.771 0.00814 0.387 3.000
0.02 0.00566 0.140 0.394 0.00773 0.148 0.555 0.00618 0.140 0.0920
0.01 0.00400 0.0778 1.142 0.00628 0.118 1.549 0.00502 0.0950 1.151
Here, e = ‖u − u‖, e0= |u(0)− u(0)|.
5.2.1. Example 1
The derivative of the function f (x) = sin(x), x ∈ (0, 1) is computed in the presence of the noise
function e(x) =  cos(3x). We have f(x) = sin(x) +  cos(3x), and u(x) =  cos(x). Table 2
shows the values of (), ‖u − u‖ (denoted by e), |u(0) − u(0)|(denoted by e0) for different k and
c at  = 0.1, 0.05, 0.02, 0.01. Then () = 0.9/5 is nearly optimal for  ∈ [0.01, 0.1], and when
() = 0.9/4.2, then u(0) = f(0)/() approximates u(0) better than for other values of k and c. In
Fig. 2, with ()= 0.9/5 u(x) and u(x) are shown by the line and the points, respectively. In this case
a cubic spline approximation results in ‖u− u‖= 0.113 with a step-size h= 0.25 (run time 0.4 sec) and
‖u − u‖ = 0.133 with a step-size h = 0.01 (run time 6.1 sec), since the exact derivative u(x) has four
critical points.Also, it is comparable with a posteriori parameter choice using a discrepancy principle(see
Table 3).
5.2.2. Example 2
For =0.1 the derivative of the function f (x)= sin((x)5), x ∈ (0, 1), is computed in the presence of
the noise function e(x)=(cos(2x)+cos(3x2))/2 (that is, f(x)=sin((x)5)+(cos(2x)+cos(3x2))/2)
(see [13]). Then the exact derivative of f is u(x) = 5x45 cos((x)5). One takes () = 0.9/c, and then
in Fig. 3, c= 600 is nearly optimal. For a cubic spline approximation [5], the similar result with c= 600
in our method is obtained, but run time is much larger than ours (See Table 3). Also, in [13] the similar
result is obtained with h= 0.00056778.
5.2.3. Example 3
In [2] a Fredholm integral equation of the second kind is solved with the parameter , correspond-
ing to the variational regularization. For the test function f (x) = sin(4x) and two noise functions:
e1(x)= (1− x) and e2(x)=  cos(3x), one ﬁnds in [2] pointwise values |u(, x)− f ′(x)|, 0x1,
where u(, x) is the solution to the Fredholm integral equation, used in [2], with the regularization
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Fig. 2. The relation between u(x), and u(x) for f(x)= sin(x)+  cos(3x).
Table 3
Comparison of run time with our method and other methods
= 0.02 f (x)= sin(x), e(x)=  cos(3x) = 0.1 f (x)= sin((x)5), e(x)= (cos(2x)+ cos(3x2))/2)
Run time ‖u− u‖ Run time with similar results
Our method 0.7 s 6.7 s
(= 0.00592) 0.140 (= 0.000210)
CSA [5]) 0.4 s 449.8 s
(h= 0.25) 0.113 (h= 0.001)
DP [7] 798.3 s
(h= 0.01, C = 2.8) 0.140 —
CSA= cubic spline approximation, DP= discrepancy principle.
parameter . In this experiment one takes () = d0.9/18 for  = 0.05 and for  = 0.02. Table 4 shows
that our method yields smaller error with the regularization parameters  = 0.00375 and  = 0.00164,
although in [2] one uses nearly optimal values = 0.000001 as the regularization parameter.
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Fig. 3. u(x), and u(x) for f(x)= sin((x)5)+  cos(3x).
Table 4
Comparison with Cullum’s method and our method
% Error in values obtained
Cullum’s results Our results
= 0.05, = 0.000001 = 0.02, = 0.000001 = 0.05, = 0.00375 = 0.02, = 0.00164
x e1 e2 e1 e2 e1 e2 e1 e2
0.0 7.3 7.3 1.8 1.8 0.8 0.8 0.4 0.4
0.1 12.9 20.0 6.7 10.3 0.5 0.2 0.2 0.1
0.2 3.6 0.6 3.0 1.2 0.3 0.1 0.1 0.0
0.3 3.6 2.4 2.8 2.3 0.4 0.5 0.2 0.2
0.4 5.1 3.6 3.3 0.0 0.6 0.3 0.3 0.1
0.5 3.6 0.0 3.2 1.4 0.1 0.4 0.0 0.2
0.6 5.1 3.6 3.3 0.0 0.5 0.8 0.2 0.4
0.7 3.6 2.4 2.8 1.2 0.3 0.2 0.2 0.1
0.8 3.6 0.6 2.8 1.2 0.4 0.8 0.2 0.3
0.9 4.4 20.0 3.0 10.0 0.6 1.0 0.3 0.4
1.0 1.8 10.5 0.3 4.8 0.1 0.0 0.0 0.0
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6. Conclusions
For stable numerical differentiation of noisy data f, we solve theVolterra equation of the second kind
(4) with assumptions (5) on the regularization parameter , and obtain the exact formula (12) for the
solution u. We choose ()= k/c, where k ∈ (0, 1) and c is a constant. Calculating u and () by the
discrepancy principle requires much more computer time than the method we have used. Our method
yields the error comparable to one in [5], but (see Example 2) our run time is much less than the one
required by the method in [5] (See Table 3). The reason is: in [5] one uses the cubic spline approximation
u and compute it numerically, while we use the exact formula for u and compute it exactly and fast.
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