• David Gurarie assumes that the potential is a Morse function with pairwise different critical values, while we assume only a weak non degeneracy condition (see Section 10.1.1).
• His argument for the separation of spectra associated to the different wells is less explicit than ours which uses the semi-classical trace formula (see Section 11.3).
• He does not say a word about the problem of a non generic symmetry defect and explicit non isomorphic potentials with the same semi-classical spectra (Section 7 and Assumption 3 in Theorem 5.1).
For a recent review on the use of semi-classics in inverse spectral problems, the reader could look at [9] .
Motivation I: surfaces of revolution
Let us consider a surface of revolution with a metric
2 with x ∈ [0, L] and y ∈ R/2πZ. We assume that a(0) = a(L) = 0, a(x) > 0 for 0 < x < L and a is smooth. The volume element is given by dv = a 2 (x)|dxdy|. The Laplace operator is:
Using the change of function f = F a, we get the operator P = a∆a −1 which is formally symmetric w.r. to |dxdy|:
If F (x, y) = ϕ(x)exp(ily) with l ∈ Z, we define Q l as follows
and puting = l −1 , we get
. It implies that the knowledge of the joint spectrum of ∆ and ∂ y is closely related to the spectra of Q for = 1/l with l ∈ Z \ 0. This relates our paper to Gurarie's result [7] .
Motivation II: effective surface waves Hamiltonian
In our paper [2] , we started with the following acoustic wave equation 1 u tt − div(n gradu) = 0 u(x, 0, t) = 0 (1) in the half space X = R d−1
x ×] − ∞, 0] z where n(z) : R − → R + is a non negative function which satisfies 0 < n 0 := inf n(z) < n ∞ := lim inf z→−∞ n(z) .
This equation describes the propagation of acoustic waves in a medium which is stratified: the variations of the density are on much smaller scales vertically than horizontally 2 . This equation admits solutions of the form exp(i(ωt − xξ))v(z) provided that v is an eigenfunction of the operator L ξ on the half line z ≤ 0 defined as follows:
with Dirichlet boundary conditions and eigenvalue ω 2 . These solutions are exponentially localized near the boundary provided that ω 2 is in the discrete spectrum of L ξ contained in J :=]n 0 |ξ| 2 , n ∞ |ξ| 2 [. Let us denote by λ 1 (ξ) < λ 2 (ξ) < · · · < λ j (ξ) < · · · the spectrum of L ξ in the interval J and v j (ξ, z) the associated normalized eigenfunctions. The unitary map from
withâ(ξ) := R d−1 a(x)e −ixξ dx, satisfies:
where P = −div(n gradu) with Dirichlet boundary conditions and Op(λ j ) is an elliptic pseudo-differential operator of degree 2 and of symbol λ j . So that, for each j = 1, · · · , we get an effective surface wave Hamiltonian with the Hamiltonian
We see that the high frequency surface waves are associated to the semiclassical spectrum of a Schrödinger type operator
with = ξ −1 . One can try to recover n(z) from the propagation of surface waves: this is equivalent to get the operator L from its semi-classical spectrum.
Some notations
The following notations will be used everywhere in this paper. The interval I is defined by I =]a, b[ with −∞ ≤ a < b ≤ +∞. The potential V : I =]a, b[→ R is a smooth function with −∞ < E 0 := inf V < E ∞ = lim inf x→∂I V (x). We will denote byĤ any self-adjoint extension of the operator −
The discrete spectrum ofĤ will be denoted by
The semi-classical limit is associated to the classical Hamiltonian H = ξ 2 + V (x) and the dynamics dx/dt = ξ, dξ/dt = −V ′ (x).
Definition 4.1 We say that
If we have a uniform approximation of the eigenvalues up to o( N ), it is also a semi-classical spectrum ofĤ mod o( N ) in the previous l 2 sense because the number of eigenvalues in ] − ∞, F ] is O( −1 ).
A Theorem for one well potentials
Theorem 5.1 Let us assume that the potential V : I → R satisfies:
1. A single well below E: there exists E ≤ E ∞ so that, for any y ≤ E, the sets I y := {x|V (x) ≤ y} are connected. The intervals I y are compact for y < E. There exists a unique x 0 so that V (x 0 ) = E 0 (= inf x∈I V (x)). For any y with E 0 < y ≤ E, if the interval I y is defined by
2.
A genericity hypothesis at the minimum: there exists N ≥ 2 so that the N-th derivative V (N ) (x 0 ) does not vanish.
3.
A generic symmetry defect: if there exists 
The potential V and the functions f + and f − 6 One well potentials : Bohr-Sommerfeld rules and a ΨDO trace formula
From [3] , we know that the semi-classical spectrum (i.e. the spectrum up to O( ∞ )) ofĤ in the interval ]E 0 , E[ is given by Σ( ) = {y | E 0 < y < E and S(y) ∈ 2π Z} where, for E 0 < y < E, the function S admits the formal series expansion S(y) ≡ S 0 (y) + π + 2 S 2 (y) + 4 S 4 (y) + · · · (the formal series S will be called the semi-classical action and the remainder term in the expansion is uniform in every compact sub-interval of ]E 0 , E[) with
• S 0 (y) = γy ξdx with γ y = {(x, ξ)|H(x, ξ) = y} oriented according to the classical dynamics and
is the period T (y) of the trajectory of energy y for the classical Hamiltonian H,
• If t is the time parametrization of γ y ,
which can be rewritten as:
• For j ≥ 1, S 2j (y) is a linear combination of expressions of the form
where dt is the differential of the time on γ y : outside the caustic set dt = dx/2ξ.
In what follows, we will use only S 0 and S 2 . It will be convenient to relate the semi-classical action to the spectra by using the following trace formula:
we have, with Z = T ⋆ I:
This formula implies that S 0 and S 2 are determined by the semi-classical spectrum mod o(
This Theorem is closely related to (but a bit stronger) than what is proved in my paper [3] . The trace formula contains implicitely the Maslov index.
7 Two potentials with the same semi-classical spectra
We introduced a genericity Assumption 3 on symmetry defects in Theorem 5.1. The Figure 2 shows two one well potentials with the same semi-classical spectra mod O( ∞ ). The fact that they have the same semi-classical spectra comes from the description of Bohr-Sommerfeld rules in Section 6.
It would be nice to prove that they do NOT have the same spectra!
The (graphs of the) two potentials are the same in the sets II and III, they are mirror image of each other in I (green curve and dotted green curve), the potential is even in the set II.
8 One well potentials : the proof of Theorem 5.1
Some useful Lemmas
It is a consequence of Theorem 6.1.
Lemma 8.2 If V satisfies Assumption 2 in Theorem 5.1, we have:
lim y→E 0 γy V ′′ (x)dt = π 2V ′′ (x 0 ) .
This holds even if the minimum is degenerate
The Lemma is clear if V ′′ (x 0 ) > 0: the limit is then V ′′ (x 0 ) times the period of small oscillations of a pendulum which is π/ 2/V ′′ (x 0 ).
Let us consider the case of an isolated degenerate minimum with
, we can check that the integral to be
Lemma 8.3 We have
This is well known if V ′′ (x 0 ) > 0 and is still true otherwise by comparison: if
8.2 Rewriting V using F and G
We will denote by F =
• The function F is smooth on ]E 0 , E[, continuous on [E 0 , E[ (smooth in the non degenerate case V ′′ (x 0 ) > 0 as a consequence of the Morse Lemma), with F (E 0 ) = x 0 , and is constant if and only if V is even w.r. to x 0 . More generally, if F is constant on some interval, V is even on the inverse image of that interval. We call F the parity defect.
Lemma 8.5 Under the Assumption 3 in Theorem 5.1, the function F
′ is determined up to ± by its square.
• The function G is smooth on ]E 0 , E[, continuous at y = E 0 . We have G(E 0 ) = 0. It is clear that, from F and G, we can recover the restriction of V to I E .
How to get
The scheme of the proof Let us consider, for E 0 < y < E,
We have I(y) = dS 0 (y)/dy and S 2 (y) = −(1/12)dJ(y)/dy. This implies that S 0 , S 2 and the limit J(E 0 ) determine I and J. The limit J(E 0 ) is determined by V ′′ (x 0 ) (Lemma 8.2) which is determined by the first semi-classical eigenvalue (Lemma 8.4). We can express I and J using F and G. Using the change of variables x = f + (u) for x > x 0 and x = f − (u) for x < x 0 , we get:
Using Abel's result [1] (and Appendix A), we can recover G ′ and
Using Lemma 8.3, we recover F ′2 . The Assumption 3 implies that there exists an unique square root to F ′2 up to signs. From that we recover G ′ and ±F ′ and hence ±F and G modulo constants . This gives V up to change of x into c ± x.
Taylor expansions
From the previous section, we see that the semi-classical spectra determine F In some aspects, this result is stronger than the one obtained in [4] , but it requires the knowledge of the semi-classical spectrum in a fixed neighbourhood of E 0 , while, in [4] , we need only N semi-classical eigenvalues in order to get 2N terms in the Taylor expansion.
10 A Theorem for a potential with several wells
Figure 4: a 2 wells potential V
We will extend our main result to cases including that of Figure 4 : a two wells potential with three critical values, E 0 = 0, E 1 and E 2 . We can take any boundary condition at x = 0.
The genericity Assumptions
In what follows, we choose E so that E 0 < E ≤ E ∞ and define I E = {x|V (x) < E}. The goal is to determine the restriction of V to I E from the semi-classical spectrum in ] − ∞, E].
We need the following Assumptions which are generically satisfied. We introduce a:
Definition 10.1 Two smooth functions f, g : J → R are weakly transverse if, for every x 0 so that f (x 0 ) = g(x 0 ), there exists an integer N such that the Nth derivative (f − g) (N ) (x 0 ) does not vanish.
Assumption on critical points
• for any point x 0 so that V ′ (x 0 ) = 0 and V (x 0 ) < E, there exists N ≥ 2 so that, the N-th derivative V (N ) (x 0 ) does not vanish.
• The critical values associated to different critical points are distinct. 
The wells: Let us label the critical values of
V below E ∞ as E 0 < E 1 < · · · < E k < · · · < E ∞
A generic symmetry defect
If there exists
Separation of the wells
For any k = 1, 2, · · · and any j with 1 ≤ j < l ≤ N k , the classical periods T j (y) and T l (y) are weakly transverse in J k . This is assumed to hold also at E k−1 if x k is a local non degenerate minimum of V (in this case, the period of the new periodic orbit is smooth at (E k−1 ) + ).
Quartic potentials
If V is a polynomial of degree four with two wells like V (x) = x 4 + ax 3 + bx 2 with b < 0, the periods of the two wells (between E 1 and E 2 (= 0)) are identical. This is because, on the complex projective compactification X E (with E < 0) of ξ 2 + V (x) = E, the differential dx/ξ is holomorphic and the real part of X consists of 2 homotopic curves in X E . One can check directly that all other actions S 2j , j ≥ 1 coincide; this is also proved for example in [5] p. 191. 
The statement of the result
The function A(y) is determined by the semi-classical spectrum, this is a consequence of the Weyl asymptotics:
This implies that the critical values E k of V are determined by the semi-classical spectrum.
The scheme of the reconstruction
The proof is by "induction" on E.
We start by constructing the piece of V where V (x) ≤ E 1 using Theorem 5.1. We want then to construct V where
There are two cases:
1. x 1 is not an extremum: then we are able to extend the proof of Theorem 5.1 using the fact that we know, using Section 11.4, the limits of γy V ′′ (x)dt and f ′ ± (y) as y → E + 1 . We can reduce to an Abel transform starting from E 1 using
where the first part is known from the knowledge of V (x) in {x|V (x) ≤ E 1 }.
2. x 1 is a local minimum: using the separation of spectra (Section 11.3) and Theorem 5.1, we can construct the 2 wells of order 2 if we know V ′′ (x 1 ). But the estimate
shows that the singularity of A(y) at y = E 1 determines V ′′ (x 1 ).
We then proceed to the interval [E 2 , E 3 ]. A new case arises when x 2 is a local maximum. Then we need to glue together the wells of order 2. This case works then as before. Let us start with a:
Separation of spectra
0 E ∞ T E E 1 E 2 T − (E) T + (E)
Lemma 11.2 Let us give some open interval J and assume that we have a function
with the functions S j and S k weakly transverse for any j = k. If for any compact interval K ⊂ J, we have
then all a j 's vanish identically.
, using the L 2 −uniform continuity of P , we have
One sees that the a j 's vanish by choosing p in an appropriate way, i.e. supported near a point (x 0 , S
Lemma 11.3 Let us consider the distributions
and
k S j,k the semi-classical actions associated to the j−th well.
This is a formulation of the semi-classical trace formula (see Appendix C).
It is enough to prove it for p = χ(E)ρ(t) and then it is elementary because P δ(λ) = −1 χ(λ)ρ((y − λ)/ ). From the three previous Lemmas, it follows that, with Assumption 10.1.3, the spectrum in J k modulo o( 4 ) determine the periods T j (y) and the actions S j,2 (y).
Limit values of some integrals
Using the trick of Section 8.3, we can use Abel's result (Section 12.3) once we know the following limits (or asymptotic behaviours) as y → E
• f j ± (y)
is the classical Hamiltonian. Here H −1 (y) is oriented so that dt > 0.
• f ′j ± (y)
All of them are determined by the knowledge of V in the set {x|V (x) ≤ E j }. It is clear, except for the second one; we have:
Lemma 11.5 Let us assume that V satisfies Assumption 1 of Section 10. 1 . If E j is a critical value of V which is not a local minimum and τ (z) :
Proof.-
We cut the integrals into pieces. One piece near each critical point and another piece far from them. Far from the critical points, the convergence is clear.
• Local maximum: let us take a critical point where (1)) with N ≥ 1 and A > 0. We use a smooth change of variable x = ψ(y) with ψ(0) = x 0 so that V (ψ(y)) = E j − y 2N . We are reduced to check that
W (y)dy
• Other critical points: let us take a critical point where (1)) with N ≥ 1 and A > 0. We use the same method.
Extensions to other operators

The statement
Let us indicate in this Section how to extend the previous results to the operator
which was found in Section 3. We want to recover the function n(x). Let us sketch the one well case for which we will get:
Theorem 12.1 Assuming that
• the function n(x) admits a non degenerate minimum n(x 0 ) = E 0 > 0,
• the function n(x) has no critical values in ]E 0 , E 1 ] with E 1 ≤ lim inf x→∂I n(x),
• the function n(x) has a generic symmetry defect as in Theorem 5.1,  then the function n is determined in {x|n(
The proof works along the same lines as that of Theorem 5.1 except that we get an integral transform which is not exactly Abel's transform.
The Weyl symbol and the actions
The Weyl symbol l of L can be computed, using the Moyal product, as l = ξ ⋆ n ⋆ ξ + n. We get:
The action S 0 satisfies:
The action S 2 is given from [3] by
which we rewrite:
• The integral J:
Using x = f ± (y) as in Section 5 and
we get J(y) = (J Φ)(y), with
• The integral K:
which is rewritten as: 
An integral transform
We compute T • A with the operator T defined by T ψ(y) =
. We will need the easy:
Lemma 12. 2 We have:
Applying the previous formulae, we get:
Taking two derivatives:
From S 2 and AΦ(E 0 ), we get AΦ, then we get P (Φ) where P φ = y 2 φ ′′ + 4yφ ′ − φ is a non singular linear differential equation (remind that E 0 > 0). So, if we know also Φ(E 0 ) and the asymptotic behaviour of Φ ′ (E 0 ), we can get Φ. Let us assume n ′′ (x 0 ) = a > 0. Then we have:
Appendix A: Abel's result
Let us consider the linear operator T which acts on continuous functions on [E 0 , E[ defined by:
f (y)dy. This implies that T is injective! This is the content of [1] .
Appendix B: a proof of the ΨDO trace formula of Section 6
For this Section, one can read [6] . This can be seen as a complement and a partial rewriting of my paper [3] with a better trace formula. The formula we will prove is more general than that in Section 6. It is valid even for several wells. Let us state it:
Proof.-
1.
Reduction to N k = 1: we can decompose both the lefthandside and the righthandside according to the N k wells: for the lhs, it uses the fact that the classical spectrum splits into N k parts; for the rhs, it is enough to decompose the first integral terms according to the connected component of H < E k .
2.
Reduction from N k = 1 to one well: the whole Moyal symbol of F (Ĥ) is ≡ F (E 0 ) in {H ≤ E k−1 }.
The harmonic oscillator case (Ĥ = Ω):
TraceF (Ω) = 1 2 n∈ZF (n + 1 2 )
withF even and coïnciding with F on the positive axis. We get with Poisson summation formula:
4.
The case where F is compactly supported: using Poisson summation formula as in [3] , we get TraceF (Ĥ) = 1 2π F (y)S ′ (y)dy and we get this case by integration by part.
5. The final step: we can assume that H = (x−x 0 ) 2 +ξ 2 2 + E 0 near (x 0 , 0) and we split F = F 0 + F 1 where
The formula then follows from the two particular cases computed before.
For the convenience of the reader, we regive also the way to get S 2 from the Moyal formula.
Defining F ⋆ (H) by F (Ĥ) = Op Weyl (F ⋆ (H)) we know that, with z 0 = (x 0 , ξ 0 ) and H 0 = H(z 0 ), 
Using the change of variable, y − S −1 ( y) = z or y = S(y − z)/ , we get:
Using the fact that all moments of ρ vanish and Taylor expanding S(y − z) w.r. to , we get F y (x) = e −ixS(y)/ S ′ (y)ρ(−xS ′ (y)) + O( ∞ ) .
If the support ofρ is close enough to S ′ (y), we get the final answer taking the contribution of m = −1 to Equation (4) . This way, we get the formula of Lemma 11.3.
