We present a comprehensive treatment of the pixel-lensing theory and apply it to lensing experiments and their results towards M31. Using distribution functions for the distances, velocities, masses, and luminosities of stars and (potential) Machos, we derive lensing event rates as a function of the event observables. In the microlensing regime (resolved sources), the observables are the maximum magnification of the source and the Einstein time scale of the event; in the pixel-lensing regime (crowded or unresolved sources) only the maximum excess flux of the source above a background and the full-width-half-maximum time of the event can be measured. We discuss lensing rates for stars of different type (color and luminosity class) and show for which cases finite source effects become relevant. To calculate lensing event distribution functions for the specific case of M31, we use data from the literature to construct a model of M31, reproducing consistently photometry, kinematics and stellar population. We predict the halo-and self-lensing event rates for bulge and disk stars in M31, and treat events with and without finite source signatures separately. We use the M31-photonnoise profile (related to the surface-brightness-profile) and obtain the event rates as a function of position, field-of-view and S/N threshold at maximum magnification. We calculate the expected rates for the WeCAPP experiment and for a potential HST ACS-lensing-campaign. We investigate the luminosity function of lensed stars for a typical position in the M31 WeCAPP field and for noise characteristics of WeCAPP and ACS. For self-lensing, a S/N-threshold of 10 for the peak amplitude, and an event time scale of t fwhm > 1 d essentially only post main sequence stars are lensed; the probability that a lensing event leads to an observable magnification of a main sequence star is of the order ≈ 10 −6 . The observation of a lensed main sequence star with a time scale of t fwhm > 1 d would be a strong indication for the existence of Machos. Only at very short time scales of t fwhm ≪ 1 d, main sequence star self-lensing is becoming relatively more likely. For the pixel-lensing regime, we derive the probability distribution for the lens masses in M31 as a function of the fwhm-time scale, flux excess and color. We also include the errors of these observables in the calculations. The detection of one event with a signal-to-noise ratio larger than 50 at peak flux and a time scale larger than 1 day in the WeCAPP 2000/2001 data is in agreement with expectations for self lensing. At lower flux excesses there are fewer events than predicted for self lensing if a 100 percent detection efficiency is assumed. However, the efficiency is reduced by sampling effects and by the fact that a significant fraction of the area is covered by variable stars. Therefore the current data hint to consistency with self-lensing, but do not show significant evidence for halo-lensing.
INTRODUCTION
Searches for compact dark matter towards the Large and Small Magellanic Clouds (LMC and SMC) and the Galactic bulge identified numerous microlensing events in the past decade (MACHO (Alcock et al. 1997) , EROS (Aubourg et al. 1993) , OGLE (Udalski et al. 2000) , DUO (Alard & Guibert 1997) ). In parallel to these observations, a lot of effort has been spent on the prediction of number, spatial distribution, amplitude and duration of lensing events towards these targets. The underlying models require knowledge of density and velocity-distribution, as well as of the luminosity and mass function of lensing and lensed stars. The halo Macho-mass fraction and lens mass are free parameters. From that, the contributions of self-lensing and halo-lensing is obtained. The self-lensing predictions (minimum lensing that has to occur due to star-star lensing) serve as a sanity check for observations and models. An excess of lensing relative to self-lensing can then be attributed to halo-lensing, from which finally the Macho-parameters are inferred. Paczynski (1986) was the first to present such a lensing model for the Galaxy halo and to estimate the probability of lensing (i.e. a magnification larger than 1.34) taking place at any time. This probability is also called microlensing optical depth. Based on this work Griest (1991) evaluated the optical depth with more realistic assumptions on halo density and velocity structure. He also obtained the event rate and distributions for lensing time scales and amplifications. Alcock et al. (1995) related the Einstein time scale distribution of the events to the microlensing rate and optical depth. They evaluated these distributions for several axisymmetric disk-halo models in the framework of the Macho project. Any microlensing light curve can be characterized by the maximum magnification, the time to cross the Einstein radius (Einstein time) and the time of the event. The first two observables depend on the line of sight distance of the source and lens, the minimum lens mass probability distribution from the observables and errors as obtained from light curve fits. The paper is summarized in Sec. 9. In appendix A we motivate an alternative event definition. In the appendix B we describe and construct ingredients of the M31 lens model, that we use throughout the paper to calculate examples and applications.
BASICS OF LENSING BY A POINT MASS
In this section we summarize the basics of microlensing theory and introduce our notation. The change in flux ∆ F (t) caused by a microlensing event depends on the unlensed flux F 0 and the magnification A(t):
(1)
For a point-like deflector and a point-like source moving with constant relative transversal velocity v t the amplification is symmetric around its time of maximum t 0 and is connected to the Einstein radius R E , and the impact parameter b as follows (Paczynski 1986) :
u(r(t)) := r(t)
with M being the mass of the lens, D ol and D os being the distances to the lens, and r(t) is the distance between source and lens in the lens plane. With the Einstein time scale 2 t E := RE vt and the normalized impact parameter u 0 := b RE we obtain
The maximum amplification (at t = t 0 ) becomes
Equation 2 can be inverted to
Inserting A 0 in Eq. 7 its derivative writes as du0 dA0 = − 2 (A0 2 −1) −1/2 −1/2A0(A0 2 −1) −3/2 2A0 2(2A0(A0 2 −1) −1/2 −2) 1/2 = − 2 A0 (A0 2 −1) 1/2 − 1 (A 0 2 − 1) 3 −1/2 = − √ 2 2 A0+(A0 2 −1) 1/2 1/2 (A0 2 −1) 5/4 .
The full-width-half-maximum time scale t fwhm of a light curve is defined by A tfwhm 2 − 1 := A0−1 2 . It is related to the Einstein time scale t E by
where w(u 0 ) was first obtained by Gondolo (1999) 3 : .
Hence the easy measurable time scale t fwhm is a product of the quantity t E , which contains the physical information about the lens, and the magnification of the source at maximum light A 0 .
2 Griest (1991) defines the event duration te as the time span where the lens is closer than a relative impact parameter u T to the source. This can be converted to the Einstein time scale using te ≡ 2t E u T 2 − u 0 2 , cos θ ≡ 1 − u 0 2 /u T 2 . Baltz & Silk (2000) use a different definition for the Einstein time scale t E : for comparison use t E ≡ 2t E in their formulas. 3 with β ≡ u 0 and δ(β) ≡ A 0 − 1 . . black curve: point source approximation, see Eq. 2. blue curve: finite source magnification A fs (z) for a homogeneously radiating disk of size R * , exact solution, see Eq. 12. red dashed curve: simple approximation A fs (z) for finite source effects according to Eq. 15. blue dots: finite source size approximation in the high magnification regime, introduced by Gould (1994b) (Eq. 2.5).
2.1. Finite source effects If the impact parameter of a source-lens system becomes comparable to the source radius projected on the lens plane R * Dol Dos , the point-source approximation is not valid anymore. The amplification then saturates at a level below the maximum magnification in Eq. 6. The finite source light curve for extended sources can be derived for a disk-like homogeneously radiating source, 
source-lens separation r(t) and where the definitions z(t) := u(t) RE Dos R * Dol = r(t) R * Dos Dol and q :=ũ u have been inserted. For high magnifications, where A(u) ≈ u −1 is a valid approximation, Eq. 12 becomes equivalent to Gould (1994b) 
which equals the approximation of Baltz & Silk (2000) (Eq. 19) for high amplifications.
For small source-lens distances with D ol ≈ D os (e.g. for bulge-bulge self-lensing) the above relation becomes A fs 0 ≈ 1 + 1.5 · 10 6 M M⊙ R * R⊙ −2 Dos−Dol 1 kpc . For a source radius of super giants of R * ≈ 200R ⊙ a source-lens distance of 1 kpc, and a lens with M = 1M ⊙ finite source effects already arise above a magnification of A fs 0 ≈ 6.2. For smaller masses M = 0.1M ⊙ finite source effects become important even at a low magnification A fs 0 ≈ 2. Although typical source radii are smaller, this example shows that finite-source effects cannot be neglected. We will show in Sec. 6.3 and Table 1 that indeed a large fraction of the M31 bulge-bulge lensing events will show finite source effects. Fig. 1 shows that for u < u fs (or z < ∼ 1 2 ) with
the amplification is no longer directly connected to the source-lens separation (Gould 1995) , but all u < u fs have nearly the same amplification equal to the point source approximation A(u) at u fs . Therefore we generalize Eq. 2 to approximately account for finite-source effects
For light curves with finite source signatures (u 0 < u fs ) at a impact parameter
≈ R * Dol RE Dos (or z ≈ 1) the amplification of our approximation is half of the maximum and can be used to define the t fs fwhm t fs fwhm := t E Υ fs := 2RE vt u A fs 0 +1 2 2 − u 0 2
with Υ fs (u 0 , R * , D ol , D os , M) := 2 u A fs 0 +1 2 2 − u 0 2 = 2 2(A fs 0 +1) √ (A fs 0 −1)(A fs 0 +3) − 2 − u 0 2 . In Eq. 16 the fwhm time scales for light curves that show finite source signatures are related to the values t fwhm for the point source approximation using Eqs. 9 and 10. This demonstrates, that the source does affect the time scale of an event severely: a source with an impact parameter of a tenths the projected source radius, will have an event times scale almost 6-times as long as that in the point source approximation. The shortest and longest fwhm time scales for an event with finite source signature (u 0 ≤ u fs ) is equal (insert u 0 = u fs and u 0 = 0 into Eq. 16), t fs fwhm,min = t E Υ(A fs 0 )
For a given transversal velocity the minimum time scale becomes the larger, the larger the source sizes are.
The largest flux excess of a lensed, extended star becomes ∆ F,max = F 0 (A fs 0 − 1) = F 0 1 + 16GM Dos(Dos−Dol)
irrespective of the fact weather the light curve shows finite source signatures or not.
2.2. Extracting Observables from light curves 2.2.1. Measuring ∆ F and t fwhm In this section we present three methods for measuring the excess flux ∆ F at maximum and the full-width-half-maximum time t fwhm . One can see in Eqs. 9 and 16 that t E and u 0 (or A 0 ) enter the value of t fwhm as a product, giving rise to the 'Einstein timemagnification'-degeneracy, which may lead to poor error estimates for t E (and u 0 ) even for well determined t fwhm and ∆ F . Accounting for this degeneracy, Gould (1996b) 4 approximated the Paczynski light curve with one fewer parameter for the special case of high amplification:
The 3 free parameters are F eff := F0 u0 , t eff := u 0 t E and t 0 . This approximation has turned out to be a very useful filter for detecting lensing events, however fails to describe light curves when the magnification is not very large.
We suggest to use
instead. This approximation provides a good description also for lower magnifications. The three free parameters of this approximation are the time of maximum t 0 , the excess flux ∆ F and the full-width-half-maximum time scale t fwhm . Figure 2 .2.1 shows that Eq. 20 better approximates the Paczynski light curve than the Gould approximation in the core and in the inner part of the wings, and also provides the correct value for t fwhm and ∆ F .  FIG. 2. -Different light curve approximations using the following parameters: t fwhm = 2, A 0 = 20, F 0 = 1, u 0 = 0.05005, t E = 12.28. Black curve: Paczynski (Eqs. 1 and 2). Red curve: Gould (Eq. 19) . Blue dashed curve: Eq. 20. Green dashed curve: Gould fit with additional free constant (Eq. 21). grey line: ∆ F /2 marks the flux level where t fwhm is defined for the Paczynski curve.
There are two situations which can require a fourth, additive free parameter in the light curve fit. The first one is the transition regime from pixel-lensing to microlensing (i.e. where the errors are small enough to sample the wings of the light curve). We suggest to use
which provides an excellent fit to the Paczynski light curve (see the green curve in Fig. 2.2.1) . The second situation is the following: imagine, the photon noise of the background becoming larger and finally exceeding the unlensed flux of the star F 0 . Then the star can not be resolved anymore and the rms error of the baseline of the light curve becomes proportional 1/ N datapoints σ. The (minimum) systematic error is given by the fact that the subtracted reference image (with error σ ref ) is a sum of (high quality) images potentially including some of the amplified phases of the sources 5 . This implies that there are fundamental limits to the accuracy of the baseline, and we thus require an additive parameter to account for that. The approximation of any pixel-lensing light curve then becomes
In fact, numerical simulations showed that much more accurate values are derived for F eff and t eff if this additional constant C is allowed for.
2.2.2. Constraining F 0 In this section we address the important question, how to extract the source flux F 0 from a lensing light curve. There are four potential ways to constrain the flux of the lensed star:
1) The lensed star is resolved and isolated, and therefore a bias in the flux measurement (by crowding) can be excluded (assuming no systematic effects in the baseline). One would of course call such an event a classical microlensing event.
A microlensing fit (using χ 2 -analysis methods) to the light curve then directly provides F 0 and its probability distribution, ideally given by an Gaussian error σ F0 . In this case the flux measurement error is directly correlated to Q, the signal-to-noise ratio at maximum magnification 6 .
2) The flux F 0 is obtained through the information that is in the shape of the wings of the difference light curve F 0 (A 0 − 1) +C ≡ F 0 A 0 + B. The χ 2 -analysis leads to a probability distribution for F 0 . This flux estimate method is used if no alternative unbiased flux measurement is available, i.e. cases where the source star is resolved but blended (see Alard (1999) for applications in the microlensing regime), and cases where the source star is not resolved (usually called pixel-lensing event). Note that other methods using the shape of the wings (Baltz & Silk 2000) provide similiar results.
3) The flux F 0 is obtained from an additional, direct measurement, e.g. low noise, high spatial resolution photometry from space.
4) The flux F 0 is constrained by theory through plausible distribution functions, e.g. the luminosity function Φ, the colormagnitude-relation of stars, and the distance distribution of stars, which together yield the source flux distribution function (see Sec. 8.3). Another constraining example is an upper source flux limit that can be obtained from the fact that the source star is not resolved in absence of lensing.
Since the physical processes are the same in pixel-lensing and microlensing, microlensing is a special case of pixel-lensing, where the source flux probability distribution is much more narrow than the stellar luminosity function, i.e. the distribution function used in the pixel-lensing regime. The methods only differ in how to analyze a light curve and how to derive the probability distribution for the source flux.
2.2.3. Evaluating t E In this section we use the distribution of F 0 (from measurement or theory, see previous section) to estimate the probability distribution for t E . Note that transforming the distribution of F 0 to a distribution of t E can lead to a different value compared to a t E obtained directly from the best estimate for F 0 . As the fitting process in the light curve analysis yields the non-degenerate observables t fwhm and ∆ F we can combine their (Gaussian) measurement errors with the probability distribution for the source flux F 0 and obtain the probablity distribution for t E :
This also allows to include non-Gaussian distributions for the source flux. By transforming the measurements of ∆ F and t fwhm together with a probability distribution of F 0 we derive a general formalism, that is applicable to all microlensing and pixel-lensing problems.
In Sec. 8 we further develope this idea using plausible distribution functions as physical constraints which narrows the width of the distribution of the lens mass M (connected to t E ).
DISTRIBUTION FUNCTION FOR LENS PARAMETERS
For a source of fixed intrinsic flux F 0 , position r s = (x, y, D os ) and velocity vector v s = (v s,x , v s,y , v s,z ), the number and characteristics of lensing events are determined by the probability function p( r l , v l , M) for a lens with mass M, velocity v l being at position r l . For the change of magnification of the background source, only the transversal velocity components of source and lens are relevant (we assume velocities to be constant). For parallax microlensing events (Gould 1994a,b) the non-uniform velocity of the observer changes the observed light curves, since the observers reference frame is not fixed. However, this effect is unimportant for extra-galactic microlensing events. Therefore, in addition to M and D ol only the projected relative transversal positions r := r t,l − Dol Dos r t,s and velocities v t := v t,l − Dol Dos v t,s and the angle φ enclosed by relative position and velocity vector enter the lensing properties. The distributions in r and φ can be reduced to the distribution of one parameter, the impact parameter b of the lens-sourcetrajectory. This is obvious, since in a symmetric potential the trajectory of a particle is fully described by its minimum distance. So, the relevant lens parameters are D ol , v t , M and b. We introduce the lens density and the distributions of D ol , v t , M in the next two subsections, and then come up with a new lensing event definition in Sect. 3.3. For those lenses that satisfy the event definition, i.e. those which cause events, we will then derive the distribution of the impact parameters dN/db. We will show that our event definition gives the familiar relation for the event rate, but is more easy to implement in numerical simulations.
Distance and mass distribution
The probability distributions for a lens with mass M being at distance D ol are given by
with the lens mass density ρ(D ol ) and the lens mass function ξ(M) (which itself can be normalized to ξ(M)MdM = 1, see Binney & Tremaine (1987) ) The number density per lens mass interval finally is defined by
n(D ol , M) has units of length −3 mass −1 .
Velocity distribution for lenses
We assume that the velocity distribution of the lenses around their mean streaming velocity is Gaussian:
with σ l being the dispersion and depending on position (x, y, z). We furthermore assume that the combined transverse motion of observer and source relative to the mean transverse streaming velocity of the lenses is known and occurs in the x-direction with FIG. 3.-For a projected lens-source separation r and an angle φ between the projected distance vector and the projected relative velocity vector the impact parameter of the source-lens configuration is b = r sin(φ). The lens approaches the source only for angles between −π/2 and π/2. amplitude v 0 (x, y, z) as projected onto the lens plane. This means that the velocity v s of the source turns into a projected velocity v p = D ol /D os v s (lensing time scales are determined by relative proper motions not absolute motions of lens and source). We now define the relative projected velocity v ls,x := v l,x + v 0 (analogously v ls,y := v l,y + 0) and obtain the transverse lens-source velocity distribution as: 7 :
Here the Bessel function I 0 stretches the distribution depending on v 0 .
3.3. Impact Parameter distribution for events In Paczynski (1986) definition for lensing events (called standard definition in the following) lens-source configurations become lensing events, if the magnification of a source rises above a given threshold within the survey time interval ∆t. This means that for each lens mass one can define a 'microlensing-tube' along the line of sight to the source which separates the high magnification region from the low magnification region, and a lens causes an event if it enters the tube. We use (for the motivation, see appendix A) an alternative event definition: a lens-source configuration becomes an event, if the lensing light curve reaches the maximum within the survey time ∆t. This definition does not specify any specific magnification threshold at the time of maximum magnification because this magnification threshold will in reality depend on the observational setup and the brightness of the source. We show that the impact parameter distribution for the maximum light curve event definition agrees with the standard definition, if the same magnification threshold is used. For simplicity we consider lenses with one mass, distance and velocity, for the moment, only. The lenses are homogeneously distributed points (in 2 dimensions) with density n and velocities of v t (the velocities can have arbitrary directions, but the angular distribution of the velocities must be the same for all the points). The number of lenses per radius interval around the line of sight to the source is dN dr (r) = n 2πr .
If r is the source-lens distance at the beginning of the survey, φ is the angle that the lens's velocity vector encloses with the lenssource-vector at that time, then, the configuration will become an event with impact parameter b if b ≤ r ≤ b 2 + (v t ∆t) 2 and b = r| sin(φ)| with φ ∈ [−π/2, π/2] holds (see Fig. 3 and appendix A). Therefore, dN db can be derived from the spatial distribution of the lenses relative to the source, dN dr , and the distribution of the angles between velocity vector and distance to the source. For the special case where all lenses have isotropic velocities of v t , the probability for the angle between radius vector and velocity vector is independent of the location of the lens and equals 7 We extract the desired distribution functions using has a different domain for x than f (x, y), the limits for x have to change tox 0 andx 1 .
In this equation, the radial integration limits correspond to the minimum and maximum source-lens separation for an event with impact parameter b within ∆t, and the δ-function then allows only for those trajectories through r that have the correct angle φ for the impact parameter b = r sin(φ) of interest. The factor of 2 accounts for integrating from 0 to π/2 instead of −π/2 to π/2 in the angle. In the second line of this equation we have changed the variable in the δ-function from r sin(φ) to φ and then have carried out the angle integration and finally the r-integration. dN db has units of length −1 . Note that dN db is independent of b, i.e. the impact parameters of the events are uniformly distributed; of course, in reality, an upper limit b max will be present, depending on the source brightness, background light and the observing conditions. The integral bmax 0 dN db db = 2n v t ∆t · b max is dimensionless and equals (for the considered line of sight) the number of lenses that cause an event above a minimum magnification (corresponding to b max ) within ∆t. Equation 30 can also be obtained from geometrical arguments: a circle with radius b embedded into a 2 dimensional plane defines a cross section of 2b to streaming particles in that plane, independent of the streaming direction. Therefore, the number of particles passing through that aperture with diameter 2b in a time ∆t is n · v t · ∆t · 2b. Hence, Eq. 30 also holds for a coherent particle stream, with any velocity direction. Therefore Eq. 30 is also valid for any probability distribution of the velocity-angles. The number of events per line of sight distance D ol , lens mass M, transversal velocity v t , and impact parameter b follows from Eq. 30 by replacing n with n(
We now transfer the number N of the events per line of sight to the event rate (per line of sight), Γ := N ∆t , and write Eq. 31 as
With the relative impact parameter u 0 defined as u 0 = b RE (Dol,M) this distribution can be rewritten as
which corresponds to the event rate for the standard definition, see de Rujula et al. (1991) 8 .
THE SOURCE DISTRIBUTIONS
In the case of pixel-lensing the parameters of the source cannot be determined. Therefore, we now introduce probability distributions for the source distance D os , velocity v s , unlensed flux F 0 , color C, and radius R * (for finite source effects).
The transverse lens-source velocity distribution
We again assume that the velocity distributions of lenses l and sources s are approximately isotropic around their mean respective streaming velocities (cf. Eq. 27). The projected velocity dispersion of the source population we callσ s = D ol /D os σ s . We define v 0 = (v 0,x , v 0,y ) as the difference between the projected streaming velocities of the source and lens populations. Then, the transverse velocity differences in x and y between a lens and a source, each drawn from their respective distributions, are: v ls,x := v l,x − v s,x + v 0,x and v ls,y := v l,y − v s,y + v 0,y . Similar to Eq. 27, we obtain for the distribution of the transverse velocities:
where p(v ls,x ) (and p(v ls,y ) analogously) is given by:
In the last step we have defined
which is the combined width of the velocity distribution of the lenses and that of the sources, projected onto the lens plane. Finally, in analogy to Eq. 27, we obtain:
with v 0 (x, y, D ol , D os ), σ l (x, y, D ol ), and σ s (x, y, D os ).
The luminosity function
The luminosity function (LF) φ flux −1 or Φ mag −1 is usually defined as the number of stars per luminosity bin. We instead use a normalization equal to one,
as we obtain the amplitude of the LF from the matter density and the mass-to-light ratio of the matter components (bulge, disk) later on. The mean, or so-called characteristic flux of a stellar population is
or, if one instead uses the luminosity function Φ in magnitudes 9 :
with F Vega being in the flux of Vega. The luminosity functions in the literature are usually given for stars at a distance of 10 pc. The relations for the source flux F 0 at a distance D os and its flux F at 10 pc, or its absolute magnitude are given in the following two equations, allowing for extinction along the line of sight: 
Note, that M L is the mass-to-light ratio of the total disk or bulge component, and has to include the mass in stellar remnants or in gas. Therefore, the value of M L is not necessarily equal to the stellar mass-to-light-ratio in the bulge and the disk. The normalized probability distribution for sources p s (D os ) at distance D os is 
4.4.
Including the color and radius information To use the color information, C := M − M', we construct a normalized color-flux distribution p cmd (M, C) from the colormagnitude diagram of stars,
which is related to the luminosity function as
The radius is related to the luminosity and color as R * (M, C) (see appendix B.4).
APPLICATIONS FOR THE MICROLENSING REGIME
In this section we derive the basic microlensing quantities and distributions using the 4-dimensional event rate differential derived in Sec. 3. We apply the equations to M31 using the M31-model in the appendix B.
5.1. Optical depth τ The optical depth τ is defined as the number of lenses which are closer than their own Einstein radius R E to a line of sight. τ is therefore the instantaneous probability of lensing taking place, given a line of sight and a density distribution of the lenses. For a given source star at distance D os , the optical depth equals the number of lenses within the microlensing tube defined by the Einstein radius R E (M, D ol , D os ) (Eq. 4) along the line of sight:
with D(D ol ) := D ol (D os − D ol )/D os , equal to Paczynski (1986) , Eq. 9. Equation 47 demonstrates, that the optical depth depends on the mass density, but not on the mass-function ξ(M) of the lenses. In the past, the optical depth along a line of sight to M31 was often calculated by setting D os equal to the distance to the plane of the disk of M31 (Gyuk & Crotts 2000; Baltz & Silk 2000) . This is like treating the sources for lensing as a 2 dimensional distribution. It yields fairly adequate results for the optical depth of disk stars, but can not be justified for the bulge stars in M31. We use the source distance probability distribution (Eq. 44) to obtain the line of sight distance-averaged optical depth: Fig. 4 shows the average optical depth for the central part of M31 for lenses in the halo of M31 ('halo-lensing'), and for stellar lenses in the bulge and disk of M31 ('self-lensing'). The self-lensing optical depth is symmetric (with respect to the near and far side of M31) and dominates the optical depth in the central arcminute of M31. The halo-lensing optical depth is asymmetric and rises towards the far side of the M31 disk, since there are more halo lenses in front of the disk. Fig. 4a shows the halo-disk optical depth. The results do not depend so much on the 3-dimensional structure of the disk but much more on the halo core radius assumed. We use r c = 2 kpc (see appendix B). Gyuk & Crotts (2000) used core radii of r c = 1 kpc and r c = 5 kpc for their Figs. 1c and 1d, and our result is in between of theirs, as expected. Baltz & Silk (2000) have obtained qualitatively similar results using r c = 5 kpc, but assuming an M31 distance of 725 kpc and a slightly less massive halo than we do. The optical depth caused by all M31 components is shown in Fig. 4e . The result of Han (1996) (see his Fig. 1 ) using a halo core radius of r c = 6.5 kpc looks strikingly different. Comparison to Fig. 4e demonstrates that the total optical depth is dominated by bulge lenses in the central part of M31. The last panel of this figure shows the optical depth for bulge-lensing towards M31 sources. The bulge-lensing optical depth had been obtained by Gyuk & Crotts (2000) (see their Fig. 5 ), but the values that they obtained are up to a factor 5 larger than ours (which probably is due to their different M31-model).
Single star event rate
The optical depth is the probability of stars to be magnified above a threshold of 1.34 at any time. Observations, however, usually measure only a temporal change of magnification. Therefore, the event rate, which is the number of events per time interval, is the relevant quantity for observations. The event rate is the integral of Eq. 32 over lens masses, lens distances, relative velocities x and y are given in the intrinsic M31 coordinate system, which is centered on the nucleus of M31 and where the M31 disk major axis is orientated horizontally (P.A. = 38 • ). Halo-lensing of disk sources (first row left, a), halo-bulge lensing (first row right, b), halo-lensing of bulge & disk sources (second row left, c). The average optical depth for self-lensing of sources in M31 is shown in the second row (right, d) . In the third row (left, e) we show the resulting total optical depth with the contributions of all lenses. The third row (right, f) displays the optical depth due to bulge lenses. The optical depth caused by the MW (not shown), is nearly constant τ MW = 0.78 · 10 −6 . To obtain the values of < τ >s we used the model of the luminous and dark matter of M31 presented in appendix B. Here and in all following calculations a Macho fraction in the dark halo of M31 of unity was assumed. The spacing between adjacent contours are shown as inserts in each diagram. The contour lines < τ >s= 2 · 10 −6 are shown as dashed red curve. and impact parameters b smaller than a threshold u T R E :
This had been first evaluated (using a single mass instead of ξ(M)) by Griest (1991) 10 . The impact parameter threshold u T is equivalent to a magnification threshold A T . Therefore, the number of events with amplifications larger than A T (u T ) is proportional to the threshold parameter u T . Γ 1 (D os ) is the event rate along a chosen line of sight to a distance of D os . In analogy to the optical depth we also define the line of sight distance-averaged single-star event rate 10 Eq. 11: changing his notation with Contour levels and the spacing between adjacent contours are given on top of each diagram. The dashed line marks the 10 −5 events y −1 level. Whereas self-lensing is symmetric, halo-lensing shows a clear asymmetry. The event rate shows a maximum at the far side of the M31 disk (negative y-values). These contours can not be compared with an experiment since, first, one could certainly not identify all objects with a threshold of u T = 1 or a magnification of 1.34 and second, one has to convolve the single-star event rate with the density of sources. The proper event rate maps in the pixel-lensing regime can be seen in to Sec. 7.
< Γ 1 > s = p s (D os ) Γ 1 (D os ) dD os (50) towards M31. We show these line of sight distance-averaged event rates for the the halo of M31 and the stellar lenses in the bulge and disk of M31 (self-lensing) in Fig. 5 : The single star halo-lensing event rate is evidently asymmetric whereas the single star self-lensing event rate is symmetric. The levels of the event rates (for each line of sight) are of the order ∼ 10 −5 events y −1 (red dashed), which implies that at least a few times 10 4 source stars are needed to identify one lensing event (even if all lensing events below the threshold u T = 1 could be observed). It can also be seen in Fig. 5 , that only in the innermost part (r ≤ 5 arcmin) the self-lensing event rate exceeds the halo-lensing event rate (for a 100% Macho halo). As mentioned earlier, the optical depth does not depend on the lens-mass distribution (for the same matter density) because the decrease of number of lenses with lens-mass is balanced by the increased area of the Einstein disks around them. However, the events take longer, since larger Einstein radii have to be crossed. For the same optical depth, this then must imply a decrease in event rate:
in Eq. 49. The decrease of the event rate with increasing mass of the lenses can be seen in Figs. 5b and 5c. The relations above give the event rate per line of sight or per star. To compare this with measurements of the lensing rate for resolved stars, one has to account for the source-density.
Distribution for the Einstein time scale
Not only the number of lensing events per time and their spatial distribution but also their duration (Einstein time) is a key observable in microlensing surveys. The distribution of the Einstein time scales of the events is
The 2 nd line of Eq. 51 is proportional to the equation presented in Han & Gould (1996a) 11 . The result is of course independent of the relative impact parameter u 0 . If one carries out an (microlensing) experiment with a threshold u T , one obtains with Eq. 51 the Einstein time scale distribution of events as:
This result corresponds to that of Roulet & Mollerach (1997) 12 and Baltz & Silk (2000) 13 . The (normalized) probability distribution for the Einstein time scales becomes
With this probability distribution the average time scale t E of an event with line of sight distance D os can be obtained,
which equals the result of Alcock et al. (1995) 14 .
We instead aim for the line of sight distance-averaged mean Einstein time scale (at an arbitrary position (x, y)). We start from the line of sight distance-averaged event rate per Einstein time t E , Figure 6 shows examples for this line of sight distance-averaged distribution dΓT dtE s for two different positions in the intrinsic M31 coordinate system (see Fig. 4 ), at (x, y) = (1, 0) arcmin and (x, y) = (4.46, 4.46) arcmin = (1, 1) kpc. The distributions show a strong dependence on the line of sight position. The halo-bulge and halo-disk lensing time scales are longer than those of bulge-bulge lensing. An increase in Macho-mass decreases the event rate (see Fig. 5 ), and the time scale of the events becomes longer (see the examples for M 0 = 0.1M ⊙ and M 0 = 0.5M ⊙ in Fig. 6 ).
12 Their Eq. 31 corresponds to our formula converting their notation to ours
13 Their Eq. 9 corresponds to our formula converting their notation to ours L ≡ Dos, Han & Gould (1996a) up to a pre-factor (that we chose equal to 3 · 10 −6 ) as a black solid curve. Han & Gould (1996a) considered the distributions for the halo-disk and halo-bulge lensing to be similar and not distinguish between them further. They used a Macho mass of M 0 = 0.1M ⊙ for their curve. However, it looks more similar to our halo-bulge curve for M 0 = 0.5M ⊙ , and can not be moved on the halo-bulge or halo-disk for M 0 = 0.1M ⊙ curve with another choice of the pre-factor.
Weighting t E with this function and integrating over all time scales finally yields the desired mean line of sight distance-averaged Einstein time scale of an event:
Mean Einstein time scales t E s are shown for lensing and self-lensing in Fig. 7 . Generally, the minimum of t E s is near the M31 center, irrespective of the lens-source configuration. The mean Einstein time scale is smaller for lower Macho masses, since the Einstein radii become smaller and are faster to cross (compare the two middle panels in Fig. 7) . The bulge-bulge lensing events (first panel) are the shortest. This is caused by the small lens-source distances, which reduce the sizes of the Einstein radii.
The amplification distribution
The magnification distribution of the event rate is
Inserting Eq. 8 makes the result equal to that of Griest (1991) 15 . Transforming Eq. 51 we can write
using du 0 /dA 0 from Eq. 8.
The distribution for the full-width-half-maximum time scale
Although the Einstein time scale t E contains all the relevant physical properties (mass, position, and velocity) of the lens, it is of limited practical use in the case of an ill determined source flux ('Einstein time -magnification degeneracy', see Sec. 2.2). In this case t fwhm is the only properly measurable time scale of a light curve. We obtain the distribution function for t fwhm (neglecting finite-source effects), starting from Sec. 3, using t fwhm (v t , M, D ol , u 0 ) = RE(M,Dol) vt w(u 0 ) (see Eq. 9):
Baltz & Silk (2000) expressed the same relation in an alternative way 16 and already motivated the same change of variables from v t to t fwhm . Our relation for the full-width-half-maximum time distribution of the event rate in Eq. 59 does not include any derivative or inversion of w(u 0 ) and thus is very easy to evaluate numerically. Note, that one can use w(u 0 ) ≈ √ 12 u 0 as high magnification approximation. 16 We can derive their expression in Eq. 10 with η Replacing the relative impact parameter u 0 by the maximum amplification A 0 (using Eqs. 7 and 8) yields an equivalent description of this result:
with R E (M, D ol , D os ) and Ψ(A 0 ) as
where du0 dA0 was defined in Eq. 8. Fig. 8 shows the distribution of events
, at the position (x, y) = (1, 0) arcmin in the intrinsic M31 coordinate system (see Fig. 4 ), i.e. on the disk major axis 17 . Small amplifications are favored, which implies a strong dependency of the total number of events on the experimental limit of A 0 (for example A T ). Figure 8 can be compared with sensitivity regions of current experimental setups for microlensing experiments towards M31. As these are usually only sensitive to t fwhm of larger than 1 day, it is extremely unlikely to detect maximum magnifications larger than 10 3 . These high magnification events can only be routinely detected with combined observations from several sights located on different longitudes, with large telescopes allowing short integration times, or from space. Note that recently after an alert detection and intensive follow up monitoring Subo et al. (2005) could measure a lensing timescale of t fwhm ≈ 0.05 d and a magnification of the order 3000. 6. APPLICATIONS FOR THE PIXEL-LENSING REGIME 17 We now changed to logarithmic units for time scale and magnification, and also converted the probability density according to that.
The microlensing parameters (F 0 , t E , and u 0 ) are not directly observable anymore in crowded or unresolved stellar fields. In that case, the two measurable quantities are the full-width time scale t fwhm , and the difference flux ∆ F of an event. We now make use of the luminosity function Φ(M), the source number density n s (x, y, D os ), and the color distribution p cmd (M, C) of the source stars introduced in Sec. 4 and derive the event rate distribution function d 2 Γ dtfwhm d∆F . This quantity can then be linked to the measured distributions most straightforwardly 18 . In the first two subsections (Sec. 6.1 and 6.2) we derive the required distributions neglecting finite source effects. However, the high magnifications needed to boost MS stars to large flux excesses go in parallel with finite source effects which make these large flux excesses hardly possible. We show this in detail in Sec. 6.3 where we incorporate finite source effects in the calculations. 6.1. Changing variables of Γ to t fwhm and ∆ F 6.1.1. Event rate per star with absolute magnitude M We now use the relations
, and we obtain the event rate per full-width-half-maximum time, per flux excess, per lens mass and per source star with an absolute magnitude M:
using the luminosity function in magnitudes Φ(M) and the conversion from absolute magnitudes to intrinsic source fluxes F 0 (M, D os ) (Eq. 42). Equation 62 is the transformation of Eq. 32 to the observables relevant in the pixel-lensing regime. It gives the event rate per star with absolute magnitude M and will be converted to the event rate per area using the density of stars below.
For the special case of highly amplified events, (A 0 ≫ 1), the approximations Ψ ≈ 12 F0 4 ∆F 4 and Υ ≈ √ 12 F0 ∆F can be inserted into Eq. 62 . 6.1.2. Event rate per area All previously derived event rates are per star, or per star with a given absolute magnitude M. Observed, however, are event rates per area. These are obtained from the source density distribution along the line of sight n s (x, y, D os ) and Eq. 62:
where the quantities in the integral have the following functional dependences
Eq. 63 is the event rate per interval of lens plane area, full-width-half-maximum time flux excess, lens mass and absolute magnitude of the lensed star.
For highly amplified events one can replace Ψ and Υ in the integral by 12 F0 4 ∆F 4 and √ 12 F0 ∆F respectively. Different lens (disk, bulge, or halo) and source (disk or bulge) populations are characterized by an index l and s in Eq. 63. For the total event rate Γ tot one has to sum up the contributions of all lens-source configurations:
The event rate per area is then obtained by multiplying Eq. 64 with the efficiency ǫ(x, y, ∆ F ,t fwhm ) of the experiment and integrating over all lens masses and source magnitudes, and the time scale and flux excess. The probability that one can observe two stars lensed at the same time at the same position is practically zero, since ΩPSF d 2 Γtot dx dy dx dy ≪ 1 holds. We carry out mass and magnitude integration of Eq. 63 for the position (x, y) = (1, 0) arcmin in 18 Note, that this distribution function is different from dΓ . The equations are evaluated at (x, y) = (1, 0) arcmin in the intrinsic M31 coordinate system (see Fig. 4 ), i.e. at a distance of 1 arcmin along the disk major axis. We show bulge-bulge lensing (left), halo-bulge lensing with M 0 = 0.1M ⊙ lenses, and bulge-disk lensing (right). The contour levels are given as inserts in each diagram. The red dashed line marks the 10 −3 y −1 arcmin −2 level in each diagram, brighter areas correspond to higher values. The double wave shape of the contours with bulge stars as sources is caused by the the shape of the post main sequence (PMS) luminosity function of the bulge sources (see Fig. 10 ). For the results shown in these panels all sources have been treated as point sources. For finite source effects see Sec. 6.3. the intrinsic M31 coordinate system (see Fig. 4 ), i.e. at a distance of 0.22 kpc along the disk major axis and show the results for bulge-bulge, halo-bulge and bulge-disk lensing in Fig. 9 . Compared to Fig. 8 the contours are smeared out in the ∆F-direction, since they come from convolving those in Fig. 8 with the source luminosity function. In Fig. 10 we demonstrate for the halobulge lensing case in Fig. 9 , that the 'double wave shape' in the contours in the two left panels of Fig. 9 indeed is caused by the luminosity function of the PMS stars. We split the source stars into post main sequence (PMS) and main sequence (MS) stars and plot the corresponding contours into the middle and right panel of that figure. The double wave shape appears only in the PMS-figure. Besides that it becomes obvious that PMS stars can not be lensed into events with short time scales and small flux excess. This is, because the faintest PMS stars in the M31 bulge have an unamplified flux of 8 · 10 −9 Jy, and thus need an amplification of only a factor of 2 to yield a flux excess of ∆ F ≈ 10 −8 Jy. Magnifications as small as that are incompatible with short time scales according to Fig. 8 . In contrast, MS stars need very high amplifications to reach a flux excess comparable to that typical for PMS stars. According to the right panel in Fig. 10 , ultra-short, large excess flux events with MS source stars would be more common (compare, e.g. the contour levels at log(t fwhm /[d]) = −3 and log(∆F/[Jy]) = −4) than events with PMS source stars.
Including color information in the event rate
The color of a point source remains unchanged during a lensing event, since the lensing amplification does not depend on the frequency of the source light. In practice, microlensing events with blending by nearby stars, and any event with finite source signatures may show chromaticity in the light curve (see e.g. Valls-Gabaud (1995); Witt (1995) ; Han et al. (2000) ). The difference imaging technique eliminates all blended light from the lensing light curve. For lensing events without finite source effects the color of the event therefore equals that of the source and can be used to constrain the source-star luminosities.
Replacing Φ(M) with p cmd (M, C), and dM with dM dC (see Sec. 4.4), we obtain,
We derive lens mass estimates starting from Eq. 65 in Sec. 8. We also demonstrate there, that including the color information leads to considerable smaller allowed lens mass intervals than for the case were color information is ignored (i.e. the case were lens mass probability functions are derived from Eq. 63). Eq. 65 allows to reconstruct the mass function of the lenses and the Macho fraction in the dark halo (see de Rujula et al. (1991) ; Jetzer & Massó (1994) ; Jetzer (1994) ; Mao & Paczynski (1996) ; Han & Gould (1996b) ; Gould (1996a) ). In this way one can obtain the optimal parameterization for the mass function ξ l (M) using a maximum-likelihood analysis for a set of measured lensing events. If the ingredients for the kernel (i.e. all but the pre-factor ξ l (M) in Eq. 65) are accurately provided by theory and the number of lensing events is large, then the mass distribution can be derived solving the Fredholm integral equation of the first kind. Inversely a certain ensemble of lenses allows conclusions on the based distribution functions.
6.3. Event rate taking into account finite source effects As described in Sec. 2.1 the point-source approximation is no longer valid, if the impact parameter u 0 is smaller than u fs , i.e. half the source radius projected onto the lens plane (Eq. 14). In this case, the maximum amplification and thus the flux excess stays below the value for the point source approximation, and time scales of events are enlarged (see Eqs. 16 and 13). Baltz & Silk (2000) already accounted for the upper limit in magnification and obtained the correct value for the total number of events (i.e. events with and without finite source signatures) as a function of magnification threshold. Their approximation however is limited to high amplifications and ignores the change of magnification and event time scale. 19 Thus the flux excess and time scale distributions of the events are not predicted accurately. We have shown in Sec. 2.1 that finite source effects are likely already for small maximal magnifications and that the time scale changes due to finite source effects can be large. Therefore, we derive precise relations and account for the finite source sizes as follows:
• Events with u 0 > u fs , i.e. those for which the finite source sizes are irrelevant, are treated as before; we redo all calculations starting from Eq. 31, and if the impact parameter b is involved in an integral we multiply the integrand with θ(b − R E u fs ); the step function allows only contributions in the integrand, if b ≥ R E u fs holds. To see how this transports into the dD olintegration if the variables are changed from b and v t to t fwhm and ∆F in the Eqs. 62, 63 and 65
Multiplying the integrand of Eq. 62, 63 and 65 with Eq. 66 extracts only those light curves, where finite-source effects can be neglected.
• For events were the finite source sizes are relevant, i.e. events with u 0 < u fs , we use the approximations for the maximum amplification and the full-width-half-maximum time given in Eqs. 15 and 16. This means that we just replace the relations for the impact parameter and the maximum magnification and the fwhm-time scale relations of events by Eq. 13 and Eq. 16 when switching from the point source to the finite source regime. We then can derive the equations for the event rates with finite source effects from Eq. 32 analogously to the points source approximation, but this time with a step function of
and v t = RE tfwhm Υ fs (A fs 0 , u 0 ) and its derivative 19 Baltz & Silk (2000) Eq. 26 with Eq. 20 and Eq. 22 writes in our notation as (see footnote 16)
where we are using the following relations:
We use the values for the source radius, luminosity and color-relations R * (M, C) summarized in the appendix B.3 and B.4. Figs. 11 and 12 show contours of the event rate per t fwhm time scale and flux excess, per year and square arcminute, with finite source effects taken into account. We use the same position as before, at (x, y) = (1, 0) arcmin in the intrinsic M31 coordinate system (see Fig. 4 ) or at a disk major axis distance of 1 arcmin The upper panels show the distribution for light curves showing no finite source effects (Eq. 63 with Eq. 66), whereas the lower panels show the distribution obtained from mass and source luminosity integration of Eq. 67, i.e. for light curves affected by finite source effects. The black areas indicate the event parameter space which is not available to source stars once their real sizes are taken into account: as finite source effects mainly occur at large amplifications, large ∆ F and small t fwhm values are suppressed. Events in the point source approximation, which fall into the black areas in the upper panels of Figs. 11 and 12, end up with longer time scales and lower excess fluxes (lower panels) if the sources sizes are taken into account. The sharp cutoff at large flux excesses arises, since there is an upper limit in ∆ F depending on source luminosity and size (see Eq. 18) and since the luminosity function of the stars has a steep cutoff at giant luminosities of M R = −0.83 mag (bulge) and M R = −2.23 mag (disk). The maxima with vertical contours for finite source effects in the lower panels come from shifting events for which the point source approximation 'just' fails at longer times scales, see Eq. 16. Light curves with finite source effects have (depending on their flux excesses) most likely fwhm time scales of about 0.01days, or 15 minutes, and the sources lensed with that time scales are MS stars. The secondary maxima around 1 d and flux excesses of 5 × 10 −6 − 2 × 10 −5 Jy for bulge-bulge, disk-bulge and 0.1M ⊙ halo-bulge lensing and of about 10 −3 Jy for 1000M ⊙ halo-bulge lensing, is due to lensing of PMS stars. In general, the ratio of lensing events with and without finite source signatures is minute for t fwhm 0.5d and ∆F < 10 −6 Jy, and raises to about an order of unity for bright lensing events with ∆F 0 ≈ 1.6 · 10 −5 Jy (corresponding to a magnitude of the excess flux of m R = 20.7 mag) for bulge-bulge-lensing and ∆F 0 ≈ 5 · 10 −5 (m R = 19.5 mag) for halo-bulge-lensing with 0.1M ⊙ -lenses. We compare column 1, bulge-bulge lensing, with results for the same lens-source configuration in Fig. 9 , which had been obtained assuming the full validity of the points source approximation. The ratio of these contours is shown in Fig. 13 . The parameter space of interest for current surveys are flux excesses > 10 −5 Jy (excess magnitude of m R = 21.2) and time scales between 1 d and 200 d days. One can see that the true event rate can differ strongly from that for the point source approximation depending on the flux-excess limit of the survey. The brightest events are preferentially suppressed. This means, that taking into account the source sizes is essential for predicting the correct number of lensing events. Furthermore one has to be aware that a fair fraction of the brightest lensing events show finite source signatures in their light curves and might be missed when using event filters with a classical lensing event shape in a stringent way. For the detection 
at (x, y) = (1, 0) arcmin in the log(∆ F )-log(t fwhm ) plane, for bulge-bulge (left), disk-bulge (middle) and halo-bulge (right) lensing with 0.1M ⊙ -Machos (columns 1 to 3). The upper panels shows the distribution for light curves not affected by the finite source sizes. The contours have been obtained from inserting Eq. 63 into Eq. 66) and carrying out the mass and source luminosity integral. The lower panels shows the distribution for light curves with finite source signatures (mass and source star luminosity integral of Eq. 67). The contour levels can be read off from the inserts in each diagram. The dashed line marks the 10 −3 arcmin −2 y −1 level, areas with brighter colors correspond to higher contour values. Taking into account the finite source sizes implies an upper limit for ∆ F and a lower limit for t fwhm for all light curves, i.e. for light curves with and with out finite source signatures (see text). For the source-lens configurations shown here there are no lensing light curves with an excess fluxes ∆ F > 5 · 10 −4 Jy. The results shown here have been obtained by taking into account the source sizes of lensed stars. of finite-source events or even of binary lensing events less stringent thresholds or modified filters are needed, which however enhance the risk of a mismatch with variable source detections. Fig. 12 finally compares halos with different Macho-masses in its first and second row. An increase in Macho mass dramatically reduces the event rate and increases the event time scales. This explains the shift in the contours towards longer time scales (compare the change of the A 0 -t fwhm -contours in Fig. 8 ) and the decrease in the contour levels. For larger Macho masses, Einstein radii do increase, and one expects finite source effects to become less important: the largest possible flux excess ∆ F,max for the lensing events indeed increases; the size of the shift is as expected, since the maximum flux excess is proportional to the square root of the Macho mass according to Eq. 8. The contours in the last row of Fig. 12 show MW-halo lensing with 0.1M ⊙ -Machos. Finite source effects are unimportant. Figs. 11 and 12 make it obvious that lensing events above the maximum flux excess predicted for self lensing would be a clear hint for either massive Machos in M31 or Machos with unconstrained masses in the Milky Way. Figure 14 shows the distribution for bulge-bulge lensing split in color space. The selected color intervals are 0.0 < R − I < 0.5, 0.5 < R − I < 1.0, and 1.5 < R − I < 2.0. In the bluest color interval (first column) we find MS stars close to the MS turnoff as well as SGB, red clump and some RGB stars. The medium red sample contains MS, RGB and AGB stars, and the reddest sample (last row) contains stars in the RGB and AGB phase and no MS stars. As expected, the time scale of the most likely finite source lensing events changes with color: for the bluest color interval MS stars are responsible for the most likely finite source signature events and the event time scales are very short. The secondary maximum is caused by red clump and SGB stars, which are brighter, need less magnification and therefore have longer event time scales. The color interval of 0.5 < R − I < 1.0 contains the central part of the MS, and RGB and AGB stars. The MS stars are fainter (in R) and have smaller radii than those in the blue sample, and therefore, the maximally probable event caused by the MS stars is at lower flux excess and time scale than that for the bluer sample. The PMS stars are brighter (which enhances the possibility of longer time scale events) and have larger radii (which leads to stronger peak-flux depression by finite source sizes) than in the bluer sample, and therefore, the events have similar brightness but take longer on average. The reddest color interval, 1.5 < R − I < 2.0 contains the reddest PMS stars and no MS stars. These PMS stars are fainter (in R) and have larger radii than those contained in the 0.5 < R − I < 1.0 sample, and therefore suffer most strongly from finite source effects causing events with even longer time scales than for the bluer PMS stars. Fig. 11 for halo-bulge lensing with larger Macho masses (0.5M ⊙ and 1000M ⊙ -Machos in the first and second column) and for Milky-Way-halo-M31-bulge lensing (for 0.1M ⊙ -Machos in the third column) As before, the dashed line marks the 10 −3 arcmin −2 y −1 level in each diagram, and areas with brighter colors correspond to contour higher values. The results shown here have been obtained by taking into account the source sizes of lensed stars.
FIG.
13.-Ratio of the event rate distribution for extended sources counting events not showing finite source signatures (Eq. 66 and Fig. 11 ) to the event rate assuming pure point sources (Eq. 63 and Fig. 9 ), as a function of flux excess and time scale of the events: 
APPLICATION TO EXPERIMENTS: TOTAL EVENT RATES AND LUMINOSITY FUNCTION OF LENSED STARS
We now apply our results from Secs. 5 and 6 to difference imaging surveys. The goal of this section is to predict realistic event rates that take into account observational constraints (like time scales of events and the signal-to-noise ratios of the light curves, e.g. at maximum). These event rates can be taken for survey preparations or for a first order comparison of survey results with theoretical models. Exact survey predictions and quantitative comparisons with models can be obtained with numerical simulations of the survey efficiency. 7.1. 'peak-threshold' for event detection In order to identify a variable object at position (x, y), its excess flux ∆ F has to exceed the rms-flux σ F (x, y) by a certain factor Q The parameter Q characterizes the significance of the amplitude of a lensing event, but not of the event itself, since that also depends on the time-scale (and the sampling) of the event. We will call events characterized by the signal to noise ratio at maximum light 'peak-threshold-events' in the following (Baltz & Silk 2000) . Considering only the maximum flux excess of an event (and not its time scale) of course can lead to an over-prediction of lensing events, since events might be too fast to be detected. Also, long time scale events with low excess flux can have many data points with low significance for the excess flux, which all together make a significant lensing candidate. The detectability of events therefore depends on both its amplitude (flux-excess at maximum) and its time scale. This is the reason, why we derived the contribution to the event rate as a function of flux-excess and fwhm-time scale in Sec. 6. The flux excess threshold that a source with intrinsic flux F 0 (M, D os , ext s ) must achieve in order to be identified as an event can be translated to thresholds in maximum magnification and relative impact parameter using Eq. 1 and Eq. 7,
in both cases we have also given the high magnification approximations in the last step. In contrast to the microlensing regime (where u T is assumed to be constant), u T depends on the local noise value via ∆ min F (x, y) and the luminosity M of the source star being lensed. In Fig. 15 we show contours of the minimum magnification required to observe an event at a distance of D os = 770 kpc, source luminosity of M R = 0 mag and a signal-to-noise threshold of Q = 10 for a survey like WeCAPP in the R-band. Since the M31 surface brightness and thus also the rms-photon-noise increases towards the center, magnifications of 50 or larger are needed in the central part. The M31 rms-photon noise and rms-flux within a PSF in the R-band had been estimated using Eqs. 72 and 73 below. To obtain an upper limit for the event rate, we assume that all events with flux excesses above the peak-threshold can be identified, irrespective of their time scales. In previous event rate estimates the t fwhm time scales have only been considered correctly in Monte-Carlo simulations. Ignoring the event time scales in analytical estimates the event rate predictions are much more alike the upper limit we present here (Eq. 71). In this case one can simply use the transformation from minimum flux excess at maximum magnification to the threshold relative impact parameter u T in Eqs. 69 and 70, and integrate Eq. 33 over mass, lens distance, relative velocities, multiplying it with the relative impact parameter threshold u T (x, y, F 0 (M, D os , ext s )) and the number density of sources with brightness M, n s (x, y, D os ) Φ s (M), and finally integrate along the line of sight and source luminosity, (Sec. 4.2):
FIG. 15.-The contours in this figure show the minimum magnifications A T that stars with M R = 0 mag at a distance of Dos = 770 kpc need to exceed the M31 rms-flux by a factor of Q = S N = 10 in the R-band, for an experiment (with respect to, e.g., pixel size and seeing) like WeCAPP. The contour levels are A T = 20, 22, ..., 50. The red line marks the A T = 30 level, in blue we show the field observed by WeCAPP given in the intrinsic M31 coordinate system (see Fig. 4 ).
In this equation, the subscript 's' indicates the different stellar populations (bulge, disc) and their sum yields the upper limit for the total event rate. This upper limit for the event rate can therefore be also obtained as a product of the single single star event rate Γ 1,l (Eq. 49), (using u T (x, y, F 0 (M, D os , ext s ))) and the number density of sources with luminosity M on the line of sight. Eq. 71 is similar to the equations of Han (1996) Up to now we have not discussed the value of σ F (x, y), i.e. the value of the rms-flux that appears in the equations for the detection thresholds. This value can in principle be taken from the error propagation in the reduction process. Due to varying observing conditions (seeing, exposure time of the coadded images per night), the errors can differ from day to day by a factor of up to 10; to obtain predictions for the most typical situation, one therefore should use the median error at each image position of a survey to predict the rms-flux σ F (x, y). We have shown in Riffeser et al. (2001) , that using our reduction pipeline (that propagates true errors through all reduction steps) errors in the light curves are dominated by the photon-noise contribution of the background light. Therefore the typical error can be estimated from the surface brightness profile SB(x, y) of M31 and the typical, i.e. median, observing conditions of the survey. Using analytically predicted rms-values, one can study the impact of the observing conditions on event rates and optimize survey strategies.
To measure the variability of objects one has to perform (psf-)photometry in apertures. One usually parameterizes the size Ω PSF of that aperture by the fraction f PSF of the total flux of a point-like object that it contains and chooses them to optimize the signal-to-noise ratio for a given PSF ( f PSF ≈ 0.5 for the analysis of the WeCAPP data). For a given experimental setup the rms photon noise σ photon (x, y) within an area Ω PSF [arcsec 2 ] at a position (x, y) is σ photon (x, y) := 10 −0.4(SB(x,y)+κ AM) + 10 −0.4 msky 10 −0.4(−ZP) t exp Ω PSF
where m sky [mag arcsec −2 ] is the sky surface brightness, t exp is the exposure time in [sec], AM is the airmass of the observation, ZP is the photometric zero point of the telescope-camera configuration in [photons/sec] and κ is the atmospheric extinction for the observing site. 22 The rms photon noise can be translated to the rms-flux (in [Jy]) within that area Ω PSF using the flux of Vega, F Vega , its magnitude m Vega = 0 and the fraction f PSF of a PSF-flux that is contained within Ω PSF . One than has to multiply the rms-flux within the aperture by 1 fPSF to obtain the rms-flux for the objects excess flux: 
The last equation shows, that the rms-flux within an aperture is proportional to 1/ √ t exp , making the signal-to-noise Q proportional to √ t exp , as expected for background noise limited photometry of point-like objects. The extincted surface brightness profile SB(x, y) in Eqs. 72 and 73 can be taken either from very high signal to noise measurements of M31 or from analytical models, that are constructed to match the observed SFB-profile and dynamics of M31. In the latter case, the extincted surface brightness SB(x, y)-model combines the luminous matter density ρ s (x, y, D os ) with the mass-to-light ratio for each source components (s=bulge,disk) and accounts for galactic and intrinsic extinction ext s (x, y, D os ) along the line of sight:
where the units are mag arcsec −2 .
7.2. 'event-threshold' for event detection Gould and Han (Gould 1996b; Han 1996; Han & Gould 1996a) introduced an 'event-threshold' where the detectability of events depends on the total excess light of the light curves. They obtained an implicit equation for the threshold u T of the relative impact parameter,
where σ F (x, y) is the rms-flux at that position, and t E (x, y, D os ) is the mean Einstein time of the events (Eq. 54); ζ is defined by
is the unlensed source flux and t cyc is the (equidistant) difference between observations. This equation assumes equidistant sampling of the light curves and is therefore most readily applied to space-based experiments. Also, it takes into account the mean Einstein time scale of events only, although the relative impact parameter threshold depends on the individual time scale of the event. For realistic event rate estimates, however, one has to to take into account the time scale distributions, too. One can in fact obtain an analogue relation for flux excess ∆ F and t fwhm time scale of the events (i.e., the actual observables),
withζ(A 0 − 1,t fwhm ) := [A(t)−1] 2 dt (A0−1)[12(t/tfwhm) 2 +1] −1 dt . Eq. 76 can be numerically inverted to obtain the peak-flux-threshold ∆ min F (t fwhm , x, y, M) as a function of the event time scale. Therefore, it it obvious that the peak-threshold and event-threshold criteria are related assuming equidistant sampling, and that the event-threshold criterion is a special case of the peak-threshold plus a t fwhm -threshold criterion, which is evaluated in Eq. 77 (Sec. 7.3). 23 7.3. Total event rate with excess flux threshold ∆ min F and time-scale t min fwhm -threshold The upper limit derived in Sec. 7.1 still includes numerous events which can not be detected in finite time resolution experiments. At this point, where not only the flux-excess (maximum magnification or relative impact parameter) of the event have to be considered, but also the time scale of the event, the transformation of the event rate from the 'theoretical quantities' to the 'observational quantities' in Sec. 6 becomes most relevant. Using Eq. 63 we can simply integrate from the lower limits ∆ min F and t min fwhm to infinity (or any other value specified by the experiment): For the WeCAPP experiment towards M31 it turned out that the efficiency can easily be evaluated using Monte-Carlo simulations. As in the WECAPP experiment errors are propagated through all reduction steps (Riffeser et al. 2001) , the final errors in the light curve σ(x, y,t i ) include the full reduction procedure. For a simple set of detection limits, i.e. ∆ min F ∼ σ and t min fwhm = const, the efficiency ǫ(x, y,t fwhm , ∆ F ) for a survey can easily be evaluated as a function of the directly observable parameters x, y, t fwhm , and ∆ F (in contrast to to the variables t E and A 0 ). This and more sophisticated thresholds (as used in Alcock et al. (2001b) ) and efficiency simulations for WeCAPP we will present in a forthcoming paper.
Using this efficiency we can generalize Eq. 77 to
As the total event rate depends on the model parameters of the luminous and dark component, precise measurements of the event numbers and event rate's spatial variation can in principle constrain the source and lens densities (ρ l (x, y, D ol ), n s (x, y, D os )), the lens mass functions (ξ l (M), the distribution of the transversal velocities (p vt (v t , v 0 (x, y, D ol , D os ))), the luminosity function of the sources (Φ s (M) or p cmd s (M, C)), and finally the Macho fraction in the halo. There are, of course other valuable parameters, like event duration, flux-excess distribution, color of the lensed stars and finite source effects, which make the lensing analysis much more powerful than the pure counting of events. Table 1 summarizes the event rate predictions for the WeCAPP experiment towards the bulge of M31, using different realistic thresholds 25 for the signal-to-noise threshold necessary to derive 'secure' events, and for t min fwhm . These numbers do not take into account that events can not be observed when M31 is not visible (one third of the year), that in the remaining time some -in particular short term events -escape detections because of observing gaps, that some of the area is not accessible for identification of lensing events due to intrinsically variable objects. We calculated the predictions for signal-to-noise thresholds of Q = 10 and Q = 6; these thresholds correspond to flux excess thresholds of 7.3 · 10 −6 Jy (Q=10) and 4.4 · 10 −6 Jy (Q=6) in the edges and 2.7 · 10 −5 Jy (Q=10) and 1.6 · 10 −5 Jy (Q=6) 20 ′′ off center (outside saturation) of the WeCAPP-field 26 . The Q > 10 events are events like those been published in the past (e.g., WeCAPP-GL1 and WeCAPP-GL2 have values of Q = 67 and Q = 18), whereas Q = 6 should be more similar to the medium bright event candidates of MEGA. For the Q = 10 cases we have separated events that do not show finite source effects in the light curves ('without fs') from those which show finite source effects ('with fs'). Finite source events are relatively more important for high signal to noise, short time scale self lensing events. In most current pixel-lensing surveys, light curves with finite source effects are not specially searched for, and may preferentially get lost in the detection process, unless one allows for a less good fit for bright events. For the Q = 6, t fwhm = 2d case we split the predictions into the near and far side of M31. Within our field, the predicted halo-bulge asymmetry is small, but the bulge-disk and halo-disk asymmetry are on a noticeable level. (Note that the disk-bulge lensing does show the reversed asymmetry). It has been pointed out in the past ) that dust lanes in the M31 disk are an additional source of asymmetry; this is obvious if one considers the spatial distributions of variables found in pixel-lensing experiments (see , Ansari et al. (2004) and Fliri et al. (2005) ). These can however be taken to quantitatively account for extinction, in addition to extinction maps. The values given in our table do not account for the small spatial dependence of extinction, and thus place lower limit to the observed far-near-asymmetry of the individual lens-source configuration. The comparison for different time scale thresholds (case III, IV and V) shows that (except high mass halo lensing) the majority of events has time scales smaller than 10 days. A clustering of event candidates with short and long time scales as de Jong et al. (2004) observed for the MEGA analysis of the POINT-AGAPE survey (they obtained 6 candidates with time scales smaller than 10 d and 8 candidates with time scales larger than 20 d) can be hardly explained for the WeCAPP field. This is, because, even for supermassive Machos one would expect roughly as many events between 2 and 20 days than above 20 days (compare case 'III' and case 'V' in Table 1 ). De Jong et al. argue, that their long term events arise in the outskirts of M31 where the photon noise is smaller, and could be understood from selection effects. This would still lack to explain the bimodality of time scales. At the moment it is not excluded that these long term event candidates are still miss-identified variable objects. In the last line we add the analogous numbers for halo lensing resulting from Milky Way halo lenses of 0.1 M ⊙ . The Macho events caused by the MW-Machos should be roughly a third of that caused by M31 Machos. Figure 16 shows the predictions for the spatial distribution of the lensing events for the WeCAPP survey, evaluated for the Q = 10 and t fwhm = 1 d thresholds (column I in Table 1 ). One can see, that the event rate density becomes maximal close to the M31 center for bulge-bulge and halo-bulge lensing configurations. That seems counterintuitive to the results about the lensing optical depth and single star event rate in Figs. 4 and 5, where the maximum is attained on the M31 far side, significantly offset from the center. This difference is due to the density of source stars which rises towards the center much more then the single star event rate and the detectability of the events drops. As it can also be seen in Table 1 , a far to near side asymmetry (lower and upper part in the figure) is not there for the bulge-bulge lensing, is modest for halo-bulge lensing, and stronger for the disk-bulge lensing. This is because, the disk effectively cuts the bulge in one part in front and the other behind the disk, and only the stars in the second part can contribute to disk-bulge lensing. The bulge-disk self lensing shows the opposite far to near side asymmetry and attains its maximum event rate per area in the far side of the disk. The same is true for the halo-disk lensing (main maximum on far side of disk), which shows a secondary maximum close to the M31-center caused by the increase of the disk-star density. The disk-disk lensing event rate per area is symmetric with respect to the near and far side of the disk. The fact that its maximum is not located at the M31 center is caused by the increased photon noise there. The combined self-lensing (disk-bulge plus bulge-disk and bulge-bulge) is nearly symmetric; this is expected, since in the total self lensing event rate a product of source and lens density enters, and to first order, lens and source populations can be exchanged. The small remaining asymmetry in the total self lensing comes from the different luminosity functions and mass functions of the bulge and disk population which leads to different event characteristics for disk-bulge and bulge-disk lensing. The fact, that the near side is closer to us -lensing strength and apparent magnitude of sources change by a few percent -than the far side of M31 plays a minor role for the asymmetry of self lensing event rates. The last figure (Fig. 17) 1.4 + 0.01 h1000-b 1.2 + 1 · 10 −3 1.0 + 1 · 10 −3 0.87 + 5 · 10 −4 0.97 + 6 · 10 −4 1.3 + 3 · 10 −4 1.0 + 5 · 10 −5 d-b 1.3 + 0.59 0.66 + 0.18 2.1 + 0.26 0.26 + 0.05 0.16 + 5 · 10 −3 0.02 + 6 · 10 −4 h MW 0.1-b 7.9 + 5 · 10 −3 4.5 + 2 · 10 −3 5.6 + 1 · 10 −3 5.6 + 1 · 10 −3 1.3 + 4 · 10 −5 0.28 + 5 · 10 −6 h MW 0.5-b 4.4 + 9 · 10 −4 3.1 + 2 · 10 −4 3.4 + 1 · 10 −4 3.4 + 1 · 10 −4 1.9 + 2 · 10 −6 0.66 + 3 · 10 −7 b-d 5.3 + 3.1 3. 0.76 + 1 · 10 −4 0.36 + 5 · 10 −5 0.93 + 9 · 10 −5 0.96 + 7 · 10 −5 0.76 + 2 · 10 −5 d-d 0.38 + 0.17 0.26 + 0.10 0.35 + 0.07 0.35 + 0.07 0.18 + 0.02 0.07 + 7 · 10 −3 h MW 0.1-d 4.6 + 2 · 10 −3 3.1 + 5 · 10 −4 3.3 + 2 · 10 −4 3.2 + 2 · 10 −4 1.6 + 6 · 10 −6 0.53 + 7 · 10 −7 h MW 0.5-d 2.7 + 2 · 10 −4 2.0 + 1 · 10 −4 2.1 + 6 · 10 −5 2.0 + 7 · 10 −5 1.5 + 4 · 10 −6 0.73 + 5 · 10 −7 Table 1 ). Coordinates are given in the intrinsic M31 coordinate system (see Fig. 4 ). The contour levels are shown in inserts in the upper right corners of each diagram. The red line marks the 0.01 ev y −1 arcmin −2 level in each diagram. The event rate is concentrated to the center of M31. Note the maximum lensing (maximum optical depth) region defined by Crotts (1992) and is predicted at about 1.5 kpc (7.5 arcmin) from the nucleus for a simple halo model. For the calculations we have taken into account the finite stellar source sizes; the numbers shown, however, include only those among all events which do not show finite source signatures in their light curves, i.e. those which are usually searched for in lensing experiments.
with the peak-flux-threshold and the time scale threshold of the survey. We have taken into account the finite source sizes, but Table B .5.2). We show results for different lens-source configurations, from left to right: bulge-bulge self-lensing, halo-bulge lensing with 0.1M ⊙ lenses, halo-bulge lensing with 0.5M ⊙ lenses, and disk-bulge self-lensing. The blue dashed line marks the 1 event per year level. For the calculations we have taken into account the finite stellar source sizes; the numbers shown, however, include only those among all events which do not show finite source signatures in their light curves, i.e. those which are usually searched for in lensing experiments. For signal-to-noise ratios of Q > 10, the rates for events with finite source effects can be of the same order as the rates for events with point-source light curves. For lower signal-to-noise ratios, events with finite source effects become much less important.
show only the rate for those events that do not show any finite source signature in their light curves. For high signal-to-noise events (e.g., Q = 20), all configurations do show more or less flat contours in the t fwhm -direction for t fwhm -values between 0.1 and 1 days. This indicates that there are relatively few very high signal-to-noise events with time scales around 0.1 days compared to events with time scales of about 1 day. That this is true is confirmed with the Figs. 11 and 12 , which show that the highest signalto-noise and thus highest flux excess events occur with time scales between 0.6 and a few days, and that events with time scales of about 0.1 days are significantly fainter. Only for smaller flux-excesses, the events with time scales of 0.1 days can be as common as events with time scales of a couple of days. This implies, that if one can measure only lensing events that have a (S/N)-ratio of Q ≥ 10 in the WeCAPP-setup, one can not increase the number of observed events a lot by increasing the sampling (the largest increase for sampling below one day would occur for halo-disk lensing). The detectability of events with time scales of hours can therefore be increased effectively only (in the central M31 field), if the noise-level of the observations is lowered. It can also be seen in all panels of Fig. 17 that one expects the number of events to decrease strongly for t fwhm -thresholds larger than several days. The quantitative differences in the different lensing configurations in the subpanels of Fig. 17 can be easily understood (by combining the dependence of the event rate on event time scale and magnification with the luminosity function of source stars, and accounting for the difference in the importance of finite source effects) and are discussed for the 0.1M ⊙ Macho-bulge and the 0.5M ⊙ Macho-bulge lensing case. Table 1 already suggests, that these two lensing configurations are very similar for the event numbers that do not show finite source signatures (the 0.1-solar mass Machos do cause more high signal-to-noise finite source events). One expects that the increase of the Macho mass decreases the total event rate per line of sight (fewer lenses), but also increases the events' time scales. Based on the event rate per time scale and event magnification (Fig. 8 ) one would therefore expect longer time scales but fewer events for the stellar mass Macho case. This simple picture is altered by the finite source effects, which limit the maximal flux excess and thus signal-to-noise of an event. The limit for the brown dwarf Machos is at Q ≈ 50, that one for the stellar mass Machos is above Q ≈ 100. The contours for the event rate then rise steeper towards lower signal-to-noise thresholds in the brown dwarf case than in the stellar mass Macho case. The question, weather one expects more events for brown dwarf or stellar mass Machos depends therefore on the combination of signal-to-noise threshold and time-scale threshold. The predicted event rates rise strongly for lower Q-thresholds. This means, that if one lowers the (S/N)-threshold -or equivalently increases the signal or decreases the noise level by changing the experiment -one could dramatically increase the event rates. This can be achieved by an increase of telescope area and integration time, but much better with a decrease of the PSF of the experiment. This makes the space experiments most promising. Also, the comparison of the subpanels in Fig. 17 shows, that the bulge-bulge lensing rate will profit much stronger (roughly about a factor of 3 more) from a decrease of the noise than any other lensing configuration. Assume that the center of M31 is monitored with the ACS camera on 20 consecutive days, with three 6-minutes in the F625Wband and two 6-minutes exposures in F555W-band which would need one orbit per day altogether (see more details in appendix B). Assume furthermore that the background light has the level of the smoothed M31-SFB isophotes (in reality a fraction of the brightest stars gets resolved lowering the background light in between the resolved objects). Using that background level, we predict the event rates with time scales between 1 and 20 days for bulge-bulge self lensing and halo-bulge lensing in Table 2 . If one assumes a halo fraction of about 25 percent, then the halo-lensing events do not contribute more than 10 percent relative to the bulge-bulge lensing rate. Current measurements of extragalactic mass functions reach masses down to 0.6 solar masses (for the LMC Gouliermis et al. (2005) ). Microlensing allows a measurement of the low mass end of the stellar mass function, while not relying on the luminosity of those low-mass stars. The mass of these stars becomes visible by their lensing effect on (in general) brighter stars. Therefore M31 bulge-lensing combined with space observations makes it possible to test an extragalactic mass function well below 0.5M ⊙ .
The luminosity function sensitivity
Whereas the probability for a star to be lensed does not depend on its luminosity, the probability that the event can be detected strongly depends on the luminosity of the source star. This implies that the luminosity function of the source stars of lensing events is biased towards high luminosity stars. The selection probability of a star with luminosity M, which we call 'luminosity function sensitivity', is obtained with Eq. 63 as
with the parameters and relations used for
. The luminosity function sensitivity gives the event rate per area per source star luminosity bin, normalized by the luminosity function Φ s (M). In Fig. 18 we show results for the luminosity function sensitivity using Eq. 79 for several minimal detectable time scales t min fwhm (0, 0.01, 0.1, 1 and 10 days) using the configuration of the WeCAPP and ACS experiments and the model of M31 presented in appendix B. Figure 18 shows that the sensitivity strongly increases with decreasing time scale thresholds. Applying no t fwhm -threshold for the total event rate (equivalent to evaluating Eq. 71) overestimates the luminosity sensitivity for faint main sequence stars. In consequence, the total event rate is overestimated too. Accounting for the time scale thresholds for microlensing surveys (i.e. using Eq. 77 for the total event rate) suppresses the contribution of faint stars and yields a much more realistic estimate of the total event rate. In Fig. 18 (right panel) we show the luminosity function of the sources for lensing events, which is obtained as the product of the luminosity function sensitivity and the luminosity function Φ s (M). The results differ for an experiment like WeCAPP and an experiment with small PSF-noise like the suggested ACS-imaging campaign: An experiment like WeCAPP induces a cutoff of M R ≈ 6 mag in the luminosity of the lensed stars, because one would need magnifications larger than the finite source size magnification limit to obtain an observable flux excess for source luminosities below that value. This cutoff is valid for all lens-source configurations within M31, with the exception of supermassive M31 Machos, and it does not hold for lensing by MW Machos. With an ACS experiment, the minimum measurable flux excess is much smaller than for WeCAPP, and therefore even the faintest MS stars can act as sources for detectable lensing events (no cutoff in the luminosity function of lensed stars). For events with time scales above 1 d, the luminosity function of lensed stars becomes almost flat for magnitudes brighter than M R ≈ 4 mag (green curve).
THE LENS MASS PROBABILITY DISTRIBUTION FOR INDIVIDUAL LENSING EVENTS
The lens mass probability distribution is one central goal of the analysis of lensing events. We show how this function is extracted from the individual events, depending on weather t E and A 0 (microlensing), or t fwhm and ∆ F (pixel-lensing) can be measured. Starting from the integrand in Eq. 51, without carrying out the mass integral and averaging over all source distances yields B) with Q = 10 at (x, y) = (1, 0) kpc (corresponding ∆ min F = 1.65 · 10 −5 Jy for WeCAPP and ∆ min F = 2.96 · 10 −7 Jy for ACS) Black line: no t fwhm threshold, magenta line: t min fwhm = 10 d, green line: t min fwhm = 1 d, blue line: t min fwhm = 0.1 d, red line: t min fwhm = 0.01 d. The curves for the dark colors have been obtained with the point source approximation, the curves with the light colors account for the extended source sizes, which further suppresses the luminosity sensitivity. Stars fainter than M R = 5.5 mag can not be lensed at all to an event with a signal-to-noise ratio Q larger than 10 Right panel: Luminosity function of the sources for lensing events d 3 Γ s,l dx dy dM [arcmin −2 y −1 mag −1 ]. For t min fwhm thresholds of 1 d that are typical for current experiments the probability to have a MS star among the lensed stars is very low ( < 3 · 10 −6 for bulge-bulge lensing, < 3 · 10 −5 for 0.1M ⊙ halo-bulge lensing, < 0.0002 for 0.5M ⊙ halo-bulge lensing, < 0.2 for 1000M ⊙ halo-bulge lensing). which can also be converted to
Our result in Eq. 82 is proportional to the result of Jetzer & Massó (1994) 27 (see also Jetzer (1994) ), but differs from the result of Dominik (1998) 28 . The lens mass probability function has also been calculated by de Rujula et al. (1991) for events with measured maximum magnification A meas 0 and Einstein time scale t meas E . We could not match the result published by them with ours once we converted their notation to ours 29 . 8.2. The lens mass probability distribution, obtained from the observable t meas fwhm and u meas 0 Now we discuss the case were the full-width-have maximum t fwhm and the relative impact parameter u 0 are the available observables. Starting from the integrand in Eq. 59, without carrying out the mass integral and averaging over all source distances yields
The mass probability functions p(M;t meas fwhm , u meas 0 ) andp(M;t meas fwhm , σ t meas fwhm , u meas 0 , σ u meas 0 ) can then be obtained analogously to Eqs. 82 and 83. Of course, equations Eq. 80, Eq. 81 and Eq. 84 are equivalent and can be converted into each other as long as t fwhm and u 0 , and thus t E are known. Equation 84 nicely illustrates the transition to the pixel-lensing regime: As soon as t E is not an observable anymore (but only t fwhm ), the relative impact parameter enters in the integral in Eq. 84, and the mass probability function becomes dependent on the maximum magnification of the source. In pixel-lensing one often is in the situation where the t fwhm is known quite accurately and u 0 (A 0 ) is known to certain limits (if finite source effects and/or space observations can rule out certain magnifications and constrain the magnification interval, Eq. 84 leads to more realistic results than Eq. 80). In this case, the mass probability function can roughly be obtained withp(M;t meas fwhm , σ t meas fwhm , u meas 0 , σ u meas 0 ) including the errors of t meas fwhm and u meas 0 . But it is not appropriate in this case to convert t meas fwhm to t meas E (using u meas 0 ) and then to obtainp(M;t meas E , σ t meas E ) from Eq. 82, since then the error for t meas E derived from a measured t meas fwhm also depends on u meas 0 .
27 Converting Jetzer & Massó (1994) to our notation with P(µ, T ) ≡ 1
28 Converting Dominik (1998) Eq. (21) to our notation with µ 
This equation disagrees in some powers in R E and t E to our result.
8.3. The lens mass probability distribution, obtained from the observables t meas fwhm , ∆ meas F , and C meas Finally we discuss the situation most relevant for pixel-lensing, i.e. the case where only the flux excess ∆ F , the full-width-halfmaximum time scale t fwhm and the color of the event C meas are determined accurately from the light curve with coordinates x meas and y meas . With the use of Eq. 65 one obtains
with Γ l,s (M,t fwhm , ∆ F , C) := d 7 Γ l,s (x meas ,y meas ,M,tfwhm,∆F ,C,M) dM dx dy dtfwhm d∆F dC dM dM, ignoring the (tiny) errors for the location of an event. The functional dependence of the arguments in the integrand are ξ l (M), p cmd s (M, C meas ), n s (x meas , y meas , D os ),
Again, as outlined in Eq. 83, one can include the errors of the observables with a Gaussian measurement probability:
If the light curve colors C meas can be measured very precisely, the calculations can be simplified using a luminosity distribution taken from the color-magnitude-diagram for a certain population. Mathematically this can be written as
The modified luminosity distribution Φ C (M) replaces p cmd s in Eq. 85.
CONCLUSIONS AND OUTLOOK
Gravitational microlensing is a powerful method to detect compact luminous and dark matter objects in the foreground of stars in nearby galaxies. It can thus be applied to measure the mass function of stellar populations and dark halo objects (Machos).
One could infer the mass of an individual lensing object from the lensing light curve directly, if the luminosity of the source, the observer-lens-source distances and velocities would be known. However at least the lens distance and velocity are unfortunately almost never known. Hence distribution functions for the lens and source quantities (see Secs. 3 and 4) have to be used to finally obtain the mass-probability function for individual lensing events. We used these distribution functions to re-derive well known relations like that for the optical depth, single star event rate or mean Einstein-time of the events. These quantities were taken in the past as 'back-of-the-envelope' estimates of lensing frequencies to design microlensing surveys and were evaluated for line-of-sight distances to the plane of M31 only, i.e. simplifying the 3 dimensional structure of M31. We also accounted for the distance distribution of the sources and obtained the line of sight distance averaged quantities for the optical depth, single star event rate and Einstein time instead. We show their values as a function of line of sight positions with contour plots in Sec. 5. The shape of the total optical depth contours (5th panel of Fig. 4 ) obtained in this way deviates from earlier results (in a way that is understood by the simplifications made) (Gyuk & Crotts 2000) . Furthermore we derived the distribution of the microlensing events rate as a function of full-width-half-maximum time scale and the magnification of the event. We evaluated this function for a position (i.e. (x, y) = (1, 0) arcmin) within the WeCAPP field and find: The values of time scale and magnification are largely confined to a linear region within the time magnificationfull-width-half-maximum time scale plane (Sec. 5.5, Fig. 8) ; an observing frequency of once per day is sufficient to identify the majority of events with magnification of the order 30-100; higher magnification events will have smaller time scales on average. Progress in the number of detected lensing events can made by lowering the magnification threshold for the event detection or, less efficiently, by further improving the time sampling. The lowering of the noise per PSF can be best achieved by small PSFand pixel-sizes, i.e. by space observations. We then discussed the pixel-lensing or difference imaging regime, which is the situation where the majority of stars is hardly or not at all resolvable anymore. One then has to include the source luminosity function to account for the additional unknown variable, the intrinsic source flux. With that, we derived the distribution of the lensing events (at a fixed position in the central M31 field) as a function of the two main observables in the pixel-lensing regime, the excess flux and the full-width-half-maximum time scale. The values of these two quantities are not as confined as those in the magnification -full-width-half-maximum time scale plane anymore. Due to the broad luminosity function there exists a variety of combinations of magnification and intrinsic source flux which yields the value for the flux excess. Events with high flux excess are dominated by PMS source stars. It had been noticed before (Gould 1994b; Auriere et al. 2001 ) that measuring or excluding finite source effects is useful to tighten constraints on the masses of lensing objects. But finite source effects also change the number and characteristics of events: In the presence of finite source effects, the event time scales are increased and the maximum magnification saturates below the maximum for the point-source approximation (Fig. 1) . This shifts events to longer time scales, but also suppresses the number of high magnification events, and therefore the number of observable events. Since events that are ultra-short (of order 0.001 d) in the point-source approximation are mostly high magnification events (Fig. 8) , they all do show finite source effects (if the lenses are residing in M31), and thus have larger time scales than 0.001 d if the source sizes are taken into account. This explains the absence of ultra-short events for configurations with lenses in M31, see Figs. 11 and 12. Using Eq. 65 and a flux-excess threshold, one can predict the time scale distribution of the events in Figs. 11 and 12. At different locations within M31 the amplitudes of the contours change, and some details of the contours can be changed and moved in the flux-excess -full-width-half-maximum time scale plane. However, in any case shown here one expects many more short term events with time scales of 1 to several days, than long term lensing events with 20 d or longer. Even supermassive Machos with 1000M ⊙ have about roughly the same number of events within 1 and 20 d as above 20 d. A bimodal distribution of event time scales, with most events between 1 to 5 d, none between 10 and 20 d, and a second group of events with time scales 20 d and above is difficult to understand (compare event candidates of de Jong et al. (2004)) on that basis. De Jong et al. argue, that their result (many long-term events, and the correlation of the event duration with the distance to the M31 center) can be understood, since the noise level is lower in the outskirts, which would allow to detect the long time scale events. This does not explain the bimodality in the event time scales (see Figs. 11 and 12 ). Most searches for microlensing were started based on fairly simple calculations of the expected event rates, see Han (1996) . Their event-threshold criterion can be translated to a peak-threshold criterion (see Sec. 7.2) . This yields about 200 events per year with a signal-to-noise of Q ≈ 6 at maximum flux, and 15 events with Q ≈ 50 (for their model survey, assuming 100% efficiency). The event rates measured up to now in M31 pixel-lensing surveys are below the expectation values for pure self-lensing (using simple estimates of survey efficiencies), while for microlensing surveys towards the LMC and the Galactic bulge the numbers of detected self-lensing events satisfy the predictions. The apparent lack of M31-events can be due to an overestimated detection efficiency or previously overestimated lensing rates. We used the event distributions as function of flux excess and fwhm time scale, and the light distribution of M31 to finally derive the number of halo-lensing and self-lensing events within the WeCAPP field that exceed a given signal to noise ratio at the light curve maximum and have time scales of 1 day or larger in see Table 1 . For Q > 50 and time scales of 1 day or larger one expects about 0.24 self-lensing events per year, and 0.85 and 2.2 events per year for a 100% Macho halo with 0.1M ⊙ and 0.5M ⊙ lenses. These values are much below the already mentioned previous estimates. The identification of the WeCAPP-GL1≡AGAPE-S3 event with a signal-to-noise ratio of Q ≈ 70 at peak flux and a fwhm-time scale larger than 1 day in the WeCAPP 2000/2001 data is in agreement with expectations for self lensing.
For signal-to-noise ratios of Q = 10 and a minimum time scale of 1 d one expects about 13 (bulge-bulge, disk-bulge and bulgedisk) self-lensing events per year that have light curves as for point-like sources and about 10 with finite source signatures in their light curves. For time scales above 2 d these numbers decrease to about 7 for point-source and 4 finite source signature events per year. Since M31 is observable not more the 2/3's of a year, the total efficiency will be not larger than 50% (WeCAPP), even for a survey with good time coverage. This means that there are not much more than a hand full of self-lensing events with Q = 10 and time scales larger than 2 days in a WeCAPP field per year. A decrease of the 'acceptable' (S/N)-ratio at maximum light to Q = 6 does (roughly) less than triple the number of point-source events and has almost no impact on the events with finite source signatures. In addition, at this variation level, a considerable fraction of the area is occupied by intrinsically variable objects, which makes the detection of lensing events even less effective. We will present WeCAPP results on lower signal-to-noise events in a forthcoming paper and compare these numbers with expectations in more detail. The most efficient way to increase the number of lensing events is to lower the noise level. We investigate the number of selflensing events that can be obtained with a 20 d survey of the M31 center using the ACS on board of the HST (1 orbit of total integration time per day). Since bulge-bulge self-lensing profits more from lowering the noise than the halo lensing (see Fig. 11 ), a decrease of the noise level increases the self-lensing relative to the halo lensing. We expect of order 3000 bulge-bulge selflensing events with a peak signal-to-noise ratio of 6 and scales between one and 20 d. Halo-lensing with 0.1 solar mass lenses would cause an additional 1400 events if the halo is composed of Machos by 100%. If the halo fraction is not more than 25%, than the halo-lensing events would drop to a 10% of the total lensing events. The analysis of the lensing events (frequency and time scale) would provide a measurement of the low mass end of the mass function in the bulge of M31, i.e. the first measurement of the mass function of stars at low masses outside our Galaxy. We finally investigated the luminosity function of the stars that are lensed. The result is very sensitive to the time scale threshold of the survey. MS stars can only be seen if they are highly magnified, which implies (Fig. 8 ) extremely short event time scales. Present day surveys with minimum time scales of one day therefore do not see any main sequence stars (for self-lensing in the central bulge field). One can turn that result around: if one could identify a modestly bright event with ∆ F ≥ 10 −5 − 10 −4 Jy with a MS source star and time scale of 1 day or larger within the WeCAPP field (e.g. with spectroscopy by an 'instantaneous alert') it would point to a Macho. This Macho would have to be very massive if it was within M31, and could be less massive within the Galaxy. Another interesting observable is the flux-excess of the brightest events. One can infer from Eq. 18 and the Figs. 11 and 12 , that the inclusion of the source sizes yields to an upper limit of the excess brightness of the events. The value depends on the fluxto-radius ratio of the brightest PMS stars in the lensed population and the mass of the lens, plus some source and lens distance factors. If the radius-luminosity relation of the source population and the luminosity of the brightest PMS stars are known, one can obtain for every event a lower lens mass limit for each source-lens configuration considered.
APPENDIX

STANDARD EVENT DEFINITION AND MAXIMUM LIGHT CURVE EVENT DEFINITION
We motivate our alternative event definition in that section and illustrate the differences to the standard definition The standard definition, where a lens becomes an event if it exceeds a threshold in magnification A T (equivalent to entering the microlensing tube with the corresponding radius b T for a given lens mass) has two consequences: i) since only lenses are counted that enter, only the formal event-times (when the magnification threshold is exceeded) but not the event-maxima are homogeneously distributed within the survey time interval, if their event time scales are not much shorter than that. (see Fig. A19 , red and green curves; for the events with red light curves, the maximum will arise after the survey has ended) ii) the microlensing-tube changes with the magnification threshold, and so does the spatial distribution of lenses that cause events within ∆t (see Fig. A21 , red curves for a special example with v t ∆t = 1). Lenses that cause events with a higher magnification threshold within the survey time, are not all a subset of those with a lower magnification threshold. Taking this event definition literally would make Monte-Carlo simulations time-ineffective, since high magnification threshold subsamples could not be picked out from a more general sample. For event searches in data one usually requires to measure the light curve around maximum (to check the light curve form, in particular its symmetry), and of course, in practice, one would not exclude a light curve from an event list, if it was above the magnification threshold at the beginning of the survey. This motivates the use of the maximum light curve definition which only accepts events which obtain their maximum within the survey time interval ∆t. A threshold of the magnification A T at light curve maximum then is equivalent to a maximum impact parameter b T of the lens (for a given mass). We now consider events with a threshold b T for both event definitions. We calculate the location of those lenses at survey begin that become events within the survey time interval. We assume the lenses to be distributed in a plane and to have velocities v t ∆t = 1. Length scales are given in arbitrary units and the density of lenses is assumed to equal n = 1 in this units. The number of lenses per radius interval is dN dr = 2πr. This curve is shown black in Fig. A21 . The blue and red curve show the number of those lenses per radius interval that become events within ∆t in the new and the standard definition respectively. For the standard definition, only lenses with b T ≤ r ≤ b T + v t ∆t will become events within ∆t, explaining the minimum and maximum radius in Fig. A21 (red solid and red dashed curve for a threshold of b T = 0.5 and b T = 0.8 respectively). In the maximum light curve definition lenses within 0 < r < b T 2 + (v t ∆t) 2 can cause events with b < b T , explaining the maximal radius in Fig. A21 (blue solid and blue dashed curves for the threshold of b T = 0.5 and b T = 0.8 respectively). The relation between FIG. A21.-Number of lenses per radius interval (black) and number of lenses causing events per radius interval. Curves for the standard definition are in red, and for the maximum light curve definition are in blue. Length scales are in arbitrary units, the density is chosen such that it equals n = 1 in this units, and the velocities are chosen such that vt∆t = 1 holds. The thresholds for the microlensing tube radius and the maximum impact parameter have been chosen as b T = 0.5 (solid lines) and b T = 0.8 (dashed lines). The integral of the corresponding red and blue curves coincide and give the number of lenses that cause events within ∆t. For the standard definition (the locations of) the lenses that cause events with a higher magnification threshold are not all a subset of those with a lower magnification threshold. Also, lenses that are already within the microlensing tube never will cause any event for the standard definition (implying the lower cutoff). The red and blue curves shown here are straightforwardly obtained analytically (derivation not shown in this paper). the features in the radial distribution of lenses becoming events and the particles motion is shown for the case of a coherent particle stream in Fig. A20 . One can also see in Fig. A21 that lenses with the higher magnification threshold (corresponding to b T = 0.5) are a subset of those with the lower magnification threshold (b T = 0.8). Also, the lenses causing an event within ∆t are spatially more confined than for the standard definition: the maximum radius from where a lens can cause an event with a impact parameter b T within ∆t is b T 2 + (v t ∆t) 2 for a relative velocity of v t . Hence, it is obvious, that new event definition is more easy to use in simulations, but also more directly linked to observations. On the other hand, one can guess from Fig. A21 that the integral of the corresponding blue and red curves in Fig. A21 agrees. Therefore, the number of events for both definitions is the same. This implies, that for both event definitions, a magnification threshold A T or impact parameter threshold b T (for a given lens mass) yields the same events (same number of events and same light curve parameters for the events, with exception of the time of maximum); only the lenses that cause the events are different in both definitions. Since it is not relevant where the lenses that cause events have come from, one can conveniently switch definitions.
MODELING OF M31
Density distribution
This section contains our models for the bulge-, disk-and halo-density of M31 and the comparison with observations. We show that taking a bulge with the same total mass as Kent (1989b) and a disk with the same total mass as Kerins et al. (2001) implies mass-to-light ratios for the stellar populations of bulge and disk in good agreement with expectations from population synthesis models. Our bulge model matches the observed surface brightness values of M31 better than previously published analytical models, which is important for the correct self-lensing prediction in the central part of M31. The contributions of the bulge and disk to the rotation curve are almost identical to that shown in Kerins et al. (2001) , which allows us to assume the same density distribution for the dark halo as they did.
In this section we use the disk major axis coordinate system (x 0 , y 0 , z 0 ) (see Fig. 4 ), which can easily transformed to the line-ofsight coordinate system using an inclination i of 77 • of M31 (Stanek & Garnavich 1998) .
Bulge of M31
Our M31 bulge model starts from Table I of Kent (1989b) , containing the Gunn-r surface brightness-and ellipticity-values ρ Kent r (a) and ǫ Kent (a) as a function of major-axis distance a to the center of M31. We assumed 50 • for the position angle of the bulge. Kent (1989b) with red crosses, and our approximation from Eq. (B3) as blue curve. the ellipticity ǫ(a) (red curve) becomes an excellent approximation of ǫ Kent r (a) (blue crosses) between 0.5 and 6 arcmin. With this relation we convert (x 0 , y 0 , z 0 ) to a by solving the quadratic equation a 2 = x 2 0 + y 2 0 + (0.254a + 1.11)z 2 0 ,
with x 0 , y 0 , z 0 and a in arcmin. The 3d-decomposed spatial brightness density profile of the M31 bulge derived by Kent is well approximated by an a 1/4 -law (see Fig. B22b ). With Eq. B2 the bulge mass density becomes is the absolute brightness of the Sun in that filter and d mod is the distance modulus to M31. Kent (1989b) fixes the bulge mass to 4 · 10 10 M ⊙ , which for d mod = 24.19 mag (690 kpc) and without correcting for dust extinction implies a M L r -ratio of 6.05 (using our analytic approximation for ρ bulge ) and 5.5 − 6.6 (integrating the tabulated values of Kent and estimating the maximal uncertainties due to the coarseness of the table 30 ). Using the favored distance to M31 (d mod = 770 kpc) and applying reasonable extinction values, the dust corrected mass-to-light-ratios reduce to lower values (for a constant bulge mass of 4 · 10 10 M ⊙ , see Table B3 ). The R-band values were obtained with R ⊙ = 4.42 mag, (r − R) = 0.43 + 0.15(B − V ) = 0.59 (Moro & Munari 2000) and a bulge color of (B − V) ≈ 1.05 (Walterbos & Kennicutt 1987) . According to Han (1996) the effect of an asymmetric bulge light extinction caused by the highly inclined M31 disk is negligible. We therefore adopt his values for the mean internal extinctions towards the bulge in the V -and I-bands of ext V = 0.24 mag and ext I = 0.14 mag, and interpolate to the R-band which yields ext R = 0.19. With the foreground extinction of ext R = 0.17 (Schlegel et al. 1998 ) the total extinction becomes ext R = 0.36. In this case, the mass-to-light ratio corresponding to Kents bulge mass becomes M L R = 2.96 (line 2 in Table B3 ). This value is close to that ((M/L) stellar = 2.67) one would obtain for a 12 Gyr 30 We derived the upper and lower limit for the total brightness of the bulge in Kents Table I . By summing over ellipses (with an area A i := πa 2 i (1 − ǫ i ) at semi-major distance a i , A 1 = 0, and with a surface brightness l r,i := L r,⊙ 10 −0.4(µ(a i )−d mod −M r,⊙ ) , we got L min r,tot /L r,⊙ = 77 i=2 l r,i (A i − A i−1 ), and L max r,tot /L r,⊙ = 77 i=2 l r,i−1 (A i − A i−1 ). These limits lead to a slightly higher M L r between 5.5 and 6.6 than the value given by Kent (1989b) : M L r = 5 ± 0.5. Walterbos & Kennicutt (1987) data (Table V) transformed to the r-band. The left and right figures show the profiles along semi-major and semi-minor axis, respectively. Kent has decomposed the surface brightness profile into the bulge and disk component (red dots). For comparison we have superposed our bulge and disk surface brightness models from Eqs. B3 and B6. With the exception of spiral arm imprints, they match the observations extremely well.
comment 16 · 10 10 690 gunn r 0 0 1.4 . . . 1.7 · 10 10 11.3 . . . 9.6 for Kents max. disk mass 3.09 · 10 10 690 gunn r 0 0 1.34 · 10 10 2.31 for Kerins disk mass 3.09 · 10 10 770 R 0.54 0.68 3.5 · 10 10 0. 88   TABLE B4  THIS TABLE SHOWS IN ITS LAST TWO LINES THE old, Z = 2Z ⊙ metalicity single stellar population (SSP) (see Girardi et al. (2002) ) for a Zoccali et al. (2000) mass function (MF) (App. B.3). We conclude, that a normalization (Eq. B4) of ρ 0 = 2.07 · 10 6 M ⊙ arcsec −3 = 3.97 · 10 4 M ⊙ pc −3 ,
which reproduces Kents bulge mass of M = 4 · 10 10 M ⊙ , is a reasonable assumption and represents an upper limit for the luminous matter in the bulge.
Disk of M31
As Kerins et al. (2001) we model the disk by a sech 2 -law,
with σ(x 0 , y 0 ) = x 2 0 + y 2 0 being the radial distance in the disk plane inclined by 77 • ; the radial scale length h σ = 28.57 arcmin and the vertical scale lengths h z = 1.34 arcmin are equivalent to Kerins et al. (2001) values h σ = 6.4 kpc and h z = 0.3 kpc for a M31-distance of 770 kpc. Adopting a central brightness density of the disk in the r-band ρ Kent r,0 = 27.39 magarcsec −3 yields a surface brightness profile matching the data of Kent (1989b) on the major axis and which agrees well with his central surface brightness of µ 0 = 20.4 mag in the r-band. Spiral arms and dust explain the discrepancies at the minor axis (see Fig. B23 ). We assumed 38 • for the position angle of the disk. As for the bulge we transform the luminosity density to matter density, using the disk color (r − M), disk extinction ext M , and disk mass-to-light ratio M
with the absolute brightness of the sun M ⊙ , and the distance modulus d mod to M31. We normalize Eq. B7 with
to obtain the same disk mass as Kerins et al. (2001) (M disk = ρ dz dσ = 4πρ 0 h z h 2 σ = 3.09 · 10 10 M ⊙ ). Table B4 demonstrates that this normalization results in a mass-to-light ratio that is expected for the disk population. With E(B − V ) = 0.22 (Stephens et al. 2003 ) we obtain ext V = 3.1E(B − V ) = 0.682 for the extinction in the M31 disk. This translates to ext R = 0.748 ext V = 0.51 (Binney & Merrifield 1998) . Adding the foreground extinction, ext R = 0.17 (Schlegel et al.
FIG . B24. -This figure shows the overall rotation curve of our model (black curve) and its contributions of the bulge (red), disk (blue), and halo (green). These rotation curves match with Fig. 3b in Kerins et al. (2001) . In red crosses we show the data points derived from CO measurements of Loinard et al. (1995) ; in green HI measurements from Brinks & Burton (1984) ; in blue averaged data points from Widrow et al. (2003) (based on Kent (1989a), and Braun (1991) ); in magenta are the data points of Kerins et al. (2001) (based on Kent (1989b) ). 1998), we obtain ext R = 0.68 for the total extinction for sources residing in the disk of M31. Using that extinction, the M31 distance of 770 kpc and the central luminosity density of ρ Kent R,0 = 26.86 magarcsec −3 (obtained from ρ Kent r,0 and r − R = 0.53 for a disk color (B −V ) ≈ 0.7 (Walterbos & Kennicutt 1987) ), we get a disk luminosity of L R,tot /L R,⊙ = 3.5 · 10 10 . For the disk mass of Kerins et al. (2001) our M L R -ratio becomes 0.88. This mass-to-light ratio is well consistent with a theoretical M L stellar = 0.615 for a 2 Gyr old, solar metalicity SSP disk population (based on (Gould et al. 1997) and Girardi et al. (2002) ). We also summarize the maximum disk model of Kent (1989b) in Table B4 (first line): this model implies a 4 times higher M L rratio, which is hard to reconcile with population synthesis models. Note, that the results from Han & Gould (1996a) are not easy to compare with ours: they used a double exponential disk with ρ 0 = 0.35 M ⊙ pc −3 , h z = 0.4 kpc, and h σ = 6.4 kpc corresponding to a disk mass of 7.2 · 10 10 M ⊙ . At the same time their bulge is also more massive than ours (4.9 · 10 10 M ⊙ ).
Halo of M31
Our density models for the bulge and disk differ only slightly (e.g. in the central region) from that of Kerins et al. (2001) . The contributions to the rotation velocity resulting from the different populations are therefore very much the same as in the Kerins et al. (2001) model. This implies, that we can use the halo density distribution from Kerins et al. (2001) to obtain a halo model consistent with the observed M31 rotation curve. This halo density distribution is that of an isothermal sphere with a core radius of r c = 2 kpc. ρ halo (x 0 , y 0 , z 0 ) = ρ 0 1 + r rc 2 r ≤ 200 kpc ,
with r = x 2 0 + y 2 0 + z 2 0 , r c = 2 kpc, and ρ 0 = 0.23 M ⊙ pc −3 . Figure B24 shows the overall rotation curve of our model. In the model of Han & Gould (1996a) the core-radius of the halo is much larger (r c = 6.5 kpc) to compensate for their higher disk and bulge mass in order to match the rotation curve of M31.
Halo of the Milky Way
The halo of the Milky Way (MW) is also modeled as a cored isothermal sphere,
where we choose a core radius of r c = 2 kpc as used in Han & Gould (1996a) and Gyuk & Crotts (2000) . The central density is taken from (Han & Gould 1996a) ,
We convert the galactocentric distance r to our line of sight coordinate system according to r(D ol ) = r 2 ⊙ − 2r ⊙ D ol cos(l) cos(b) + D ol 2 ,
using the M31 galactic coordinates l = 121.14988 • , b = −21.61707 • and the solar galactocentric distance r ⊙ = 8 kpc (Bahcall et al. 1983 ).
The Mass Function The Mass Function for the bulge and disk sources
For the M31-bulge we take the mass function (MF) ξ ∼ M −1.33 of Zoccali et al. (2000) which was derived for the Galactic bulge. The MF is cut off at 0.01 M ⊙ at the lower end and at the main sequence turn-off 1.01 M ⊙ at the upper end for a 12 Gyr old SSP with Z = 2Z ⊙ . We describe the disk with a Gould MF, ξ ∼ M −2.21 , which has a flattening ξ ∼ M −0.56 below 0.59 M ⊙ (Gould et al. 1997) . We cut the disk MF at 0.01 M ⊙ and 1.71 M ⊙ (2 Gyr old SSP with Z = Z ⊙ ), respectively. Of course, the number of stars with a given mass changes for different cut-off values or for alternative mass functions (e.g. Chabrier (2003) ). The investigation of halo-lensing and self-lensing rates for different MFs is not subject of that paper.
The Mass Function for the halo
The mass function ξ(M) for the potential Macho population residing in the halo of M31 is of course unknown. In this paper we simply assume that the halo consists of one mass objects M 0 only,
satisfying the normalization constraint M ξ(M) dM = 1 .
The luminosity function and CM diagram We use a stellar LF obtained from isochrones of the Padova database of stellar evolutionary tracks and isochrones given by Girardi et al. (2002) (based on Marigo & Girardi (2001) ). The luminosity function can be extracted from the mass function ξ(M) discussed in Sec. B.2.1. Using the mass-magnitude relation provided by theoretical stellar isochrones each mass bin [M i , M i+1 ] of stars is connected to a absolute brightness bin
and therefore
For the bulge we assumed a 12 Gyr old SSP with Z = 2Z ⊙ (isoc_z040s.dat), which leads to good results for the stellar content of the bulge (Maraston priv. com).
For the disk we used for simplicity a 2 Gyr old SSP with Z = Z ⊙ (isoc_z019m.dat) leading to acceptable results for the disk data shown in (Williams 2002 Note that other values of M min and M max give different mass-to-light ratios, as the decrease of M min increases only the mass of the population, but not its luminosity. We show the LF for the bulge population in Fig. B25 , along with the stellar radii data (see App. B.4) . The faint cutoff of Φ(M) affects the characteristic luminosity < F > but at the same time the normalization of Φ(M). Therefore the number of bright stars = Ftot <F > bright Φ(M) dM +∞ −∞ Φ(M) dM is nearly not affected by changing the faint cutoff. Using Eq. 43 we calculate the projected densities of bulge and disk stars brighter than M R ≤ 0 mag and show the results in Fig. B26 : basically at any position monitored by WeCAPP there is more than one bright star per square arcsec each from bulge and disk. This demonstrates that crowding in the central bulge is very severe even for the brightest stars with M R ≤ 0 mag and even if image PSFs are small.
FIG . B25. -Theoretical LF in the R-band Φ R (M). left: bulge for a 12 Gyr old SSP of 2 Z ⊙ metalicity. right: disk for a 2 Gyr old SSP of 1 Z ⊙ metalicity. In red and green we show the values of the stellar radii obtained with App. B.4 and the theoretical luminosities for the stars of the model SSP. The red line shows the average radius R * according to Eq. B19. In green we give the minimal and maximal radii of stars (reflecting the different values in color space) in the particular magnitude range. The LF was scaled by a factor of 1000 to show the two different histograms with the same scaling. The unit of the LF is number of stars per magnitude, the radii distribution is given in solar radii. The red contours outline a density of of the M R ≤ 0-stars of 10 stars/arcsec 2 and demonstrate, that one can not resolve even giants in the central M31-field for the majority of ground-based data. The coordinates are that of the intrinsic M31 system (see Fig. 4 ).
Radius-brightness relations for stars
For the inclusion of finite source effects one needs the radius-brightness relation of stars. The radius can easily be correlated to the brightness (and to the luminosity function) using log(L i ) and log(T eff,i ) given in the theoretical stellar isochrones (see Sec. B.3) R * (M i , C i ) = 10 (log(Li)+log(Li+1))/4 √ 4πσ B 10 log(Teff,i)+log(Teff,i+1)
If we want to account for finite source effects without having any color information, e.g., Eq. 63, we use a color averaged source radius R * ,
and replace R * (M, C) with R * (M) in Eqs. 66 and 67 (see Fig. B25 ).
The velocity distributions for the M31 components
The random velocity components of bulge, disk and halo are assumed to be of Gaussian shape with dispersions taken from Kerins et al. (2001) :
σ bulge = 100 km/s , σ disk = 30 km/s , σ halo = 166 km/s , σ MW−halo = 156 km/s .
In addition, we account for rotation in bulge and disk of v rot,bulge = 30 km/s and v rot,disk = 235 km/s (Kerins et al. 2001) . In a previous work Han & Gould (1996a) used σ halo = 170 km/s for the halo, but a value of σ bulge = 156 km/s for the bulge and disk (based on Lawrie (1983) ). In the following two sections we derive the relative source-lens velocity v 0 taking into account rotation of the source and lens objects and the observers motion. The combination of all contributions results in one movement depending on v 0 (D os , D ol , v rot,l , v rot,s , v ⊙−M31 ) . (B21)
Additional rotation for lenses and sources
The additional rotation of the lens system v rot,l (for bulge and disk lenses) and/or of the source system v rot,s changes the relative velocity v 0 . For the calculation of the effect we first have to transform the positional components of a lens located at (x,y,z := D ol − d m31 ) along the line of sight to the components (x 0 , y 0 , z 0 ) in the M31 system. In the internal system the position is given by
with the inclination angle i = 77 • and the distance to M31 d m31 = 770 kpc. Projecting on the base ρ = x 2 0 + y 2 0 , the rotation angle can be expressed as ω = arccos(x 0 /ρ) = arcsin(y 0 /ρ). Re-projecting the components of the rotation velocity v x and v yz (calculated for a clockwise rotation)
to the y-and z-plane yields 31 v y = v yz cos i , v z = v yz sin i ,
which is depending on the position along the line of sight (x,y,z). To combine this velocity vector (v x , v y , v z ) with all other velocities (see Sec. B.5.2) it has to be projected to the lens plane.
Observers motion
Finally we have to account for the transversal velocity of M31 v M31 arising from the observers motion against M31. A hypothetic star on a circular orbit at solar distance (local standard of rest, LSR) has the velocity v l (R ⊙ ) = 220 ± 15 km/s. The Sun is moving with v ⊙ = 16.5 km/s relative to the LSR towards the directions l = 53 • , b = 25 • (Binney & Tremaine 1987) . For simplicity we neglect the contributions to the galactic height (see Fig. B27 ) and calculate the transversal velocity of M31 as v ⊙−M31 ≈ 220 km/s sin(l M31 − 90 • ) + 16.5 km/s sin(121 • − l LSR ) = 129 km/s ,
with the galactic coordinates of M31 l M31 = 121.2 • and b M31 = −21.6 • . The relative velocity between the velocity distribution of the lenses and the sources is calculated by projecting v p ⊙−M31 to the lens plane v p ⊙−M31 ≈ D os − D ol D os 129 km/s .
For lenses residing in M31 this motion is negligible compared to the rotation described in Sec. B.5.1.
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FIG . B27. -Geometry of the Galaxy-M31 system. A star at solar distance is assumed to move on a circular orbit with a rotational velocity of 220 km/s (local standard of rest, LSR). M31 is located at Galactic coordinates l M31 = 121.2 • and b M31 = −21.6 • . The Sun has a velocity of 16.5 km/s relative to the LSR. The transversal velocity of M31 is shown as v M31 . 
