Abstract| Tikhonov regularization with a modi ed total variation regularization functional is used to recover an image from noisy, blurred data. This approach is appropriate for image processing in that it does not place a priori smoothness conditions on the solution image. An e cient algorithm is presented for the discretized problem which combines a xed point iteration to handle nonlinearity with a new, e ective preconditioned conjugate gradient iteration for large linear systems. Reconstructions, convergence results, and a direct comparison with a fast linear solver are presented for a satellite image reconstruction application.
phenomenon. This shortcoming led to the development of TVbased methods in image processing. This approach does not require that a solution be continuous but merely that it be of bounded variation. There has been a urry of recent work, both numerical applications 29], 12], 25], 32] and theoretical analysis 1], 13] which demonstrates the superiority of TV when the solution is \blocky". By this we mean the solution is piecewise smooth and the combined arc length of the curves along which discontinuities occur is relatively small.
A number of di erent numerical schemes have been applied to TV-based deblurring. One approach is to formulate a minimization problem and use an (arti cial time) evolution approach for solving the associated Euler-Lagrange equations 29]. With explicit time marching, this yields the steepest descent optimization method. It is typically the case in image deblurring that the Hessian H (matrix of second order derivatives) has condition number, cond(H), which is extremely large. Steepest descent then has a linear convergence rate (see for example 27] for analysis) whose convergence constant (cond(H) ? 1 
)=(cond(H) + 1)
is very nearly one. This results in extremely slow convergence.
To obtain faster convergence, one must incorporate higher order derivative information. At least in principle, this can be done using standard numerical optimization techniques like Newton's method or quasi-Newton schemes like the BFGS method (see 11] ). However, these standard methods tend to perform poorly on TV minimization problems, as is demonstrated in 32]. The underlying di culty is that the local quadratic approximation which is the basis for standard Newton's method is not a good model for the TV nonlinearity. Hence, while local convergence is guaranteed to be very rapid, many iterations involving a \globalization" scheme like a line search 11] must be performed before fast (locally quadratic) convergence is attained. Remedies for this situation include combining a continuation scheme with Newton's method 8], and the application of a primal-dual version of Newton's method 7] . Other numerical schemes which have been applied to TV minimization include interior point`1 methods 25] and augmented Lagrangian methods 24] .
The approach taken in this paper to deal with the nonlinearity of TV is the \lagged di usivity" xed point iteration introduced by the authors in 32]. This iteration can be viewed as a special case of the \half-quadratic regularization" scheme of Geman et al 17] , 18] , and of the ARTUR scheme of Charbonnier, Blanc-Feraud, Aubert, and Berlaud 10] . While the rate of convergence is linear rather than quadratic, it has been found to be quite rapid in practice. In addition, this scheme converges globally, i.e., no matter what the initial guess. Hence, no globalization is needed.
With the exception of steepest descent, all of the schemes to handle TV nonlinearity mentioned above require the solution of a system of linear equations at each iteration. The systems which arise in TV-based deblurring present some very serious numerical challenges. They are extremely large, so standard direct decomposition methods like Gaussian elimination are not feasible. Because TV minimization yields a di erential operator of di usion type with a non-constant di usion coe cient, spatial translation invariance is lost, so FFT-based methods can not be directly applied. Finally, even with TV stabilization, the linear systems can be quite ill-conditioned, so iterative schemes like the conjugate gradient (CG) method may converge very slowly.
To e ciently solve these linear systems, one must take advantage of their special structure. In a continuous setting, the Hessian obtained from TV minimization is an integro-di erential operator. The linear equation solver introduced in this paper is a nested PCG scheme. The preconditioner has a product form with separate terms to deal with the integral operator and the di erential operator in the Hessian separately. The integral term can be handled e ciently using FFT's. The di erential (di usion) operator can be handled e ectively using some rather specialized sparse matrix solution techniques|PCG again, but with a preconditioner based on a cell-centered nite di erence (CCFD) multigrid scheme 16], 31], 32]. The resulting iterative linear solver is very rapidly convergent, and the cost per PCG iteration is quite low.
Section II contains a general discussion of regularization, TV minimization, and the associated (nonlinear) integro-di erential equation obtained from the Euler-Lagrange equations. The xed point iteration and its properties are also presented in this section. This is followed by a discussion of the CCFD discretization in Section III. This discretization is nonstandard in that it uses a piecewise constant representation for the solution. Section IV discusses the new PCG iteration and its implementation for the solution of the large, ill-conditioned linear systems arising at each xed point iteration. The reconstruction algorithm is summarized in Section V. Section VI contains numerical results, including a direct comparison with a fast linear method on a popular satellite image reconstruction problem. The nal section contains a summary.
II. Mathematical Preliminaries
Throughout, will denote a rectangle in IR 2 on which the image intensity function u is de ned; x = (x; y) denotes location in ; jxj = p x 2 + y 2 denotes Euclidean norm, and k k denotes the norm in L 2 ( ). Consider the model equation for noisy, blurred data z = Ku + ; (1) where K is a smoothing operator, is noise, and u is to be recovered. K is typically a Fredholm rst kind integral operator,
With translation invariance, the kernel k(x; x 0 ) = k(x ? x 0 ) is known as the point spread function (PSF). The operator K is compact, so problem (1) is ill-posed (see 21] ). Consequently, the matrix systems arising upon the discretization of this equation are highly ill-conditioned. 
The functional in (4) often induces spurious oscillations, or ringing, when u is discontinuous. The functional in (5) assumes u is smooth. Hence, both are unsuitable for image processing applications where one wishes to recover sharp contrasts modeled by discontinuities in u.
B. Total variation Consider the total variation functional, denoted by
Note that u is not required to be continuous (see Giusti 19] or 1] for details), so JTV (7) is a good candidate for a regularization functional to use in image processing. However, the Euclidean norm is not di erentiable at zero. To avoid di culties associated with the non-di erentiability, the modi cation with ; > 0. The well-posedness of this minimization is established in 1]. In particular, under mild conditions on the operator K, the minimization problem has a unique solution which is stable with respect to perturbations in the parameters ; , the data z, and the operator K. Minimization of (9) can be viewed as a penalty approach to the solution of the constrained problem min u J (u) subject to kKu ? zk 2 = 2 ; (10) where the error level 2 is assumed to be known. The regularization parameter in (9) corresponds to the reciprocal of the Lagrange multiplier in (10) .
The Euler-Lagrange equations associated with (9) are 
Note that (11) 
One can linearize by xing u = u m in the square root term of (14) . The elimination ofṽ then yields the xed point iteration described (17) where g is as de ned in (11) and the Hessian approximation is given byH
Applying full Newton linearization to (13)- (14) gives the primaldual Newton method which is described by Chan, Golub, and
This xed point iteration is a special case of the \half-quadratic regularization" scheme due to D. Note that T is jointly convex. In addition, the \auxiliary variable" b m+1 is the di usion coe cient for the operator L in (12) , and (21) is the variational formulation for the (linear) integrodi erential equation (16) . Given a nite dimensional discretization, one can establish global convergence of iteration (20)- (21), and hence of the xed point iteration (16) , by slightly modifying the proofs in 14], 9], or 10]. These proofs require a positive lower bound and a nite upper bound for the b m 's. Clearly b m 1 , but (unless jruj is bounded above, which implies that u is smooth) a positive lower bound exists only in the discrete case. The rate of convergence of this iteration is linear, and the convergence constant depends on the upper and lower bounds. In particular, as the discretization level increases (and hence, the lower bound decreases) or as the parameter decreases (and the upper bound increases), the convergence slows. The rate of convergence also depends on the regularization parameter . For relatively small values of , (11) is dominated by the linear term K (Ku ? z), and convergence is quite rapid. For the application considered in section VI below, xed point convergence is extremely rapid. The solution obtained after only one or two iterations is indistinguishable from the exact solution to (11).
III. CCFD Discretization
A brief development of the cell-centered nite di erence (CCFD) discretization is given here. While this discretization applies to (16) , the derivation is phrased in terms of the rst order system (13)- (14), linearized by xing u = u m in the square root term in (14) . CCFD has been successfully applied to diffusion equations having highly variable di usion coe cients. These occur, for example, in modeling ow through highly heterogeneous porous media. Further information on this technique can be found in 16] and 34].
Consider the domain = (0; 1) (0; 1), and construct a grid system as follows. Let nx and ny denote the number of equispaced partitions in the x and y directions, respectively. For notational simplicity, it will be assumed here that nx = ny, so the total number of cells is given by n 
The midpoints of the cell edges are given by (x i 1 2 ; yj) and (xi; y j 1 2 ), where
The ij th cell, which is centered at (xi; yj), is de ned by 
and has area jeijj = h 2 :
(27) This cell-centered grid scheme is depicted in Figure 1 .
Approximate u by
where i(x) and j(y) denote the characteristic functions on the intervals (x i? 1 2 ; x i+ 1 2 ) and (y j? 1 2 ; y j+ 1 2 ), respectively. Note that U is piecewise constant and is characterized by the values U(xi; yj) = uij attained at the cell centers. Discontinuities in U may occur along cell boundaries. In a similar manner, represent the data with a piecewise constant function
The discrete data zij may be viewed as cell averages. Applying midpoint quadrature approximation, (Ku)(xi; yj) K h U] (ij) ; (30) where K h may be represented as an n n matrix with entries Approximate the x-component v x of the uxṽ by
where i is the piecewise linear function characterized by i(x`+1=2) = i`. Note that V x is piecewise linear in x and piecewise constant in y, and is characterized by its values on the vertical edge midpoints (x i+1=2 ; yj). The approximation V y to the y-component v y is similarly de ned, and V = V x V y ] T denotes the discretization of the ux vector.
Applying Galerkin's method to (13)- (14) together with appropriate quadrature, one obtains 
is a diagonal matrix. While (38) and (39)- (40) are mathematically equivalent, it has been our experience that the linear system (39) is much easier to solve than (38).
IV. Solution of Linear Systems
In this section we introduce a new, e cient solution method for the linear system (39). To simplify notation, we drop the subscript h and superscripts indicating xed point iteration count, obtaining for details. 4. The second term, L, is sparse, and hence matrix-vector products Lv can be computed in O(n) operations. However, L may have highly variable coe cients, so fast transform methods can not be used directly in its application or inversion. 5. H tends to be quite ill-conditioned. When is small, H K K. The ill-conditioning of the blurring operator K is due to the fact that it has eigenvalues which cluster as zero. The same is true of K K. Properties 1 and 3 discourage the use of direct solution methods|at least for very large scale problems. Property 4 precludes the direct use of fast transform methods like the FFT to invert H. Properties 1-4 suggest a popular iterative method known as the conjugate gradient (CG) method (see 2], 20]). Unfortunately, CG can be quite slow to converge due to Property 5. One remedy for this slow convergence is preconditioning.
In principle, the PCG method for the system H U = ?G is simply CG applied to a transformed system H U = ?G; (42) where given a symmetric positive matrix P called the preconditioning matrix, H = P ?1=2 HP ?1=2 , U = P ?1=2 U, and G = P ?1=2 G. The actual implementation of PCG (see 2, p. 471]) requires the application of H and the inversion of P. In order for PCG to be e ective, P must have the following attributes:
Systems of the form Pv = w must be quickly invertible. The spectrum of H must be \better" than the spectrum of H itself. Since the convergence rate for CG depends on the condition number and/or the clustering of the eigenvalues, the last requirement listed above means that H must have a signi cantly smaller condition number and/or much more clustering of its eigenvalues. B. The preconditioner Consider the solution of the matrix equation (41) employing PCG. Since there are two distinct terms in H, we will build a preconditioning matrix P which is a product whose terms isolate K K and L. This \product preconditioner" can perhaps best be understood by its analogy to \operator splitting" techniques like the ADI method (see 2]). The preconditioning matrix is P = 1= (K K + I) 1=2 ( I + L)(K K + I) 1=2 ; (43) where is a positive parameter, andK is a circulant approximation to the block Toeplitz matrix K. Note that P is symmetric and positive de nite.
The inversion of P requires the inversion of the middle term in our product preconditioner (43). This term has the form I+ L, where is a positive number. Systems of this form also arise when the lagged di usivity xed point iteration is applied to image denoising, i.e., when the operator K in (1) is replaced by the identity. See 32] for a discussion of the denoising case.
Since the matrix I + L is sparse, it might at rst appear that any of a number of standard iterative sparse matrix solution techniques could be successfully applied. However, due to the extreme variability of the di usion coe cient in (12) , these tend to converge slowly. In 16] Ewing and Shen introduce a CCFD multigrid scheme to handle this situation. This scheme is nonstandard in that the inter-grid transfer operators arise from the piecewise constant representation of the solution, cf., (28) . In 31], this multigrid scheme is employed as a preconditioner for linear systems of the form I + L. The action of the inverse of the preconditioning matrix on a vector is given by a single multigrid V-cycle. Rapid convergence of this PCG/CCFD multigrid iteration is observed in the numerical results below. See also the numerical results in 32].
We next consider the inversion of (K K + I) 1=2 . This can be accomplished in O(n log n) oating point operations using Given that the terms in P can be quickly inverted, it remains to be demonstrated that H = P ?1=2 HP ?1=2 has a more favorable spectrum than H, so that PCG converges more quickly. What follows is a motivating example and not a proof. This example also leads to a heuristic for selecting the parameter (46) then j 1 for small indices j. These assumptions lead to a matrix H whose eigenvalues j 1 for both large and small indices j. For many models (e.g., L equal to the negative Laplacian and K a convolution integral operator with Gaussian kernel) the intermediate j deviate from one by much less than two orders of magnitude. Even when the operators K K and L do not commute, which is the case in the numerical example below, the eigenvalues of H exhibit this same behavior.
V. The reconstruction algorithm
The algorithm for the solution of the TV-penalized least squares problem can now be formulated. This algorithm is depicted in the tree diagram of Figure 2 . The three levels of the tree correspond to three nested levels of iteration. Outermost is the xed point iteration described in Subsection II-C. Each xed point iteration requires the solution of a linear system. The PCG iteration to achieve this, which is described in Subsection IV-B, comprises the middle level. Implementation of the preconditioner requires an additional iteration. This innermost iteration, used to invert the term I + L in the preconditioning matrix, occurs at the lowest level of the tree. Note that the cost of each PCG iteration is dominated by computations of forward and inverse 2-D FFT's. One forward/inverse FFT pair is required in the application of K and a second pair is required to apply K , as outlined in the previous subsection. Two more forward/inverse FFT pairs are needed to apply the preconditioner|one pair for each term (K K + I) 1=2 in P. Thus a total of four forward/inverse FFT pairs are required in each PCG iteration. Without preconditioning, only two forward/inverse FFT pairs are needed, so a PCG iteration is roughly twice as expensive as an ordinary (unpreconditioned) CG iteration.
VI. Computational Results
The computational results presented here are based on simulated satellite imaging data supplied to us by Professor Robert Plemmons of Wake Forest University. For a detailed description of this data set, see 26] . This data set has also served to test several other image deblurring algorithms. See for example 5], A. Images Images intensities in Figures 3-7 are displayed in \negative gray-scale". The magnitudes in the vertical scales to the right of these images are correct, but the signs are reversed. The true satellite image is shown in Figure 3 ; The noisy, blurred image shown in Figure 5 ; Figure 4 depicts the PSF, cf., equation (2) and the discussion following it. The error-to-signal ratio jj jj=jjKujj was about 5 percent. Note that the PSF is itself inexact, having been obtained by simulated imaging a bright object in the sky known as a \guide star". For this test problem, nx = ny = 256, yielding systems with n = 256 2 6:55 10 4 unknowns. Figure 6 displays the reconstruction achieved using the TV reconstruction algorithm. For comparison, Figure 7 depicts the image recovered using standard Tikhonov regularization with the identity (cf. (3) and (4)). Note that total variation damps out the \blotchy" artifacts much better than the standard method, while retaining features like the antennae and solar panels. B. Algorithm initialization and parameter selection Since the method is globally convergent, the xed point iteration can be started with any initial guess; here, u 0 = z (the blurred data) is used. The iteration is so rapidly convergent (see Figure 8 ) that di ering choices for u 0 do not have a signi cant e ect on the the number of xed point iterations required to recover the image. For instance, taking the zero initial guess u 0 = 0 means that one extra xed point iteration may be required to attain the accuracy obtained with u 0 = z.
To obtain both the TV and the standard Tikhonov reconstructed images (Figures 6 and 7 ) the regularization parameter was selected to make the reconstructions look like the exact image in Figure 3 . For the TV reconstruction, we selected = 5 10 ?8 , while for the Tikhonov reconstruction, = 10 ?6 . Although a discussion of methods for automatically selecting in the TV case is beyond the scope of the present paper, information on automatic regularization parameter selection can be found in 22] .
Varying the parameter , while a ecting convergence rates The value = 10 ?7 of the PCG parameter, cf. (43), was picked to maximize the PCG convergence rate. At least for this example, the rate was relatively insensitive to small changes in .
C. Algorithm performance The remaining gures depict various aspects of the performance of the reconstruction algorithm. Figure 8 shows two di erent measures of convergence of the xed point iteration| the size of the gradients and the relative size of the changes in the reconstructed solution at each xed point iteration. Both measures indicate a very rapid linear convergence rate. The relative change in the reconstructed solution was about 63% at the rst iteration, half of one percent after two iterations, and :0003 percent after three iterations. For this test problem one can barely discern changes in u after the rst iteration.
We next examine the performance of the linear equation solver. Note that the matrix L in the approximate Hessian H varies with the xed point iteration count m, cf. (34) and (36)-(37). The results presented in Figure 9 were obtained for xed point iteration m = 1. Here preconditioning is very e ective. The number of PCG iterations required to reach a relative accuracy of 10 ?3 is less than one fourth the number required when using ordinary CG (11 vs. 46 iterations). Similar results were obtained for later xed point iterations (19 vs . 76 at xed point iteration 2 and 20 vs. 84 at xed point iteration 3). Preconditioning required twice as many FFT's per iteration. Hence, for the rst xed point iteration, the total amount of computational e ort with preconditioning was less than half of that for CG without preconditioning. Results for subsequent xed point iterations were similar.
Convergence of the innermost PCG iteration, used to solve systems of the form ( I + L)v = w with the CCFD multigrid preconditioner, was extremely rapid. For this test problem, the residual typically decreased by more than ten orders of magnitude in only 4 or 5 iterations.
It should be noted that numerical performance was relatively insensitive to the choice of the regularization parameter (and hence, it was insensitive to the error level, which determines ). On the other hand, the quality of the reconstructions should improve dramatically as the error level (and ) decreases.
D. Comparison with a linear method
Comparing Figures 6 and 7 , it is clear that the TV reconstruction is superior to the reconstruction obtained with standard Tikhonov regularization. One might argue that the Tikhonov reconstruction is \better" because it can be obtained much more cheaply. In this subsection, we will demonstrate that the di erence in computational expense between the two methods is not signi cant. As a measure of expense, we will use the number of 2-D FFT/inverse FFT pairs.
The standard Tikhonov reconstruction was obtained by solving the linear system (K K + tikh I)u = K z using a PCG iteration with preconditioning matrix P tikh =K K + tikh I:
The matrixK is given in subsection IV-B, and the FFT implementation of the preconditioner is analogous to the implementation of equation (44). Three FFT/inverse FFT pairs are required per PCG iteration. Seven PCG iterations were required to reach the relative residual stopping tolerance of 10 ?3 . The total number of FFT/inverse FFT pairs required is thus 3 7 = 21. For the TV reconstruction algorithm, recall that four FFT/inverse FFT pairs are required per PCG iteration. If one stops after only one xed point iteration, the total computational cost is 4 11 = 44 FFT/inverse FFT pairs. This is only slightly more than twice the cost incurred in the standard Tikhonov reconstruction.
VII. Summary
Because of the ill-posedness of the image deblurring problem (1), some form of stabilization is necessary. We have applied penalized least squares with a penalty, or regularization, functional of total variation (TV) type. Although standard quadratic regularization functionals (such as squared L 2 or H 1 functionals) are easier to compute, these choices either produce spurious oscillations or impose inappropriate smoothness restrictions on the solution, causing these techniques to be inadequate for reconstructing images with sharp contrasts. The TV regularization functional used here does not restrict the solution space to that of continuous functions; hence, \blocky," highly contrasting images can be recovered from noisy, blurred data.
The implementation of TV regularization presented is both e cient and robust. The xed point iteration to handle the TV nonlinearity is globally convergent, i.e., it converges for any initial guess. The rate of convergence of this iteration is also quite rapid, so the choice of initial guess is not critical, and few iterations are required.
At each xed point iteration an extremely large linear system, involving matrices of the form H = K K + L, must be solved. The linear solver employed here takes advantage of the special structure of the matrices, i.e., the sparsity of L and the fact that K K is a discretized convolution operator. This new linear solver is a nested preconditioned conjugate gradient scheme with an outer preconditioner of product form and an inner preconditioner based on a cell-centered nite di erence multigrid method. It allows for the very fast solution of these very large linear systems.
A direct comparison is made between the TV-based algorithm and a fast linear reconstruction algorithm (standard Tikhonov regularization, with an FFT-based PCG iteration to solve the linear system). For a popular test problem, it is demonstrated that TV produces superior reconstructions at a computational cost of only about twice that of the linear method.
