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Abstract
We establish Donnelly–Kurtz-type particle representations for a class of superprocesses with dependent
spatial motions, and for a sequence of such superprocesses we prove convergence of the finite-dimensional
distributions given convergence of the motion processes. As special cases, we construct a superprocess
with coalescing spatial motion (SCSM) and a superprocess with dependent spatial motion (SDSM),
where the underlying motion processes are one-dimensional coalescing and dependent Brownian motions,
respectively. Under suitable conditions on the functions governing the interactions, we show convergence
in distribution in DP(R)[0,∞) of a sequence of SDSMs to an SCSM.
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1. Introduction
In [3], Donnelly and Kurtz gave a new representation for certain types of measure-valued
processes using infinite particle system. They construct a system (P(t), X1(t), X2(t), . . .)t≥0
where P is a population size process and the vector (X1(t), X2(t), . . .) is thought of as
representing an infinite system of particles. Each particle has a level given by the index i and
a location given by X i (t). The particles have a genealogical structure with birth events occurring
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at a rate determined by the process P . At birth events, say on level j with a parent on level i
(i < j), they set X j (t) = X i (t−) and Xk+1(t) = Xk(t−) for k ≥ j . There are no explicit
death events—intuitively, a particle dies by having its level pushed off to infinity. This genealogy
may seem somewhat artificial, but in the subcritical case where lines of descent are finite almost
surely it can be thought of as ordering particles by the length of their lines of descent (longest on
level 1, and so on). Between birth events, the locations evolve as independent Markov processes
with some (common) generator B. Assuming that the initial locations (X1(0), X2(0), . . .) are
exchangeable, the locations (X1(t), X2(t), . . .) will be exchangeable, and the limiting empirical
measure process
Z(·) = lim
n→∞ n
−1
n∑
i=1
δX i (·)
exists. The process P(·)Z(·) is the desired measure-valued process. For example, if P is a
Feller diffusion, and B is the generator of Brownian motion, then P(·)Z(·) is super-Brownian
motion. This construction differs from the standard particle approximations in that it represents
the superprocess as the empirical measure of a single infinite particle system, rather than as a
limit of approximating finite systems. The result is a powerful tool for studying superprocesses,
particularly those with interactions.
In this paper, we will extend this construction to a class of superprocesses where the spatial
motion process allows some dependence between particles. Specific conditions on the motion
generators are given at the beginning of Section 2. Aside from some well-posedness and technical
conditions, the important assumptions are that the particles are exchangeable, and a consistency
property which requires that if we restrict a larger particle system to a smaller one, we stay within
the same family of motion processes. The particle system construction, given in Section 2, is
very similar to the construction given by Donnelly and Kurtz in [3] for superprocesses whose
underlying motions are independent, and we will simply cite arguments from that paper when
they are identical. In Section 3, we consider a sequence of motion processes and prove that
convergence of the motion processes implies convergence of the finite-dimensional distributions
of the measure-valued process. Section 4 considers the specific cases where the underlying
motions are one-dimensional dependent or coalescing Brownian motions. The limit theorem of
Section 3 allows us to conclude that the finite-dimensional distributions of the measure-valued
process with dependent spatial motions (SDSM) converge to those of the measure-valued process
with coalescing spatial motions (SCSM), under suitable conditions on the functions governing
the interactions. In Section 5 we discuss a martingale problem satisfied by the particle system and
the corresponding measure-valued process. Under additional conditions on the motion process,
we show that the martingale problem for the measure-valued process is well-posed. Finally, we
give an argument that strengthens the convergence in the example of Section 4 to convergence
in DP(R)[0,∞). A similar line of argument could be used in other situations where generator
estimates can be obtained.
Throughout, we will let E denote a complete, separable metric space, and C¯ and B¯ will be
the bounded continuous and bounded measurable functions on a given space, respectively. The
continuous functions with compact support will be denoted by Cc, and the functions that are k
times continuously differentiable by Ck . The space of probability measures on E with the weak
topology will be denoted by P(E), and the space of cadlag E-valued paths with the Skorohod
topology will be denoted by DE [0,∞). Finally, we will use ‖ f ‖ for the essential supremum
norm of a function f .
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2. Construction of the particle system
We will assume that we have a system of motion process generators which satisfy the
following conditions:
Condition 2.1. For each m, Bm is the generator of a Markov process on Em with domain
D(Bm) ⊂ C¯(Em), Bm : D(Bm)→ B¯(Em), and the martingale problem corresponding to Bm is
well-posed.
Condition 2.2. For each m, if a particle system (X1, . . . , Xm) has generator Bm , then for any
permutation σ of {1, 2, . . . ,m}, (Xσ(1), . . . , Xσ(m)) also has generator Bm , and the system has
the strong Markov property. The first part of this condition implies that if the initial conditions
are exchangeable then the X i s will be, as well.
Condition 2.3. If (X1, . . . , Xm) are as above, then for every k < m and every choice of distinct
indices i1, . . . , ik , the process (X i1 , X i2 , . . . , X ik ) has generator Bk . We will sometimes refer to
this property as consistency.
Condition 2.4. The one-particle process with generator B1 has no fixed points of discontinuity.
This then implies, by the exchangeability, that the m-particle process has no fixed points of
discontinuity.
An important case satisfying the above conditions is when the particles perform independent
motions according to the generator of some Markov process. This is the case originally treated
in [3]. These conditions also allow for processes with interactions, however. Two special cases,
which will be treated in Section 4, are where the motion processes are interacting and coalescing
Brownian motions.
To begin constructing the infinite particle system, we consider the following two finite-
population models:
Model I: Let Nb(t) be the number of births up to and including time t , and Nd(t) be the number
of deaths up to and including time t . Set N (t) = N (0) + Nb(t) − Nd(t), so N (t) is the total
population size. Then N , Nb, and Nd are all right continuous. At a birth event, a parent is chosen
uniformly and at random. At a death event, an individual in the population immediately prior
to time t is chosen at random. We will assume that there are no simultaneous birth or death
events. At time t , each individual has a location in E . At a birth event, the offspring has the same
location as its parent. Between birth and death events, locations evolve as a BN (τ )-system, where
τ is the time of the most recent birth/death event. The locations of each particle in the population
at time t can be given by the vector (Y1, . . . , YN (t)) ∈ E N (t), ordered by decreasing age, or,
since the age plays no role in determining birth and death events, by the empirical measure
Z I (t) =∑N (t)j=1 δY j (t).
Model II: The population size and the location evolution process are the same as in Model I. At
a death event, we remove the individual with the highest index. At a birth event, say at time t ,
the offspring has the same location as its parent. We select two indices i1 < i2 at random from
{1, . . . , N (t)}; note that i1 ≤ N (t−). We let the individual indexed by i1 at time N (t−) be the
parent. After the birth event, the parent and its offspring are indexed by i1 and i2. The remaining
N (t)− 2 particles are reindexed from {1, . . . , N (t)} \ {i1, i2}, keeping their previous order. The
status of the population at time t is given by the vector (X1, . . . , X N (t)) ∈ E N (t). We then have
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the following theorem relating the two models, which is analogous to Theorem 1.1 of [3], and
whose proof is identical to the proof of that theorem:
Theorem 2.1. Suppose that (Y1(0), . . . , YN (0)(0)) in Model I has the same exchangeable
distribution as (X1(0), . . . , X N (0)(0)) in Model II, and define the empirical measure Z I I (t) =∑N (t)
j=1 δX j (t). Then Z I I =d Z I and, for all t ≥ 0, (X1(t), . . . , X N (t)(t)) is exchangeable.
Define the filtrations F I It = σ(Z I I (s) : s ≤ t) and H = σ(N (0), Nb(s), Nd(s) : s ≥ 0), and
then let Gt = F I It ∨H.
Proposition 2.1. Let γ be a {Gt }-stopping time (for instance, γ could be any non-negative
H-measurable random variable). Then (X1(γ ), . . . , X N (γ )(γ )) is exchangeable. If, in addition,
γ is a {Gt }-predictable stopping time, then
(X1(γ−), . . . , X N (γ−)(γ−))
is exchangeable.
The proof is the same as the proof of Proposition 2.2 of [3] (we have changed filtrations
slightly, but that does not affect the proof).
We now consider a sequence of these finite models. We will take N n(t) to be the solution of
N n(t) = N n(0)+ Vb
(
n
∫ t
0
σ
2
N n(s)ds
)
− Vd
(
n
∫ t
0
σ
2
N n(s)ds
)
, (2.1)
where Vb and Vd are independent unit Poisson processes, that is, {N n} is a sequence of simple
linear birth and death processes with increasing rate. The constant σ is the branching rate that
will appear later. Define Pn(t) = n−1 N n(t), and assume Pn(0)⇒ P(0). Then Pn ⇒ P where
P(t) = P(0)+Wb
(∫ t
0
σ
2
P(s)ds
)
−Wd
(∫ t
0
σ
2
P(s)ds
)
(2.2)
and (Wb,Wd) is a pair of independent standard Brownian motions. Notice that P is then a Feller
diffusion with infinitesimal generator G f (v) = σ2 v f ′′(v), for f in some appropriate domain
which we will specify later.
The total number of births also satisfies
1
n2
N nb (·)⇒
∫ ·
0
σ
2
P(s)ds.
We will consider below a version of Model II determined by N nb , N
n
d , and a {Bm}-system.
Before we do that, however, note that if we take a version of Model I determined by N nb , N
n
d ,
and a {Bm}-system, then that process is a branching Markov process, with branching rate σ and
offspring distribution p0 = p2 = 1/2. The scaling in Pn is exactly the standard scaling for
a branching Markov process converging to a superprocess (so if the motion process is standard
independent Brownian motions, we would have the scaling as is used in the standard construction
of super-Brownian motion). This observation will help explain the significance of Theorem 2.2,
below.
Now define the extinction time τ n = inf{t : Pn(t) = 0} and the auxiliary process
U n(t) = [N
n
b ]t + N nb (t)
n2
= 2N
n
b (t)
n2
.
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Note that
U n(·)⇒
∫ ·
0
σ P(s)ds =: U (·) (2.3)
and also that (Pn,U n) ⇒ (P,U ). Let τ = inf{t : P(t) = 0} be the extinction time for P .
Finally, define one more set of auxiliary processes by
Hn(t) =
∫ t
0
1
Pn(s)2
dU n(s)
and
H(t) =
∫ t∧τ
0
1
P(s)2
dU (s) =
∫ t∧τ
0
σ
P(s)
ds.
Then (Pn,U n, Hn, τ n)⇒ (P,U, H, τ ) in R+ × R+ × (R+ ∪ {∞})× R+.
Let Xn be a version of Model II determined by N nb , N
n
d , and a {Bm}-system. Let (X1(0),
X2(0), . . .) be an infinite exchangeable sequence in E and assume, for each n, that (Xn1 (0),
. . . , XnN n(0)(0)) = (X1(0), . . . , X N n(0)(0)). We call Xnk the kth-level process. For convenience,
define Xnk (t) for k > N
n(t) to be Xk(0) if maxs≤t N n(s) < k, and to be Xnk (β
n
k (t)−),
βnk (t) = sup{s < t : N n(s) ≥ k}, otherwise.
Lemma 2.1. Let (Xn1 , . . . , X
n
m) be the process for the first m levels with initial conditions as
given above. Then (Xn1 , . . . X
n
m) converges in distribution in DEm [0,∞) to a limiting process
(X1, . . . , Xm), and this implies that (Xn1 , X
n
2 , . . .) converges in DE∞ [0,∞) to (X1, X2, . . .).
Proof. The process at the lowest level, Xn1 , evolves according to B1, stopped at time τ
n .
Consider the pair (Xn1 , X
n
2 ). This pair evolves according to B2, except when levels 1 and 2
are involved in a birth event. So (Xn1 , X
n
2 ) converges in distribution provided that N
n
12(t) =|{birth events up to time t that involve levels 1 and 2}| converges in distribution (recall that we
are assuming no fixed points of discontinuity). The same argument as in [3], Section 3.3, shows
that this holds. Similarly, (Xn1 , . . . , X
n
m) converges in distribution for each m. 
Given the processes U and P , we can construct the infinite-population model X = (X1,
X2, . . .) as follows: Let {Vi j } be independent unit Poisson processes, independent of U and P .
Set
L i j (t) = Vi j
(∫ t∧τ
0
1
P(s)2
dU (s)
)
= Vi j
(∫ t∧τ
0
σ
P(s)
ds
)
. (2.4)
The sequence L i j determines the times of the birth events which involve levels i and j (and only
i and j). We can construct the limit process inductively since once the first m levels have been
constructed, an m+1st level can be added. Restricting the process back to the first m levels gives,
by the consistency condition, a motion process that evolves according to Bm . At a jump time of
L i j , the levels satisfy
Xk(t) = Xk(t−), k < j,
X j (t) = X i (t),
Xk(t) = Xk−1(t−), k > j.
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Define
Z(t) = lim
l→∞
1
l
l∑
k=1
δXk (t).
Z(t) exists by the first part of the following proposition, which is analogous to Proposition 3.1
of [3]. The proof is identical to the proof of that proposition.
Proposition 2.2. For each t ≥ 0, (X1(t), X2(t), . . .) is exchangeable. Let
Ht = σ(Z(s) : s ≤ t) ∨ σ(P(s), s ≥ 0)
and let γ be an {Ht }-stopping time. Then (X1(γ ), X2(γ ), . . .) is exchangeable. If γ is
{Ht }-predictable, then (X1(γ−), X2(γ−), . . .) is exchangeable.
Finally, the following theorem says that the process P(·)Z(·) that we have constructed is the
natural scaling limit of the branching Markov processes constructed in Model I.
Theorem 2.2. Let P Z be the process constructed above for the particle process X with
initial conditions (X1(0), X2(0), . . .), and let (Y n1 (t), . . . , Y
n
N n(t)(t)) be a process defined
according to Model I, with the population size process given by (2.1) and initial conditions
(Y n1 (0), . . . , Y
n
N n(0)(0)) = (X1(0), . . . , X N n(0)(0)) for each n. Let Z I,n(t) = 1n
∑N n(t)
i=1 δY ni (t).
Then for each t, Z I,n(t) converges in distribution to P(t)Z(t) as n→∞.
Proof. Let (Xn1 (t), . . . , X
n
N n(t)(t)) be a version of Model II with initial conditions (X
n
1 (0), . . . ,
XnN n(0)(0)) = (X1(0), . . . , X N n(0)(0)) for each n. If we define Z I I,n(t) = 1n
∑N n(t)
i=1 δXni (t) then,
using Theorem 2.1, Z I,n =d Z I I,n . By Lemma 2.1 and Proposition 2.2, the empirical measures
Z I I,n(t) converge in distribution to the process P(t)Z(t), and the result follows. 
3. The limit theorem
We now wish to consider a sequence of motion processes with generators {B(k)m }. The
following theorem states that, if the motion processes converge in distribution, then the particle
processes and the finite-dimensional distributions of the empirical measures converge.
Theorem 3.1. Suppose that we have a sequence of generators {B(k)m }m≥1, k≥0 such that for each
k, {B(k)m }m≥1 satisfies Conditions 2.1–2.4. Let (Y (k)1 , . . . , Y (k)m ) have generator B(k)m , and sup-
pose that {(Y (k)1 (t), . . . , Y (k)m (t)) : t ≥ 0} converges in distribution to a process {(Y1(t), . . . ,
Ym(t)) : t ≥ 0} with generator Bm , and that the set of generators {Bm}m≥1 also satisfies Condi-
tions 2.1–2.4. Let {(P, X (k)1 , X (k)2 , . . .)}k≥0 and (P, X1, X2, . . .) be particle systems correspond-
ing to {B(k)m }m≥1 and {Bm}m≥1, respectively. Define
Z (k)l (t) =
1
l
l∑
j=1
δ
X (k)j (t)
, Zl(t) = 1l
l∑
j=1
δX j (t),
Z (k) = liml→∞ Z (k)l , and Z = liml→∞ Zl . Then (P, X (k)1 , X (k)2 , . . .) converges in distribution
to (P, X1, X2, . . .) in DR+×E∞ [0,∞), and the finite-dimensional distributions of Z (k) converge
to those of Z.
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Note that Z (k) and Z exist by the exchangeability. In specific cases where generator estimates
can be obtained, the convergence may be strengthened to convergence of the measure-valued
processes in DP(E)[0,∞). We will work this out in detail in Section 5 for the specific example
given in Section 4.
Proof. We begin by showing convergence of the associated particle systems. For this, let X (k)
be the particle system constructed in Section 2 for motion generators B(k). Without loss of
generality, we may assume that {X (k)} and the process X defined for the generator system B
are all constructed on a common probability space with the same initial conditions, population
process P , and Poisson clocks L i j that control “look-downs”. To show that X (k) ⇒ X , it suffices
to show that (X (k)1 , . . . , X
(k)
m ) → (X1, . . . , Xm) in DEm [0,∞) for each m. From the fact that
the motion processes converge, for a.e. t we have (Y (k)1 (t), . . . , Y
(k)
m (t)) ⇒ (Y1(t), . . . , Ym(t)).
Let τ1 be the time of the first look-down at level m or below. The stopping time τ1 is common
for all k and the limiting process. Then, using the assumption of no fixed points of discontinuity,
(X (k)1 (τ1), . . . , X
(k)
m (τ1))⇒ (X1(τ1), . . . , Xm(τ1)). Since before time τ1, X (k)j (t) = Y (k)j (t), we
have for t < τ1, (X
(k)
1 (t ∧ τ1), . . . , X (k)m (t ∧ τ1)) ⇒ (X1(t ∧ τ1), . . . , Xm(t ∧ τ1)). Now let
τ2 be the time of the second look-down at level m or below. By the strong Markov property,
we may take (X (k)1 (τ1), . . . , X
(k)
m (τ1)) to be new initial conditions, and again conclude that
(X (k)1 (t ∧ τ2∨ τ1), . . . , X (k)m (t ∧ τ2∨ τ1))⇒ (X1(t ∧ τ2∨ τ1), . . . , Xm(t ∧ τ2∨ τ1)). Proceeding
inductively, we have the convergence of the particle processes.
We will show convergence of the finite-dimensional distributions for the empirical measures
by making a uniform estimate of the rate of convergence of Z (k)l to Z
(k). To make this estimate
we use Theorem A.2 of [3]. For fixed t and f bounded and measurable, ‖ f ‖ ≤ 1, the theorem
implies that
P(|〈 f, Z (k)n (t)〉 − 〈 f, Z (k)l (t)〉| ≥ ) ≤ 2e−η()l
and the right-hand side is uniform in k and n. Letting n→∞ we have that
P(|〈 f, Z (k)(t)〉 − 〈 f, Z (k)l (t)〉| ≥ ) ≤ 2e−η()l .
Moreover, for t1 < t2 < · · · < tn ,
P(max
j
|〈 f, Z (k)(t j )〉 − 〈 f, Z (k)l (t j )〉| ≥ ) ≤ 2ne−η()l ,
which implies that the finite-dimensional distributions of Z (k)l converge to those of Z
(k)
uniformly in k. Then
lim
k→∞(Z
(k)(t1), . . . , Z
(k)(tn)) = lim
k→∞ liml→∞(Z
(k)
l (t1), . . . , Z
(k)
l (tn))
= lim
l→∞ limk→∞(Z
(k)
l (t1), . . . , Z
(k)
l (tn))
= lim
l→∞(Zl(t1), . . . , Zl(tn))
= (Z(t1), . . . , Z(tn)),
which is the desired convergence of the finite-dimensional distributions. 
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4. Examples
In this section, we will consider the special case where the motion processes are systems
of interacting Brownian motions, which in the limit become coalescing Brownian motions.
In [2], Dawson, Li, and Zhou construct measure-valued processes where the underlying motions
are dependent one-dimensional Brownian motions or one-dimensional coalescing Brownian
motions. They call these processes superprocesses with dependent spatial motions (SDSMs) and
superprocesses with coalescing spatial motions (SCSMs), respectively. They show that under
suitable conditions on the functions governing the interactions a sequence of SDSMs converges
to an SCSM. The paper [2] uses a construction involving excursions of a Feller diffusion and
Poisson random measures. The construction and limit theorem here are slightly less general
than in that paper, since this particular construction only allows for constant branching rates,
and in [2] they allow spatially dependent branching rates. They also use a parameterization of
the sequence of interaction functions slightly different than the one we will use below. It is also
worth noting that in higher dimensions, interacting Brownian motions become independent in the
limit (collisions, and therefore coalescences, occur with probability zero), so the limiting motion
process is Brownian motion. Theorem 3.1 then implies that the finite-dimensional distributions of
the measure-valued processes converge to the finite-dimensional distributions of super-Brownian
motion.
Earlier constructions of the system of dependent, or interacting, Brownian motions are given
in [1,6,7]. In general, it will be most convenient to work with this motion process in the form of an
interacting Brownian flow (IBF). To define an interacting Brownian flow, let h ∈ C1(R)∩ L2(R)
be such that h′ ∈ L2(R), and let W (ds, dy) be a white noise on [0,∞) × R based on Lebesgue
measure. Then for each a ∈ R,
x(t) = a +
∫ t
0
∫
R
h(y − x(s))W (ds, dy), t ≥ 0,
has a unique solution {x(a, t) : t ≥ 0}. This set of solutions is called an interacting Brownian
flow. Under the conditions given above, the mapping which sends x ∈ R to h(· − x) ∈ L2(R)
is Lipschitz, which implies uniqueness of the solutions of the flow. Further references for
the uniqueness of these solutions are given in [2]. For any (a1, . . . , am) ∈ Rm the solutions
{x(a1, t), . . . , x(am, t) : t ≥ 0} are an m-dimensional diffusion process with generator
Lm = 12
m∑
i, j=1
ρ(xi − x j ) ∂
2
∂xi∂x j
(4.1)
where ρ(x) = ∫R h(y − x)h(y)dy. In what follows we will work directly with the interaction
function ρ, and we will describe such a function as admissible if an interacting Brownian flow
with interaction function ρ exists. (So all functions ρ which are the convolution of h with
itself for some h ∈ C1(R) ∩ L2(R) are admissible.) The solutions {x(a1, t), . . . , x(am, t) :
t ≥ 0} are referred to as an m-system of interacting Brownian motions, or m-SIBM. We
will take for the domain of the generator Lm the set of functions D(Lm) = {h ∈ C2(R) :
h hasboundedpartialderivativestothesecondorder}. Well-posedness of the martingale problem for
Lm was shown in [6]. The system of generators {Lm} satisfies Conditions 2.1–2.4, including the
strong Markov property. It is worth noting that, as a consequence of strong uniqueness for the
flow and the strong Markov property, two particles which are coalesced will remain coalesced
for all time.
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The generator for a system of coalescing Brownian motions is somewhat more complicated
than the generator for the system of interacting Brownian motions. In [2], Dawson, Li, and
Zhou use a generator of the form B˜mh(x1, . . . , xm) = 12∆mh(x1, . . . , xm). The exact form of
the domain is given with the discussion of martingale problems in Section 5. The system {B˜m}
satisfies Conditions 2.1–2.4, and in particular it is shown in [2] that the martingale problem for
B˜m is well-posed. For this system, as well, particles which are coalesced will stay coalesced
forever.
The following lemma gives the convergence of the motion processes required in Theorem 3.1.
This is a slight generalization of Theorem 2.3 in [2]. The original theorem uses deterministic
initial conditions and parameterizes the interactions with a parameter θ , but this parameterization
can be replaced by the stated assumptions on ρk without changing the proof.
Lemma 4.1. Let {ρk}∞k=1 be a sequence of interaction functions such that for all k, ρk is
admissible, ρk(x) → 0 as x → ∞, and ρk → ρ01{0} pointwise and boundedly and uniformly
on intervals bounded away from zero. For each k ≥ 1, let {(Y (k)1 (t), . . . , Y (k)m (t)) : t ≥ 0}
be an m-SIBM with interaction parameter ρk(·) and initial state (Y (k)1 (0), . . . , Y (k)m (0)). If the
initial conditions satisfy E[(Y (k)j (0))2] < ∞ and (Y (k)1 (0), . . . , Y (k)m (0)) ⇒ (Y1(0), . . . , Ym(0))
as k →∞, then the law of {(Y (k)1 (t), . . . , Y (k)m (t)) : t ≥ 0} on C([0,∞),Rm) converges to that
of the m-SCBM with speed ρ0 starting from (Y1(0), . . . , Ym(0)).
The following theorem then follows directly from this lemma and Theorem 3.1. The use of
the terminology “SDSM” and “SCSM” for the processes that we have constructed is justified
by Proposition 5.3, which shows that the processes of this paper satisfy the martingale problems
given in [2] for the SDSM and SCSM, respectively.
Theorem 4.1. Let {ρk}∞k=1 be a sequence of interaction functions such that for all k, ρk is
admissible, ρk(x) → 0 as x → ∞, and ρk → ρ01{0} pointwise, boundedly and uniformly on
intervals bounded away from zero. Let {(P, X (k))}∞k=1 = {(P, X (k)1 , X (k)2 , . . .)}∞k=1 be a sequence
of particle systems for SDSMs given by the construction of Section 2, where X (k) has interaction
function ρk , and let (P, X) be a particle system for a SCSM with speed ρ0. Then (P, X (k))
converges in distribution to (P, X). Moreover, if Z (k) = liml→∞ 1l
∑l
j=1 δX (k)j and Z =
liml→∞ 1l
∑l
j=1 δX j , then the finite-dimensional distributions of Z (k) converge to those of Z.
5. Martingale problems
There are situations in which it is useful to know not only that the finite-dimensional
distributions of the measure-valued processes converge, but also that the processes (P, Z (k))
converge in DR+×P(E)[0,∞). We will show that this holds for the example of Section 4 using
martingale problems. Towards that end, we first give a martingale problem satisfied by the
process (P, Z), and then show that the martingale problem is well-posed. To state the martingale
problem in reasonably general form, we will need to add a condition on the motion process
generators, namely,
Condition 5.1. For each m, D(Bm) is an algebra.
For the remainder of this section we will assume that the system of generators {Bm} satisfies
Conditions 2.1–2.4 and 5.1.
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We now consider the martingale problem satisfied by the process X . The population size P(t)
is a Markov process on R+ with generator G, where Gg(v) = σ2 vg′′(v) for g ∈ D(G) := {g ∈
C2(R) : g is constant outside of a bounded interval}. The martingale problem for G is well-posed,
and notice that P(t0) = 0 implies P(t) = 0 for all t ≥ t0 (so once the population size hits 0, it
stays 0 for all time).
Let Cm f (v, x1, . . . , xm) = G f (v, x1, . . . , xm) + Bm f (v, x1, . . . , xm)1{v>0}, where G
operates on f as a function of v alone and Bm operates on f as a function of (x1, . . . , xm). Define
D(Cm) = {g1(v)h(x1, . . . , xm)+ g2(v) : g1 ∈ D(G)withg1(0) = 0, h ∈ D(Bm), g2 ∈ D(G)}.
(The function g2 is added so that the domain contains functions of v alone, including constant
functions. In particular, this ensures that the domain separates points.) Then Cm is the generator
of a process on R+ × Em consisting of P and a Bm-system stopped at the first time τ such that
P(τ ) = 0. Well-posedness of the martingale problems for G and Bm , along with the fact that P
cannot regenerate, implies well-posedness of the martingale problem for Cm .
To write down the generator of the martingale problem for the first m levels (P, X1, . . . , Xm)
of the particle model X (including the population process P), we need two more definitions. We
let x |m = (x1, . . . , xm) for x ∈ E∞ and define
θi j (x1, . . . , xm) = (x1, . . . , x j−1, xi , x j , x j+1, . . . , xm−1).
Then the generator of the first m level processes is
Am f (v, x
|m) = Cm f (v, x |m)+
∑
1≤i< j≤m
σ
v
( f (v, θi j (x
|m))− f (v, x |m))1{v>0} (5.1)
where D(Am) = D(Cm). For the generator of the full process (P, X) we let D(A) =
∪∞m=1D(Am) and define A f (v, x) = Am f (v, x |m) if f ∈ D(Am).
Lemma 5.1. Fix an initial distribution ν0 ∈ P(R+ × E∞) such that ν0 is an exchangeable
distribution in all but the first coordinate. Then the martingale problem for (A, ν0,R+× E∞) is
well-posed, where A is defined as above.
Proof. As noted above, the martingale problem for Cm is well-posed. Let k ≥ 1, and set
Uk = (1/k,∞). Define τk = inf{t : P(t) ≤ 1/k}, so τk is a stopping time. On Uk × Em ,
Am is a bounded perturbation of Cm , so the stopped martingale problem for (Am, ν0,Uk × Em)
is well-posed. Since this holds for each m, it follows immediately that the stopped martingale
problem for (A, ν0,Uk × E∞) is well-posed for each k.
The argument in [3] preceding Theorem 4.1 shows that we can define (P, X) at time τ by
P(τ ) = 0 and X i (τ ) = X i (τ−). This solution is unique, since P(t) = 0 for t > τ and the
motion and look-down generators are stopped when v = 0. This means that the martingale
problem for (A, ν0,R+ × P(E)) is well-posed. 
The following proposition follows directly from Proposition 2.2.
Proposition 5.1. Let the generators Am and A be as above, let ν0 ∈ P(R+ × E∞), and let
(P, X1, X2, . . .) be a solution of the martingale problem for (A, ν0,R+ × E∞). If there exists a
transition function η0 from R+ to P(E) such that, for all Γ ∈ B(R+) and Hi ∈ B(E),
ν0(Γ × H1 × · · · × Hm × E∞) =
∫
Γ
∫
P(E)
(
m∏
i=1
µ(Hi )
)
η0(v, dµ)ν00(dv),
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where ν00 is the first marginal of ν0, then for all t ≥ 0 and all k, X1(t), X2(t), . . . is an
exchangeable sequence. Denoting the corresponding deFinetti measure by Z(t), we have
E[h(X1(t), . . . , Xm(t))|F P,Zt ] =
∫
· · ·
∫
h(x1, . . . , xm)Z(t, dx1) · · · Z(t, dxm).
Finally, define
D(A) = {F : F(v, µ) = 〈 f (v, ·), µm〉, f ∈ D(Am), m = 1, 2, . . .}
and A : D(A) ⊂ C(R+ × P(E))→ B(R+ × P(E)) by
AF(v, µ) = 〈Am f (v, ·), µm〉. (5.2)
We will show existence for the martingale problem forA, and then in the following theorem show
that its martingale problem is well-posed, under one additional condition on the generators {Bm}.
Lemma 5.2. Suppose that the generators {Bm} satisfy Conditions 2.1–2.4 and 5.1. Suppose
µ0 ∈ P(R+ × P(E)). Then a solution to the martingale problem for (A, µ0,R+ × P(E))
exists.
Proof. Proposition 5.1 implies that, for f ∈ D(Am),
〈 f (P(t), ·), Z(t)m〉 −
∫ t
0
〈Am f (P(s), ·), Z(s)m〉ds
is a martingale with respect to {F P,Zt }. Notice that τ is predictable, so (X1(τ ), X2(τ ), . . .) is
exchangeable, and therefore Z(τ ) is well-defined. Then we have existence for the martingale
problem (A, µ0,R+ × P(E)). 
Theorem 5.1. Suppose that the generators {Bm} satisfy Conditions 2.1–2.4 and 5.1 and, in
addition, for each m, Bm : D(Bm) → C¯(Em). Let µ0 ∈ P(R+ × P(E)). With A given as
above, the martingale problem for (A, µ0,R+ × P(E)) is well-posed.
Proof. Existence follows from Lemma 5.2, so it remains to show uniqueness for the measure-
valued martingale problem. Since we assumed that for functions f ∈ D(Am), f (v, x1, . . . , xm)
= g1(v)h(x1, . . . , xm)+ g2(v), where g1(v) = 0, the factor g1(v)/v in Eq. (5.1) is bounded and
continuous as v→ 0. [This would not be the case if we had g1(0) 6= 0, since then g1(v)/v would
be unbounded as v→ 0.] Then A maps D(A) into B(R+ × E∞).
Next, take D(A0m) = D(Am), D(A0) = D(A), and define
A0( f )(v, x, u) = G f (v, x |m)+ u Bm f (v, x |m)+
∑
1≤i< j≤m
u
σ
v
( f (v, θi j (x
|m))− f (v, x |m))
for f ∈ D(A0m). Then A0 maps C¯(R+ × E∞) into C¯(R+ × E∞ ×R). Let η(v, x, du) := δu0(v),
where u0(v) = 1{v>0}(v), so η is a transition function from R+ × E∞ to R. Then we have that
A f (v, x) =
∫
R
A0 f (v, x, u)η(v, x, du)
for all f ∈ D(A0). This shows that the operator A satisfies the hypotheses of Theorem 2.7 of [5]
(the other technical conditions are all easily verified). Now define γ : R+× E∞→ R+×P(E)
by γ (v, x) = (v, µ) ∈ R+ × P(E), where µ is defined by µ = limn→∞ 1n
∑∞
i=1 δxi where that
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limit exists, and µ = δa for some fixed A otherwise. Also define a transition function α from
R+ × P(E) into R+ × E∞ by
α(v, µ,Γ0 × Γ1 × · · ·Γm × E∞) = δv(Γ0)
m∏
i=1
µ(Γi ).
Let µ0 ∈ P(R+×P(E)) and define ν0 =
∫
α(v, µ, ·)µ0(dv, dµ). Then, since the other hypothe-
ses of Theorem 2.7 of [5] hold, we may apply Corollary 3.5 of the same paper and conclude that
the martingale problem for (A, µ0,R+ × P(E)) is well-posed. 
The assumption that the range of the generator consists of continuous functions was used
when we asserted that the range of A0 consisted of continuous functions. In particular cases, this
may be skirted by using a generator A0 and transition functions as in the proof above. We will
make such an argument for the SCSM, below. First, however, we note that well-posedness for
the martingale problem for the SDSM follows immediately from Theorem 5.1.
While the generator given in Section 4 for the system of coalescing Brownian motions does
not have discontinuous functions in its range, it does fail to satisfy the requirement that the
domain be an algebra. We circumvent this problem by introducing the domain below (which has
the original domain as a subset), but this then introduces the new problem that the range of the
generator contains discontinuous functions.
We will use a generator of the form
Bmh(x1, . . . , xm) := 12ρ0
[
∆mh(x1, . . . , xm)
+
∑
1≤i, j≤m, i 6= j
1{xi=x j }(x1, . . . , xm)
∂2h
∂xi∂x j
(x1, . . . , xm)
]
(5.3)
where ∆m is the standard m-dimensional Laplacian. The domain that we will use is somewhat
complicated. For a permutation σ of {1, 2, . . . ,m}, let
Rmσ = {(x1, x2, . . . , xm) ∈ Rm : xσ(1) < xσ(2) < · · · < xσ(m)}.
LetD10 = C¯2(R), and for m ≥ 2 letDm0 be the set of functions h ∈ C¯(Rm) such that the following
hold:
1. h is twice continuously differentiable in each Rmσ with bounded partial derivatives up to the
second order; and
2. all partial derivatives of h up to the second order can be extended to the closure of each Rmσ
as uniformly continuous functions with
∂2
∂xi∂x j
hσ (x1, . . . , xm) = ∂
2
∂x j∂xi
hσ (x1, . . . , xm)
for 1 ≤ i < j ≤ m.
For any 1 ≤ i < j ≤ m we define the operator pmi j : C¯(Rm)→ C¯(Rm−1) by
pmi j h(x1, . . . , xm−1) = h(x1, . . . , x j−1, xi , x j+1, . . . , xm−1).
Finally, we let D(Bm) be the set of all functions h ∈ C¯(Rm) such that
pm−kik jk . . . p
m
i0 j0 h ∈ Dm−k−10
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for all 1 ≤ k ≤ m − 1 and 1 ≤ ik < jk ≤ m − k. The domain for the generator used in [2],
B˜m , is the subset of the domain given above where we have for the mixed partial derivatives
∂2h(x1, . . . , xm)/∂xi∂x j = ∂2h(x1, . . . , xm)/∂x j∂xi = 0 whenever xi = x j . Notice that our
generator Bm reduces to B˜m on this subset of the domain.
Lemma 5.3. The operator Bm is a well-defined operator onD(Bm), and the martingale problem
for Bm on D(Bm) is well-posed.
Proof. The issue with the generator Bm is that, while we have assumed that the partial derivatives
exist on each Rmσ and can be continuously extended to the closure, we have not assumed that the
function h ∈ C2(Rm). Without loss of generality, consider the case m = 2. The issue is whether
the second mixed partials are well-defined on the set {x1 = x2}. However, let x1 = x2 = x .
Since h is continuous, h(x, x) is well-defined (regardless of whether we approach from the set
{x1 < x2} or the set {x2 < x1}), so d2h(x, x)/dx2 must be well-defined.
In [2], Dawson, Li, and Zhou show that the martingale problem for B˜m is well-posed.
This immediately gives uniqueness for the solutions of the martingale problem for Bm . The
construction given in that paper is also a solution of the extended martingale problem Bm , so the
martingale problem for Bm is well-posed. 
The system {Bm} satisfies Conditions 2.1–2.4 and 5.1. The following proposition says that the
martingale problem corresponding to the SCSM is well-posed; it replaces Theorem 5.1, which
we cannot apply directly because the range contains discontinuous functions.
Proposition 5.2. Let A be the generator of the measure-valued process corresponding to the
particle process (P, X) for the system of coalescing Brownian motions, and let µ0 ∈ P(R+ ×
P(R)). Then the martingale problem for (A, µ0,R+ × P(R)) is well-posed.
Proof. Well-posedness of the martingale problem for A follows from Lemma 5.1, and existence
for A from Lemma 5.2. As defined, the particle system generator A does map D(A) into
B¯(R+ ×R∞). We will define an operator A0 to work around the discontinuity, as in the proof of
Theorem 5.1. Define F = {{yi j }i< j : 0 ≤ yi j ≤ 1 and the m × m symmetric matrix formed by
taking the diagonal entries to be 12 and the off-diagonal entries to be
1
2 yi j is non-negative definite
for all m}. Notice that this is a complete separable metric space. Next, take D(A0m) = D(Am),
D(A0) = D(A), and let
A0( f )(v, x, u, y) = G f (v, x |m)
+ 1
2
ρ0u
[
∆m f (v, x |m)+
∑
{1≤i, j≤m,i 6= j}
yi j
∂2 f
∂xi∂x j
(x |m)
]
+
∑
{1≤i< j≤m}
u
σ
v
( f (θi j x
|m)− f (x |m))
for f ∈ D(A0m). Then A0 maps C¯(R+×R∞) into C¯(R+×R∞×R×F). Let η(v, x, du×dy) :=
δu0(v)δy0(x), where u0(v) = 1{v>0}(v) and y0(x) = (1{xi=x j }(x))i< j , so η is a transition function
from R+ × R∞ to R× F . Then we have that
A f (v, x) =
∫
F
A0 f (v, x, y, u)η(v, x, du × dy)
for all f ∈ D(A0). The argument then proceeds as in the proof of Theorem 5.1, and we conclude
that the martingale problem for (A, µ0,R+ × P(R)) is well-posed. 
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Now that we have martingale problems for the SDSM and SCSM of this paper, we wish to show
that they are in fact SDSM/SCSMs in the sense of [2]. Define Y (t) = P(t)Z(t). To show that
Y (t) is an SCSM in the sense of [2] it is enough to show that it is a solution to the following
martingale problem:
〈h(·), Y (t)m〉 − 〈h, Y (0)m〉 −
∫ t
0
(
〈Bmh, Y (s)m〉 +
∑
i< j
σ 〈h(θi j ·), Y (s)m−1〉
)
ds, (5.4)
is a martingale, where Bm is given by (5.3) and h ∈ D(Bm). This is the martingale problem for
the operator L introduced in [2] to characterize SCSMs (see Eq. (3.8) of that paper); uniqueness
for (5.4) is shown in Theorem 3.4 of [2]. The martingale problem for the SDSM in the sense
of [2] is the same as (5.4), with the motion generator Bm replaced by the generator Lm given by
(4.1). Uniqueness for this martingale problem is Theorem 2.1 of [1].
Proposition 5.3. Assume that E[P(0)k] <∞ for all k > 0 and that (P(t), Z(t)) is a solution of
the martingale problem for A, where the motion process is coalescing Brownian motions. Then
if Y (t) = P(t)Z(t), the expression in (5.4) is an {FYt }-martingale. The same holds if the motion
process is interacting Brownian motions, with Bm replaced by Lm .
Proof. Fix a function h ∈ D(Bm). We know that for g ∈ D(G),
Mg,h(t) = 〈g(P(t))h(·), Z(t)m〉 − 〈g(P(0))h(·), Z(0)m〉
−
∫ t
0
〈Am g(P(s))h(·), Z(s)m〉ds
is an {F P,Zt }-martingale. Let τN = inf{t : P(t) > N }. If we expand using the definition of Am
and let g ∈ D(G) be such that g(v) = vm for v ≤ N , then it can be computed that
〈h, Y (t ∧ τN )m〉 − 〈h, Y (0)m〉 −
∫ t∧τN
0
(
〈Bmh, Y (s)m〉 +
∑
i, j
σ 〈h(θi j ·), Y (s)m−1〉
)
ds
is an {F P,Zt }-martingale, or, since the expression is FYt -measurable, an {FYt }-martingale.
Assuming that P(0) has finite moments of all orders, a simple dominated convergence argument
along with the use of Gronwall’s inequality allows us to remove the stopping. The argument for
the process with interacting spatial motions is identical. 
Finally, we wish to strengthen Theorem 4.1, that is, to show that the sequence of SDSMs
converges to the SCSM as processes in DR+×P(R)[0,∞). To do this, we will make generator
estimates and apply Theorem 3.9.4 of [4]. A similar line of argument could be followed in other
situations where generator estimates can be obtained.
Theorem 5.2. Let {ρk}∞k=1 be a sequence of interaction functions such that for all k, ρk is
admissible, ρk(x)→ 0 as x →∞, and ρk → ρ01{0} pointwise and boundedly and uniformly on
intervals bounded away from zero. Let {(P, X (k))}∞k=1 = {(P, X (k)1 , X (k)2 , . . .)}∞k=1 be a sequence
of particle systems for SDSMs given by the construction of Section 2, where (P, X (k)) has
interaction function ρk , and let (P, X) be a particle system for a SCSM with speed ρ0. Let
Z (k) = liml→∞ 1l
∑l
j=1 δX (k)j and let Z = liml→∞
1
l
∑l
j=1 δX j . Then (P, Z (k)) converges to
(P, Z) in DR+×P(R)[0,∞).
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Proof. Fix k for the moment and drop the superscript. We will consider f of the form
f (P(t), Zl(t)) = g(P(t))e−〈h,Zl (t)〉 = g(P(t)) exp
(
−1
l
l∑
i=1
h(X i (t))
)
,
where g ∈ D(G) with g(0) = 0 and h ∈ C2c (R). Let
h(x1, . . . , xl) = exp
(
−1
l
l∑
i=1
h(xi (t))
)
(any notational confusion should be negligible). Let {F lt } be the filtration generated by
(P, X1, . . . , Xl). We know that
f (P(t), X1(t), . . . , Xl(t))−
∫ t
0
A f (P(s), X1(s), . . . , Xl(s))ds
is an {F lt }-martingale. Let {F P,Zlt } be the filtration generated by P and Zl . Then
E[ f (P(t), X1(t), . . . , Xl(t))|F P,Zlt ] −
∫ t
0
E[A f (P(s), X1(s), . . . , Xl(s))|F P,Zls ]ds
is an {F P,Zlt }-martingale. (Using the fact that F P,Zlu ⊆ F P,Zls for u < s < t , it suffices to show
that
E[ f (P(t), X1(t), . . . , Xl(t))− f (P(u), X1(u), . . . , Xl(u))|F P,Zlu ]
−
∫ t
u
E[A f (P(s), X1(s), . . . , Xl(s))|F P,Zlu ]ds = 0
and this follows by conditioning on F lu and using the original martingale.) However,
f (P(t), X1(t), . . . , Xl(t)) isF P,Zlt -measurable since f is symmetric in the last l variables. Since
A f (v, x1, . . . , xl) = Gg(v)h(x1, . . . , xl)+ 12l
l∑
j=1
ρ(0)h′′(x j ) f (v, x1, . . . , xl)1{v>0}(v)
+ 1
l2
∑
i< j
f (v, x1, . . . , xl)ρ(xi − x j )h′(xi )h′(x j )1{v>0}(v)
+
∑
i< j
σ
v
f (v, x1, . . . , xl)(e−
1
l (h(xi )−h(xl )) − 1)1{v>0}(v)
the first three terms in the generator are F P,Zls -measurable. The last term is not symmetric, but
conditioning on F P,Zls gives
1
l!
∑
pi
∑
i< j≤l
σ
P(s)
f (P(s), X1(s), . . . , Xl(s))e−
1
l (h(Xpi(i))−h(Xpi(l)))1{P(s)>0}
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where the outer sum is taken over all permutations pi of {1, . . . , l}. Since ∑pi 1l (h(xpi(i)) −
h(xpi(l))) = 0, we can estimate∣∣∣∣∣ 1l!∑
pi
∑
i< j≤l
σ
v
f (v, x1, . . . , xl)
[
e−
1
l (h(xpi(i))−h(xpi(l))) − 1
l
(h(xpi(i))− h(xpi(l)))
]∣∣∣∣∣
≤ 1
l!
∑
pi
∑
i< j
1
2l2
(2‖h‖)2e2‖h‖/ l
= 1
l! (l!)
l(l − 1)
2
1
2l2
(2‖h‖)2e2‖h‖/ l
and this is bounded uniformly in l (and k). The first three terms are straightforward to esti-
mate and are also bounded uniformly in l and k (recall that we assumed that ρk → ρ01{0}
boundedly and pointwise). By Theorem 3.9.4 of [4], these estimates are enough to show that
f (P(·), Z (k)l (·)) is relatively compact. Since P is the same for all k and l we then have, by The-
orem 3.9.1 of [4], that {Z (k)l }k,l is tight. Along with convergence of the finite-dimensional distri-
butions from Theorem 3.1, this is enough to conclude convergence in DR+×P(R)[0,∞). 
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