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INTRODUCCIÓN
En el ámbito industrial se presentan con 
frecuencia problemas de planificación de la 
producción. Se pueden definir como la asignación 
de tareas a recursos de producción disponibles y 
luego secuenciarlas en cada recurso en el tiempo 
de una manera eficiente. Tales problemas son 
conocidos en su forma más simple como flowshop, 
el cual es difícil de resolver debido a su naturaleza 
combinatoria [3], [7].
En este trabajo nos centramos en una variante 
del flowshop donde existen varias etapas en la 
producción con múltiples máquinas (idénticas o no) 
por etapa, además cabe la posibilidad de que algún 
trabajo no necesite ser procesado en algunas de las 
etapas. Esta variante se conoce como problema de 
flowshop flexible híbrido (hybrid flexible flowshop 
problem, HFFSP). Además, en varias industrias 
(farmacéutica, metalúrgica, automotriz, entre otras) 
se consideran tiempos de puesta a punto (setup) 
de las máquinas entre dos trabajos diferentes, los 
cuales aportan mayor dificultad a los problemas de 
planificación de la producción. Estos tiempos de 
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Resumen: El problema de flowshop flexible híbrido con secuencias dependientes del tiempo de puesta a punto es un 
problema que se puede encontrar en muchos ambientes industriales En este trabajo proponemos algoritmos metaheu-
rísticos basados en trayectoria para resolver dicha variante. Las dos primeras propuestas son algoritmos de enfriamiento 
simulado que utilizan diferentes operadores de movimiento: intercambio e inserción. La tercera y última propuesta modi-
fica un algoritmo de búsqueda local iterada propuesto en la literatura al reemplazar el operador de inserción por el de inter-
cambio. Los experimentos numéricos comparan el rendimiento de las distintas propuestas, utilizando un amplio conjunto 
de datos de prueba de uso actual en la literatura. Los resultados muestran que las variantes algorítmicas que aplican el 
operador de intercambio son más eficientes que las que usan el de inserción para solucionar el problema en estudio.
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Abstract: The hybrid flexible flowshop problem with sequence dependent setup times is a problem found in many 
industrial environments. We propose trajectory-based metaheuristic algorithms to solve this problem. The first two 
proposals are simulated annealing using different movement operators: insertion and exchange. The third and last 
proposal modifies an iterated local search algorithm proposed in the literature by changing the insertion operator for 
the exchange one. Numerical experiments compare the performance of the different proposals using a comprehensive 
benchmark from the literature. The results show that algorithmic approaches applying the exchange operator are 
more efficient than the ones using the insertion operator to solve the variant of the flowshop problem.
Keywords: metaheuristics, simulated annealing, iterated local search, hybrid flexible flowshop.
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setup pueden o no depender de la secuencia. Consi-
derando estas restricciones, el problema consi-
derado en este trabajo es el HSSFP con tiempos 
de setup dependientes de la secuencia (sequence 
dependent setup time, SDTS/FSSFP), cuyo objetivo 
es minimizar el tiempo de finalización.
Como veremos, el problema SDST/HFFS no ha 
sido ampliamente estudiado en la literatura. Sin 
embargo, se han propuesto algunas heurísticas [10] 
y metaheurísticas tal como algoritmos genéticos 
[11], [20], un sistema inmune [23], un algoritmo de 
búsqueda local iterada [16], entre otros.
En este trabajo, extensión del artículo 
[14], proponemos algoritmos metaheurís-
ticos basados en trayectoria para resolver el 
problema SDST/HFFS. En una primera etapa 
se presentan dos variantes del algoritmo de 
enfriamiento simulado, donde se analizarán 
dos operadores de movimiento para generar 
el vecindario del estado actual, a fin de deter-
minar cuál de los dos permite una mejor 
exploración del espacio de soluciones del 
SDST/HFFS ya que tiene un fuerte impacto en 
la efectividad del método. Luego, se formula una 
mejora al algoritmo de búsqueda local iterada 
propuesto por Naderi et al.  [16]. Con el fin de 
evaluar nuestro aporte, estas propuestas algorít-
micas se compararán con algoritmos que repre-
senten el estado del arte para el SDST/HFFS.
El artículo se organiza de la siguiente manera. 
En la Sección 2 se describe el problema y se 
detallan los algoritmos que lo tratan en la 
literatura. La Sección 3 explica los algoritmos 
propuestos en este artículo. La Sección 4 espe-
cifica la parametrización utilizada en la expe-
rimentación mientras que en la Sección 5 se 
presentan y analizan los resultados de la expe-
rimentación realizada. Finalmente, la Sección6 
resume nuestras conclusiones y esboza el 
trabajo futuro.
DESCRIPCIÓN DEL PROBLEMA
En esta sección se realizará una descripción deta-
llada del problema en cuestión: flowshop flexible 
híbrido con tiempos de puesta a punto (setup) 
(SDST/HFFS). La sección concluye con un breve 
estado del arte sobre el mismo.
El problema HFFS se caracteriza por un conjunto 
de N trabajos, N={1,...,n}, disponibles para su 
procesamiento en tiempo cero en una serie de M 
etapas, M= {1,...,m}. En cada etapa i,∈M , se tiene un 
conjunto de Mi={
1,...,mi} máquinas paralelas idén-
ticas. Cada máquina en cada etapa puede procesar 
cualquier trabajo.
Cada trabajo tiene que ser procesado por sólo 
una de las Mi máquinas paralelas idénticas. Sin 
embargo, algunos trabajos pueden saltar algunas 
etapas. F
j
  indica el conjunto de etapas que el 
trabajo j (j∈N) tiene que visitar (1 ≤|F
j
|≤m). Sólo se 
permite saltar etapas pero no es posible alterar el 
orden de visita de las mismas. El tiempo de proce-
samiento del trabajo j en la etapa i se indica por 
p
ij
 . Finalmente, S
ijk
 es el tiempo de puesta a punto 
entre el trabajo j y el k (k∈N) en la etapa i. El tiempo 
de finalización del trabajo j se indica por C
j
 , y es el 
tiempo de finalización del trabajo en la última etapa 
visitada. El criterio de optimización es minimizar del 
tiempo de terminación máximo o makespan, el cual 







Un caso especial del SDST/HFFS es el problema de 
flowshop con múltiples procesadores con sólo dos 
etapas (m=2). Gupta [4] demostró que este último 
es NP-duro, lo cual sugiere que el SDST/HFFS perte-
nece a la misma clase de problemas [9].
Los primeros pasos en la resolución del SDST/
HFFS fue el trabajo de Kurz y Askin [10] al introducir 
reglas de despacho basadas en métodos greedy, 
heurística de múltiple inserción y una adaptación 
de la regla de Johnson. Los mismos autores propu-
sieron un algoritmo genético (Genetic Algorithm, 
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GA) con representación random keys (RKGA) [11] 
cuyos resultados mejoraron los publicados en [10]. 
Zandieh et al. [23] propusieron un sistema inmune 
artificial (artificial inmune system, IAS) utilizando 
una representación real de los individuos y el 
operador de cruce tradicional order crossover (OX). 
Los resultados muestran que el IAS mejora los resul-
tados del RKGA. Mirsanei et al. [15] propusieron 
un algoritmo de enfriamiento simulado (Simulated 
Anneling, SA) que utiliza una combinación de dos 
operadores de movimiento (inversión e inter-
cambio), superando los resultados del RKGA [11] y 
del IAS [23]. Naderi et al. [16] presentaron una regla 
heurística de despacho dinámica y un búsqueda 
local iterada (iterated local search, ILS). Estos algo-
ritmos se compararon con otros siete algoritmos 
existentes, siendo la metaheurística búsqueda local 
iterada (Iterated Local Search, ILS) la que mejores 
resultados obtuvo. Choong et al. [2] propusieron un 
algoritmo híbrido basado en ejecutar la técnica de 
optimización por enjambre de  partículas (Particle 
Swarm Optimization, PSO) y luego mejorar el resul-
tado obtenido con SA o búsqueda tabú. La mejor 
combinación híbrida resultó ser PSO con SA, pero 
sin mejorar el estado del arte en la resolución del 
problema. Un trabajo reciente es el de [20] que 
plantearon un GA y analizaron su comportamiento 
utilizando varios operadores de cruce especí-
ficos del problema. Los autores muestran que su 
GA mejora al ILS [16]. Este GA no se incluirá en la 
comparación con los algoritmos propuestos en este 
trabajo, debido a la falta de detalle en su descrip-
ción al momento de replicar su funcionamiento.
METAHEURÍSTICAS PARA  SDST/HFFSP
En esta sección describiremos los algoritmos 
basados en trayectoria, SA e ILS, propuestos para 
resolver el problema SDST/HFFS. Para ello es nece-
sario explicar cómo determinar la secuencia de 
trabajos al comienzo de cada etapa y la forma de 
asignar trabajos a cada máquina en cada etapa.
En el problema de flowshop tradicional, sólo es 
necesaria una permutación de trabajos por cada 
máquina, al menos para los criterios basados en el 
tiempo de finalización. En cambio en el problema 
HFFS, mantener una única permutación de trabajos 
en todas las etapas resulta en una planificación poco 
eficiente. Además, en el flowshop tradicional no es 
necesario asignar trabajos a las máquinas dado que 
existe una sola máquina por etapa. En cambio, HFFS 
con más de una máquina por etapa puede ser visto 
como una serie de problemas de máquinas paralelas.
Esto nos lleva a adoptar una regla de despacho 
que contemple estas dos características, por ende 
elegimos la regla heurística modificada de despacho 
dinámico (Modified dynamic dispatching rule, MDDR), 
propuesta por Naderi et al. en [16]. MDDR se trata de 
un método muy rápido y efectivo que no separa las 
decisiones de secuenciamiento de trabajos y asigna-
ción de máquinas. Comienza con la etapa 1, consi-
derando todos los trabajos que visitan esta primera 
etapa. Para estos trabajos se calcula el mínimo 
tiempo de finalización más temprano (earliest 
completion time, ECT ) para todas las máquinas para-
lelas en esta etapa. El trabajo con el mínimo ECT se 
planifica y asigna a la máquina que produzca el valor 
mínimo de ECT. Este proceso se repite hasta que se 
asignen todos los trabajos en la etapa uno. Luego, 
el proceso continúa con la segunda etapa, pero esta 
vez considerando los tiempos de finalización de los 
trabajos en la etapa anterior. Esto se repite en las 
restantes etapas. Esta regla de despacho se consi-
dera dinámica ya que el valor de ECT puede variar 
luego de planificar cada trabajo.
Para una mejor comprensión de los algoritmos 
propuestos, es necesario explicar previamente los 
métodos de codificación de soluciones y de genera-
ción de la solución inicial utilizados. Si bien durante 
la última década se han empleado muchos métodos 
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de codificación, hemos adoptado uno  de  los  más 
utilizados denominado representación basada en 
trabajos (job- based representation, JBR) [5]. En JBR, 
la secuencia de trabajos en la etapa uno se repre-
senta por una simple permutación de trabajos que 
indica el orden en el cual se ejecutan los mismos. En 
tanto que, la secuencia para las siguientes etapas se 
determina usando la regla de despacho MDDR.
Habitualmente, la generación de las solu-
ciones con las cuales una metaheurística inicia su 
búsqueda es aleatoria. Sin embargo, considerar 
“buenas” soluciones iniciales en los primeros pasos 
del método ayuda a aprovechar las regiones prome-
tedoras del espacio de búsqueda [13], [19], [22]. 
Para ello empleamos una adaptación de la bien 
conocida técnica NEH [17], denominada NEHH, ya 
que se trata de la heurística con mejor desempeño 
en el tratamiento de HFFS [18].
ENFRIAMIENTO SIMULADO
Enfriamiento simulado (Simulated Annealing, SA) 
es un método Monte-Carlo simple y de propósito 
general desarrollado para optimización combina-
toria en la década de 1980 por Kirkpatrick et al. 
en [8]. SA es un algoritmo metaheurístico basado 
en una analogía con los sistemas físicos de enfria-
miento. Este proceso térmico consiste en la obten-
ción de estados de baja energía de un sólido en un 
baño de calor.
En los primeros pasos (a alta temperatura), SA 
acepta soluciones con mayores costos en virtud 
de una cierta probabilidad, con el fin de explorar 
el espacio de búsqueda y para escapar de óptimos 
locales. Durante el proceso de enfriamiento esta 
probabilidad disminuye de acuerdo a la temperatura 
de enfriamiento, la intensificación de la búsqueda y 
la reducción de la exploración con el fin de explotar 
una zona restringida de un espacio de búsqueda. En 
los últimos pasos la exploración es nula (o casi nula) 
y la explotación es total (o casi total). SA evoluciona 
a través de una secuencia de transiciones entre 
estados; las cuales son generadas por probabili-
dades de transición. En consecuencia, SA puede 
ser matemáticamente modelado por cadenas de 
Markov, donde se genera una secuencia de cadenas 
usando una probabilidad de transición cuyo cálculo 
involucra a la temperatura actual.
En otras palabras, SA inicia con una solución S0 
y a continuación genera una solución vecina S1 
mediante la aplicación de un operador de movi-
miento. Si S1 mejora el valor  de la  función objetivo 
se  acepta  con  probabilidad 1; en caso contrario se 
calcula la probabilidad para aceptarla mediante el 
criterio de Boltzman (exp((E1 − E0 )/T )) que invo-
lucra el parámetro correspondiente a la tempera-
tura actual T y a las evaluaciones de S0 y S1, E1 y 
E0 respectivamente. Este parámetro se actualiza 
cuando la longitud de la cadena de Markov es nula 
siguiendo algún esquema de decaimiento.
SA es una metaheurística fácilmente adaptable 
a problemas de planificación de la producción [1], 
[6], ya que es posible adecuar su diseño a una 
representación por permutación. Esto significa, 
por un lado, poder usar como función de evalua-
ción la regla de despacho MDDR, y por otro lado, 
utilizar operadores especialmente diseñados y 
ampliamente usados, para este tipo de represen-
tación tales como el operador de intercambio y el 
de inserción. Sin embargo, la facilidad de adapta-
ción al problema no es la única razón por la que 
se elige SA, sino que también se lo escoge por su 
capacidad de explorar el espacio de búsqueda en 
etapas tempranas localizando las regiones más 
prometedoras para luego explotarlas. De esta 
forma, surgen SAint y SAins, dos variantes basadas 
en SA que utilizan el operador de intercambio y el 
de inserción, respectivamente, para generar las 
soluciones vecinas. En el algoritmo 1, se muestra 
un pseudo-código común a SAint y a SAins. 
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BÚSQUEDA LOCAL ITERADA
La búsqueda local iterada (Iterated Local 
Search, ILS) [12], [21] es una metaheurística 
basada en un concepto simple pero muy efectivo. 
En cada iteración, la solución actual es perturbada 
y a esta nueva solución se le aplica un método 
de búsqueda local para mejorarla. Este nuevo 
mínimo local obtenido por el método de mejora 
puede ser aceptado como nueva solución actual 
si pasa un test de aceptación. La importancia del 
proceso de perturbación es obvia: si es dema-
siado pequeño puede que el algoritmo no sea 
capaz de escapar del mínimo local; por otro lado, 
si es demasiado grande, la perturbación puede 
hacer que el algoritmo sea como un método de 
búsqueda local con un reinicio aleatorio. Por lo 
tanto, el método de perturbación debe generar 
una nueva solución que sirva como inicio a la 
búsqueda local, pero que no debe estar muy 
lejos de la actual para que no sea una solución 
aleatoria. El criterio de aceptación actúa como 
contra balance, ya que filtra la aceptación de 
nuevas soluciones dependiendo de la historia de 
búsqueda y de las características del nuevo mínimo local.
En [16], Naderi et al. proponen una ILS para 
SDST/HFFSP que resulta ser efectiva y eficiente 
y, que de ahora en adelante denominaremos 
ILSins. Este algoritmo comienza la búsqueda con 
una solución inicial generada por NEHH, luego 
una búsqueda local (Local Search, LS) basada en 
el operador de inserción se aplica a la solución 
candidata x. Esta búsqueda se detiene cuando 
se encuentra una primera mejora. Cuando no 
se encuentra ninguna mejora, se incrementa un 
contador. Este contador vuelve a cero cada vez 
que la búsqueda local mejora la solución actual. 
Si este contador supera un determinado umbral, 
se aplica un mecanismo de perturbación (Giant 
Leap, GL) basado en una colección de movi-
mientos de inserción, con el fin de redireccionar 
la búsqueda hacia regiones más prometedoras 
del espacio de soluciones.
Con el objetivo de incrementar la calidad 
de las soluciones, en este trabajo se propone 
una variante de la metaheurística propuesta 
por Naderi, denominada ILSint. Dicha variante 
consiste  en  modificar  el  proceso  de  búsqueda 
local.  Esta nueva LS se basa en el operador de 
intercambio y procede de la siguiente forma: 
el trabajo en la primera posición de x, denomi-
nado x1 se intercambia por el trabajo ubicado 
en una posición diferente elegida al azar en 
la permutación. Si esta nueva permutación x’ 
resulta con un mejor makespan, la solución 
actual x es reemplazada por x’ y la búsqueda 
local termina. De lo contrario, el procedimiento 
continúa con x2 . La búsqueda itera en la mayoría 
de los trabajos, sin repetición. El fundamento 
de este procedimiento es realizar una búsqueda 
local muy rápida. En el algoritmo 2 se describe un 
pseudo-código común a ILSint y a ILSins, y en el 
algoritmo 3 se detalla el esquema general de la 
búsqueda local basada en intercambio. 
k = 0;
inicializar T ; {inicializar la temperatura, T }
NEHH(S
0
 ); {generar la solución inicial, S
0













 ; {generar la solución vecina, S
1













  − E
0











{si  la  nueva  solución  es  peor  que  la  actual,  S
1

























until (k mod Long. Cadena de Markov) == 0 
actualizar T ;




Algoritmo 1 Pseudo-código de Saint y SAins:
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DISEÑO EXPERIMENTAL
En esta sección se muestran los valores paramé-
tricos utilizados para evaluar el rendimiento de las 
metaheurísticas basadas en trayectoria descriptas 
en la Sección 3 para resolver el problema SDTS/
FSSFP. Las variantes propuestas son:
SAint: SA con operador de intercambio para 
generar la solución vecina.
SAins: SA con operador de inserción para 
generar la solución vecina.
ILSint: ILS con una LS basada en el operador 
de intercambio.
ILSins:  ILS  con  una  LS  basada  en  el  operador 
de inserción (originalmente propuesto en [15]).
Los parámetros específicos del SA se fijaron en 
los siguientes valores. La temperatura inicia con un 
valor de 0.99 y el decaimiento se planifica usando 
el enfriamiento proporcional. En tanto que el 
número de iteraciones entre dos cambios conse-
cutivos de temperatura (longitud de la cadena 
de Markov) se fija en 30. Este valor surgió de 
una experimentación previa realizada tomando 
valores de iteraciones en el conjunto 10, 30 y 
60, resultando 30 el número de iteraciones más 
adecuado para el proceso, con el fin de alcanzar 
el cuasi equilibrio en cada nivel de temperatura.
Los valores de los parámetros para las variantes 
de ILS se describen a continuación. La cantidad 
máxima de iteraciones sin observar mejoras entre 
perturbaciones (umbral) se fija en 30. El operador 
de perturbación GL utiliza la operación de inserción 
para generar 15 (nu_move) soluciones perturbadas, 
siendo 2 la cantidad de trabajos reubicados. Estos 
parámetros son los adoptados en [16].
Todas las variantes algorítmicas planteadas 
utilizan la heurística NEHH para generar la solución 
inicial. A fin de que la comparación entre las distintas 
metaheurísticas resulte confiable, el criterio de 
parada fue configurado en n2×m×1,5ms de tiempo 
de CPU. Este criterio es el adoptado en  varios 
trabajos [16], [20]. El cuadro I muestra un resumen 
de los parámetros utilizados en este trabajo.
El conjunto de prueba está formado por 960 
instancias (disponibles en http:\\soa.iti.es). Las 
instancias resultan de la combinación de varios 
valores de n y m, donde n={20, 50, 80, 120} y m={2, 4, 
8}. Los tiempos de procesamiento están generados 
desde una distribución uniforme [1,99]. Los tiempos 
de puesta a punto pertenecen a cuatro distribu-
ciones distintas ([1,25], [1,50], [1,99] y [1,125]) que 
permiten analizar los efectos que tiene el tiempo 
de setup en los resultados; se corresponden con 
un 25%, 50%, 100% y 125% del tiempo de proce-
samiento, respectivamente. Se consideran grupos 
de instancias con dos máquinas paralelas en cada 
etapa y otros grupos donde la cantidad de máquinas 
por etapas se obtiene de una distribución uniforme 
Algoritmo  2 Pseudo-código de ILSins e ILSint
contador = 0;
Inicializar x; {ILSins e ILSint usan NEHH durante la inicialización}
xbest = x;
while condición de corte no sea satisfecha do
x’ = LS(x); {LS basada en inserción o intercambio según corresponda}
if  f (x’ ) < f (x) then
x = x’;  
if f (x’′) < f (xbest ) then
xbest = x’′ ;
end if
else
contador = contador + 1;
{Aplicación del operador de perturbación, GL}
if contador > umbral then
contador = 0;
for r=1 to nu_move do
s˜(r) = GL(x);
end for





Algoritmo  3 Esquema general de la LS propuesta para ILSint
i = 0;
while i ≤ n do
x′ = la secuencia producida al intercambiar xi con el trabajo ubicado en 
una posición 
diferente elegida al azar;
if Cmax (x’ ) < Cmax (x) then
x = x’ ;
break;
end if
i = i + 1; 
end while 
return x ;
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en el rango [1,4]. La probabilidad de que un trabajo 
salte una etapa es de 0.1 y 0.4. En el cuadro II se 
presenta un resumen de estas instancias. 
Los algoritmos fueron implementados en C++. Para 
la experimentación se utilizó un cluster de PCs con 
procesador Intel Core i7 a 3.90 GHz y 4GB de RAM. 
Cada instancia fue ejecutada 30 veces para cada confi-
guración algorítmica. Para comparar los distintos algo-
ritmos se utiliza la desviación porcentual relativa (DPR) 
de las mejores soluciones conocidas, esta métrica se 
describe en la Ecuación 1, donde Algsol  es el mínimo 
Cmax  obtenido por un determinado algoritmo para 
una instancia del problema en las 30 ejecuciones 
y minsol es el mínimo Cmax de los algoritmos bajo 
comparación para una determinada instancia. Obvia-
mente, son deseables valores pequeños de DPR para 
un algoritmo, ya que indican una desviación porcen-
tual de sus soluciones respecto del mínimo.
(1)
La experimentación realizada ha sido extensa: 
las cuatro variantes algorítmicas en estudio se 
evaluaron con cada una de las instancias, en total 
suman 3840 combinaciones (4 algoritmos x 960 
instancias). Debido a la naturaleza estocástica de los 
algoritmos, cada una de ellas se ejecutan 30 veces 
para obtener una muestra confiable. En conse-
cuencia se llevaron a cabo 30 x 3840 ejecuciones, 
totalizando 115200 ejecuciones.
Hemos realizado un análisis estadístico de los 
resultados a fin de determinar si existen diferen-
cias significativas entre los algoritmos comparados. 
Como paso previo, se determina si los datos siguen 
una distribución normal al aplicar la prueba de 
Shapiro-Wilks y homogeneidad de varianzas (homo-
cedasticidad). En el caso de que los datos resulten 
con una distribución normal, se realiza la prueba de 
ANOVA. En caso contrario, se usa el test no paramé-
trico Kruskal Wallis. El valor de α se fija en 0.01, para 
indicar un nivel de confianza del 99 % en los resul-
tados.
ANÁLISIS DE LOS RESULTADOS
Esta sección está dedicada al análisis de los resul-
tados obtenidos en la experimentación llevada a cabo 
sobre los variantes de SA e ILS mencionadas en el apar-
tado anterior.
En las siguientes subsecciones, se medirán en 
primer instancia parámetros básicos tales como DPR 
(ver ecuación 1), la cantidad de veces que un algo-
ritmo encuentra la mejor solución (#min) y la distancia 
relativa (DR) entre la solución inicial y la final, cuyos 
objetivos son ofrecer un estudio de las variantes 
algorítmicas propuestas desde el punto de vista de 
la calidad de las soluciones encontradas. Por último, 
se realiza un análisis del esfuerzo numérico y tiempo 
empleado por los algoritmos para hallar una solución, 
esto permite estudiar la velocidad de convergencia de 
cada algoritmo para encontrar la mejor solución.
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α, entonces con un 99 % de nivel de confianza se 
puede afirmar que hay diferencias significativas 
entre la calidad de soluciones obtenidas por SAint y 
SAins. De esta manera, se puede inferir la influencia 
del operador de movimiento en la calidad final de 
los resultados. Es decir que, la operación de inter-
cambio le permite al SA explotar con mayor eficacia 
el espacio de búsqueda que en el caso de usar el 
operador de inserción.
Dado que SAint resultó ser el algoritmo basado 
en SA que encuentra soluciones de mayor calidad, 
a continuación se comparan sus resultados con 
los obtenidos por las variantes ILS. En el cuadro 
IV se muestran los valores promedio de DPR y 
de #min obtenidos por estos tres algoritmos. 
De dicha comparación surge que los algoritmos 
basados en ILS obtienen soluciones con mejores 
makespan finales que SAint, debido a que los DPR 
son notablemente menores a los calculados para 
este último. Como muestra la última columna, 
el análisis de varianza avala las diferencias antes 
mencionadas, resultando ILSint el algoritmo que 
obtiene los valores mínimos de Cmax . 
Al contrastar las dos versiones de ILS observamos 
que ILSint presenta valores de DPR inferiores a 
ILSins para los tres primeros grupos de instancias 
(n∈{20, 50, 80}), mientras que para las instancias 
con n = 120 los valores son similares, obteniendo 
ILSins una ventaja mínima. Para confirmar estas 
últimas  observaciones hemos  realizado pruebas 
estadísticas considerando sólo las dos versiones de 
ILS, las cuales indican que las diferencias entre ILSint 
y ILSins son significativas (valores p cercanos a 0) 
para n∈{20, 50, 80}, mientras que para n  = 120 los 
resultados son estadísticamente similares (valores p 
mayores al nivel de significancia α).
Analizando la cantidad de valores de #min de 
cada algoritmo por grupo de instancias, ILSint tiene 
valores considerablemente mayores (cercanos al 
total de instancias dentro de cada grupo) para los 
ANÁLISIS DE CALIDAD
Comenzaremos el análisis con la comparación del 
rendimiento de  los  algoritmos SA  propuestos con 
dos  métodos para generar el vecindario. El cuadro 
III muestra los valores promedios de DPR (columnas 
2 y 3) y de #min (columnas 4 y 5) para cada grupo 
de instancias discriminados para las variantes de 
SA propuestas. Los resultados de los experimentos 
están promediados para cada combinación de 
n y m. A fin de verificar la validez estadística de 
los resultados, la última columna de este cuadro 
muestra los valores p obtenidos del estudio esta-
dístico realizado. La última fila del cuadro presenta 
valores promedios de las dos métricas y se resaltan 
en negritas los mejores valores para cada una.
Como se puede observar en el cuadro III, los 
valores promedios de DPR para SAint son menores 
que los de SAins para todas las instancias, indicando 
que el primer algoritmo encuentra soluciones con 
valores de makespan menores que el segundo. 
Además, los valores de #min de SAint superan, en 
promedio, en más de cuatro veces el valor corres-
pondiente a SAins. Los valores p son menores que 
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grupos de instancias con n∈{20, 50, 80}, seguido 
por SAint y ILSins. Para las instancias con n = 120, 
los valores de #min son muy similares entre los 
distintos algoritmos. 
Del análisis se desprende que Saint e ILSint 
fueron los mejores algoritmos dentro de cada tipo 
de metaheurística. Esto da soporte a la idea de que 
el operador de intercambio es el más adecuado 
para el problema en estudio. La razón de esto es 
que el operador de intercambio permite conservar 
más bloques sin modificaciones dentro de una 
solución que en el caso del operador de inserción. 
Esto sucede porque la inserción de un trabajo en 
una posición aleatoria desplaza todos los trabajos 
a partir de tal posición, ocasionando una disrupción 
muy importante en las soluciones y saltos aleatorios 
en el espacio de búsqueda con el consecuente dete-
rioro de la calidad.
El cuadro V muestra las distancias relativas (DR) 
entre la calidad de la solución inicial y de la final 
para cada metaheurística en cada grupo de instan-
cias. Un mayor valor de DR indica que el algoritmo 
ha logrado una importante mejora de la solución. 
Vale indicar que todos los algoritmos utilizaron 
la misma estrategia para generar las soluciones 
iniciales (NEHH). ILSint es el algoritmo que logra 
mayores valores de DR para todas las instancias, 
corroborando que ILSint es el que logra los mejores 
valores de makespan.  
En resumen, los algoritmos basados en ILS 
presentan el mejor comportamiento en cuanto a la 
calidad de las soluciones, especialmente cuando se 
utiliza el operador de intercambio como operador 
de búsqueda local. Es decir, que ILSint es el que 
obtiene los valores mínimos de makespan.
ANÁLISIS DE DESEMPEÑO
El análisis de desempeño se lleva a cabo consi-
derando el esfuerzo numérico realizado y el tiempo 
empleado por SAint, SAins, ILSint e ILSins. El esfuerzo 
numérico se mide teniendo en cuenta el número 
promedio de evaluaciones realizadas para que cada 
algoritmo halle la mejor solución, y por el promedio 
del total de evaluaciones realizadas durante el 
proceso completo de búsqueda. Finalmente, se 
analiza el tiempo promedio empleado por cada 
opción algorítmica para encontrar la mejor solución, 
el cual es medido en segundos. Cabe aclarar que 
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no es necesario comparar el tiempo total dedicado 
por cada algoritmo, dado que se estableció como 
condición de corte el mismo tiempo de ejecución 
variando de acuerdo al tamaño de las instancias.
En primer lugar, procederemos con el estudio del 
esfuerzo para localizar la mejor solución. Es decir, 
la cantidad de evaluaciones promedio de la función 
objetivo necesarias para alcanzar las soluciones con 
menor makespan con cada uno de los algoritmos. El 
cuadro VI muestra los valores obtenidos para esta 
métrica. Se observa que las variantes de ILS tienden 
a  necesitar una menor cantidad de evaluaciones 
que las variantes de SA. y el otro, el conformado por 
las variantes de ILS. Este último reduce aproximada-
mente un 50 % la cantidad de evaluaciones necesa-
rias para alcanzar las mejores soluciones cuando se 
lo compara con el desempeño de SA. Siendo ILSint 
el algoritmo que necesita en promedio el menor 
esfuerzo para alcanzar las mejores soluciones en 8 
de los 12 grupos de instancias.
Continuamos el estudio del esfuerzo numérico 
teniendo en cuenta también las evaluaciones 
realizadas durante todo el proceso se búsqueda. 
Como se muestra en la figura 2, las cuatro técnicas 
algorítmicas realizan un número total de evalua-
ciones estadísticamente similar. Si, además, 
consideramos que el tiempo de ejecución total es 
igual para todas ellas, deducimos que el esfuerzo 
computacional realizado en cada ciclo de la 
búsqueda es similar. La razón de esto es que todas 
trabajan con una única solución por iteración y 
utilizan operadores de movimiento con carac-
terísticas similares. En tanto que, el proceso de 
perturbación en ILS es compensado por el número 
de iteraciones (longitud de la cadena de Markov) 
que realiza SA entre dos cambios consecutivos de 
temperatura. Esto, también, nos lleva a  inferir 
que el esfuerzo computacional realizado por 
los operadores de intercambio y de inserción 
no presentan diferencias importantes.
Figura 1. Boxplot de las evaluaciones para obtener las mejores 
soluciones para todos los algoritmos
Figura 2. Boxplot del total de evaluaciones realizadas por los 
algoritmos durante todo el proceso de búsqueda.
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Finalmente, analizamos la otra métrica intere-
sante para medir el desempeño de una metaheu-
rística que es el tiempo de ejecución necesario 
para alcanzar la mejor solución y se muestra en el 
cuadro VII. Como se puede observar, las variantes 
más rápidas son las correspondientes a ILS, con 
tiempos menores (de aproximadamente el 50 %) a 
los presentados por los algoritmos basados en SA, 
independientemente de la combinación de n y m 
que se analice. Esta es una situación esperada en 
función a lo observado previamente al analizar el 
esfuerzo numérico de cada variante. Cabe destacar 
que, todas las diferencias marcadas son estadística-
mente significativas (valores p cercanos a cero en la 
última columna del cuadro VI). 
CONCLUSIONES
En este trabajo se presentaron tres algoritmos para 
resolver el  problema NP-duro SDST/HFFS: SAint, SAins 
e  ILSint. En  los  dos  primeros  casos  se  trata  de  dos 
versiones  de SA que utilizan los operadores de inter-
cambio e inserción, respectivamente, para  generar 
soluciones vecinas.  En  tanto que, ILSint resulta de 
una mejora realizada al ILS presentado en [16], renom-
brado en este trabajo como ILSins. Esta mejora consiste 
en modificar el operador de la búsqueda local. Es decir, 
se reemplazó el operador de inserción usado en ILSins 
por el de intercambio, surgiendo de esta manera ILSint.
Del análisis de los resultados obtenidos por estos 
cuatro algoritmos, en primer lugar se desprendió 
que las técnicas que usan el operador de intercambio 
realizan una explotación mucho más eficaz del espacio 
de búsqueda que al aplicar el operador de inserción. 
La razón principal de esto es la gran disrupción que 
genera el operador de inserción en las soluciones. En 
segundo lugar, se determinó con sustento estadístico, 
que los algoritmos basados en ILS obtuvieron solu-
ciones de mejor calidad que los basados en SA y el 
esfuerzo computacional para  lograrlo  fue  significati-
vamente menor.  Por  último,  es importante destacar 
que la versión de ILS propuesta en este trabajo obtuvo 
los  mejores resultados empleando el menor esfuerzo 
computacional en un alto porcentaje de las instancias. 
Como futuras líneas de investigación, intentaremos en 
primer lugar diseñar e implementar operadores para 
generar soluciones  vecinas que utilicen información 
heurística del problema en cuestión. Estos  operadores 
se podrán utilizar luego en metaheurísticas tales como 
SA, ILS y GA con el fin de desarrollar algoritmos aún más 
eficientes que los actuales en la resolución de SDST/
HFFS. Como una segunda línea de investigación, 
pretendemos incursionar en otras variantes del 
problema HFFS, dado que resulta necesario en 
diferentes actividades económicas desarrolladas 
en la región.
Resumiendo, las técnicas basadas en ILS se 
desempeñan con casi un 50 % más de eficiencia 
que las variantes de SA para hallar los menores 
valores de makespan. Siendo nuestra propuesta, 
ILSint, la que presenta un mejor comportamiento 
en 7 de las 12 instancias.
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