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Dariusz Zawisza (Kraków)
Abstract. Our goal is to prove existence results for classical solutions to some general
nondegenerate Cauchy problems which are natural generalizations of Isaacs equations. For
the latter we are able to extend our results by admitting local conditions for coefficients.
Such equations appear naturally for instance in robust control theory. Using our general
results, we can solve not only Isaacs equations, but also equations for other sophisticated
control problems, for instance models with state dependent constraints on the control set.
1. Introduction. Our main concern here is to prove some general results
regarding classical solutions (u ∈ C2,1(RN × [0, T )) ∩ C(RN × [0, T ])) to the
semilinear Cauchy problem of the type
(1.1)
{
ut +
1
2 Tr(a(x, t)D
2
xu) +H(Dxu, u, x, t) = 0, (x, t) ∈ RN × [0, T ),
u(x, T ) = β(x), x ∈ RN .
We use ut to denote the derivative with respect to t, Dxu to denote the
gradient (ux1 , . . . , uxN ), and D
2
xu is used to denote the matrix of the second
order derivatives.
Our motivation comes from the fact that equation (1.1) can be used as
an excellent starting point to solve many control and dynamic game prob-
lems. However, in the existing literature it is usually hard to find sufficiently
general and easily verifiable results for classical solutions which can be di-
rectly applied to the HJB theory. For instance, equation (1.1) is a natural
generalization of the following Isaacs type equation:
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(1.2) ut + 12 Tr(a(x, t)D
2
xu)
+ max
δ∈D
min
η∈Γ
(
i(x, t, δ, η)Dxu+ h(x, t, δ, η)u+ f(x, t, δ, η)
)
= 0,
(x, t) ∈ RN × [0, T ),
with the terminal condition u(x, T ) = 0, where D ⊂ Rk and Γ ⊂ Rl are
fixed compact sets. In stochastic control context, the existence of a classical
solution is often crucial to determine the optimal control/saddle point and
helpful to establish a convergence rate for numerical methods. To explore
this topic more, it is worth to read Dupuis and James [8].
Equation (1.2) is very popular in stochastic game theory and has gained a
lot of attention recently in robust stochastic optimal control, where it is used
to solve optimization problems with model ambiguity (or model misspecifi-
cation). For financial aspects of model ambiguity see for example Hernández-
Hernández and Schied [16], Schied [27], Tevzadze et al. [28], Zawisza [33] and
references therein. For a discussion concerning robust control in environmen-
tal economics see Xepapadeas [30], Jasso-Fuentes and López–Barrientos [19]
or López-Barrientos et al. [18]. In fact they formulate problems in the infinite
time horizon setting, but there is no problem in rewriting it in the fixed time
framework. The last-mentioned work provides general existence results for
classical solutions to the associated elliptic Isaacs equations.
Moreover, equation (1.2) can also be used as the first step in solving
ergodic control problems: for the risk sensitive optimization see Fleming and
McEneaney [9], and Zawisza [31] for the consumption-investment problem.
Equation (1.1) can be used not only to solve Isaacs equations, but also to
other non-standard control problems. In finance, it can be applied to solve
recursive utility problems, for example those considered by Kraft et al. [17].
We focus on stochastic control problems with state dependent bounds for
the control set. At the end of the second section we present some particular
optimal dividend problem linked to this issue.
Apart from stochastic control applications, our paper has some useful
applications in other fields. First of all, for the last few decades, many
researchers have investigated the theory of parabolic equations with un-
bounded coefficients. For recent contributions in this field see Kunze et
al. [21], Angiuli and Lunardi [3] and the survey paper of Lorenzi [24]. Our
Theorem 2.3 provides some new existence results in this area.
In addition, our work might be helpful in proving the existence results
for forward-backward stochastic systems. The detailed analysis is contained
in Ma and Yong [25, Chapter 4]. The link between backward equations and
quasilinear equations is mutual, i.e. some results concerning existence theo-
rems for partial differential equations can be proved by applying backward
stochastic equations. One of the most general results concerning existence of
solutions to equations (1.1) and (1.2) can be deduced from the W 2,1 theo-
Existence results for Isaacs equations 3
rem proved by BSDE methods in Delarue and Guatteri [7]. Their results are
strong enough to cover as well our existence results under our Assumption 1
(Theorem 2.2). However, the importance of our proof lies in the fact that
we use the fixed point method with respect to a norm, which ensures that
the solution can be uniformly approximated by solutions to linear equations
and guarantees relatively fast convergence together with the first derivative.
During the peer revision process we have also discovered that the same
set of conditions (Assumption 1) is largely covered by the recent result of
Addona et al. [2, Theorem 3.6] proved by exploiting the fixed point approach.
However, those authors use a slightly different technique which operates on
a solution defined on the small time interval (T − δ, T ] and they have not
proved global uniform convergence to the fixed point. Moreover, they assume
C1+α regularity in the space variable for the second order coefficient a.
There are of course some other related works. Kruzhkov and Ole˘ınik’s [20]
and Friedman’s [15] results work for many Isaacs equations but with trivial
second order term (a = I). Rubio [26] considered only stochastic control
formulation which is not directly applicable to the max-min framework and
other semilinear equations mentioned in this paper. In addition, our last re-
sult (Theorem 3.3) is strong enough to extend Rubio’s [26] results to the case
when the functions f and β satisfy the exponential growth condition and the
function h has linear growth. Ma and Yong’s theorem [25, Chapter 4] holds
under smoothness conditions which are not precisely indicated. In addition,
it is worth mentioning that standard stochastic control books such as Flem-
ing and Rishel [10] and Fleming and Soner [11] provide general results, but
they are not sufficient for many applications. We should also mention here
the work of Addona [1] where some existence results concerning so called
mild solutions to equation (1.1) are considered, and Fleming and Sougani-
dis [12] where the value function of a suitable game is proved to be a viscosity
solution to (1.2) under a global Lipschitz condition for coefficients.
Our paper is structured as follows. First, we prove an existence result
under conditions which allow us to apply the approach based on the fun-
damental solution and fixed point arguments. The fixed point approach can
be useful in obtaining numerical solutions to our equation. Further, we ex-
tend it to allow some local conditions by making some approximations and
transforming the equation into a form which enables us to use a stochastic
representation. Such type of approximation was used earlier by Zawisza [32]
to prove an existence result for some infinite horizon control problems. At the
end we focus on an explicit Isaacs equation for a stochastic game formulation.
2. General results. We start by proving an existence theorem under
the conditions listed in Assumption 1. Further, we will apply it to prove a
suitable result under the conditions given in Assumption 2.
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Assumption 1.
(A1) The matrix a is of the form a = σσT , where the coefficients σi,j(x, t),
i, j = 1, . . . , n, are uniformly bounded, Lipschitz continuous on com-
pact subsets in RN × [0, T ], and Lipschitz continuous in x uniformly
with respect to t. In addition there exists a constant µ > 0 such that
for any ξ ∈ RN ,
N∑
i,j=1
ai,j(x, t)ξiξj ≥ µ|ξ|2, (x, t) ∈ RN × [0, T ].
(A2) The function β is bounded and uniformly Lipschitz continuous.
(A3) The function H is Hölder continuous on compact subsets of R2N+1 ×
[0, T ). Moreover, there exists K > 0 such that for all (p, u, x, t) and
(p¯, u¯, x, t) in R2N+1 × [0, T ],
(2.1)
|H(p, u, x, t)| ≤ K(1 + |u|+ |p|),
|H(p, u, x, t)−H(p¯, u¯, x, t)| ≤ K(|u− u¯|+ |p− p¯|).
LetC1,0b stand for the space of all functions which are continuous, bounded
and have the first derivative with respect to x which is also continuous and
bounded. The space is equipped with the family of norms
‖u‖κ := sup
(x,t)∈RN×(0,T ]
e−κ(T−t)|u(x, t)|(2.2)
+ sup
(x,t)∈RN×(0,T )
e−κ(T−t)|Dxu(x, t)|.
Note that C1,0b with each ‖ · ‖κ is a Banach space. This norm was inspired
by the work of Becherer and Schweizer [4]. They use this definition of norm,
but without the gradient term. In their paper some semilinear equations
are solved, but their setting excludes nonlinearity in the gradient part. The
norm (2.2) has also been used by Berdjane and Pergamenshchikov [5] to
solve semilinear equations in the consumption investment problem, but the
nonlinearity in their equation involves only the zero order term u.
We consider first the linear equation{
ut +
1
2 Tr(a(x, t)D
2
xu) + f(x, t) = 0, (x, t) ∈ RN × [0, T ),
u(x, T ) = β(x), x ∈ RN .
It is well known (see Friedman [13, Chapter 1, Theorem 12]) that under
(A1) and (A2), for f bounded and locally Hölder continuous in x uniformly
with respect to t on compact subsets of Rn × [0, T ), there exists a unique
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bounded classical solution given by
u(x, t) =

RN
β(y)Γ (x, t, y, T ) dy +
T
t

RN
Γ (x, t, y, s)f(y, s) dy ds,
where Γ (x, t, y, s) is the fundamental solution to the problem
Γt +
1
2 Tr(a(x, t)D
2
xΓ ) = 0.
Moreover,
(2.3)

RN
Γ (x, t, y, s) dy = 1, for x ∈ RN , 0 ≤ t < s ≤ T,
the functions Γ , Γt, DxΓ , D2xΓ are continuous on the set of x, y ∈ RN and
0 ≤ t < s ≤ T , and there exist c, C > 0 such that
(2.4)
|Γ (x, t, y, s)| ≤ C
(s− t)N/2 exp
(
−c |y − x|
2
s− t
)
,
|DxΓ (x, t, y, s)| ≤ C
(s− t)(N+1)/2 exp
(
−c |y − x|
2
s− t
)
,
(see Friedman [14, Chapter 6, Theorem 4.5]). In fact Theorem 12 in Fried-
man [13] requires that f be Hölder continuous in x uniformly with respect to
t ∈ [0, T ]. Nonetheless, for uniformity restricted to compact subsets of [0, T )
the result can be proved in the same way, because for t < T0 < T we can
write
T
t

RN
Γ (x, t, y, s)f(y, s) dy ds
=
T0
t

RN
Γ (x, t, y, s)f(y, s) dy ds+
T
T0

RN
Γ (x, t, y, s)f(y, s) dy ds.
The first integral on the right hand side can be treated as in Friedman’s
proof. In the second one, there is no singularity and standard theorems about
differentiation under the integral sign can be applied.
We also consider the subspace C1,0b,h of all functions u such that:
(1) u ∈ C1,0b ,
(2) for any pair of compact sets B ⊂ RN and U ⊂ (0, T ) there exist L > 0
and γ ∈ (0, 1] such that
|Dxu(x, t)−Dxu(x¯, t)| ≤ L|x− x¯|γ , (x, t), (x¯, t) ∈ B × U.
Note that C1,0b,h might not be closed in ‖·‖κ and therefore it is not generally
a Banach space. We can define the mapping
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T u(x, t) :=

RN
β(y)Γ (x, t, y, T ) dy(2.5)
+
T
t

RN
H(Dxu(y, s), u(y, s), y, s)Γ (x, t, y, s) dy ds.
Proposition 2.1. Under Assumption 1 the operator T maps C1,0b,h into
C1,0b,h and there exists κ > 0 such that T is a contraction with respect to ‖ ·‖κ.
Proof. Suppose that the function f is continuous, bounded and locally
Hölder continuous in x uniformly with respect to t ∈ U , for any compact set
U ⊂ (0, T ). Set
v1(x, t) :=

RN
β(y)Γ (x, t, y, T ) dy, v2(x, t) :=
T
t

RN
Γ (x, t, y, s)f(y, s) dy ds.
Both functions are bounded and continuous. By the Feynman–Kac formula,
v1(x, t) = Ex,tβ(XT ), v2(x, t) = Ex,t
T
t
f(Xs, s) ds,
where dXt = σ(Xt)dWt, σσT = a and Ex,t stands for the expected value
when the system starts at (x, t). Standard estimates for diffusion processes
(see Friedman [14, Chapter 5, Lemma 3.3]) ensure that v1(x, t) is globally
Lipschitz continuous in x uniformly with respect to t. For v2 we have
Dxv2(x, t) =
T
t

RN
DxΓ (x, t, y, s)f(y, s) dy ds,
(see Friedman [13, Chapter 1, Theorem 3]). From (2.4) and
(2.6)

RN
[
c
4pi(s− t)
]N/2
exp
(
−c |x− y|
2
s− t
)
dy = 1, s > t, x ∈ RN ,
we get
|Dxv2(x, t)| ≤
T
t

RN
∣∣∣∣ C(s− t)(N+1)/2 exp
(
−c |x− y|
2
s− t
)
f(y, s)
∣∣∣∣ dy ds(2.7)
≤ C
[
4pi
c
]N/2
‖f‖
T
t
1√
s− t ds = 2C
[
4pi
c
]N/2
‖f‖√T − t,
where ‖f‖ stands for the sup norm of f . For u ∈ C1,0b,h we can set f(x, t) :=
H(Dxu(x, t), u(x, t), x, t). We already know that w := T u is a classical solu-
tion to
wt+
1
2 Tr(a(x, t)D
2
xw)+H(Dxu(x, t), u(x, t), x, t) = 0, (x, t) ∈ RN×(0, T ),
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with the terminal condition w(x, T ) = β(x). In particular Dxu is Lipschitz
continuous on compact subsets of RN × (0, T ). This fact together with in-
equality (2.7) ensures that the operator T maps C1,0b,h into C1,0b,h . The next
two estimates will show that T is a contraction for sufficiently large κ > 0.
Using inequality (2.1), property (2.3) and
e−κ(T−t)
T
t
eκ(T−s) ds =
1
κ
e−κ(T−t)[eκ(T−t) − 1] ≤ 1
κ
,
we get
e−κ(T−t)|T u(x, t)− T v(x, t)|
≤ e−κ(T−t)K
T
t

RN
(|u(y, s)− v(y, s)|+ |Dxu(y, s)−Dxv(y, s)|)
×Γ (x, t, y, s) dy ds
≤ e−κ(T−t)K‖u− v‖κ
T
t

RN
Γ (x, t, y, s)eκ(T−s)dy ds ≤ K
κ
‖u− v‖κ.
In addition,
e−κ(T−t)|Dx(T u(x, t)− T v(x, t))|
≤ e−κ(T−t)K
T
t

RN
|H(Dxu(y, s), u(y, s), y, s)−H(Dxv(y, s), v(y, s), y, s)|
× |DxΓ (x, t, y, s)| dy ds
≤ e−κ(T−t)K
T
t

RN
(|u(y, s)− v(y, s)|+ |Dxu(y, s)−Dxv(y, s)|)
× C
(s− t)(N+1)/2 exp
(
−c |y − x|
2
s− t
)
dy ds.
Once again, (2.6) implies that there exists M¯ > 0 such that
e−κ(T−t)|Dx(T u(x, t)− T v(x, t))| ≤ M¯eκt‖u− v‖κ
T
t
e−κs√
s− t ds
≤ M¯eκt‖u− v‖κ
(T
t
(s− t)−3/4 ds
)2/3( T
t
e−3κs ds
)1/3
.
We have
eκt
(T
t
e−3κs ds
)1/3
= eκt
(
1
3κ
[e−3κt − e−3κT ]
)1/3
≤ 1
3
√
3κ
.
Therefore, there exists a constant L > 0, depending only on the time hori-
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zon T , such that
sup
(x,t)∈RN×[0,T )
e−κ(T−t)
∣∣Dx(T u(x, t)− T v(x, t))∣∣ ≤ L3√κ‖u− v‖κ.
Theorem 2.2. Under Assumption 1, there exists a solution u∈C2,1(RN×
(0, T )) ∩ C(RN × (0, T ]) to (1.1) which in addition is bounded together with
Dxu.
Proof. As in the proof of the Banach Theorem, we can take any u1 ∈ C1,0b,h
and define un+1 = T un, n ∈ N. Because the operator T is a contraction in
norm, there exists δ ∈ (0, 1) such that
‖un+1 − un‖κ ≤ δn‖u2 − u1‖κ, n ∈ N.
Hence,
‖um − un‖κ ≤
m−1∑
k=n
δk‖u2 − u1‖κ, m > n,
which implies that un is a Cauchy sequence and consequently it is convergent
to u ∈ C1,0b in ‖ · ‖κ. The norm convergence implies that the sequence Dxun
converges uniformly to some v ∈ C(RN × [0, T )). In particular, v = Dxu.
Moreover, u is a fixed point of T .
To complete the reasoning it is sufficient to prove that u also belongs
to C1,0b,h . First note that un is convergent in ‖ · ‖κ (for κ large enough).
Therefore, un and Dxun are bounded uniformly with respect to n. We can
now combine (E8), (E9) from Fleming and Rishel [10, Appendix E] to prove
a uniform bound on compact subsets for the Hölder norm of Dxun, i.e. for
all k ∈ N there exist Lk > 0 and γk ∈ (0, 1] such that for all n ∈ N,
|Dxun(x, t)−Dxun(x¯, t)| ≤ Lk|x− x¯|γk , (x, t), (x¯, t) ∈ Bk × [δk, tk],
where Bk = {x ∈ RN | |x| ≤ k} and {δk}k∈N and {tk}k∈N are sequences
converging to 0 and T respectively. Letting n→∞ proves thatDxu ∈ C1,0b,h .
Now we describe the second set of conditions.
Assumption 2.
(B1) The matrix ai,j(x, t) is Lipschitz continuous on compact subsets in
RN × [0, T ]. In addition, there exists a constant µ > 0 such that for
any ξ ∈ RN ,
N∑
i,j=1
ai,j(x, t)ξiξj ≥ µ|ξ|2, (x, t) ∈ RN × [0, T ].
(B2) The function H is Hölder continuous on compact subsets of R2N+1 ×
[0, T ]. Moreover, there exist K > 0 and a set {Km,n > 0 : m,n ∈ N}
such that for all x, x¯, p, p¯ ∈ RN , u, u¯ ∈ R, and t ∈ [0, T ],
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|H(0, 0, x, t)| ≤ K,(2.8)
H(0, u, x, t)−H(0, u¯, x, t) ≤ K(u− u¯) if u > u¯,(2.9)
|H(p, u, x, t)−H(p, u¯, x, t)| ≤ Km,n|u− u¯| if |u|, |u¯| ≤ m, |x| ≤ n,(2.10)
|H(0, u, x, t)| ≤ Km,n if |u| ≤ m, |x| ≤ n,(2.11)
|H(p, u, x, t)−H(p¯, u, x, t)| ≤ Km,n|p− p¯| if |u| ≤ m, |x| ≤ n.(2.12)
(B3) The function β is bounded and Lipschitz continuous on compact sub-
sets of RN .
Theorem 2.3. Under Assumption 2, there exists a bounded solution u ∈
C2,1(RN × [0, T )) ∩ C(RN × [0, T ]) to (1.1).
Proof. Note that for ε > 0 we can define a and H also for t ∈ [−ε, T ] by
the formula
a(x, t) := a(x, 0),
H(p, u, x, t) := H(p, u, x, 0), t ∈ [−ε, 0), (p, u, x) ∈ R2N+1.
Notice that H(pN , pN−1, . . . , p1, u, x, t) can be written as
H(pN , pN−1, . . . , p1, u, x, t) =
N∑
i=1
H i(pi, u, x, t)−H i−1(pi−1, u, x, t)
pi
pi
(2.13)
+
H(0, u, x, t)−H(0, 0, x, t)
u
u+H(0, 0, x, t),
where H i(pi, u, x, t) := H(0, . . . , 0, pi, . . . , p2, p1, u, x, t). Consider now a new
Hamiltonian of the form
Hk,m,l(p, u, x, t) := ξ
1
k(x)ξ
2
m(u)ξ
3
l (p)H(p, u, x, t), k,m, l ∈ N,
where
1 if |x| ≤ k,
ξ1k(x) :=
 2− |x|/k if k ≤ |x| ≤ 2k,0 if |x| ≥ 2k,
1 if |u| ≤ m,
ξ2m(u) :=
 2− |u|/m if m ≤ |u| ≤ 2m,0 if |u| ≥ 2m,
1 if |p| ≤ l,
ξ3l (p) :=
 2− |p|/l if l ≤ |p| ≤ 2l,0 if |u| ≥ 2l.
Notice that for a fixed compact set B ⊂ R2N+1 × [−ε, T ] there exists a
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collection of sufficiently large indices such that
Hk,m,l(p, u, x, t) = H(p, u, x, t), (p, u, x, t) ∈ B.
Moreover, for fixed k,m, l ∈ N there exists L(k,m, l) > 0 such that for all
(p, u, x, t), (p¯, u¯, x, t) ∈ R2N+1 × [0, T ] we have
|Hk,m,l(p, u, x, t)| ≤ L(k, l,m)(1 + |p|+ |u|),
|Hk,m,l(p, u, x, t)−Hk,m,l(p¯, u¯, x, t)| ≤ L(k, l,m)(|u− u¯|+ |p− p¯|).
Therefore, Theorem 2.2 can be applied for the Hamiltonian Hk,m,l. Suppose
that σ is the unique positive definite square root of a. By Friedman [14,
Chapter 6, Lemma 1.1], σ is Lipschitz continuous on compact subsets of
RN × [0, T ]. Define
σk(x, t) :=
{
σ(x, t) if |x| ≤ k,
σ(kx/|x|, t) if |x| > k, ak := σkσ
T
k , βk(x) := ξ
1
k(x)β(x).
This implies that there exists a bounded solution uk,m,l ∈ C2,1(RN×(−ε, T ))
∩ C(RN × (−ε, T ]) to{
ut +
1
2 Tr(ak(x, t)D
2
xu) +Hk,m,l(Dxu, u, x, t) = 0, (x, t) ∈ RN × (−ε, T ),
u(x, T ) = βk(x), x ∈ RN .
Our reasoning here is based on Arzelà–Ascoli’s Lemma, so we need to prove
some bounds for derivatives of uk,m,l. Taking advantage of (2.13) we can
find Borel measurable functions bk,m,l, hk,m,l and fk,m,l such that uk,m,l is a
solution to
ut +
1
2 Tr(ak(x, t)D
2
xu) + bk,m,l(x, t)Dxu+ hk,m,l(x, t)u+ fk,m,l(x, t) = 0
with the terminal condition u(x, T ) = βk(x). Namely, let
fk,m,l(x, t) := Hk,m,l(0, 0, x, t),
bik,m,l(x, t) :=
[H ik,m,l(uxi(x, t), u(x, t), x, t)−H i−1k,m,l(uxi−1(x, t), u(x, t), x, t)]
uxi(x, t)
(if uxi(x, t) 6= 0 and 0 otherwise), and
hk,m,l(x, t) :=
{
[Hk,m,l(0,u(x,t),x,t)−Hk,m,l(0,0,x,t)]
u(x,t) , u(x, t) 6= 0,
0, u(x, t) = 0.
Conditions (2.8) and (2.9) imply
hk,m,l(x, t) ≤ K, |fk,m,l(x, t)| ≤ K,
for all k,m, l ∈ N and (x, t) ∈ RN × (−ε, T ]. We can now use the standard
Feynman–Kac type theorem to obtain a stochastic representation of the form
uk,m,l(x, t) = Ex,t
[T
t
e
	s
t hk,m,l(Xl,l) dlfk,m,l(Xs, s) ds+ e
	T
t hk,m,l(Xl,l) dlβk(XT )
]
,
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where dXt = bk,m,l(Xt, t)dt + σk(Xt, t)dWt, σkσTk = ak. The existence of a
strong solution to this stochastic differential equation was proved by Vereten-
nikov [29]. Since the functions β and fk,m,l are bounded, and hk,m,l is bounded
above, there exists m∗ > 0 independent of k and m such that
|uk,m,l(x, t)| ≤ m∗.
This indicates that uk,l(x, t) := uk,m∗,l(x, t) is a solution to{
ut +
1
2 Tr(ak(x, t)D
2
xu) +Hk,l(Dxu, u, x, t) = 0, (x, t) ∈ RN × (−ε, T ),
u(x, T ) = β(x), x ∈ RN ,
where Hk,l(p, u, x, t) := ξ1k(x)ξ
3
l (p)H(p, u, x, t). Repeating the procedure de-
scribed above, we can find Borel measurable functions bk,l, hk,l and fk,l such
that uk,l is a solution to
ut +
1
2 Tr(ak(x, t)D
2
xu) + bk,l(x, t)Dxu+ hk,l(x, t)u+ fk,l(x, t) = 0
with the terminal condition u(x, T ) = βk(x). We have
hk,l(x, t) ≤ K, |fk,l(x, t)| ≤ K
and
|hk,l(x, t)| ≤ Km∗,n, (x, t) ∈ Bn × [0, T ].
We still need a bound which is independent of k, l. To apply Arzelà–Ascoli’s
Lemma it is sufficient to prove such a bound for each set Bn × [−δn, tn],
where Bn = {x ∈ RN | |x| ≤ n} and δn and tn are sequences converging to
ε and T respectively. To get the estimates, we first consider any function ϕ
which satisfies the uniform Lipschitz condition with constant L > 0:
|ϕ(z)− ϕ(z¯)| ≤ L|z − z¯|, z, z¯ ∈ RN .
The Lipschitz condition implies linear growth:
|ϕ(z)| ≤ L|z|+ |ϕ(0)|, z ∈ RN .
Next, we need to estimate |ξ3l (z)ϕ(z) − ξ3l (z¯)ϕ(z¯)| for z, z¯ ∈ RN . We can
assume that |z| ≤ 2l or |z¯| ≤ 2l. Otherwise |ξ3l (z)ϕ(z) − ξ3l (z¯)ϕ(z¯)| = 0.
Without loss of generality we can assume that |z¯| ≤ 2l. We have
|ξ3l (z)ϕ(z)− ξ3l (z¯)ϕ(z¯)| ≤ |ξ3l (z)| |ϕ(z)− ϕ(z¯)|+ |ϕ(z¯)| |ξ3l (z)− ξ3l (z¯)|
≤ L|z − z¯|+ (2lL+ |ϕ(0)|)|ξ3l (z)− ξ3l (z¯)|
≤
[
L+
1
l
(2lL+ |ϕ(0)|)
]
|z − z¯|, z, z¯ ∈ RN .
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Therefore, using additionally (2.11) and (2.12), we get∣∣H ik,l(uxi(x, t), u(x, t), x, t)−H i−1k,l (uxi−1(x, t), u(x, t), x, t)∣∣
≤
[
1
l
(2lKm∗,n + |H(0, u, x, t)|) +Km∗,n
]
|uxi(x, t)|
≤
[
1
l
(2lKm∗,n +Km∗,n) +Km∗,n
]
|uxi(x, t)|, (x, t) ∈ Bn × [0, T ], k > n.
This implies that the coefficient bk,l is uniformly bounded on Bn × [−δn, tn]
for sufficiently large l.
So far we have obtained uniform bounds for bk,l, hk,l, fk,l onBn×[−δn, tn].
To find bounds for uk,l, (uk,l)t, Dxuk,l, D2xuk,l and their Hölder norms uni-
formly on every set Bn × [0, tn], we make the following reasoning:
(1) We use Lieberman [13, Ths. 7.20, 7.22] to get uniform bounds for
Lp(Bn × [−δn, tn]) norms of uk,l, (uk,l)t, Dxuk,l, D2xuk,l. For a more
general and more readable result, see Crandall et al. [6, Theorem 9.1].
(2) We use Fleming and Rishel [10, Appendix E, E9] to get uniform bounds
for uk,l, Dxuk,l and their Hölder norms on Bn × [−δn, tn].
(3) We use bounds for uk,l and Dxuk,l to ensure that for fixed n ∈ N and
for sufficiently large k, l we have
Hk,l
(
Dxuk,l(x, t), uk,l(x, t), x, t
)
= H
(
Dxuk,l(x, t), uk,l(x, t), x, t
)
for (x, t) ∈ Bn × [−δn, tn].
(4) We can use this fact to obtain a uniform bound on the Hölder norm on
Bn × [−δn, tn] for the family Hk,l(Dxuk,l(x, t), uk,l(x, t), x, t).
(5) We already know that uk,l is a classical solution to the problem
ut+
1
2 Tr(ak(x, t)D
2
xu)+Hk,l(Dxuk,l, uk,l, x, t) = 0, (x, t) ∈ Bn×[−δn, tn].
(6) Now, it is sufficient to apply Fleming and Rishel [10, Appendix E, E10]
(which is in fact due to Ladyzhenskaya et al. [22, Chapter IV, Theorem
10.1]) to get uniform bounds for the remaining derivatives and their
Hölder norms.
The bounds for the derivatives ensure that uk,l, (uk,l)t, Dxuk,l, D2xuk,l are
uniformly bounded, while the bounds for the Hölder norms ensure equicon-
tinuity of uk,l, (uk,l)t Dxuk,l, D2xuk,l on Bn × [0, tn]. Thus, we can use the
Arzelà–Ascoli Lemma on each set Bn×[0, tn] to deduce that for each given se-
quence (kn, ln, n ∈ N) there exists a subsequence (knµ , lnµ , µ ∈ N) such that
the sequences (uknµ ,lnµ , µ ∈ N), ((uknµ ,lnµ )t, µ ∈ N), (Dxuknµ ,lnµ , µ ∈ N),
(D2xuknµ ,lnµ , µ ∈ N) are uniformly convergent on Bn × [0, tn]. By the stan-
dard diagonal argument, there exists a sequence (knµ , lnµ , µ ∈ N) such that
(uknµ ,lnµ , µ ∈ N) converges locally uniformly together with suitable deriva-
tives to a function u ∈ C2,1(RN × [0, T )).
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Now, we need only prove that u is continuous on the boundary RN×{T}.
Let us apply the Itô rule to the function uk,l and the stochastic system
dXt(k) = σk(Xt(k), t)dWt, and write
Ek,lx,tuk,l(XT∧τk(x,t)(k), T ∧ τk(x, t)) = uk,l(x, t)
+ Ek,lx,t
T∧τk(x,t)
t
[−hk,l(Xs(k), s)uk,l(Xs(k), s)− fk,l(Xs(k), s)] ds,
where τk(x, t) = inf{s ≥ t | Xs(k)(x, t) 6∈ B} for a sufficiently large closed
ball B. The symbol Ek,lx,t is used to denote the expected value under the
measure given by the Girsanov transform
dQk,l
dP
:= Zk,lx,t,T := e
	T∧τk(x,t)
t σ
−1
k bk,l(Xs(k),s) dWs− 12
	T∧τk(x,t)
t |σ−1k bk,l(Xs(k),s)|2 ds.
Note that the definition of τ does not depend on k because there exists k0 ∈ N
such that for all k ≥ k0 we have B ⊂ Bk, and consequently if k, l ≥ k0 then
by Friedman [14, Theorem 2.1, Section 5] we get P (τk(x, t) = τl(x, t)) = 1
and P (supt≤s≤τk(x,t) |Xs(k) − Xs(l)| = 0) = 1. Therefore, we will further
omit the variable k in the notation for the process X and the stopping time
τ(x, t). Until random time τ(x, t) the process X takes its values in B, and
the coefficients bk,l, hk,l, fk,l are uniformly bounded on B × [0, T ]. Take any
(x, t) ∈ B × [0, T ], and suppose that x¯ ∈ IntB and (x, t) ∈ IntB × [0, T ].
Then
|uk,l(x, t)− β(x¯)| ≤ |Ex,tZk,lx,t,Tuk,l(XT∧τ(x,t), T ∧ τ(x, t))− β(x¯)|
+ Ex,tZk,lx,t,T
T∧τ(x,t)
t
|hk,l(Xs(k), s)uk,l(Xs, s) + fk,l(Xs, s)| ds.
Furthermore,
|Ex,tZk,lx,t,Tuk,l(XT∧τ(x,t), T ∧ τ(x, t))− β(x¯)|
≤ Ex,tZk,lx,t,T |uk,l(XT∧τ(x,t), T ∧ τ(x, t))− β(x¯)|
≤
√
Ex,t[Zk,lx,t,T ]2
√
Ex,t|uk,l(XT∧τ(x,t), T ∧ τ(x, t))− β(x¯)|2.
The random variable [Zk,lx,t,T ]
2 can be rewritten as a product of the Girsanov
exponent and a uniformly bounded random variable. In addition,
Ex,t|uk,l(XT∧τ(x,t), T ∧ τ(x, t))− β(x¯)|2
= Ex,t|β(XT∧τ(x,t))− β(x¯)|2χ{supt≤s≤T∧τ(x,t) |Xs|<RB}
+ Ex,t|uk,l(XT∧τ(x,t), T ∧ τ(x, t))− β(x¯)|2χ{supt≤s≤T∧τ(x,t) |Xs|≥RB}
=: I1 + I2,
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where RB denotes the radius of B. The expression I1 is independent of k, l
for k, l ≥ k0 and by the standard diffusion estimates it converges to 0 as
(x, t) → (x¯, T ). The same holds for I2 because |uk,l(x, t)| ≤ m∗ and by
martingale inequalities we have
Px,t
(
sup
t≤s≤T∧τ(x,t)
|Xs| ≥ RB
)
≤ Px,t
(
sup
t≤s≤T∧τ(x,t)
∣∣∣ s
t
σ(Xr) dWr
∣∣∣ ≥ RB − |x|)
≤ 1
RB − |x|Ex,t
∣∣∣T∧τ(x,t)
t
σ(Xr, r) dWr
∣∣∣.
Additionally, by the Itô isometry and the Cauchy–Schwarz inequality,
Ex,t
∣∣∣T∧τ(x,t)
t
σ(Xr, r) dWr
∣∣∣
≤
[
Ex,t
∣∣∣T∧τ(x,t)
t
Tr(σ(Xr, r)σ(Xr, r)) dr
∣∣∣]1/2 → 0 as t→ T.
As a consequence, |uk,l(x, t)−β(x¯)| admits an estimate which is independent
of k, l and converges to 0 as (x, t) → (x¯, T ). Therefore, the same holds for
|u(x, t)− β(x¯)|. This implies the continuity of u.
As mentioned in the Introduction, our result can be applied to models
with state dependent bounds for the control set. Let us consider the follow-
ing example describing a variant of the optimal dividend payment problem,
which is one of the most important actuarial control problems. Let us define
the insurer surplus process:
dXt = [µ− dt]dt+ σ dWt,
where µ, σ ∈ R, σ 6= 0 and W is a one-dimensional Brownian motion. The
progressively measurable process dt is the dividend payment intensity. We
assume that dt cannot exceed some fraction of the surplus process, and there
is no payment at all when the surplus is negative. So, we should always
have 0 ≤ dt ≤ κX+t . The problem of the insurer is to maximize the overall
discounted utility of dividend payments, i.e.
Ex,t
T
t
e−w(k−t)f(dk) dk,
where the function f can be considered as a utility function and w as a
discount rate. In the formulation of the problem we can also use some penalty
function to penalize the objective for allowing the surplus to be negative, but
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that is not crucial to our analysis. The HJB equation for this problem is
ut +
1
2σ
2D2xu+ max
0≤d≤κx+
[(µ− d)Dxu+ f(d)]− wu = 0, u(x, T ) = 0.
In this case
(2.14) H(p, u, x, t) = max
0≤d≤κx+
[(µ− d)p+ f(d)− wu].
More generally, we assume that
(2.15) H(p, u, x, t) = max
0≤d≤m(x,t)
h(p, u, x, t, d).
Proposition 2.4. Let the function h be Lipschitz continuous on com-
pact subsets of R3 × [0, T ]× R, satisfy conditions (2.8) and (2.9) uniformly
with respect to d ∈ R and conditions (2.10)–(2.12) uniformly with respect to
d ∈ U for all compacts U ⊂ R, and let the function m be Lipschitz contin-
uous on compact subsets of R× [0, T ]. Then the function H given by (2.15)
satisfies (B2).
Proof. Almost all conditions in (B2) concerning the variables p and u
are trivial or very easy to prove by just using the inequality∣∣∣ max
0≤d≤m(x,t)
h(p, u, x, t, d)− max
0≤d≤m(x,t)
h(p¯, u¯, x, t, d)
∣∣∣
≤ max
0≤d≤m(x,t)
|h(p, u, x, t, d)− h(p¯, u¯, x, t, d)|.
Local Lipschitz continuity in (x, t) is much harder to prove. For fixed
(p¯, u¯) ∈ RN+1 we have∣∣∣ max
0≤d≤m(x,t)
h(p¯, u¯, x, t, d)− max
0≤d≤m(x¯,t¯)
h(p¯, u¯, x¯, t¯, d)
∣∣∣
≤
∣∣∣ max
0≤d≤m(x,t)
h(p¯, u¯, x, t, d)− max
0≤d≤m(x,t)
h(p¯, u¯, x¯, t¯, d)
∣∣∣
+
∣∣∣ max
0≤d≤m(x,t)
h(p¯, u¯, x¯, t¯, d)− max
0≤d≤m(x¯,t¯)
h(p¯, u¯, x¯, t¯, d)
∣∣∣.
The first term on the right hand side can be estimated by using the assumed
local Lipschitz continuity: for a given compact set B ⊂ R3 × [0, T ] there
exists LB > 0 such that for all (p¯, u¯, x, t), (p¯, u¯, x¯, t¯) ∈ B,
(2.16)
∣∣∣ max
0≤d≤m(x,t)
h(p¯, u¯, x, t, d)− max
0≤d≤m(x,t)
h(p¯, u¯, x¯, t¯, d)
∣∣∣
≤ max
0≤d≤m(x,t)
|h(p¯, u¯, x, t, d)− h(p¯, u¯, x¯, t¯, d)| ≤ LB(|x− x¯|+ |t− t¯|).
To estimate the second term we will consider three cases.
Case I: The maximum of h(p¯, u¯, x¯, t¯, d) over [0,m(x¯, t¯)] is attained at
some point d∗ 6= m(x¯, t¯). Then by local Lipschitz continuity of m and h we
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can find a sufficiently small neighbourhood of (x¯, t¯) such that the maximum
of h(p¯, u¯, x¯, t¯, d) over 0 ≤ d ≤ m(x, t) is still attained at d∗. In that case∣∣∣ max
0≤d≤m(x,t)
h(p¯, u¯, x¯, t¯, d)− max
0≤d≤m(x¯,t¯)
h(p¯, u¯, x¯, t¯, d)
∣∣∣ = 0.
Case II: The maximum of h(p¯, u¯, x¯, t¯, d) is attained at d∗ = m(x¯, t¯)
and m(x, t) < m(x¯, t¯). Then there still exists a neighbourhood such that
max0≤d≤m(x,t) h(p¯, u¯, x¯, t¯, d) = h(p¯, u¯, x¯, t¯, d∗).
Case III: The maximum of h(p¯, u¯, x¯, t¯, d) is attained at d∗ = m(x¯, t¯)
and m(x, t) > m(x¯, t¯). Then the maximum over [0,m(x, t)] is attained at
dˆ ∈ [m(x¯, t¯),m(x, t)]. In that case∣∣∣ max
0≤d≤m(x¯,t¯)
h(p¯, u¯, x¯, t¯, d)− max
0≤d≤m(x,t)
h(p¯, u¯, x¯, t¯, d)
∣∣∣
= |h(p¯, u¯, x¯, t¯, d∗)− h(p¯, u¯, x¯, t¯, dˆ)|.
The function h is Lipschitz continuous on compact subsets of R3× [0, T ]×R,
so for every compact set B ⊂ R3 × [0, T ] there exists L > 0 such that for all
(p¯, u¯, x¯, t¯) ∈ B,
|h(p¯, u¯, x¯, t¯, d∗)− h(p¯, u¯, x¯, t¯, dˆ)| ≤ L|d∗ − dˆ| ≤ L|m(x¯, t¯)−m(x, t)|.
It remains to apply the assumed local Lipschitz continuity of m.
Collecting all inequalities together, we find that for any compact set
B ⊂ R3×[0, T ] there exists a constant L > 0 such that for any (p¯, u¯, x¯, t¯) ∈ B
there is a small neighbourhood U(p¯,u¯,x¯,t¯) such that
(2.17)
∣∣∣ max
0≤d≤m(x,t)
h(p, u, x, t, d)− max
0≤d≤m(x¯,t¯)
h(p¯, u¯, x¯, t¯, d)
∣∣∣
≤ L|(p, u, x, t)− (p¯, u¯, x¯, t¯)|
for all (p, u, x, t, d) ∈ U(p¯,u¯,x¯,t¯). The fact that the constant L > 0 depends
only on the compact set B and not on the particular choice of (p¯, u¯, x¯, t¯)
implies local Lipschitz continuity of H. Namely, let B ⊂ R3 × [0, T ] be
a compact and convex set of the form {x ∈ R3 | |x| ≤ R} × [0, T ]. Fix
z = (p, u, x, t), z¯ = (p¯, u¯, x¯, t¯) ∈ B and consider the compact set (the line
connecting z and z¯)
O[z,z¯] = {z + α(z¯ − z) | α ∈ [0, 1]} ⊂ B.
For each point z ∈ B there exists Uz (we may assume it is an open ball)
on which (2.17) holds. Compactness of O[z,z¯] implies that there exist finitely
many points z = z1, z2, . . . , zn = z¯ ∈ O[z,z¯] (we can order them according to
the increasing euclidean distance from z) such that for every ordered pair
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zi, zi+1 we have zi, zi+1 ∈ U¯zi or zi, zi+1 ∈ U¯zi+1 . In that case
|H(z)−H(z¯)| ≤
n∑
i=2
|H(zi)−H(zi−1)| ≤ L
n∑
i=2
|zi − zi−1| = L|z − z¯|.
3. Isaacs equation. Now, our primary concern is to solve the semilinear
equation
(3.1) ut + 12 Tr(a(x, t)D
2
xu)
+ max
δ∈D
min
η∈Γ
(
i(x, t, δ, η)Dxu+ h(x, t, δ, η)u+ f(x, t, δ, η)
)
= 0,
(x, t) ∈ RN × [0, T ),
with the terminal condition u(x, T ) = β(x).
Assumption 3.
(C1) The matrix [ai,j(x, t)], i, j = 1, . . . , N , is symmetric, and its coefficients
are Lipschitz continuous on compact subsets in RN×[0, T ]. In addition
there exists a constant µ > 0 such that for any ξ ∈ RN ,
N∑
i,j=1
ai,j(x, t)ξiξj ≥ µ|ξ|2, (x, t) ∈ RN × [0, T ].
(C2) The functions f , h, i are continuous, and there exists a strictly positive
sequence {Ln}n∈N such that for all ζ = f, h, i and all δ ∈ D, η ∈ Γ ,
(x, t) ∈ Bn × [0, T ],
|ζ(x, t, δ, η)− ζ(x¯, t¯, δ, η)| ≤ Ln(|x− x¯|+ |t− t¯|).
(C3) The function β is uniformly bounded and Lipschitz continuous on
compact subsets of RN .
(C4) The function f is uniformly bounded and h is bounded above.
We can now present an immediate consequence of Theorem 2.3.
Corollary 3.1. Under Assumption 3, there exists a bounded classical
solution u ∈ C2,1(RN × [0, T )) ∩ C(RN × [0, T ]) to (3.1).
Proof. For the proof it is sufficient to define
H(p, u, x, t) := max
δ∈D
min
η∈Γ
Π(p, u, x, t, δ, η),
where
Π(p, u, x, t, δ, η) = i(x, t, δ, η)p+ h(x, t, δ, η)u+ f(x, t, δ, η),
and use the inequality
|H(p, u, x, t)−H(p¯, u¯, x¯, t¯)|≤max
δ∈D
max
η∈Γ
|Π(p, u, x, t, δ, η)−Π(p¯, u¯, x¯, t¯, δ, η)|.
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In some cases it is possible to extend the above result to the case when
f and g may be unbounded. We first need the following lemma:
Lemma 3.2. Assume that X(n) is a strong solution to
dXt = bn(Xt, t, ω)dt+ σn(Xt, t, ω) dWt,
where bn and σn are sequences of continuous functions such that
bn : RN × [0, T ]×Ω → RN , σn : RN × [0, T ]×Ω → L(RN ,RN )
and there exist K,M > 0 such that for all x ∈ RN , n ∈ N and ω ∈ Ω,
|bn(x, t, ω)| ≤ K(1 + |x|), |σn(x, t, ω)| ≤M.
Then for all A > 0 there exists a continuous function Rˆ such that for all
n ∈ N and (x, t) ∈ RN × [0, T ],
Ex,t sup
t≤s≤T
eA|Xs(n)| ≤ Rˆ(x).
Proof. We start by proving some pathwise inequalities which hold almost
surely in Ω. If bn has linear growth, then there exists K > 0 such that for
all k ∈ [t, T ],
|Xk(n)| ≤ |x|+KT +K
k
t
|Xs(n)| ds+ sup
0≤k≤T
∣∣∣ k
t
σn(Xs(n), s, ω) dWs
∣∣∣.
Therefore,
|Xk(n)| ≤ AT +K
k
t
|Xs(n)| ds, t ≤ k ≤ T,
where
AT :=
(
|x|+KT + sup
t≤k≤T
∣∣∣ k
t
σn(Xs(n), s, ω) dWs
∣∣∣).
Using the Gronwall inequality we have
|Xk(n)| ≤
(
|x|+KT + sup
t≤k≤T
∣∣∣ k
t
σn(Xs(n), s, ω) dWs
∣∣∣)eKT .
Therefore, it is sufficient to find a uniform bound for
Ex,t sup
t≤k≤T
eA|
	k
t σn(Xs(n),s,ω) dWs|.
Existence results for Isaacs equations 19
Note that e|Z| ≤ eZ + e−Z and
Ex,t sup
t≤k≤T
eA
	k
t σ(Xs(n),s,ω) dWs
= Ex,t sup
t≤k≤T
eA
	k
t σn(Xs(n),s,ω) dWs− 12A2
	k
t Tr(σn(Xs(n),s,ω)σ
T
n (Xs(n),s,ω) ds
× e1/2A2
	k
t Tr(σn(Xs(n),s,ω)σ
T
n (Xs(n),s,ω)) ds.
Since σn is uniformly bounded, the process
e1/2A
2
	k
t Tr(σn(Xs(n),s,ω)σ
T
n (Xs(n),s,ω)) ds
is bounded as well. Now, we can use the martingale inequality to deduce the
existence of a uniform constant CT > 0 such that
Ex,t sup
t≤k≤T
Mnk ≤ CT
√
Ex,t[MnT ]2,
where
Mnt := e
A
	k
t σn(Xs(n),s,ω) dWs− 12A2
	k
t Tr(σn(Xs(n),s,ω)σ
T
n (Xs(n),s,ω)) ds.
The conclusion follows from the fact that [MnT ]
2 can be rewritten in the form
[MnT ]
2 = GnTN
n
T ,
where the random variable GnT is used to change the measure, and the family
NnT is uniformly bounded.
Assumption 4.
(D1) The matrix a is symmetric, a = σσT , and the coefficients σi,j(x, t),
i, j = 1, . . . , N , are Lipschitz continuous on compact subsets of RN ×
[0, T ]. In addition there exists a constant µ > 0 such that for any
ξ ∈ RN ,
N∑
i,j=1
ai,j(x, t)ξiξj ≥ µ|ξ|2, (x, t) ∈ RN × [0, T ].
(D2) The functions f , h, i are continuous and there exists a strictly positive
sequence {Ln}n∈N such that for all ζ = f, h, i and for all δ ∈ D, η ∈ Γ ,
(x, t) ∈ Bn × [0, T ],
|ζ(x, t, δ, η)− ζ(x¯, t¯, δ, η)| ≤ Ln(|x− x¯|+ |t− t¯|).
(D3) The function β is Lipschitz continuous on compact subsets of RN .
(D4) There exist A,B > 0 such that either for all δ ∈ D, η ∈ N , (x, t) ∈
RN × [0, T ],
|f(x, t, δ, η)|+ |β(x)| ≤ BeA|x|, |σ(x, t)| ≤ B,
|h(x, t, δ, η)|+ |i(x, t, δ, η)| ≤ B(1 + |x|)
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or for all δ ∈ D, η ∈ N , (x, t) ∈ RN × [0, T ],
|f(x, t, δ, η)|+ |β(x)| ≤ BeA|x|, |σ(x, t)| ≤ B,
|i(x, t, δ, η)| ≤ B(1 + |x|), h(x, t, δ, η) ≤ B.
Theorem 3.3. Under Assumption 4, there exists a classical solution u ∈
C2,1(RN × [0, T )) ∩ C(RN × [0, T ]) to (3.1).
Proof. Define
σn(x, t) :=
{
σ(x, t) if |x| ≤ n,
σ(nx/|x|, t) if |x| ≥ n, an := σnσ
T
n , βn(x) := ζn(x)β(x),
in(x, t, δ, η) := ζn(x)i(x, t, δ, η), fn(x, t, δ, η) := ζn(x)f(x, t, δ, η),
hn(x, t, δ, η) := ζn(x)h(x, t, δ, η)
or
hn(x, t, δ, η) := h(x, t, δ, η) (if h(x, t, δ, η) ≤ B),
where
ζn(z) :=

1 if |z| ≤ n,
2− |z|/n if n ≤ |z| ≤ 2n,
0 if |z| ≥ 2n.
The functions an, fn, in, hn, βn are bounded (or bounded above in the case
of hn) and we still have
|hn(x, t, δ, η)|+ |in(x, t, δ, η)| ≤ B(1 + |x|) or hn(x, t, δ, η) ≤ B,(3.2)
|fn(x, t, δ, η)|+ |βn(x)| ≤ BeA|x|,(3.3)
|σn(x, t)| ≤ B.(3.4)
Let un denote any classical solution to the equation
(3.5) ut + 12 Tr(an(x, t)D
2
xu)
+ max
δ∈D
min
η∈Γ
(
in(x, t, δ, η)Dxu+ hn(x, t, δ, η)u+ fn(x, t, δ, η)
)
= 0,
(x, t) ∈ RN × [0, T ),
with the terminal condition u(x, T ) = βn(x, T ). Applying measurable se-
lection theorems to min and max in (3.5), we can find Borel measurable
coefficients i∗n, f∗n, h∗n such that un is a solution to
(3.6) ut + 12 Tr(an(x, t)D
2
xun) +
(
i∗n(x, t)Dxun + h
∗
n(x, t)un + f
∗
n(x, t)
)
= 0.
For un we have the following stochastic representation:
un(x, t) = Ex,t
( T
t
e
	s
t h
∗
n(Xk,k)dkf∗n(Xs, s) ds+ e
	T
t h
∗
n(Xk,k)dkβn(XT )
)
.
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Since we have (3.2)–(3.4), we can use Lemma 3.2 to see that there exists a
continuous function R(x) such that for all (x, t) ∈ RN × [0, T ],
sup
n
Ex,t
( T
t
e
	s
t h
∗
n(Xk,k)dk|f∗n(Xs, s)|ds+ e
	T
t h
∗
n(Xk,k)dk|βn(XT )|
)
≤ R(x),
and consequently supn |un(x, t)| ≤ R(x). Now we can use the reasoning from
the proof of Theorem 2.3.
Acknowledgments. I would like to gratefully thank the referees for a
careful reading of the manuscript and a list of helpful recommendations.
References
[1] D. Addona, A semi-linear backward parabolic Cauchy problem with unbounded coef-
ficients of Hamilton Jacobi Bellman type and applications to optimal control, Appl.
Math. Optim. 72 (2014), 1–28.
[2] D. Addona, L. Angiuli and L. Lorenzi, Hypercontractivity, supercontractivity, ultra-
boundedness and stability in semilinear problems, Adv. Nonlinear Anal. (2017, online),
doi:10.1515/anona-2016-0166.
[3] L. Angiuli and A. Lunardi, Semilinear nonautonomous parabolic equations with un-
bounded coefficients in the linear part, Nonlinear Anal. 125 (2015), 468–497.
[4] D. Becherer and M. Schweizer, Classical solutions to reaction-diffusion systems for
hedging problems with interacting Itô and point processes, Ann. Appl. Probab. 15
(2005), 1111–1144.
[5] B. Berdjane and S. Pergamenshchikov, Optimal consumption and investment for mar-
kets with random coefficients, Finance Stoch. 17 (2013), 419–446.
[6] M. G. Crandall, M. Kocan and A. Święch, Lp-theory for fully nonlinear uniformly
parabolic equations, Comm. Partial Differential Equations 25 (2000), 1997–2053.
[7] F. Delarue and G. Guatteri, Weak existence and uniqueness for forward-backward
SDE, Stoch. Process. Appl. 116 (2006), 1712–1742.
[8] P. Dupuis and M. R. James, Rates of convergence for approximation schemes in
optimal control, SIAM J. Control. Optim. 36 (1998), 719–741.
[9] W. H. Fleming and W. M. McEneaney, Risk-sensitive control on an infinite time
horizon, SIAM J. Control. Optim. 33 (1995), 1881–1915.
[10] W. H. Fleming and R. W. Rishel, Deterministic and Stochastic Optimal Control,
Springer, New York, 1975.
[11] W. H. Fleming and H. M. Soner, Controlled Markov Processes and Viscosity Solutions,
2nd ed., Springer, New York, 2006.
[12] W. H. Fleming and P. E. Souganidis, On the existence of value functions of two player,
zero sum stochastic differential games, Indiana Univ. Math. J. 38 (1989), 293–314.
[13] A. Friedman, Partial Differential Equations of Parabolic Type, Prentice-Hall, Engle-
wood Cliffs, NJ, 1964.
[14] A. Friedman, Stochastic Differential Equations and Applications. Vol. 1, Probab.
Math. Statist. 28, Academic Press, New York, 1975.
[15] A. Friedman, The Cauchy problem for first order partial differential equations, Indiana
Univ. Math. J. 23 (1973), 27–40.
22 D. Zawisza
[16] D. Hernández-Hernández and A. Schied, A control approach to robust utility maxi-
mization with logarithmic utility and time-consistent penalties, Stoch. Process. Appl.
117 (2007), 980–1000.
[17] H. Kraft, T. Seiferling and F. T. Seifried, Optimal consumption and investment with
Epstein–Zin recursive utility, Finance Stoch. 21 (2017), 187–226.
[18] J. D. López-Barrientos, H. Jasso-Fuentes and B. A. Escobedo-Trujillo, Discounted
robust control for Markov diffusion processes, TOP 23 (2015), 53–76.
[19] H. Jasso-Fuentes and J. D. López-Barrientos, On the use of stochastic differential
games against nature to ergodic control problems with unknown parameters, Int. J.
Control 88 (2015), 897–909.
[20] O. A. Ole˘ınik and S. N. Kruzhkov, Quasilinear parabolic equations of second order
with many independent variables, Russian Math. Surveys 16 (1961), 105–146.
[21] M. Kunze, L. Lorenzi and A. Lunardi, Nonautonomous Kolmogorov parabolic equa-
tions with unbounded coefficients, Trans. Amer. Math. Soc. 362 (2010), 169–198.
[22] O. A. Ladyzhenskaya, V. A. Solonnikov and N. N. Ural’tseva, Linear and Quasilinear
Equations of Parabolic Type, Nauka, Moscow, 1967 (in Russian); English transl.:
Amer. Math. Soc., Providence, RI, 1968.
[23] G. M. Lieberman, Second Order Parabolic Differential Equations, World Sci., River
Edge, NJ, 1996.
[24] L. Lorenzi, Nonautonomous Kolmogorov equations in the whole space: a survey on
recent results, Discrete Contin. Dynam. Systems Ser. S 6 (2013), 731–760.
[25] J. Ma and J. Yong, Forward-Backward Stochastic Differential Equations and Their
Applications, Springer Science and Business Media, 1999.
[26] G. Rubio, Existence and uniqueness to the Cauchy problem for linear and semilinear
parabolic equations with local conditions, ESAIM Proc. 31 (2011), 73–100.
[27] A. Schied, Robust optimal control for a consumption-investment problem, Math. Meth-
ods Oper. Res. 67 (2008), 1–20.
[28] R. Tevzadze, T. Toronjadze and T. Uzunashvili, Robust utility maximization for
a diffusion market model with misspecified coefficients, Finance Stoch. 17 (2013),
535–563.
[29] A.Yu.Veretennikov,On strong solutions and explicit formulas for solutions of stochastic
integral equations, Math. USSR-Sb. 39 (1981), 387–403.
[30] A. Xepapadeas, The cost of ambiguity and robustness in international pollution control,
in: Climate Change and Common Sense: Essays in honour of Tom Schelling (R. W.
Hahn and A. Ulph, eds.), Oxford Univ. Press, 2012.
[31] D. Zawisza, Robust consumption-investment problem on infinite horizon, Appl. Math.
Optim. 72 (2015), 469–491.
[32] D. Zawisza, Smooth solutions to discounted reward control problems with unbounded
discount rate and financial applications, arXiv:1602.00899 (2016).
[33] D. Zawisza, Target achieving portfolio under model misspecification: quadratic opti-
mization framework, Appl. Math. (Warsaw) 39 (2012), 425–443.
Dariusz Zawisza
Institute of Mathematics
Faculty of Mathematics and Computer Science
Jagiellonian University
Łojasiewicza 6
30-348 Kraków, Poland
E-mail: dariusz.zawisza@im.uj.edu.pl
View publication stats
