Background. Microsimulation models often compute the distribution of a simulated cohort's risk factors and medical outcomes over time using repeated waves of cross-sectional data. We sought to develop a strategy to simulate how risk factor values remain correlated over time within individuals, and compare it to available alternative methods. Methods. We developed a method using shortest-distance matching for modeling changes in risk factors in individuals over time, which preserves both the cohort distribution of each risk factor as well as the cross-sectional correlation between risk factors observed in repeated cross-sectional data. We compared the performance of the method with rank stability and regression methods, using both synthetic data and data from the Framingham Offspring Heart Study (FOHS) to simulate a cohort's atherosclerotic cardiovascular disease (ASCVD) risk. Results. The correlation between risk factors was better preserved using the shortest distance method than with rank stability or regression (root mean squared difference = 0.077 with shortest distance, v. 0.126 with rank stability and 0.146 with regression in FOHS, and 0.052, 0.426 and 0.352, respectively, in the synthetic data). The shortest distance method generated population ASCVD risk estimate distributions indistinguishable from the true distribution in over 99.8% of cases (Kolmogorov-Smirnov, P . 0.05), outperforming some existing regression methods, which produced ASCVD distributions statistically distinguishable from the true one at the 5% level around 15% of the time. Limitations. None of the methods considered could predict individual longitudinal trends without error. The shortest-distance method was not statistically inferior to rank stability or regression methods for predicting individual risk factor values over time in the FOHS. Conclusions. A shortest distance method may assist in preserving risk factor correlations in microsimulations informed by cross-sectional data.
Microsimulation models track simulated cohorts of individuals in terms of their risk factors and health outcomes over time, and have become increasingly popular for their flexibility and scalability in simulating diseases as varied as cancer, cardiovascular disease, tuberculosis, and HIV. [1] [2] [3] Microsimulations not only simulate the cohort average values of risk factors and health outcomes, but also simulate the whole risk factor distribution, which is particularly useful for identifying high-risk cases for intervention targeting. Microsimulations must therefore capture serial correlations in risk factors over time to make accurate predictions about future disease risks or compare the likely effectiveness of alternative interventions. In the case where sufficient longitudinal data is available, statistical methods, such as vector autoregressive or multivariate generalized linear mixed models, may be used to estimate risk factor distributions over time. Yet, in many cases, microsimulation models are not developed from longitudinal data due to the limited availability of such data; hence, short-term longitudinal data or, commonly, repeated cross-sectional data, are used. 2, [4] [5] [6] Microsimulation modelers therefore face the challenge of not observing risk factor changes for individuals directly, and must infer individuals' risk factor values over time and correlations between risk factors at each time period from repeated cross-sectional data or limited longitudinal data.
Inferring correlations between risk factors is particularly important for the accuracy of estimating disease risk in chronic disease models, as multiple risk factors are considered in composite risk scores that can direct treatment choices. 7 For example, current guidelines for the treatment of cardiovascular disease using statin medications suggest that physicians use a risk calculator for estimating the 10-year risk of atherosclerotic cardiovascular disease (ASCVD, which is defined as nonfatal or fatal myocardial infarction or stroke) and treating individuals with a statin when they have a 10-year risk greater than or equal to 7.5%; the risk calculation depends on having high combinations of cholesterol, blood pressure, and other related risk factors. 8 Error in the correlation between risk factors may mean the over-or underestimation of these risks, and lead to error in both individual and population forecasts for risk, treatment indication, and treatment cost-effectiveness. Similarly, the most widely used model for type 2 diabetes, the United Kingdom Prospective Diabetes Study (UKPDS) model, which estimates health outcomes (myocardial infarction, congestive heart failure) based on combinations of body mass index, hemoglobin A1c levels, blood pressure, cholesterol, and other risk factors, implicates a higher need for treatment of individuals with higher values of a combination of risk factors. 9 Diabetes guidelines further suggest that it is beneficial to direct treatments to the highest-risk individuals first, as treatment itself has considerable risks from side-effects; the UKPDS model is useful for predicting long-term complications. 5 Microsimulation modelers have commonly used 2 methods to approximate individual's risk factor correlations over time using repeated cross-sectional data or limited longitudinal data. Some modelers use the ''rank stability'' method, 2, 4, 7 which assumes individuals' rank in the population for each risk factor remains constant over time. For example, the simulated person with the highest blood pressure in the population will again (subject to survival) have the highest blood pressure 1 y later, when the blood pressure distribution is sampled from the next age group's distribution. The rank stability method maintains consistency of risk factor values between years, and allows the simulated risk factor distribution to match the observed data at each time period. The rank stability method may not accurately reflect the correlation between risk factors, as the value of each risk factor for each simulated individual at each time point is assigned by rank independently of the others (Figure 1 ). To our knowledge, the performance of this method has not been systematically evaluated against other methods.
A second method, involving regression, 3,10 relies on the presence of limited longitudinal data. The regression method involves regressing risk factor values at one time period against the values of risk factors in the previous time period. Because individuals are followed for at least 2 periods in the data, these regressions capture individuals' trajectories over time. Whereas this autoregressive regression method may perform well at approximating average risk factor values over the simulated population, predicted correlations between risk factors may not reflect those seen in the data.
Here, we compared the rank stability and regressionbased methods to an alternative method that we developed-the shortest distance method-which assumes an individuals' risk factor values do not vary drastically over time, and uses this assumption to match microsimulations to both cross-sectional correlations and overall risk factor distributions present in limited longitudinal or repeated cross-sectional data over time. We directly compared the performance of the 3 methods in both simulated and real-world datasets.
Methods
Method Development: The Shortest Distance Method uses only cross-sectional data, whereas the weighted version additionally needs 2 periods of longitudinal data. The k risk factor values for each simulated individual are represented as a k by one vector, which can be thought of as a point in space. We sampled individuals from the repeated cross-section data at the next time period to create a set of risk factor points that have the same marginal distribution and correlation as seen in the data. We then updated each simulated individuals' risk factor values to these sampled points. Individuals were assigned the point that minimized the overall standardized distance moved across all individuals (Figure 1 ). This ensures that the population variance and risk factor correlations are preserved for all time periods. The shortest distance method can be thought of as matching each simulated individual to the sampled individual at the next time period who is ''most similar'' to him or her by some definition of similarity, and updating the simulated risk factors to the matching person's risk factors. The matching procedure uses the Munkres algorithm (also known as the Hungarian algorithm), which uses an efficient computational method to find which points should be matched to minimize the overall distance. 11 Simulation code for the replication and application of our algorithm is provided in the Appendix.
Because we drew from the data at each time period, the multivariate distribution of risk factor values will accurately reflect the distribution in the data (so long as the sampled population is large enough), and the crosssection correlation between risk factors in the updated simulated population will match that observed in the data (we use correlation to imply Pearson pairwise correlation between risk factors throughout the remainder of the manuscript). The smallest distance procedure captured time trends in the data, as the sampled risk factors were drawn from subsequent time periods. We de-mean and standardize the data so each cross section has a mean of zero and a variance of one for each risk factor to make the definition of distance consistent across multiple risk factors. In the unweighted version of the method, we used the Euclidian definition of distance (where the distance between 2 points, x and y, is given by ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi ffi
, where RF j is the j th risk factor value, and M is the total number of risk factors). However, it may be useful to penalize risk factors that have large variance over time so that they are weighted less heavily than risk factors with smaller variance over time; this is because risk factors with large variance over time provide less information about how similar individuals are from one time period to the next. If we have access to 2 waves of longitudinal data, we can use the weighted version of the shortest distance method, in which we weight the distance metric by the inverse variance of the risk factor change (distance is expressed as ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
, where
and RF t ij is the j th risk factor value for individual i at time t). The equation can be interpreted as a variant of the Mahalanobis distance, where the weights account for the variation across the risk factors over time. We examined the performance of the unweighted and weighted shortest distance methods in our case studies.
Comparison Methods
We compared the unweighted and weighted shortest distance methods to rank stability and regression methods. For the ''rank stability'' method, which relies completely on repeated cross-section data, risk factor values were sampled from the data at each period. To update values for individuals in the simulation at each period, we first found the rank of each individual's risk in the cohort (e.g., the person with highest BMI has a rank of 1 in the BMI rank list). The individual with the highest risk factor value across one year at the current period was assigned the highest value sampled for that risk factor in the next period; and the individual with the second highest risk factor value assigned the second highest sample, and so forth.
We also considered the ''AR(1) regression'' method for analyses, where 2 periods of longitudinal data are available. For continuous, strictly positive risk factors, we performed the ordinary least squares (OLS) regression log(RF
risk factor k to estimate constant C k and coefficients b j, k , which are then used to predict individual values of RF t + 1 k
. We then added a simulated Gaussian error term e k ,with zero mean and variance of the residuals to model the variation in the outcome variable and calculate predicted values. These predicted values were treated as the correct values at the next time period, and the same coefficients and constant are used to estimate the subsequent risk factor values. Because we empirically saw that many biomarker distributions have long right tails (as in case study 1, below), we used the logged risk factor values in our regression for better prediction performance. 12 We also explored the use of square root specifications instead of the log transformation (see Appendix section ''Alternative Specifications of the AR(1) Model''). For binary risk factors, values were not logged and, instead, a logistic regression was used. Predicted probabilities were then calculated using the logistic distribution function, and these were transformed into binary outcomes, where predicted probabilities greater than 0.5 are treated as 1, and 0 otherwise.
For all 3 methods, we limited our main analysis to individuals known to survive the full period of the simulation, and had complete follow-up over the analysis period, for sake of clarity and to describe comparisons between the methods themselves. We explore the results of a scenario analysis on selective mortality in the Appendix (''Exploring Selective Mortality Effects'').
Comparisons of Method Performance
We used 2 case studies to compare method performance.
In the first case study, we used biomarker data from the Framingham Offspring Study, and compared simulated correlations over time to empirically observed correlations among risk factors. In 1948, the Framingham Heart Study recruited individuals from Framingham, Massachusetts to evaluate risk factors for cardiovascular disease. In 1971, the study also began following the offspring of the original cohort, and specific waves of the survey were used to gather information about all of the biomarkers listed in Table 1 . We used the Offspring Study (rather than the original Framingham cohort), as the study provided a larger number of individuals with complete data for all 9 biomarkers of interest. For illustrative purposes, we focused on a single cohort of white males between 55 and 65 y at their first observation, who had 4 or more consecutive observations (total analysis periods T = 4) and complete entries for all 9 risk factors of interest; all individuals had at least 11 y of fully observed, follow-up data (N = 206 individuals).
Although there is variation in age, we treated this group as a single cohort and do not adjust for age in any of the methods. Note that this population is not representative of the general population-by the last time period, the cohort is 66 to 77 y-and therefore serves only to illustrate the performance of the various methods.
Because the Framingham Offspring is a panel dataset, we could compare the simulated output of each method to the true data to evaluate method performance for individuals over time. To emulate repeated cross-sectional data for use in our analyses, we sampled N individuals from the data to generate ''cross-sectional'' data for each time period. Each ''cross section'' therefore included data from potentially different individuals, just as a real crosssectional dataset would, but reflects the overall risk factor distributions in the true cohort. The sampling processes produced stochastic noise in our results, so we repeated our analysis 10,000 times (each time drawing N individuals) and reported the average and variance estimates over these iterations. We also varied the number of individuals sampled to evaluate the performance of the methods with fewer individuals in the cohort (see Appendix section ''Effect of Smaller Sample Sizes'').
In the second case study, we used synthetic data to explore performance of the methods when using data with different characteristics. We generated synthetic data by simulating 4 ''risk factors'' of 500 individuals over 10 time periods (T = 10). We examined model performance when the correlation between risk factors changed over time (which may happen as individuals age 13 ) and when there are large fluctuations in risk factor values over time (which may happen if there is feedback between biomarker levels). The code used to generate each of these datasets is included in the Appendix.
Outcome Metrics
For each method, we evaluated 2 main outcome metrics: 1) the ability of each method to replicate the correlations between risk factors, and 2) the longitudinal accuracy in risk factor values over time.
We estimated the root mean squared (RMS) correlation error as the square root of the average squared difference between all pairwise correlations of risk factors (not including correlation with a risk factor to itself) between the true and predicted risk factors. For k risk factors, we have a total of k 2 pairwise correlations, and we calculate RMS correlation error as:
Modelers would also like to accurately capture the risk factor values over time to identify how risk factors change for each individual. We measured the longitudinal accuracy using the RMS error per individual per time period for each risk factor. The RMS error per individual i at time t, using the estimated risk factor RF value ( c RF i, t ) and true value (RF i, t ) for T total time periods and N individuals, is given by:
We also compare the similarity between the predicted risk factor values over time to explore whether one In the Framingham Offspring case study, we additionally assessed the clinical significance of error and the distribution of health risks across the analysis cohort. We compared the distribution of the estimated 10-year atherosclerotic cardiovascular disease (ASCVD) risk scores calculated using the risk factors estimated using each method at the final time period (T = 4). The 10-year ASCVD risk scores were calculated using The American College of Cardiology/American Heart Association (ACC/AHA) Pooled Cohort risk equations to guide statin initiation for non-Hispanic adults aged 40 to 79 y. 14 These equations use the results of Cox proportional hazards equations to estimate the 10-year risk of ASCVD from a combination of individual risk factors (age, sex, race, total and HDL cholesterol, systolic blood pressure, whether a person is taking blood pressure treatment, smoking status, and type 2 diabetes status [fasting glucose .126 mg/dL]), based on multiple cohort studies, including the Framingham Offspring data. Accurate prediction of ASCVD score distributions require accurately modeling the correlation between risk factors. If the distribution estimated using a particular method differed significantly from the true distribution, it would show that the correlation error for that method may be significant enough to bias clinical outcomes.
Because the ASCVD risk scores are often used to distinguish high-and low-risk patients, we evaluated the utility of each method to distinguish patients across cutoff thresholds between high-and low-risk. We found the false-positive rate, true-positive rate, and accuracy for each cutoff value for each method. Furthermore, we explored more cutoff values than are typically used by clinicians for ASCVD scores (7% and 10%) to gain more general insights about the method performance.
We also compared the ASCVD distributions generated from each estimation method using the 2-sided, 2-sample Kolmogorov-Smirnov (KS) test. This statistical hypothesis test uses the maximum absolute difference between cumulative distribution functions created from 2 samples to evaluate the null hypothesis that the samples are drawn from the same distribution. We use the KS test to evaluate whether the cumulative distribution functions of the ASCVD distribution generated using each method can be distinguished from the distribution generated by the true risk factor values at the last time period.
We also examine scenarios using the Framingham Offspring case study to examine the effect these methods could have on cost-effectiveness and selective mortality (see Appendix).
Because we drew individuals for our analysis from the Framingham Offspring dataset, some stochasticity was introduced into our analysis. We therefore ran 10,000 iterations of our analysis, estimating each method on all iterations, to ensure our results were not driven by stochastic noise. Simulations were performed in Matlab R2013b.
Results

Framingham Offspring Case Study
Correlation and ASCVD scores. For identical starting populations, the shortest distance and rank stability methods matched the true risk factor correlations more closely than AR(1) after 11 y. The root mean squared difference in correlations from the true Framingham Offspring data over all risk factors was smallest using the shortest distance method (0.077), with almost twice as much average error using rank stability (0.126) or AR(1) regression (0.146). Figure 2a shows example pairwise correlations for each of the estimation methods (all pairwise correlations are shown in the Appendix). The higher correlation error for the AR(1) regression method is apparent from the pairwise risk factor correlations, as the AR(1) correlation estimates often differ significantly from the true correlations.
Correlation errors may lead to differences in prediction that are significant for ASCVD 10-y risk score estimates. Figure 2b shows that AR(1) performs with lower accuracy for ASCVD cutoff values over 0.25. AR(1) regression's poorer performance on capturing ASCVD risk score estimations were confirmed by the KS statistic results (see Table 2 ), which showed that AR(1) ASCVD risk score distributions were different from the true distribution at the 5% level around 15% of the time (from 10,000 iterations). By contrast, rank stability was significantly different only 2.6% of the time, and both shortest distance methods less than 0.2% of the time. A hypothetical microsimulation that used the AR(1) method on this data to approximate cohort risk would be less likely to capture the true risk of ASCVD observed in the data. We demonstrate how inaccuracies in predicting composite measures like ASCVD risk scores might influence cost-effectiveness results in the Appendix section ''Exploring the Effect on Cost-Effectiveness Analyses.'' Longitudinal Error. The average per capita RMS error was similar across all methods, with no method consistently performing best across all risk factors. Table 3 presents the RMS error per capita error per time period for each risk factor. All 3 methods performed well for some risk factors. BMI, for example, had an average per capita error per time period of less than 1 SD for all methods, or ranged between 2 and 4 kg/m 2 for all methods. This is a relatively small value, given that the range between 5% and 95% of the true BMI values lie between 22 and 35 kg/m 2 in the data. However, simulations for other risk factors-the binary outcomes, in particular-did not perform as well, with error around 0.4 for smoking status (compared to 0.5 error associated with predicting binary outcomes using a coin flip).
Autocorrelation. We found that the shortest distance and rank stability methods do not consistently have higher or lower average autocorrelation values than the Shortest distance methods and rank stability mostly resulted in distributions indistinguishable from the true distribution at the 5% significance level, whereas the ASCVD distribution estimated using AR(1) is much more likely to be statistically distinct from the true distribution across the 10,000 sampling iterations.
true or the AR(1) regression values. Similarly, the autocorrelation measure does not have consistently larger or smaller SDs across the population. This demonstrates that, whereas these methods would reasonably be expected to generate patterns with higher autocorrelations due to their estimation method of preserving either rank stability or distance across time periods, this is not always the case, and the autocorrelation across methods varies with the data used. Full autocorrelation results are provided in the tables in the ''Autocorrelation'' section of the Appendix.
Effect of Smaller Sample Sizes. We found that the shortest distance and rank stability methods continued to perform as well or better than AR(1) regression methods with smaller cohort sizes, despite expectations (see Appendix section ''Effect of Smaller Sample Sizes'' for details). AR(1) continued to perform worse in capturing correlation even if cohort sizes were small. RMS correlation error remained generally constant, with an average of 0.08 and 0.13, respectively, for shortest distance and rank stability methods when the analysis cohort sampled was above 50% of the original (N = 103). Below 50%, the RMS correlation error for these methods rose to averages of 16% and 20%, respectively. However, the RMS correlation error for the simulated values, estimated using AR(1) regression, remained higher than those for shortest distance or rank stability for all sampled percentages (average correlation error of 0.15 for percentage sampled above 50%, and 21% below 50%). Whereas performance on correlation error suffered if the number of individuals in the cohort were small, the shortest distance method was still able to outperform the other methods. Per capita longitudinal error also did not rise significantly if cohort sizes were small, with error values generally holding steady at values observed when the full cohort was used. Again, we observed no consistent patterns in autocorrelation over methods between the first and last time period, even when cohort sizes were small.
Synthetic Data Case Study
Using synthetic data, we found that, when correlations between risk factors changed over time, rank stability performed poorly in capturing the changes, as compared with the regression and shortest distance methods ( Figure 3) . We increased the correlation between risk factors 1 and 2 over 10 time periods (panel a), whereas risk factors 3 and 4 were sampled randomly from the normal distribution. The rank stability method erroneously estimated the correlations between risk factors 1 and 2 to remain relatively constant over time (panel b), similar to the correlation values observed in the first time period. By contrast, the shortest distance methods always maintained high correlation accuracy even when correlations changed (because it did not sample the risk factors independently of each other). This was reflected in the RMS correlation error, which was 0.052 for both shortest distance methods, 0.426 for rank stability, and 0.352 for AR(1) regression.
Although it is unsurprising that AR(1) regression performs poorly in capturing correlation, this example shows that the rank stability method is not able to capture changing relationships between risk factors. For example, if an individual happened to have the highest ranked risk factor 1 and the lowest value for risk factor 2 in the first period, the rank stability method assumed that the relationship among the risk factors persisted throughout all of the analysis period. This became a problematic assumption if, over time, those with high values for risk factor 1 also come to have high values for risk factor 2 (correlation between risk factor 1 and 2 increases). Rank stability kept the Spearman's rank correlation coefficient constant over all time periods, limiting the method's ability to reflect changes in both Spearman's and Pearson correlation coefficients. We also tested the effect of large individual fluctuations in risk factor values in an example where 2 risk factors demonstrate feedback behavior (i.e., as might be exhibited in the case of blood glucose and insulin, or oscillations due to homeostatic patterns). Such fluctuations might be more likely to be observed in data at short time scales (i.e., daily or weekly data). Risk factor 4 follows risk factor 3 with a one-period lag, and risk factor 3 oscillates over time (Figure 4a ). In this case, the average per person RMS error for both risk factors 3 and 4 are much higher for all methods besides AR(1), which was close to zero error for both risk factors (Figure 4b , circles). The regression AR(1) would be expected to perform best in this case, as it is best able to capture timedependent patterns in the data, whereas the rank stability and shortest distance methods rely on consistency over time in risk factor values.
AR(1)'s success was dependent on its ability to capture the entirety of the fluctuating pattern in the data it used for estimating the coefficients (the first 2 periods of longitudinal data). It performed well if each period's risk factors 3 and 4 predicted the next period's risk factors 4 and 3. However, if the fluctuation only appeared in one variable, AR(1) did worse than the other methods, as it did not have sufficient information to predict the fluctuations with accuracy. Running this analysis again ( Figure   4b , dashed lines), where only risk factor 4 oscillates (risk factor 3 is replaced with Gaussian noise), the average per capita RMS error for AR(1) increased to 18.6. In this case, whereas the other methods perform similarly to the double-risk factor fluctuation case, the AR(1) RMS error oscillated, with a range of 7.7 and 30.8 (in contrast to the weighted shortest distance method, which has a mean per capita RMS error of 9.3 and a range of 5.0 to 14.5).
Discussion
Microsimulation models often require the use of limited longitudinal data or, more commonly, repeated crosssectional data, to simulate risk factors among individuals over time. Particularly in microsimulations of chronic disease risk, multiple risk factors not only need to be accurately estimated in isolation but their correlations need to be accurately simulated to ensure both individual-and population-level accuracy. As clinical decisionmaking is increasingly leaning towards the use of microsimulation models to inform guidelines and costeffectiveness analyses, 2, [5] [6] [7] 15 we developed a shortestdistance method for preserving risk factor correlations over time among microsimulations, and compared the method to 2 commonly used alternatives. We found that the shortest distance matching methods could accurately capture the correlations between multiple risk factors when such risk factor values were not expected to fluctuate widely but still expected to change over time. The shortest distance method was particularly effective as compared with the rank stability methods when certain risk factor values were expected to change more than others over time (e.g., for cardiovascular risk, blood pressure and cholesterol values tend to change more than smoking status or diabetes status). Regression methods performed best with widely fluctuating, time-dependent risk factors but not with more typical variations.
In the Framingham Offspring data, regression with AR(1) had the greatest difficulty capturing crosssectional risk factor correlations at multiple time points and, in general, the shortest distance methods outperformed the rank stability method for this metric when correlations changed over time. The shortest distance methods may therefore be preferred if the analysis period is long or includes periods of transition where the correlation between risk factors may change (as may be the case as individuals age). Furthermore, whereas changes in rank for any single risk factor compromised the performance of the rank stability method, the shortest distance methods were more robust to fluctuation if there were many other risk factors in the analysis and the remaining risk factors were relatively constant over time (distances depend on all of the risk factors simultaneously). The results of the cost-effectiveness analysis and the mortality example (see Appendix) showed that shortest distance methods can be reasonable choices even in the presence of selective mortality and when trying to estimate population outcomes for cost-effectiveness analyses.
The shortest distance methods also maintained good performance when an entire cohort's risk factor values increased or decreased over time-the whole risk factor distribution was translated over time, instead of individuals' risk factors varying widely-as illustrated in the Framingham Offspring case study, where average diastolic blood pressure steadily decreased over time. Despite its reliance on matching individuals over time, the shortest distance methods were also robust to reasonable levels of small sample sizes. The RMS error for each risk factor was similar to those of the AR(1) regression and the rank stability method, even when only 10% of the study population was sampled, and RMS correlation error remained constant until less than 50% of the population was sampled.
Code for implementing our shortest distance methods can be found in many software packages, as any algorithm for solving the assignment problem may be used. For example, assignment problem solvers are available in R, 16 Munkres algorithms in Python, 17 and versions in Matlab. 18 We share our MATLAB code in the Appendix to this paper.
In some cases, it may also be possible to choose different methods to predict different risk factors, thus using multiple methods in one analysis, if there is external data or data is held out from the prediction to validate each method's outputs. One method may be more accurate at predicting some subset of the risk factors (for instance, if one risk factor has a well-established linear trend with time, AR(1) regression may be most suitable; if another is such that individuals always remain in the same rank relative to each other, the rank stability method would be most suitable, etc.). Thus, the most accurate method should be used on each subset of risk factors. The feasibility of this approach will depend on the available data and prior knowledge about how each risk factor changes over time.
Our methods and results have important limitations. First, we found that the shortest distance methods may not be the best choice when risk factors are expected to have strong relationships with each other or fluctuate over time, as these patterns may be better captured with prediction methods that explicitly model these trends. If there is sufficient coupling between variables, AR(1) may be able to outperform both the shortest distance and rank stability methods by exploiting patterns where one variable predicts the changes in another. However, good predictors of fluctuation may not always be available: this was demonstrated in the case where only one risk factor oscillated over time, in which case the AR(1) method also did not perform well.
Secondly, the shortest distance methods required higher computational resources than either of the other methods. The Munkres assignment algorithm (used in this case for the shortest distance matching method) was of polynomial runtime, with worst-case O(n 3 ), meaning that, as the number of individuals to be matched increased by x, the worst-case computational run time increased by a factor of x 3 . By contrast, the rank stability algorithm needed only to sort individuals by risk factor, and therefore had O(n log n) run time, and the AR(1) regression needed to be estimated once and then evaluated using matrix multiplication at each time step (runtime of O(nm), where m is the number of risk factors). Therefore, both rank stability and AR(1) methods had fewer computational requirements than the shortest distance methods. With the number of individuals used in the case studies here (up to 500 individuals in the synthetic cohort), all methods were very tractable, with the shortest distance methods requiring between 3 to 5 s of run time for each time period (on an Intel i7-6700 CPU 2.6Ghz, 8GB RAM system). However, with a larger simulated population, it may not be computationally feasible to use the shortest distance methods directly.
Even so, a large population may potentially be separated into smaller groups (i.e., those with cholesterol, BMI, etc. between certain ranges) and the shortest distance method could be performed on these smaller subgroups with greater ease. The resulting correlation between risk factors should still reflect the observed population; although, error over time for individuals may increase.
Third, as with any simulation model, assumptions about future trends must also be made when forecasting health outcomes. In the case of the AR(1) method, the modeler may assume that the regression coefficients stay constant in the future (i.e., risk factor relationships over time do not change), or otherwise make assumptions about time trends in the mean and variance of risk factors. In the case of shortest distance or rank stability methods, the modeler needs to make assumptions about the risk factor distribution at subsequent time periods. The distribution mean, covariance matrix, and other statistical properties could be estimated using the existing data and projected into the future using a variety of techniques (multivariate linear mixed models, time series analysis approaches, moving averages, Kalman filtering, etc.) or else assumed to remain the same as the last observed time period. Shortest distance and rank stability methods could then be used after sampling from these proposed distributions.
In future work, microsimulation methods can be developed to explore variations in weighting schemes. Here, we have explored one weighting scheme for shortest distance methods, where the weights for each risk factor reflected the variance observed across 2 periods of longitudinal data. Alternative weighting schemes could be tailored for specific applications. For instance, knowledge about subpopulations could be incorporated: a modeler may wish to assume that people with diabetes (high HbA1c) have elevated cholesterol levels that shift over a much greater range than people without diabetes. Then, a modeler could allow for these trends by having different distance weights for those with low HbA1c levels and those with high HbA1c levels. In general, weighting the distance metric allows for greater flexibility to the particular application and set of risk factors at hand.
In addition, other metrics besides Euclidian or Mahalanobis distance or other distance weighting schemes may be considered, which may be desirable if there are nominal or ordinal variables. A variety of distance metrics have been explored in recent years, as distance measurements play a key role in many machinelearning methods (e.g., clustering). For instance, where there are several nominal or ordinal variables, a modeler may wish to use a matching coefficient or Jaccard distance (a ratio using the number of matches and nonmatches between the elements of the vectors). If there is only one nominal or ordinal variable, it would simply be a case of looking at whether the values matched (distance of 0 or 1) multiplied by a weight. Other measures include the Kendall Distance, Minkowski Distance, Chebyshev Distance, and Spearman Distance. Ultimately, there are many ways to implement the shortest distance methods, and we encourage modelers to consider them when projecting risk factor values using limited cross-sectional data.
In the current work, we developed a method that captures correlations between risk factors over time, even when longitudinal data is not available. The shortest distance methods could be valuable for studies where multiple risk factors inform the risk of disease. The shortest distance methods outperform existing methods in capturing correlation even when the correlation changes in successive waves of the cross-sectional data. Because the shortest distance method may not perform well in cases where individuals' risk factors exhibit large fluctuations, future work remains in developing techniques to appropriately model multifactorial heterogeneity over time when individual data over time is not observed. Shortest distance methods may nevertheless be valuable as individual-level simulations become more popular.
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