for χ with χ(−1) = −1 and χ(−1) = 1, respectively; here i := √ −1 and τ (χ) is the Gauss sum defined by 
The main object of this paper is to derive two (presumably new) members of the class of the series representations (1.5) and (1.6) (see [3, Section 3] ), by using the same methods as those in our earlier work [2] . The infinite series occurring in these two members (see (3.1) and (3.2) below) converge remarkably faster than those in (1.5) and (1.6).
A set of lemmas.
We make use of χ-analogues of the notations introduced already in our earlier paper [2] . Throughout this paper, we assume that χ is a non-trivial primitive Dirichlet character of modulus q. We define the sequence {β n,χ (x)} ∞ n=0 by means of the generating function (cf. (1.2))
We note that the numbers β n,χ (x) are essentially the same as the generalized Euler numbers which were considered elsewhere by Tsumura [4, 
We now consider the following Dirichlet series (cf. (1.1)):
In case 1 < x ≤ 1 + c (c > 0), we can see that the function ω(s, x, χ) is holomorphic on the whole complex s-plane.
Lemma 2. Let β n,χ (x) and ω(s, x, χ) be defined by (2.1) and (2.5), respectively. Then
Proof. The relationship (2.7) is well known when x = 1. So we assume that 1 < x ≤ 1 + c (c > 0). For t ∈ C with |t| < log x, it is easily seen that
since |z| < 1. Thus, for t ∈ C and |t| < log x, the generating function (2.1) readily yields
where the inversion of the order of summation can be justified by absolute convergence of the series involved. The assertion (2.7) of Lemma 2 would now follow from (2.8) if we apply the definition (2.5) and compare the coefficients of t n in (2.1) and (2.8).
Lemma 3. Let n ∈ N and |θ| < 2π/q (θ ∈ R).
(1) If χ(−1) = 1 and χ = 1, then
Proof. Denote, for convenience, the left-hand side of (2.9) by Ω n (x, χ, θ). Then it is easily seen that
where the various interchanges of the order of summation are justified by absolute convergence of the series involved under the conditions stated al-ready in Lemma 3. Upon separating the j-sum in (2.11) into two parts, we have
by the definition (2.5) and Lemma 2, which evidently completes the proof of Lemma 3 (1) . By employing the same techniques as above, we can give the proof of Lemma 3(2).
The main series representations. By applying Lemma 3, we next prove the following
Theorem. Let u ∈ R and |u| ≤ 1.
Proof. Let θ = 2πu/q. Then it is easily observed that the series on the left-hand sides of (2.9) and (2.10) are uniformly convergent with respect to x on the closed interval [1, 1 + c] (c > 0). On the other hand, it follows from Lemma 1 that the series on the right-hand sides of (2.9) and (2.10) are also uniformly convergent with respect to x on [1, 1+c] (c > 0). Hence, by letting x → 1+ in Lemma 3, we have, for all n ∈ N, The infinite series occurring on the right-hand sides of (3.1) and (3.2) obviously converge more rapidly than the corresponding ones in (1.5) and (1.6), respectively.
