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Nature, that framed us of four elements
Warring within our breasts for regiment,
Doth teach us all to have aspiring minds.
Our souls, whose faculties can comprehend
The wondrous architecture of the world
And measure every wandering planet’s course,
Still climbing after knowledge infinite,
And always moving as the restless spheres,
Will us to wear ourselves and never rest,
Until we reach the ripest fruit of all,
That perfect bliss and sole felicity,
The sweet fruition of an earthly crown.
- Christopher Marlowe -

Abstract
Until few years ago, 3D modelling was a topic confined into a professional
environment. Nowadays technological innovations, the 3D printer among all,
have attracted novice users to this application field. This sudden breakthrough
was not supported by adequate software solutions. The 3D editing tools cur-
rently available do not assist the non-expert user during the various stages of
generation, interaction and manipulation of 3D virtual models. This is mainly
due to the current paradigm that is largely supported by two-dimensional in-
put/output devices and strongly affected by obvious geometrical constraints.
We have identified three main phases that characterize the creation and
management of 3D virtual models. We investigated these directions evaluat-
ing and simplifying the classic editing techniques in order to propose more
natural and intuitive tools in a pure 3D modelling environment. In particular,
we focused on freehand sketch-based modelling to create 3D virtual models, in-
teraction and navigation in a 3D modelling environment and advanced editing
tools for free-form deformation and objects composition.
To pursuing these goals we wondered how new gesture-based interaction
technologies can be successfully employed in a 3D modelling environments,
how we could improve the depth perception and the interaction in 3D environ-
ments and which operations could be developed to simplify the classical virtual
models editing paradigm. Our main aims were to propose a set of solutions
with which a common user can realize an idea in a 3D virtual model, drawing
in the air just as he would on paper. Moreover, we tried to use gestures and
mid-air movements to explore and interact in 3D virtual environment, and we
studied simple and effective 3D form transformations. The work was carried
out adopting the discrete representation of the models, thanks to its intuitive-
ness, but especially because it is full of open challenges.
The 3D paradigm studied and proposed is not only a conceptual model,
but it has been formalized and implemented, and in several cases the outcome
was validated with common users. Our aspiration is to contribute to create a
“testing ground” where study and develop new algorithms for 3D modelling.
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1Introduction
You can tell whether a man is
clever by his answers.
You can tell whether a man is
wise by his questions.
Naghib Mahfuz
Nowadays computers and devices derived from them make the user able to
perform multiple and heterogeneous actions. The available operations vary in
all fields of the individual’s life, for instance education, health, productivity,
entertainment and so on. These technologies allow the user to accomplish a
plenty of tasks easier and more efficiently than in the past. Obviously, these
devices have been undergone to a considerable number of upgrade and now
they require lower skills to perform the same tasks.
It is unquestionable that over the years, personal computers have become
inherently more and more complex but at the same time easier to use in the
eyes of the common user. The graphic interface is one of the major innovations
that has characterized the evolutionary process in the mid-eighties of the last
century. It has even contributed to the mass diffusion of personal computers.
Literally opening a window on the processes carried out by the machine, the
interfaces system has made the personal computer able to lose the aura of
mere box calculator and it radically changed the interaction modalities.
As a result, we have witnessed the development of new technologies for
input/output activities that allow the user to interact with the personal com-
puter exploiting the new graphical paradigm. Again, the end users have cer-
tainly earned benefit from these kinds of innovations that have improved the
user experience compared to the hardware/software complexity. The use of
1
CHAPTER 1. INTRODUCTION
mouse, trackball, graphic tablets has quickly become familiar. The main mo-
tivation is that these kind of devices can be easily considered as the natural
evolution of the pen-sheet system to which the user has long been accus-
tomed.
However, the graphical interfaces and the interaction devices nowadays
commonly used have an obvious limitation that affects the geometrical as-
pect of the paradigm. They are two-dimensional visualization and interaction
systems. These systems easily allow to point, select, scroll and so on text
document, web pages, images, but they require unintuitive and not natural
actions when they are used to interact in 3D environments. For example,
a non-expert user has to do an interpretative effort to transform the images
displayed and the two-dimensional movements into a three-dimensional space.
In particular, the reference is made to the 3D modelling environments used to
generate three-dimensional virtual models, commonly used in different fields:
from the rapid industrial prototyping to the entertainment industry, which
includes both the film industry and the video games production. In this class
of systems, the third dimension assumes a fundamental importance. It is use-
ful to better understand the model, both within the context and in relation
to other objects that may be present. Furthermore, it is essential in order to
consistently modify the model with respect to the proportions and shape that
the user wants to create.
Thus, can we consider the absence of the third dimension in the common
display and interaction system as a real need? Up to now, it has still been pos-
sible to develop 3D virtual models using the old two-dimensional paradigm.
Designers and expert modelers certainly do not feel such a need. Also the
old mainframe’s technicians or the first personal computer users, who used
text strings to impart commands through the terminal without graphical in-
terfaces, have perceived the need of a graphic paradigm. It’s also true that
in the recent years we have witnessed to the development and the diffusion of
new technologies which are strongly characterized by the presence of the third
dimension: 3D printers, 3D televisions, helmets and glasses for the augmented
reality. In addition, an objective consideration can be done: up from birth
the human being uses the hands to know the world, to interact with objects
and to create forms. Why don’t we put him in a condition to use gestures and
manual capability to manage virtual models, exactly as he has always been
accustomed to do?
A snapshot on the currently available technology would allow us to say
that, a professional designer is nowadays able to complete the entire pro-
totyping chain using hardware and software instrumentation familiar to his
working environment. In brief, the prototyping chain that can be identified
as the industry standard de facto, consists of three well-known activities: ac-
2
quisition, editing and printing of the object.
Through scanning, the user can acquire the physical objects to reconstruct
the corresponding virtual model. This phase is commonly performed using
sophisticated equipment (e.g. coordinate measuring machine, measuring arm
systems, white light scanner, laser scanner) and only recently devices designed
for other use have been proposed for the same purpose [42]. The second phase
is identified with the modelling and the modification of virtual models, this
activity is carried out using software tools that are often characterized by high
complexity of use. At last, using a 3D printers the user can quickly realize
a prototype of what he has modeled, choosing between different materials.
He has the assurance to obtain a relevant copy of the virtual model. The
main drawback is that these activities are often bounded within professional
environments. In terms of comparison, it is exactly what happened with the
analog photography before the mass diffusion of digital cameras, simple image
editing tools (that allow to adjust few essential parameters, like brightness,
contrast or size) and low cost photo printers: you had to go to the professional
studio to transform your shot in a photograph on paper.
Would an user without specific experience be able to operate in each of
the previous phases that characterize the generation and manipulation of a
3D virtual model? Are the hardware and software tools currently available
sufficiently user-friendly to be used by a common user who wants to get closer
to this technologies without professional aspirations? At the moment, the
answers to these questions are quite negative. For example, the virtual model
of an object can be modified only using unintuitive and complex tools, which
often use, also for simple operations, key combinations to impart commands.
However, several significant changes are taking place and they strongly affect
the direction taken by these kind of technology. Returning to the example
of the analog photography, that a rapid evolutionary process has lead to the
spread of digital photography, a concrete prediction can be made. We can not
exclude the possibility that in few years everyone will have available in their
home a simple set of hardware and software solutions, thanks to which they
will able to design, draw, manipulate and eventually print its virtual mod-
els. Obviously, the tools currently in use will suffer a simplification process
in order to be used without any technical background. Furthermore, we can
only guess some reasons that will bring the common users to approach this
new type of activity: a father who decides to repair the child’s toy by home
3D printing, producing just the broken part after it has been rebuilt with a
simple acquisition system; a creative person who decides to decorate his house
with few simple three-dimensional items created by his fancy; a gamer who
decides to customize his avatar’s appearance by adding or changing its details.
We can also envisage new markets: nowadays when we go into a store, be it
3
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real or online, what we buy is a concrete physical object. Assuming we can
buy a virtual model of the desired object, we can modify it afterwards, in
order to adapt the shape to our needs, and easily print it at home. This new
approach contains many of the costs related to the sale of physical objects,
they would be reduced or even eliminated, optimizing the entire production
process. Some recent innovations seem already go in this direction: websites
that allow the manipulation of simple three-dimensional geometric shapes1,
hardware that enable the interaction through gestures and movements2,3, on-
line 3D printing services4 and low-cost 3D printers.
In the recently years several technologies have been presented and the main
introduced characteristic is to allow to interface with the computer in a really
new way. They cover both the interaction actions carried out in the space near
by the computer and the visualization mode of the contents, that is enriched
with the depth perception. However, they are not fully integrated into the
world of 3D modelling yet, especially hypothesizing a non-professional use as
it has formerly been done. There are also a great number of 3D modelling
software solutions characterized by functionality and different operative ways,
but their use is still very complex and requires considerable experience in or-
der to be used in full potential. Currently these issues hampers the diffusion
of what we can identify as a new creative process. Non-professional users can
not easily use tools that would allow them to produce and manage 3D virtual
objects.
1.1 Research problem
Although the modelling tools offer many features and adopt different geo-
metric approaches to create and edit the virtual model, typically only an
experienced user is able to use them to their full potential. While they are
unintuitive and quite complex in the hands of a common user.
In principle, a non-expert user who wants to create or manipulate the vir-
tual model of an object, needs of a small number of functionalities that make
it possible to create and modify the shape of the object as he will. First of
all, the user would like to define a set of characteristic profiles of the object
from which the system is able to reconstruct a well-defined shape. The target
could be to generate more complex objects with respect to the basic shapes
(e.g. cube, cylinder, cone, sphere), but still coherent with what the user has in
1http://www.123dapp.com
2http://www.wearfin.com
3http://www.thalmic.com
4http://i.materialise.com
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mind. Instead, the manipulation requires that the user can modify the model
both in a global mode and in punctual mode. In the first case, the operations
allow to linearly modify the whole model structure, in the latter only some
selected regions are affected by the changes. However, both these kind of
transformations could be done using a simplified set of basic transformations
(e.g. translation, rotation and scale). Finally, some simple functionalities
could allow the user to quickly change the whole object shape, in the same
way as he could do with the clay. These transformations could emulate the
deformation principles related to the physics of materials. Obviously, all these
features should be supported by simple and intuitive functionalities that allow
to easily select and navigate inside the 3D environment. In addition, it would
be desirable to integrate all these stuff into a 3D visualization environment.
The new visualization mode could allow the user to reduce the stress that he
usually makes to transform two-dimensional images, coming from the display,
into a three-dimensional space.
In practice, the modelling tools currently available are very powerful if
used by an experienced users, but are almost unusable for the common users.
The shapes creation occurs using quite complex procedures and whether this
does not happen the object are very simple (e.g. cube, cone, sphere, cylin-
der). Typically, a common user doesn’t have high skills to modify these simple
shapes into a complex virtual model. A simple example could be to trans-
form a cone intersected by a sphere into a duck’s head, it is not trivial work
with current tools. It’s not a simple task concretize an idea into a 3D shape,
as it can be done drawing a silhouette with a pencil on a sheet. It’s almost
the same situation concerning the manipulation functions. For example, the
common user does not have any deep knowledge about Be´zier curves, spline
surfaces, the concept of the control points or the Catmull-Clark subdivision
surface algorithm. One more consideration regards the visualization mode,
usually these modelling tools are used on personal computer equipped with
a two-dimensional screen. They are not designed to offer high support for
three-dimensional visualization and thus allow to more easily understand the
proportions and relative positions among objects. Some simple visualization
mode are usually offered like the possibility to change the camera position
choosing between some predetermined perspectives (e.g. front, top and bot-
tom), or a free navigation mode controlled with the mouse. However, all these
methods require different interactions for have an overall view of the environ-
ment.
These set of issues make it difficult to think that currently 3D modelling
software solutions may be used by every common user who want to grapple
with the creation or the manipulation of virtual models. Instead, it is rea-
sonable to think that many of the discussed problems can be dealt studying
5
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a new management paradigm for virtual models more oriented for the use
by non-expert users. As a result, the work done during the doctorate was
oriented to answer the following questions:
 Is it possible use some new interaction technology in a 3D modelling
environment, although they are designed to interact through gestures?
Can the depth perception be improved, providing functional environ-
ment that support the contents visualization? Is it possible obtain good
results for these purposes using the hardware of a common personal
computer, preserving the contact with reality?
 Which modelling operations can we design and introduce in this simpli-
fied paradigm, in order to allow anyone to easily create or edit a virtual
model? What are the limits of the proposed solutions and the available
technologies?
1.2 Proposed solution
In this dissertation we will present the study and the analysis that led
us to propose new methodologies to operate in 3D modelling environment.
Some solutions include and integrate acquisition, interaction and modifica-
tion techniques that were already available, while others functionalities have
been studied and adapted for the new use. Several new technologies have been
still studied and deepened to verify if they could contribute positively to the
purpose.
In particular, the paradigm takes in account all the phases that character-
ize the realization and the manipulation of a 3D virtual model:
 The concretization of an idea into a virtual model: a tool that allows
you to draw in the air just as you would on paper.
 The navigation and the interaction in a 3D environment: how gestures
and movements can be exploited to explore and operate on the virtual
model, not only to trigger actions.
 The virtual model transformation: which operations we can integrate
to modify the model, ensuring simple and effective functionalities.
In this list we exclude the 3D printing phase of the result, our purpose is to
study new methodologies in order to produce a printable outcome.
The work was carried out using the discrete representation of the virtual
model, called mesh, which vertices, edges and faces represents the discrete
6
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surface of the object. Afterwards, many of the presented solutions can easily
be extended to the continuous representation, the mathematical surfaces of
the virtual models. The choice of the discrete representation is mainly due to
these reasons:
 The main purpose of the study was to evaluate a paradigm which can
be intuitive in the eyes of the non-expert user. The discrete representa-
tion of the object surface is certainly more immediate and simpler than
working with control points that indirectly modify the surface of the
object. Even though the discrete model has more limitations than the
continuous one.
 The modelling with discrete models is much more recent than the classi-
cal techniques, thus developing new solutions is an interesting challenge.
The paradigm studied is not only a conceptual model. It has been deepened
and developed in each parts and it has been mathematically formalized where
necessary. In that way we have the aspiration to provide a groundwork to
experiment and develop new algorithms or adapt the existing ones, with the
aim to improve the 3D modelling environments for non-expert users.
1.3 Structure of the dissertation
This dissertation is structured in three parts: sketch-based surface mod-
elling, navigation and interaction in a 3D modelling environment and ad-
vanced modelling operations for discrete model. For each of them we dedicate
a chapter structured as follow: an overview, the state of the art, the problem
and the proposed solution accompanied with some final considerations.
The work presented in [4] has been deepened and further developed, with
particular interest in the use of the SmartPen for the 3D free-hand sketching.
As a result, the Chapter 2 is dedicated to the conversion of an idea into a 3D
virtual model.
In the Chapter 3 we explore the navigation and the interaction in 3D
environments, with particular interest in the study of features dedicated to
interaction driven by movements and gestures in a 3D modelling environment.
The matter is presented discussing the available options and the main critical
points. At last, we present a solution describing the use of the LEAP5 device
as an advanced interaction device.
The modelling and manipulation operations are discussed in Chapter 4. In
particular, we focused on two main topics: the first concerns the deformation
5https://www.leapmotion.com
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of the discrete models. We present a model for detail preserving surface-based
deformation of a body based on total curvature energy. The second topic re-
gards the fusion of discrete models using Boolean operations. In that case,
the target is to obtain a coherent and formally correct result that it can be
used as input for further manipulated and refined operations.
The Chapter 5 is the final one, where we summarize the work done. Start-
ing with an overall assessment, we will give an objective evaluation on the
real effectiveness offered by the proposed solutions.
All the original contributions of the thesis are under evaluation or have
been already published. In particular the work presented in Chapter 2 has
been submitted in [69], while the work on the deformation presented in Chap-
ters 4 has been published in [8].
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2Sketch-Based Modelling
The artist was not a special kind
of man,
but every man a special kind of
artist.
Ananda K. Coomaraswami
In general, the simplest way to create a shape is to copy an existing one,
for example using some simple device like pantograph. In that case the only
thing to do is to follow the characteristic profiles of the original object. A little
more complex task is the realization of a new shape. To achieve good results
you should have a clear idea in mind and a good perception of proportions.
This is a very general argumentation that can be valid both in 2D, if you want
to draw on paper, and in 3D, if your final goal is to create physical objects. The
problem is amplified if you decide to develop a hardware/software platform
able to allow you to sketch in the space. Several mathematical and topological
issues are triggered and they must be solved.
We dealt the problem, verifying if the SmartPen and the Fast Interactive
Reverse Engineering System (FIRES) [4], previously developed for reverse
engineering tasks, could be further developed and used for a sketch-based
modelling platform.
2.1 Overview
The massive diffusion of small sensors, able to provide heterogeneous infor-
mation, has allowed the development of innovative interaction systems. Even
9
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though the principally efforts are oriented towards the development of inter-
action systems that regard the user and his environment, several interesting
innovations affect the interaction between the user and the personal computer.
In the field of computer-aided design (CAD) the reverse engineering is one
of the main examples of “create by copy” method. It has become an efficient
process to create the virtual model of a physical object and it has benefited of
these new sensor-based technologies. The measurement of the real object and
the reconstruction, that transform the 3D point cloud in a 3D virtual object,
usually constitute the pipeline of a reverse engineering system. Despite these
two phases can cohabit inside the same reverse engineering system, typically
this does not happen. The measurement step is performed using hardware
equipment (e.g. coordinate measuring machine, measuring arm systems, white
light scanner, laser scanner) that can be interfaced with any general purpose
software for the reconstruction step. This is obviously an advantage, but the
hardware equipment are sensible and quite expensive and the software tools
are complex and suitable for a professional use. These characteristics hinder
a spread diffusion of the classic reverse engineering platforms.
These needs have driven the development of the FIRES project [4] that
was presented as a fast, simple and interactive acquisition and reconstruction
of a virtual 3D model system. It works combining a simple and on-the-shelf
hardware and an intuitive and easy 3D software interface. The measurement
step is performed combining a stereo vision system made of two infrared cam-
eras and a SmartPen equipped with infrared LEDs. The stereo camera infers
the SmartPen position in the space and derives the pen tip coordinates. Hence
dragging the SmartPen over the characteristic profiles of the real object, the
system incrementally creates a 3D spline curves network. The reconstruction
step uses the curves network to create a low-resolution mesh of the object and
its refined subdivision-surface version. Although the whole system does not
have the accuracy of a CAD system, its outcome, the 3D virtual model of the
physical object, can be still used as input for any more powerful CAD tool.
However, all the classic reverse engineering systems require a real physical
object to recreate a virtual model and it is a strong restriction to the user
creativity. Both common user and professional designer have an early phase
during with they try to transform an idea into a initial mockup by sketch-
ing. For this goal they can use classic techniques like pencil and paper and
clay, otherwise in recent years, they can adopt more evolved software tools,
that support sketching and object composition activities. The main issue is
that there is not a magic solution. For instance, the users might have some
difficulties to use primitive shape like cube, cylinder, sphere or similar; first
of all because they are a limit to obtain complex shape, than because their
transformation into a more complex shape is not a trivial process. A good
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alternative could be offered by a more powerful mathematical paradigm, like
spline curves and surfaces. The main drawback in that case, is that a solid
theoretical background is a mandatory requirement to use these solutions. A
3D sketching-based modelling could be an ideal solution that allow you to
freely draw in the space as you are used to do with pencil on a sheet.
This is the main motivation that drove to evaluate if the SmartPen of the
FIRES project could be also use for a 3D sketch-based modelling. A “create
by sketch” system, that uses sketching tools, could be considered a generaliza-
tion of a “create by copy” one. It implements the same steps (measurement
and reconstruction) that lead to a virtual model. The measurement phase
refers to the sketching activities, while the reconstruction operates on the de-
fined strokes. Any optical equipment, like white light or laser scanners, can
reconstruct only visible real objects, while the SmartPen seems to be a good
candidate to sketch ideas directly in 3D. Despite some lacks like occlusion
issues and evident difficulties with concave objects, the SmartPen system has
bridged the gap between complex tools and common users. Hence we decided
to explore in which direction further develop the system, to convert it into a
new “create by sketch” system.
2.2 State of the art
Typically, a 3D reverse engineering system is implemented using a white
light or laser scanner device. Other optical systems for reverse engineering
can adopt cheaper hardware devices, in [42] they employ the Kinect that is
generally used as gaming console. Seldom, we can find works that use other
measuring systems to detect the features of the real object, for instance a
coordinate measuring machine [21]. All classic reverse engineering systems
require a physical object and in some cases, for example if they use rigid
bound arms, they can reduce the degrees of freedom for the users. As a result
they are unsuitable to be reused as sketching modelling systems.
If the Graphical User Interfaces (GUI) were a strong breakthrough in a
quite distant past, in the last decade we have been witnessing to a second con-
siderable revolution, the advance of the Tangible User Interfaces (TUI) [97].
TUI connect the digital and real worlds, showing a great potential coupled to
a ease to use. They have collected an immediate appeal to a large range of
users and are becoming a valid alternative to WIMP interface (windows, icons,
menus, and pointers), mainly because they are not limited to two-dimensional
applications. The TUIs have shown that the interaction can become three-
dimensional, as a result the applications range from augmented reality [11], to
multi-touch surfaces [45]. A sketching system can be considered a specific ap-
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plication of the TUI, especially if the user uses a special tool to draw strokes.
Recent researches introduce a new automatic and assisted modelling in-
terface known as Sketch-Based Interfaces for Modelling (SBIM), that can be
considered a subclass of the TUI. They support the user in the sketches digiti-
zation process [44,75]. Thus far, the sketching concept was limited in 2D and
manually translated to a 3D virtual model, SBIM approach makes faster the
generation of reasonable 3D shapes [46]. Despite we can not obviously expect
the same accuracy of a pure CAD system, we are interested in these kind of ap-
plications. We can immediately make a distinction between 2D sketch-based
modelling systems, that support the user in the 3D virtual model translation
process of the 2D sketch, and pure 3D sketch-based modelling systems, with
which the user draw directly into the 3D world.
One of the main problems is the interpretation of the 2D sketches, in [26]
a method that minimizes the curvature among all the 3D candidates is pro-
posed. While in [48] the 2D curve is projected onto a resulting 3D template.
Others early works focused on methods for inferring plausible 3D free-form
shapes from visible-contour sketches [49]. In [41,74] we can find the first com-
plete works concerning a sketching interface for quickly and easily designing
free-form models, with a very low learning curve. Later, in [93] a system based
on analytic drawing is presented, it supports precise image-space construction
of a linear 3D scaffold. Starting from the consideration that designers prefer
sketch descriptive curves, that convey intrinsic shape properties, in [117] they
describe a system to transform 2D sketches into 3D curve networks. There are
several others systems that belong to the first category, systems that trans-
form 2D sketches into 3D form. In [3, 63] a system for rapid ideation and
visualization of 3D forms for design professionals is presented. It uses a 2D
interface that makes easier the sketching process. An interesting evolution is
proposed in [77] where the strokes are closed using surfaces and the user-drawn
curve network serves as a control cage, from which a subdivision surface is
generated.
Compared to previous works, we find many fewer examples of systems that
allow to draw directly in the 3D environment. The first experiences are shown
in [88,116]. In the first one 3-Draw system is presented. By virtue of two hand-
held sensors, designers who using 3-Draw to sketch their ideas in the air feel
as if they are actually holding and working on objects. In the letter, a pure 3D
sketching system for a virtual reality environment is presented. The user wears
a headset and uses a wired stylus tracked by the system, that reconstructs
surface stitching together pieces of spline patches with C0 or G1 continuity.
Also in [73] the user uses the hands to sketch in the air and the system re-
construct the underlying mesh, they adopt innovative solutions to stitch the
patches and to refine the connection surface. An alternative solution is pro-
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posed in [36], ShapeTape is presented as a specialized high degree-of-freedom
curve input device that allows to directly control the shape and position of
a virtual curve. There are others interesting approaches, in [92] the effort is
oriented to support the needs and interests of artists and the hand is used to
mark 3D space in a semi-immersive virtual environment. While in [70, 122]
hand sketching and gestural interface for the 3D modelling and the fast con-
ceptualization are presented.
SBIM often addresses problems not closely related to the modelling, in [118]
they propose a framework that automatically turns a freehand sketch drawing
inferring multiple scene objects to semantically valid. While in [100] the user
places specific geometric primitives on the relevant parts of the sketch, then
the system first fits the primitives projection to the sketch lines, and then
infers geosemantic constraints that link the different parts.
The construction of a right 3D curves network derived by the user-drawn
sketches is only the first step that characterize a 3D sketch-based modelling
system. The next step is also known as the surfacing problem, in practice the
system must be able to close the curves network with a smooth surface or a
surface mesh. This task can be accomplished following two main methods:
the first one requires the use of disjoint surface patches, the latter uses mesh
or subdivision surfaces, the discrete representation of the virtual model.
In [60] they propose an adaptive surfacing algorithm that uses G1 smoothly
stitching bi-quintic Be´zier patches. While in [1], starting from a three-space
curves that suggest the contours of shapes the system automatically gener-
ates intuitively appealing piecewise-smooth surfaces, using a linear algebra
representation. In addition they provide an intelligent user interface for mod-
ifying the surface patches. SmoothSketch is the solution proposed in [49] that
use surface for inferring plausible 3D free-form shapes. SmoothSketch allows
sketches with cusps and T-junctions, a feature that distinguishes it from other
approach. All these methodologies create a patched surface and it could be-
come a problem if the resulting model must be further used: all the patches
have to be stitched together.
There are many more works that use mesh or subdivision surface to fitting a
curves network. In [59] subdivision algorithm is used to interpolate a nets of
curves, obtaining a G2 surfaces in almost each points. Even in [94] they obtain
a smoothing arbitrary triangle mesh solving a nonlinear fourth order partial
differential equation (PDE) and the resulting mesh satisfies G1 boundary con-
ditions. The lofting technique used in [90] allows to create a C1 surface in the
most common cases. An interesting solution is presented in [74], a functional
optimization is used to manage arbitrary topology curves, even not connected
to each other. In [9, 109] they propose an alternative approach, the system
constructs by interpolation a quad mesh, iteratively filling the closed curves.
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The solution proposed in [89] exploits aspect of the input, as topology and
geometry, to triangulate highly nonplanar and concave curve cycles. An inter-
esting and innovative solution is presented in [71], whose main characteristic
is that the system refines the reconstructed mesh from time to time that the
user adds a curve. Moreover the user-drawn strokes are drawn directly in the
3D space. Typically, all the mesh-based solutions do not allow a local control
on the fine shape details. Maybe an hybrid solution, such as that proposed
in [4] could be an effective choice.
The sketch-based modelling systems are a really interesting topic, we inves-
tigate a portable and low cost platform for reverse engineering and interactive
design of sketched models using 3D curve networks, that integrates both ac-
quisition and reconstruction phases. The main challenges regard the concave
objects’ acquisitions, if the system is used as reverse engineering, and the real-
time and the precision of the reconstruction step, if it is used for sketching.
2.3 The FIRES system
The SmartPen was developed within the FIRES project, thus to evalu-
ate if they could be even used as sketch-based modelling system, we needed
to study the original setting and its evolution, highlighting and solving the
shortcomings, if any.
Figure 2.1: Hardware and software layers in FIRES project [4]. Below the blu line
the hardware/software components for the acquisition, above the software compo-
nent for the reconstruction.
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Since the first version [4], the FIRES project is made up of a hard-
ware/software layer, for the acquisition, and a software layer, for the recon-
struction (Figure 2.1). The main innovative feature is that the system inte-
grates the measurement and reconstruction steps and allows you to have a
real-time feedback on the ongoing work. In practice, the user uses the Smart-
Pen device to follow the characteristics profiles on the object to acquire, the
acquisition step, and the system reconstructs the virtual model of the object
using the user-drawn curves, the reconstruction step.
(a) (b)
Figure 2.2: Experimental equipment during a typical FIRES work session, first
version (a) and second version (b).
The hardware component of the acquisition layer consists of two infrared
cameras, available on the Nintendo Wii remote controllers1, and four aligned
infrared light emitter, mounted on the pen’s prototype (Figure 2.4(b)). While,
on the software side, a specific component of the system continuously tracks
the 3D position of the SmartPen using a stereo vision triangulation. In this
way, the user can intuitively and interactively draw the characteristics curve-
profiles of the object and the system automatically and incrementally con-
structs the corresponding curves network. Whole this process is called Inter-
active Surface Sketching (ISS) and allows the user to add, modify or delete
curves during the acquisition process and to benefit of several modelling tools
to enrich the topological information of the virtual model.
The software component that manage the reconstruction uses the polyline
mesh data struct produced by ISS: a mesh data struct with vertices, edges
and faces, enriched with the polylines corresponding to the acquired curves.
The real-time outcome of the reconstruction step are meshes and subdivision
surfaces that represent the final yield of the reverse engineering activity. To
1http://en.wikipedia.org/wiki/Wii_Remote
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achieve a good result, the reconstruction is composed of three different steps:
triquadrification, basic refinement and subdivision surfaces. The triquadrifi-
cation step transforms the polyline mesh, that without constraints can contain
n-sided, non-planar, and non-convex faces, into a tri-quad mesh. The tri-quad
mesh is further refined by the basic refinement step, it uses bilinearly blended
Coons patches on the coarse tri-quad mesh to obtain base mesh that inter-
polates the polylines. Finally, the base mesh is the input of the subdivision
surface step to produce a smooth surface.
Low-cost technology was a remarkable feature that already characterized this
first version of the system, nevertheless its simple setup (Figure 2.2(a)) al-
lowed to obtain good results with an optimal compromise between accuracy
and cost. Moreover, it was already clear that one of the main features, that
distinguished the FIRES system from the others optical light-based reverse
engineering system, was the capability to continuously track the SmartPen,
even if it was not touching the physical object. As a result using several ad hoc
algorithms, as the “hole creation tool”, the “skinning tool” or the “symmetry
tool”, it was already possible to add virtual parts to an existing object, for
instance an handle, as shown in Figure 2.3.
(a) (b) (c) (d) (e)
Figure 2.3: A first example of a virtual part added to an acquired object [4]. The
physical object (a), the curves network acquired (b) and the relative reconstruction
virtual model (c). The same acquisition enriched with a handle (d) and (e).
Despite the first good results, both acquisition and reconstruction phases
have been improved in a second version of the FIRES system, presented in [87].
Some defects, detected during several acquisition sessions, could be corrected
in order to enhance the accuracy of the system and the quality of the final
results. We could summarized as follow the areas of improvement:
 the limited resolution of the wiimote cameras reduced the precision of
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the acquisition step;
 the stereo vision was strongly affected by the human accuracy;
 the basic refinement was not sufficiently to obtain a regular input for
the next subdivision surface step.
The second version of the FIRES system has brought several changes (Figure
2.2(b)). First of all, the two Nintendo Wii remote controllers were replaced
with a higher resolution stereoscopic webcam: Minoru 3D Webcam2 (Figure
2.4(a)). In that case, the new stereo vision system has brought a twofold
advantage: it improves the resolution and reduces any tilt and jerk errors
that typically affect two disjoint devices like the wiimote. Then the Smart-
Pen was equipped with different smart sensors like three-axis accelerometers,
magnetometers and gyroscope to improve the 3D tracking. Furthermore, the
disposition over the SmartPen of the infrared LEDs emitter was rearranged:
the tip LED was eliminated and all the four LEDs were moved on the body of
the pen (Figure 2.4(c)). This solution gave rise to a greater freedom of move-
ment of the SmartPen, reducing the occlusion problems of the LED on the tip.
(a)
(b)
(c)
(d)
Figure 2.4: On the left the new Minoru stereoscopic webcam (a). On the right, the
first version of the SmartPen with one LED on the tip (b); the second prototype
version with a different LEDs disposition and equipped with inertial and magnetic
sensors (c) and its final concept (d) designed by Alessi3.
2http://www.minoru3d.com
3http://www.alessi.com
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The hardware/software layer, shown in Figure 2.1, has remained the same,
but several alternative algorithms have been introduced. For instance, the
video stream is filtered with the sensor raw data derived by the inertial and
magnetic sensors using the Kalman Filter [24], a well-known recursive linear
estimator suitable for modelling dynamic systems with inherent noise. This
solution produces a better and more stable signal to perform the sampling
and then to regularize the curves network.
If in the previous version of the system, the second step of the reconstruction
was based on bilinearly blended Coons patches, the new reconstruction module
adopts a surface diffusion flow method. While the subdivision surface step is
performed using the Catmull-Clark scheme, whose interpolation rules allow to
preserve the sharp features. Indeed, the user has got the possibility to indicate
which curves represent a sharp edge of the physical object. The novel surface
reconstruction procedure, based on functional optimization, allows to obtain
more realistic results thanks to the capability of preserving the sharp features
of the object (Figure 2.5).
The second version of the FIRES project has reached an high quality level
and it offers innovative solutions in the reverse engineering field. Nevertheless,
during the study phase of the system, we have identified some critical points
that we can summarize as follow:
1) the Kalman filter was not properly calibrated and the set of sensors
could be further exploited;
2) the LEDs layout often leads to an occlusion of the external LEDs of the
series. Despite the tip LED was moved on the body of the SmartPen
(Figure 2.4(d)), it often occluded by the object, while the LED on the
top falls out the field of view of the cameras;
3) the linear LEDs layout does not allow to determine any rotations of the
SmartPen. In case of further evolutions of the system, it could be useful
to determine the orthogonal vector to the SmartPen vertical axe;
4) it was noticed of a drift problem that affects the SmartPen position
estimation. It’s probably due to a heating of the 3D stereo camera and
involves a misalignment of the acquired curves;
5) despite the two camera are built-in the same physical device they showed
a synchronization problem. Perhaps, it is due to the low cost hardware
solution;
6) the two cameras are too close to each other, this reduce the field of work
and increase the occlusion problems;
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(a)
(b) (c)
(d) (e)
Figure 2.5: The same physical object (a) reconstructed with the first and the
second FIRES version (c) and (e). In (b) you can see the simple curves network
acquired with the first version of the system. While in (d) the new curves network,
superimposed to the subdivision surface, is enriched with sharp edges information
(red profiles).
7) the wide profile of the SmartPen tip is an obstacle if you want to acquire
objects with narrow section profiles;
8) the rigid structure of the SmartPen and the short tip do not allow to
follow concave profile of the object.
The evaluation of the SmartPen as sketch-based modelling tool was carried
out contextually with the resolution of some of the listed problems.
The issues that concern the LEDs layout would require a re-engineering of
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the pen that it is out of the scope of our work, but we highlighted them to
drive future developments. Maybe in that case, a good solution could be
create a triangular structure with three LEDs, located in the middle of the
SmartPen’s body. It would allow to detect rotation and it would be less prone
to occlusion.
The drift and synchronization problems are closely related to the quality of
the chosen hardware. Trying to maintain unchanged the goal of the project,
we adopted technical artifices, like delay the start of the acquisition in order
to stabilize the system or empty the buffer of the cameras driver. A better
solution might be to build a stereo vision system with higher quality camera,
a hardware synchronization and a wider space between the objectives.
We proposed interesting solutions for the concave problem and the acquisition
of profiles with narrow section, adopting several pen tip prototypes to simulate
various situations of use [69].
2.3.1 Sensor data and Kalman Filter
The inertial (accelerometer and gyroscope) and magnetic sensors mounted
on the SmartPen are also use to track the orientation of the device with re-
spect to a fixed frame. We chose to use a Complementary Filter [65] thanks
to its good trade-off between accuracy and lower computational cost on em-
bedded platform. In practice, we adopted the approach implemented in [64],
where two different orientation estimates are fused together to obtain a better
result.
The SmartPen orientation was thus obtained using the gyroscope data
stream, that are more accurate for higher dynamic frequencies, and the ac-
celerometer and magnetometer data stream, that are more accurate in static
condition. The Complementary Filter quaternion output gives the SmartPen
sensor’s orientation as the rotation between the SmartPen’s reference frame
and the geomagnetic reference frame.
An interesting comparison between the orientation estimated by the video
triangulation and by the sensor stream data is shown in Figure 2.6. The
second one (black line) is typically less noisy than the video triangulation,
which roll angle (SmartPen rotations towards the cameras) is affected by the
distance from the cameras. Moreover, the yaw angle lacks in the video orien-
tation, due to the linear LEDs layout as recalled in the previous section.
The implementation of the Complementary Filter, embedded on the Smart-
Pen, has been optimized for the limited resource available on the device (32-bit
precision and no floating point unit). Then we performed a qualitative test
to evaluate the result. The embedded algorithm shows a mean difference of
0.01◦, with peak differences always below 1◦, if compared with a standard
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Figure 2.6: Comparison between the SmartPen’s orientation estimated by the
video triangulation (red line) and by the Complementary Filter (black line).
implementation on 64-bit platform with double precision unit.
The sensors data stream have been useful in the final step of the acquisition
process to reduce the noise of the SmartPen 3D position, estimated from the
stereo vision system. The video signal has been filtered with the output of
the Complementary Filter operation in order to stabilize the SmartPen 3D
position.
The Kalman Filter is a recursive linear estimator appropriate for discrete-
time controlled process with inherent noise [24]. It is suitable to combine data
generated by multiple measurements, in order to improve the quality with
respect to what we can achieve using a single measurement by itself. The
Kalman Filter tries to estimate the state x ∈ Rn of a discrete-time controlled
process using the measurement z ∈ Rm and the respective linear equations
are:
xk = Axk−1 +Buk + wk−1 (2.1)
zk = Hxk + vk (2.2)
where the matrix A represents the state of the system at the previous time
step k − 1, the matrix B drives the optional control input u ∈ R to the state
x and H relates the state to the measurement zk. While, the independent
random variables wk and vk represent, respectively, the process noise and the
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measurement noise, with normal probability distributions:
P (w) ≈ N(0, Q) (2.3)
P (v) ≈ N(0, R) (2.4)
where Q and R represent, respectively, the process noise covariance matrix
and the measurement noise covariance matrix.
In our implementation of the Kalman Filter we excluded the B optional
term in (2.1), while the measurement vector zk in (2.2) is composed by {pv, os},
respectively the position estimated from the stereo vision system and the ori-
entation estimated from the inertial and magnetic sensors. The vector zk is
used to correct the prediction of the system and, at each time step k, the equa-
tion (2.1) allows to estimate the filtered state xk, composed by the SmartPen’s
position, velocity and orientation.
Combine the estimate of the stereo video system with the estimate coming
from the inertial and magnetic sensors into a modular vector zk, proved to
be a winning choice that simplifies the tuning phase. It allow to manage the
different working frequency between the stereo vision system (30fps) and the
sensors unit (more then 50Hz). At each time step k the system constructs
the vector zk with the most updated information between the two sources and
corrects the measurement and the relative noise using the matrix Hk. Typi-
cally, the stereo video system defines a position and the inertial and magnetic
sensors refine it for at least three times before the 3D position is updated
again.
To obtain an optimal fusion between sources, each measurement should
be weighted by the relative portion of the matrix R. However, if in our im-
plementation the definition of the measurement noise covariance matrix R is
quite possible because we are able to measure the process and define it state,
we do not have ability to define the process noise covariance matrix Q. Hence
we decided for a off line tuning of the parameters of the filter and the wk and
vk represent the zero mean Gaussian white noise.
We used two different tests, static and dynamic, to evaluate the improve-
ment brought by the Kalman Filter. In Figure 2.7 we show the static noise
estimation of the SmartPen at different distances, comparing the pure value
obtained by the stereo video system and the filtered one using the inertial and
magnetic sensors. The Kalman Filter significantly reduces the error on the
z-axis, the most affected by the distance. While in Figure 2.8 we show the
dynamic noise estimation at two different distance during the acquisition of a
simple square.
The filter effect becomes fundamental with the increase of the distance and
nullifies any flickering of the user’s hand. Moreover, the Kalman Filter has
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proved its contribution to stabilize the tracking signal, that it is very impor-
tant when the user does not have any support points and decides to freely
draw in the air, as in the sketch-based modelling.
Figure 2.7: The mean standard deviation of the static noise estimation at different
distances. The values obtained by the stereo vision system (dashes line) and the
filtered one (solid line).
(a) (b)
Figure 2.8: The dynamic noise estimation at 40 cm (a) and 60 cm (b). We tracked
four times a 6 cm edge square and plotted the result of the stereo vision system
(red line) and the filtered one (black).
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2.3.2 Narrow profiles and concave objects
In this section we present the solution proposed to solve two distinct issues,
like objects with narrow and deep profiles and concave objects. The idea was
initially developed to address to the first one, but the correct generalization
of the method allowed us to make the system more powerful.
In the previous section we seen that at the end of the acquisition process
the video stream data are fused with the sensors stream data to improve the
estimation of the SmartPen movements. There are four steps prior to the ap-
plication of the Kalman Filter, which allow to obtain a 3D estimation of the
SmartPen position, starting from a pair of 2D frames collected by the stereo
cameras. The first step transforms the 2D images collected by the cameras
into binary images using a threshold value, this allow to highlight only the
visible infrared LEDs. The second step uses a blob detection algorithm to
identify the LEDs and to define their 2D position in the frame. Then the 2D
coordinates are triangulated to reconstruct the 3D position of the LEDs, in
the triangulation step. The fourth step uses the 3D LEDs position to estimate
the SmartPen 3D position.
This last phase was studied ad hoc to address partial occlusions. The redun-
dant number of LEDs and their mutual distance, visible in Figure 2.9, have
been designed in order to guarantee the estimate of the position even if only
two pair of LEDs are visible.
Figure 2.9: The disassembled SmartPen with the mutual distances between each
pair of contiguous LEDs: d1 = 32 mm, d2 = 22.5 mm, d3 = 42.5 mm and d4 =
62.5 mm.
In brief, the output of the triangulation step is the quadruplet (δ1, δ2, δ3, δ4),
24
2.3. THE FIRES SYSTEM
where δi is a boolean value that indicates if the LEDi is visible or not, and
a set of p¯i 3D coordinates, for each visible LEDs belonging the quadruplet.
Knowing the physical distances and the estimated ones, it is possible calculate
the centroid of the SmartPen for each configuration of visible LEDs, using the
cumulative distances. The centroid C ∈ R of the visible LEDs is computed,
using the theoretical distances, as follow:
C =
∑4
i=1 liδi∑4
i=1 δi
(2.5)
where li is the cumulative distances for the LEDi from the LED1. The dis-
tances between the LEDs are all different (Figure 2.9) hence, for each con-
figuration of visible LEDs, we can computed the centroid C ′ ∈ R3, using the
estimated distances, as follow:
C¯ ′ =
∑4
i=1 p¯iδi∑4
i=1 δi
(2.6)
and the distance Tδ ∈ R between the first visible LED and the SmartPen’s
tip, both are at a unique and known position. The least squares method is
used to estimate the normalized LEDs direction v¯pen. Then the 3D position
of the SmartPen’s tip, p¯tip, is computed as follow:
p¯tip = C¯ ′ + v¯pen(C + Tδ) (2.7)
This is a good solution that address different problems, like occlusions, match-
ing errors, triangulation errors or limited field of view. It works fine with
small object, but if two visible LEDs seem to be sufficient, the most occlusion
problems often occur with big or concave objects, like a quite deep jar. The
SmartPen is too short and the tip is too wide to reach all deep and narrow
profiles.
Since the distance d1 (Figure 2.9) could be setted at the beginning of each
acquisition session, and consequently the Tδ can coherently vary, we have pro-
posed a first na¨ıf solution that extend the tip position, as shown in Figure
2.10(a). It allows to reach narrow and deep profiles on the object and helps
to reduce reflection problems, while the method to estimate the SmartPen’s
tip position (2.7) remains unchanged. Unfortunately, since the range of the
pitch and roll SmartPen’s angles is limited to correctly identify and match the
pair of visible LEDs, the extended tip does not even allow to tilt the device
in order to acquire concave portions of the object.
The second solution is a generalization of the previous one, and it arises
from the consideration that the sensors’ unit provides also the yaw angle. We
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introduced a bendable tip, as show in Figures 2.10(b) and 2.10(c). It requires
an update of the estimation procedure of the 3D position of the SmartPen’s
tip and a new calibration phase at the beginning of the acquisition session.
In practice, the initial setting of the system is enriched with a new displace-
ment distance, do in Figure 2.11. It defines the offset of the tip with respect to
the vertical axis of the SmartPen. After the p¯tip estimation (2.7) and during
the data fusion step (2.2), do is employed to correctly translated the p¯tip, or-
thogonally to the v¯pen direction, using the yaw angle provided by the magnetic
sensor.
(a)
(b)
(c)
Figure 2.10: The extended SmartPen’s tip (a), to reduce occlusion problem and
to reach narrow profiles. Two different bendable tip configurations (b) and (c), to
reach concave surfaces.
Since there are no LEDs on the terminal of the new tip, the stereo vision
system does not have any cues to detect the displacement distance of the
tip from the vertical axis of the SmartPen. Moreover, each time the system
starts, the stereo vision system partially knows the coordinates system defined
by the SmartPen: it knows only the planes defined by the pitch and the roll
angle. Hence, the alignment of the bent tip can be done only exploiting the
yaw angle of the magnetic sensor.
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Figure 2.11: The mutual distance between each pair of contiguous LEDs and the
new displacement distance of the bendable tip.
(a) (b)
Figure 2.12: The dynamic noise estimation at 60 cm for the extended SmartPen’s
tip (a) and the curved SmartPen’s tip (b). We tracked four times a 6 cm edge
square and plotted the result of the stereo vision system (red line) and the filtered
one (black). In (b) the filtered track is the only visible, it is not possible estimate
the bent tip with only the stereo vision system.
In particular, the user draws a horizontal line and aligns the bended-tip with
that line, thus the system can compute the offset angle φ between the magnetic
north and that position. The angle φ allows to align the physical SmartPen’s
tip on the horizontal plane with the virtual displacement distance starting
from the position estimated by the video frames.
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Both for the extended SmartPen’s tip and for the curved one we performed
a dynamic test to verify the noise during the acquisition of a simple square
(Figure 2.12). Obviously, if the SmartPen is equipped with a curved tip we
could verify only the filtered track, since the tip position is not uniquely es-
timable with only the stereo vision system.
In that case the shape of the SmartPen is irrelevant for a sketch-based
modelling use. There are not objects that can obstruct the vision rays and if
the user’s hand causes a occlusion, he can modify her position herself. How-
ever, the experience gained to complete the system and the acquisition sessions
have been very useful.
2.4 Experimental results
In this section, we explore the powerful of the proposed solutions, showing
several acquisition results, presented also in [69]. We acquired some common
simple objects to test the accuracy of the system, and then we reserved some
test to verify the SmartPen’s capabilities in the sketch-based modelling and
how it may, in particular, benefit from the tracking system.
2.4.1 Reverse engineering acquisitions
The first two acquired objects are a ashtray and a telephone (Figures
2.13(e) and 2.14(e)). The system has retained the previous features and al-
lowed to reconstruct them by tracing the 3D curve which follows the char-
acteristics profiles of the physical objects, with a variety of different surface
features.
The user uses the SmartPen to follow the characteristics profiles on the real
object and incrementally adds curves to create the curves network, Figures
2.13(a) and 2.14(a). Then the system approximates the user-drawn curves
with spline, Figures 2.13(b) and 2.14(b), and creates the underlying polyline
meshes, Figures 2.13(c) and 2.14(c). The polyline mesh is used to recon-
struct the final virtual model, applying diffusion flow and subdivision surface
schemes and respecting the sharp edges details defined by the users (red line),
Figures 2.13(d) and 2.14(d).
The use of the filter has significantly reduced the natural flicker of the human
hand and has helped the next sampling phase that constructs a curves net-
work using spline curves, visible in Figures 2.13(b) and 2.14(b).
Now we present the acquisition of a spanner (Figure 2.15), it is useful to
demonstrate the accuracy of the system, despite it is not, and does not want
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(a) (b) (c)
(d) (e)
Figure 2.13: The acquisition steps of an ashtray. We can see, in sequence, the
user-drawn curves (a), the spline approximation (b), the polyline mesh (c), the
final result (d) and the physical object (e).
(a) (b) (c)
(d) (e)
Figure 2.14: The acquisition steps of a telephone. We can see, in sequence, the
user-drawn curves (a), the spline approximation (b), the polyline mesh (c), the final
result (d) and the physical object (e).
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to be, a professional CAD system, and we show how the outcome could be
naturally integrated with a 3D printing system. The acquisition steps are
obviously the same of the previous tests, but in that case the finale result,
Figure 2.15(c), is prototyped using a 3D printer (MakerBot Replicator4) and
then we compared the resulting prototype with the real object. Despite the
error of the used 3D printer (about 2 mm), we obtained an extremely faithful
prototype of the real object, with an accuracy of less than 8 mm (Figures
2.15(d) and 2.15(e)).
(a) (b) (c)
(d) (e)
Figure 2.15: The reconstruction and prototyping of a spanner. In the first row
you can see the real object (a), the spline approximation curves network (b) and
the reconstructed surface (c). In the second row, the comparison between the real
object and the printed one. The real spanner dimensions are 240 × 60 × 8 mm,
while the prototyped spanner dimension are 234× 56× 8 mm.
The example shown in Figure 2.16 presents a result from a collaboration
with The Rizzoli Orthopaedic Institute of Bologna, Italy. This kind of prosthe-
sis, in that case a lower limb prosthesis’ socket, represents the interface with
the patient limb and needs to be personalized and periodically readapted. For
our purposes, the acquisition of the prosthesis is a good benchmark to test the
extended SmartPen’s tip. Indeed, we used the configuration shown in Figure
2.10(a) to acquire it.
4http://www.makerbot.com
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Figure 2.16: The reconstruction of the inner surface of a lower limb prosthesis’
socket. Each row shows a different step of the session, while the columns show the
user-drawn curves, the spline approximation and the partial result. A rendering of
the final result and the original object are shown on the bottom.
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That invasive implant, with free-form and concave shape, causes severe prob-
lems to the classic 3D scanning systems, principally due to several intrinsic
characteristics, like the significant concavity (about 200 mm) and the shape
of the inner surface with non-uniform thickness. As a result, it is not possible
acquire only the outer surface to reconstruct the inner shape.
The images sequence clarifies the ISS process, in particular how the system
refines the final result each time the user draws a curves. In each row, we
placed side by side the noisy curves and the smoothed one, to evaluate the
filter contribution.
The last example was studied to point out the potential of the bendable
tip, such as those shown in Figures 2.10(b) and 2.10(c). The object is a small
box with a complex concavity and a narrow access point, the diameter of the
top hole is 20 mm, (Figure 2.17).
These characteristics do not allow the use neither of optical 3D scanners nor
contact 3D scanners technologies to acquire the inner shape of the object,
they can not reach the hidden profiles of the inner surface. Exploiting the
flexibility of the bendable SmartPen’s tip, we were able to introduce the tip
inside the box and acquire the inner profiles without disassemble the box.
One more time it is appreciable how the system requires a very low number
of profiles to faithfully reconstruct the object.
(a) (b) (c)
Figure 2.17: The acquisition of a small box with a complex concavity and a narrow
access point (the hole’s diameter is 20 mm). An image of the real object (a),
the curve networks (b), where the inner profile is visible, and a section of the
reconstructed object (c).
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2.4.2 Sketch-based modelling acquisitions
For this section, we conducted some tests to verify the freehand sketching
capabilities of the system and to evaluate the usability of the SmartPen as
sketch-based modelling device.
The first example is a broken vase (Figure 2.18(d)), we reconstructed the
virtual model, using the SmartPen to repair the missing part (Figure 2.18(c)).
Then we tried to add different handles which were not present on the physical
object (Figures 2.19(c) and 2.19(f)).
(a) (b)
(c) (d)
Figure 2.18: The restoration of a broken vase. The acquired curves network that
complete the missing border (a), the wireframe visualization of the final result to
show the regularity of the obtained surface (b) and a rendering of the reconstructed
surface (c) compared to the physical broken vase (d).
The capability to add in real-time the missing part of the object is another
important feature of the system, that typically is not provided by other reverse
engineering systems. In the same environment, with a simple and intuitive
interface you can reconstruct and enrich the virtual model just acquired.
In practice, starting from the restored virtual model (Figure 2.18(a)) we cre-
ated a pair of holes on the border and on the bottom of the vase (red lines
in Figures 2.19(a) and 2.19(d)), exploiting the modelling tool of the system,
then we drew the freehand profile to connect them. The system has recon-
structed the handles as if they were a real part of the object and you can see
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a rendering in Figures 2.19(c) and 2.19(f).
(a) (b) (c)
(d) (e) (f)
Figure 2.19: The completion of the restored vase with the addition of an handle.
Each row represents a different test: the partial results after the creation of the
holes (a) and (d), the final results (b) and (e) and the two relative renderings (c)
and (f).
In Figures 2.20 and 2.21 we present two examples of freehand sketching,
that we interpreted as a cartoon submarine and a glass vase. There are not
real objects behind these virtual models, but to create the first shape we used
a parallelepiped and a cylinder, respectively, and then we enriched the models
with different details. The main problem is the lack of visible feedback in the
real space, thus it is quite difficult reach a good perception of the proportions.
Despite our reduced drawing ability, the framework supported us during the
whole session, allowing to correct any mistakes.
The submarine was obtained drawing curves in the air without any modelling
tool provided by the system. The final curves network appears quite regular
and the resulting rendering is pleasant enough. While, for the glass vase, we
sometime used the “symmetry tool” and the system reconstructed a pleasant
smooth-wavy pattern.
We think that an expert designer with better drawing ability can obtain higher
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quality results, simply because he is more accustomed to freehand draw. It
is even true that we were able to create quite complex objects with a limited
timing experience.
(a) (b) (c)
Figure 2.20: The virtual model of a cartoon submarine. It was obtained by free-
hand sketching: the drawn 3D curves (a), the interpolating smoothed surfaces (b)
and the rendering of the reconstructed models (c).
(a) (b) (c)
Figure 2.21: The virtual model of a glass vase. It was obtained by freehand
sketching using the “symmetry tool”: the drawn 3D curves (a), the interpolating
smoothed surfaces (b) and the rendering of the reconstructed models (c).
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2.5 Conclusions
We presented FIRES, a project born to be a fast and interactive reverse en-
gineering system, evaluating if it could be even used as sketch-based modelling
system. We chose it thank to several interesting features that distinguish it
from traditional reverse engineering systems:
 it is a good trade-off between accuracy of the reconstructed results and
hardware used, which is cheap and readily available;
 it has a simple and intuitive interface which makes available several
interesting modelling solutions;
 it fuses in the same environment reverse engineering capabilities and
modelling features;
 the outcome of the system is easily integrated into other modelling tools
or directly used as input in a 3D printing system;
 it is able to give a immediate and interactive feedback on the recon-
structed result, these characteristics allow the common user to quickly
learn and to take full advantages of the system;
 the user is able to obtain the final result in a very short time.
The preliminary study of the project helped to identify some aspects of the
system that could be improved. In particular, a better integration between
the data collected by the stereo vision system and the inertial and magnetic
sensors data was reached correctly tuning the Complementary and Kalman
filters. While, the acquisition of complex concave objects is a novel features
that has been introduced testing a new extensible and bendable SmartPen’s
tip. This innovation required an update of the tip estimation procedure and
a new calibration phase at the beginning of the session.
The new version of the system has passed through a preliminary users
evaluation and it has been submitted for assessment by an experienced users.
We organized an informal test with three different target users: experienced
users in the field of computer-assisted 3D modelling and design, from the Ar-
chitecture department at the University of Bologna5; researchers studying and
designing innovative interfaces, from the i3 research group at FBK6 (Trento,
Italy) and a designer unfamiliar with CAD or interaction technologies. After
a brief demonstration they were free to explore the system. We avoided to
5http://www.da.unibo.it
6https://i3.fbk.eu
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give them particular tasks, but the hands-on session aimed to highlight their
feeling with the new technology.
Each of them recognized the potential of the system, in particular they found
very interesting an integration within existing CAD tools and the possibility
to add new details. Moreover, they were positively impressed by the accu-
racy of the system and the quality of the outcomes, especially when it is used
as sketch-based modelling system. Some of the tested users suggested that
the system could be also used as measurement system, to collect information
about real objects, like the curvature or the linear distance on curved surfaces.
After this first users evaluation we plan to organize a more formal user study,
during which we will ask to perform several tasks both reverse engineering
and freehand sketching. During this event we will involve non-expert users
asking them to highlight the main shortcoming of the system.
Despite, the good feedback received, we think that the visualization mod-
ule can be further improved in future. The pen-like device exploits the user’s
drawing capabilities and makes him able to become rapidly familiar with the
system. Instead, when the system is used for sketch-based modelling, the ab-
sence of the real object, and thus of physical reference points, makes it difficult
to trace lines correctly. It often happens with large or very detailed objects.
We are evaluating the opportunity to employ new 3D visualization technolo-
gies, for instance a head-mounted display like Oculus7, for a fully immersive
virtual reality experience. In the next chapter, we will briefly explore low cost
3D display technologies that we tried to employ to solve a similar problem.
7http://www.oculus.com
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33D modelling:
interaction & visualization
After all, a work of art can not
be achieved with ideas, but with
his hands.
Pablo Picasso
The human being has always been accustomed to use his hands to get to
know and interact with the world. It is a capability acquired at birth, that
allows to use and manipulate objects. We are not necessarily talking about
sculptors, painters, artists or craftsmen, but of all those people who daily use
hands to complete tasks.
Technology solutions have always tried to bridge the gap between the digital
and the real world, also as regards the interaction and visualization activities.
The goal becomes much more interesting when trying to create a virtual en-
vironment quite similar to the real one, characterized by a three dimensional
space and a depth perception.
This chapter will introduces the work done to evaluate how interaction and
visualization technologies can be used into a 3D modelling environment. In
particular, which kind of help they could give to a common user, beyond the
usually gesture-based interaction.
3.1 Overview
Interaction and visualization have always been two complementary fields
and the innovation steps have always come hand-in-hand. The simple con-
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sideration is that a new visualization mode often allows to interact in a dif-
ferent way, similarly new interaction devices allow to trigger different visual
behaviours. We can do two examples among many possible. The first one
regards the advent of 2D graphical user interfaces, which contributed to the
spread of 2D input devices (the mouse is the most famous). While the second
one is more recent, it concerns the devices that integrate touchable displays
and cameras, which gave rise to a plenty of virtual and augmented reality
applications.
Similar considerations can be made with the introduction of the third
dimension, which has mainly affected the interaction field. It was a new chal-
lenge for researchers. They came to realize that 3D interaction applications
had some fundamental differences with traditional one. In that case we wit-
nessed to an evident diversification of the proposed solutions, mainly due to
the heterogeneity of available hardware devices [19].
Starting from these two definitions: “a 3D interaction is any interaction in
which the user’s tasks are performed directly in a 3D spatial context” and “a
3D user interface involves 3D interaction”, Doug A. Bowman tried to classify
application in which you can find 3D interaction, considering various techno-
logical contexts [18].
 Desktop Computing modelling tool: users can directly specify the
object’s orientation and position in the space, using 2D device in con-
junction with 3D manipulation techniques;
 Virtual Environments/Reality: users can explore (fly through) a
3D virtual world, using 3D pointing in the desired motion direction;
 Augmented Reality: a physical object can be associated to a virtual
object, allowing the latter to be selected, moved, and placed in the
physical world;
 Large-Screen Displays: users can zoom into a particular area of a
map simply by looking at that area;
 Ubiquitous/Pervasive Computing: users can copy data through
different displays, by making a gesture indicating the copy direction
and the copy action.
An application can anyway belong to more than one category, for instance a
desktop computing application can include virtual or augmented reality char-
acteristics.
Typically a 3D interaction can be made by gestures, if a predefined movement
triggers a related behaviour of the system, or by direct control of the object,
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in that case the user quite literally controls objects with his hands. A 3D
interaction system of the second type represents a more interesting challenge,
it can provide a means to interact with applications in a way that leverages
on users’ interaction skills exercised everyday in real world.
The 3D visualization is often employed to improve the understanding,
analysis and exploration of data or to involve the user in a immersive en-
tertainment experience. Many other fields are experiencing 3D visualization
solutions as the stereoscopy or the volumetric displays, especially thanks to
several emerging new technologies. The main reason is that it allows to im-
prove perception, dimension and relative position of the information displayed.
Even in that case, there are different methodologies to implement a 3D visu-
alization system and typically they can be classified in two different classes.
 Virtual Reality: the system creates a 3D virtual environment where
the user can navigate or interact with the objects. It could be a full
immersion system, if it denies to the user any eye contact with the
real world, for instance like head-mounted display or computer assisted
virtual environment (CAVE);
 Augmented Reality: the system creates a 3D environment immersing
virtual objects into the real world. It allows to compare virtual objects
and real ones and enrich the real world with more different layers of
information.
The main difference, with respect of the past, is that there is not a general
purpose solution and according to your goals you can test different combina-
tions of 3D interaction and visualization methodologies.
We recall that the main goal of our work was to study solutions to create a 3D
modelling environment, suitable to a common user who does not have great
experience. Hence we tried to verify if would be possible integrate 3D interac-
tion and visualization solutions into a simple 3D modelling environment. In
particular, the low-cost system should have provided a functional subset of
the typical modelling operations. A “desktop computing” interaction system
endowed with a simple 3D visualization assists the user that directly controls
the objects with the hands.
We decided to give greater emphasis to the interaction side of the system,
adopting the LEAP Motion Controller as input device. While, for the visual-
ization side, we tested different solutions in order to verifying which can meet
our needs.
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3.2 State of the art
Although Human-Computer Interaction (HCI) is a relatively new disci-
pline, the first researches were conducted in the 1980s, it is a very wide re-
search field that involves computer scientists, engineers, psychologists and
sociologists [57]. HCI regards the study and design of the interaction between
users and computers. Despite it has evolved considerably over the years, only
recently the HCI is showing more and more its potential. Thanks to a variety
of new technologies, which aim is to improve the interaction and user experi-
ence, each HCI system tries to increase the efficiency of the users and reduce
the training.
A 3D interaction system can be classified as a HCI system where re-
searchers are interested in exploring new devices, experimenting new interac-
tion paradigms and designing new software systems. During the years various
interaction methodologies have been developed for 3D interaction systems. A
more simple and clear classification is done in [43], where three classes were
identified: navigation, selection and manipulation and system control and each
of them can be achieved using different input solutions, for example mouse,
keyboard, multi-touch input device as well as the hands.
We paid special attention to solutions that concern 3D modelling. Even
though there are very interesting works about modelling with multi-touch in-
terfaces [25, 83], with respect to our goal, we are interested in hand-based
interaction, also known as Natural Interface [31]. The main reason is that
this kind of interaction is the most similar to what the user is accustomed
to do in real life. Moreover there are situations in which two degrees of free-
dom (DOFs) of the classic devices (mouse, keyboard or multi-touch input
device) are not quite compatible with three dimensions space. In [84] they
classified hand gesture techniques using three fundamental phases: detection,
tracking and recognition. The video-based detection phase allows to recog-
nize the hands from the background, starting from their observation through
an optical equipment (infrared, thermal or classic camera). In practice, the
segmentation can be carried out using several types of visual features such
as skin color, shape, motion and anatomical models of hands [121], but also
using some slightly more “invasive techniques”, like gloves with a particular
color distribution [54,115] or with particular markers or sensors [22,53].
Among the first works there is Surface Drawing [92], a system for creating
organic 3D shapes, that facilitates the early stages of creative design. It is
composed of a glove to draw surfaces, a tongs to move and scale the object,
an eraser tool to remove geometry, and a magnet tool to produce small de-
formations. All these components, used with hands in the space, create a
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semi-immersive virtual environment. Despite it was a very pioneering work,
equipped with many tools, it highlighted the potential of these solutions. Even
in [62] they identified a weakness in the 3D modelling systems in supporting
the designers’ conceptual process, and they proposed an innovative user in-
terface integrating data glove and 3D motion sensor. Combining real time
actions and gestures, the proposed system creates an immersive visual design
environment and makes available a limited set of operations: scaling and cre-
ation by template (sphere, cylinder, cone and cube). In [52] they obtained
remarkable modelling results coupling gloves and stylus. The system employs
a brush-like paradigm in order to manipulate triangle meshes. While the
paradigm presented in [114] helps the user to carry out 3D assembly tasks,
typically used to construct a set from a collection of props or to assemble
mechanical pieces into a machine. They combine hands tracking, without
gloves or markers, with the use of keyboard and mouse. The resulting system
relies on a small set of gestures, easy-to-use for the final unprofessional user.
Even in [32] they tried to enhance the computer-aided design (CAD) technical
drawings, providing simple functionalities to select and control the camera.
Hence, an untrained user can explore a 3D model using his hands, acquiring
information about the whole model or each its parts. In [104] a novel handle
bar metaphor was proposed as a visual control metaphor between gestures
and operations. Through the Microsoft Kinect device they implement a sim-
ple set of gestures to control the object (rotation, translation and scale) and
the camera (pan, rotation and zoom) in the scene. Despite the growing popu-
larity of virtual environments a semi-immersive environment appears to be a
good choice in [28]. They developed an interaction techniques based on asym-
metric bimanual interaction, providing a familiar ways to conceive, create and
manipulate three-dimensional shapes. The obtained results are remarkable,
but the whole system is quite cumbersome to be adopted by common users.
The Shape-It-Up system presented in [72] exploits a novel paradigm wherein
the interpretation of gestures directly deduces the designer’s intent and the
subsequent modelling operations. In particular, the modelling scheme used
is known as intelligent generalized cylinders, and allows to quickly create a
variety of constrained and free-form shapes, while retaining the aesthetic char-
acteristics of the shapes. A very interesting work is presented in [103], they
propose a precise hand, finger and gaze tracking control for CAD modelling.
Their aim is to preserve the usability level with low user fatigue, and main-
tain a high level of intuitiveness. The provided operations allow to perform
some simple modelling tasks, like translation, rotation and zoom. The com-
mon thread of these works is summarized in [27], where a hierarchical gestural
interface using Kinect is implemented to create a voxel based representation
of virtual clay. The system brings out the intuitiveness of traditional clay
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modelling into a virtual CAD environment, and using gestures the users can
carry out some simple modelling tasks.
This kind of methodologies have also been employed in other fields such as ed-
ucation and learning, not only in pure CAD applications [50,51]. The reason
is that Natural Interface helps the user to interact with objects in a natural
way and as she/he is used to do with.
Often 3D interaction applications implement a 3D visualization solution to
create a immersive or semi-immersive 3D environment [19]. Stereoscopy is the
more frequent choice, and it can be classified into two categories: active stere-
oscopy, if the user wears goggles that interact with the display, and passive
stereoscopy, if the goggles filter the visual flow to the appropriate eye [96].
There are also other generally unused methods belonging to the autostere-
oscopy class, like Computer-Generated Holography (CGH) [80] and volumet-
ric displays [96]. Even if it has already shown its potential, CGH is still in
an evolution stage. It requires a high number of pixel and a fast generation
techniques. While volumetric displays are quite expensive and require very
large amount of bandwidth to obtain good quality images.
Therefore, it is not a coincidence if many of the works mentioned above are
now proposed again, taking into account the visualization solution adopted.
In [28, 52, 92] active stereo shutter glasses combined with ahead-tracking sys-
tem are used to provide the correct perspective image at any location. A
polarized 3D system with passive filter glasses are used in [73] to create the il-
lusion of three-dimensional images. Head-mounted display (HMD) is another
example of passive stereoscopy, and in [32, 58] is combined with markers to
create a augmented reality 3D interaction environment. In [76] they com-
pared a half-transparent mirror display, coupled with shutter glasses, with
a holographic optical element display, that uses several projectors, to verify
co-located issues between virtual objects and hands movements. A really in-
novative approach is presented in [67], where a laminar curtain of fog is used
as 3D screen, enabling touch-through and see-through activities.
It is clear that 3D interaction and 3D visualization are orthogonal method-
ologies, where the first one represents the input of the system and the latter
the output. However it is not so trivial find the right trade-off between them,
in order to provide a comfortable working environment [20,55].
In our work we proposed a 3D modelling environment based on the 3D
interaction paradigm. The main goal is to avoid cumbersome equipment or
extra stuff (e.g. gloves, tools) that can restrict the usability, but at the same
time the user should be able to punctually interact with the objects in the
scene. The open issue regards the possibility to use the 3D interaction de-
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vices to perform precise modelling operations, and not only wide triggering
gestures.
To help the user during the interaction phase, we studied some 3D visual-
ization methodologies. Once again our purposes are to avoid intrusive and
expensive solutions (e.g. head-mounted display, CAVE) and propose some
visual cues which help the user during the 3D modelling session.
3.3 The 3D modelling environment
As we seen there are a considerable variety of experiences that use tools
or hand gestures to control 3D object. Hence, what is new to propose another
3D modelling environment?
Nowadays, optical tracking is best technological solution that you can adopt to
follow the user movements. In particular, the hardware solutions are regularly
growing, and they provide equipments able to track, with an higher accuracy,
hands, fingers and tools. Hence, the main reasons that drove us to propose a
new 3D modelling environment are:
 evaluate if the more accuracy can be exploited to define not only gesture-
based actions but also punctual actions;
 evaluate if it is possible define actions that use fingers as punctual tool
to operate on the object;
 determine which old and new modelling operations can benefit from
more accuracy and the hand-finger tracking;
 define a paradigm that does not require an intensive training and can
be used by any users.
To address these goals, we selected the LEAP Motion device (Figure 3.1).
Its accuracy and good trade-off between features provided and cost allowed to
created a prototype of a 3D modelling environment. The device fits our need
and can run on any commercial personal computer without other sophisticated
hardware. We exploited the new hardware in order to define both navigation
and interaction features. In particular, we fixed a virtual working volume
above the LEAP Motion device (its tracking operative space Figure 3.2(b))
and we defined gestures and punctual actions to control each objects in the 3D
environment. The prototype was created using C++ language and OpenGL
library.
In the next sections we will briefly introduce the characteristics of the chosen
hardware, then we will explain which interaction actions we decided to test.
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The LEAP Motion device and its driver are constantly updating, thus it is
possible that some of the solutions here described are, or will be, provided in
the next releases.
Figure 3.1: The LEAP Motion device, whose dimensions are 76.2×25.4×12.7 mm.
(a)
(b)
Figure 3.2: A schema of the LEAP Motion hardware components (a). The observed
volume by LEAP Motion (b): the X axis is longitudinal from left to right, the Z
axis is transversal from the personal computer to the user and the Y axis comes out
upwards from the device. The device defines the origin of the coordinate system.
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3.3.1 Hardware setup
The LEAP Motion peripheral device, connected through USB port, is
small enough to be placed in front of the personal computer, typically facing
upward (Figure 3.1). LEAP Motion device uses two monochromatic infrared
cameras and three infrared LEDs (Figure 3.2(a)) to monitor a roughly hemi-
spherical area whose sizes are 610 mm high, 150◦ wide and 120◦ deep (Figure
3.2(b)).
The two cameras generate almost 300 frames per second containing the 3D
pattern highlighted by the LEDs, while the driver analyses the stream data
and fills a data structure with all the information about the objects detected
above the device. The data structure, named Frame, describes each single
empty or full frame detected, and contains information about hands, fingers,
finger-like tools and gestures. Among the recently introduced features inside
the Frame structure we can even find: a single greyscale image from each
cameras, the estimation of the forearm and the estimation for each fingers of
the four bones that make up the its anatomy. However, we do not explore
these new features yet.
The Frame data structure is very rich, but for our purposes we used a
subset of the information that regards fingers, hands and gestures. We report
them in Tables 3.1, 3.2 and 3.3, in order to demonstrate how a good interac-
tion level can still be achieved with few features. The drivers are constantly
updating, hence these lists could be out-of-date by the time you are reading
this dissertation. Each position vector determines a point in 3D space overly-
ing the device, and the offset from the origin, which is defined by the device,
is given in millimetres.
Fingers methods Description
id() A unique ID assigned to the finger.
It is valid until the finger is visible.
hand() The hand associated to the finger.
isExtended() Return true if the finger is extended straight from the hand,
otherwise it is bent down and curled towards the palm.
direction() The direction in which the finger is pointing.
tipPosition() The position of the tip’s finger.
Table 3.1: A subset of the information provided by the LEAP Motion device
regarding a finger.
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Hand methods Description
id() A unique ID assigned to the hand.
It is valid until the hand is visible.
frame() The frame associated with the hand.
fingers() The fingers list attached to the hand.
It is in order from thumb to pinky.
translation() The translation vector between the
current frame and the specified one.
palmPosition() The palm center position in millimeters.
palmNormal() The normal vector to the palm.
stabilizedPalmPosition() A stabler position vector.
translationProbability() The probability that the translation vector,
defined between the current frame and
a specified one, identifies a translational motion.
Table 3.2: A subset of the information provided by the LEAP Motion device
regarding a hand.
Gesture methods Description
id() A unique ID assigned to the gesture.
It is valid until the gesture is running.
type() The gesture type among: circle, key tap, screen tap and swipe.
hands() The list of hands associated with the gesture.
pointables() The list of fingers associated with the gesture.
position() The position of finger that performs the gesture.
direction() The direction of finger that performs the gesture.
radius() The radius of the circle gesture.
Table 3.3: A subset of the information provided by the LEAP Motion device
regarding the recognized gestures.
The LEAP Motion device recognizes four user’s gestures by default: the
circle, if a finger traces a circle (Figure 3.3(a)); the key tap, if a finger per-
forms a tapping movement, as tapping a keyboard key (Figure 3.3(b)); the
swipe, if a finger traces a long and linear movement (Figure 3.3(c)) and the
screen tap, if a finger performs a vertical tapping movement, as tapping the
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computer’s screen (Figure 3.3(d)). Gestures are not only reported through
events, but rather through several configurable parameters inside the Frame
data structure, during the whole gesture’s lifetime. This allows to tune each
single gesture and to implement more complex callback actions above them.
In the next section we will show you how, using circle and tap key gestures
and some few parameters like position and direction, we implemented some
simple and intuitive interaction actions.
(a) (b)
(c) (d)
Figure 3.3: The gestures recognized by the LEAP Motion device: clockwise and
counter-clockwise circle (a), downward tap (b), linear swipe (c) and forward tap
(d). These images are taken from the LEAP Motion developer guide.
3.3.2 Interaction operations
Environment. First of all, we needed to define the 3D virtual environment
where place the virtual objects. We decided to keep fixed the volume defined
by the LEAP Motion device and align the virtual OpenGL environment to it.
We performed some tests with common users and we detected that it seems
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to be the most intuitive solution. The user quickly learns that the objects,
visualized on the 2D screen of the personal computer, are apparently floating
in mid-air above the device (Figure 3.4).
Despite the field of view of the two cameras is a wide hemispherical area, we
can not consider it as an uniform parallelepiped, near the horizontal xz-plane
the device significantly reduces its detection capability. Therefore we need
to clip the volume observed by the device to ensure a higher stability of the
system. In practice, the clipping was done shifting downward (about 200 mm)
the xz-plane of the device with regard to the OpenGL xz-plane. The resulting
working volume, whose dimension are approximately 400 × 450 × 400 mm,
allows a good freedom of interaction and natural movements, and the user
finds quite familiar and not limited this environment.
We will show later how navigation actions can benefit of the clipping operation
of the working volume, and how they can modify the relative position of the
two spaces (device’s volume and application’s volume). The change will only
affect a rotation of the vertical axis in order to keep fixed the horizontal xz-
plane.
Figure 3.4: The 3D virtual space, visualized on the 2D screen, is aligned with
the 3D volume of LEAP Motion device. The user has to imagine to see a mid-air
floating object.
Navigation. The next phase regards the definition of the navigation fea-
tures. In particular, with navigation we mean the camera controls that allow
to visualize the objects from different angles. Typically, in the 3D modelling
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applications these operations are performed using mouse or a key combination
of the keyboard. The main issue regards the limited movement capabilities of
the classic interaction devices, for instance the 2D displacement vector of the
mouse needs to be transformed in a 3D movements to orient the camera, but
the resulting movements are quite unnatural and require several iterations to
find the right position of the camera.
Exploiting the accuracy of the device we decided to use a single extended
finger to control the camera (Figure 3.5): the finger’s tip position defines the
camera position, while the finger’s direction defines its orientation. While,
with an open hand moved up and down you can define the zoom in and the
zoom out operations. With OpenGL functions we can easily implement these
ideas, in practice we used the position of the finger’s tip as “look at” vector,
the finger’s direction as “look to” vector and a translation of the open hand
among two consecutive frames as delta to update the zoom.
These choices allow to easily navigate around the objects and even users, that
do not have experience of modelling environments, have found this solution
very useful: they can explore the 3D model with few intuitive gestures. The
user has always to imagine that the object floats in the mid-air above the
device. In that case he can use the pointing finger metaphor to change the
angle of view or the open hand as zoom tuner (preserving the angle of view).
(a) (b)
Figure 3.5: An example of how you can control the camera using the metaphor
of finger pointing (where framing). The cow that floats above the device is what
the user has to imagine to see and he can use the extended finger to control the
camera’s position and orientation. On the 2D screen he can see what he frames
with the finger.
The rotation of the camera around its y axis (the look up vector) implies
a rotation of the horizontal xz-plane, this assumption helps to keep coherent
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the movement above the device without move it.
As you can see in Figure 3.6, if you are in the default condition, on the 2D
screen you can see the object framed by the camera that is positioned in
front of it, and thus your real movement are exactly replicated in the 3D
environment (the green and orange arrows in Figure 3.6(a)). Otherwise, if
you move the camera, in order to frame the scene from another angle, on the
2D screen you can see the object framed from that angle, but each horizontal
movement, detected by the device, is rotated before being shown in the virtual
environment (orange arrows in Figure 3.6(b)).
In the latter case, the user, after placing the camera, may continue to perform
the movements in the same direction that he would have performed in the
default condition. The virtual movements are coherently with the 3D virtual
environment displayed, without rotate the device.
(a) (b)
Figure 3.6: An example of xz-plane rotation. On the left the default condition, the
camera frames the scene from the front and the device replicates the real movements
(green) in the virtual environment (orange). On the right the condition after the
rotation, the camera frames the scene from three-quarters and the device applies
a rotation to the real movements (green) in order to align them with the virtual
environment (in orange the rotated movements).
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Global interactions. Up to now we have only defined a 3D virtual envi-
ronment, where the camera is controlled in a more natural way. Hence we
decided to explore some pure interaction activities. The goal is to verify if
the user can use his hands to capture, translate, rotate or scale objects in the
scene, as he would do in real world.
First of all, to help the user to recognize where his virtual hand is located with
respect to the virtual 3D model (the position is defined by the 3D position of
the real hand detected by the device), we drew a simple sphere for each of the
fingers’ tip. We recall that the user has to imagine the floating object and he
can only see the 2D screen of the computer.
Typically in the real world, to pick up an object we approach the open
hand to it, and then we grasp the object closing the fingers on it. Once the
object is grabbed, we rotate or translate the hand to inspect or move it in
the desired position. Simplifying this process, we can assume that only three
fingers are necessary to capture and control an object (with two finger you can
not correctly define the rotation), and we decided to evaluate if this method,
based on three fingers, can be successfully adopted in our system. We have
identified four features to control the object: Capturing, Translation, Rotation
and Scale, and we implemented them using the three fingers paradigm.
 Capturing - Using the position of the three fingers’ tip we defined: (i) a
distance D between them as ∑3i=1 di, where di is the distance between
the finger i and its subsequent; (ii) a threshold T for this distance and
(iii) the relative barycenter B of the three tips. Typically, the three
fingers naturally used are thumb, forefinger and middle finger (Figure
3.7(a)). The capturing operation has been implemented as follow: if
the barycenter B falls inside the bounding box of the object and the
computed distance D is smaller than the threshold T then the object is
captured. To release the object the user can open the fingers increasing
the distance D among them.
 Translation - This operation is simply derived from the condition gen-
erated by the previous operation. A captured object is moved in the
3D space in accordance with the movements carried out by hand (Fig-
ure 3.7(a)). In particular we use the vector defined by two consecutive
positions of the barycenter B to translate the object. The movements
respect the xz-plane rotation as shown in Figure 3.6.
 Rotation - The three fingers used to capture the object define a plane P
and we are interested in two vectors: the first one lies on the plane P and
is defined as difference between the position of two generic fingers, while
the second is defined as the normal vector of the plane P. Using these
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two vectors we know the rotation of the user’s hand and it is possible
define a quaternion that represents each possible rotation of the object.
 Scale - Once again this operation is only applicable to captured objects
and requires two hand: one to keep the object and one to define the
scaling gesture. Indeed, the second hand is used to perform a circle
gesture (Figure 3.3(a)) which radius defines a multiplier factor to control
the scaling. While the spin direction (clockwise or counter-clockwise),
with respect of the finger’s direction that perform the gesture, defines
the scale enlargement or reduction.
This first proposal implemented very natural interaction movements that
reflect the movements normally made in everyday life. However, there were
several hidden problems that made the system slightly unstable and sometime
non-functional.
The threshold T , required by the Capturing operation to identify when an
object is grasped, is strongly influenced by the hand’s anatomy of the user who
is making the gesture. We evaluated several solutions: the simplest one is to
reduce to zero the threshold. It means that the three fingers’ tips must touch
themselves to capture the object, but it disables the rotation such as proposed.
An alternative could be to use a dynamic evaluation of the threshold, in order
to calibrate it for each user. However, the main problem concerns the static
position to maintain with the fingers, it can be tiring and cause too much
flickering in the barycenter’s position and then in the Translation operation.
The Rotation operation suffers one more time of occlusions. The three fingers
used to capture the object (thumb, forefinger and middle finger) can occlude
one to each other if two of them and at least one camera of the device are
collinear (Figure 3.7(b)). It is a source of instability for the system, and causes
stress for the user to maintain the position or to place the object.
The problem that affects the Scale operation is more conceptual than the
previous ones. The device is able to detect each single hand that enters in its
working volume, as a result we would potentially be interested to control each
single object with only one hand and then also two objects simultaneously.
Hence this operation, that requires necessarily two hand to be performed, has
to be designed again.
The problems encountered with the first proposal have led us to conclude
that intuitiveness not always means functionality. Hence, we decided to study
a second solution more prone to the interaction’s capabilities. Recalling that,
despite the system does not want to stand out as a professional CAD envi-
ronment, we need to control the objects with a good level of accuracy.
In that case we decided to be inspired by the paradigm of the graphical user
interfaces for selection and interaction. In particular, the user can select which
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(a) (b)
Figure 3.7: On the left the cube is captured and it can be translated, rotated or
scaled. To set free the cube the user has to open the three fingers. On the right an
occlusion case, two fingers and the device’s camera are collinear (red line), it is a
high source of instability for the system.
object wants manage using one finger and this operation binds the object to
the hand to which the finger belongs. It recalls the selection procedure usu-
ally done with the mouse. As a result, each operations has undergone an
improvement with respect to this new metaphor.
 Capturing - This operation can be done using the key tap gesture (Figure
3.3(b)). If the finger performs a key tap inside the bounding box of the
object it selects the object and a visual line defines the link between
the hand and the object. After the selection, the hand is free to move,
and the object is associated to it until the hand is visible in the device’s
working volume. To deselect the object, the user can perform a second
key tap gesture.
Since the key tap gesture is difficult to be performed with small objects,
we also introduced a keyboard key to replace the tap. Again, it works
only if the finger’s tip falls inside the object’s bounding box.
 Translation - A bound object can be translated adopting a specific
hand’s configuration. The fist (all the fingers are closed) allows to con-
trol the position in the space of the object. It is comfortable to maintain
and it is not subject to instability due to size variations. Even the fist
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recalls the position adopted to capture physical objects.
 Rotation - The rotation of a bound object can be control with a hand
with four fingers opened. We chose this hand configuration for two
reasons: it is quite simple hide the thumb under the palm, and the hand
with five fingers opened can be confused with the position assumed after
the fist configuration that controls the translation.
The hand with four fingers opened has a normal and direction vector.
The first one defines the pitch and roll angle, while the latter defines
the yaw angle. The largest angle between pitch, roll and yaw is used
as multiplier factor to rotate the object in the same direction (Figure
3.8). A greater inclination angle of the hand imposes a greater rotation
to the object.
Figure 3.8: The direction and normal vectors of the palm define the three rotation
direction (pitch, roll an yaw). Tilting the hand, with four opened fingers, the user
can control the rotation direction and the multiplier factor: a greater inclination
imposes a greater rotational.
 Scale - This operation can only be performed on a captured object. The
main advantage is that it can be carried out by the same hand to which
the object is bound, and thus the user can simultaneously scale two
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object using two distinct hands. Even in that case, performing a circle
gesture with one finger (Figure 3.3(a)) we can define the scaling factor
(a greater circle’s radius imposes a greater scale) and the scale direction
(enlargement or reduction). With one finger the user controls the scale
in all directions.
We also decided to allow the scale operation for each axial direction,
and it can be activated performing the circle gesture with two fingers
(forefinger and middle finger). The direction of the fingers defines the
coordinate to be scaled (Figure 3.9).
Figure 3.9: An example of scale along one direction. The circle gesture performed
with two fingers defines the scale direction and the multiplier factor: a greater
radius imposes a greater scale. Instead, using only one finger the object is scaled
in all direction.
 Object alignment - In this new implementation we introduced a new fea-
ture, an alignment procedure. It may happen that by loading a model
in a 3D environment it is oriented in a wrong way. This is due to two
main causes: a difference between the reference system of the modelling
environment in which the model was generated and the reference system
of the current 3D environment or all the global transformations previ-
ously applied.
Typically, the user easily realizes of this misalignment, but he can only
intervene using the classic global rotation tool. The main shortcoming is
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that it requires several interaction between the object’s position adjust-
ment and the camera’s movements, in order to reach the final desired
position.
We decided to exploit the plane defined by the hand as the reference
plane for alignment procedure. The user places the hand, with five
opened fingers, in the position that will indicate the final horizontal
plane for the model (Figure 3.10(a)) and then activate the alignment
procedure with a keyboard key. The system computes the transforma-
tion matrix M from the current horizontal plane and the plane defined
by the hand, and then applies M to the object (Figure 3.10(b)). As a
result the object is rotated, in order to reach the final correct orientation
with respect to current horizontal plane.
(a) (b)
Figure 3.10: An example of alignment procedure. The cow on the left is misaligned
with respect of the xz-plane and the user defines its local horizontal plane using his
hand (the light orange plane). The paws jut out from under the plane, but do not
affect the procedure. The system computes the matrix M and realigns the cow, as
shown on the right. The red&white grid identifies, respectively, the horizontal and
the front planes.
This second solution has been proposed to some users with limited ex-
perience in 3D interaction systems, in order to evaluate its intuitiveness and
functionality. Although the first solution strongly takes into consideration
the intuitive aspects of the interaction, while the second one is more oriented
toward the functionality of the proposed operations, we collected positive
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feedback by the users. They become familiar with the system after a short
training, during which we briefly explained how it works and which gestures
perform to control the objects. Furthermore, they have detected that the ro-
tation and scale operations allow to still have a good control and precision of
the result, without providing exact numerical factors.
Local operations. The objects that we are using are made of vertices, edges
and faces, and generally it is called mesh. It is a particular discrete represen-
tation that describes the surface of the object using 3D points, the vertices,
and a grid of edges to define polygonal faces. The operations presented in
the previous section allow to operate on the whole object. They act on the
entire set of 3D points that define the structure of the object, and they are
very useful to explore, to modify the shape, to compose the scene with more
objects or to carry out 3D assembly task.
However, these kind of operations are not suitable to make local changes
on the object. With local operations we mean a specific category of features
that allow to directly modify each single vertex of the object. They allow to
operate on a restricted patch of the surface in order to enhance local details,
without dealing with the whole surface.
After establishing the capabilities of the device we were using, we took
as inspiration the work proposed in [81]. They detected that the classic 2D
interfaces make 3D manipulation difficult and the usability issues discourage
and do not attract users, especially the less experienced ones. They proposed
a TUI for 3D clipping operations easy to use and to learn. In particular, they
implemented a tangible pen and a tangible frame for clipping. The pen defines
a virtual clipping plane, centered on the pen’s tip and orthogonally oriented
to it. While the frame directly defines a virtual clipping plane. With these
two improvements they received good feedbacks by the users.
The good results obtained with the first interaction tests, drove us to think
to an alternative use that could be done with hand and fingers in a 3D inter-
action environment. In particular, we introduced several new metaphors that
can help the user to locally modify the object. The hand, previously used to
control the translation and rotation operations, can now be considered as a
virtual plane, and similarly the fingers can be used as virtual pointer.
Starting from these consideration we designed and tested some new local in-
teraction features which are able to modify a patch of the object’s surface.
 Selection by plane - One of the first needs that arises when you want to
locally operate on a mesh, is the possibility to select the elements of the
mesh, in particular the vertices. It is simpler select the edges and the
faces using the vertices that constitute them.
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This operation is often difficult and unintuitive if performed with 2D
interactive device like mouse: your selection tools has limited degree
of freedom or worst you can select only the visible vertices. It means
that complex object requires several interaction between selection and
repositioning to correctly select elements in a restricted area.
We decided to use the hand as selecting tool. A virtual plane, linked
to the hand position, is defined, and the user can move the hand in the
3D space to place the plane in the right position with respect to the
points to be selected. Using a simply collision algorithm we are able to
select all the 3D point above or below the plane (Figure 3.11(a)). Also
in that case, the plane position respects the xz-plane rotation as shown
in Figure 3.6.
(a) (b)
Figure 3.11: An example of selection operation, with a plane on the left and with
a sphere on the right. The user moves the dominant hand in order to individualize
the region of interest and then use the free hand to activate the selection. The
yellow dots represent the selected vertices.
 Selection by sphere - The selection by plane is very useful, but has two
shortcoming: the plane used is an infinite surface and with a plane it
is difficult to select points in a concave area. For these reasons we de-
signed another selection tool in order to operate on small and restricted
surface’s area.
A finger is usually used for more precise activities in everyday life, thus
we thought to reuse this idea hooking a sphere on the finger’s tip. The
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sphere obviously follows the position of the finger and in combination
with a keyboard key can select each single vertex of the mesh (Figure
3.11(b)). If the sphere is too small or too large to reach the desired
area of the object, the user can reduce its dimension with a simple circle
gesture (Figure 3.3(a)).
 Patch transformations - The first use that can be done with the selected
regions is the transformation. It includes translation, rotation and scale
and in that case the user can modify only a restricted area, in order to
add details or to change the local shape. This is the main difference with
respect of the global transformations described in the previous section.
The design of these operations (translation, rotation and scale) was car-
ried out taking as reference the global interactions previously described.
The main reasons are the usability and the intuitiveness: using the same
gestures the user can control in the same way the local transformations.
A fist allows to control the position of the vertices group in the 3D space,
a hand with four opened fingers defines the rotation and with one or two
fingers is possible scaling the vertices. The center of the rotation and
scale operations is located in the barycenter of the vertices group.
 Cut out - The selected area can be also used to split the object (Figure
3.12(a)) or to remove undesired portions of the object (Figure 3.12(b)).
Geometrically this operation consist in a restructuration of the mesh
data struct in order to remove the selected vertices, but also in that
case the principal issue is identify the region. The cut out operation
benefits one more time of a 3D interaction environment.
 Sculpture and extrusion - Sculpture and extrusion identify two comple-
mentary operations (Figure 3.13). If the first one is usually used to
emulate the chisel with which a sculptor removes unwanted material,
the extrusion is mainly related to 3D modelling environments and al-
lows to extract out details from the surface.
The main problem that affects these two operation is rightly imagine
the direction with respect to which you are modifying the surface. In
a classic modelling environment you must place the object in the right
position several time and then use the specific tool.
We decided to use one more time the metaphor of the finger-based tool.
Using a sphere on the finger’s tip the user can remove or extrude the
surface of the object. The advantage consists on the possibility to orient
the finger with respect to the surface, without necessarily moving the
object.
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(a) (b)
Figure 3.12: An example of cut out operation starting from the previous selected
area (Figure 3.11). Using the plane linked to the hand is quit simple split the
object along a desired direction (left). While with the sphere (right) the user can
accurately select some portions of the model.
(a) (b)
Figure 3.13: An example of the sculpture (left) and extrusion (right) operations.
The sphere hooked on the finger’s tip can repel or attract the object surface. The
resulting detail has a hemispherical profile.
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The sphere works like a magnet, it can repel (sculpture) or attract
(extrusion) the surface, as shown, respectively, in Figures 3.13(a) and
3.13(b). When the user’s finger is approached to the surface the nearest
vertex and a set of its neighbours is computed using a radius equal to
that of the sphere. The distance between each involved vertex and the
sphere’s center is kept constant with respect to the normal vector of the
vertex. Each vertex is moved away from the sphere’s center with the
sculpture operation, or toward the sphere’s center with the extrusion
operation. The modified area will always assume a hemispherical pro-
file, in future we would like to experiment different tool tips (e.g. cone,
cube), to obtain different effect on the surface.
These local operations is a very small subset of the features that you can
find in 3D modelling application, but we consider them a good test with which
better understand the device’s capabilities if used in a 3D interactive modelling
environment. For instance, a possible extension concerns the shapes creation.
Despite some previous works have not yielded significant results [92], it will be
interesting evaluate if this technology can be also used for free-form creation.
3.3.3 Stereoscopic visualization
During the development of the interactive features of the system we de-
tected some awkwardness by the user. Using his hands in the mid-air, the user
had difficulty in understanding the relative position between the 3D models
and hands. The choice to maintain the fixed horizontal xz-plane, centered
on the device itself, and to allow only the rotation from the vertical axis, as
shown in the Figure 3.6, has proved to be very helpful to solve the spatial
orientation difficulties of the user. The possibility to take the device as a ref-
erence point partially helps the user to imagine floating objects in the mid-air
above the device (Figure 3.4).
We decided to explore classic and low-cost stereoscopic technologies in
order to evaluate if they could be successfully included in the system. The
aim is to return a more intuitive visual feedback to the user. The choice of
stereoscopic techniques has been driven by one of the main motivations of the
work, it should be remembered that the idea was to develop a new paradigm
using technologies and solutions within the reach of any user. For this rea-
son, more expensive and complex solutions, like 3D shutter glasses system
or head-mounted display, are excluded, even though we recognize their high
innovation value.
Human beings are equipped with two eyes placed next to each other at an
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average distance of about 63.5 mm, each of which has a view of the scene from
a slightly different angle. The brain takes these two poses and fuses them into
one picture. In the resulting three-dimensional image the align differences
are interpreted as depth information. This depth cue is very important and
helps us to improve the perception of the surrounding environment or to un-
derstand the movement toward or away from us. These characteristics make
the stereoscopic vision vital for seemingly simple actions such as capture and
arrangement of objects.
Since several years the stereoscopic vision artificially reproduced has been
considered a valid solution for graphic interfaces and assumed a prominent
place also in other areas, like the video games or feature films production.
Over the years different techniques, that reproduce the scheme previously
described, have been developed and we can grouped them into four class.
 Colour filter glasses - It is one of the oldest methods of viewing 3D
images and works using different colour filter to feed each eye with dif-
ferent images starting from a single anaglyph source. The colour theory
has formed the background knowledge to test different filter combina-
tions and the two main pairs of colours used are red-cyan and red-blue.
The lack of colour fidelity is the main flaw of this technique, especially in
the presence of saturated colours. Indeed, the best results are obtained
with black and white images. Moreover anaglyph technique often incurs
in the mutual interference problem that causes ghost image effect. For
these reasons it has been replaced in many application.
 Polarized filter glasses - Currently, this method is the most commonly
used. In that case the common starting image is filtered using glasses
which have two polarizing lenses whose polarization directions differ of
90◦. In that way the visible image for an eye results completely black
for the other.
This method, unlike the previous one, requires a screen able to emit
polarized light. In addition, employing linear polarization the viewer
has to maintain a fixed head position and parallel to the screen. Tilting
the head may cause an incorrect filtering of the images for the left and
right channel. This does not happen with circular polarization.
 Shutter glasses - This method is based on a time filter: the left and
right images are alternated rapidly on the screen. The viewer wears a
pair of synchronized glasses whose shutters occlude the relative frame
at each time step.
This technique requires a complex hardware setup: a pair of synchro-
nized shutter glasses, a graphic card able to visualize two alternate video
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streams and a screen with an high frame rate. Consequently, costs and
results are both high.
 Stereo pair display - In that case, the two images are not overlapped
but physically separate and presented side by side. Hence no filtering
mechanism is required. Typically, this method is employed with head-
mounted display.
The images management must include the correction phase of the aber-
ration produced by the lenses that are typically interposed between the
human eyes and the display. The devices that implement this methodol-
ogy have greatly evolved and the latest solutions allow to obtain images
with higher brightness and sharpness. The hardware used is quite ex-
pensive and typically occludes the vision of the real world: it consists of
a fully immersive solution.
All these techniques are based on the creation of a pair of images represent-
ing the same scene from a different perspective (one for each eye) exploiting
the binocular disparity defined by the interocular distance. The projection,
which generates the pair of images, can be done in three different ways (Fig-
ure 3.14), and depends on the mutual position between the object and the
projection plane (the screen).
 Positive parallax - The object is behind the projection plane (Figure
3.14(a)), the two projections are on the same side as the respective eyes.
The maximum positive parallax corresponds to the interocular distance.
This solution produces an 3D object that materializes behind the screen
plane.
 Zero parallax - The object position coincides with the projection plane
(Figure 3.14(b)), hence the projections for both eyes is coincident. The
3D object materializes on the screen plane.
 Negative parallax - In this last case the object lies in front of the pro-
jection plane (Figure 3.14(c)), as a result the projection for the left eye
is on the right and vice versa. When the object is located in the middle
between the projection plane and the center of the eyes, the horizontal
parallax is equal to the interocular distance. In that case, it will seem
that the object pop out from the screen.
The couple of projections can be obtained defining two distinct virtual
camera (Figure 3.15), for this purpose there are two methods.
 Off-axis - This correct method requires a non symmetric camera frustum
and each camera has its own focal point (Figure 3.15(a)).
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(a)
(b)
(c)
Figure 3.14: The three different projections, with positive parallax (a), with zero
parallax (b) and with negative parallax (c).
(a) (b)
Figure 3.15: On the left the correct Off-axis method that defines two non symmet-
ric camera. While on the right the incorrect Toe-in method, that defines symmetric
camera and introduces a vertical parallax.
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 Toe-in - The cameras have fixed and symmetric aperture, and point the
same focal point (Figure 3.15(b)). It introduces a vertical parallax that
causes an increase of the discomfort. The vertical parallax increases
with the focal aperture of the camera. Although the Toe-in method is
incorrect, it was often used because it is widely supported by different
systems.
The parameters that govern the stereoscopic effect can not be overly
stressed, otherwise the human visual system would not be able to perform
the fusion operation between the two projections and it would cause of sick-
ness. In particular, with the Off-axis method the non symmetric frustums
can be defined taking in account the field of view (FOV) of the camera, the
width of the virtual screen (the projection plane) and the eyes separation, as
shown in Figure 3.16. Hence the four clipping planes that define the frustum
can be computed using these equations:
top = Dnear ∗ tanθFOV
2
(3.1)
bottom = −top (3.2)
for the top and bottom planes of each frustums, where the Dnear is near clip-
ping distance of the frustum and θFOV is the FOV along the vertical direction.
While for the left and right clipping planes we need to compute the half-width
Whalf of the virtual screen, and the two asymmetric horizontal distances of
the frustum, the small Dsmall and the large Dlarge:
Whalf = ρ ∗Dconv ∗ tanθFOV
2
(3.3)
Dsmall = Whalf − Deye
2
(3.4)
Dlarge = Whalf +
Deye
2
(3.5)
where ρ represents the aspect ratio, Dconv is the convergence distance (the
distance between the eye and the projection plane) and Deye the eyes separa-
tion. Starting from (3.4) and (3.5) we can define the left and right clipping
plane for the left camera frustum:
leftL = −Dsmall ∗ Dnear
Dconv
(3.6)
rightL = Dlarge ∗ Dnear
Dconv
(3.7)
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and for the right camera frustum:
leftR = −Dlarge ∗ Dnear
Dconv
(3.8)
rightR = Dsmall ∗ Dnear
Dconv
(3.9)
Typically the FOV is between 45◦ and 60◦, while a good eye separation is
1/30 of the convergence distance, a larger value can be hard to resolve and is
known as hyperstereo.
Figure 3.16: The distances used for the calculation of frustum parameters for the
left eye frustum.
3.3.4 The visualization solution
After the study of the different methodologies to obtain stereoscopic images
we decided to employ a colour filter glasses, and we opted for the anaglyph
images. This cheap solution allowed us to evaluate if this family of visual-
ization technologies can be successfully implemented in the system and if the
user can benefit from it.
In particular, exploiting the graphic libraries, we set two cameras that imple-
ment the Off-axis method (Figure 3.15(a)), and starting from an interocular
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distance which is characteristic of the human being, we defined the two cam-
eras’ frustums in order to obtain a negative parallax (Figure 3.14(c)). An
example is shown in Figure 3.17, we did not have special requirements about
the colors, thus we have used a pair of red and blue filters.
The aim was to obtain a pop-up effect of the 3D models from the 2D screen,
and we tried to stress as much as possible this effect in order to align the
image with the device coordinate system.
Figure 3.17: Implementing a negative parallax anaglyph we obtained an image
where the blue projection one, on the left, belongs to the right eye and the red one,
on the right, belongs to the left eye. To see the object comes out from the screen
you must watch the image using a red&blue colour filter glasses.
We performed several test to verify how different users perceive this solu-
tion, and unfortunately we received only negative feedbacks. We know that
the perception of depth depends on several subjective factors [55], but in this
specific situation the accommodation-convergence mismatch, that typically
affects stereoscopic equipments, plays an important role.
The convergence of the eyes is towards the actual distance of the object points
in the 3D scene, but the focus is always fixed on the single images, and this
may lead to eye fatigue. Hence we can not excessively stress this mismatch
in order to align the virtual coordinates system with the device’s coordinate
system.
We even detected that it is quite difficult achieve a perfect registration be-
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tween coordinates systems. It depends on several factors, like user perception
of the depth or the right position of the device, that can not be directly con-
trol.
Moreover, if the user introduces his hand in the space where the anaglyph
produces its images, breaks the stereoscopic effect, and this increases the dis-
comfort. It happened even though we tried to respect the result proposed
in [20], where they found that the minimum distance that allows to benefit of
the 3D mid-air selection is 100 mm.
These kind of problems are independent of the quality of the technology
used, and the same situations could occur using the other high quality tech-
niques like polarized filter glasses or shutter glasses. A solution could be to
adopt a stereo pair display, typically employed in a head-mounted display, but
we want to preserve the contact with the real world. In a second time, it will
be interesting explore the interaction between real object and virtual models,
for example to verify if a reconstructed part will fit the real object.
Our aim is to propose a solution that is intuitive and comfortable to use,
and we could not afford that the user experiences discomfort situations. For
these reasons we explored a combinations of other solutions that could still
help the user to improve the depth perception, without cause any discomfort.
We have identified two main lines of action, the first one regards how
the interface presents the 3D scene and allowing the user to reach a better
perception of the whole environment, while the second introduces some visual
cues in order to help the user to improve the perception of the relative positions
of the objects in the 3D scene.
In particular, to improve the perception of the 3D scene we adopted a
classic solution that is typically used in 3D modelling environment. We sub-
divided the screen space in order to add three static orthogonal views that
frame the scene from front, side and top (Figure 3.18), preserving on the bot-
tom of the screen the 3D view. It is a very simple solution, but allows the
user to have an overview of the whole scene in a single glance.
Better results were obtained introducing some visual cues for the objects
and the hands. In practice, exploiting the background grid we drawn the
orthogonal projections of the fingers’ tips and of the spherical volume of the
object (Figure 3.19). In addition when a finger falls inside the capturing vol-
ume of the object the projection changes color in order to help the user to
perform the capturing task.
The users that tested both visualization solutions: stereoscopy and visual
cues, found the latter more comfortable and very helpful to imagine the dis-
position of the object in the 3D scene. Moreover, a simple avatar for the
hand allows them to quickly recognize it in the scene, and to create a match
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Figure 3.18: The interface introduces three static orthogonal views on the top,
that frame the scene from front, side and top. On the bottom there is the 3D view,
where the user can control the camera.
Figure 3.19: The visual cues introduced for the objects and the fingers, improve the
perception of the depth. The red and green transparent disks define the projection
of the capturing volume, respectively, of the cube and the prism. The straight
yellow lines define the 3D position of the finger.
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between their hand and its virtual representation. In particular, they reach a
good interaction capabilities combining both the solutions just presented: the
different views and the visual cues (Figure 3.20).
These choices are very simple and have a reduced visual effect, but they proved
to be extremely intuitive and effective.
Figure 3.20: An example where both visual aids are active. It can be noticed how
the finger that falls inside the capturing volume of the object, changes the colour
and the size of its projected disk.
3.4 Conclusions
The classic 3D modelling environments or the interfaces used to navigate
3D geometries, require a large variety of command to be controlled: combina-
tion of keyboard and mouse entries. Untrained users need time and experience
to learn, and they often perceive them as complex and difficult to use tools.
Informal evaluations have shown that most non-expert users perceive the tan-
gible interface as being much easier to use and learn than the traditional
2D interface. Maybe, it is manly due to the difficulty to transform the two-
dimensional movements into 3D activities.
Our goal was to explore if new interaction technologies and some classic
visualization solutions could be employed to create a 3D interactive modelling
environment, more prone to be used by common users who do not have great
experience with these kind of tools.
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In particular, we tried to verify if the new modelling environment would meet
the following characteristics:
 easy to use and intuitive - the user needs to learn it quickly, and he
needs to use it exactly as he would in the real world. It means that the
interaction with hands and fingers assumes a great importance, both to
perform global activities and more local tasks;
 adequate depth perception - the interface should provide visual cues that
help non-expert user to perform tasks in the 3D environment, without
precluding the vision of the real world;
 low-cost setup - the system must employ inexpensive and readily avail-
able technologies.
In contrast to the classic CAD tools, which segregate 3D tasks into 2D
procedural inputs that require extensive training, we decided to simplify the
paradigm introducing a subset of modelling features controlled by hands and
fingers. In pursuit of this aim, we found that simple and intuitive solutions
not always mean feasible, and we can not stress the air gestures enough be-
cause it may cause a sense of fatigue in the user.
During this activity, we found some interesting things. The first regards
the 3D interaction devices, typically they are employed as advanced 2D inter-
action devices. Nevertheless, they have reached a high accuracy which allows
to exploit mid-air gestures to perform punctual tasks.
The visualization of the 3D contents has several shortcomings, and in this
specific case a classic technique, like stereoscopy, has proved inadequate. It
will be interesting explore the holographic technique when it will reach a good
maturity.
Then we can conclude that a system entirely controlled by the gestures
would become extremely complex: too many gestures combination to remem-
ber in order to enable all features. Hence the best choice is a fusion between
air gestures and keyboard keys or mouse entries. For these reason some solu-
tions presented could be successfully integrated in other simple 3D modelling
environments.
For the future, we identified several interesting topics. The first regards
the freehand free-form creation. Up to now we modified existing objects, but
could be interesting create new ones studying new interaction operations. An-
other interesting topic concerns how to use the row images (one of the last
features of the Leap Motion device) and consequently, how to introduce phys-
ical objects to be put in relation with the virtual models. Then we might
integrate other advanced operations which can benefit from the 3D interac-
tion environment.
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For the moment, we have performed some generic tests in order to verify the
fairness of insights used to create this first prototype. As a result, we plan to
perform a more formal user study, verifying how the same tasks are performed
in a classic 3D modelling environment and in our system.
We think that these kind of applications can also be used in other con-
texts, for instance, they may represent a valid support to perform cognitive
rehabilitation tasks, or some educational activities.
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4Advanced modelling operations
The difference, of course, is that
while in physics you are
supposed to figure out how the
world is made up, in computer
science you create the world.
Linus Benedict Torvalds
Computers are one of the technologies that have mostly contributed to
simplify and support the fulfilment of countless activities in the human being
life. They can boast a two manifold contribution: they are very useful to
emulate tasks that would be usually performed with coarser instruments, and
they can create situations that otherwise would not be possible represent in
real life.
In the first case, the challenge is to correctly reproduce the conditions that
lead to completion of a given task, respecting properties and attributes of
the real entities involved in the virtual reconstruction working environment.
While creation capabilities leave much more space to fancy solutions. You can
obtain remarkable results, going beyond the physical principles that govern
the real objects.
Both of these principles can be applied in a 3D modelling environment, and
that’s what usually happens. Once again the aim is to bridge the gap between
complex activities and non-expert users.
4.1 Overview
The 3D modelling of virtual objects was born in the middle of the last
century, and it has always been a crucial step in different fields to create more
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complex products. It is possible to identify three different ways in which a
three-dimensional model of an object can be generated.
 Manual modelling: the more classical technique to realize virtual
models. The user has available several tools and methods for construct-
ing objects, for example, starting from some primitive shapes (e.g. cube,
cone, sphere) or using mathematical solutions (e.g. Be´zier’s curves,
NURBS curves and surfaces).
 Three-dimensional scanning: this technique allows you to recon-
struct a virtual model by scanning a real object. The acquisition of
the points, thanks to which it is possible to reconstruct the object, can
be done either by direct contact of a specific instrument or exploiting
different light source.
 Procedural modelling: is a technique assisted by software tools able
to automatically or semi-automatically generate the desired geometry
based on a set of rules. It is widely used to generate models of fluids,
tissues, hair and vegetation.
The different techniques to generate a virtual model allow the use of the
3D modelling in different application fields, each of which may require a dif-
ferent interpretation of the model itself: solid modelling, the resulting model
is considered as formed by a full volume; volumetric modelling, the model
uses an implicit surfaces (isosurfaces) to visualize the values of a continuous
function whose domain is just the 3D space; surface modelling, the model is
represented by its external surface. The user is provided different more or less
complex modelling functions (e.g. skinning, extrusion, revolution, parametric
patches, sphere modelling) depending on the task that he wants to accomplish
and the type of representation used.
In particular, with surface modelling three different representation can be
adopted.
 Polygonal approximation - the surface is formed by polygons, a grid
(mesh) of vertices, edges and faces which describe it. A greater number
of polygons produces a smoother result. Although the approximation of
natural surfaces is very rough, this methodology is very simple, provides
a good approximation of mechanical parts and it is used during rendering
phase.
 Parametric surfaces - the surface is defined by a set of control points,
which the final result can approximate or interpolate. The final object
has a high quality surface, but they are more complex and require a
mathematical background to better exploit the control of local form.
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 Algebraic surfaces - the surface is analytically described by polynomials.
Typically, they are used in molecular modelling because are not suitable
for realistic scenes. They are easy to calculate and to use, if you know the
theory that governs them, but they have several limitations in describing
the objects’ edges, for this reason they are almost never used.
We are interested in the polygonal approximation, the discrete representa-
tion of the model’s surface, mainly for two reasons: it is by far the easiest to
understand in the eyes of a non-expert user, that does not require a specific
training, and if continuous representations have various procedures to manip-
ulate them, which implementation did not require special effort, the discrete
representation requires ad hoc solutions. For these reasons, the development
of modelling features for discrete virtual model is by far more interesting chal-
lenge.
In particular, a methodology capable of deforming the virtual objects in
a physically plausible way has been studied. We will see how this technique
based on total curvature energy is able to preserve surface’s details.
In addition, we exploited one of the main advantages of the virtual models:
the ability to perform actions not possible in the real world, as the bodies’
interpenetration. We continued the work started in our previous thesis [7],
regarding on the Boolean operations on virtual objects whose surface is rep-
resented in a discrete manner.
4.2 State of the art
The possibility to deform curves, surfaces and solid models has gained
popularity in computer graphics after they were proposed in the late of 1980s
by Terzopoulos [111]. The aim is to create realistic animations involving vari-
ous applied forces in a simulated physical world. They exploited the elasticity
theory to construct differential equations, whose numerical solution faithfully
replicates elastic behaviour and more general inelastic behaviour. Terzopoulos
was the first to introduce the theory of multidimensional deformable models
in a Lagrangian dynamics setting, based on deformation energies in the form
of generalized splines in order to control the continuity [110].
The Terzopoulos’ approach has established a main direction and we can
classify all shape deformation solutions proposed since then, in two main cate-
gories according to the way in which they act on the object to be deformed [13]:
space deformation, if the objects is modified by deforming their embedded
space, or surface deformation, if the deformation is directly defined on the
surface of the object.
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All space deformation methods use a control structure, for instance a lat-
tice, to immerse the object, and then every structure deformation is propa-
gated to the object itself.
In Free-Form Space Deformation (FFD) the deformation is indirectly applied
to the object: the user moves the points of the control structure. The object’s
points are expressed as a linear combination of the control points of the struc-
ture and blended with some different bases functions, for instance Be´zier [95],
B-spline [35,56] or T-splines (a generalization of NURBS) [101].
The main defect of the FFD is the unnaturalness of the deformation through
the control structure, that has led to the Direct Manipulation FFD (DMFFD).
In [39] the user directly moves some object points, the system computes the
points’ displacements of the control structure and then accordingly updates
the rest of the object. Another way to improve both FFD and DMFFD is
to employ the radial basis functions [12], thanks to the nature of the handle
point and the deformation function physically used the deformation is ex-
tremely more natural.
Nonlinear methods are presented in [106], where an energy functional opti-
mizes the local deformation gradients, and in [15], where the object is voxelized
and the deformation is driven by a nonlinear elastic energy.
The robustness, the quality and the efficiency of these methods are strongly
affected by the complexity of the control structure, while they are less affected
by quality of the original surface and do not depend on the underlying surface
representation [101].
There are a plenty of different surface deformation methods, well summa-
rized in [16]. The Transformation Propagation method linearly propagates
the deformation within a region, and the main challenge is how to define the
propagation function. In [5] the geodesic distances is employed, while in [78]
they use the euclidean distances.
The Shell-Based Deformation techniques minimize two deformation energies:
stretching and bending [112]. Its peculiarity is that these two energies are
inspired by the world of physics.
An interesting method is proposed in [17], the Multi-scale Deformation de-
composes the object surface into two frequency bands: high frequencies for
details and low frequencies for global shape. Then they are able to deform
the low frequencies preserving the higher ones.
Other two detail-preserving techniques have been proposed as surface defor-
mation methods based on differential coordinates: the Gradient-Based Defor-
mation and the Laplacian-Based Deformation. In [120] the original surface
gradients are used as target for the least-squares method applied on the de-
formed surface. While in [61, 105] they have replaced the gradient with the
Laplacian operator on vertices.
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Typically the linear methodologies can be solved very efficiently but they
can lead to counter-intuitive results for large-scale deformations or in some
case they can even fail. While non-linear deformation techniques require more
complex numerical schemes, but can obtain better results [13]. Both with lin-
ear and non-linear methods some constraints can be added to improve results
quality: pyramid coordinates [98], handle-aware isoline technique [2], volumet-
ric graph Laplacian [40], skeleton-based inverse kinematics [99] and shell-based
minimization coupled by a non-linear elastic energy [14].
From the perspective of the usability, the deformation metaphor used, that
concerns the manner with which the user defines the deformation, it is very
important. The user is provided different approach to define the deformation:
by handle point, if he moves some “handle” points of the object; by curve-
based, if the deformation is imposed by sketching curves or by control point,
if the user manages the object in an indirect way [33].
Boolean operations are a prerogative of virtual environments and allow
to obtain new complex models as combination of others, which can be usu-
ally simpler. Union (or merge), intersection and difference are the basis
of constructive geometry and their computation has proven to be a chal-
lenging and complicated task that often depends on the chosen representa-
tion for the model. Even though, the importances of Boolean operations
even in CAD/CAE/CAM environments is undisputed as pointed out in this
work [107], where they are employed to construct heterogeneous material ob-
jects.
Since the early works presented at the end of the 1980s, it was clear that
the challenge was to develop robust methods for Boolean operations, suitable
to operate with the boundary representation (B-rep). In [85] they discussed al-
gorithms for merging B-reps solids that are combined by regularized Boolean
operations. They detected two categories of constraint that a polyhedron
needs to adhere: topological and geometric constraints, for instance the solids
must be algebraically closed to obtain closed resulting solids and the regular-
ization procedure may discard extraneous regions of the boundary (“dangling”
face or edge). Even in [10] a method for computing approximate results of
Boolean operations on B-Rep solids is described, and it is optimized using
multi-resolution subdivision surfaces in a neighbourhood of the intersection.
A different approach is presented in [34], they compute Boolean operations on
B-rep solids but the main interest is to reduce the complexity by converting
a 3D problem into a 2D one. In particular, the search for intersections is
reduced in 2D space by means of projections on the planes of each single face.
The intersection problem between planar polygons, and consequently the
Boolean operations, has been repeatedly faced. The motivation is that it
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can be useful for the classification of the 3D intersection between boundaries.
In [86] they used the concept of simplicial chains and algebraic operations to
compute Boolean operations between general polygon, and this allows them
to reduce the study of special cases. An evolution of the previous algorithm is
presented in [79], preserving the simplicity of the method and introducing a
subdivision step they have been able to reduce less than one-third the running
time required. Another optimized solution is proposed in [66], in that case
the algorithm does not need to be adapted to work with polygons with holes
or with regions composed of sets of polygon.
One of the first interesting solutions on polyhedral shapes is presented
in [102], where they adopted approximate arithmetic to compute Boolean
operations between triangular mesh or polygonal mesh. The triangle-mesh
variant of the algorithm needs to convert the polygonal region into a set of
triangles. Despite, the method as a whole is not fully robust geometrically,
they are able to preserve the connectivity of the boundary.
In the literature, there are numerous solutions that offer Boolean operations
between triangle-based mesh, thanks to the lower computational complexity.
In [82] they classified all possible intersections between coplanar triangles,
and they can deal all arbitrary closed solids (convex or concave). Another
algorithm based on triangular mesh is presented in [23], in that case they
take advantage of graphics hardware to treat the triangulation phase, but it
is strictly required that the mesh is “watertight” and topologically complete.
While in [91] the focus is on model with large numbers of triangles, paying
attention to problems due to degenerate triangles or intersections of nearly
coplanar triangles. In [119] they proposed a fast and robust Boolean opera-
tions algorithm able to deal with B-reps polyhedra, assuming that the B-rep is
a triangulated manifolds. Even in [47] they used B-rep objects whose geome-
try is given by discrete data, but in addition they demonstrated the extension
of the algorithm to triangular meshes.
Another interesting topic is how to improve the efficiency of these methods.
In [6, 37] they used a data structure to represent Nef polyhedron optimized
for Boolean operations. While in several works the common solution has been
to employ octree data structure, to reduce the space to be inspected. In [113]
they are able to compute approximate Boolean operations on large polyhedral
solids, and in [30] they perform exact evaluation on triangular meshes. The
algorithm presented in [123] uses binary tree to store vertices information of
the triangular meshes and to search edge-face intersection, in that way the
proposed solution for Boolean operations is more efficient.
Since deforming in a physically plausible way a discrete model is a chal-
lenging topic in digital surface processing, in this work we investigate a new
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variational model for detail preserving surface-based deformation of a mesh,
based on total curvature energy. The purpose is to create a simple and intu-
itive deformation model for discrete model, able to preserve the details of the
surface.
In addition, the triangular meshes are more simple and easy to use then un-
structured one, but constitute a limit for next uses of the model. We propose
a algorithm for Boolean operations able to manage generic meshes, without
convert the model into a triangular mesh.
4.3 Deformation by discrete elastica
In the last two decades we have witnessed an exponential growth in inter-
est in computer animation and game design, that led to the development of a
multitude of editing methodologies for discrete models, including deformation
methods [33].
Surface based-deformation methods of discrete models have been recently
widely investigated as a valid alternative to rigging and caging. Its natural
and intuitive way to apply and control the deformation has attracted our in-
terest, with the aim of a future integration in an environment like the one
shown in the Chapter 3.
In particular, modelling a physically plausible deformation of a flexible object
from its naturally planar state is a fundamental and challenging topic. Start-
ing form the work presented in [87] on deformation, we propose a new model
for detail preserving surface-based deformation of a body, based on total cur-
vature energy, that can include different constraints for different results [8].
The main requirement for physically based surface deformation is an elas-
tic energy that measures how much an object has been deformed from its
initial configuration. The idea is to improve the traditional Laplacian method
for surface editing by using the total curvature as a better aesthetic measure
for deformation of elastic bodies.
The equilibrium configuration reached by the deformation due to external lo-
calized forces and interactively applied by the user is modulated by imposing
geometrical constraints, that allow to better formalize the physical metaphor.
The constraints offer two main advantages: they allow the user to hint the
desired deformation shape, without specifying it exactly, and they retain the
local surface features, preserving the relative orientation and size.
4.3.1 The energy-based deformation model
The deformation of a non-rigid body is a change in shape due to differ-
ent applied forces as pulling, pushing, bending or twisting. It can be defined
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elastic if the original shape restores itself upon removal of the external defor-
mation forces, inelastic otherwise. We focused on the first elastic deformations
step, neglecting the phase responsible for recovering the original shape. The
main idea is to use the curvature-based energy as a better aesthetic measure
for deformation of elastic bodies.
The curvature of a curve in a given point is by definition the reciprocal of
the radius of the osculating circle in that point. For each point s on a surface
S ∈ R3 you can compute the normal vector −→n . A plane P that contains −→n
and intersects the surface in s yields a curve γ with a own curvature. Each
unit vector −→v orthogonal to −→n identifies a different plane P , and the set of
all vectors −→v define a circumference C. As a result the surface curvature
is a function f : C → R, and since C is compact and f is continuous, the
maximum and minimum values of f are the two principal curvatures k1 and
k2 of the surface in s.
Typically, a curvature energy may be expressed in terms of principal curva-
tures of a surface: the mean curvature (H = k1 + k2), the Gaussian curvature
(K = k1k2), and the total curvature (T = k21 + k22).
Let M be a fixed reference surface and X : Ω ⊂ R2 → M ⊂ R3
be a function of parametrization. A deformation is a function d that maps
M to a certain deformed model M ′, by adding to each point X (u, v) ∈M a
displacement vector d(u, v), such that M ′ = X ′(Ω) and X ′ = X + d . A rea-
sonable approximation for elastic thin-shell energy which measures stretching
and bending is the following [13]:
∫
Ω
ks‖I ′ − I‖2 + kb‖II ′ − II‖2dudv (4.1)
where I (I ′) and II (II ′) represent the first and second fundamental forms
forM (M ′) and ks and kb modulate, respectively, the resistance to stretching
and bending. The solution of this integral over Ω is too complex hence two
simplifications are recommended.
First simplification step. The elastic thin-shell energy as defined in (4.1)
leads to a difficult non-linear optimization problem. Therefore, it is common
to linearize the objective function replacing the change of the first and second
fundamental forms (I ′−I and II ′−II) by the first-order and second-order par-
tial derivatives of the displacement function d [16]. As a results the stretching
(membrane) energy is defined as:
ES(d) =
1
2
∫
Ω
ks(‖du‖2 + ‖dv‖2)dudv. (4.2)
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while the bending (thin plate) energy is defined as:
EB(d) =
1
2
∫
Ω
kb(‖duu‖2 + 2‖duv‖2 + ‖dvv‖2)dudv. (4.3)
Second simplification step. Choosing the parametrization domain Ω equal to
the surface M , such that d : M → R3 is defined on the manifold M itself,
keeps the parametrization of the surface as close to isometric as possible. This
second simplification is well known in literature and turns the Laplace operator
4, with respect to the parametrization X , into the Laplace-Beltrami operator
4M , with respect to the manifold M . Therefore when the parametrization
is isometric (4.2) becomes:
ES(d) ' 1
2
∫
M
ks‖∇Md‖2dM (4.4)
and (4.3) becomes:
EB(d) ' 1
2
∫
M
kb‖4Md‖2dM (4.5)
and their minimization, performed efficiently by applying variational calcu-
lus, yields to their Euler-Lagrange equations, respectively, for the stretching
energy (4.4):
−4Md = 0 (4.6)
and for the bending energy (4.5):
42Md = 0 (4.7)
Deformation of solids can only consider the stretching energy, while the defor-
mations of non-rigid surfaces (so called thin-shells) requires both. Hence the
combination energy EC of the previous ones, as proposed in [16], is given
by:
− ks4Md+ kb42Md = 0 (4.8)
where stretching and bending are combined together and modulated by the
weights ks and kb. The linearization in (4.4) and (4.5) causes artifacts for
large deformations and (4.6) and (4.7) require suitable boundary constraints.
Instead, the total curvature energy fuses together the mean and Gaussian
curvature. Thin flexible structures are governed by a surface bending energy,
the so-called Canham-Helfrich model [38]:
E(M ) :=
∫
M
α + β(H −H0)2 − γKdM (4.9)
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where H0 denotes the spontaneous curvature which plays an important role in
thin-shell. The Canham-Helfrich model can be reduced to the total curvature
energy with α = H0 = 0, β = 1 and γ = 2:
ET (M ) :=
∫
M
(H2 − 2K)dM =
∫
M
(k21 + k
2
2)dM (4.10)
The minimization of this functional leads one more time to the Euler-Lagrange
equation for the total curvature energy:
4MH(d)− 2H(d)(H2(d)−K(d)) = 0 (4.11)
The equation (4.11) is a fourth-order partial differential equation (PDE), since
the term 4MH(X ) involves fourth-order surface derivatives, and to be well
posed it requires independent boundary conditions.
Each application that involves a deformation process can be interested ei-
ther to a dynamic time dependent simulation, or directly to solve the final rest
state. We are interested in the latter which requires the resolution the Euler-
Lagrange formulation subject to user-defined boundary constraints (Section
4.3.2).
In practice, it demands to define two specific regions of the surface: the fixed
one F ∈ M and the handle one H ∈ M . The second H region allows to
define the displacement and represents the target of the deformation (Figure
4.1). The free regionM \(F ∪H ) has to be recomputed by solving the PDE
each time the user moves the handle region H .
Figure 4.1: An example of how to apply the deformation. The red border represents
the fixed region F , the blue disk is the handle region H , while the purple arrow
represents the external force. The system automatically updates the free green
region.
Whichever energy model you choose to use the deformation problem can
be formalized by:
minX ′ E(X
′ − X ) (4.12)
and we will show how all these requirements and the deformation model can
be easily integrated in a system such as the one presented in Chapter 3.
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4.3.2 Linear and non-linear constraints
The deformation model (4.12), based on one of the energy forms seen in the
previous section, can be enriched with constraints. In particular, two types of
constraints have been taken into account: positional constraints and detail-
preserving constraints. As a result the previous definition of the deformation
model can be updated as follow:
minX ′E(X
′ − X ) subject to Φ(X ′) (4.13)
where Φ(X ′) represents linear or non-linear constraints.
Positional constraints. We recall that in order to define the deformation
the user moves the H region of the surface. If the user establishes that the
new position of the H region must be absolutely respected, just as happens
in classical editing tools, we are in the presence of hard positional constraints.
Otherwise, soft positional constraints allow the user to indicate the imprecise
locations of the H region, without specifying it exactly, in order to hint the
desire shape.
This kind of constraint can be modelled allowing that the final target position
C can approximate the real reached position X ′:
1
2
∫
M
(X ′ − C)2dM (4.14)
The positional constraints are an example of linear constraints and we will
show in Section 4.3.3 that there are two way to impose this constraint.
Detail-preserving constraints. This second kind of constraint is a non-
linear constraint and tries to preserve local differential properties of the surface
under the deformation.
Let δ = 4M (X ), the surface deformation is obtained by:
1
2
∫
M
(4MX ′ − δ)2dM (4.15)
it forces the new position to resemble its undeformed Laplacian as closely as
possible, in view of the fact that 4MX = −H−→n , where H is the mean cur-
vature and −→n are the outward surface normals. Equation (4.15) leads to a
linear least-squares problem.
Laplacian deformation methods, based on the minimization of (4.15) [16,105],
or other methods, based on differential coordinates [120], fail to yield intuitive
results for translational deformations. They try to preserve the orientation of
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the normals with respect to the global coordinate system, while translation
deformation does not cause a change in surface gradients, or normal vectors.
We desire a method able to preserve the features of the surface, it means
that it should preserve the normals’ relative orientation and possibly the fea-
ture’s size.
We introduced the local transformations T restricted to rotation and isotropic
scaling. The differential representation δ is transformed into the deformed
pose δ = Tδ. As a result, the deformed positions X ′ are then obtained by
replacing (4.15) with the following non-linear term:
1
2
∫
M
(4MX ′ − δˆ(X ′))2dM (4.16)
The term δˆ(X ′) includes the effects of local rotations and leads to deal with
a non-linear least-squares problem.
4.3.3 Model discretization
Up to now we treated the deformation model for a two dimensional man-
ifold of arbitrary topology M embedded in R3, while we are interested in
meshes. A mesh M is a discrete surface: a piecewise-linear approximation
of M . M is defined by a set of triangles Ti, i = 1, . . . , Nt, which cover the
surface, and a list of vertices Xi, i = 1, . . . , Nv, where Xi ∈ R3 is the ith vertex
with associated the normal vector −→n i. To discretize the deformation model
we need to discretize each single component.
The first discretization regards the Laplacian operator. A vertex Xi ∈ X,
usually defined by Cartesian coordinates Xi = (xi, yi, zi), can be represented
in differential coordinates as δi = (δ
x
i , δ
y
i , δ
z
i ). In matrix-vector form:
Lx = δx
Ly = δy
Lz = δz (4.17)
where the large and sparse matrix L ∈ RNv×Nv represents the connectivity
matrix of the mesh and it is the discretization of the local Laplace-Beltrami
operator ∆M on the mesh M.
Given a smooth surface ∆M = 2H−→n [29], the discrete approximation of
mean curvature vector Hi−→n i associated to the vertex Xi can be derived using
the following discrete form:
Hi−→n i = L(Xi) = 1
2Ai
∑
j∈N(i)
wij(Xj −Xi) (4.18)
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where N(i) is the set of first-ring neighbour vertices of vertex Xi, Ai is the
Voronoi area surrounding Xi, and the weights wij are positive numbers which
satisfy the normalization condition
∑
j∈N(i) wij = 1. Different geometric
discretizations of the Laplacian can be obtained for different choices of the
weights in (4.18), we chose the most commonly used [68] so-called cotangent
weights:
wij = (cotαij + cot βij) (4.19)
where αij and βij are the two angles opposite to the edge (Xj, Xi) (Figure
4.2(a)).
The Gaussian curvature can be extended to discrete surface M keeping
the Gauss-Bonnet theorem true by:∫
M
KdM :=
∑
i
Ki and Ki = 1
Ai
(2pi −
∑
j∈N(i)
θj) (4.20)
where θj are the incident internal angles at Xj (Figure 4.2(b)). Also in that
case the equation (4.20) is the most commonly used for triangular meshes
[108].
(a) (b)
Figure 4.2: On the left the two opposite angles αij and βij used to define wij , they
belong to the two triangles that share the edge (Xj , Xi). On the right the incident
internal angles θi for the vertex at Xi.
All the discretizations presented allow to define the deformation energy
models for the discrete surface M (Table 4.1), considering the displacement
vector X ′ = X + d and G = H2 −K.
Each model shown in Table 4.1 leads to a generic linear system AX = b with
a sparse Nv ×Nv coefficient matrix, where M \(F ∪H ) vertices are treated
as unknowns, while F ∪H vertices are incorporated into the right-hand side
of the system.
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Energy Discrete form Linear System
ES (4.6) Ld = 0 LX
′ = LX
EB (4.7) L
2d = 0 LTLX ′ = LTLX
EC (4.8) ksLd+ kbL
2d = 0 (ksL + kbL
2)X ′ = (ksL + kbL2)X
ET (4.11) L
2d− 2LGd = 0 (L2 − 2LG)X ′ = (L2 − 2LG)X
Table 4.1: The discrete forms of the four deformation energy models.
We have seen in (4.13) that the constraints can be incorporated as penalty
factor of the discrete energy functional. The discrete form of the positional
constraints can be added as follow:
minX ′ E(X
′ − X ) + λ1
2
‖X ′ − C‖2 (4.21)
where λ1 > 0 ∈ Rn is the penalty coefficient, and C is the vector of the
prescribed positions of the vertices. The coefficient λ1 allows to control the
weight of the positional constraint and in order to approach the interpolation
of the constraints C, it has to be chosen sufficiently large. However, the con-
dition number of the matrix grows with λ1, then a higher weight can cause
numerical problems.
The positional constraints affect the final position of theH vertices and with
hard positional constraint (the indicated position must be respected) there
are two ways to apply them: (i) the application solves (4.21) but the final
computed positions of the H vertices are discarded; (ii) the system AX = b
is constructed considering for X only the verticesM \(F∪H ), with the guar-
antee that the reduced matrix L is not singular since it is derived from the
original connectivity matrix of the mesh M in which the rows and columns
of the vertices H were moved to the right-hand side.
The detail-preserving constraints can be added in the same way, in that
case also the term δˆ(X ′) is unknowns in the deformation process. The pro-
posed energy functional to minimize, to solve the mesh deformation problem,
is the following:
minX ′,δˆL (X
′, δˆ),
L (X ′, δˆ) := E(X ′ − X ) + λ1
2
‖X ′ − C‖2 + λ2
2
‖LX ′ − δˆ‖2 (4.22)
The minimum of (4.22) can be determined by the alternating minimization
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procedure, solving:
δˆ(k+1) = argminδˆ L (X
′(k), δˆ)
X ′(k+1) = argminX ′ L (X
′, δˆ(k+1)) (4.23)
Since L (X ′, δˆ(k+1)) is continuous differentiable in X ′, the solution X ′(k+1) of
the second minimization in (4.23) for the total curvature energy is obtained
by imposing:
0 = ∇X ′L (X ′, δˆ(k+1)) =
(L2 − 2LG)(X ′ − X ) + λ1(X ′ − C) + λ2(LT (LX ′ − δˆ(k+1))) (4.24)
It means that for each new step k, new X ′ and δˆ values are computed in order
to reach the final stable state of the deformation process.
In matrix-vector form, the solution of (4.24) for the new mesh vertices X ′, is
given by solving the following system: (L2 − 2LG)0 √λ1In
0
√
λ2L
TL
X ′ =
 (L2 − 2LG)X√λ1C√
λ2L
T δˆ(k+1)
 (4.25)
where the block A = (L2 − 2LG) represents the total curvature energy, In ∈
Rn×n is the identity matrix which requires a resorting of the rows of L, and
C ∈ Rn is a vector of elements ci for each of the n positional constraint.
The overdetermined system has dimension (Nv + 2n)×Nv and it is full rank,
thus it has a unique solution in the least-squares sense. The system (4.25) is
solved by the conjugate gradient method, where we terminate the iterations
as soon as the norm of the residual is less than or equal to 10−4. The use
of an iterative solver allows us to avoid storing the large dimension matrices,
the only requirement is matrix-vector products. The complete description of
the discrete elastica non-linear deformation (DEND) algorithm used to solve
(4.25) can be found in [87].
4.3.4 Deformation results
In this section, we present some examples to show how the proposed de-
formation model performs to deform structured and unstructured polygonal
meshes. All the examples have been produced on a standard consumer-level
LINUX PC, indeed the final algorithm does not require high computational
capabilities.
The implementation of the deformation model is easy and intuitive and
allow the user to select regular/irregular regions F that he/she wants to keep
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fixed, so as the areasH that he/she will move to a target position. The posi-
tions of the remaining verticesM \(F ∪H ) will be automatically determined
by the system.
This feature makes the system particularly suitable to be used by a non-expert
user, the metaphor of the fixed and handle vertices is similar to the way a real
object is deformed.
For the time, the application has no collision detection which would allow
for handling collision occurring between deformed parts of a deformable body.
Collision detection is a complex constraint which increases considerably the
complexity of the system (4.25). Nevertheless, we will show that the defor-
mation model enables to apply small to large deformations on middle-large
detailed meshes, while keeping the shape of the details in their natural orien-
tation.
(a)
(b) (c)
(d) (e)
(f) (g)
Figure 4.3: Deformation of the bar mesh with 856 vertices. The deformation is
achieved by anchoring the red region and twisting blue one of 135◦ in one step.
In the first examples, shown in Figures 4.3 and 4.4, we compared the dif-
ferent energy models described in Table 4.1, applying linear and non-linear
constraint.
In both figures, the first row shows the original model, a bar mesh with 856
vertices (Figure 4.3(a)) and a cylinder mesh with 1088 vertices (Figure 4.4(a)),
while each subsequent row shows the deformation result obtained using, re-
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spectively, bending (Figures 4.3(b), 4.3(c), 4.4(b) and 4.4(c)), combination
(Figures 4.3(d), 4.3(e), 4.4(d) and 4.4(e)) or total curvature energy (Figures
4.3(f), 4.3(g), 4.4(f) and 4.4(g)). Again, in the left column we present the
results obtained with linear constraint, while on the right we used non-linear
constraint. The bar was twisted of 135◦ and the cylinder was bended of 120◦,
for both the operation was performed in a single step. You can note as the red
region represent the fixed vertices F and the blue one the handled vertices
H .
(a)
(b) (c)
(d) (e)
(f) (g)
Figure 4.4: Deformation of the cylinder mesh with 1088 vertices. The deformation
is achieved by anchoring the red region and bending the blue one of 120◦ in one
step.
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The results clearly show the weaknesses of the linear deformation approach.
If the deformation results of the bar are quite uniform for all different energy
models coupled with non-linear constraints, we only get a uniform bending
along the whole cylinder shape using the total curvature energy.
In linear theory the behaviour of the deformable model is physically correct
only for small displacements (about 10% of the mesh size), it is less realistic
for larger deformations. Hence we tested the behaviour of the total curvature
energy model with non-linear constraints when it is applied to obtain large
deformations.
Once again we used the bar and the cylinder and Figure 4.5 illustrates two
large deformations obtained by interactively applying 5 steps for a total 300◦
twisting on the bar model (Figure 4.5(a)), and 3 steps for a 180◦ bending on
the cylinder mesh (Figure 4.5(b)).
Large deformations is the main disadvantage of linear elasticity, and inter-
active methods usually prevent large deformations, since each step remain
reasonably small. Nevertheless, the total curvature energy with non-linear
constraints provides well-shaped and aesthetically pleasing results also with
large deformation step. The other considered energies are not been able to
produce the same outcomes.
(a)
(b)
Figure 4.5: Large deformation test: 5 steps for a total 300◦ twisting on the bar
model (a) and 3 steps for a total 180◦ bending on the cylinder mesh (b).
We also tested the detail-preserving capability of the deformation model,
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and the result is shown in Figure 4.6. The first row show how to apply a
simple deformation to transform a plane with 2115 vertices (Figures 4.6(a))
into a bumpy plane 4.6(b). The red vertices have been anchored while the
blue ones have been translated.
The bumpy plane is then deformed by bending the two sides of the mesh
using the total curvature energy model with (Figure 4.6(c)) and without (Fig-
ure 4.6(d)) detail-preserving (non-linear) constraints. Using non-linear con-
straints the deformation model is able to preserve both the normals’ relative
orientation and the the feature’s size.
(a) (b)
(c) (d)
Figure 4.6: Details preserving test. The first row shows the step to transform
the original plane (a) into a the bumpy plane (b), achieved anchoring the red
vertices and translating the blue ones. The second row shows the deformation
results obtained applying total curvature energy with (c) and without (d) detail-
preserving (non-linear) constraints, both obtained by bending the two sides of the
mesh.
The last examples show the flexibility and the potential of the deformation
model based on the total curvature energy with non-linear constraints. We
tested open and closed surfaces representing elastically deformable models.
The deformation of a torus in Figure 4.7 shows once again, the robustness of
the deformation model and its capability to deal with large deformations.
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The Figure 4.8 shows the deformations of a thin plate model, represented by
the flag mesh. Translating the right side of the flag mesh and anchoring the
left side we obtained a waving simulation.
The human hand, shown in Figure 4.9, demonstrates how it is possible obtain
aesthetically pleasing results deforming a complex model.
Finally, the Figure 4.10 shows how a medium-large mesh with 10098 vertices
can be correctly deformed preserving the smooth regions and the local features
of the surface.
(a) (b) (c)
Figure 4.7: A twist of torus mesh. The original model (a), the selected region to
apply the twisting (b), and the obtained result (c).
Figure 4.8: An example of deformation to produce wind effect by translating the
right side and anchoring the left side of the flag mesh.
Figure 4.9: The deformation of a human hand mesh to show, from different points
of view, the aesthetically pleasing result obtained.
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(a) (b) (c) (d)
Figure 4.10: A sequence of dino deformations, the mesh is medium-large (10098
vertices) and rich in details. The original model (a) and (c) has been deformed in
the richest regions: the tail (b) and the neck (d).
4.4 Boolean operations
In the introduction of the chapter we already highlighted how the Boolean
operations are a prerogative of virtual environments, they allow to fuse to-
gether objects in different ways that are rather not possible in real world.
Among the many possible uses, Boolean operations represent a key compo-
nent of the constructive solid geometry (CSG), a solid modelling method with
which complex objects can be constructed by assembling elementary (primi-
tive) geometric solids. The basic operations available are three: union, differ-
ence and intersection, resulting from set theory.
Boolean operations further demonstrate their potential when coupled with
subdivision surface methods. The outcome of the assembling process can be
refined in order to obtain very smooth surfaces, with pleasing junction points.
This is possible if Boolean operations yield mesh with a good quality tessel-
lation.
The combination of these characteristics in addition to the easy under-
standing that characterize the Boolean operations led us to investigate a more
general tool, considering a Boolean operations naturally integrable into a mod-
elling system based on the 3D interaction.
However, most of the available algorithms that implement Boolean operations
requires triangular mesh [23,82,91,119], while experiences with quadrangular
or unstructured1 mesh are almost non-existent.
1In a structured mesh the elements of V (vertices) and F (faces) are compliant between
them: they have the same valence, for example triangular or quadrangular meshes. An
unstructured mesh is composed of heterogeneous elements of V and F , and extraordinary
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The need to have an efficient and robust Boolean operations algorithm able to
manage arbitrary polygonal meshes is very much felt. For instance, Blender,
a well-known modelling tool, in a very recent version (2.62) includes carve2
a library to deal Boolean operations on generic polyhedra.
Starting from these consideration and from the assumption that even the
unstructured meshes have coplanar faces, we further developed our previ-
ously implementation of a Boolean operations algorithm that works with un-
structured meshes [7]. It allows to automatically perform Boolean operations
among structured or unstructured and open or closed meshes. The simplicity
and intuition with which you can apply Boolean operations make it suitable
for non-expert users and it sounds an excellent tool to be integrated into an
3D interactive modelling environment.
Keep unchanged the initial structure of the meshes’ surface (triangular,
quadrangular or unstructured) has several advantages. First of all, the initial
structure is left unchanged, which would otherwise be difficult to reconstruct.
This means that the user is not required additional effort to imagine and
interpret known mesh, as can for example happen if the system forces the
triangulation of a simple cube. Moreover, you have the freedom to choice
the surface subdivision method to use, without mandating the use of schemes
suitable only for triangular meshes or quadrangular meshes.
For these reasons, we decided to carry on our previous work improving and
extending its features.
4.4.1 Data structure
The storing of the mesh in a file is typically carried out by following partic-
ular conventions, which mainly produce an ordered list of vertices and faces.
They allow an easy sharing of the information among different applications.
Conversely, advanced modelling tools require complex data structures to bet-
ter organize the mesh’s information and to speed up access to each mesh
component (vertices, edges or faces) or identify the set of neighbours of a spe-
cific component. Boolean operations are one of the editing tool that require
a data structure suitable for this kind of queries.
There are two ways to organize the mesh information in a data structure:
 Space partition: in that case the cubic space containing the mesh is
recursively partitioned, and each node, represented by a cube, is subdi-
vided into eight octants. The aim is to identify which mesh component
falls around a specific 3D position. A data structure that implement this
vertices make them more flexible.
2http://carve-csg.com
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procedure is called octree and it is suitable for spatial indexing, nearest
neighbor search and collision detection.
 Surface mapping: this representation is not interested in the spatial
position of the mesh components, but rather constructs a map to navi-
gate the mesh surface by moving from any element to another one con-
nected to it. Winged-edge data structure is a possible mapping based
on edges’ orientation. The connectivity information makes the data
structure invariant under both global and local space transformations
(translation, scale and rotation).
The aim to integrate the Boolean operations in a 3D interactive modelling en-
vironment, such as presented in the Chapter 3, attracted us towards winged-
edge data structure.
All editing operations presented in the previous chapter can modify the
3D position of the vertices, it means that an octree data structure must be
updated each time the user interacts with a model or it must be created when
a Boolean operation is selected. In particular, punctual and local transforma-
tions like translation and deleting, require updating of each vertex affected by
the transformation.
Otherwise, a winged-edge data structure can be created when the model is
loaded, and remains constant during the whole session. Even after deleting a
vertex the data structure can be quickly updated, using its own connectivity
information to correctly remove pointers.
4.4.2 The original algorithm
In this section we present our first implementation of an algorithm for
Boolean operations, explaining its different phases and highlighting the defi-
ciencies.
LetMA = {VA, EA,FA} andMB = {VB, EB,FB} two unstructured mesh,
each of which is constituted by a set of vertices V , edge E and faces F , then
the algorithm is able to compute the four combinations resulting from set
theory: MA \MB, MB \MA, MA ∩MB and MA ∪MB. The algorithm
is even able to automatically classify the various products resulting from the
intersection of the two models, without any intervention from the user. There
are four distinct phases that characterize the Boolean process:
I) Intersections detection. In this first phase, the two sets IAB and IBA
of intersection points between the two meshes are determined. IAB and
IBA are constructed by verifying exhaustively the intersections produced
by EA in FB and EB in FA (Figure 4.11(a)) respectively. At the end,
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any duplicates are removed.
The research of the intersections is performed using a robust triangle-
based method, but the triangulation of the faces is only virtual and it
is able to correctly manage concave faces. This allows to preserve the
original structure of the surface.
The triangulation of a face is real and persistent if and only if the whole
intersection profile completely falls within a face, indeed only the winged-
edge data structure is able to manage a face with a hole.
II) Profile intersection reconstruction. The intersections identified in
the previous phase can be of different nature: they can belong to a
vertex, to a edge or fall inside the face itself. The goal of this phase
is to produce an ordered list of intersections P using the previous two
sets IAB and IBA. P represents the polygonal of the intersection profile
(Figure 4.11(b)).
In order to properly sort the intersection points the research is alternated
between the two sets IAB and IBA. Indeed, order two intersection points
that belong to face’s edges is a simple task and can be done using the
information of a single set I (e.g. IAB). While, it is more complex order
a set of intersection points L that fall within the face. In this second
case, the information of the other set I (e.g. IBA), where the edges’
index that created the intersections L is stored, become fundamental.
III) Profile insertion. In this phase the polygonal P is inserted in both
meshes, taking care not to introduce duplicate vertices and preserving
the surface orientation (Figure 4.11(c)).
Three different situations may arise: (i) a face is not affected by the
polygonal and it will be copied; (ii) the polygonal affects the edge of
the face, hence some vertices will be added to it; (iii) the polygonal
crosses the face, which will be split respecting the face orientation.
IV) Patches classification. Starting from an edge of P a breadth-first
search is used to identify the faces that belong to each patch. This last
step produces two patches for each mesh, useful to create the Boolean
results (Figures 4.11(d), 4.11(e) and 4.11(f)). The possible combinations
are shown in Table 4.2.
The winged-edge data structure proved to be very useful in the phases II,
III and IV, where a quick navigation in the neighbourhood of the point of
interest is required. The same researches would be less efficient than using a
structure like the octree.
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M1B M2B
M1A MA ∩MB MA \MB
M2A MB \MA MA ∪MB
Table 4.2: Patches combination to produce the results of Boolean operations.
(a) (b) (c)
(d) (e) (f)
Figure 4.11: Boolean operations phases. Let consider in (a) the left cylinder the
mesh MA, and the right one the mesh MB. Phase I (a): the algorithm identifies
the intersections (light green dots). Phase II (b): the polygonal P is reconstructed.
Phase III (c): the polygonal P is inserted in each single mesh. Phase IV (d), (e) and
(f): the algorithm separates and classifies the patches and produces the resulting
combinations, in that case MB \MA.
This first version of the algorithm has evidently some flaws:
 Brute-force search to identify the intersection points during phase I is
very expensive, especially with large meshes.
 The profile reconstruction phase does not manage a face twice crossed
by the profile P .
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 The algorithm requires that the meshes intersect each other only once
and it does not manage the tangent faces.
The carve library previously quoted tries to solve all these issues, even if
sometime it introduces unnecessary triangles and does not correctly handle
tangency. Our interest was to continue the study of our algorithm improving
its features. The aim is to propose a light library, to integrate in a 3D inter-
active environment, able to automatically produce all the resulting Boolean
combinations.
4.4.3 The extensions introduced
We have worked to propose some extensions to the Boolean operations
algorithm, trying to preserve the autonomy feature that makes the algorithm
simple and intuitive in the eyes of a common user.
First of all, we decided to improve the initial intersections’ research start-
ing from a very simple consideration: the bounding box B of a mesh M is
itself a mesh, in particular it is a cube. Hence we used the original algorithm
to compute the intersection region of the two bounding box BA and BB, and
then we reduced the search of the intersection points to those elements that
belong to BA ∩ BB.
This would have been one of the few cases where octree data structure would
make a difference, but we have already explained the reasons why the octree
were excluded. The new approach, coupled with winged-edge data structure,
is very efficient if the intersection between the two meshes is much smaller
compared to their size and can significantly reduce the search.
The problem of a face twice crossed by the profile P can occur both in
the case of single intersection between the meshes and in the case of multiple
intersections. We will see later how we handled the latter case.
It was necessary to refine the threshold with which the intersections edge-face
are classified and assigned. We tried to bind the threshold to the average
size of the mesh edges, but this solution still fails with intersections near the
vertex. Hence, we used a more strict threshold and for each new intersection
found the algorithm uses labels to verify that the neighbours edges had not
already generated the same intersection point.
Labeling the intersection and the new threshold used helped the alternat-
ing procedure with which the profile P is created, making it able to manage
twice crossed faces.
The single intersection between meshes was clearly too restrictive, but its
solution was quite simple, especially after the changes just described. In par-
ticular, the phase II was repeated several times to generate different polygonal
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Pi, one for each intersection between meshes, each of which is then inserted
during phase III.
Instead, the phase IV has requested a more robust patches classification and
a classic collisions detection algorithm has been used. Let r a half-line out-
going a vertex belonging to the mesh MA and not belonging to any profile
Pi, then we compute the number of intersections between r and MB. An
odd number of intersections identifies a patch that falls inside the meshMB,
otherwise the patch is external. After the patches classification the algorithm
can match them using the common information defined by each profile Pi.
We have started to modify the algorithm so that it can manage the tan-
gency. The idea is to use the bounding box optimization to identify which
elements of the two meshes generate a tangency. In particular, the elements
affected by the tangency are separately processed and excluded from subse-
quent phases that generate the profiles Pi.
(a)
(b) (c)
Figure 4.12: Comparison between two correct approaches to solve the same
Boolean union of two tangency cubes (a). The pure Boolean union (b) obtained
with our algorithm and a merge Boolean union (e) obtained with carve library3.
Also in that case, our goal is to avoid to introduce any extra elements into the
result and to produce a more intuitive pure union between the two meshes and
not a merge operation. Consequently, the Boolean union does not preserve any
3The carve result was manually corrected, a bug introduces some overlapped edges.
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elements belonging to one of the two meshes and present in the intersection,
and does not require the triangulation of the tangency region.
In Figure 4.12 we show the Boolean union of two cubes. The pure union
does not introduce extra elements belonging to the intersection region (Figure
4.12(b)), while a merge union preserves vertices and edges of one of the two
meshes (Figure 4.12(c)).
4.4.4 Boolean results
Boolean operations on discrete models are intuitive and well-known in the
literature, nevertheless, the solution typically proposed work on triangulated
meshes or create new triangles around the junction point. In addition, we
recall that our aim is to realize editing tools for non-expert users. Therefore,
in this section we will present some simple examples in order to highlight the
key characteristics of our approach based on unstructured mesh when used by
novice users in a 3D interactive modelling environment.
(a) (b)
(c) (d)
Figure 4.13: An example of multiple intersections. Given a cube mesh and a
sphere mesh, the algorithm is able to automatically produce the four combinations
presented in Table 4.2: cube ∩ sphere (a), cube \ sphere (b), sphere \ cube (c) and
cube ∪ sphere (d).
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The first example, shown in Figure 4.13, presents the four combinations
automatically generated by the algorithm. In particular, it is an example of
multiple intersections between a cube mesh and a sphere mesh. In practice,
the user places the objects in the desired position, then requires to compute
the Boolean operations. The system constructs the polygonal to be inserted
and uses them to split each meshes in patches. During the final phase the
algorithm reassembles the patches in order to produce the intersection (Figure
4.13(a)), union (Figure 4.13(d)) and the two differences (Figures 4.13(b) and
4.13(c)), and corrects the patches’ orientation to meet the manifold constraint.
(a) (b) (c)
(d) (e) (f)
Figure 4.14: The union of two cylinders. In the first row the result obtained using
an algorithm that creates triangles around the junction point, while in the second
row the outcome of our algorithm. To highlight the artifacts on the junction point
we present a render of the final surface after 5 steps of Catmull-Clark subdivision
schemes (b) and (e), and the colour map of the Gaussian curvature (c) and (f).
In literature there are several subdivision surface refinement schemes that
can be classified in interpolating and approximating, or by the type of polygon
that they operate on. However, if the goal is the ease of use, it is not desir-
able to put the user who does not have experience with subdivision surface
schemes in the position of having to choose a priori the right scheme because
bound by the outcome of the Boolean operation. If using a triangulation al-
gorithm before proceeding with the refinement, the subdivision scheme, a well
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established tool to refine a mesh, would act in a completely different way with
respect to the outcome of the Boolean operation.
In Figure 4.14 we wanted to compare the refined result of the outcome of a
Boolean operations algorithm that introduces triangles around the intersec-
tion profile (Figure 4.14(a)) with that of our algorithm (Figure 4.14(d)). We
applied an union operation between two cylinders out of phase and we refined
the two results with 5 steps of Catmull-Clark subdivision schemes (Figures
4.14(b) and 4.14(e)), a scheme that accepts arbitrary initial meshes. In the
first case the new triangles introduced produce artifacts near the junction
point. Colouring the smooth surfaces with a map corresponding to the Gaus-
sian curvature (Figure 4.14(c)) the artifacts become more visible, highlighting
a variation of the curvature. Despite our algorithm creates irregular faces that
will generate extraordinary vertices, after the subdivision steps the surface ap-
pears smooth and uniform, even on the junction point (Figure 4.14(f)).
(a) (b)
(c) (d)
Figure 4.15: Two different wings assembled on the same fuselage. All opened
surfaces in (a) are fused together, using two executions of the union procedure (b).
A rendering of the final results (c) and (d) show the smooth and uniform surface.
We recall that we have studied editing tools suited to be used by non-
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expert users, and in the introduction of this dissertation we hypothesized
several use of a new 3D interactive modelling environment. For instance, a
user who wants reconstruct broken or missing parts of objects, or more simply
who wants create fancy objects. The next two examples (Figures 4.15 and
4.16) show a practical application of Boolean operations, both are obtained
using our Boolean operations tool integrated in the 3D environment presented
in the Chapter 3.
In Figure 4.15(a) the user, who wants to create a unique version of a toy aero-
plane, verifies which wing is best suited to his idea. The Boolean operations
algorithm manages also open surfaces and joins each part in a single model
(Figure 4.15(b)).
(a)
(b)
(c)
Figure 4.16: Two examples of fancy objects created in a 3D interactive modelling
environment, assembling a key (a), respectively, with a cow head (b) and a dinosaur
head (c).
In Figure 4.16 the user creates two fancy objects. The different tools, pre-
viously presented also in the Chapter 3, were used to assembly a key with
different handles. The user used the plan to cut the two heads of the cow
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and dinosaur and placed the items in the desired position with the interaction
gestures, then applied Boolean operations to create the final model. As a
result, any tilts are due to the manually alignment. This test performed by
a generic user revealed the potential of the system, he noticed that is quite
simple interact with the objects to create new models exploiting Boolean op-
erations.
4.5 Conclusions
In this chapter we presented two advanced modelling operations, deforma-
tion and Boolean operations, both for discrete model. Once again, the aim
was to identify which editing tools can be simplified and adapted to be used
in a 3D interactive modelling environment by user without modelling experi-
ence.
Despite the background deformation model proposed is quite complex to
be presented to a non-expert user, it remains transparent and good results
can be achieved using a simple interaction metaphor. The choice of the two
regions with which apply the deformation is very intuitive and easily inte-
grable in a 3D interactive modelling environment, like the one shown in the
Chapter 3.
Exploiting the total curvature, combined with non-linear constraint, we de-
fined a better aesthetic measure for deformation of elastic bodies. It allows to
obtain high qualitative results whose deformation recall the real deformation.
The proposed variational model satisfies several requirements, like local influ-
ence, details preservation, realistic effects and structural preservation. Nev-
ertheless, there are some open challenge that we will consider. The first one
regards the self-intersect: the model can be surrounded with bounding boxes
and using collision dynamics method the surface integrity can be preserved.
The second interesting challenge regards the efficiency. Currently deforma-
tion editing can be achieved in real-time only for medium size objects, but
we believe that with optimized implementation of linear system solvers the
real-time (or semi real-time) deformation can be extended to all models.
We presented a solution for Boolean operations among opened and closed
unstructured meshes. It is able to automatically compute union, difference
and intersection, resulting from set theory.
The Boolean operations for discrete models was widely treated in the liter-
ature, but the proposed solutions often require a triangle-based mesh. We
shown how this requirement can be very restrictive, it involves the change of
the surface structure of the mesh and can limit the intuitiveness with which
interpreting the resulting surface. We focused on a simple method that does
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not need triangles and does not introduce extra elements that preserves the
original surface structure of the meshes.
The library for Boolean operations has been already integrated in the 3D in-
teractive modelling environment presented in the Chapter 3. Users have found
the library very simple and intuitive, thanks to the ability to position models
with their hands and to automatically combine them.
Deformation and Boolean operations are just two of the many advanced
editing tools for discrete models. In future, it will be interesting to deepen
new features inspired by the current modelling systems.
We recall that the aim is to adapt some classical methods in order to be used
by non-expert users. The challenge is to propose solutions easy to use, which
results are qualitatively appreciable.
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5Conclusions
The journey of a thousand miles
begins with one step.
Lao Tzu
The 3D modelling, introduced several decades ago, has significantly trans-
formed the designers’ and modellers’ work, continuously providing more and
more advanced editing tools to support the process by which they implement
their ideas. The expert users have available methods to manage discrete and
continuous virtual models, during all different phases that characterize the
modelling process, summarizable in creation, interaction and editing.
Nowadays, despite many technological innovations like hand gesture in-
put devices, advanced 3D visors or 3D printers have been submitted, the
3D modelling is still not a widespread activity and continues to be bound
to professional environments. The main limitation is the complexity of use
of the modelling tools currently available. They require a intensive training,
high skills and significantly hindering the use by common users. However,
just these new technologies recently introduced suggest new directions for 3D
modelling.
We imagined a scenario in which non-expert users can easily perform all
the steps that characterize the creation and management of 3D virtual mod-
els, assuming just few reasons that will bring the common users to approach
this new type of activity. For instance, the repair of real objects through the
reconstruction by 3D printing of broken or missed parts, the creation of fancy
objects, the modify of a 3D avatar. Up to envisage new markets where we
can buy the 3D virtual model of the desired object, and modify it afterwards
in order to adapt the shape to our needs before the printing.
In this context, the work introduced in this dissertation is focused on the
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study of methods and algorithms that allow to bridge the gap between mod-
elling methodologies and non-expert users. We identified three main phases
that characterize the management of 3D virtual models: the creation, the
navigation and interaction and the editing. In particular, we evaluated a sub-
set functionalities for each topics and our approach has always had the novice
user as the main focus of the work, reducing complexity of the proposed so-
lutions. Moreover, considering the major number of open challenges offered
by the discrete representation of the virtual models we adopted the polygonal
approximation (mesh) to represent the virtual object surface.
In the first Chapter, we proposed an innovative software solution able to
reconstruct physical object. It is coupled with a very promising pen-like de-
vice endowed with several low cost sensors. Even better, it is able to create
new virtual object by sketch-based modelling, allowing the user to draw three-
dimensional virtual objects in the mid-air just as he would for two-dimensional
figures on paper. The whole system is very simple and intuitive and fuses in
the same environment reverse engineering capabilities and freehand modelling
features. It has attracted the interest of common users, but even users familiar
with CAD technologies have recognized its potential specifically in the ability
to quickly add new details.
Then we addressed the navigation and visualization problems in 3D virtual
modelling environments. The classic 3D interfaces used to navigate 3D geo-
metries require a large variety of command to be controlled, a combination of
keyboard and mouse entries that untrained users need time and experience to
learn. We investigated the use of a new 3D interaction gesture-based devices
as tool able to inspect the scene and to carry out global and local changes
to the model. The optical devices have achieved high accuracy allowing us
to directly use the 3D position of the hand in the air. Even though a full
gesture-based environment could become too complex, 3D gestures can be
successfully employed to simplify most 3D activities. We conducted studies
to improve the depth perception in a 3D modelling environment, but the re-
sults have been unsatisfactory for now and we have proposed a partial solution
that helps the user to understand the mutual position of objects and user’s
hands in the scene.
Typically, a novice user needs of a small number of functionalities that
make it possible to modify the shape of the object as he will. For this reason,
in the third Chapter we started to investigate two advanced editing methods:
deformation and Boolean operations. Keeping in mind that the complexity
must remain completely transparent to the user, we proposed intuitive and in-
tegrable methods able to emulate the real physical deformation and to exploit
a virtual models peculiarity like objects interpenetration. The main contri-
bution regards the possibility to obtain high quality results in a simple way.
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The deformation procedure requires that the user selects the fixed region of
the model and specifies the target position of the handle one, the system au-
tomatically computes the final rest position of the whole object. While the
Boolean operations tool does not have particular constraints and can be acti-
vated after placing the objects in the desired position.
There are still formidable challenges to be tackled in order to create 3D
interactive modelling environments suitable for use by inexperienced users.
Some of them concern the visualization in a 3D modelling environment that
can improve the depth perception in systems such as those presented in the
first two chapters of the dissertation. Other interesting challenges regard the
optimization of complex editing methods, in order to provide algorithms able
to automatically modify the virtual model in real-time. Finally, it will be com-
pelling find new editing operations to be adapted to this new 3D modelling
paradigm.
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Computer science research is different from these more traditional
disciplines. Philosophically it differs from the physical sciences because it
seeks not to discover, explain, or exploit the natural world, but instead to
study the properties of machines of human creation. In this it is analogous
to mathematics, and indeed the “science” part of computer science is, for the
most part mathematical in spirit.
- Dennis Ritchie -
