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An asymptotic result is obtained for a two-point boundary value problem 
for a vector system of nonlinear ordinary differential equations involving 
“fast” and “slow” inputs. The asymptotically limiting system is obtained by an 
averaging procedure. Using this result, an approximate analysis of the original 
system may be carried out by considering two lower-order systems each 
involving only one time scale. It is shown that some optimal control problems 
for systems with multiple time scales may be analyzed by this method. 
1. INTRODUCTION 
The method of averaging has long been established as a powerful method 
of asymptotic analysis of nonlinear ordinary differential equations [ 1,2]. Here 
we obtain a result of the above type for a very general class of two-point 
boundary value problems for nonlinear ordinary differential equations. We 
also show that these results may be applied to some general classes of problems 
in optimal control theory. 
The method of averaging in its rudimentary form is concerned with 
comparing the solution of the system 
$2 = Q(t, x, E), (1.1) 
where x and f are n-vectors and E is a small positive number, with the solution 
of the “averaged” system, 
i = ~fok? (1.2) 
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in which the “average,” f. , is defined by 
(1.3) 
Application of averaging methods is largely based on two theorems of 
Bogoliubov [2], the first of which treats the initial value problem for the 
system (1.1) and the second, the existence of almost periodic solutions. 
These basic mathematical results have been generalized considerably in 
recent years. One area of generalization relates to the form of (1.1). We note 
that in (1 .I), the presence of the small parameter E indicates that the compo- 
nents of x vary slowly with the time t. Thus a more general treatment is one 
in which some, but not all, of the components of the state vector representing 
the system vary slowly. A very general result for the initial value problem has 
been obtained by Volosov [3], who has considered the system 
(1.4) 
Another area of generalization is to consider systems in which the dynamics 
of the system depends on a “fast” and a “slow” time. Mitropolskiy [4] has 
obtained results for the initial value problem for system 
k = ef (t, Et, x, 6). 
An analogous result has been obtained in the case in which several slow times 
are present by Sethna and Balachandra [5]. 
A result on the existence of almost periodic solutions to the system 
2 = Ef (t, x) + cg(d, x) 
was obtained by Sethna [6] and was subsequently generalized by Roseau [7]. 
Systems incorporating both the generality of (1.4) and the presence of two 
time scales have been treated by Balachandra and Sethna [8]. These results 
consider the system 
ff = cf (t, 4 x, y, E), 
3 = g(t, Et, x, y, c) (1.5) 
and relate to the existence of bounded solutions. A number of earlier results 
in averaging are shown to be special cases of the results in [8]. 
Here we consider systems of the form (1.5) but seek, instead, the solution 
to a two-point boundary value problem. We show that under suitable condi- 
tions such a problem has a solution for sufficiently small E and that this 
409/55/I-4 
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solution approaches asymptotically the solution of a simpler system as E --f 0. 
This limiting system of equations is obtained using an averaging procedure 
over the fast time t as described below. 
Thus we consider the two-point boundary value problem 
2 = ef(t, Et, x, y, E), 9 = gp, et, 2, Y? 4 
Lx(O) + MlX(l) = Cl, (1.6) 
L,Y(O) + M2YU) = c2 3 
where x, f are n-vectors, y, g, are m-vectors, and L, , Mi are constant matrices 
and ci constant vectors of appropriate dimensionality. The assumptions on f 
and g are discussed in detail in Section 2, but here we describe briefly how our 
result may be used. 
Let the boundary value problem 
5 = g(t, 7, x, 9, O), L,j(O) + Maj(1) = C, , (1.7) 
where 7 and x are treated as constant parameters have a solutiony = $(t, r, x). 
Define the “average,” f0(7, x), by 
f,,(~, x) = j), 7, x*, $(t, r’, x),0) dt. (1.8) 
Then the boundary value problem 
is called the Averaged Equation. Let this boundary value problem have a 
solution [* = k*(t, c). 
Our result establishes that for sufficiently small E, the problem (1.6) has a 
solution x*(t, E), y*(t, l ) and furthermore x* and y* approach asymptotically 
,.$* and 4(t, et, e*) as E + 0. 
The significance of this result may be made clearer in the following manner. 
Equation (1.6) shows that n of the (n + m) components of the system vector 
vary slowly with t and that the input to the system, i.e., the functions f 
and g, have some terms varying much more slowly than others, as made 
explicit by the dependence off and g on t and et. It is therefore plausible to 
seek an approximate method of analysis that separates the slow and fast 
motions occuring in the system. In the first step the x-vector would be 
considered constant and a solution obtained for y. Then one would intuitively 
expect that the variation of the x-vector is influenced only by some “average” 
value of y rather than its value at each instant. This provides a heuristic 
motivation of the result described below. 
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By means of our result, an approximate solution of this problem may be 
obtained by solving the two lower order problems (1.7) and (1.9) individually. 
Each of these problems involves inputs at only one time scale. Thus in using 
any numerical or other approximation method of solution, there is a dual 
saving of effort as a result of the separation of the time scales and the reduction 
in the order of the system. Furthermore it is often found that the averaging 
process of ,( 1.8) results in a function f0 that is considerably simpler than the 
original function because many terms occurring in f have zero averages. 
Therefore the overall simplification achieved by this method can be quite 
considerable. 
It may also be remarked that some simpler special cases of (1.6) are of 
importance. Thus if the vector y is absent we have the problem 
5 = cf(t, Et, x, E), 
L,x(O) + MIX(l) = Cr * 
(1.10) 
Our result shows that an approximate solution to this problem is obtained 
by using the average off on the right side. A weakly nonlinear system may 
often be reduced to the form (1.10). 
A second special case occurs when the original system (1.6) depends only 
on t and not ct. In this case the averaged equation is autonomous. 
It is well known that many problems in optimal control theory lead to 
two-point boundary value problems [9]. In Section 3, we show that two 
broad classes of optimal control problems lead to equations to which our 
result may be applied, providing a simplified method of analysis. The first of 
these problems involves a weakly nonlinear system and we show that the 
equations can be reduced to the form (1.6). In this case the equation cor- 
responding to (1.7) is linear. The second is a fully nonlinear system and 
leads to the general problem described above. 
2. MAIN RESULT 
We consider the two-point boundary value problem (1.6) in which x andf 
are n-vectors, y and g are m-vectors, E is a small positive number, and dots 
denote differentiation with respect to the real variable t. The functionsf and g 
are mappings from the set 
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into R* and R”, respectively. In (2.1) %‘i , 9s are bounded domains contained 
in Rn and Rm and l a > 0. The functions f and g are assumed to be once and 
twice continuously differentiable, respectively, in all arguments. The n x n 
matrices L, , Mi , the m x m matrices L, , M, , the n-vector c, , and the 
m-vector cz are all constant and independent of c. Furthermore, we let Bn 
be the collection of all continuous mappings from S, = [0, I] x [0, Q,] into 
Rn. For f E B” we use the norm 1 f / = Sups2 1 f (t, E)] , where, for an n-vector 
x = (Xi ,...) x,), we define 1 x 1 = Supr~~(~ I xi 1 . The following hypotheses 
are assumed: 
HYPOTHESIS Hl. The two-point boundary value problem (1.7) in which 
Q- and x are treated as parameters has a solution j = +(t, 7, x). 
It follows that rj has continuous partial derivatives with respect to T and X. 
HYPOTHESIS H2. The averaged boundary value problem (1.9) has a 
solution f*(t, l ). 
Let 
4, 4 = (afoiw (4 5*(& 4, (2.2) 
C(t, 4 = (WY) 0, 4 5*(t, 4, w 4 I*(& 40). (2.3) 
The next two hypotheses relate to the linear equations 
4 = 46 4 ‘I, (2.4) 
2 = C@, c) x. (2.5) 
Equation (2.4) may be recognized as the variational equation of (1.9) with 
respect to I*. 
HYPOTHESIS H3. Let @(t, e) be a fundamental matrix of (2.4). Define the 
matrix Ai(e) = L,@(O, c) + M,@(l, E). Suppose that it is nonsingular for 
0 < E < q) , and that 1 det Ai > 6, > 0. 
Hypothesis H3 ensures that the homogeneous boundary value problem 
corresponding to (2.4), i.e., Eq. (2.4) with boundary conditions L,q(O, c) + 
M,7(1, 6) = 0, has no solutions other than the trivial solution 7 = 0. This 
further ensures that for any given nonhomogeneous term on the right side of 
(2.4), there exists a unique solution to the boundary value problem. This 
fact is used in developing an operator to analyze Eq. (2.4) when a nonlinear 
term is added to its right side. Hypothesis H4 is a similar assumption for 
Eq. (2.5). This is termed the noncritical case by Hale [IO, Chap. Iv]. 
HYPOTHESIS H4. Let Y(u(t, c) be a fundamental matrix of (2.5). Define 
the matrix d,(r) = L,Y(O, c) + MzY(l, l ). Suppose that it is nonsingular for 
0 < E < co, and that 1 det d,(c)1 > 6, > 0. 
TWO-POINT BOUNDARY VALUE PROBLEMS 51 
The main result of this paper is contained in the following theorem. 
THEOREM. Under the above conditions, the boundary value problem (1.6) 
has a solution x*(t, E), y*(t, l ) for sufficiently small E. Furthermore this solution 
is continuous in E and we have 
!+?I! X*(4 c> - 5*ct, c)I + I r*ct, 4 - 4(t, et, t*(t, 41 = 0. (2.6) 
Before proving the main result we prove a lemma establishing the existence 
of a solution to a weakly nonlinear two-point boundary value problem with a 
special structure. 
Consider the boundary value problem 
zi = EF(t, l ) u + b(t, u, v, E), 
d = G(t, l ) u + H(t, E) v + d(t, u, v, c), (2.7) 
L,u(O, 4 + n/r,u(l, c> = 0, L,v(O, c> + J,f,v(l, 4 = 0, 
where u, v are n- and m-vectors, respectively, and F, G, H are continuous 
matrix functions on S, of order n x n, m x n, and m x m, respectively. Let b 
and d be continuous and Lipschitzian in u, v for 0 < t < 1, 0 < E < q, and 
If I fv,, where p is the (n + m)-vector 
P=; [I 
and / p 1 is the same sup norm as defined previously. Let 
b(t, u, v, 4 act? PY ‘> = [d(t, u, v, E) 1 * 
(‘W 
Furthermore, let there exist continuous functions A(E) and ~(v, c) defined for 
nonnegative arguments and such that h(0) = ~(0, 0) = 0 and such that X and 
p are nondecreasing in both arguments. Let b be such that 
I W, (4% 4 d A(E), 
I b(t, ~1, ~1, c> - b(ts ~2 3 vz s ~11 < P(V, 4 [I ~1 - ~2 I + I v1 - 21.2 I], 
(2.10) 
where v < I+, is such that / p1 ( < V, ( p2 1 < v and let analogous conditions 
hold for d. 
LEMMA. Let U(t, l ) and V(t, C) be fundamental matrices satisfying 
U = <F(t, l ) U, 
V = H(t, 6) V, 
(2.11) 
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and let the matrices 
satisfy hypotheses similar to H3 and H4. Then there exist positive constants 
V, < v0 , cl < Q, such that (2.7) has a solution u*(t, E), v*(t, E) with norm less 
than vl for 0 < E < e1 . Furthermore, (u*, v*) is the only solution with norm 
less than y1 andis continuous in cfor 0 < E < cl with u*(t, 0) = 0, v*(t, 0) = 0. 
Remark. It may be observed that a function f(t, p, E) such that 
f (4 PY 4 -+ 09 (aflaP) (4 PY c) + 0 as p -+ 0, E-+ 0 uniformly in t, satisfies 
conditions (2.10). 
Proof. The proof is very similar to that of the results in [8, Lemmas 3-51 
and [lo, Sects. IV.2 and IV.41. Consider first the linear boundary value 
problem 
j = qt, 4 P + @, E), 
4P(O, c) + %P(l, 4 = 0, 
(2.13) 
where 2 E Bn. We define an operator 9: Bn -+ Rn by 
(zl) (t, c) = u(t, c) l-r;+) &U(l, l ) 1s’ U-‘(s, c) Z(s, E) ds 
+ lot Ws, 4 Qs, 6) dsj , 
(2.14) 
and the norm of 8 by ]I Y /I = Supl,i,(j 91 j/l 11). We observe that Y 
defines the solution of the boundary value problem (2.13) corresponding to 
each 1 E B”. In similar fashion, corresponding to each q E B”, the boundary 
value problem 
7’ = f@, c> y + q(t, E), 
L,Y(O, c) + M,r(l, c) = 0 
(2.15) 
has the solution Aq given by 
(Jq> (4 4 = W, 4 1 -G+) %V( 1,~) s,’ V-‘(s, 6) q(s, 4 ds 
(2.16) 
+ Jot Fs, 4 q(s, 4 dj . 
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Next consider the linear problem 
P = Em, 4 P + w, El, 
f = G(t, 4 P + H(t, ~1 y + Q(C 4, 
&PO E) + wfo, 4 = 0, L,r(O, c) + M&l, C) = 0. 
From the above it is clear that this problem has a solution 
(2.17) 
(2.18) 
We proceed to obtain a bound on the norm of the operator for later refer- 
ence. For this, we first observe that there exists a constant c > 0, such that 
II 2 II < c, II .A’ II < c, I G I < c. 
Therefore, 
121 I d c I l I < c / (j 1, 
I ~44 + Gzl)l d c[l 4 I + c2 I 1 II < 4 + c2) 1 (;) j , 
where we have used the fact that I(t)\ = max(] I 1 , I q 1) according to the 
definition of the vector norm given earlier. It then follows from (2.18) and the 
above estimates that 
lIZI < 4 + c”). (2.19) 
Next, for v < v,, , let Bvn be a subset of Bn such thatf E Bvn =P- 1 f / < v. Let 
P(t) E B,” and y(t) E Bvm, and 
e(t) = [;;;;I . 
Then BE Bz+, and a(t, s(t), C) E Bn+m, where a is as defined in (2.9) with 
/3(t) and y(t) substituted in place of II and ZI. 
We next define an operator Y: Bz+“’ + Bn+“’ by 
9-e = Xu(., e(.), c). (2.20) 
The next step in the proof is to show that Y is a contraction. This step 
follows the same lines as the proof in [lo, p. 1551. 
The assumption (2.10) shows that 
I a(& p, 4 < I 44 p, 4 - 44 0, <>I + I a(4 0, 41 
G Il(v, 3) I P i + X4 
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Now choose Y and c1 such that 2c( 1 + c”) [v~(Y, Em) + A(Q)] < V. Then we 
have 
I r-e I < 41 + c”) I 4-7 q.>, e)I 
< 41 + c”) [V(% $1 + &)I < v, 
IT’81 - 9-02 I < 4 + c”) I 4-y et*), 4 - 4.3 02(.), E)I 
G 4 + ~2) ~(5 41 4 - e2 I G cl I 4 - 0, I , 
where c, < 1. This shows that F is a uniform contraction on B:+” for 
0 < E < El. It follows then that F possesses a unique fixed point which 
corresponds to the postulated solution (u*, v*). This completes the proof of 
the lemma. 
Proof of Theorem. Define 
w(t, 7, 4 = iot if (s, 7, *, C(s, 7, x), 0) - fc,(T, x)1 ds. (2.21) 
We observe that ~(0, r, x) = ~(1, T, X) = 0 by referring to the definition of 
fO , (1 A), and also that w has continuous partial derivatives with respect to 7 
and x. 
Put 
x = 5 + l (t, et, 5), 
where CJ is the function defined in Hypothesis Hl. 
Substituting in (1.6), and observing that (In + l (aw/&)) has an inverse, for 
sufficiently small E, say 0 < E < c2 , of the form [I,, + l W(r, 5, E)], where the 
matrix W is continuous on [0, I] x gl x [0, l 2], we obtain, in terms of the 
new variables 5, #, the boundary value problem 
% = EfO(G C) + d(t, LA E), -u(O) + &5(l) = Cl , 
4 = .f(t, 5, $4 c), L,+(o) + M,+(l) = 09 
(2.23) 
where, 
3(t, 5, *, 4 = W(4 1,4f&, 4-j + [I + EW(C 5,41 
x {c-‘[f (t, et, 5 + EWU, 4 + l *, c) -f (t, cl, LA 011 - p@+, 
6(4 I, 4, c) = E-y&v 6 5 + EW, 4+ q4 l ) - g(t, Et, 1, d, O)l 
- (a+) (6 Et, 5) - (+/ax) (6 Et, 5) [fo(Et, 1;) + b(t) I, $9 <>I- 
(2.24) 
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Next put 
Substituting in (2.24), we get 
2 = &4(t, E) z + l h(t, z, 4, E), ~I.@) + w.4 1) = 0, 
$ = B(t, E) z + C(t, 6) * + & 2, $4 4, ~,~(O) + M‘2W) = 09 
55 
(2.25) 
(2.26) 
in which the matrices A and C are as defined in (2.2) and (2.3), and the 
functions B, h, and k are obtained from Taylor expansions of fa , f” and j. 
In particular, the expansion of g is 
where 2 and f are higher-order terms. 
It is seen that (2.26) is of the same form as (2.7). The remark following 
the statement of the lemma shows that h and K satisfy the condition (2.9) of 
the lemma on b and d, while the conditions on r, , r’s in the lemma are 
ensured by Hypotheses H3 and H4. 
Therefore, from the lemma we conclude the existence of a solution (z*, #*) 
to the boundary value problem (2.26) and this, on referring to the transforma- 
tions (2.22) and (2.25) establishes the existence of the postulated solution 
(x*, y*) as well as the truth of (2.6). 
This completes the proof of the theorem. 
3. APPLICATION TO SOME OPTIMAL CONTROL PROBLEMS 
In this section we consider two rather general classes of optimal control 
problems, in which the system dynamics involves two time scales, and show 
that they may be reduced to two point boundary value problems of the form 
(1.6). It may be remarked that some of the restrictions assumed here are not 
imposed by the theorem itself, but are assumed for convenience in reducing 
the problem to the standard form (1.6). 
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(i) Weakly Nonlinear System 
We consider the optimal control of a weakly nonlinear system with a 
quadratic cost function. Using standard techniques the problem may be 
reduced to a two point boundary value problem having a small nonlinear 
part. We then show that our theorem applies to this problem. 
Consider the problem 
f = ch(t, Et, z, w, c) + cB1(t, Et, z, w, c) 24, 40) = ,%I 9 
ti = A(t, et) w + B&, et) v + ck(t, rt, z, w, E), w(O) = wo I 
J = $[z=Flx + wTF2w] It4 + 4 ,: /co&, Et, z, w, c) + wTQ2(t, Et) w (3.1) 
+ cuTRl(t, Et, x, w, c) u + GR,(t) vi dt, 
where (a, w) is an (N + P)-dimensional state vector, u and v are MI and 
Ma-dimensional controls, and B, , B, , A, Fl , F, , Qa , R, , and R, are 
matrices of appropriate orders. The matrices Fl , F, are positive semidefinite 
and Qa , R, , R, are positive definite. 
Then as is well known [9], the optimal controls are given by 
u* = -R,‘BITp, v* = -R,lBsTq, (3.2) 
and the state vector (x, w) and the costate vector (p, q) are solutions of the 
two-point boundary value problem 
f = ch - EB,R;~B,~P, 40) = 3J , 
j = --E(ah/&)Tp - @k/%)Tq - &(aQ&) + EL, P(l) =FM), 
ti = Aw - BeR,lBzTq + ck, w(O) = wo , 
cj = -Qzw - A=q - ,(Sz/aw)Tp - c(8k/2w)T q + &, P(l) =F2W), 
(3.3) 
where the components of the vectors k” and K” are given by 
and summation is implied on repeated indices over the appropriate ranges. 
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We see that (3.3) is in the form (1.6) with x = (z, p), y = (w, 4) and 
L 1 = [ IN 0 ’ 1 0’ cl= p-j? 
L = IP 0 
M2=[-i2 jp], cz=[";;"]. 
(3.4) 
2 [ 0 0’ 1
Applying our theorem, we first solve the linear boundary value problem 
zi = A(t, T) d - B2(t, T) R,l(t, T) BzT(t, T) 4, 72(O) = w, ) 
6 = -Q2(t, T) zi - AT(t, 7) 8, d(l) =FzW), 
(3.5) 
in which Q- is a constant parameter. Equation (3.5) may be recognized to be a 
two-point boundary value problem corresponding to the lower-order control 
problem obtained if the vector z is absent from (3.1). 
The solution (G, 4) of (3.5) is next substituted into the right side of the 
first two equations in (3.3) and these functions are averaged to obtain the 
averaged equation corresponding to (1.9). 
We thus see that the analysis of the 2(N + P)-order system (3.3) is carried 
out in two steps, by analyzing the linear 2P-order system (3.5) and then the 
2N-order averaged equation. Furthermore, each of these systems contains 
only one time scale and in practice, the right side of the averaged equation 
is often much simplified during the process of averaging. Consequently the 
analysis of these two lower-order systems is considerably simpler than that 
of (3.3), regardless of whether analytical, numerical, or analog methods are 
employed. 
In the special case when the vector x is absent from (3.1) and A, B, , R, 
depend only on t, we show below that the system may be reduced to the 
form (1.10). In this case, corresponding to (3.3), we have 
ti = A(t) w - B,(t) R,‘(t) B,*(t) q + Jz(t, et, w, E), w(O) = wo > 
4 = -Q2(t) w - AT(t) q - ~(aR/aw)~ (t, et, w, c) q + cl, Q(l) = Fzw(l)- 
(3.6) 
Let @p(t) be a nonsingular 2P x 2P matrix satisfying 
gi= A 
-Qz 
-B2R,lBzT ~ 
-AT ; I 
i.e., @ is a fundamental matrix of the linear part of (3.6) obtained by putting 
E = 0. Then the transformation 
II;1 = @ [:I (3.8) 
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takes (3.6) to the form 
which is clearly in the form (1.10). The solution of the problem would then 
involve averaging the right side of (3.9). The averaged equation so obtained 
would involve only one time scale and would thus be simpler than (3.9), 
(3.10) to analyze. 
If the slow time et is absent from the problem the averaged equation 
corresponding to (3.9), as well as the more general system (3.3), is auto- 
nomous. 
(ii) General Two-Time Problem 
Consider the problem 
i: = A(t) z + B,(t) u + &(t, Et, z, w, E), 40) = %I f 
ti = k,(t, et, w) + Ekz(t, Et, z, w, c) + B,(t, Et, w, c) 0, w(O) = wo , 
J = wlz + w~~2w~ oh + Qjol /zrQ1Oz + Qdt, Et,W) (3.11) 
+ uTR,(t) 24 + vTR2(t, Et, w, E) v + cQ3(t, Et, z, w, E) dt. 
I 
Here (z, w) is an (N + P)-d imensional state vector, u and v are Ml and ikls- 
dimensional controls, and A, BI , B, , FI , F, , Qi , R, , R, are matrices of 
appropriate orders. Matrices FI and F, are positive semidefinite and Qs , RI , 
and R, are positive definite. It is observed that the system is weakly nonlinear 
in x but has a general nonlinear dependence on w. We shall show that the 
analysis of this problem may be reduced to solving a system of the form (1.6). 
As above, the optimal controls U* and v* are given by 
u*(t) = --R?(t) B,(t)N, (3.12) 
v*(t) = -R,‘(t, 4, w(t), 6) BsT(t, rt, w(t), 6) q(t), 
and 44, w(t), p(t), q(t) are solutions of the two-point boundary value problem 
f = AZ - BIR;lBITp + chI , $q = ql , 
#J = -Q1z - ATp - E(SZ,/~X)TP - l (2k,/2z)~ q - &(2Q3/2z), 
~(1) = F,z(l), 
ti = k, - B2R;lB2’q + ckZ , w(O) = wo 7 
cj = -(2kJ2w)T q - +(2Q,/2w) - ff - ~(2h,/2w)~p - E(2k,/2w)T q 
- WQ,Pw), q(l) =F,w(l), (3.13) 
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where the components of the vector K” are given by 
with summation implied on repeated indices over the appropriate ranges. 
Now let D(t) be a 2N x 2N matrix satisfying 
A -B,R;lB,’ 
c6 = [-Ql -AT 
Then the transformation 
[;I = Q(t) [,E] 
(3.14) 
(3.15) 
reduces the system (3.13) to the form 
i [1 7i = ‘@-‘@) -(ah&)Tp - (kYi& q - @Q&k) [ 1 ’
(3.16) 
k, - B,R,lB,Tq + ck, 
-(akl/aw)T q - @~Q,j~w) - K” - +k,/aw)T q - - l (ak,/aw)~p 1 ,+Q$aw) 
with boundary conditions 
5(O) 
T(O) 
40) 
4(O) 
] 
0 0 0 E(l) 
--Fl@l(l) + @s(l) --F,@,(l) + @4(l) 0 0 41) 
0 0 0 4) 
0 --Fz Ip 4(l) 
rzoi 
zzz , 
where B(t) has been partitioned into N x N blocks as 
(3.18) 
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We see that (3.16)-(3.17) is in the form (1.6) with x = ([, 7) andy = (w, 4). 
Applying theorem, we first solve the 2P-order system 
6 = $(t, 7, ti, 0) - B,(t, 7, 6, 0) qt, 7, ti, 0) BzT(t, 7, ti, 0) tj, 
ZqO) = wg ) 
ij = -(ak,r/aw) (t, 7, 2;) ij - @Q/aw> (t, 7, zq - L(t, T, ti, 4, O), 
(3.19) 
i(l) = F&l), 
in which 7 is regarded as a constant parameter. Observe that (3.19) is inde- 
pendent of 6 and 7. The solution (6, 4) of (3.19) is then substituted on the 
right side of the first two equations in (3.16) and these functions are averaged 
over t to obtain the averaged equation corresponding to (1.9). 
Thus the solution of the original (2N + 2P)-order system (3.16)-(3.17) is 
reduced to solving a 2N-order system and a 2P-order system separately. In 
addition to being of lower order, these two systems are also considerably 
simpler, as in the first example. However, on account of the general nonlinear 
dependence of the system (3.11) on w, the auxiliary system (3.19) is non- 
linear, unlike (3.5). 
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