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Abstract
The presented thesis deals with the characterisation of hafnium doped zinc ox-
ides with focus on the application as transparent conducting film (TCF) or electron
transport layer (ETL) in heterojunction solar cells. Atomic force microscopy (AFM),
scanning electron microscopy (SEM), transmission electron microscopy (TEM), elec-
trical and optical methods have been applied to characterise the examined samples
with the focus on AFM. Different AFM techniques are presented, conducted on some
training samples and finally applied to investigate the evolution of the Hamaker con-
stant in dependence of hafnium doping concentrations in zinc oxide. The thin film
samples with a thickness of 75 nm were grown by atomic layer deposition and vary-
ing cycle ratios of diethyl-zinc and tetrakisethylmethylaminohafnium were used to
control the doping concentrations. It has been shown that the Hamaker constant
increases with doping concentration and peaks for a 1:1 cycle ratio and decreases
at higher doping concentrations. The same trend has been observed for band gap,
carrier concentration and force of adhesion. The reliability of retrieving Hamaker
constants via the relatively new method of bimodal imaging method in comparison
to using reconstructed force curves is presented. The observed high heterogeneity
of the samples is assumed to be caused by polycrystallinity. High-resolution trans-
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The growing global energy consumption and the imminent threat of climate change
increase the need for clean and renewable energy sources. While there has been a big
rise in the renewable energy sector over the past decade, CO2 emissions have seen
a continued rise in the last years [1]. As the largest exploitable source of renewable
energy, solar energy holds tremendous potential. To achieve the goal of a sustainable
future, new technologies and materials have to be found to increase efficiencies,
lower the production cost, ensure an environmentally friendly and more sustainable
production, reduce stress on rare materials and in general increase availability of
solar power. Thin film solar cells hold the potential to greatly reduce production
cost as well as material consumption. In contrast to conventional crystalline silicon
solar cells that use busbars and fingers as front contacts, most thin-film solar cells
use transparent conductive films (TCFs) as front contacts. TCFs are used to cover
the whole front face of the solar cell, decreasing the path lengths in photoactive
material for the charge carriers and thereby increasing the collection rates.
Indium tin oxide (ITO) is widely used due to its excellent optical and electrical
properties. Up to this day indium is being harvested as a byproduct of the zinc
smelting and refining industry, but indium’s rarity poses the risk of a sharp cost
increase in the future for ITOs if the demand for indium rises [2]. Zinc oxides have
shown promising results to take that role [3–10] and their great abundance and low
cost make it especially interesting for the solar industry, since solar cells have to
compete with other cheap electrical power sources like coal-, wind- or hydro power.
Aluminium doped zinc oxide has been widely studied in silicon-based thin film solar
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cells [5–8], among other doping agents [9–11]. In cooperation with members of the
Department of Materials Science and Engineering and Department of Microsystems
Engineering of Khalifa University in Abu Dhabi, we have shown that hafnium doped
zinc oxides is an interesting candidate to take over the role of ITOs and thus reduce
the indium demands for thin film solar cell production. Atomic force microscopy
(AFM) has been proven to be a powerful characterisation tool and is applied to
characterise the hf doped Zno samples. The applied AFM methods and the achieved




2.1 Atomic Force Microscopy - AFM
An atomic force microscope (AFM) is a type of scanning probe microscope using
a sharp tip to scan the surface of a sample. The principle idea of atomic force
microscopy (AFM) was developed after the invention of the scanning tunnelling
microscope (STM) by G. Binnig and H. Rohrer in 1982 [12]. The working principles
of the two are similar and hence only four years after the invention of the STM the
invention of the AFM followed in 1986 [13]. While the STM uses the tunnelling
current between a sharp conducting tip (typically metal) and the sample to track
the sample surface, the AFM makes use of the atomic forces acting between a tip
(typically silicon) and the sample surface.
One major disadvantage of scanning tunnelling microscopy is that the sample has
to be conductive, consequently, non-conductive samples have to be coated with a
conductive material, which is often not desirable. The search for a method for non-
conductive materials ultimately resulted in the invention of atomic force microscopy,
where a (not necessarily conducting) tip is placed on a cantilever and is scanned over
the sample (fig. 2.1). Attractive and repulsive forces acting between the tip and
the substrate lead to bending/deflection of the cantilever. To capture these tiny
deflections of the cantilever, a laser is focused on the tip of the cantilever, where
it gets reflected and subsequently hits a four-segment photodiode. The photodiode
converts the signal to a voltage output that is sensitive to vertical (transverse forces)
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as well as horizontal displacements of the cantilever (lateral forces). In this way,
small deflections of the cantilever can be detected and converted to reconstruct
the topography of the sample. A piezoelectric crystal is used to control the distance
between the tip and the sample (z-axis). Two additional piezoelectric crystals control
the movement in the x-y-plane. In principle, it is possible that either the tip is
moving over the sample surface or that the sample is moved. In most cases, as
in our machine, the latter is realised. All experiments were performed using a
Cypher AFM with an environmental scanner from Asylum Research and standard
OLYMPUS cantilevers.
Figure 2.1: Schematic working principle of an AFM. The cantilever is attached to
a piezo, controlling the z position. A laser beam is reflected by the





Three different modes of operation are commonly referred to and are widely used.
Over the years names and details might have changed but in a general, the following
three modes can be described as done below.
The first established mode was the contact mode. In this mode, the cantilever is
brought into the repulsive regime of the tip-sample interaction (see sec. 2.1.2), also
referred to as mechanical contact, hence the name for the mode of operation. It can
be considered the simplest mode of operation and its working principle resembles
that of a record player. The tip is scanned over the sample surface and its topogra-
phy leads to the deflection of the cantilever. Most commonly this mode is operated
in the constant force mode: The tip is lowered onto the surface until a desired
preset deflection is reached. Using a feedback loop, the z-piezo constantly adjusts
the height and keeps the deflection of the cantilever constant while the sample is
scanned. The second mode of operation is the constant height mode, where the tip
is kept at a constant height. The constant height mode is only used for relatively flat
samples since it poses the risk of damaging the tip or even breaking the cantilever
when height changes become too large. For the constant height mode, this risk is
reduced, since the tip follows the surface and is, therefore, more commonly used.
Even though still widely used, contact mode is not suitable for many samples, where
damages to the sample might occur and more information than plain topography
imaging is desired. This is especially a problem for soft materials and features not
strongly bound to the substrate, e.g. DNA on mica. In figure 2.2 the displacement
and damage of a feature is illustrated as it could occur when using contact mode.
The non-contact mode is one of two dynamic modes (see figure 2.3), that sets
the cantilever into oscillation by exciting it at or near one of its resonance frequen-
cies. The cantilever is usually placed several nanometers above the sample surface
while the amplitude of the oscillation is typically a few nanometers. In this mode,
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Figure 2.2: Illustration of static/contact mode AFM imaging during its movement
from left to right. a, b, and c show a time series of the movement.
Damages and/or displacement of features might occur as illustrated in
(b). Illustration from thankfully received from [14].
attractive forces dominate and lead to a phase lag greater than 90◦ [15]. At the
beginning of AFM research it was assumed that in this mode no mechanical con-
tact is made and only longer-ranging van der Waals forces act on the tip, hence
the name. Today it is clear that mechanical contact can be made, but that the
sum of interaction forces during the oscillation cycle is attractive, consequently, this
mode is more precisely referred to as net attractive mode. To differentiate, the
term ’true’ non-contact mode is used to indicate that no mechanical contact is
established throughout the whole oscillation cycle.
The net attractive forces lead to a decrease in resonance frequency and thereby to
a decrease in amplitude (see section 2.1.4). Either the amplitude or the resonance
frequency of the cantilever is used as a feedback signal, referred to as amplitude
modulated (AM-AFM) or frequency modulated atomic force microscopy
(FM-AFM), respectively. In AM-AFM the amplitude and in FM-AFM the fre-
quency is being tracked and held constant. Changes in sample height lead to a
change in amplitude/resonance frequency (for a more detailed explanation see sec-
tion 2.1.4). This signal is used as a feedback signal to keep the tip-sample distance
and therefore the amplitude/resonance frequency constant. The mode of operation
resembles the constant force mode in contact mode, using the amplitude/resonance
frequency as feedback signal instead of the cantilever deflection. Likewise, the to-
pography is reconstructed by monitoring the feedback signal. Historically, the AFM
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community has been strongly divided into the AM-AFM and the FM-AFM com-
munity and still is to some degree, often leading to the parallel, but more or less
independent, development of similar techniques.
Since contact is only made for a very short period of time or not at all (true non-
contact mode), tip degradation and sample damaging are less likely, hence this
technique is especially useful for soft samples, where sample damage is otherwise
likely to occur, e.g. soft biological samples. The longer ranging forces acting on the
tip in this mode are comparatively small to the repulsive forces in the contact mode,
consequently making it more difficult to achieve similar resolution.
Figure 2.3: Illustration of dynamic (non-contact or tapping mode) AFM imaging
during its movement from left to right. (a), (b), and (c) show a time
series of the movement. Damages and/or displacement of features are
greatly reduced due to reduced lateral interactions and contact time.
Illustration thankfully received from [14].
The second dynamic-mode using oscillation of the cantilever is the so-called tapping
mode. Similar to the non-contact mode the tip is placed above the surface and is
excited at its resonance frequency. The oscillating tip is then lowered onto the sample
until it makes contact with the sample. Ultimately, the contact leads to a reduction
in amplitude. The tip is lowered until a preset reduction of the amplitude is reached.
The predefined amplitude is held constant by driving the z-piezo to compensate for
topography changes while scanning the sample. Every drive cycle the tip makes
mechanical contact with the sample, which can be described as a tapping of the tip
onto the sample, hence the name. The sum of tip-sample interaction forces over an
oscillation cycle is repulsive, therefore this mode is also referred to net repulsive
7
2 Theoretical background
mode. Tapping mode combines the advantage of greatly reducing damage and
displacement of features, which is typical for the non-contact mode while achieving
higher resolution by making use of the stronger repulsive forces as in contact mode.
2.1.2 Forces
While optical microscopy is strongly restricted in its resolution limit by the wave-
length of the used light, AFM is mainly restricted by the radius of the tip and since
tips with less than 10 nm are widely available, resolutions far beyond the optical
limits can be achieved.
For a proper interpretation of the generated images, it is invaluable to understand
the nature of the contrast that is achieved. To describe the interactions between










is widely used, where U0 is the depth of the potential well, r is the interatomic
distance and σ is the distance at which the potential equals zero. In figure 2.4 a
Lennard-Jones potential is plotted. The r−6-term describes the attractive longer-
ranging interactions caused by van der Waals forces (London Dispersion, Debye and
Keeson forces). The r−12-term describes the shorter ranging repulsive interactions
caused by Pauli and Coulomb repulsion of the nuclei. The r−6-term is well estab-
lished and can be theoretically deduced, whereas the r−12-term does not approximate
experimental results as well as other potential functions would. The Lennard-Jones
potential is one of many different potentials describing the interaction of two par-
ticles and is not considered one of the most accurate, but its simplicity makes it
widely used. Since the focus in the further deduction lies on the attractive part, it
will suffice for the analysis done in this thesis.
In 1937 Hamaker used van der Waals force to approximated the attractive forces
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Figure 2.4: Lennard-Jones interatomic potential described by equation (2.1). Plot
created using Wolfram Mathematica.
acting between two spheres consisting of atoms, by adding up the forces acting
between each atom of the two spheres [16]. Using his results the potential Uts
between the tip (approximated by a sphere) and the sample surface (approximated





H = π2Cρ1ρ2, (2.3)
where Rtip is the tip radius, d is the tip-sample distance, H is the so-called Hamaker
constant (also referred to as “the Hamaker”), ρ1 and ρ2 are number densities of the
interacting particles and C is the coefficient of particle-particle interaction. Since







where Fts is the force acting between the tip and the sample. The strongest attractive
force measured is the so-called force of adhesion FAD and is defined as the minimum
of the force-distance profile. It describes how strongly the tip is bound to the sample
and relates to the surface energy γTS as [17]
FAD = 4πRtipγTS. (2.5)
Changes in FAD are directly linked to changes in surface energy, assuming Rtip is
constant. .
Lifshitz developed a more accurate description of the interaction including dielectric
properties in the mid-1950s [18]. As pointed out in [19] equation (2.2) and (2.4)
remain unchanged, but the calculation of the Hamaker constant changes and there-
fore the information that can be obtained if the Hamaker constant is measured is
a different one. Lifshitz theory does not use pairwise additivity as Hamaker did
but uses bulk properties to describe the interaction. In this approach the Hamaker
constant in (2.2) and (2.4) takes London dispersion (frequency dependent) forces,
Keesom (permanent) and Debye (permanent induced) dipoles into account [19].
2.1.3 Spring-Mass Model
The simplest model to describe a cantilever-tip system is the spring-mass model as









applies, where k is the spring constant/stiffness of the cantilever, M is the mass
and ω0 is the resonance frequency. Introducing a dampening parameter b, governing







+ kz = FD(t) (2.7)
where z is the position of the tip relative to its unperturbed equilibrium position
and FD(t) is the driving force. Instead of the dampening the so-called quality factor





where ∆ω is the resonance width or full width at half maximum, can be used. The
higher and narrower a peak, the larger its Q factor. For cantilevers used for this
thesis, Q values between 100 and 400 were typical. Using (2.7) one can deduce the
amplitude response A(ω) to a sinusoidal driving signal with driving force amplitude
FD0 and frequency ω, given by
A(ω) =
FD0√
(k −mω2)2 + 4b2ω2
. (2.9)
The spring-mass model might appear like an oversimplification and indeed it is
not capable of explaining the higher resonant modes of the cantilever, while it is
sufficient for most considerations done in this thesis. By adding springs in series,
higher modes can also be described. For a deeper understanding of the higher modes,
more rigorous considerations must be made as it is done in beam theory[20].
11
2 Theoretical background
Figure 2.5: Spring-mass model of the cantilever-tip-sample system.
2.1.4 Effects of forces on cantilever
A cantilever is typically characterised by its stiffness k, its resonance frequency ω0
and its quality factor Q. When the cantilever approaches the surface of a sample the
tip-sample interaction can change the effective values of the cantilever. One of the
easiest approximations[21] is that the cantilever stiffness is replaced by an effective
cantilever stiffness keff . The effective cantilever stiffness is given by
keff = k − F ′, (2.10)
where k is the stiffness of the unperturbed cantilever and F ′ represents the sum of
force derivatives acting on the tip. The effective resonance frequency ωeff changes











In the case of a net repulsive force acting on the tip (F ′ < 0) then ωeff < ω0 whereas
if a net attractive forces acts on the tip (F ′ > 0) then ωeff > ω0. In figure 2.6
equation (2.9) is plotted for different values of k due to net attractive/repulsive
forces.
When a cantilever driven with ω = ω0 approaches the sample surface it experiences
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a net attractive force (fig. 2.6 orange) leading to a reduction in amplitude. The same
applies for a net repulsive force (fig. 2.6 green). The approximation done in equation
(2.10) is only applicable if |F ′|  k, but in the calculation done for figure 2.6 a ratio
of |F ′/k| = 0.05% was used and already a reduction in amplitude of roughly 33%
is achieved. Therefore the approximation can be assumed to be reasonable. In the
approximation used for figure 2.6 it is assumed that F ′ is constant for each curve,
while in reality F ′ is dependent on the amplitude itself, since a larger amplitude also
implies that the tip is getting closer to the surface, whereas for a small amplitude
the cantilever will experience a nearly negligible force. As a result real amplitude
response curves look differently and in general more complicated as shown in [22].









Figure 2.6: Amplitude response for a unperturbed (blue) cantilever (Q = 640), expe-
riencing a net attractive (F ′/k = 0.05%) force (orange) and experiencing
a net repulsive (F ′/k = −0.05%) force (green), leading to different keff-
values. Note: The amplitude values for the orange and the green line




2.1.5 Phase contrast image
In AM-AFM the amplitude A1 of the cantilever is used as the feedback signal and to
reconstruct the topography of the sample. If the AFM is working well and the gains
are set correctly the amplitude signal should not bear any information about the
sample, since it should be constant and equal to the setpoint ASP, except for noise.
The integral gain is the tuning parameter typically used to control the response of
the z-piezo to the feedback signal. It has to be adjusted according to the scan rate,
where higher scan rates require a higher integral gain. If the integral gain is set
to low, the tip is “parachuting off” of high features, meaning that it is not able to
follow the surface and the tip-sample distance increases. This is typically coupled
with getting closer to the surface when going up on features. In both cases the
amplitude and phase will change, leading to amplitude and phase contrast. Phase
contrast might be interpreted as a variation in material properties but is, in reality,
a result of a badly set integral gain.
It is not possible to distinguish if the AFM is working in the net repulsive or net
attractive regime, just by looking at the amplitude signal alone (an experienced
AFM user might still be able to make an educated guess due to the ratio of free
unperturbed amplitude A01 to ASP). However, it is easy to distinguish these two
cases, but also gain more information, with the use of the phase φ1−channel. Note
that in this thesis, the phase lag is considered, so if the phase angle is becoming
larger, this corresponds to a greater phase lag. To understand the meaning of
the phase the considerations of Magonov et al. [22] are followed, with some sign
adaptions to be consistent within this thesis.







When the cantilever is driven at its resonance frequency ω = ω0 the phase lag is




φ > 90◦ for ω > ω0. The vibrational characteristics of the cantilever change due
to tip-sample interactions as described in section 2.1.4 and in [21, 22]. Using the












where the approximation holds for F ′  k. Since Q and k are always positive
values, the phase angle shift coincides with the overall force derivative F ′. A net
attractive force, having a positive F ′, leads to a positive phase shift ∆φ0 > 0 and
phase angle above φ(ω0) =: φ0 > 90
◦, whereas a net repulsive force (F ′ < 0) leads to
a negative phase shift ∆φ0 < 0 and therefore to a phase angle lower than φ0 < 90
◦.
It is further possible to use variation in phase angle as a measurement of energy
dissipation ([23] and equation (2.15)) and adhesive interaction [24] variations on the
sample in tapping mode.
2.1.6 Force reconstruction
The simplest form of force measurement is done in the so-called dc-mode by “press-
ing” the tip onto the sample and monitoring the deflection as a function of tip-
sample separation [25]. Since the deflection is proportional to the force applied to
the cantilever, the transformation from deflection to tip-sample interaction force Fts
is rather simple. The lack of capability to achieve compositional contrast due to
dissipative mechanisms [26–28] or conservative interactions while imaging [29] and a
higher 1/f noise factor [27, 30] are major disadvantages of the dc operation, which
can be overcome by dynamic AFM [31]. The equation of motion for the tip in
15
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+ kz = Fts + FD (2.14)
where Fts is the force between the tip and the sample and Q is the Q factor due
dissipation with the medium. This is just small adaption of (2.7) for the driven
damped harmonic oscillator. The tip sample distance d is given by d = zc + z,











can be derived. To reconstruct the force (Fts), the amplitude A1 and phase φ1 curves
versus separation distance d upon approach and retraction are recorded. To convert
these curves to force Fts versus minimum separation distance dmin ≈ zc − A, the
































The separation distance at Fts = FAD is set to zero (d = 0). It is required that
the force transition from attractive to repulsive regime occurs smoothly and that bi-
stability is avoided as explained in the next section. A more detailed explanation of
the method used to recover the force can be found in [31] and [34]. The reconstructed
force curves can be used to to distinguish between different materials due to specific
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shape of each material [35] and the retrieved force of adhesion can be used to draw
conclusions about the wetting behaviour at an microscopic scale [36, 37].
2.1.7 Critical amplitude
To be able to reconstruct the force according to section 2.1.6 a smooth transi-
tion from attractive to repulsive regime must be established as well as avoiding
bi-stability [38–40]. Since there is no universal numeric value for the amplitude that
can be used, other methods are required to ensure a smooth transition, which can
be done by determining the so-called critical amplitude AC [41]:
For sufficiently small free amplitude values i.e. typically A0 < 2− 5 nm, mechanical
contact is never established and the tip only operates in the attractive regime[42],
see figure 2.7 (a) . In this regime, the phase lag is always greater than 90◦. As
the amplitude A0 is increased and reaches a critical value, the cantilever snaps into
mechanical contact (phase lag less than 90◦) on approach and snaps out of it during
retraction, see figure 2.7 (b). These discrete jumps lead to a loss of information due
to the sudden change of d. The snapping in and out of the cantilever does usually
not occur at the same distance d and the AFM community, therefore, speaks of a bi-
stable behaviour or bi-stability [43]. The snapping out typically appears at greater
distances since short-ranged adhesive forces keep the cantilever from retracting until
the force becomes too large, while on approach the cantilever has to approach close
to the surface before the forces become strong enough for the cantilever to snap in.
The so-called critical amplitude AC is the mean value of amplitudes A0 for which a
discrete transition is observed [41]. The smallest amplitude A0 where the discrete
transition can be observed is referred to as the minimum critical amplitude ACm.
The critical amplitude is sensitive to tip size (sec. 2.1.8), cantilever stiffness and ma-
terial properties. Increasing the amplitude to around twice the critical amplitude, a
smooth transition from attractive to the repulsive regime is established [38, 42], as
shown in figure 2.7 (c).
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Figure 2.7: Amplitude A1 and phase φ1 versus distance curves taken on an highly
oriented pyrolytic graphite (HOPG) sample with increasing A01 from
(a)-(c): (a) only net attractive forces act throughout the whole approach
and retraction, (b) discrete transition from attractive to repulsive with





Achieving quantitative results, besides topographic (height and size of features)
measurements, has been shown to be a challenging task with AFM. To accurately
measure physical quantities like the force of adhesion, Hamaker constant or stiff-
ness, some physical properties of the tip and the cantilever must be well known.
Techniques to estimate the tip radius in situ without damaging the tips have been
proposed by [44] and are used to monitor tip radius during measurements. It is
crucial to drive the cantilever at the resonance frequency to be able to accurately
reconstruct the tip-sample interaction force. To accurately calibrate the drive fre-
quency Asylum Research offers different techniques, including a thermal calibration
used for the measurements described in this thesis.
Tip size estimation
Since most experimental observables of atomic microscopy are influenced by the tip
radius, it is crucial to be able to estimate the tip radius to perform quantification
measurements. It is desirable for the estimation to be done in situ and without risk
of damaging or contaminating the tip. Such a technique was suggested by Santos
et al. [42] and confirmed by Maragliano et al. [44]. It uses the minimum critical




where K is a constant depending on cantilever and sample properties and α is a
fitting parameter. This relation ensures that as long as constant values for ACm are




To reconstruct the force we assume that the cantilever is driven at its resonance fre-
quencies fn = ωn/2π, where n is the corresponding eigenmode of the cantilever. As
seen in figure 2.6 the amplitude is highly sensitive to the drive frequency, therefore
fn must be well known. The values provided by the manufactures are by far not
precise enough to achieve reasonable results. To calibrate fn a thermal calibration
technique described in [45] is used. The cantilever is held in place to let it oscillate
freely without externally exciting it. Thermal movements excite the cantilever and
let it vibrate thermally which can be observed via the deflection signal. Utilising
Fourier transformation, the signal is fitted to extract fn and Qn, where Qn is the
Q factor of the nth mode. Furthermore, Asylum Research provides a thermal cal-
ibration function, that additionally provides the stiffness of the cantilever and the
conversion factor from amplitude in volts to amplitude in nanometer. To achieve ac-
curate parameters, this calibration is typically conducted between 30 nm and 50 nm
above the surface [46, 47].
2.1.9 Bimodal Amplitude Modulated Imaging
This introduction to bimodal AM-AFM follows the review of Santos et al. [14].
When the AFM was first proposed in 1986, the advantages of oscillating the tip were
already recognised [13]. Since then many powerful AFM techniques have been devel-
oped and the imaging modes described in section 2.1.1 became far more advanced.
From the quasi-static operations in the early days, the first dynamic methods arose
[48–50] and were recognised as powerful tools improving resolution, sensitivity [51]
and lowering the risk of damaging the tip and sample [52]. It became clear that
higher modes can also be excited and have to be taken into consideration. At first,
techniques were developed that would excite the higher modes by “hammering”[53]
the cantilever onto the sample (see fig. 2.8), similar to hitting an object with an
iron bar. If the object is rigid, one will feel the vibrations of the metal bar in one’s
20
2 Theoretical background
hand, whereas if the object is soft hardly any vibration will be felt. In the same way,
the excitation of higher modes could be used to get information about the sample.
Figure 2.8: The sample is scanned while the tip is oscillated, upon hitting the hard
orange feature a higher mode is excited by transferring energy from mode
to the other. Illustration thankfully received from [14]
However, this technique of “hammering” onto the sample defeated the purpose of
soft interactions to image soft matter [54, 55], which led to the technique of directly
and externally exciting the cantilever with two frequencies simultaneously (see fig.
2.9) [56]. This became known as multifrequency AFM in AM mode and enabled
imaging with enhanced sensitivity to sample properties even with gentle interactions
[14].
Figure 2.9: Illustration of excitation signal in bimodal imaging. Two frequencies are
used to excite two modes of the cantilever. The coupling of the two
modes enables the possibility of energy being transferred from one mode
to the other. Illustration thankfully received from [14]
The two externally excited modes can couple and transfer energy between modes
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well before mechanical contact with the sample is made. As a result higher resolution
can be achieved in bimodal non-contact imaging [56, 57]. Having a second frequency
signal provides two additional channels, namely the amplitude A2 and phase φ2 of
the second mode. This enables the possibility to use the amplitude A1 of the first
frequency as a feedback signal to control the z-position while the second frequency
can be used to track the sample properties [14]. In the case of single frequency AM-
AFM, the amplitude signal should hold no information about the sample properties
since it is used as the feedback signal and should be constant. Any variation in the
amplitude signal can be interpreted as an error signal since it gives the deviation of
the pre-set value (setpoint ASP ≈ A1).
Kawai et al. [57, 58] of the FM community proposed that the average derivative of
the tip-sample force is the major influence on the higher driven frequency. Their
approximation,




with F ′ the average force derivative over a fundamental cycle dependent on the dis-
tance z (as in section 2.1.4), k2 the stiffness of the second cantilever mode, ∆f2 the
shift in resonance frequency of the second mode and f2 the resonance frequency of
the second mode of the unperturbed cantilever (also called free resonant frequency).
Equation (2.19) was used to map material properties such as effective Young mod-
ulus of proteins [59] and further on led to a closed-form solution in FM-AFM for
effective Young modulus, sample-deformation, and viscosity [60]. Since then, a wide
variety of contrast maps have been established via bimodal imaging. Lai et al. [61]
have shown that it is possible to map the Hamaker constant via bimodal AM-AFM
imaging. The method presented by them is used to retrieve Hamaker constants and
Hamaker maps via bimodal imaging in this thesis.
In addition it is possible to retrieve force of adhesion maps via the method referred to
as bimodal SASS [62, 63]. The cantilever is oscillated with small amplitude (typically
22
2 Theoretical background
A01 ≤ 1 nm) close to the surface (small setpoint), hence the name small amplitude
small setpoint (SASS). The cantilever oscillated in close range to the distance of the
force minimum as shown in 2.11. Since the force minimum is the equivalent to the
force of adhesion and the oscillation is so small, the force of adhesion can be directly
obtained from the mean deflection Z0 and the spring constant of the first mode k1
as [63]
FAD ≈ k1z0. (2.20)
Figure 2.10: The second mode in bimodal AFM is influenced by the derivative F ′ of
the tip-sample interaction force. Illustration thankfully received from
[14].
2.2 Solar cells
A solar cell in its most basic form is a diode that is capable of transforming the
energy of light into usable electrical energy. It can only transform light with energy
greater than its band gap (Eν > EG), light with lower energy is either transmitted,
reflected or absorbed and leads to the heating of the solar cell. Incoming light with
Eν > EG is absorbed and an electron-hole-pair is created, separated at the p-n-
junction and collected by the front and rear contact. Crystalline silicon solar cells
are the most common solar cells on the market but other technologies and materials
have the potential to be superior due to lower cost and resource usage, better carbon
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Figure 2.11: Operating modes attractive and bimodal SASSS. Illustration thankfully
received from [63]
.
footprint, higher efficiencies and other factors.
Simply speaking, a crystalline silicon solar cell consists of p- and n- doped silicon and
a front and rear contact (fig. 2.12). In the transition region from p- to n-doping the
so-called p-n-junction is capable of separating the charge carriers. Most commonly
the front contact is a grid of so-called fingers and busbars (fig. 2.12 (a)) made out
of silver and the rear contact made out of aluminium covering the whole backside.
Since most metals are highly reflective, the area covered by the fingers and busbars
does not contribute to the generation of electrical power and therefore lowers to-
tal efficiency. Consequently as little as possible coverage by the front contacts is
desirable, hence a highly conducting material like silver is used for the fingers and
busbars. The choice of different material for the rear contact is simply due to the
lower cost of aluminium. It should be mentioned that there are newer “bifacial”
systems, where the solar cell can also utilise light that is coming from its backside.
In that case, the backside cannot be fully covered by a highly reflective metal and
a finger and busbar contact is also used on the backside.
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Figure 2.12: schematic drawing of a) a crystalline silicon solar cells using fingers and
bus bar b) a thin film solar cell using a TCO as front contact
Thin film solar cells are an alternative to crystalline silicon solar cells, that have the
potential of greatly reducing production cost, material usage and energy require-
ment for production. It is crucial that ratio of the energy output over a lifetime to
the energy invested is as high as possible [64] and thin film solar cells show great po-
tential in this regard. Amorphous silicon is the most popular material for thin solar
cells [65], partly due to the great abundance of silicon. The illustration shown in fig-
ure 2.12 (b) shows a simplified thin film solar cell, but more complex systems using
hetero- and multijunctions have been established and have shown higher efficiencies
[66]. For most thin film solar cells, recombination losses in the active materials are
too high to achieve reasonable efficiencies if a conventional finger and bus bar system
is used. Fingers and busbars would need to be placed in close proximity to each
other but this is accompanied with high reflection losses caused by the highly reflec-
tive bus bars and fingers covering a substantial front area. Therefore most thin-film
solar cells use a transparent conducting film (TCF) as front contact (fig. 2.12 (b)).
which are transparent and electrically conductive, hence can be used to cover the
entire front of the solar cell, achieving higher efficiencies by reducing collection losses
without the increase of reflection losses. In most cases, the TCF also works as an
anti-reflection coating (ARC) limiting the variability of film thickness (typical ARC
thickness is approximately 80 nm). While the resistivity of the TCF might be small
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compared to the material used in the photoactive layer, they cannot compete with
the low resistivity of silver, therefore combinations of a TCF layer and metal/silver
front contacts can be used to enhance efficiency [67].
Most commonly transparent conducting oxides (TCO) are used and out of this cate-
gory, the most common one is indium tin oxide (ITO). Due to its low resistivity and
high transmissivity, it is used widely in electronic and optoelectronic applications.
Due to its rarity indium might see a sharp cost increase in the upcoming years [2] if
ITO continues to take the role as front contact in thin film solar cells, which could
make the front contact a major contributor to material cost. Cheaper alternatives
with similar properties, that are more abundant and can be harvested and processed
in an environmentally friendly way, are searched for. Zinc oxide (ZnO) offers an al-
ternative and could take over the role of the front contact in thin film solar cells.
Not only as front contact, but also as an electron transport layer [68–70] or as an
active n-layer in a heterojunction cell [11], ZnO has found its application.
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In order to train and get accustomed to the AFM several experiments were con-
ducted, partially reproducing the results presented in [71] and partially conducting
experiments in cooperation with other groups like the liver cell images presented in
section 3.2. Two of these practice measurements are presented and discussed briefly.
3.1 Surface Ageing of Graphite
Setup and sample preparation
The first training object was HOPG since it is a relatively simple sample and can
be easily cleaved by the scotch tape method. In this method, scotch tape is used to
peel off the top layers of an HOPG sample to create a fresh and clean surface. To
demonstrate the capabilities of the used instrument some of the measurements in
[71] and [72] were repeated. The aim of the measurement is to observe the surface
ageing of graphite exposed to ambient air. Surface ageing describes the process of the
formation of a film on the surface by airborne contaminants and water. It even has
been reported that the formation of the film can lead to the disappearance of features
[73]. The temperature, humidity, and pressure are unknown but the experiments
were conducted during the month of March in Tromsø, Norway, where the air is
typically very dry and the temperature can be assumed to be room temperature
(approximately 22 ◦C). The AFM was used in single frequency AM mode to oscillate
the tip at its first resonance frequency. The thermal calibration was performed at a
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distance of 30 nm after cleaving the sample and before the first amplitude and phase
curves were recorded. Furthermore, it is vital to preserve the tip radius throughout
the measurement to obtain any quantitative and comparable results. To preserve
the tip and to ensure undisturbed surface ageing, the drive amplitude and therefore
the free amplitude were drastically reduced during waiting times but otherwise, the
AFM was left turned on and everything left in place, to make as few changes to
the system as possible. The tip radius was monitored with the minimum critical
amplitude method described in section 2.1.8, whereby the actual tip radius was not
of interest but only the preservation of the tip. The first measurement was conducted
ten minutes after cleaving, since the loading of the sample, tip approximation, and
calibration of the cantilever take some time and have to be done after the cleaving
of the sample. The first measurement is referred to as the 0h-measurement and
further measurements, conducted one, three, six and twenty-four hours later, are
referred to as the 1h-, 3h-, 6h-, and 24h-measurement respectively. A twelve-hour
measurement as in [71] could not be conducted due to access restrictions during
the night. Each measurement consists of 100 amplitude and phase curves on each
sample. A standard OLYMPUS AC160TS-R3 cantilever was used with typical values
of k ≈ 26 N/m, f1 ≈ 300 kHz, Rtip ≈ 7 nm and Q ≈ 400. ACm is material dependent
and thus cannot be given as a general cantilever property without the sample type.
For the tip used in this measurement cycle ACm = 7.3(7) nm on the freshly cleaved
graphite surface.
Results and discussion
The tip is assumed to be preserved during the measurement since ACm = 7.3(7) nm
on a freshly cleaved graphite before the first measurement and ACm = 7.6(7) nm after
the last measurement on the 24 hours exposed surface. The force was reconstructed
via the Sader-Jarvis-Katan[30, 33] formalism as described in 2.1.6 and the results
are shown in 3.1 and 3.2. The force profile widens with time which is an indication
for a growing water layer on the graphite surface [71, 72]. The force of adhesion
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decreases in absolute values for the first six hours and shows a small increase after
24 hours. Whether the increase in force of adhesion after 24 hours is real or due to the
measurement uncertainty cannot be confirmed at this time. Since it can be assumed
that the tip was preserved during the measurement, the change in |FAD| can be
directly linked to change in surface energy (equ. (2.5)) and surface wettability. The
trend in surface energy reduction is expected since an isolated system will attempt to
minimise its energy (principal of minimum energy) and has also been simulated by
density functional theory (DFT) calculations [72]. The wetting of graphite is closely
related to the wetting of graphene that has been studied widely [47, 74–77]. Kozbial
et al. reported a higher wettability (corresponding to larger |FAD|) within the first
10 seconds after cleaving and an increase in contact angle (corresponding to smaller
|FAD|) after exposure to ambient air [78]. They relate the observed behaviour to the
contamination by airborne hydrocarbons. The contamination by hydrocarbons has
also been observed by [71] but the formation of the water film seems to occur on a
lot larger time scales.
Figure 3.1: Reconstructed force Fts vs distance d curves of graphite exposed to am-
bient air after 0, 1, 3, 6, and 24 hours.
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Figure 3.2: Force of adhesion |FAD| vs time of a graphite sample, error bars are the
standard deviations
3.2 Liver cells
In cooperation with another group investigations of fixed and dried liver cells on
glass were conducted. The samples were previously treated with osmium tetroxide
for SEM (scanning electron microscope) imaging, which makes them extremely hard.
As a part of my training with the machine, I obtained the images shown in figure
3.3: In figure 3.3 (a) the topography image of a fixed and dried liver cell and in
figure 3.3 (b) the corresponding phase image is shown. The focus of interest was
on the sub-micrometer pores which liver cells exhibit. In the phase image, the glass
substrate shows as grey background with the cell darker on top. The best image
quality was achieved in tapping mode, typical for this mode of operation is a phase
below 90◦ as seen in the phase image. The phase image is capable of showing
that the pores are indeed holes throughout the whole cell and that in fact the glass
surface is imaged underneath. The goal was to be able to image the wet cells but the




Figure 3.3: Dried and fixed liver cell treated with osmium tetroxide for SEM analysis
on standard labortory glass sheet. (a) topography image (b) phase image
31

4 Hafnium Doped Zinc Oxides
The great abundance and low cost of ZnO make it especially interesting for the
solar cell industry but despite showing promising results for different applications
in this industry, the commercial applications are still pending. In the solar energy
industry, it is crucial that production and material cost is kept as low as possible to
be competitive with other cheap forms of electrical power supply like coal, hydro or
wind power. In regions with high solar irradiance solar energy is already capable to
compete and surpass the generation via fossil fuels [79] but a further decrease in cost
could boost the solar energy market in other regions. In cooperation with members
of the Khalifa University in Abu Dhabi, we conducted investigations of Hafnium
doped ZnO (HZO or Hf-ZnO) to evaluate its potential to take over the role of ITO
and reduce the indium demands for thin film solar cell production.
At room temperature ZnO has a hexagonal wurtzite structure with lattice param-
eter a = 3.25 Å and c = 5.21 Å, with a 1.6 c/a ratio. The hexagonal lattice type
leads to favourable growth in c direction (typically perpendicular to the substrate)
or perpendicular to it (typically parallel to the substrate) depending on the temper-
ature [80]. Polycrystalline [81] and crystalline [82] ZnO thin films have been studied
for optoelectronic applications. Due to its relatively large direct band gap around
3.3 eV, ZnO is transparent in the visible spectrum (1.6 - 3.1 eV) and is comparable
to the band gap of ITO (3.5 - 4.3 eV) [83], whereas showing lower transparency in
the ultraviolet regime due to the lower band gap. Many doping agents have been
studied to modify the electrical, optical and structural properties of ZnO to achieve
comparable results to ITO. Some doping materials like aluminium and magnesium
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have been widely studied to tune the properties of ZnO for the specific applications
e.g. for the use as TCO, aluminium (Al) doping has shown to enhance the optical
and electrical properties [7, 84–86]. Furthermore, Al doping can be used to match
the energy levels in inverted structure bulk heterojunction organic solar cells. In
these cells, the ZnO layer is used as an electron transport layer (ETL), which is an
extra layer in between the active layer and the front contact and takes the role of
reducing recombination losses at the interface of those two. The Al doping leads to
an upward shift in the ZnO Fermi level which enables the tunability of the energy
level to reduce recombination losses at the interface [68–70]. In addition to enabling
the tunability of the Fermi level, Al increases the optical band gap, making it more
transparent for high energy photons, a desirable characteristic to increase the total
conversion efficiency. Al doping increases the carrier concentration leading to higher
electron conductivity, another desirable material property for electron transport lay-
ers as well as TCOs.
For some application such as an emitter in ZnO/Si heterostructure [87], magnesium
(Mg) has shown more beneficial properties. Using textured ZnO/Si heterojunction
Pietrysyka et al. [88] achieved an impressive conversion efficiency of 14%. They
used a mixture of Al- and Mg-doped ZnO (MgZnO) to achieve this high conver-
sion efficiency. Mg has some advantages as a doping agent due to its capability to
enable a high tunability of the ZnO band structure by increasing the band gap up
to 0.7 eV[89] and decreasing electron affinity by up to 0.46 eV[90]. The downside of
MgZnO is an increased resistivity with increased doping concentrations compared
to undoped ZnO [91–93]. A material with the high tunability of band structure like
MgZnO without sacrificing high conductivity or even with an increase in conductiv-
ity is therefore desirable.
HZO is a potential candidate to achieve these qualities. HZO shows an increase in
carrier concentration and a decrease in resistivity with doping concentration [94, 95].
Ahn et al. [94] and Geng et al. [95] reported a decrease in resistivity and enhance-
ment in crystallinity up to doping concentration of 7%. Above 7%, a decrease in
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conductivity and a degeneration of the crystallinity is observed, due to the formation
of HfO2 phases[94]. Consequently, the low doping regime is potentially interesting
for the use as TCO and other solar cell applications.
4.1 Sample preparation
The Hf-ZnO thin films were grown on a silicon wafer by Atomic layer deposition
(ALD) using an Oxford FlexAl ALD system and were provided by Boulos Alfakes
(the samples preparation is described in more detail in [80]). ALD is a thin-film
deposition technique similar to chemical vapour deposition (CVD) but using two
or more gaseous species (referred to as precursors), which are alternated to grow
the thin film but are never present in the reaction chamber at the same time. The
reactions are self-limiting so that only one layer is grown each cycle. In our case
three precursors were used, one for zinc oxide (ZnO), one for hafnium (Hf) and
water vapour (H2O) to create new reaction sites for the previous two. By varying
the number of cycles for each precursor the doping concentration can be varied.
Diethyl-zinc (DEZ) and water vapour are used to grow ZnO, while tetrakisethyl-
methylaminohafnium (TEMAH) and water vapour are used for HfO2. By varying
the ratio of cycles of DEZ to TEMAH the doping was varied and by varying the
total number of cycles a thickness of ∼75 nm was ensured. Deposition rates in the
range of 0.083 to 0.196 nm per cycle were achieved, where higher values were mea-
sured for lower Hf doping. Prior to each deposition, the gas line was purged using
90 cycles of plasma HfO2 on a dummy wafer. Growth temperature and pressure
were 250 ◦C and 200 mTorr, respectively. The substrates were cleaned by solvent
cleaning with rinses of acetone, isopropanol and deionised water and subsequently
dried in a nitrogen atmosphere. Six samples with different doping concentrations
were investigated and are referred to as the ZnO, 1:32, 1:9, 1:4, 1:1 and 2:1 sample
according to the ratio of DEZ and TEMAH cycles. Since small doses of the TEMAH
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precursors were used, even the 2:1 sample should show doping concentrations of Hf
lying in the low percent regime, but a quantitative analysis is still pending.
Pressurised nitrogen was used to blow possible dust off the sample, otherwise, no
further sample preparations were necessary for the investigation with the AFM. The
samples were exposed to ambient air for several weeks before the first measurements
were conducted and can, therefore, be considered in a “stable” condition, meaning
that no further surface ageing or formation of water layers is assumed during the
measurement cycles.
4.2 Measurements
X-ray diffraction (XRD), TEM, optical and electrical measurement were carried
out by members of the Department of Materials Science and Engineering and the
Department of Microsystems Engineering of Khalifa University in Abu Dhabi and
are presented here for completeness and to underline the results of our investigations.
The AFM measurements were conducted by me with support of Chia-Yun Lai.
Force Curves
Force curves were obtained by measuring amplitude and phase versus distance
(APD) curves and reconstructing the force via the Sader-Jarvis-Katan[30, 33] for-
malism (sec 2.1.6). To determine the position where the APD curves were taken the
samples were scanned prior to each set consisting of approximately 100 curves. The
samples were left in the sample holder for several hours to avoid/reduce thermal
drift since a location-specific measurement would not have been possible otherwise.
Still, it was not always possible to record 100 APD curves at one spot due to ther-
mal drift. The signal was monitored all the time and if strong changes occurred the
measurement was stopped and the APD curves discarded. The minimum critical
amplitude was determined for several spots to retrieve a range for the minimum
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critical amplitude on the sample and, subsequently, ACm was approximated by the
centre of this range. A precise measurement of critical amplitude is not mandatory
to reconstruct the force, but would be essential to accurately monitor the tip ra-
dius. The free amplitude was set accordingly to A1 > 3ACm or higher, typically
A1 ≈ 90 − 140 nm, to ensure a smooth transition from the attractive to repulsive
regime (sec. 2.1.7).
A reduction from initial φ1 = 90
◦ to φ1 ≈ 82◦ at dmin is sufficient to reconstruct the
force and a further approach enhances the risk of tip degradation. Consequently,
the trigger point for retracting was set as high as possible and continuously adjusted
to still achieve a reduction to φ1 ≈ 82◦. Thermal calibration [45] was carried out
approximately 50 nm above the sample surface. Several unsuccessful attempts were
made to measure Hamaker constants reliably throughout the different samples and
were ultimately replaced by the bimodal imaging method to measure Hamaker con-
stants. The difficulties caused by the high heterogeneity and thermal drift could not
be overcome and made the force curves an unreliable tool to compare the different
samples. Standard AC240TS - R3 OLYMPUS cantilevers with radius Rtip ≈ 7 nm,
stiffness k1 ≈ 2 N/m, Q factor Q1 ≈ 120 and resonance frequency f1 ≈ 80 kHz for
the first mode were used to conduct the experiments.
Bimodal Imaging
In order to acquire bimodal images of the differently doped Hf-ZnO samples, the
first and second mode of the cantilever were excited at their respective resonance
frequency. The main advantage of bimodal imaging is the additional information
that can be obtained with the two additional channels (amplitude and phase) of the
second mode. This information was used to retrieve Hamaker maps of each sample,
which can be averaged to obtain a comparable value if done correctly [63]. Since
the goal was to be able to achieve results that allow for comparison throughout
the samples, the critical amplitude ACm had to be measured on each sample and
provided the crucial information to set the free amplitudes of the first and second
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mode. This has proven to be more challenging than expected since the samples show
high heterogeneity in sample properties. This heterogeneity leads to variations in
the measured minimum critical amplitude of up to 10 nm depending on the location
of the sample, while typical values for ACm ≈ 15 − 25nm. This behaviour led to
difficulties especially in the beginning when it was not yet clear, what was causing the
inconsistent behaviour in critical amplitude. Thermal drift led to the impression that
the minimum critical amplitude was changing over time, while in reality, the sample
surface is moving due to thermal expansion (thermal drift), changing the tip location
on the surface over time. To overcome these difficulties in accurately measuring the
minimum critical amplitude, the samples were scanned and several spots picked to
measure the minimum critical amplitude. Subsequently, the different values were
roughly approximated and used to set the free amplitude of the first mode A01 to
A01/ACm ≈ 0.5. This procedure was repeated for all the samples, to keep this ratio
constant on each sample. The importance of this ratio to achieve comparable results
was highlighted in [63], although our aim was not to achieve quantitative results, it
is crucial to have the same A01/ACm value on each sample to be able to compare
the results of the samples to each other. A02 was set to approximately 3% of A01,
typical amplitude values for these samples are A01 ≈ 10 nm and A02 ≈ 0.3 nm.
Due to a high amplitude response of the cantilever to the excitation of the second
mode and a lack of fine-tunability of the excitation amplitude at low values, A02
could not always be set to 3% of A01, but variations have been accounted for in the
calculations. The amplitude of the first mode A1 was used as a feedback signal and
set to ASP = 0.8 ·A01 for bimodal imaging in the attractive regime and for bimodal
SASS to approximately ASP ≈ 1 nm. Since a very low error signal of a few Å was
achieved, ASP = A1 is assumed further on. The data presented were collected by two
different AFM users using different tips and the order of the samples was changed
for the measurement cycles, to ensure that the trend is not replicated by some sort of
tip degradation throughout the measurements. Unfortunately, due to contamination
on one of the samples, the tip had to be changed during one measurement cycle.
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Standard OLYMPUS cantilevers (AC240TS - R3) with radius Rtip ≈ 7 nm, stiffness
k1 ≈ 2 N/m and k2 ≈ 75 N/m, Q factor Q1 ≈ 120 and Q2 ≈ 400, resonance
frequency f1 ≈ 80 kHz and f2 ≈ 450 kHz for the first and second mode respectively
were used to conduct the experiment. The calibration of the first and second mode
was determined by thermal analysis near the surface (∼50 nm) and repeated for each
sample.
4.3 Results and Discussion
TEM and XRD analyses show that at an elevated growth temperature of 250 ◦C
mostly substitution of Zn with Hf atoms occurs. XRD results indicate lattice pa-
rameters a = 3.24 Å and c = 5.2 Å with no significant variation throughout all the
samples. TEM analysis (fig. 4.1) of the cross section of the sample showed a thick-
ness of 85 nm in contrast to ellipsometry analysis suggesting a thickness of 75 nm
[80].
Figure 4.1: TEM image of the cross section of the 1:1 sample. The platinum carbon
(Pt+C) capping layer was added during sample preparation for the TEM
imaging
The HRTEM (high-resolution transmission electron microscopy) images and espe-
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cially the fast Fast Fourier Transform (FFT) of the image indicate that the samples
are polycrystalline as seen in figure 4.2. Furthermore, the TEM investigations show
no visible amorphous regions, cracks or pores in the sample. The images show a
section of the cross section with the same orientation as figure 4.1.
Figure 4.2: HRTEM analysis of the 1:1 sample show polycrystallinity of sample.
Left: HRTEM image of the cross section. Right: fast Fourier transform
of the image
The elemental distribution was investigated via energy-filtered TEM (EFTEM). The
images (fig. 4.3) indicate a homogeneous distribution of Zn and O throughout the
film. On top, the carbon and platinum in the capping layer is visible which was
added during sample preparation for TEM imaging, while underneath the silicon
(Si) of the Si wafer used as substrate is visible. The Hf doping concentrations are
too low to be visible due to core losses, this suggests that the 1:1 sample doping
concentration is lower than 7% since Ahn et al. [94] observed short ranging HfO2
above 7% doping concentrations, which would most likely be visible in the EFTEM
image.
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Figure 4.3: EFTEM images showing the elemental distribution throughout the cross
section of a HZO film with cycle ratio 1:1.
4.3.1 AFM - Bimodal imaging
Topographical images
500 nm-overview images of all the sample were taken to show the topography of
the samples (fig. 4.5). The images shows a typical feature size of several tens of
nanometer[96, 97] with height variations/roughness of a few nanometers (table 4.1).
The AFM images show a spike-like shape for ZnO transitioning to a more round
shape for higher doping concentration that has been observed in SEM images (fig.4.4
and [96, 97]).
The AFM and SEM image of Zno (fig. 4.4 and 4.5) show similar shapes but the
AFM is not able to reproduce the SEM images exactly. The AFM images show
more round round shapes than the SEM image this might be partly due to the
limiting of resolution of topographical features with approximately the same size as
the tip as illustrated in 4.6. Note that the illustration simplifies the situation, since
in reality the tip did not achieve mechanical contact during recording of the images.
41
4 Hafnium Doped Zinc Oxides
Figure 4.4: SEM image of the ZnO sample showing spike like shapes.
This limitation is most likely contributing to the different appearance of the SEM
and the AFM image but other factors might contribute. The difference in observed
images could be caused by different sensitivities to sample properties of the used
methods. The height image of the AFM is only sensitive to topography whereas the
SEM is sensitive to topography but also other morphological variations like crystal
orientation.
Table 4.1: Roughness for the six samples calculated by the build in function of Asy-
lum Research
Sample ZnO 1:32 1:9 1:4 1:1 2:1
Roughness (SD)/nm 3.229 2.594 2.357 2.658 2.511 3.530
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Figure 4.5: Topographic AFM-images of the differently doped Hf-ZnO samples.
Showing the transition from spike shapes to more round shapes with
increasing doping concentrations.
Phase image
The obtained phase images show phase contrast in the first (fig. 4.7 (c)) as well as
in the second mode (fig. 4.7 (d)) for all samples, that does not seem to be related to
a bad integral gain of the feedback signal (sec. 2.1.5). To avoid a misinterpretation
the integral gain was carefully set to achieve variations in the amplitude signal of
the first mode in the low Å region (fig. 4.7 (b)). Due to the low variations in A1, it
is a reasonable assumption that the contrast seen in figure 4.7 (c) and (d) is real. On
several samples, darker edges were observed to appear always on the same side of
the feature. To ensure that these darker edges are not due to any “parachuting off”-
effects, the same images were taken with different scanning angles. Phase contrast
due to the “parachuting off” of features should not turn with the image since the tip
is always moving horizontally across the imaged area. Since the darker edges turn
with the sample image as the scan angle is changed (fig. 4.8), it is assumed that
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Figure 4.6: Height profile along a line on the ZnO sample and a schematic drawing
of the tip scanning the surface. Edges of the sample will appear more
round in the images than they truly are due to the small feature size
with roughly the same size as the tip (radius ∼7 nm).
phase contrast is not caused by problems associated with badly set integral gain or
too fast scan rates. The fact that the features seem to show phase contrast on the
same side, indicates a favourable growth direction towards one side, possibly caused
by directional gas flow or other asymmetries during the growth process of the thin
film. We are not fully confident what leads to the phase contrast on the samples but
it could be explained by different crystal planes being probed. The crystal planes
show variations in the phase image due to different Young’s moduli [98] or different
surface propertiesaccording to orientation [99].
Force curves and bimodal imaging
We recorded APD curves and reconstructed the forces as described in section 2.1.6
for the 2:1 sample (fig. 4.9). Two types of regions were distinguished in the φ1
image (black and grey see figure 4.9 (b)) with 300 curves taken on each region. To
ensure that the APD curves could be recorded at the intended position, the sample
was left in the sample holder overnight to thermally stabilise. Hundred curves were
recorded in succession before the sample was scanned again to ensure a correct tip
positioning. The curves show different behaviour in the attractive as well as in
the repulsive regime. This highlights the problems of using force curves on these
HZO samples to achieve comparable results between the samples. If force curves are
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Figure 4.7: Height (a), Amplitude of first mode/error signal (b), phase of first mode
(c) and phase of second mode (d) of ZnO with scan size of 100 nm
recorded on each sample, differences might be due to variations within each sample
and might falsely be interpreted as differences due to doping concentrations.
Further analysis have shown that it is not a binary transition from the force profile
achieved on the grey region to the one achieved in the black region, everything in
between is also possible. It is not clear what causes the differences but a possible
explanation is the probing of different crystallographic planes due to different crystal
orientations. TEM investigations confirms the polycrystallinity of the samples, so
variations in orientation are likely to occur.
To evaluate the reliability of the bimodal imaging method to retrieve Hamaker
constants instead of force curves, force curves and a bimodal image were taken on
the same sample with the same tip, the results are shown in figure 4.10 and discussed
below.
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Figure 4.8: Second phase φ2-image with (a) 0
◦, (b) 45◦ and (c) 180◦ scan angle and
(d),(e) and (f) the according turned and cropped images of the same
sample section
Bimodal imaging
Due to the high heterogeneity, force curves are not a reliable tool to measure the
Hamaker constant. To achieve trustworthy results many different positions on the
sample would need to be taken into account and these positions would need be
representative for the sample. It is crucial that tip degradation is avoided to achieve
comparable results throughout the samples and the parameters have to be fine-
tuned from time to time, making an automated process of taking force curves on
the sample difficult. Due to the combination of thermal drift, high heterogeneity
and the risk of tip degradation during measurement, recording APD curves is a
tedious work even on a single sample. In conclusion, our methods to record APD
curves and reconstruct the force distance curves are not a reliable tool to measure
Hamaker constants representative for the whole sample. Therefore, they should not
be used to compare Hamaker constants among the different HZO samples.
A statistically more reliable approach is the use of bimodal imaging and retrieving
the Hamaker constant for each point by the methods described in section 2.1.9. The
correct averaging over the different sample areas is intrinsic in this method, since
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Figure 4.9: (a) reconstructed force curves and (b) positions on 2:1 sample
every pixel (256 · 256 = 65536) gives one value for the Hamaker constant for the
specific spot. The measurement itself and the data processing is more complex but
holds the advantage of statistical more reliable results [63].
Figure 4.10: Hamaker constant distribution taken on the ZnO sample via force
curves (red) and bimodal imaging method (blue).
To ensure that the not wildly used method of retrieving Hamaker constant via
bimodal imging achieves reliable results on the HZO samples, the methods are
compared to each other. One sample was scanned in bimodal imaging with APD
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curves recorded subsequently as described in the previous section. Histograms of
the Hamaker constants retrieved via forces curves and via bimodal imaging are
shown in figure 4.10. It is not expected that the histograms show the same peak,
since the force curves have the problem of not being statistical representative as
previously discussed but the results should be similar. Assuming that the distri-
bution of Hamaker constants retrieved via bimodal imaging is the real Hamaker
constant distribution, then the Hamaker constants retrieved via APD curves should
lie somewhere within the distribution retrieved via bimodal imaging. The results
indicate that our method of retrieving Hamaker constants through bimodal imaging
is comparable to the method of retrieving it via APD curves. Furthermore, it can
be noted that the distribution achieved by the bimodal method has a single peak
with a long tail towards higher Hamaker constants. To clarify the problem with
the reconstructed force curves: one or several of the spots chosen to record APD
curves, could be a spot with the very high Hamaker constant we see in the tail of
the distribution. In that case the retrieved average Hamaker constant might appear
substantially larger then the values achieved with bimodal imaging.
We believe that the distribution of Hamaker is not caused by measurement un-
certainties but is caused by real variations in Hamaker over the sample, but our
interest lies mainly in the average Hamaker constant since it represents the average
surface interaction and in most other methods only average Hamaker constants are
retrieved. Therefore, the distribution is not more closely investigated but it is noted
that the distribution might be interesting for other application like the use of zinc
oxides as photocatalyst [100, 101].
Effect of doping concentration on material properties
Bimodal images were obtained to measure the variations of the Hamaker constant
with different Hf doping concentrations. Since the measuring procedure is time-
consuming and difficult, only 3 sets of measurements were conducted. While two
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measurements were performed consecutively with slight variations in setpoint, the
third measurement was performed by a different AFM user and only included the
ZnO, 1:9, 1:1 and 2:1 sample to confirm the trend.
Hamaker maps of all samples are shown in figure 4.11. An increase in areas with
larger Hamaker constants can be observed up to a drastic change for the 1:1 sample
while the 2:1 sample looks similar to the ZnO, 1:32 and 1:9 samples. The 1:4 sample
already exhibits a significantly larger average Hamaker constant. The histograms of
the retrieved Hamaker constants are plotted in figure 4.12, with the averaged and
normalised Hamaker constants for the measurement series are shown in figure 4.13.
The method used to retrieve Hamaker constants does not provide an error estimate
for the retrieved values and the variations in results are believed to be mainly caused
by the inaccurate measurement of critical amplitude. Further measurements are
needed to determine the error of the applied method and, consequently, no error
bars are given.
Figure 4.11: Hamaker maps retrieved from bimodal imaging of the six differently
doped Hf-ZnO samples
We are not interested in the quantitative value of the Hamaker constant but its
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trend depending on doping concentrations, therefore the values were normalised to
the value of the ZnO sample. The maximum Hamaker constant lies within the
range of the 1:4 and 2:1 sample. Further investigation with smaller steps in cycle
ratio should be conducted to determine the cycle ratio, where the curve peaks more
precisely.
Figure 4.12: Histogram of Hamaker constants retrieved via bimodal imaging on all
six differently doped Hf-ZnO samples
Hamaker constant and force of adhesion are directly linked by equation 2.5. To
confirm our results we conducted bimodal SASS measurements and used them to
create FAD-maps of the ZnO, 1:9, 1:1 and 2:1 sample seen in figure 4.14 (a). The
average force of adhesion (fig. 4.14 (b)) confirms the trend that is observed for the
Hamaker constant.
The band gap (fig. 4.15 (a)) exhibits the same trend as the Hamaker constant of
increasing with doping concentration until it reaches a maximum for the 1:1 sample
before decreasing for the 2:1 sample. The increase in band gap can be attributed
to the Burstein-Moss effect [102, 103], the higher doping causes the filling of the
lowest states in the conduction band, shifting the Fermi level above the conduction
band minimum, the semiconductor is then referred to as degenerated. The larger
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Figure 4.13: Hamaker constants in dependence of varying cycle ratio. Series 1 and
2 were taken subsequently and included all six samples, while series 3
only inlcludes the ZnO, 1:9, 1:1 and 2:1 sample.
band gap allows more energetic photons to be transmitted and reach the substrate
underneath. The substrate could be the active layer in a solar cell, if the HZO is used
as TCO, ETL or emitter. First principle DFT calculations have shown an increase
in band gap with increasing Hf concentrations and a substitution of Zn by Hf in the
wurzite structure which agrees well with the experimental results [80]. Furthermore,
an increase of transmittance in the visible and near-infrared region can be observed
for the samples up to the 1:4 cycle ratio (fig. 4.15 (b)). A high transmittance is
essential for the use as TCO in solar cells. For the 1:1 and 2:1 sample a shift of
the transmission curve towards shorter wavelengths can be observed. Depending on
the application, the shift might be desirable or a lower doping concentration, where
no shift is observed could fit the application better and has to be analysed for the
specific application.
Higher doping concentrations lead to a higher charge carrier concentration η, which
is typical for higher substitutional doping concentrations. Simply speaking, every Hf
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Figure 4.14: Force of adhesion retrieved via bimodal SASS for the ZnO, 1:9, 1:1 and
2:1 sample. (a) Force of adhesion maps, (b) averaged force of adhesion
normalised to the undoped ZnO sample
atom contributes two free electrons to the system since it has four valence electrons
and Zn only has two. At higher doping concentrations short-range HFO2 phases
form that do not contribute to the increase of η. The charge carrier mobility ν is
decreased due to the higher number of defects that higher doping concentrations
are accompanied with. The resistivity ρ is inverse proportional to ν · η. Since ν
decreases to roughly half its value but η increases six-fold, ρ decreases by over a
factor of 3 from 6.1 mΩ cm for undoped ZnO to 1.6 mΩ cm for the 1:1 sample. A low
resistivity/high conductivity is essential for the application as TCO and desirable in
most other applications in solar cells. The decrease of η and consequently increase
of ρ has been linked to the formation of short-range HfO2 phases [94].
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Figure 4.15: Optical properties for the six different samples. (a) band gap extracet
via tauc plots and fitting, (b) trnassmision of HZO films deposited
on a quarz substrate(without correction for the substrate). Graphs
thankfully received from [80]
Figure 4.16: Electrical properties from Hall Effect measurements for the six differ-
ent samples. (a) resistivity and (b) carrier concentration and mobility.




Hamaker constant measurements were conducted via bimodal imaging method and
compared to measurements via reconstructed force curves. Hamaker constants re-
trieved via force curves have shown to be strongly dependent on the position on the
sample, but in general agree with the distribution retrieved via bimodal imaging.
Force curves are not considered to achieve representative results on HZO samples due
to the high heterogeneity. We suggest this high heterogeneity is due to different crys-
tallographic planes showing different surface properties. Different crystallographic
planes being probed can be linked to the polycrystallinity of the samples which was
confirmed by HRTEM.
The change from a spike-like feature shape to a more round one with increasing
doping concentrations, as seen in SEM images in previous studies [94, 95], could be
confirmed with the AFM. We were able to show that the average Hamaker constant
increase with increasing doping concentration until a peak is reached at a 1:1 cycle
ratio, after that a sharp drop is observed. The bimodal SASS imaging method was
used to retrieve the average force of adhesion for the samples. The direct relation
between the force of adhesion and Hamaker constant allowed us to confirm the trend
in Hamaker constant.
Optical and electrical measurement have shown the same trend for the band gap and
carrier concentration. Consequently, doping concentrations up to the 1:1 cycle ratio,
are especially interesting for the use as front contact or electron transport layer in
solar cells. Optical measurements have shown an increase in transmittance in the
visible and near infrared up to the 1:4 cycle ratio and a shift for higher concentra-
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tions. A more reliable method to measure the critical amplitude on these samples
could lead to quantitatively trustworthy results of Hamaker constants measurements.
Quantification of the doping concentration is still pending and will provide insights
if our results agree with the result of other studies [94, 95]. Finally, smaller steps in
doping concentrations should be realised to determine the exact peak position.
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[21] U. Dürig, O. Züger, and A. Stalder. Interaction force detection in scanning
probe microscopy: Methods and applications. Journal of Applied Physics, 72
(5):1778–1798, September 1992. doi: 10.1063/1.352348. URL https://doi.
org/10.1063/1.352348.
[22] S.N. Magonov, V. Elings, and M.-H. Whangbo. Phase imaging and stiffness in
tapping-mode atomic force microscopy. Surface Science, 375(2-3):L385–L391,
apr 1997. doi: 10.1016/s0039-6028(96)01591-9. URL https://doi.org/10.
1016/s0039-6028(96)01591-9.
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