Abstract: While numerous studies have been published concerning the application of a variety of system identification techniques in conjunction with vibration measurements from civil infrastructure systems, there is a paucity of publications addressing the influence of algorithm-specific control parameters that impact the correct and efficient application of the selected identification scheme. Furthermore, as dense sensor arrays become widely accessible in civil infrastructure applications, voluminous amounts of multichannel data streams are becoming available for processing, thus imposing new demands on identification procedures regarding high-dimensionality ͑in both the spatial as well as the temporal domains͒ requirements that may render some methods inapplicable if careful attention is not paid to practical implementation issues. This paper provides a comprehensive study of three time-domain identification algorithms applied in conjunction with the Natural Excitation Technique in order to extract the modal parameters of a newly constructed long-span bridge that was monitored, in its virgin state, over a relatively long period of time with a state-of-the-art dense sensor array. The three methods used are: the eigensystem realization algorithm ͑ERA͒, the ERA with data correlations, and the least squares algorithm. One of the critical issues in the mentioned algorithms, is selection of the reference degree-of-freedom ͑DOF͒. Previous experiences have shown that one cannot rely on a single reference DOF for identification of all modes. Consequently, the aforementioned identification formulations were modified to include multiple reference DOF, simultaneously, or one at a time. An autonomous algorithm was presented to distinguish the genuine structural modes from spurious noise or computational modes. Based on some parameter studies, some useful guidelines for the selection of critical user-selectable parameters are presented.
Introduction

Background and Motivation
One of the main drivers of growing interest and capabilities in the field of structural health monitoring of civil infrastructure systems is the increasing widespread availability of sensor networks that have the potential to collect vast amounts of data that were previously unavailable. Simultaneous with this increasing capability to collect data, is the parallel interest in the application of more sophisticated data processing algorithms to identify the structural parameters ͑in different formats͒ of the target infrastructure system. While numerous studies have been published concerning the application of a variety of system identification techniques in conjunction with vibration measurements from civil infrastructure systems, there is a paucity of publications addressing the influence of algorithm-specific control parameters that impact the correct and efficient application of the selected identification scheme. Furthermore, as dense sensor arrays become widely accessible in civil infrastructure applications, voluminous amounts of multichannel data streams are becoming available for processing, thus imposing new demands on identification procedures regarding high-dimensionality ͑in both the spatial as well as the temporal domains͒ requirements that may render some methods inapplicable if careful attention is not paid to practical implementation issues.
The technical literature that deals with the application of system identification techniques in conjunction with dynamic measurements is very extensive, building on previous studies in the fields of signal processing and system dynamics, with numerous applications in a variety of specialization areas encompassing the broad fields of science and engineering. Some illustrative publications focused on specific application of system identification approaches in the field of civil infrastructure systems are available in the Proceedings of the World Conferences on Structural Control and Monitoring ͑Housner et al. 1994; Kobori 1998; Casciati 2002; IASCM 2006͒ . Some representative publications that deal with identification of bridges, and especially long-span suspension ones, are available in the works of Farrar and James ͑1997͒, Farrar and Jauregui ͑1998͒, Qin et While there have been many applications of system identification techniques in conjunction with structural dynamic measurements from bridge structures, the number of sensors used in the reported studies relied on sensor networks that were deployed before the wide availability of dense sensor networks. Furthermore, while various investigators have applied some promising approaches, both in the time domain as well as the frequency domain to available measurement sets, there are currently few available publications that compare the capabilities of promising identification approaches when applied to large data sets obtained from dense sensor arrays deployed on long-span suspension bridges.
Furthermore, while the structural health monitoring community has been applying some powerful identification techniques to identify the modal characteristics of systems with large numbers of degrees of freedom, the influence of the many algorithmspecific control parameters that the user must select before correctly and efficiently implementing the identification procedures has not received much attention.
With the above in mind, this paper is focused on establishing and validating some practical guidelines to assist in the application of several widely used time-domain identification schemes ͑that originally evolved in the aerospace field͒ that have been in use for a considerable amount of time, but whose application requires the selection of several control parameters that have significant influence on the computational efficiency and the reliable estimation of pertinent structural parameters.
Specifically, the class of problems of interest in this study corresponds to extended civil structures ͑such as long suspension bridges͒ provided with dense sensor arrays to capture highprecision acceleration measurements over a very long observation period caused by ambient conditions as well as by applied dynamic loads.
Scope
This study is concerned with the full-scale dynamic testing which was recently performed by the writers on the New Carquinez Bridge ͑also known as Alfred Zampa Memorial Bridge͒ located in the vicinity of San Francisco. The New Carquinez Bridge is a new suspension bridge that was completed in November 2003. This dynamic testing was the first of its type to be performed on this bridge prior to its opening for traffic. The response of the bridge was measured by utilizing 64 accelerometers which constituted the field instrumentation of NEES at UCLA Network of Earthquake Engineering Simulation ͑NEES͒ site.
The NEES at UCLA site has a state-of-the-art mobile laboratory, which can be utilized in performing full-scale structural system testing. The use of this equipment made it possible to develop a detailed testing matrix, which combined forced and ambient vibration tests. Utilizing this mobile laboratory, the dynamical characteristics of the bridge were obtained.
A companion paper by the authors ͑Conte et al. 2006͒ described the instrumentation, data acquisition, vehicle-induced impact tests, and the ambient vibration tests conducted on the subject bridge in detail. In the aforementioned paper, the authors presented a study of the modal parameter estimation of the bridge using a stochastic subspace identification technique. The present study complements the results of the previous paper by providing a comprehensive study of three time-domain identification algorithms in conjunction with the Natural Excitation Technique ͑NExT͒. The three methods are as follows: the eigensystem realization algorithm ͑ERA͒, the ERA with data correlations ͑ERA/ DC͒, and the least squares algorithm ͑LS͒. Both forced-vibration and ambient vibration measurements, obtained over a relatively long period of time, were measured and analyzed in order to conduct the present study. "New Carquinez Bridge: Characteristics and Test Description" describes the bridge characteristics, its test setup, and the deployment of the instrumentations; "Formulation of Time-Domain Modal Parameter Identification Techniques" discusses the formulation of the time-domain modal parameter identification techniques including the NExT, ERA, ERA/DC, and the LS algorithms. "Implementation and Results" discusses the implementation, results, and some parameter studies over critical userselectable parameters, and "Summary and Conclusions" gives the conclusions of this study.
New Carquinez Bridge: Characteristics and Test Description
The New Carquinez Bridge is located 32 km northeast of San Francisco and it carries highway I-80 across the Sacramento River. The bridge, which spans the Carquinez Strait, is located within a few miles of several active faults. The bridge was opened for traffic in November, 2003. The full-scale dynamic test reported herein was performed prior to opening the bridge for traffic.
Long-span bridges have not been built in the United States for the past 36 years, since the Verrazano Narrows Bridge was opened for traffic back in 1964. The New Carquinez long-span suspension bridge with the main span length of 728 m ͑2,390 ft͒ and the side span length of 147 and 181 m ͑482 and 593 ft͒, and the concrete towers 125 m ͑410 ft͒ above the water level, has many first recognitions. It is the first orthotropic steel box girder suspension bridge to ever be built in the United States. It is the first bridge in the United States located in a potentially high seismic risk area, and the first bridge in high seismic area with concrete towers. Fig. 1 shows an overview of the bridge and its overall dimensions.
The bridge was instrumented with 34 uniaxial and ten triaxial EpiSensor force-balance accelerometers. The accelerometers were installed at selected locations as shown in Fig. 2 , which included 14 and 11 stations along the west and east sides of the bridge deck, respectively. A total of 64 accelerometers at 25 locations ͑25 in the vertical, 25 in the transverse, and 14 in the longitudinal direction͒ were used in this study. These accelerometers are characterized by a frequency bandwidth from DC to 200 Hz, a large amplitude range ͑user scalable from Ϯ0.25g to Ϯ4.0g͒, and a wide dynamic range of 155 dB. These sensors were utilized in order to measure the relatively low-amplitude, free, and forcedvibration responses.
The data were recorded from the ambient vibration for several hours. In addition, artificial excitations were also used to excite the higher bridge modes. To this end, two heavy loaded trucks and speed bumps were used. The trucks were driven from one side of the bridge to the other side, and passed over some triangular-shaped steel ramps on their way, and as a result impacttype excitation was generated, which is ideal for exciting higher modes. Different scenarios for bumper locations and relative truck directions and speeds were utilized. For a detailed description of the bridge, its instrumentation, and data acquisition, the reader is referred to a companion paper by the authors ͑Conte et al. He et al. 2005 .
Formulation of Time-Domain Modal Parameter Identification Techniques
This section deals with the basic formation of some of the leading time-domain system identification approaches that are commonly being applied in the structural health monitoring field: the NExT technique, ERA, ERA/DC, and the LS algorithms.
NExT Technique
Providing measurable and dominant excitations ͑using hammer or shaker͒ for civil infrastructures such as bridges and buildings, is very difficult, costly, and in some cases infeasible. On the other hand, ambient excitation ͑from wind, traffic, ground motion, etc.͒ is always available; however, its source is usually immeasurable. These facts show the importance of output-only modal parameter identification methods. The NExT technique introduced by James et al. ͑1993, 1996͒, has been successfully used for identification of structures based on output-only information ͑Caicedo et al. 2004͒ . Here we briefly explain the main ideas of the technique.
Consider the forced vibration of an n degree-of-freedom ͑DOF͒ linear, time-invariant system where motion is governed by the following equation of motion:
where x͑t͒ and f͑t͒ = n ϫ 1 displacement and external excitation vectors, respectively; and M, D, and K = n ϫ n mass, damping, and stiffness matrices, respectively. The basic idea behind the NExT method is that the crosscorrelation function between the response vector and the response of a selected reference DOF satisfies the homogeneous equation of motion, provided that the excitation and responses are weakly stationary random processes, which is normally the case for ambient vibration. Eq. ͑1͒ can be rewritten as
where X, Ẋ , Ẍ , and F = displacement, velocity, acceleration, and excitation stochastic vector processes, respectively, and E͓.͔ denotes the expectation operator. Considering the definition of the correlation function R͑.͒, one can rewrite Eq. ͑2͒ as
Since the excitation and the system responses are weakly stationary random processes, they are uncorrelated, thus rendering R X ref F ͑͒ = 0. On the other hand, it can be proven that ͑Bendat and Piersol 2000͒
Using the above mentioned results, Eq. ͑3͒ can be rewritten as
Eq. ͑6͒ signifies that the cross-correlation function between the displacement process vector and the displacement of a reference DOF, satisfies the homogeneous ͑or free vibration͒ equation of motion. It can be similarly shown that the acceleration crosscorrelation function also satisfies the homogeneous ͑or free vibration͒ equation of motion
Previous experience has shown that one cannot rely on a single reference DOF for identification of all modes ͑Nayeri et al. reference DOFs. With this in mind, we are going to formulate herein the identification algorithm for using multiple DOFs as the reference.
The importance of Eq. ͑7͒ is that: ͑1͒ the stationary random excitation ͑ambient noise͒ is eliminated from the equation of motion; and ͑2͒ only the acceleration records are needed to implement the identification technique. Once the homogeneous equation of motion Eq. ͑7͒ is formed using the NExT technique, ERA, ERA/DC, or LS can be used to extract the modal parameters of the homogeneous model.
ERA and ERA/DC Methods
Juang and Pappa ͑1985, 1986͒ proposed an ERA for modal parameter identification and model reduction of linear dynamical systems. In a later study ͑Juang et al. 1988͒ the algorithm was modified by proposing the ERA with data correlations ͑ERA/DC͒. ERA/DC reduces bias errors due to noise corruption without the need for large model overspecification. Here, we briefly present the fundamental principles of the ERA and ERA/DC algorithms. The first fundamental step is to form the n͑r +1͒ ϫ m͑p +1͒ Hankel block data matrix as follows:
where n and m = number of measurement stations, and reference DOFs, respectively; r and p = integers corresponding to the number of block rows and columns, respectively; Y͑k͒ = n ϫ m matrix of the cross-correlation functions which satisfies the homogeneous equation of motion ͓Eqs. ͑6͒ and ͑7͔͒, and can be written as
Originally, y i,j ͑k͒ was meant to be the impulse response of the ith DOF, at time step k, due to an impulse at the jth DOF. Here, since the impulse responses are not available, they are replaced by the cross-correlation function R Ẍ ref Ẍ ͑k͒ of DOF i, at time step k, due to the selection of reference DOF j. The formulation represented by Eq. ͑9͒, enables one to use multiple reference DOFs simultaneously. A similar approach for simultaneous use of multiple reference DOFs can be found in the work of He et al. ͑2006͒.
The ERA process starts with factorization of the Hankel block data matrix, for k = 1, using singular value decomposition ͑SVD͒
where D = diagonal matrix of monotonically nonincreasing singular values; and D 1 = N ϫ N͑N ഛ p͒ diagonal matrix formed by truncating the relatively small singular values, where N = final system order. It is worth noting that selection of the final model order its not a trivial task. In the next section, an algorithm for automatic selection of the final model order is presented.
P 1 and Q 1 are n͑r +1͒ ϫ N, and m͑p +1͒ ϫ N matrices, that include the first N columns of the original P and Q matrices, respectively. The discrete-time state-space realization matrices for the structural model can be estimated ͑Juang and Pappa 1985͒ as
where E m T = ͓I 0͔, and its size is determined accordingly. The control influence matrix cannot be estimated using the output-only information. The estimated discrete-time realization, needs to be transformed to the continuous-time domain format. To this end, let us consider the eigenvalue problem for Â
͑13͒
where ⌳ and ⌿ = eigenvalue and eigenvector matrices, respectively. The natural frequencies, i , damping ratios, i , and the mode shapes, ⌽ i , of the continuous-time structural model can be found as follows:
where
where ⌬t = sampling period of data records. In order to reduce the bias error due to noise corruption in the measurements an alternative form of the ERA named ERA/DC was developed ͑Juang et al. 1988͒. Lew et al. ͑1993͒ presented a comparison of four system identification algorithms including ERA and ERA/DC for a benchmark problem at the NASA Langley research center. The study showed that for the example considered, ERA/DC gives the best results; that ERA/DC is always at least as good as ERA, and can be shown to be a especial case of ERA.
To present the ERA/DC, in a concise form, let's define the block correlation matrix R hh ͑k͒ as
A block correlation Hankel matrix, H͑k͒, can be formed as
where = integer chosen to prevent significant overlap of adjacent R hh blocks, and the integers ␣ and ␤ define how many correlation lags are included in the analysis ͑Juang et al. 1988͒. Similarly to ERA, the first step in the processing is the singular value decomposition of H͑0͒
The rest of the procedure is exactly the same as what was explained for the ERA method.
Since the singular value decomposition is the most timeconsuming step in both the ERA and ERA/DC methods, it is worthwhile to compare the computational burden of ERA and ERA/DC. The size of Hankel matrix, H͑0͒, used in ERA, is n͑r +1͒ ϫ m͑p +1͒, whereas the size of the block correlation Hankel matrix, H͑0͒, used in ERA/DC, is ͑1+␣͒n͑r +1͒ ϫ ͑1 + ␤͒n͑r +1͒. Therefore, for the case where the number of block columns p is much larger than the number of rows r, H͑0͒ would be smaller in size than H͑0͒, assuming both ␣ and ␤ are small. Consequently, unlike ERA, in ERA/DC, one can increase the number of columns in the Hankel matrix, to include more data points, without increasing the dimension of the singular value decomposition matrix ͑Lew et al. 1993͒. This computational advantage becomes crucial when a long record of data for a large number of channels are available ͑as is the case in the class of problems under consideration in this study͒.
One issue in the above mentioned algorithms is choosing the right values for the user-selectable parameters. Experience with experimental data has shown that the results fluctuate with the changes in the algorithm parameters. In ERA, the user needs to select the number of rows and columns in the Hankel matrix. In addition, in ERA/DC, the user should also select , ␣, and ␤. In this paper, some useful guidelines for the proper selection of the parameters mentioned will be presented.
Influence of SVD Matrix Size in ERA and ERA/DC Methods
The smaller dimension of the SVD matrix ͑in this study, the row dimension͒, is an indication of the initial model order ͑Cooper and Wright 1992͒. The model order is twice the number of modes to be identified. Consequently, for the identification of M modes, the model order needs to be at least 2M. However, in practice, when noise is present, the initial model order needs to be overspecified. As a rule of thumb, the initial model order should be selected to be more than ten times the true model order ͑20 times the expected number of modes, M͒. Therefore, in the ERA method, the number of the Hankel matrix block rows ͑r +1͒, can be determined from the following inequality:
where n and M = number of measurement stations and expected number of modes, respectively. Typically, the number of modes of interest cannot be greater than the number of measurement stations. Unlike ERA, the ERA/DC method requires less initial model overspecification ͑Juang et al. 1988͒. However, some model overspecification in the presence of noise is preferable ͑Cooper and Wright 1992͒. Consequently, in ERA/DC, with more than four times initial overspecification, one can select r and ␣ based on the following inequality:
One simple choice is to select r = 0, so that H becomes a row of block matrices, and then select ␣ based on Eq. ͑20͒. The greater dimension of the SVD matrix ͑here, the number of columns͒ is an indication of the number of data points to be included in the identification process ͑Cooper and Wright 1992͒. This dimension must be selected such that the significant part of the correlation time history ͑typically more than half of the available cross-correlation data points͒ is included in the analysis. The number of SVD matrix block columns, in both ERA and ERA/DC, can be computed based on Eqs. ͑21͒ and ͑22͒, respectively
where N p = number of data points; and p = number of block columns in the Hankel matrix. For simplicity, may be chosen to be one. As mentioned before, unlike the ERA case, p has no effect on the size of the SVD matrix in ERA/DC. One can use this computational advantage of ERA/DC, and increase p to include all available data points, and then define ␤ from Eq. ͑22͒. This fact, along with the fact that ERA/DC requires less initial model overspecification, can make it computationally much faster than ERA, especially for large scale problems. It must be noted that, since the second half of the correlation time history in one frame is the mirror of the first half, the maximum available data points for processing are equal to half of the window size.
LS Method
The leat-squares time-domain method ͑LS͒ used in this study is based on the methodology introduced by Masri et al. ͑1987a ,b͒, for the identification of general nonlinear vibrating structures; however, in this study, we consider a linearized version of the method. The homogeneous equation of motion ͓Eq. ͑7͔͒ can be rewritten as
. . ,N r , and k =1,2, ... ,N t . It is assumed that N r reference DOFs and N t data points have been selected for the identification. It is worth noting that dimension of 1 A, and 2 A is n ϫ n, where n = number of measurement stations.
Let the response vector r ref͑j͒ ͑k͒ of order 2n be defined as
Let ͗ j A i ͘ = ith row of a generic matrix j A, and introduce the parameter vector ␣ i of order 2n
Introducing matrices ⌽ ref͑j͒ and b ref͑j͒
and using the notation above, the equations of motion for each single selection of the ref͑j͒ can be expressed concisely as
where b ref͑j͒ ͑i͒ = ith column of b ref͑j͒ . One can extend the formulation for the multiple reference case as
Least-squares procedure can then be used to solve for all the system parameters that constitute the entries in ␣ i
where the superscript † denotes the pseudoinverse. Once the unknown vector ␣ i is identified, one can extract the rows of M −1 K, and M −1 D. Continuous-time state-space realization matrices ͑A , C͒ can then be formed as
The structural modal parameters are estimated from eigenvalues ͑ i Ϯ j⍀ i ͒ and eigenvectors ͑⌿ i ͒ of A based on Eq. ͑14͒.
Since we do not have any control on the model order in this approach, the number of identified modes is necessarily equal to the number of measurement DOFs, n. However, in practice, not all n modes obtained using this approach are valid structural modes due to noise, nonlinearity, etc. Consequently, the actual number of modes contributing to the system's response might be much smaller than the number of measurement DOFs. In the next section, an "autonomous" algorithm is presented to distinguish the fictitious noise modes from genuine structural modes, based on selected accuracy indicators.
Autonomous Selection of Final Set of Modal Parameters Using Mode Condensation Algorithm
As mentioned earlier, in order to reduce the bias error due to noise, the initial model order needs to be overspecified. Consequently, some spurious computational or noise modes will appear in the identification results which do not represent the physical behavior of the structure. The question requiring an answer is: what is the true model order?; in other words, how can one extract the final set of modal parameters from a combination of the identified genuine and spurious modes? Answering this question is not trivial, especially when we are dealing with experimental ͑as opposed to synthetic͒ data. Previous experience with experimental data has shown that the results fluctuate to some degree with the changes in the final model order. On the other hand, the optimum selection of the model order differs from mode to mode, especially, for the identification of weakly excited modes, where higher model order is usually required ͑Pappa and Elliott 1993͒.
As previously mentioned, the final model order is equivalent to the number of singular values ͑SVs͒ retained in the SVD process. Theoretically, the true model order can be estimated by inspecting the SVs. When there is a relatively large gap between two successive SVs, the relatively small ͑close to zero͒ SVs after the gap must be eliminated and the number of the SVs before the gap determines the final model order. In practice, however, it is very hard to find the mentioned "gap"; consequently that method cannot be relied on.
One way to achieve this goal ͑selection of the final model order, and elimination of the spurious noise modes͒ is to use a so-called stabilization diagram ͑Peeters and Roeck 2001͒. Such a diagram shows the evolution of modal parameters as a function of the final model order ͑twice the assumed number of modes͒. The genuine structural modes stabilize through the process, but the spurious modes will not stabilize at all. Pappa et al. ͑1998͒ introduced a more automated algorithm which not only eliminates the spurious modes, but also converges to the best set of genuine modes ͑with the highest confidence level͒. To determine the confidence level for each mode, an accuracy indicator known as the consistent mode indicator ͑CMI͒ for each mode i, is defined as follows:
where extended modal amplitude coherence ͑EMAC͒ = number between 0 and 1, which quantifies the consistency of each identified mode through time. A noise mode is not consistent through time and its EMAC value is close to zero. Modal phase collinearity ͑MPC͒ is also a number between 0 and 1, which quantifies the monophase behavior of each identified mode. For a classical normal mode, the components of the identified complex mode shape are collinear ͑monophase͒ in the complex plane, hence the corresponding MPC is close to one. For a detailed mathematical de-scription of EMAC and MPC, the reader is referred to the work of Pappa and Elliott ͑1993͒. Roughly speaking, CMI values greater than 80% indicate a high confidence in the modal identification results ͑Pappa and Elliott 1993͒. Spurious computational and noise modes have CMI values close to zero. In this study, the mode condensation algorithm ͑Pappa et al. 1998͒ was generalized not only for the autonomous selection of the final model order, but also the application of multiple reference DOFs, one at a time. In this way, there are two main iteration loops; the outer loop changes the reference DOF, and the inner loop changes the model order for each choice of the reference DOF. Consequently, the autonomous selection of the model order and the application of multiple references ͑one at a time͒ are being done using the same algorithm. In the thresholding procedure, the spurious noise modes are eliminated and then the resulting genuine modes are classified and consolidated with the existing set of modal parameters from the previous step. The flowchart of the algorithm main steps is shown in Fig. 3 . This algorithm can also be very useful when we are dealing with multiple data sets for the same structure. In the algorithm, the modal assurance criterion ͑MAC͒, is used to quantify the correlation between complex mode shapes. The MAC value between two mode shapes ⌽ i , and ⌽ j , is defined as
where the superscript H denotes the Hermitian of a matrix. The MAC value range is between 0 and 1; 0 for orthogonal and 1 for identical mode shapes. The same algorithm ͑Fig. 3͒ can be implemented for the NExT/LS method. However, since EMAC is specifically designed for ERA ͑ERA/DC͒, an alternative accuracy indicator is needed. To this end, CMI i is defined as
where MCF i = modal confidence factor ͑Ibrahim 1978͒ for mode i identified using NExT/LS, and is calculated as follows. Suppose that the state matrix identified using NExT/LS is a 2n ϫ 2n matrix A. Let the time history ͑displacement, velocity, and acceleration͒ of the DOF j be delayed in time for seconds, where is ten times the sampling period, by default. Then, the new state matrix Ã is identified for the delayed system. It can be shown that for a noise-free system, the eigenvalues of A and Ã ͑ and , respectively͒ are identical, and the eigenvectors of A and Ã ͑ and , respectively͒ have the following relationship:
where The MCF's definition in this study is slightly different than it is in Ibrahim ͑1978͒. Here, the MCF for each mode i is calculated by comparing the estimated and identified mode shapes of the delayed systems using the MAC as follows:
This procedure can be easily expanded for computing the MCF by delaying multiple measurement DOFs simultaneously.
Implementation and Results
This section reports the results of the application of the algorithms under discussion to the New Carquinez Bridge ͑NCB͒. As previously mentioned, the NCB was instrumented with 64 accelerometers at 25 locations; 25 in the vertical, 25 in the transverse, and 14 in the longitudinal direction. Data were recorded at the sampling rate of 200 Hz. Two sets of recorded data were collected, one for ambient vibration and the other one for the forced vibration using loaded trucks, for a total record length of about 4 h. Using the algorithm in Fig. 3 , the identification results for these two sets are consolidated into one final set. It should be noted that the vertical acceleration response at station 5SE ͑see Fig. 2͒ was not recorded properly, and consequently was not considered in the analysis. To implement the identification methodologies under discussion, the first step is to compute the cross-correlation functions ͑CCF͒ between the response of the preselected reference DOF ͑or DOFs͒ and the response of all available DOFs. As mentioned earlier, one cannot rely on just one single reference DOF to reliably identify all modes. One single reference that is a proper selection for some modes, might not be proper for other modes. For this reason, it is recommended to use multiple reference DOFs, as opposed to a single reference DOF. There are two ways for implementing multiple references: ͑1͒ simultaneously; and ͑2͒ one at a time. Simultaneous implementation of multiple references can be done efficiently using the formulation presented in Eqs. ͑9͒ and ͑29͒ for the NExT/ERA ͑ERA/DC͒ and NExT/LS methods, respectively. However, using many references at a time may cause some computer memory ͑storage͒ problems. ThereIdentify mode shapes, natural frequencies, damping factors, and their corresponding accuracy indicators (CMI) for the new set k+1, using NExT/ERA, NExT/ERA-DC, or NExT/LS.
Eliminate modes with CMI<0.70, or damping factor<0, or damping factor>0.30, or frequency=0 (rigid body modes).
Add mode i in set k to set k+1 as a new mode.
No
For those modes in set k+1 (m modes) which are within 20% in frequency of mode i in set k, compute the MAC value.
Replace mode j in set k+1 with mode i in set k.
Yes
Change the final model order (twice the assumed number of modes), and/or the reference DOFs, and/or data sets, then repeat until convergence.
Iteration k+1
For each mode in the old set k, compare its frequency ( ) with the frequencies of all modes in the new set ( ).
For those modes in set k+1 which are within 20% in frequency of mode i in set k, and their corresponding MAC values are greater than 0.7, select the mode in set k+1 with the highest MAC value ( ), then compare and . fore, it is recommended to use multiple references, but one at a time, and then consolidate the resulting modal parameters from different sets into a single set using the algorithm shown in Fig. 3 . In this way, one can virtually use all available DOFs ͑or as many of them as reasonable͒ as the reference, without worrying about the memory restrictions. This method is precisely what we used in this study. It is worth noting that, since the spurious noise modes are eliminated in the thresholding procedure, one should not worry about the selection of the reference DOFs. At the end, the algorithm will converge to the best set of genuine modes ͑with the highest possible confidence level͒. The CCF can be estimated by the inverse Fourier transform of the cross-power-spectral density ͑CPSD͒, where the CPSD is computed directly from the data. Random errors associated with the CPSD can be minimized by windowing and averaging. To implement the NExT/LS method, we also need the velocity and displacement time histories for all measurement stations. To this end, the acceleration records need to be integrated numerically. Windowing, detrending, and band-pass filtering is required for that process. Since the frequency range of interest is less than 5 Hz, the data ͑after integration͒ were down-sampled to 20 Hz.
Influence of Data Window Size and Size of SVD Matrix
As mentioned earlier, there are some algorithmic parameters that must be selected based on the user's judgment. The window size required for the computation of the CPSD is one of those parameters. In a previous study on the finite-element model of the IASC-ASCE benchmark problem, Caicedo et al. ͑2004͒ concluded ͑on the basis of synthetic data͒ that the NExT/ERA results are not sensitive to the window size used in the computation of the CPSD. However, it may not be true in general, especially when one deals with experimental data. Generally speaking, the window size must be selected based on two factors: ͑1͒ how fast the system response is; and ͑2͒ how long the record length is. The 42 Note: For all cases: window size and overlap= 409.6 s and 75%, respectively, and all available DOFs are used as the reference. For ERA/DC: r =0, ␣ = 10, ␤ = 70, and p =2/ 3 of the available data points. For ERA: r = 25, and p =2/ 3 of the available data points ͑MPC= modal phase collinearity; CMI= consistent mode indicator͒. lower limit of the window size is determined by the system's fundamental period. Based on experience, the window size should be large enough to include at least 50 periods of the fundamental mode. On the other hand, the upper limit is determined by the record length. If the window size is very large compared to the record length, it will result in less statistical averaging, and consequently more noisy correlation time histories.
To confirm the above mentioned statement, a parameter study of the influence of the window size was performed. To this end, the NExT/ERA method was implemented for a Hamming window with different sizes, ranging from T 1 to 75T 1 , while the other user-selectable parameters were kept unchanged. T 1 is the first natural period of the system, whose value for the NCB is approximately 6 s. The results of the parameter study for the NCB data set are shown in Fig. 4 .
The plots in Fig. 4 show the influence of the data window size on the identified natural frequencies, and the first two modal ratios of critical damping. It is clear from Fig. 4 that the results are sensitive, to some degree, to the changes in the window size. However, no further significant changes are observed, when the window size is increased beyond 50T 1 . Figs. 4͑b and c͒ show the effect of the window size on the identified modal damping for the first two modes. It is worth noting that, although the natural frequency of the first two modes converged to their final value for a window size greater than 10T 1 , the modal damping did not converge until the window size increased to 25T 1 . Overall, the window size of about 50T 1 would be an appropriate choice for both the natural frequencies and modal damping values. Another important user-selectable parameter is the smaller dimension of the SVD matrix, which is equivalent to the number of block rows in the H and H matrices for ERA and ERA/DC, respectively. Once the number of block rows is selected, the number of block columns is determined based on the available data points ͑N p ͒ using Eqs. ͑21͒ and ͑22͒. As discussed earlier, the smaller dimension of the SVD matrix ͑here the number of rows͒ is an indication of the model order. However, the final model order is not known a pri- ori, and the initial model order needs to be overspecified, to some degree, in order to reduce the bias error due to noise. In the previous section, some guidelines were presented to determine the degree of the initial model order overspecification for both ERA and ERA/DC ͓see Eqs. ͑19͒ and ͑20͔͒. To verify the aforementioned guidelines in conjunction with the NCB experimental data, a parameter study was performed. Figs. 5 and 6 show the effect of increasing the number of SVD matrix block rows on the NCB identification results for the NExT/ERA and NExT/ERA-DC methods, respectively. From Fig. 5 , it is clear that there are no significant changes in the identified natural frequencies and damping factors for ͑r +1͒ Ͼ 20, which confirms the validity of Eq. ͑19͒, assuming M = n. Relatively small fluctuations in the corresponding damping factors can be neglected, keeping in mind that damping estimation is always less accurate than the frequency estimation. As expected, the initial model order required for the ERA/DC is much lower, compared to the ERA. Fig. 6 shows that, for the same data set, ERA/DC results ͑frequency and damping͒ converged to their final value for a much smaller number of block rows ͓͑␣ +1͒ Ͼ 9͔͒. However, for the third mode, it requires higher initial model order. The reason is due to the fact that the second and third modes are very closely spaced in frequency. Since ERA/DC requires a lower initial model order ͑smaller number of rows͒, its SVD matrix will be smaller in size, and consequently its computation is faster. It is worth noting that the overspecified model order is finally reduced to its true value using the algorithm shown in Fig. 3 . Tables 1 and 2 between the identified mode shapes using the modal assurance criterion. In the aforementioned tables, high CMI values show high confidence ͑for CMIϾ 80%͒ or extremely high confidence ͑for CMIϾ 99%͒ in the identification results. On the other hand, high MPC values for the identified mode shapes indicate the monophase behavior of the mode shapes' complex components; in another words, it indicates that the identified modes can be considered as classical ͑proportionally damped͒ normal modes. It is observed from Table 2 that while the least-squares approach results match the results of the other two methods for most of the dominant modes, there are several modes that are not detected, and for several of the identified modes, the LS identification resulted in relatively low values for the MPC and CMI indices. Fig. 7 shows the correlation ͑MAC value͒ between the mode shapes identified using NExT/ERA, NExT/ERA-DC, and NExT/LS methods. In this plot, the size of each rectangle is proportional to the MAC value of the corresponding mode pairs. For MAC values greater than 0.7, the corresponding rectangles are darkened, which indicate high correlation.
Results and Comparison
From Tables 1 and 2 and Fig. 7 one can observe that, for the majority of modes, there is very good agreement between the identification results of the three presented methods, especially between NExT/ERA and NExT/ERA-DC results. However, there are some modes that did not show up in the NExT/LS results. On the other hand, the modal damping values identified using different methods are occasionally significantly different. The main reason is that, typically the identified modal damping values are not as accurate as the corresponding identified modal frequencies. However, for the NCB, the modal damping values obtained by the methods presented are all positive and within a reasonable range.
As mentioned earlier, in a companion paper Conte et al. ͑2006͒ used the stochastic subspace identification ͑SSI͒ method to extract the modal parameters of the bridge under discussion. Table 3 compares their modal identification results with the results of this study. Form this table, one can clearly observe that, for the majority of modes, there is good agreement between the results of these two independent studies. Fig. 8͑a -c͒ shows the final identified mode shapes and their corresponding frequencies. Since the mode shapes are typically complex, they are also plotted in the polar plane ͑figures on the left-hand side͒, where each arrow in the polar plane represents a complex component of the mode shape vector.
Summary and Conclusions
In this study, three time-domain techniques were considered for the modal parameter identification of the New Carquinez Bridge, a modern long suspension bridge, based on ambient and forced vibration measurements collected before this new bridge was opened for traffic. These three methods are: the ERA, the ERA/ DC, and the LS algorithm. In order to implement these methods using output-only information, the NExT was first used to convert the nonhomogeneous equation of motion to a homogeneous one. An autonomous algorithm was presented to distinguish the genuine structural modes from spurious noise or computational modes. One important issue in the NExT technique is the selection of a proper reference DOF. Since the optimum accuracy for different modes occurs for different choices of the reference DOFs, it is preferable to use multiple references as opposed to a single reference. Identification formulations were modified to include many reference points simultaneously, or one at a time.
The study shows that the ERA/DC method requires less initial model overspecification in the presence of noise, and it can be computationally faster than the ERA. Another issue in the implementation of the mentioned techniques in real experimental applications is choosing the right values for user-selectable parameters. Some useful guidelines for the selection of critical parameters were presented. To verify those guidelines, some parameter studies were performed.
Comparison of the identification results showed that, for the majority of modes, there is a very good agreement between the identification results of the three methods presented, especially between the NExT/ERA and NExT/ERA-DC results. However, there are some modes that did not show up in the NExT/LS results. The very good agreement between the results of this study and stochastic subspace identification results in a separate study by another group of researchers using the same data set under discussion is an indication of the reliability and robustness of these methods. On the other hand, the modal damping values identified using different methods are occasionally significantly different, which can be explained by the well-known fact that modal damping estimation is always crude and not as accurate as the modal frequency estimation.
The effects of various control parameters on the stability of the identification results were evaluated, and it was found that, when the methods are used in accordance with the guidelines established in this paper, the identification results are quite robust. It was shown that these identification techniques are capable of being used for reliable estimation purposes in structural health monitoring schemes, and in calibrating and validating the finiteelement models.
