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Abstract
In many high-throughput experimental de-
sign settings, such as those common in bio-
chemical engineering, batched queries are
more cost effective than one-by-one sequen-
tial queries. Furthermore, it is often not
possible to directly choose items to query.
Instead, the experimenter specifies a set of
constraints that generates a library of pos-
sible items, which are then selected stochas-
tically. Motivated by these considerations,
we investigate Batched Stochastic Bayesian
Optimization (BSBO), a novel Bayesian opti-
mization scheme for choosing the constraints
in order to guide exploration towards items
with greater utility. We focus on site-
saturation mutagenesis, a prototypical set-
ting of BSBO in biochemical engineering, and
propose a natural objective function for this
problem. Importantly, we show that our ob-
jective function can be efficiently decomposed
as a difference of submodular functions (DS),
which allows us to employ DS optimization
tools to greedily identify sets of constraints
that increase the likelihood of finding items
with high utility. Our experimental results
show that our algorithm outperforms com-
mon heuristics on both synthetic and two real
protein datasets.
1 Introduction
Bayesian optimization is a popular technique for op-
timizing black-box objective functions, with applica-
tions in (sequential) experimental design, parameter
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Figure 1: Data-driven site-saturation mutagenesis. (1)
Machine learning model for predicting certain pro-
tein properties; (2) site-saturation library design; (3)
synthesize protein sequences according to the site-
saturation libraries; (4) randomly sample proteins for
sequencing; (5) sequence and measure the properties
of the sampled proteins.
tuning, recommender systems and more. In the classi-
cal setting, Bayesian optimization techniques assume
that items can be directly queried at each iteration.
However, in many real-world applications such as those
in biochemical engineering, direct querying is not pos-
sible: instead, a (constrained) library of items is spec-
ified, and then batches of items from the library are
stochastically queried.
As a prototypical example in biochemical engineer-
ing, let us consider site-saturation mutagenesis (SSM)
(Voigt et al., 2001), a protein-engineering strategy that
mutates a small number of critical sites in a protein se-
quence (cf. Fig. 1). At each round, a combinatorial
library is designed by specifying which amino acids
are allowed at the specified sites (step (1-3)), and then
a batch of amino acid sequences from the library is
sampled with replacement (step 4). The sampled se-
quences are evaluated for their ability to perform a
desired function (step 5), such as a chemical reaction.
Ideally, at each iteration, the amino acids to be con-
sidered at each site should be chosen to maximize the
number of improved sequences expected in the stochas-
tic batch sample from the resulting library. Finding
such libraries is highly non-trivial: it requires solving a
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tial number of items. Libraries are designed by choos-
ing the allowed amino acids at each site (‘constraints’)
from the set of all amino acids at all sites. Adding al-
lowed constraints results in an exponential number of
items in the library. As mentioned above, these chal-
lenges are exacerbated due to the uncertainty from
sampling batches of queries. Thus, new optimization
schemes and algorithmic tools are needed for address-
ing such problems.
Our contribution In this paper, we investigate
Batched Stochastic Bayesian Optimization (BSBO), a
novel Bayesian optimization scheme for choosing a li-
brary design in order to guide exploration towards
items with greater utility. This scheme is unique in
that we choose a library design instead of directly
querying items, and the items are queried in stochas-
tic batches (e.g. 10-1000 items per batch). In par-
ticular, we focus on library design for site-saturation
mutagenesis, and identify a natural objective function
that evaluates the quality of a library design given
the current information about the system. We pro-
pose Online-DSOpt, an efficient online algorithm for
optimization over stochastic batches. In a nutshell,
Online-DSOpt assembles each batch by decomposing
the objective function into the difference of two sub-
modular functions (DS). This allows us to employ DS
optimization tools (e.g., Narasimhan & Bilmes (2005))
to greedily identify sets of constraints that increase
the likelihood of finding items with high utility. We
demonstrate the performance of Online-DSOpt on both
synthetic and two experimentally-generated protein
datasets, and show that our algorithm in general out-
performs conventional greedy heuristics and efficiently
finds rare, highly-improved, sequences.
2 Related Work
Bayesian optimization with Gaussian processes
Our work addresses a specific setting for Gaussian pro-
cess (GP) optimization. GPs are infinite collections
of random variables such that every finite subset of
random variables has a multivariate Gaussian distribu-
tion. A key advantage of GPs is that inference is very
efficient, which makes them one of the most popular
theoretical tools for Bayesian optimization (Ras-
mussen & Williams, 2006; Srinivas et al., 2010; Wang
et al., 2016). Notably, Srinivas et al. (2010) introduce
the Gaussian Process Upper Confidence Bound (GP-
UCB) algorithm for Bayesian Bandit optimization,
which provides bounds on the cumulative regret when
sequentially querying items. Desautels et al. (2014)
generalize this to batch queries. In contrast to our
setting, these algorithms require the ability to directly
query items, either sequentially or in batches.
GP optimization for protein engineering GP-
UCB has been used to find improved protein sequences
when sequences can be queried directly (Romero et al.,
2013; Bedbrook et al., 2017). GPs (Saito et al., 2018)
and other machine-learning methods (Wu et al., 2019)
have been used to select constraints for SSM libraries.
However, previous work relied on ad-hoc heuristics and
do not provide a general procedure for selecting con-
straints in a model-driven way.
Information-parallel learning In addition to the
bandit setting (Desautels et al., 2014), there is a large
body of literature on various machine learning settings
that exploit information-parallelism. For example, in
large-scale optimization, mini-batch/parallel training
has been extensively explored to reduce the training
time of stochastic gradient descent (Li et al., 2014;
Zinkevich et al., 2010). In batch-mode active learning
(Hoi et al., 2006; Guillory & Bilmes, 2010; Chen &
Krause, 2013), an active learner selects a set of ex-
amples to be labeled simultaneously. The motivation
behind batch active learning is that in some cases it is
more cost-effective to request labels in large batches,
rather than one-at-a-time. This setting is also referred
to as buy-in-bulk learning (Yang & Carbonell, 2013).
In addition to the simpler modeling assumption of
being able to directly issue queries, these approaches
also differ from our setting in terms of the objective:
the batch-mode active learning algorithms aim to find
a set of items that are maximally informative about
some target hypothesis (hence to maximally explore),
whereas we want to identify the best item (i.e., to
both explore and exploit).
Submodularity and DS optimization Submod-
ularity (Nemhauser et al., 1978) is a key tool for
solving many discrete optimization problems, and has
been widely recognized in recent years in theoreti-
cal computer science and machine learning. While a
growing number of previously studied problems can
be expressed as submodular minimization (Jegelka &
Bilmes, 2011) or maximization (Kempe et al., 2003;
Krause & Guestrin, 2007) problems, standard max-
imization and minimization formulations only cap-
ture a small subset of discrete optimization problems.
Narasimhan & Bilmes (2005) show that any set func-
tion q can be decomposed as the difference of two sub-
modular functions h and g. Replacing h with its mod-
ular upper bound, g with its modular lower bound, or
both reduces the problem of minimizing q to a series
of submodular minimizations, submodular maximiza-
tions, or modular minimizations, respectively, that are
guaranteed to reduce q at every iteration and to arrive
at a local minimum of q (Iyer & Bilmes, 2012). In
general, computing a DS decomposition requires ex-
ponential time. We present two polynomial-time de-
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S ✓ C
<latexit sha1_base64="A3lJwZ+FjdYPBi1D +kBeX0ljl6I=">AAADbXicbVJdb9MwFPVaPkb56kA8gZBHNbFJoUqqwSahSBN74Y0h2IeURJNj3z RWHTvYDqVEeebX8Aq/hV/BX8BpO9gHV4p0cq5PzvHNTUvBjfX9Xyud7rXrN26u3urdvnP33v3+2 oMjoypN4ZAqofRJSgwILuHQcivgpNRAilTAcTrZb/vHn0EbruRHOyshKchY8oxTYh112l+PC2JzS kT9ocGxqVIDFj7hv+x+c9of+EN/XvgqCJZggJZ1cLrW2Y6ZolUB0lJBjIkCv7RJTbTlVEDTiysDJ aETMobIQUkKMEk9v0uDNxzDcKa0e6TFc/a8oiaFMbMidSfbjOZyryX/14sqm+0mNZdlZUHShVFW CWwVbgeDGddArZg5QKjmLiumOdGEWje+Cy6WT74ubtEiwVNN9KwuuGQFKT2TE6ampult4PP2OWft T5oYr2SZC6AYl+OQVFZ5qVKTguiJUSXI0OoKkjp3kbSGzPlImFJVFESyOqZcuxGyJgqSOm7dIy4 laOx8wuHoJXzxzpYhfDHcce8JjqViEC2EHtNk6s1nGk5zbsHLuBBhKlzI9Vd+gutB0Ly+5NnaLOR NNEqiN5WW9p0mcrxUnyPOQv0L4Q/bEHHrGw0CTxPGKxMORgne9D1/Cy8+jJ2n27Pg8lZdBUejYe APg/fbg73d5catosfoGdpEAdpBe+gtOkCHiKJv6Dv6gX52fncfdZ90ny6OdlaWmofoQnWf/wFhEh yX</latexit><latexit sha1_base64="A3lJwZ+FjdYPBi1D +kBeX0ljl6I=">AAADbXicbVJdb9MwFPVaPkb56kA8gZBHNbFJoUqqwSahSBN74Y0h2IeURJNj3z RWHTvYDqVEeebX8Aq/hV/BX8BpO9gHV4p0cq5PzvHNTUvBjfX9Xyud7rXrN26u3urdvnP33v3+2 oMjoypN4ZAqofRJSgwILuHQcivgpNRAilTAcTrZb/vHn0EbruRHOyshKchY8oxTYh112l+PC2JzS kT9ocGxqVIDFj7hv+x+c9of+EN/XvgqCJZggJZ1cLrW2Y6ZolUB0lJBjIkCv7RJTbTlVEDTiysDJ aETMobIQUkKMEk9v0uDNxzDcKa0e6TFc/a8oiaFMbMidSfbjOZyryX/14sqm+0mNZdlZUHShVFW CWwVbgeDGddArZg5QKjmLiumOdGEWje+Cy6WT74ubtEiwVNN9KwuuGQFKT2TE6ampult4PP2OWft T5oYr2SZC6AYl+OQVFZ5qVKTguiJUSXI0OoKkjp3kbSGzPlImFJVFESyOqZcuxGyJgqSOm7dIy4 laOx8wuHoJXzxzpYhfDHcce8JjqViEC2EHtNk6s1nGk5zbsHLuBBhKlzI9Vd+gutB0Ly+5NnaLOR NNEqiN5WW9p0mcrxUnyPOQv0L4Q/bEHHrGw0CTxPGKxMORgne9D1/Cy8+jJ2n27Pg8lZdBUejYe APg/fbg73d5catosfoGdpEAdpBe+gtOkCHiKJv6Dv6gX52fncfdZ90ny6OdlaWmofoQnWf/wFhEh yX</latexit><latexit sha1_base64="A3lJwZ+FjdYPBi1D +kBeX0ljl6I=">AAADbXicbVJdb9MwFPVaPkb56kA8gZBHNbFJoUqqwSahSBN74Y0h2IeURJNj3z RWHTvYDqVEeebX8Aq/hV/BX8BpO9gHV4p0cq5PzvHNTUvBjfX9Xyud7rXrN26u3urdvnP33v3+2 oMjoypN4ZAqofRJSgwILuHQcivgpNRAilTAcTrZb/vHn0EbruRHOyshKchY8oxTYh112l+PC2JzS kT9ocGxqVIDFj7hv+x+c9of+EN/XvgqCJZggJZ1cLrW2Y6ZolUB0lJBjIkCv7RJTbTlVEDTiysDJ aETMobIQUkKMEk9v0uDNxzDcKa0e6TFc/a8oiaFMbMidSfbjOZyryX/14sqm+0mNZdlZUHShVFW CWwVbgeDGddArZg5QKjmLiumOdGEWje+Cy6WT74ubtEiwVNN9KwuuGQFKT2TE6ampult4PP2OWft T5oYr2SZC6AYl+OQVFZ5qVKTguiJUSXI0OoKkjp3kbSGzPlImFJVFESyOqZcuxGyJgqSOm7dIy4 laOx8wuHoJXzxzpYhfDHcce8JjqViEC2EHtNk6s1nGk5zbsHLuBBhKlzI9Vd+gutB0Ly+5NnaLOR NNEqiN5WW9p0mcrxUnyPOQv0L4Q/bEHHrGw0CTxPGKxMORgne9D1/Cy8+jJ2n27Pg8lZdBUejYe APg/fbg73d5catosfoGdpEAdpBe+gtOkCHiKJv6Dv6gX52fncfdZ90ny6OdlaWmofoQnWf/wFhEh yX</latexit><latexit sha1_base64="A3lJwZ+FjdYPBi1D +kBeX0ljl6I=">AAADbXicbVJdb9MwFPVaPkb56kA8gZBHNbFJoUqqwSahSBN74Y0h2IeURJNj3z RWHTvYDqVEeebX8Aq/hV/BX8BpO9gHV4p0cq5PzvHNTUvBjfX9Xyud7rXrN26u3urdvnP33v3+2 oMjoypN4ZAqofRJSgwILuHQcivgpNRAilTAcTrZb/vHn0EbruRHOyshKchY8oxTYh112l+PC2JzS kT9ocGxqVIDFj7hv+x+c9of+EN/XvgqCJZggJZ1cLrW2Y6ZolUB0lJBjIkCv7RJTbTlVEDTiysDJ aETMobIQUkKMEk9v0uDNxzDcKa0e6TFc/a8oiaFMbMidSfbjOZyryX/14sqm+0mNZdlZUHShVFW CWwVbgeDGddArZg5QKjmLiumOdGEWje+Cy6WT74ubtEiwVNN9KwuuGQFKT2TE6ampult4PP2OWft T5oYr2SZC6AYl+OQVFZ5qVKTguiJUSXI0OoKkjp3kbSGzPlImFJVFESyOqZcuxGyJgqSOm7dIy4 laOx8wuHoJXzxzpYhfDHcce8JjqViEC2EHtNk6s1nGk5zbsHLuBBhKlzI9Vd+gutB0Ly+5NnaLOR NNEqiN5WW9p0mcrxUnyPOQv0L4Q/bEHHrGw0CTxPGKxMORgne9D1/Cy8+jJ2n27Pg8lZdBUejYe APg/fbg73d5catosfoGdpEAdpBe+gtOkCHiKJv6Dv6gX52fncfdZ90ny6OdlaWmofoQnWf/wFhEh yX</latexit>
BQ(S, )
<latexit sha1_base64="Zeb6O3JQXbolp3FQ lCY7Uv8apXY=">AAADdnicbVLdbtMwGPVafkb56+ASCRmqig5lUVINNglFmsYNd2yCbpOSqHJsp7 Hq2JHtUEqUd+BpuIXX4E24xGm70XV8UqST8/nkHH/5koIzbTzv91arfev2nbvb9zr3Hzx89Li78 +RMy1JhOsKSS3WRIE05E3RkmOH0olAU5Qmn58n0fdM//0KVZlJ8NvOCxjmaCJYyjIylxt3XUY5Mh hGvjuvxFT6tB1f4U+3AqMjY7rjb81xvUfAm8FegB1Z1Mt5p7UdE4jKnwmCOtA59rzBxhZRhmNO6E 5WaFghP0YSGFgqUUx1Xi0vVsG8ZAlOp7CMMXLDrigrlWs/zxJ5sourNXkP+rxeWJj2MKyaK0lCB l0ZpyaGRsJkQJExRbPjcAoQVs1khzpBC2Ng5XnMxbPpteYsGcZYopOZVzgTJUeHoDBE503WnD9ft M0aavzXVTkFSG0ASJiYBKo10EimnOVJTLQsqAqNKGleZjaQUTa2PoDMs8xwJUkWYKTtCUod+XEW Ne8iEoApan8AdvqFfncutCPbcA/sew0hIQsOl0CEKzZzFTINZxgx1UsZ5kHAb8sVbL4ZVz6/fbXg 2Nkt5HQ7j8LhUwnxUSExW6jXiMtS/EJ7bhIga37DnOwoRVuqgN4zhwHO8Xbj8MLSeds/8za26Cc 6Gru+5/ul+7+hwtXHb4Bl4CQbABwfgCHwAJ2AEMPgOfoCf4FfrT/t5u99+tTza2lppnoJr1fb+Ai MYIAA=</latexit><latexit sha1_base64="Zeb6O3JQXbolp3FQ lCY7Uv8apXY=">AAADdnicbVLdbtMwGPVafkb56+ASCRmqig5lUVINNglFmsYNd2yCbpOSqHJsp7 Hq2JHtUEqUd+BpuIXX4E24xGm70XV8UqST8/nkHH/5koIzbTzv91arfev2nbvb9zr3Hzx89Li78 +RMy1JhOsKSS3WRIE05E3RkmOH0olAU5Qmn58n0fdM//0KVZlJ8NvOCxjmaCJYyjIylxt3XUY5Mh hGvjuvxFT6tB1f4U+3AqMjY7rjb81xvUfAm8FegB1Z1Mt5p7UdE4jKnwmCOtA59rzBxhZRhmNO6E 5WaFghP0YSGFgqUUx1Xi0vVsG8ZAlOp7CMMXLDrigrlWs/zxJ5sourNXkP+rxeWJj2MKyaK0lCB l0ZpyaGRsJkQJExRbPjcAoQVs1khzpBC2Ng5XnMxbPpteYsGcZYopOZVzgTJUeHoDBE503WnD9ft M0aavzXVTkFSG0ASJiYBKo10EimnOVJTLQsqAqNKGleZjaQUTa2PoDMs8xwJUkWYKTtCUod+XEW Ne8iEoApan8AdvqFfncutCPbcA/sew0hIQsOl0CEKzZzFTINZxgx1UsZ5kHAb8sVbL4ZVz6/fbXg 2Nkt5HQ7j8LhUwnxUSExW6jXiMtS/EJ7bhIga37DnOwoRVuqgN4zhwHO8Xbj8MLSeds/8za26Cc 6Gru+5/ul+7+hwtXHb4Bl4CQbABwfgCHwAJ2AEMPgOfoCf4FfrT/t5u99+tTza2lppnoJr1fb+Ai MYIAA=</latexit><latexit sha1_base64="Zeb6O3JQXbolp3FQ lCY7Uv8apXY=">AAADdnicbVLdbtMwGPVafkb56+ASCRmqig5lUVINNglFmsYNd2yCbpOSqHJsp7 Hq2JHtUEqUd+BpuIXX4E24xGm70XV8UqST8/nkHH/5koIzbTzv91arfev2nbvb9zr3Hzx89Li78 +RMy1JhOsKSS3WRIE05E3RkmOH0olAU5Qmn58n0fdM//0KVZlJ8NvOCxjmaCJYyjIylxt3XUY5Mh hGvjuvxFT6tB1f4U+3AqMjY7rjb81xvUfAm8FegB1Z1Mt5p7UdE4jKnwmCOtA59rzBxhZRhmNO6E 5WaFghP0YSGFgqUUx1Xi0vVsG8ZAlOp7CMMXLDrigrlWs/zxJ5sourNXkP+rxeWJj2MKyaK0lCB l0ZpyaGRsJkQJExRbPjcAoQVs1khzpBC2Ng5XnMxbPpteYsGcZYopOZVzgTJUeHoDBE503WnD9ft M0aavzXVTkFSG0ASJiYBKo10EimnOVJTLQsqAqNKGleZjaQUTa2PoDMs8xwJUkWYKTtCUod+XEW Ne8iEoApan8AdvqFfncutCPbcA/sew0hIQsOl0CEKzZzFTINZxgx1UsZ5kHAb8sVbL4ZVz6/fbXg 2Nkt5HQ7j8LhUwnxUSExW6jXiMtS/EJ7bhIga37DnOwoRVuqgN4zhwHO8Xbj8MLSeds/8za26Cc 6Gru+5/ul+7+hwtXHb4Bl4CQbABwfgCHwAJ2AEMPgOfoCf4FfrT/t5u99+tTza2lppnoJr1fb+Ai MYIAA=</latexit><latexit sha1_base64="Zeb6O3JQXbolp3FQ lCY7Uv8apXY=">AAADdnicbVLdbtMwGPVafkb56+ASCRmqig5lUVINNglFmsYNd2yCbpOSqHJsp7 Hq2JHtUEqUd+BpuIXX4E24xGm70XV8UqST8/nkHH/5koIzbTzv91arfev2nbvb9zr3Hzx89Li78 +RMy1JhOsKSS3WRIE05E3RkmOH0olAU5Qmn58n0fdM//0KVZlJ8NvOCxjmaCJYyjIylxt3XUY5Mh hGvjuvxFT6tB1f4U+3AqMjY7rjb81xvUfAm8FegB1Z1Mt5p7UdE4jKnwmCOtA59rzBxhZRhmNO6E 5WaFghP0YSGFgqUUx1Xi0vVsG8ZAlOp7CMMXLDrigrlWs/zxJ5sourNXkP+rxeWJj2MKyaK0lCB l0ZpyaGRsJkQJExRbPjcAoQVs1khzpBC2Ng5XnMxbPpteYsGcZYopOZVzgTJUeHoDBE503WnD9ft M0aavzXVTkFSG0ASJiYBKo10EimnOVJTLQsqAqNKGleZjaQUTa2PoDMs8xwJUkWYKTtCUod+XEW Ne8iEoApan8AdvqFfncutCPbcA/sew0hIQsOl0CEKzZzFTINZxgx1UsZ5kHAb8sVbL4ZVz6/fbXg 2Nkt5HQ7j8LhUwnxUSExW6jXiMtS/EJ7bhIga37DnOwoRVuqgN4zhwHO8Xbj8MLSeds/8za26Cc 6Gru+5/ul+7+hwtXHb4Bl4CQbABwfgCHwAJ2AEMPgOfoCf4FfrT/t5u99+tTza2lppnoJr1fb+Ai MYIAA=</latexit>
Q(S)
<latexit sha1_base64="ME6Nmi7juxTBl2Q6OndUYUi+8WM=">AAADZHicbVLtatRAFJ3u+lHX qluLIAgyGgotpCFZqi1IoOgf/9mi2xaSsExmJrvDTmbCzMR1DfFp/Kvv4wv4HE42W91uvRA4OXdOzpmbmxacaeP7vzY63Vu379zdvNe7v/Xg4aP+9uNzLUuF6RBLLtVlijTlTNChYYbTy0JRlKecXqT Td03/4jNVmknxycwLmuRoLFjGMDKWGvWfxjkyE4x4dVbv/cUf6/1R3/E9f1HwJgiWwAHLOh1tdw5jInGZU2EwR1pHgV+YpELKMMxp3YtLTQuEp2hMIwsFyqlOqsUVarhrGQIzqewjDFywq4oK5VrP89 SebELq9V5D/q8XlSY7TiomitJQgVujrOTQSNjMAxKmKDZ8bgHCitmsEE+QQtjYqV1zMWz6tb1FgzhLFVLzKmeC5Khw9QQROdN1bxeu2k8Yaf7NVLsFyWwASZgYh6g00k2lnOZITbUsqAiNKmlSTWwkpW hmfQSdYZnnSJAqxkzZEZI6CpIqbtwjJgRV0PqE3uAV/eJe7UB44B3Z9wTGQhIatUKXKDRzFzMNZxNmqJsxzsOU25AvXvsJrJygfrPm2di08joaJNHbUgnzQSExXqpXiKtQ/0L4XhMibnwjJ3AVIqzUo TNI4J7v+vuw/TC0nnbPgvWtugnOB17ge8HZoXNyvNy4TfAMvAR7IABH4AS8B6dgCDD4Br6DH+Bn53d3q7vTfdIe7WwsNTvgWnWf/wEC2hiU</latexit><latexit sha1_base64="ME6Nmi7juxTBl2Q6OndUYUi+8WM=">AAADZHicbVLtatRAFJ3u+lHX qluLIAgyGgotpCFZqi1IoOgf/9mi2xaSsExmJrvDTmbCzMR1DfFp/Kvv4wv4HE42W91uvRA4OXdOzpmbmxacaeP7vzY63Vu379zdvNe7v/Xg4aP+9uNzLUuF6RBLLtVlijTlTNChYYbTy0JRlKecXqT Td03/4jNVmknxycwLmuRoLFjGMDKWGvWfxjkyE4x4dVbv/cUf6/1R3/E9f1HwJgiWwAHLOh1tdw5jInGZU2EwR1pHgV+YpELKMMxp3YtLTQuEp2hMIwsFyqlOqsUVarhrGQIzqewjDFywq4oK5VrP89 SebELq9V5D/q8XlSY7TiomitJQgVujrOTQSNjMAxKmKDZ8bgHCitmsEE+QQtjYqV1zMWz6tb1FgzhLFVLzKmeC5Khw9QQROdN1bxeu2k8Yaf7NVLsFyWwASZgYh6g00k2lnOZITbUsqAiNKmlSTWwkpW hmfQSdYZnnSJAqxkzZEZI6CpIqbtwjJgRV0PqE3uAV/eJe7UB44B3Z9wTGQhIatUKXKDRzFzMNZxNmqJsxzsOU25AvXvsJrJygfrPm2di08joaJNHbUgnzQSExXqpXiKtQ/0L4XhMibnwjJ3AVIqzUo TNI4J7v+vuw/TC0nnbPgvWtugnOB17ge8HZoXNyvNy4TfAMvAR7IABH4AS8B6dgCDD4Br6DH+Bn53d3q7vTfdIe7WwsNTvgWnWf/wEC2hiU</latexit><latexit sha1_base64="ME6Nmi7juxTBl2Q6OndUYUi+8WM=">AAADZHicbVLtatRAFJ3u+lHX qluLIAgyGgotpCFZqi1IoOgf/9mi2xaSsExmJrvDTmbCzMR1DfFp/Kvv4wv4HE42W91uvRA4OXdOzpmbmxacaeP7vzY63Vu379zdvNe7v/Xg4aP+9uNzLUuF6RBLLtVlijTlTNChYYbTy0JRlKecXqT Td03/4jNVmknxycwLmuRoLFjGMDKWGvWfxjkyE4x4dVbv/cUf6/1R3/E9f1HwJgiWwAHLOh1tdw5jInGZU2EwR1pHgV+YpELKMMxp3YtLTQuEp2hMIwsFyqlOqsUVarhrGQIzqewjDFywq4oK5VrP89 SebELq9V5D/q8XlSY7TiomitJQgVujrOTQSNjMAxKmKDZ8bgHCitmsEE+QQtjYqV1zMWz6tb1FgzhLFVLzKmeC5Khw9QQROdN1bxeu2k8Yaf7NVLsFyWwASZgYh6g00k2lnOZITbUsqAiNKmlSTWwkpW hmfQSdYZnnSJAqxkzZEZI6CpIqbtwjJgRV0PqE3uAV/eJe7UB44B3Z9wTGQhIatUKXKDRzFzMNZxNmqJsxzsOU25AvXvsJrJygfrPm2di08joaJNHbUgnzQSExXqpXiKtQ/0L4XhMibnwjJ3AVIqzUo TNI4J7v+vuw/TC0nnbPgvWtugnOB17ge8HZoXNyvNy4TfAMvAR7IABH4AS8B6dgCDD4Br6DH+Bn53d3q7vTfdIe7WwsNTvgWnWf/wEC2hiU</latexit><latexit sha1_base64="ME6Nmi7juxTBl2Q6OndUYUi+8WM=">AAADZHicbVLtatRAFJ3u+lHX qluLIAgyGgotpCFZqi1IoOgf/9mi2xaSsExmJrvDTmbCzMR1DfFp/Kvv4wv4HE42W91uvRA4OXdOzpmbmxacaeP7vzY63Vu379zdvNe7v/Xg4aP+9uNzLUuF6RBLLtVlijTlTNChYYbTy0JRlKecXqT Td03/4jNVmknxycwLmuRoLFjGMDKWGvWfxjkyE4x4dVbv/cUf6/1R3/E9f1HwJgiWwAHLOh1tdw5jInGZU2EwR1pHgV+YpELKMMxp3YtLTQuEp2hMIwsFyqlOqsUVarhrGQIzqewjDFywq4oK5VrP89 SebELq9V5D/q8XlSY7TiomitJQgVujrOTQSNjMAxKmKDZ8bgHCitmsEE+QQtjYqV1zMWz6tb1FgzhLFVLzKmeC5Khw9QQROdN1bxeu2k8Yaf7NVLsFyWwASZgYh6g00k2lnOZITbUsqAiNKmlSTWwkpW hmfQSdYZnnSJAqxkzZEZI6CpIqbtwjJgRV0PqE3uAV/eJe7UB44B3Z9wTGQhIatUKXKDRzFzMNZxNmqJsxzsOU25AvXvsJrJygfrPm2di08joaJNHbUgnzQSExXqpXiKtQ/0L4XhMibnwjJ3AVIqzUo TNI4J7v+vuw/TC0nnbPgvWtugnOB17ge8HZoXNyvNy4TfAMvAR7IABH4AS8B6dgCDD4Br6DH+Bn53d3q7vTfdIe7WwsNTvgWnWf/wEC2hiU</latexit>
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Figure 2: The batched stochastic Bayesian optimiza-
tion setting. (1) Bayesian modeling (2) combinatorial
constraints design; (3) candidate query generation; (4)
random sampling; (5) batched queries.
compositions of our objective function.
3 Problem Statement
3.1 Problem Setup
We aim to optimize a black box utility function, f :
X → R. In contrast to classical Bayesian optimization,
which sequentially queries the function value f(xt) for
an selected item xt ∈ X , we assume that the exper-
imenter can only choose a subset of constraints (i.e.,
rules for generating items) from a ground set C, based
on which a stochastic batch of items are generated and
measured. More concretely, we consider the following
interactive protocol, as illustrated in Fig. 2. At each
round the following happens:
• The algorithm chooses a set of constraints S ⊆ C
based on current knowledge of f (Fig. 2, step (2)).
• The chosen constraints are used to construct a
library of candidate queries: Q(S) ⊆ X , where
Q : 2C → 2X denotes the physical process that
produces items under these constraints (Fig. 2,
step (3)).
• A batch of n queries BQ(S, φ) ⊆ X is randomly
selected from the library Q(S) via a stochastic
sampling procedure (Fig. 2, step (4)). Here, φ
represents the random state of the sampling pro-
cedure BQ.
• When querying each item x ∈ BQ(S, φ), we ob-
serve the function value there, perturbed by noise:
y = f(x) + ε(x). Here, the noise ε(x) ∼ N (0, σ2)
represents i.i.d. Gaussian white noise. We fur-
ther assume that querying each item x achieves
reward f(x) and incurs some cost c({x}), where
c : 2X → R denotes the cost function of a set of
items (Fig. 2, step (5)).
• The results of the queries are used to update f .
We model f as a sample from a Gaussian process, de-
noted by f ∼ GP (µ(x), k(x, x′)). Suppose that we
have queried A ⊆ X and received yA = [f(xi) +
ε(xi)]xi∈A observations. We can obtain the poste-
rior mean µA(x) and covariance kA(x, x′) of the func-
tion through the covariance matrix KA = [k(xi, xj) +
σ21]xi,xj∈A and kA(x) = [k(xi, x)]xi∈A:
µA(x) = µ(x) + kA(x)ᵀK−1A yA,
kA(x, x′) = k(x, x′)− kA(x)ᵀK−1A kA(x′).
3.2 The Objective
Simple regret Our overall goal is to minimize the
(expected) simple regret, defined as Rt(x) = f(x
∗) −
f(xt) over T rounds, where x
∗ = arg maxx∈X f(x)
is the item of the maximum utility. In other words,
we aim to maximize the reward in order to converge
to performing as well as x∗ as efficiently as possible.
We refer to this problem as the batched stochastic
Bayesian optimization (BSBO) problem.2
Acquisition function Assume that we have a bud-
get of querying n items for each batch of experiments
and that each batch BQ is selected by sampling uni-
formly from the library. At each iteration, we wish to
select the constraints S that will maximize the (ex-
pected) number of improved items observed in the
next stochastic batched query. If the current best
item has a value τ , then we seek a set of constraints
S∗ ∈ arg maxF (S), where:





Here, 1 is the indicator function. This objective is
intractable under the GP posterior, as the dependen-
cies between f(x) preclude a closed form. We ignore












The rewards ρ(x) = P (f(x) > τ) can be computed
for all x ∈ Q(C) from the GP posterior for each item
using the Gaussian survival function by ignoring off-
diagonal entries in the predictive posterior covariance.
Note that this surrogate acquisition function Fˆ cap-
tures the expected reward under an independence as-
sumption. As we will demonstrate later in §??, de-
spite such an assumption, we observe a strong corre-
lation between Fˆ and F on the experimental datasets
2When the set of candidate queries Q(St) contains only
one unique item at each round t, then the BSBO problem
reduces to the standard Bayesian optimization problem.
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Algorithm 1: Online Batched Constraints Design via
DS Optimization (Online-DSOpt)
1 Input: Constraints set C = ⋃L`=1 C(`); number of
rounds T ; budget on each batch n; GP prior on f
begin
2 A ← ∅
/* iteratively select the next batch */
for t in 1, . . . , T do
/* compute the reward matrix M = {f(x)} */
3 M ← ComputeReward(posterior on f,A)
4 S ← DSOpt(C,M, n)
/* posterior update */
5 A ← A∪ BQ(S, φ)
6 Output: Optimizer of f
we study, which are known to have high dependencies
between the rewards ρ(x) of different items.
3.3 Site-Saturation Library Design
We now consider the site-saturation library design
problem as a special case of BSBO. In site-saturation
mutagenesis, the utility function f(x) specifies the util-
ity of a protein sequence x, and the constraint set
C = ⋃L`=1 C(`) specifies the set of amino acids allowed
at each site of the protein sequence. L denotes the
number of sites, and C(`) denotes the set of all possible
amino acids4 at site `. We denote the set of amino
acids selected for site ` by S(`); hence S = ⋃L`=1 S(`).
The candidate query pool (library) Q consists of all






Note that adding constraints generally increases the
number of allowed items.
4 Algorithms
We now present Online-DSOpt (Algorithm 1), an on-
line learning framework for (online) batched stochas-
tic Bayesian optimization. Our framework relies
on a novel discrete optimization subroutine, DSOpt,
which aims to maximize the expected reward for each
batched experiment. At each iteration, Online-DSOpt
uses a GP trained on previously-observed items to
compute the reward for each item x ∈ Q(C) (cf.,
Line 3) and then invokes DSOpt to select constraints.
Pseudocode for DSOpt is presented in Algorithm 2. A
4C(`) is typically the 20 canonical amino acids.
Algorithm 2: DS Optimization (DSOpt)
1 Input: Constraints set C = ⋃L`=1 C(`); reward matrix
M = {f(x)}; budget on each batch n
begin
2 Set up Fˆ from the inputs (M,n)
/* Decompose Fˆ into diff of submod funcs. */
3 h, g ← DSConstruct-SA(Fˆ , C)
(or h, g ← DSConstruct-DC(Fˆ , C))
/* Initiliaze the starting position */
4 Scand ← ∅
5 S ← Init(C)
/* Optimize h− g using ModMod or SupSub. */
while S not converged do
/* Keep track of local search solutions */
6 Scand ← Scand ∪ LocalSearch(Fˆ ,S, C)
/* Make a greedy move from S */
7 S ← ModMod(h− g,S, C)
(or S ← SupSub(h− g,S, C))
8 Scand ← Scand ∪ {S}
/* pick the best among candidate solutions */




10 Output: Set of selected constraints S∗
batch of items is then sampled stochastically from the
resulting library and used to update the GP.
A key component of the DS optimization subrou-
tine DSOpt is a DS decomposition of the objective.
Note that in general, finding a DS decomposition of
an arbitrary set function requires searching through
a combinatorial space and can be computationally
prohibitive. As one of our main contributions, we
present two polynomial time algorithms, DSConstruct-
SA (Algorithm 3) and DSConstruct-DC (Algorithm 4),
for decomposing our surrogate objective. Both algo-
rithms exploit the structure of the objective function:
DSConstruct-SA decomposes the objective via sub-
modular augmentation (Narasimhan & Bilmes, 2005);
DSConstruct-DC decomposes the objective via a differ-
ence of convex functions (DC) decomposition.
4.1 DS Optimization
After obtaining the submodular decomposition Fˆ =
−(h − g), DSOpt (Algorithm 2) proceeds to greedily
optimize the DS function. For example, let us con-
sider running the Modular-modular procedure (Mod-
Mod) (Iyer & Bilmes, 2012) for making a greedy move
at Line 7 of Algorithm 2. Since our goal is to maxi-
mize −(h− g) (i.e., to minimize h− g), we will seek to
minimize the upper bound on h−g. The ModMod pro-
cedure constructs a modular upper bound on the first
submodular component, denoted by ubh ≥ h, and a
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Algorithm 3: DS Construction via Submodular Aug-
mentation (DSConstruct-SA)
1 Input: Constraints set C = ⋃L`=1 C(`); surrogate
objective function Fˆ , budget on each batch n;
selected constraints S
begin
2 v(x)← √x for x ∈ {1, . . . , |C|}
3 α← v(n− 2) + v(n)− 2v(n− 1)
/* compute β′ of Eq.(4.2) */




)n − (1− 12s)n
5 r2(x)← maxT :|T |≤s
∑
x∈T f(x)




8 g1(S)← Fˆ (S) + |β
′|
α v(|S|)
9 Output: DS decomposition Fˆ = −(h1 − g1)
modular lower bound on the second submodular com-
ponent, denoted by lbg ≤ g. Both modular bounds
are tight at the current solution S: ubh(S) = h(S),
lbg(S) = g(S). ModMod then tries to solve the follow-
ing optimization problem, starting from S:






To ensure that we find a better solution, we augment
the ModMod procedure with a sequence of additional
local search solutions, and in the end pick the best
among all. The local search procedure, LocalSearch
(cf. Line 6 of Algorithm 2), sequentially makes greedy
steps (by adding or removing a constraint from the cur-
rent solution) until no further action is improving the
current solution. The following theorem states that
our DS optimization subroutine DSOpt is guaranteed
to find a “good” solution:
Theorem 1 (Adapted from Iyer & Bilmes (2012)).
Algorithm 2 is guaranteed to find a set of constraints
that achieves a local maximum of Fˆ .
4.2 DS Construction via Submodular
Augmentation
It is well-established that every set function can be
expressed as the sum of a submodular and a super-
modular function (Narasimhan & Bilmes, 2005). In
particular, Iyer & Bilmes (2012) provide the following
constructive procedure for decomposing a set function
into the DS form: Given a set function q, one can de-
fine β = minS⊆S′⊆C\j ∆q(j | S) − ∆q(j | S ′), where
∆q(j | S) := q(S ∪ {j}) − q(S) denotes the gain of
adding j to S. When q is not submodular, we know
that β < 0. Now consider any strictly submodular
Algorithm 4: DS Construction via DC Decomposi-
tion (DSConstruct-DC)
1 Input: Constraints set
∏L
`=1 C`; budget on each
batch n; selected constraints S
begin
2 u(x)← x22 , α← 1
3 r(x)← (1− 1x)n,












7 Output: DS decomposition Fˆ = −(h2 − g2)
function p, with α = minS⊆S′⊆C\j ∆p(j | S) −∆p(j |
S ′) > 0. Define h(S) = q(S) + |β′|α p(S) for any
β′ < β. It is easy to verify that h is submodular since
minS⊆S′⊆C\j ∆h(j | S) − ∆h(j | S ′) ≥ β + |β′| ≥ 0.
Hence q(S) = h(S) − |β|α p(S) is a difference between
two submodular functions.
We refer to the above decomposition strategy as
DSConstruct-SA (where SA stands for “submodular
augmentation”), and present the pseudo code in Al-
gorithm 3. As suggested in (Iyer & Bilmes, 2012), we
choose the submodular augmentation function p(S) =
v(|S|), where v(x) is a concave function, and therefore
α = minx≤x′;x,x′⊆Z v(x+ 1)− v(x)− v(x′ + 1)− v(x′).
This leads to the following decomposition of our sur-
rogate objective Fˆ :
Fˆ (S) =
(













where h1, g1 by construction are submodular func-
tions, and β′ is a lower bound on β:
β′ ≤ β = min
S⊆S′⊆C\j
∆Fˆ (j | S)−∆Fˆ (j | S ′). (4.2)
The key step of the DSConstruct-SA algorithm is to
construct such a lower bound β′. The following lemma,
which is proved in the Appendix, shows that one can
compute β′ in polynomial time, and hence can effi-
ciently express Fˆ as a DS as defined in Eq. (4.1).
Lemma 2. Algorithm 3 returns a DS-decomposition
of Fˆ in polynomial time.
4.3 DS Construction via DC Decomposition
We now consider an alternative strategy for decom-
posing the surrogate function Fˆ , based on a novel
construction procedure that reduces to expressing a
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continuous function as the difference of convex (DC)
functions. Concretely, we note that Fˆ (S) consists of
two (multiplicative) terms: (i) a supermodular set
function
∑
x∈Q(S) f(x), and (ii) a set function that







. As is further dis-
cussed in the Appendix, we show that one can exploit
this structure, and focus on the DC decomposition of
term (ii). We provide the detailed algorithm in Algo-
rithm 4, and refer to it as DSConstruct-DC (where DC
stands for “difference of convex decomposition”).
It is easy to check from Algorithm 3 that DSConstruct-
SA runs in quadratic time w.r.t. |Q(C)|. In contrast,
DSConstruct-DC only requires finding the minimum of
an array of size |Q(C)|, which, in the best case, runs in
linear time w.r.t. |Q(C)|. At the end of the algorithm,

























where u(x) is a non-negative, monotone convex func-





, and β =
|minx r′′(x)|. We then prove the following results:
Lemma 3. With the decomposition as defined in
Eq. (4.3), both functions h, g are submodular and
hence we obtain a DS-decomposition of Fˆ .
5 Experiments
In this section, we empirically evaluate our algorithm
on three datasets. We first describe the datasets, then
we provide empirical justification for our surrogate ob-
jective. Finally we provide quantitative evaluation of
our algorithm against a few simple greedy heuristics.
5.1 Datasets
We test our algorithms on two experimental protein-
engineering datasets and a synthetic dataset designed
to have multiple local minima. The synthetic dataset
has two sites with C(1) = C(2) = 26. Values for the
items in the library are constructed such that there
are disjoint blocks of items with non-zero ρ(x) sepa-
rated by regions where ρ(x) = 0. This guarantees that
there are multiple local optima in the constraint space.
The experimental datasets consist of measured fitness
6In practice we often set u(x) = x
2
2
and thus α = 1.










Figure 3: Comparing the full objective function ap-
proximated using Monte Carlo sampling and approxi-
mated with an independence assumption, as in Equa-
tion 3.2. Error bars are standard errors for the Monte
Carlo estimates.
values for every sequence in four-site SSM libraries for
protein G domain B1 (GB1) (Wu et al., 2016), an im-
munoglobulin binding protein, and the protein kinase
PhoQ (Podgornaia & Laub, 2015). These fitness land-
scapes are known to have high levels of multi-site epis-
tasis. Having measurements for every fitness value in
each library allows us to simulate engineering via mul-
tiple rounds of SSM.
5.2 Suitability of the surrogate objective
Online-DSOpt uses a GP posterior to model the unob-
served utilities. However, there is no closed form for
the true batch constraint design objective, which is to
choose constraints S that maximize the expected num-
ber of improved observations found by querying Q(S).
The approximate objective function (Equation 3.2) ig-
nores dependencies between items, and thus will over-
estimate the true objective. To test the suitability
of the approximate objective function, we selected an
initial batch of sequences from the PhoQ dataset con-
sisting of all the single mutants plus 100 randomly-
selected sequences, trained a GP regression model, and
used the posterior to compute the rewards ρ(x). Fig-
ure S2 shows that values for the approximate objective
are well-correlated with the true objective estimated
using Monte Carlo sampling. However, the indepen-
dence assumption leads to overestimating the number
of improved sequences that will be found.
5.3 Algorithm comparisons
Next, we compare the performance of Online-DSOpt
using DSOpt-SA and DSOpt-DC against three greedy
variants using the synthetic dataset. Greedy-Add
greedily adds constraints, Greedy-Rem greedily re-
moves constraints, and Greedy greedily adds or re-
moves constraints until the objective stops improving.
Because the empty set is a local optimum (adding any
Kevin K. Yang7, Yuxin Chen, Alycia Lee, Yisong Yue













Figure 4: Performance of each algorithm on finding
constraints for the synthetic dataset. Error bars are
standard errors.
single constraint still results in no valid queries), it is
necessary to begin the optimization at a set of con-
straints that yields a non-empty set of queries.
We compare the algorithms at a range of batchsizes
n. At each n, we initialize each algorithm at C, the
constraints that result in the single best query, and 18
randomly selected sets of constraints. Figure 4 shows
that DSOpt-SA, DSOpt-DC, and Greedy strongly out-
perform Greedy-Add and Greedy-Rem across all values
of n. At small n, the optima tend to have few con-
straints, so Greedy-Add performs particularly poorly.
As n approaches infinity, the optimum approaches the
ground set C, and so Greedy-Rem performs particu-
larly poorly. DSOpt-SA, DSOpt-DC, and Greedy per-
form very similarly across all values of n. In theory,
DSOpt-SA and DSOpt-DC can escape local optima to
find better solutions than Greedy, but this appears to
be rare on this dataset. There is also no guarantee
that DSOpt-SA or DSOpt-DC will converge to a better
optimum instead of merely a different optimum.
5.4 Simulation on protein datasets
We use the PhoQ and GB1 datasets to simulate the
ability of Online-DSOpt to select constraints that result
in libraries enriched in improved sequences. For both
PhoQ and GB1, we initiated the simulation by select-
ing an initial batch of sequences consisting of all the
single mutants plus 100 randomly-selected sequences.
We then ran three iterations of the algorithm with
batchsize n = 100, resulting in three more batched
queries. This simulates an SSM experiment with 3
rounds of diversification, screening, and selection. The
batchsize was chosen to approximate the number of
samples that fit on a 96-well plate. At each iteration,
we train a GP regression model using a Mate´rn kernel
with ν = 22 in order to compute the rewards ρ(x).
For both GB1 and PhoQ, Online-DSOpt finds improved
sequences. Importantly, it finds much better sequences
than combining the best mutation at each site in the
wild-type background or the best sequence with a sin-
gle mutation from the wild-type, as shown in Fig-
ure 5a and Figure 5c. These are common experi-
mental heuristics for dealing with multi-site SSM li-
braries where the library is too large to reasonably
screen. Figure 5b and Figure 5d show that Online-
DSOpt finds extremely-rare (> 99.8th percentile) se-
quences that would be extremely difficult to find by
randomly sampling < 500 sequences from the entire
library. In epistatic landscapes such as for GB1 and
PhoQ, considering multiple sites simultaneously is nec-
essary to escape local optima in the sequence-function
landscape. In GB1, only looking at single mutations
or recombining the best mutations at each site results
in very poor fitnesses with no improvement over the
wild-type. In PhoQ, the best single mutant has a
higher fitness than recombining the best mutations at
each site, demonstrating the importance of epistasis.
Online-DSOpt reduces the library size for a multi-site
SSM library in order to increase the probability of find-
ing sequences with improved fitness values.
6 Conclusion
In this paper, we investigated a novel Bayesian opti-
mization problem: batched stochastic Bayesian opti-
mization. This problem setting poses two unique chal-
lenges: optimizing over the space of constraints instead
of directly over items and stochastic sampling. We
proposed an effective online optimization framework
for searching through the combinatorial design space
of constraints in order to maximize the expected num-
ber of improved items sampled at each iteration. In
particular, we proposed a novel approximate objective
function that links a model trained on the individual
items to the constraint space and derived two efficient
DS decompositions for this objective. Our method effi-
ciently finds sequences with improved fitnesses in fully-
characterized SSM libraries for the proteins GB1 and
PhoQ, demonstrating its potential to enable engineer-
ing via simultaneous SSM even in cases where it is not
feasible to measure more than a tiny fraction of the
sequences in the library.
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(b) e-CDFs for GB1










(c) Simulation for PhoQ
















(d) e-CDFs for PhoQ
Figure 5: Experimental results. (a) and (c) show fitness values for the sequences sampled at each round for
GB1 and PhoQ, respectively. The solid horizontal lines show the fitnesses for the wild-type sequences (wt). The
dashed horizontal lines show the fitnesses for the best sequences with exactly one mutation from the wild type
(single). The dotted horizontal lines show the fitnessees for the sequences that combine the best amino acid at
each site determined in the wild-type background. (b) and (d) show empirical cumulative distribution functions
(e-CDFs) for the entire library and for each sequence selected using Online-DSOpt in rounds 1 - 3 for GB1 and
PhoQ, respectively.
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A Proofs
Lemma 4. Let g(S) = ∑x∈Q(S) f(x), where Q(S) is defined in Eq. (3.3). If ∀x, f(x) ≥ 0, then g is monotone
supermodular.
Proof. Let ` ∈ [L], and j ∈ C(`) be any constraint at site `. For S ⊆ C\{j}, define ∆g(j | S) =
∑
x∈Q(S∪{j}) f(x)−∑
x∈Q(S) f(x) to be the gain of adding j to the set S.
By definition of Q(S), we have Q(S) = ∏Lk=1 S(k), and






































Now let us consider S ′ such that S ⊆ S ′ ⊆ C \{j}. Clearly ∀k ∈ [L], S(k) ⊆ S ′(k). Therefore, ∆g(j | S ′)−∆g(j |
S) = ∑x∈{j}×∏k 6=`(S′(k)\S(k)) f(x) ≥ 0 and hence g is supermodular.
A.1 Proof of Lemma 2
We now show that Algorithm 3 leads to a polynomial algorithm for constructing a lower bound on Eq. (4.2),
and hence on constructing a DS-decomposition of the surrogate objective function Fˆ (Eq. (3.2)).
Proof of Lemma 2. Let g(S) = ∑x∈Q(S) f(x). By definition we have















We know from Lemma 4 that Fˆ1 is supermodular. Let j ∈ C and S ⊆ C \ {j}. The gain of j on Fˆ1, denote by
∆1(j | S), is monotone decreasing.








∆1(j | S)−∆1(j | S ′)︸ ︷︷ ︸
≥0
+∆2(j | S)−∆2(j | S ′)
 (A.2)
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Therefore, it suffices to find a lower bound ∆2(j | S)−∆2(j | S ′). The gain of j on Fˆ2 is





































. Then, the above equation can be simplified as










f(x) (r(S ∪ {j})− r(S))
︸ ︷︷ ︸
T2(S)
It is easy to verify that T1(S) is monotone increasing function of S. Let us consider S ′ such that S ⊆ S ′ ⊆ C\{j}.
We have
∆2(j | S ′)−∆2(j | S) ≥ T2(S ′)− T2(S)
T2≥0≥ −g(S)(r(S ∪ {j})− r(S))
Therefore, it suffices to find a lower bound on −g(S)(r(S ∪ {j})− r(S)). Further notice that





and it is not hard to verify that










Therefore, combining term (A.3) with (A.4), we get a lower bound on β:



















Note that term 2 is a modular function and can be optimized greedily. Therefore, computing the RHS of Eq. A.5
can be efficiently done in polynomial time w.r.t. |Q(C)|.
A.2 Proof of Lemma 3: Difference of Convex Construction of DS Decomposition
Lemma 5. Let g : 2C → R≥0 be a non-negative, non-decreasing supermodular function, and u : R → R be a
non-decreasing convex function. For S ⊆ C, define h(S) = g(S) · u(|S|). Then h is supermodular.
Proof. Let j ∈ C and S ⊆ C \ {j}. The gain of j is
∆h(j | S) = h(S ∪ {j})− h(S)
= g(S ∪ {j}) · u(|S ∪ {j}|)− g(S) · u(|S|)
= (g(S ∪ {j})− g(S)) · u(|S ∪ {j}|) + g(S) (u(|S ∪ {j}|)− u(|S|))
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Let us consider S ′ such that S ⊆ S ′ ⊆ C \ {j}. We have
∆h(j | S) = (g(S ∪ {j})− g(S)) · u(|S ∪ {j}|) + g(S) (u(|S ∪ {j}|)− u(|S|))
(a)
≤ (g(S ′ ∪ {j})− g(S ′)) · u(|S ′ ∪ {j}|) + g(S) (u(|S ∪ {j}|)− u(|S|))
(b)
≤ (g(S ′ ∪ {j})− g(S ′)) · u(|S ′ ∪ {j}|) + g(S ′) (u(|S ′ ∪ {j}|)− u(|S ′|))
= ∆h(j | S ′)
where step (a) is due to g being monotone supermodular (i.e., g(S ′ ∪ {j}) − g(S ′) ≥ g(S ∪ {j}) − g(S) ≥ 0)
and u being monotone (i.e., u(|S ′ ∪ {j}|) ≥ u(|S ∪ {j}|)); step (b) is due to g being non-negative monotone
(i.e., g(S ′) ≥ g(S) ≥ 0) and u being convex (i.e., u(|S ′ ∪ {j}|)− u(|S ′|) ≥ u(|S ∪ {j}|)− u(|S|)). Therefore h is
supermodular.
Lemma 6. Let w : R→ R be a convex function and u : R→ R a convex non-decreasing function, then u ◦ w is
convex. Furthermore, if w is non-decreasing, then the composition is also non-decreasing.
Proof. By convexity of w:




≤ u (αw(x) + (1− α)w(y))
(b)
≤ αu(w(x)) + (1− α)u(w(y)).
Here, step (a) is due to the fact that u is non-decreasing, and step (b) is due to the convexity of u. Therefore
u◦w is convex. If w is non-decreasing, it is clear that u◦w is also non-decreasing, hence completes the proof.
Lemma 7 (Horst & Thoai (1999)). Let r : R→ R be a non-decreasing, twice continuously differentiable function.
Then r can be represented as the difference between two non-decreasing convex functions.
Proof. Let u : R→ R be a non-decreasing, strictly convex function, and α = minx u′′(x); clearly, α > 0.
Let β = |minx r′′(x)|. Define




It is easy to verify that
v′′(x) = r′′(x) +
β
α
u′′(x) ≥ r′′(x) + β ≥ 0.
Hence, v(x) is convex. Furthermore, since both r and u are non-decreasing, v is also non-decreasing. Therefore,
r(x) = v(x)− βαu(x) is the difference between two non-decreasing convex functions.
Lemma 8. Let r : R → R be a non-decreasing, twice continuously differentiable function, and w : R → R a
convex non-decreasing function, then r◦w can be represented as the difference between two non-decreasing convex
functions.
Proof. By Lemma 7, we can represent r(x) = v(x)− βαu(x), where u, v are non-decreasing convex functions, and
α, β are as defined in Eq. (A.6). Therefore,
r ◦ w(x) = v ◦ w(x)− β
α
· u ◦ w(x)
By Lemma 6, v ◦ w and u ◦ w are both non-decreasing convex, which completes the proof.
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Now we are ready to prove Lemma 3.
Proof of Lemma 3. Let g(S) = ∑x∈Q(S) f(x). By definition we have














, and w : R→ R be a convex function, such that w(|S|) = |Q(S)|. Note that such function
w exists, because the set function h(S) := |Q(S)| is supermodular. Therefore, we have
Fˆ (S) = g(S)− g(S) · r ◦ w(|S|)
Furthermore, note that r is non-decreasing, twice continuously differentiable at [1,∞). By Lemma 8, we get
Fˆ (S) = g(S)− g(S) ·
(
v ◦ w(|S|)− β
α







· u ◦ w(|S|)
)
− g(S) · (v ◦ w(|S|)) , (A.7)
where u : R→ R can be any non-decreasing, strictly convex function, α = minx u′′(x), β = |minx≥1 r′′(x)|, and
v(x) = r(x) + βαu(x).
We know from Lemma 4 that g is supermodular. Since both 1 + βα · u ◦ w(x) and v ◦ w(x) are convex, then by
Lemma 5, we know that both terms on the R.H.S. of Eq. (A.7) are supermodular, and hence we obtain a DS
decomposition of function Fˆ .
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Figure S1: The cell values for the synthetic dataset with L = 2 and |C(`)| = 26 ∀` ∈ {1, 2}.










(a) Fˆ vs. F for GB1










(b) Fˆ vs. F for PhoQ
Figure S2: Comparing Fˆ (Eq. (3.2)) against the Monte Carlo estimates of F (Eq. (3.1)). Error bars are standard
errors for the Monte Carlo estimates. The approximate objective correlates well with Monte Carlo estimates of
the exact objective.
