Abstract-We present a robust framework that aims at harvesting future idle intervals for power savings within strict constraints: first, it is imperative to contain the delays in service of IO requests that occur during power savings since the time to bring up the disk is not negligible and second, ensure that the power saving mechanism is triggered few times only, such that the disk wear out due to powering up and down does not compromise its lifetime. Extensive experimentation on a set of enterprise storage traces illustrates frameworks effectiveness.
I. INTRODUCTION
Storage systems in data centers host thousands of disk drives which are not all accessed simultaneously. As a result, one compelling approach for reducing power consumption in data centers is to spin down idle disk drives. This approach is routinely deployed in storage systems that serve as archival or backup systems [1] and is being exploited even in high-end computing environments [2] .
However, spinning down disk drives to save energy in a high-end environment transparently to the end user and reliably to the disk drive's lifetime is a challenging open problem for a host of reasons. First, in interactive environments, requests that arrive while the drive is in a power saving mode may be delayed during recovery time, i.e., the period before the disk drive becomes physically ready to serve jobs again. Second, often idle times can be highly fragmented, i.e., while the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. overall drive utilization is low, idle periods that are long enough to be used effectively for power savings may be very few [3] . Third, every time a disk is powered up/down, the lifetime of the disk drive deteriorates, therefore there are strict limitations on the number of times that the disk is put in power savings mode to preserve disk reliability.
Provided that future disk requests are unknown, we address the above challenges by presenting a framework that uses as input user-or system-level constraints such as the number of allowable power ups/downs of a disk within a time period (strict constraint) and the user acceptable potential performance degradation of future IOs (soft constraint). While abiding to these constraints the framework provides a strategy on how to schedule power savings and estimates accurately the potential savings.
There is a wealth of literature focusing on conserving power in disk drives. Hibernator [4] is a framework that addresses power savings in a storage system setting, by redirecting workload to active disks that are dynamically deployed with different rotation speeds while meeting performance goals. This approach to save energy in a cluster does not consider the wear and tear of disks due to spin downs. WRITE offloading [2] extends idleness in a disk drive by offloading the WRITE traffic elsewhere in the storage system. Similarly, SRCMap [5] is a workload shaping technique that uses an energy vs. workload intensity proportionality model to determine which disks in the system will be used for power savings and which to serve IO. Both [2] and [5] use fixed idle waiting periods (in the order of minutes) to limit performance degradation, albeit no guarantees are given on performance degradation because of power savings. In [6] the authors formulate an optimization problem to minimize power consumption and reliability costs in data centers while limiting the response time degradation to a target value. Different from all the above works, the framework proposed in this paper extends the idea in [3] by providing scheduling for power savings, i.e., "when" and for "how long" to power down a disk, with both performance and reliability user predefined guarantees. This paper is organized as follows. Section II summarizes the power savings opportunities in storage systems. In Section III, we present the methodology proposed to identify and estimate the power savings opportunities in a system under a given workload. We validate the effectiveness of the approach in Section IV. Conclusions are given in Section V.
II. POWER SAVING MODES IN DISK DRIVES
There are several levels of power consumption depending on the state of the disk's mechanical and electronic components. Each power consumption level or mode is characterized by the amount of power it consumes and the amount of time it takes to get out of the power saving mode and become ready to serve IOs. Table I presents a coarse description of the possible power saving modes focusing on the components that are slowed down or shut off, and the penalties associated with each power saving mode. The reported penalty values are within representative ranges published by two disk drive manufacturers [7] , [8] . The time it takes a disk to become active following a power saving mode obviates the need to account for the performance penalty before deciding on a disk operation mode for power savings. In storage systems it is common to not put the system automatically in a power saving mode when an idle interval is observed. Instead it waits for a time period in anticipation of future IO arrivals. This idle waiting time guides the system to use idle intervals that are sufficiently large (i.e., longer than the reactivation time) for power savings.
In addition to the performance penalty, there is a reliability penalty. The latter is not straight forward to quantify, because it is associated with the wear out of the disk drives during power ups (spin-up) or reactivation of individual components. While spin-ups have been analyzed for years as part of the disk drive wear out process, the partial shut down of disk drives is more recent (introduced solely for the purpose of power savings) and its impact on the disk wear out is not as well quantified and documented. It is known that a disk drive can survive above 40,000 spin-ups [9] . It is also expected that a disk drive can tolerate more partial spin-ups than full spin-ups.
III. ALGORITHMIC FRAMEWORK
Here we develop an algorithmic framework that determines the schedule of the periods when a disk drive is placed in power saving modes, such that predefined targets for system quality metrics are met.
The set of input parameters is -performance target D which is guaranteed by the framework. This is a metric of quality that indicates that response time of IOs can degrade by at most D% in presence of power savings. This parameter changes dynamically over time of the day, different workloads and/or varying system requirements.
-penalty P associated with the time it takes to re-activate a disk drive in power saving mode. This penalty depends on the level of power saving, as seen in Table I . This parameter is fixed and does not change.
-number of re-activations X that do not affect disk's lifetime. This parameter is fixed and does not change.
In addition to the input parameters above, our framework uses a set of metrics and data structures that are monitored in the system. These are:
-continuous data histogram (CDH) of idle times observed in the system. The CDH is a list of tuples (at most a few thousands of them). Each tuple contains a range of idle interval lengths and their corresponding empirical cumulative probability.
-average response time RT of IOs unaffected by the power saving modes.
Updating these metrics and data structures over-time ensures that our framework is adaptive and reflects changes in the workload.
A. Schedule of Power Saving Modes
In our framework, the power saving modes are assumed to be low priority work at the disk waiting to be served. The amount of such work is assumed to be "infinite", which means that the disk needs to serve as much as possible of this work. With these assumptions, the problem of scheduling power saving modes in disk drives, is formalized as a problem of scheduling two workloads with different priorities. The power saving modes, i.e., the low priority workload, should be scheduled during the idle intervals of the user workload, i.e., the high priority work.
Because there is a penalty to pre-empt the low priority work, i.e., the time to reactivate the disk in a power saving mode, the low priority work cannot be scheduled any time the high priority work is not present without, potentially, significant impact on performance of the high priority work. As a result, in our framework, the schedule of power saving modes in disk drives is proactive, which means that the schedule is determined such that the performance target is not violated. The scheduling output of our framework is described by two parameters I and T , where -I represents the amount of time the system remains idle before a power saving mode starts.
-T represents the maximum amount of time the disk remains in a power saving mode (i.e., if an IO arrives before T elapses, the power saving mode is interrupted).
The adaptive nature of our framework is reflected in the scheduling pair (I, T ). Its values change as the workload and/or input parameters change in the system.
B. Modeling Delays Caused by Power Saving Modes
To meet the performance target we develop the algorithm that estimates correctly the delay that power saving modes cause to the IOs when scheduled based on an (I, T ) pair. Here, we give a high level overview of the algorithm that calculates the delay propagation due to power saving. For further details we refer the interested reader to [10] .
Let us assume that W is the average additional waiting that IOs experience due to power saving. Delay W can be at most P , since P is the time it takes to re-activate the disk. W is estimated as
where w represents a possible delay and P rob(w) its respective probability.
In high-end systems, the average idle time, as shown in Table II , can be orders of magnitude below the penalty P , but can also be highly variable. As a result, if an idle interval is used for power savings and a new IO (i.e., new user busy period) arrives while the disk is still in power saving mode, then the delay may affect (i.e., propagate) multiple user busy periods not just the first one immediately following a power saving mode. Figure 1 depicts the delay propagation effect.
To estimate P rob(w) of a delay w occurring in the system, we need to identify correctly the events that may happen during disk reactivation that result in a delay w for a number of IOs. The sum of the probabilities of all these events give P rob(w) for a 1 ≤ w ≤ P . During this process the delay propagates as follows:
-First delay: User IOs arrive during a power saving mode or during the time the disk is being reactivated. They find an empty IO queue yet the disk drive is not ready for service. As a result, this first user busy period consisting of these requests is delayed by some amount of time w 1 ms (where 1 ≤ w 1 ≤ P ).
This possible first delay w is P for all intervals whose length falls between I and I + T − P , for a scheduling pair (I, T ), with probability CDH(I + T − P ) -CDH(I). Similarly, for all idle intervals whose length falls between I + T − w and I + T − w + 1, the delay caused is w. Therefore, the probabilities of the possible delays 1 ≤ w ≤ P caused to the IOs of the first delayed busy period are
for 1 ≤ w < P CDH(I + T − P ) − CDH(I), for w = P , (2) where CDH(.) indicates the cumulative probability value as captured by the CDH of idle times, and w is the possible value of the first delay.
-Further propagation: In general, the delay propagates through multiple consecutive user busy periods until all the intermediate idle periods absorb the initial delay w 1 . Specifically, the delay propagates for k consecutive user busy periods if (i 2 + i 3 + ...
Note that we discretized the waiting time w in order to calculate the delay propagation. The granularity of w is connected to the granularity of the CDH and affects the accuracy of the framework. The coarser the CDH, the less accurate our solution would be.
C. Meeting Performance Target D
Here, we develop the method to determine the pair (I, T ) for scheduling the power saving modes such that performance does not degrade more than D. To control performance degradation, T represents a proactive measure that encompasses the time that the disk stays in a power saving mode. Therefore, the delay P to reactivate the disk is included in T and the relation T > P must always hold.
A pair
where W (Il,Tj) is derived in Eq. 1. If the pair (I l , T j ) satisfies performance target D, then we estimate the time in power savings S l,j associated with it. In estimation of S l,j we reflect that for the scheduling pair (I l , T j ), the effective time in power saving is only T j − P , for all idle intervals longer than (I l + T j − P ). For all idle intervals with length o between I l and I l + T j − P , the time in power saving is o − I l as captured in the following equation
where p(o) is the probability of the idle interval being of length o, max is the maximum length of the idle intervals in the CDH, and E[I] is the average idle interval length. We define the scheduling pair (I, T ) to be the pair (I l , T j ) that results in highest time in power saving S l,j after scanning all possible pairs. This scan takes O(n 2 ) steps where n is the number of values in the CDH.
However, if the pair (I l , T j ) violates performance target D, then the pairs I l , T o > T j are not considered, because between two pairs with the same I and different T s, the one with the smaller T causes less delay.
D. Meeting Reliability Target X
In addition to the performance goal D, our framework's goal is to meet the reliability target X. The reliability target X represents number of reactivations per time unit (e.g., one day) a disk can have without impacting its lifetime. We convert X into the portion of idle intervals that can be used for power savings during a time unit without violating the reliability target. The conversion is straight forward as the ratio of X to the number of idle intervals per time unit and we denote it by P (X). The total number of idle intervals is readily available from past workload monitoring.
A scheduling pair (I, T ) determines that a disk will be put into a power saving mode during an idle interval with probability (1-CDH(I)), i.e., the probability that an idle interval has length greater than I. Because the number of actual power saving modes should be limited by X, a scheduling pair (I, T ) sends the disk to power saving mode with probability P (X) / (1-CDH(I)). This means that if disk is idle for I units of time, it will go into power saving mode only with probability P (X) / (1-CDH(I)). Incorporating the reliability target into our framework, requires for the delay W caused by a scheduling pair (I, T ) to reflect the fact that the number of power saving modes is bounded by X.
For that, we correct Eq. (2) to reflect that the first delay caused to the IOs by a power saving mode is not with probability CDH(I) but P (X) / (1-CDH(I)). Note that if P (X) > 1 − CDH(I), i.e., there are less than X idle intervals with length greater than I, then all power saving modes determined by the scheduling pair (I, T ), since they don't violate X. Therefore, Eq. (2) becomes:
where C is defined as
The reliability target is reflected similarly in the estimation of power savings, thus Eq. (4) becomes
where C is defined in Eq. (6).
IV. EXPERIMENTAL EVALUATION
In this section we present detailed experiments which show that our framework estimates scheduling parameters that closely approximate the optimal ones for power savings.
We use a set of enterprise traces at the disk level from an application development server ("Code") and a file server ("File") [11] . These traces are characterized by very low utilization yet their idleness is highly fragmented. Table II shows that the traces are quite diverse, thus constitute an excellent set to evaluate the framework's ability to estimate the best (I, T ) parameters for each trace. The columns labeled "Time in Power Savings" include the percentage of time relative to the duration of the entire trace that is used for power savings if all idle intervals that can be used for Level 3 or Level 4 savings are indeed used, and if perfect knowledge of future workload is available. This value represents an absolute bound on power savings.
For each trace, we first estimate the (I, T ) parameters using the analytic methodology presented in Section III. Then we run a trace-driven simulation to validate the accuracy of scheduling decision (I, T ), where the power saving modes are activated only after I time units elapse. The disk remains in a power saving mode for at most T time units. A new IO arrival always preempts a power savings mode and reactivates the disk drive. Recall that because of the reliability constraint, we randomly select only X out of all idle intervals eligible for savings, i.e., longer than I. Table III gives an overview of the effectiveness of our framework. All columns labeled "Estim." are estimated by the framework and the ones labeled "Actual" are given by trace driven simulation. The "Target D" column is the user provided input acceptable degradation in performance. The columns labeled "Performance Degradation" should be less or equal to "Target D" if there are no performance violations. The next two columns labeled "Time in Power Savings" give the total effective time in power savings, i.e., the duration of powering down the disk during idle interval omitting the penalty P over a period of time which in our case is the twelve hour trace period. Finally, S max corresponds to the optimal value found by exhaustive search of all possible (I, T ) pairs to identify the one that offers best savings with performance degradation equal or under the target D.
The penalty to reactivate the drive is set to P = 500 ms (Level 3). The number of allowed power saving periods per a 12-hour period in all experiments is set to X = 15, which represents a conservative setting given that a disk drive may tolerate as much as 40,000 spin ups [9] during its lifetime (assumed to be 4 years).
The main observations from this table are:
• The target performance degradation is never violated by the estimated or actual degradation. In addition, the estimated analytic value is always higher than the actual simulation value, because the analytic framework offers a conservative approximate solution depending on the granularity of CDH bins.
• Our framework always estimates excellent scheduling parameters for maximum power saving while limiting the number of spin downs per day. This observation is valid across all experiments.
• The time in power savings estimated analytically by the framework is accurate, see its proximity to the actual values given by simulation. High accuracy here is critical because we can quickly decide whether it is worth to engage in power savings or not.
• For D = 1%, it becomes difficult for the framework to capture the very small variations in performance. Recall that the accuracy of the framework depends on the CDH bin granularity.
Overall, the table shows that our framework is robust across all workloads and D values, with excellent accuracy for both power and average delay estimation, without compromising on the reliability constraint X.
V. CONCLUSIONS
We have presented a compact analytic model that given performance and reliability targets, it provides answers on "when" and for "how long" idle periods in disk drives can be utilized to put the system in a specific power saving mode such that the targets are met. We demonstrate the robustness of the framework using a set of traces from enterprise storage systems and exhibit its the remarkable accuracy to correctly predict and schedule power savings close to maximum. 
