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INVERSION OF NONSMOOTH MAPS BETWEEN BANACH SPACES
JESU´S A. JARAMILLO1, SEBASTIA´N LAJARA2 AND O´SCAR MADIEDO3
Abstract. We study the invertibility nonsmooth maps between infinite-dimensional Ba-
nach spaces. To this end, we introduce an analogue of the notion of pseudo-Jacobian matrix
of Jeyakumar and Luc in this infinite-dimensional setting. Using this, we obtain several in-
version results. In particular, we give a version of the classical Hadamard integral condition
for global invertibility in this context.
1. Introduction
Invertibility of maps is a fundamental issue in nonlinear analysis. In the smooth setting,
if f : X → Y is a C1-map between Banach spaces, such that its derivative f ′(x) is an
isomorphism for every x ∈ X , of course from the classical Inverse Function Theorem we
have that f is locally invertible around each point. If f satisfies in addition the so-called
Hadamard integral condition, that is, if∫ ∞
0
inf
‖x‖≤t
‖f ′(x)−1‖−1 dt =∞,
then f : X → Y is globally invertible, and thus a global diffeomorphism from X onto Y .
We refer to Plastock [21] for a proof of this result. Note that, in particular, the Hadamard
integral condition is satisfied whenever
sup
x∈X
‖f ′(x)−1‖ <∞,
a requirement which is often referred to as the Hadamard-Levy condition. These kinds of
sufficient conditions for global invertibility were first considered by Hadamard [9] for maps
between finite-dimensional spaces, and then by Le´vy [17] in the case of maps between Hilbert
spaces, and have been widely used since then. We refer to the recent survey of Gutu´ [7] for
an extensive and detailed information about these and other conditions for global inversion
of smooth maps between Banach spaces and, more generally, between Finsler manifolds.
In a nonsmooth setting, if f : Rn → Rn is a locally Lipschitz map, Clarke obtained
in [2] a local inversion result using the Clarke generalized Jacobian ∂f . The corresponding
global inversion theorem, using a suitable version of the Hadamard integral condition in this
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setting, was obtained by Pourciau in [22] and [23], where it was shown that f is globally
invertible provided ∫ ∞
0
inf
‖x‖≤t
inf{‖T−1‖−1 : T ∈ ∂f(x)} dt =∞.
An analogous result was achieved in [11] for locally Lipschitz maps between finite-dimensional
Finsler manifolds. For continuous maps f : Rn → Rn which are not assumed to be locally
Lipschitz, Jeyakumar and Luc introduced in [13] the concept of approximate Jacobian matrix,
which later on was named pseudo-Jacobian matrix (see [15]). Local inversion results using
pseudo-Jacobian matrices have been obtained in [14] and [18]. Furthermore, a global inversion
theorem in terms of such matrices is given in [12], with a version of the Hadamard integral
condition in this context.
If f : X → Y is a nonsmooth map between infinite-dimensional Banach spaces, the prob-
lem of local invertibility of f is more delicate. Assuming that f is a local homeomorphism,
F. John obtained in [16] a global inversion theorem using a suitable version of the Hadamard
integral condition in terms of the lower scalar Dini derivative of f , which is defined for each
x ∈ X as
D−x f = lim inf
z→x
‖f(z)− f(x)‖
‖z − x‖ .
Namely, he proved that f is globally invertible if∫ ∞
0
inf
‖x‖≤t
D−x f dt =∞.
Further results along this line have been obtained recently in [8] and [6] in the more general
setting of maps between metric spaces.
Our aim here is to study the invertibility of continuous, nonsmooth maps between infinite-
dimensional Banach spaces, using a suitable notion of pseudo-Jacobian. The contents of the
paper are as follows. In Section 2 we define pseudo-Jacobians in this setting and we ob-
tain some of their basic properties. Given a map f : X → Y between Banach spaces and
a point x ∈ X , a pseudo-Jacobian for f at x will be a subset of continuous linear opera-
tors Jf(x) ⊂ L(X, Y ) which provides some control of the size of the upper Dini directional
derivatives at x of all compositions of the form y∗ ◦ f , where y∗ runs over all continuous
linear functionals on Y (see Definition 2.1). We first show a variety of examples of pseudo-
Jacobians, such as the classical weak-Gaˆteaux derivative, or the Gaˆteaux prederivative in the
sense of Ioffe (see [10]). For locally Lipschitz real-valued functions, the Clarke subdifferential
is a pseudo-Jacobian; more generally, in the case that the map is locally Lipschitz and the
target space is reflexive, we see that the generalized Jacobian of Pa´les and Zeidan (see [19]),
which is an infinite-dimensional extension of the Clarke generalized Jacobian, constitutes an
example of pseudo-Jacobian. Next, we obtain a suitable version of the Mean Value inequality
using pseudo-Jacobians in Theorem 2.7, and an optimality condition in Theorem 2.10. Since
the chain rule does not hold for Gaˆteaux differentiability, of course we cannot expect a gen-
eral exact chain rule in our setting, but we obtain some partial results in this direction which
will be useful along the paper. In particular, we give in Proposition 2.12 and Theorem 2.15,
respectively, a smooth-nonsmooth and a nonsmooth-smooth version of the chain rule, when
one of the involved maps has some differentiability properties. Section 3 is devoted to study
the invertibility of nonsmooth maps. Our first result (Theorem 3.1) is an open mapping
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theorem involving the Rabier surjectivity index (see [24]) for pseudo-Jacobians satisfying a
technical condition, which we call chain rule condition (see Definition 2.16). This condition
applies, in particular, to the case of Gaˆteaux derivatives, and thus we obtain as a special case
the Ekeland’s open mapping theorem in [4] (see Corollary 3.2). Subsequently, we establish
a local inversion theorem in terms of a new index for pseudo-Jacobians satisfying the chain
rule condition (see Theorem 3.5). This result is used to achieve a global inversion theorem in
terms of a suitable version of the Hadamard integral condition in this setting (see Theorem
3.7). In the case of maps between reflexive spaces, we deduce in Corollary 3.10 a global inver-
sion theorem involving upper semicontinuous Pa´les-Zeidan generalized Jacobians (see [19]).
In this way we extend the results of Pourciau in [22] and [23] to the infinite-dimensional set-
ting. The aforementioned results are applied to obtain several sufficient conditions regarding
global inversion of Lipschitz perturbations of smooth maps. Finally, we combine our local
inversion theorem together with Plastock’s limiting condition of global invertibility of local
homeomorphisms in [21] to give a full characterization of homeomorphisms between Banach
spaces in terms of pseudo-Jacobians (see Theorem 3.14).
2. Pseudo-Jacobians
In this section, we study the analogue of pseudo-Jacobian matrices of Jeyakumar and Luc
(see [15]) in the setting of arbitrary Banach spaces. First, we fix some notations. In what
follows, X and Y will denote Banach spaces and U a (nonempty) open subset of X . The
symbols X∗, BX and BX will stand for the topological dual of X and the open and closed
unit balls of X , respectively, and the space of bounded linear operators from X into Y will
be denoted as L(X, Y ). It is natural to consider on this space the weak operator topology
(WOT for short), that is, the topology of the pointwise convergence on X with respect to
the weak topology on Y ; this means that a net (Ti)i is WOT-convergent to T in L(X, Y ) if,
and only if, for each y∗ ∈ Y and each v ∈ X the net (〈y∗, (Ti − T )(v)〉)i converges to zero.
We shall also deal along the paper with the strong operator topology (SOT for short), that is,
the topology of the pointwise convergence on X with respect to the norm topology on Y .
Finally, we recall that if ϕ : U → R is a real-valued function and x is a point in U , then the
upper and lower right-hand Dini derivatives of ϕ at x with respect to a vector v ∈ X are
defined as
ϕ′+(x; v) = lim sup
t→0+
ϕ(x+ tv)− ϕ(x)
t
and ϕ′−(x; v) = lim inf
t→0+
ϕ(x+ tv)− ϕ(x)
t
.
We refer to [3], [5] or [20] for the definition and basic properties of different kinds of differ-
entiability of maps between Banach spaces and other unexplained notions.
The following is the main concept of this work.
Definition 2.1. Let X and Y be Banach spaces, U be an open subset of X and f : U → Y a
map. We say that a nonempty subset Jf(x) ⊂ L(X, Y ) is a pseudo-Jacobian of f at a point
x ∈ U if
(2.1) (y∗ ◦ f)′+(x; v) ≤ sup{〈y∗, T (v)〉 : T ∈ Jf(x)} whenever y∗ ∈ Y ∗ and v ∈ X.
A set-valued mapping Jf : U → 2L(X,Y ) is called a pseudo-Jacobian mapping for f on U if
for every x ∈ U , the set Jf(x) is a pseudo-Jacobian of f at x.
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Let us summarize some basic facts on pseudo-Jacobians. It is clear that, if Jf(x) is a
pseudo-Jacobian of f at the point x, then any subset of L(X, Y ) containing Jf(x) is also a
pseudo-Jacobian of f at x. Moreover, for any set F ⊂ L(X, Y ) we have
sup {〈y∗, T (v)〉 : T ∈ F} = sup {〈y∗, T (v)〉 : T ∈ coWOT (F)} ,
where coWOT (F) denotes the WOT-closed convex hull of F . Thus, a subset Jf(x) ⊂ L(X, Y )
is a pseudo-Jacobian of f at x if, and only if, so is its WOT-closed convex hull.
Observe also that, since
(−y∗ ◦ f)′+(x; v) = −(y∗ ◦ f)′−(x; v) and sup
T∈Jf(x)
〈−y∗, T (v)〉 = − inf
T∈Jf(x)
〈y∗, T (v)〉 ,
we have that Jf(x) is a pseudo-Jacobian of f at x if, and only if,
(2.2) (y∗ ◦ f)′−(x; v) ≥ inf{〈y∗, T (v)〉 : T ∈ Jf(x)}, whenever y∗ ∈ Y ∗ and v ∈ X.
As a consequence of this inequality and (2.1) (and the fact that there are only two directions
in R), we deduce that if ϕ : U → R is a real-valued function, then a nonempty subset
Jϕ(x) ⊂ X∗ is a pseudo-Jacobian of f at x ∈ U if, and only if, for every v ∈ X ,
(2.3) inf
x∗∈Jϕ(x)
x∗(v) ≤ ϕ′−(x; v) ≤ ϕ′+(x; v) ≤ sup
x∗∈Jϕ(x)
x∗(v).
Finally, we notice that the same argument as in the finite-dimensional case (see [15, Theorem
2.1.1]) yields that if Jf(x) and Jg(x) are pseudo-Jacobians of maps f, g : U ⊂ X → Y at a
point x ∈ U and α ∈ R, then the set αJf(x) + Jg(x) = {αT + S : T ∈ Jf(x), S ∈ Jg(x)}
is a pseudo-Jacobian of the map αf + g at this point.
Many examples of pseudo-Jacobians for maps between finite dimensional Banach spaces
are given in [15]. Next, we will present some examples in the general setting.
Example 2.2. A map f : U ⊂ X → Y is said to be weakly Gaˆteaux differentiable at a point
x ∈ U if there exists an operator f ′(x) ∈ L(X, Y ) (called the weak derivative of f at x) such
that
lim
t→0
〈
y∗,
f(x+ tv)− f(x)
t
〉
= 〈y∗, f ′(x)(v)〉 , for all v ∈ X and y∗ ∈ Y ∗.
It is clear that if f is weakly Gaˆteaux differentiable at x, then the set Jf(x) := {f ′(x)}
is a pseudo-Jacobian of f at x. Conversely, if f admits a pseudo-Jacobian at x which is a
singleton, Jf(x) = {T}, then f is weakly Gaˆteux differentiable at x and f ′(x) = T . Indeed,
according to (2.1) and (2.2), for each y∗ ∈ Y ∗ and each v ∈ X , we get
〈y∗, (Tv)〉 ≤ (y∗ ◦ f)′−(x; v) ≤ (y∗ ◦ f)′+(x; v) ≤ 〈y∗, T (v)〉 ,
and hence we have the right-hand limit
lim
t→0+
〈
y∗,
f(x+ tv)− f(x)
t
〉
= 〈y∗, T (v)〉 .
Furthermore,
lim
t→0−
〈
y∗,
f(x+ tv)− f(x)
t
〉
= lim
s→0+
〈
y∗,
f(x− sv)− f(x)
−s
〉
= −〈y∗, T (−v)〉 = 〈y∗, T (v)〉 .
Thus, f is weakly Gaˆteaux differentiable at x, with f ′(x) = T . 
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Example 2.3. Let f : U ⊂ X → Y be a map. According to Ioffe [10], a nonempty subset
Jf(x) ⊂ L(X, Y ) is said to be a Gaˆteaux prederivative of f at a point x ∈ U if, for each
ε > 0 and each v ∈ X , there exists some δ > 0 such that, whenever |t| < δ, we have
f(x+ tv)− f(x) ∈ Jf(x)(tv) + ε|t| · BY ,
where
Jf(x)(tv) = {T (tv) : T ∈ Jf(x)}.
We claim that, if Jf(x) is a Gaˆteaux prederivative of f at the point x ∈ U , then it is a
pseudo-Jacobian of f at x. Indeed, fix a nonzero vector v ∈ X . Given ε > 0, choose δ > 0 as
in the previous definition. For each 0 < t < δ there exist some Tt ∈ Jf(x) and some yt ∈ BY
such that, for all y∗ ∈ Y ∗,
1
t
(
(y∗ ◦ f)(x+ tv)− (y∗ ◦ f)(x)) = 〈y∗, Tt(v)〉+ ε〈y∗, yt〉.
It follows that
(y∗ ◦ f)′+(x; v) ≤ sup{〈y∗, T (v)〉 : T ∈ Jf(x)}.

Now, we shall give some examples of pseudo-Jacobians for locally Lipschitz maps. Recall
that a map f : U ⊂ X → Y is said to be locally Lipschitz at a point x ∈ U if there
exist L, r > 0 such that ‖f(u) − f(v)‖ ≤ L‖u − v‖ whenever u, v belong to the open ball
B(x, r) ⊂ U . In such case, we define the local Lipschitz constant of f at x as the number
Lip f(x) = inf
r>0
sup
{‖f(u)− f(v)‖
‖u− v‖ : u, v ∈ B(x, r) and u 6= v
}
.
Example 2.4. Consider a real-valued function ϕ : U ⊂ X → R which is locally Lipschitz
at a point x ∈ U . Recall that the Clarke subdifferential of ϕ at x is defined as
∂ϕ(x) := {x∗ ∈ X∗ : x∗(v) ≤ ϕ◦(x; v), for all v ∈ X},
where ϕ◦(x; v) is the Clarke generalized directional derivative of ϕ at x with respect to a
vector v, that is,
ϕ◦(x; v) := lim sup
z→x
t→0+
ϕ(z + tv)− ϕ(z)
t
.
We are going to see that the set ∂ϕ(x) is a pseudo-Jacobian of ϕ at x. From the fundamental
properties of the Clarke subdifferential (see e. g. [3, Proposition 2.1.2]), we have that ∂ϕ(x)
is a nonempty, convex and w∗-compact subset of X∗, and for each v ∈ X ,
ϕ◦(x; v) = max{x∗(v) : x∗ ∈ ∂ϕ(x)}.
From this, it is clear that
ϕ′+(x; v) ≤ max{x∗(v) : x∗ ∈ ∂ϕ(x)}.
Furthermore,
ϕ′−(x; v) = lim inf
t→0+
ϕ(x+ tv)− ϕ(x)
t
≥ lim inf
z→x
t→0+
ϕ(z)− ϕ(z − tv)
t
= −ϕ◦(x;−v) ≥ min{x∗(v) : x∗ ∈ ∂ϕ(x)}.
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So, the conclusion follows from inequalities (2.3). 
Example 2.5. Let f : U ⊂ X → Y be a map, which is locally Lipschitz at a point x ∈ U .
Note that, for every y∗ ∈ Y ∗, the composition y∗ ◦ f is also locally Lipschitz at x. Following
Thibault [25], we say that a subset Jf(x) ⊂ L(X, Y ) is a Clarke-like generalized Jacobian of
f at x if the following conditions are satisfied:
(i) Jf(x) is a nonempty, convex and WOT-compact subset of L(X, Y ), and
(ii) For every y∗ ∈ Y ∗, we have that y∗ ◦ Jf(x) = ∂(y∗ ◦ f)(x), where
y∗ ◦ Jf(x) := {y∗ ◦ T : T ∈ Jf(x)}.
It is plain from Example 2.4 above that, in this case, Jf(x) is a pseudo-Jacobian of f at x.
An important example of Clarke-like generalized Jacobian, in the case where the target
space is reflexive, is the generalized Jacobian ∂f : X → 2L(X,Y ) considered by Pa´les and
Zeidan in [19] for every map f : U ⊂ X → Y which is locally Lipschitz at a point x ∈ U . Let
us recall the definition of this mapping. Given a finite-dimensional linear subspace L ⊂ X ,
we say that f is L-Gaˆteaux-differentiable at a point z ∈ U if there exists a continuous linear
map DL(z) : L→ Y such that
lim
t→0
f(z + tv)− f(z)
t
= DLf(z)(v), for every v ∈ L.
Denote by ΩL(f) the set made up of all points z ∈ U such that f is L-Gaˆteaux-differentiable
at z, and let ∂Lf(x) be the subset of L(L, Y ) given by the the formula
∂Lf(x) :=
⋂
δ>0
coWOT{DLf(z) : z ∈ B(x, δ) ∩ ΩL(f)}.
The Pa´les-Zeidan generalized Jacobian of f at the point x is the set
∂f(x) = {T ∈ L(X, Y ) : T↾L ∈ ∂Lf(x), for each finite dimensional subspaceL ⊂ X} .
Combining [19, Theorem 3.8] and [19, Theorem 3.7], and taking into account that if
Y is a reflexive Banach space then Y has the Radon-Nikody´m property and the topology
β(X, V ) = β(X, Y ∗) considered in [19] coincides with the WOT-topology on L(X, Y ), it
follows that if f : U ⊂ X → Y is a locally Lipschitz map and Y is reflexive, then the set
∂f(x) satisfies conditions (i) and (ii) above for every x ∈ U . In particular, ∂f is a pseudo-
Jacobian mapping for f on U . If X and Y are finite-dimensional, then ∂f coincides with the
usual Clarke generalized gradient (see [3]). 
Of special importance for us are upper semicontinuous pseudo-Jacobians. A pseudo-
Jacobian mapping Jf : U → 2L(X,Y ) for a map f : U → Y is said to be upper semicontinuous
at a point x ∈ U if for every ε > 0 there exists some δ > 0 such that B(x, δ) ⊂ U and
Jf
(
B(x, δ)
) ⊂ Jf(x) + ε · BL(X,Y ),
where Jf
(
B(x, δ)
)
= {T : T ∈ Jf(z), z ∈ B(x, δ)} . It is clear that if the map f is C1-
smooth, then the pseudo-Jacobian mapping Jf = {f ′} is upper semicontinuous at every
x ∈ U . It is also well-known (see e.g. [3]) that if X and Y are finite-dimensional and the
map f is locally Lipschitz, then the Clarke generalized Jacobian ∂f : X → 2L(X,Y ) is upper
semicontinuous. Next, we give another example of upper semicontinuous pseudo-Jacobian in
the nonsmooth setting.
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Example 2.6. Let f : U ⊂ X → Y be a map, which is locally Lipschitz at a point x ∈ U ,
and let Jf(x) be the closed unit ball centered at zero of radius Lip f(x) in the space of
bounded linear operators L(X, Y ), that is,
Jf(x) := Lip f(x) · BL(X,Y ).
Then, Jf(x) is a pseudo-Jacobian of f at x. Moreover, if Jf is locally Lipschitz on U ,
then the pseudo-Jacobian Jf is is upper semicontinuous at every x ∈ U . Indeed, denote
K = Lip f(x), and fix nonzero vectors v ∈ X and y∗ ∈ Y ∗. Given ε > 0, choose r > 0 such
that f is (K + ε)-Lipschitz on the ball B(x, r). If 0 < t‖v‖ < r then
|y∗(f(x+ tv))− y∗(f(x))| ≤ t(K + ε)‖y∗‖ · ‖v‖.
Thus,
(y∗ ◦ f)′+(x; v) ≤ K · ‖y∗‖ · ‖v‖.
Next, we will show that
K · ‖y∗‖ · ‖v‖ = sup{〈y∗, T (v)〉 : ‖T‖ ≤ K}.
Choose v∗ ∈ X∗ with ‖v∗‖ = 1 and v∗(v) = ‖v‖. Given ε > 0, pick y ∈ Y such that ‖y‖ ≤ 1
and y∗(y) ≥ ‖y∗‖ − ε. Now, define the operator T : X → Y by setting
T (z) = K · v∗(z) · y, z ∈ X.
Note that ‖T‖ ≤ K and, furthermore,
〈y∗, T (v)〉 = 〈y∗, K‖v‖y〉 ≥ K‖v‖(‖y∗‖ − ε).
Hence, Jf(x) is a pseudo-Jacobian of f at x.
It remains to show that Jf is upper semicontinuous. In order to see it, fix x ∈ U and
ε > 0, and choose δ > 0 such that
sup
{‖f(u)− f(v)‖
‖u− v‖ : u, v ∈ B(x, δ) and u 6= v
}
< Lip f(x) + ε.
For each z ∈ B(x, r), choosing δ′ > 0 such that B(z, δ′) ⊂ B(x, r) we have
sup
{‖f(u)− f(v)‖
‖u− v‖ : u, v ∈ B(z, δ
′) and u 6= v
}
< Lip f(x) + ε.
Thus, Lip f(z) ≤ Lip f(x) + ε for all z ∈ B(x, δ). Hence, Jf(z) ⊂ Jf(x) + εBL(X,Y ). 
The next result provides a “mean value property” for pseudo-Jacobians.
Theorem 2.7 (Mean value property). Let X, Y be Banach spaces and U an open convex
subset of X. Suppose that f : U → Y is continuous and Jf is a pseudo-Jacobian mapping
for f on U . Then, for each u, v ∈ U ,
f(v)− f(u) ∈ co (Jf([u, v])(v − u)).
Proof. Notice that the right-hand side above denotes the norm-closed convex hull in Y of
the set of all points of the form T (v − u), where T ∈ Jf(z) for some z ∈ [u, v]. For the
proof suppose that, on the contrary, f(v) − f(u) /∈ co (Jf([u, v])(v − u)). Then, by the
Hahn-Banach separation Theorem there exists a functional y∗ ∈ Y ∗ such that
(2.4) 〈y∗, f(v)− f(u)〉 > sup {〈y∗, y〉 : y ∈ co(Jf([u, v])(v − u))} .
Now consider the real-valued function g : [0, 1]→ R defined as
g(t) =
〈
y∗, f(u+ t(v − u))− f(u) + t(f(u)− f(v))〉.
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Note that g is continuous on [0, 1] with g(0) = g(1). Thus, the function g attains its minimum
or maximum at some point t0 belonging to the open interval (0, 1). Suppose first that t0 is
a point of minimum. Then,
0 ≤ g′+(t0; 1) = lim sup
t→0+
1
t
(
g(t0 + t)− g(t0)
)
= lim sup
t→0+
1
t
(〈
y∗, f(u+ t0(v − u) + t(v − u))− f(u+ t0(v − u)) + t(f(u)− f(v))
〉)
= (y∗ ◦ f)′+(u+ t0(v − u); v − u) + 〈y∗, f(u)− f(v)〉 .
And therefore, using (2.1),
〈y∗, f(v)− f(u)〉 ≤ (y∗ ◦ f)′+(u+ t0(v − u); v − u)
≤ sup {〈y∗, T (v − u)〉 : T ∈ Jf(u+ t0(v − u))} .
Suppose now that t0 is a point of maximum. Then,
0 ≥ g′−(t0;−1) = lim inf
t→0+
1
t
(
g(t0 − t)− g(t0)
)
= lim inf
t→0+
1
t
(〈
y∗, f(u+ t0(v − u)− t(v − u))− f(u+ t0(v − u))− t(f(u)− f(v))
〉)
= (y∗ ◦ f)′−(u+ t0(v − u); u− v) + 〈y∗, f(v)− f(u)〉 .
Hence, using now (2.2),
〈y∗, f(v)− f(u)〉 ≤ −(y∗ ◦ f)′−(u+ t0(v − u); u− v)
≤ sup {−〈y∗, T (u− v)〉 : T ∈ Jf(u+ t0(v − u))}
= sup {〈y∗, T (v − u)〉 : T ∈ Jf(u+ t0(v − u))} .
Thus, in either case we obtain the inequality
〈y∗, f(v)− f(u)〉 ≤ sup {〈y∗, T (v − u)〉 : T ∈ Jf([u, v])}
≤ sup {〈y∗, y〉 : y ∈ co(Jf([u, v])(v − u))} ,
which is a contradiction with (2.4).

Let f : U ⊂ X → Y a map and x ∈ U . A pseudo-Jacobian mapping Jf : U → 2L(X,Y ) for
f on U is said to be locally bounded (resp. locally WOT-compact, resp. locally SOT-compact)
at x, if there exists r > 0 such that B(x, r) ⊂ U and the set of operators Jf(B(x, r)) is
bounded (resp. relatively WOT-compact, resp. relatively SOT-compact) in the space L(X, Y ).
We say that Jf is locally bounded (resp. locally WOT-compact, resp. locally SOT-compact) on
U if this holds for every x ∈ U .
As a consequence of the mean value property, we obtain the following result.
Corollary 2.8. Let f : U → Y be a continuous map. Then, f admits a locally bounded
pseudo-Jacobian mapping on U if, and only if, f is locally Lipschitz on U .
Proof. Suppose first that Jf : U → 2L(X,Y ) is a locally bounded pseudo-Jacobian for f .
Given x ∈ U choose L, r > 0 such that such that the set Jf(z) is contained in the closed
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ball L · BL(X,Y ), for each z ∈ B(x, r). Fix u, v ∈ B(x, r) and ε > 0. From Theorem 2.7 we
can find T ∈ co(Jf([u, v])) ⊂ L · BL(X,Y ) such that
‖f(v)− f(u)− T (v − u)‖ < ε,
and hence, ‖f(v)−f(u)‖ ≤ L ‖v−u‖+ε. In this way we see that f is L-Lipschitz on B(x, r).
The converse follows from Example 2.6. 
In our next example, we provide some examples of locally WOT-compact pseudo-Jacobians,
which will be useful later.
Example 2.9. Suppose that the map f : U ⊂ X → Y admits a factorization of the form
f = T ◦ g : U → Z → Y,
where Z is a reflexive Banach space, g : U → Z is locally Lipschitz on U , and T ∈ L(Z, Y ).
For each x ∈ U , define
J1f(x) := Lip g(x) · {T ◦ S : S ∈ BL(X,Z)},
and
J2f(x) := {T ◦ S : S ∈ ∂ g(x)},
where ∂g(x) is the Pa´les-Zeidan generalized Jacobian of g at x (see Example 2.5). Then
J1f(x) and J2f(x) are convex and WOT-compact pseudo-Jacobians for f at x. Furthermore,
J1f and J2f are locally WOT-compact pseudo-Jacobian mappings for f on U .
Proof. As explained in Examples 2.6 and 2.5, we have that Lip g(x) · BL(X,Z) and ∂g(x) are
pseudo-Jacobians for g at x ∈ U . It follows from the very definition that J1f(x) and J2f(x)
are then pseudo-Jacobians for f at x.
Moreover, since Z is reflexive, we know that BL(X,Z) is a WOT-compact subset of L(X,Z).
In addition, as we have remarked before, the topology β(X, V ) = β(X,Z∗) considered in [19]
coincides with the WOT-topology in L(X,Z) by the reflexivity of Z. Thus, from [19, Theorem
3.8] we have that the set ∂g(x) is also convex and WOT-compact in L(X,Z). Therefore, since
the map S 7→ T ◦ S is WOT-to-WOT continuous from L(X,Z) to L(X, Y ), we obtain that
the sets J1f(x) and J2f(x) are convex and WOT-compact in L(X, Y ). Finally, since g is
locally Lipschitz, for each x ∈ U there exist constants r > 0 and C > 0 such that for every
z ∈ B(x, r), J1f(z) and J2f(z) are contained in the set
C · {T ◦ S : S ∈ BL(X,Z)}.
In this way we see that J1f and J2f are locally WOT-compact pseudo-Jacobian mappings for
f on U . 
We next give an optimality condition in terms of pseudo-Jacobians.
Theorem 2.10 (Optimality condition). Consider a real-valued function ϕ : U ⊂ X → R.
Suppose that ϕ attains a local extremum at a point x0 ∈ U , and Jϕ(x0) is a pseudo-Jacobian
for ϕ at x0. Then,
0 ∈ cow∗(Jϕ(x0)).
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Proof. It is enough to prove the statement when ϕ attains a local minimum at x0. Consider
the set H = cow
∗
(
Jϕ(x0)
)
, that is, the w∗-closed convex hull of Jϕ(x0) in X
∗. Let σH :
X → (−∞,+∞] denote the corresponding support function of H , which is defined, for each
v ∈ X , by
σH(v) = sup {〈x∗, v〉 : x∗ ∈ H} .
Note that, given x∗ ∈ X∗, we have that x∗ ∈ H if, and only if, 〈x∗, v〉 ≤ σH(v) for every
v ∈ X . Indeed, since H is a convex and w∗-closed subset of X∗, by applying the Hahn-
Banach separation theorem to the space (X∗, w∗), and taking into account that the dual of
this space coincides with X , we obtain that if x∗ /∈ H , then there exists some v ∈ X such
that 〈x∗, v〉 > σH(v).
Now, if x0 is a local minimum of ϕ, we have that for each v ∈ X ,
0 ≤ ϕ′+(x0; v) ≤ sup {〈x∗, v〉 : x∗ ∈ Jϕ(x0)} ≤ σH(v).
Thus, 0 ∈ H . 
Remark 2.11. The set cow
∗
(
Jϕ(x0)
)
in the previous statement is minimal, in the sense
that we cannot replace the weak star closure by the closure in a stronger topology on X∗.
Indeed, let X be a dual Banach space, X = Y ∗, take an element ξ ∈ X∗ = Y ∗∗, and consider
the function ϕ : X → R given by the formula
ϕ(x) = ‖x‖ − 〈ξ, x〉 .
It is obvious that min
x∈X
ϕ(x) = 0 = ϕ(0). Moreover, for every v ∈ X we have
ϕ(tv)− ϕ(0)
t
→ ‖v‖ − 〈ξ, v〉 = sup{〈y − ξ, v〉 , y ∈ BY } , as t→ 0+.
Thus, the set Jϕ(0) := −ξ + BY is a (norm-closed and convex) pseudo-Jacobian of ϕ at 0
(and hence, 0 ∈ Jϕ(0)w
∗
). However, if the space X = Y ∗ is non-reflexive and ξ ∈ Y ∗∗ \ Y ,
then 0 6∈ Jϕ(0). 
Now, we shall establish some partial results concerning the chain rule for pseudo-Jacobians.
In the sequel, we consider Banach spaces X , Y and Z, open subsets U ⊂ X and V ⊂ Y ,
and continuous maps f : U → Y and g : V → Z with f(U) ⊂ V . If Jf and Jg are pseudo-
Jacobian mappings for f and g on U and V , respectively, and x ∈ U , then we denote by
Jg (f(x))◦Jf(x) the set made up of all compositions of the form S ◦T , where S ∈ Jg (f(x))
and T ∈ Jf(x). Our purpose is to find conditions to ensure that this set is a pseudo-Jacobian
for g ◦ f at the point x. These conditions involve differentiability properties of f or g and
boundedness or compactness properties of Jg or Jf , respectively. The following is a first
result in this direction.
Proposition 2.12. Let f : U → V and g : V → Z be continuous maps, let Jg be a pseudo-
Jacobian mapping of g and x ∈ U . If f is Gaˆteaux differentiable at x and Jg is locally
bounded at f(x), then the set Jg (f(x)) ◦ f ′(x) is a pseudo-jacobian of g ◦ f at x.
Proof. We may assume that U = X and V = Y . Pick z∗ ∈ Z∗ and v ∈ X , and set, for each
t > 0, ∆(t) = (f(x+ tv)−f(x))/t. Since Jg is locally bounded at f(x), Corollary 2.8 ensures
the existence of constants L, r > 0 such that
〈z∗, g (f(x) + y1)− g (f(x) + y2)〉 ≤ L‖y1 − y2‖, whenever y1, y2 ∈ rBY .
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Thus, if t > 0 is small enough, we have
〈z∗, g (f(x) + t∆(t))− g (f(x) + tf ′(x)(v))〉 ≤ Lt‖∆(t)− f ′(x)(v)‖,
and consequently,〈
z∗,
g (f(x+ tv))− g (f(x))
t
〉
=
1
t
〈z∗, g (f(x) + t∆(t))− g (f(x) + tf ′(x)(v))〉
+
〈
z∗,
g (f(x) + tf ′(x)(v))− g (f(x))
t
〉
≤ L‖v‖ ‖∆(t)− f ′(x)(v)‖
+
〈
z∗,
g (f(x) + tf ′(x)(v))− g (f(x))
t
〉
.
Since f is Gaˆteaux differentiable at x we have ‖∆(t)− f ′(x)(v)‖ → 0 as t→ 0, and hence,
(z∗, g ◦ f)′+(x; v) ≤ lim sup
t→0+
〈
z∗,
g (f(x) + tf ′(x)(v))− g (f(x))
t
〉
≤ sup {〈z∗, (T ◦ f ′(x)) (v)〉 : T ∈ Jg (f(x))} .

As a consequence of the former proposition, we obtain the following result.
Corollary 2.13. Let f : U ⊂ X → Y and g : Y → Z be continuous maps and x ∈ U . If f
is Gaˆteaux differentiable at x and g is weakly Gaˆteaux differentiable and locally Lipschitz at
f(x), then the map g◦f is weakly Gaˆteaux differentiable at x, and (g◦f)′(x) = g′ (f(x))◦f ′(x).
Proof. The previous proposition guarantees that the map g ◦ f admits a psuedo-Jacobian at
x made up of a unique operator, namely, g′ (f(x))◦f ′(x). Thus, according to Example 2.2 we
have that g ◦ f is weakly Gaˆteaux differentiable at x, and (g ◦ f)′(x) = g′ (f(x)) ◦ f ′(x). 
Next, we establish a chain rule for the composition g◦f assuming differentiability proper-
ties of g. If g : V → Z is weakly Gaˆteaux differentiable on all of V , we say that the derivative
g′ is Hadamard continuous (resp. weak Hadamard continuous) at a point y0 ∈ V , if for every
compact (resp. weakly compact) subset K ⊂ Y , we have suph∈K ‖〈g′(y)− g′(y0), h〉‖ → 0 as
y → y0. To simplify the statement of our next result, it is also convenient to introduce the
following definition.
Definition 2.14. The pseudo-Jacobian mapping Jf : U → 2L(X,Y ) is called directionally
bounded (resp. directionally weakly compact, resp. directionally compact) at a point x ∈ U ,
if for every v ∈ X there exists r > 0 such that the set
Jf ([x, x+ rv]) (v) := {T (v) : T ∈ Jf(z), z ∈ [x, x+ rv]}
is bounded (resp. relatively weakly compact, resp. relatively norm-compact) in the space Y .
If this property holds for every x ∈ U , then we say that the pseudo-Jacobian mapping Jf is
directionally bounded (resp. directionally weakly compact, resp. directionally compact) on U .
It is clear that if the pseudo-Jacobian mapping Jf : U → 2L(X,Y ) is locally bounded (resp.
locally WOT-compact, resp. locally SOT-compact) on U , then Jf is directionally bounded
(resp. directionally weakly compact, resp. directionally compact) on U .
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Theorem 2.15. Let f : U → V be a continuous map and Jf a pseudo-Jacobian mapping
of f on U . Suppose that g : V → Z is a continuous and weakly Gaˆteaux differentiable map,
and consider x ∈ U . Then, the set g′ (f(x)) ◦ Jf(x) is a pseudo-Jacobian of g ◦ f at x if one
of the following conditions hold:
(i) Jf is directionally bounded at x and g′ is norm-continuous at f(x).
(ii) Jf is directionally compact at x and g′ is Hadamard continuous at f(x).
(iii) Jf is directionally weakly compact at x and g′ is weak Hadamard continuous at f(x).
Proof. We can assume that U = X and V = Y . Pick a functional z∗ ∈ Z∗ and a vector
v ∈ X , and let (tn)n ⊂ (0,∞) such that tn → 0, and
lim
n
〈
z∗,
g (f(x+ tnv))− g (f(x))
tn
〉
= (z∗ ◦ g ◦ f)′+(x; v).
According to Theorem 2.7, there exists a sequence (yn)n ⊂ Y such that yn ∈ [f(x), f(x+ tnv)]
and
g(f(x+ tnv))− g(f(x)) = g′(yn) (f(x+ tnv)− f(x)) , for all n ∈ N.
Let us write, for each n ∈ N, ∆n = 1tn (f(x+ tnv)− f(x)). Then,〈
z∗,
g (f(x+ tnv))− g (f(x))
tn
〉
= 〈z∗, (g′(yn)− g′(f(x))) (∆n)〉+ 〈z∗ ◦ g′(f(x)), ∆n〉 ,
and bearing in mind that Jf(x) is a pseudo-Jacobian of f at x, it follows that
lim sup
n
〈
z∗,
g (f(x+ tnv))− g (f(x))
tn
〉
≤ lim sup
n
〈z∗, (g′(yn)− g′(f(x))) (∆n)〉
+ lim sup
n
〈z∗ ◦ g′(f(x)), ∆n〉
≤ lim sup
n
〈z∗, (g′(yn)− g′(f(x))) (∆n)〉
+ sup
T∈Jf(x)
〈z∗ ◦ g′(f(x)) ◦ T, v〉 .
Thus, it suffices to show that
(2.5) lim sup
n
|〈z∗, (g′(yn)− g′(f(x))) (∆n)〉| = 0.
Notice that, because of Theorem 2.7, we have
(2.6) ∆n ∈ co
(
Jf([x, x+ tnv])(v)
)
.
Suppose first that condition (i) holds. Then, there exists a number r > 0 such that the set
Jf([x, x+ rv])(v) is bounded in Y , and therefore K = co
(
Jf([x, x+ rv])(v)
)
is bounded as
well. Since tn → 0, by (2.6) we get ∆n ∈ K for n large enough. Moreover, as g is continuously
Fre´chet differentiable at f(x) it follows that ‖g′(yn)− g′(f(x))‖ → 0. Thus,
‖〈g′(yn)− g′(f(x)), ∆n〉‖ → 0.
This proves (2.5) under condition (i).
Now, suppose that assertion (ii) is satisfied. There exists r > 0 such that the set Jf([x, x+
rv])(v) is relatively norm-compact in Y . Hence, the set K = co
(
Jf([x, x+ rv])(v)
)
is norm-
compact in Y . Using again that tn → 0 and (2.6), we have that for n large enough, ∆n ∈ K,
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and therefore
|〈z∗, (g′(yn)− g′(f(x))) (∆n)〉| ≤ sup
h∈K
|〈z∗, (g′(yn)− g′(f(x))) (h)〉|
≤ ‖z∗‖ sup
h∈K
‖〈g′(yn)− g′(f(x)), h〉‖ .
Since g′ is Hadamard continuous at f(x), it follows that
sup
h∈K
‖〈g′(yn)− g′(f(x)), h〉‖ → 0.
This and the former inequality imply (2.5).
Finally, the proof of our claim under hypothesis (iii) is completely analogous, taking into
account that, by Krein-Smulian theorem, the closed convex hull of a weakly compact set in
a Banach space is weakly compact as well.

We end this section by introducing a property of pseudo-Jacobian mappings which will
be useful to achieve our results concerning invertibility of nonsmooth maps in the next
section. This property is based on the validity of the chain rule for the composition with
distance functions, together with a (rather technical) stability condition on the pseudo-
Jacobian of such compositions. In what follows, given a pseudo-Jacobian mapping Jf for a
map f : U ⊂ X → Y , and two points x ∈ U and y ∈ Y with y 6= f(x), we will denote by
Ax,y(f) the subset of X
∗ defined by the formula
Ax,y(f) = ∂dy (f(x)) ◦ co (Jf(x)) ,
where the symbol dy stands for the distance function to y, that is dy(v) = ‖v − y‖, v ∈ Y .
Definition 2.16. Let f : U ⊂ X → Y be a continuous map and Jf a pseudo-Jacobian
mapping for f on U . We say that Jf satisfies the chain rule condition on U if, for each
x ∈ U and each y ∈ Y with y 6= f(x), the set Ax,y(f) is a w∗-closed and convex pseudo-
Jacobian of the function dy ◦ f at the point x.
The following result provides a first example of pseudo-Jacobian satisfying the former
condition.
Proposition 2.17. If f : U ⊂ X → Y is continuous and Gaˆteaux differentiable on all of U ,
then the pseudo-Jacobian Jf(x) = {f ′(x)}, x ∈ U , satisfies the chain rule condition.
Proof. Let us fix x ∈ U and let y ∈ Y with y 6= f(x). Since f is Gaˆteaux differentiable we
have
Ax,y(f) = ∂‖ · ‖(f(x)− y) ◦ f ′(x),
and bearing in mind that ∂‖ · ‖(f(x)− y) is a w∗-compact convex subset of Y ∗ (c.f. [20, p.
7]), it follows that Ax,y(f) is w
∗-compact and convex as well. In particular, the set Ax,y(f)
is w∗-closed and convex. Further, since the norm ‖ · ‖ is Lipschitz, we have that ∂‖ · ‖ is
locally bounded at the point f(x)− y. Applying Proposition 2.12 we deduce that Ax,y(f) is
a pseudo-Jacobian of the function dy ◦ f at x. 
As a consequence of Theorem 2.15 we obtain our next result, which provides examples
of pseudo-Jacobian mappings satisfying the chain rule condition under some compactness
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assumptions on such pseudo-Jacobians and smoothness properties of the norm of the target
space.
Corollary 2.18. Let f : U ⊂ X → Y be a continuous map, and let Jf be a pseudo-Jacobian
mapping for f on U such that, for every x ∈ U , the set Jf(x) is convex and WOT-compact.
Then, Jf satisfies the chain rule condition in any of the following cases:
(i) The norm of Y is Fre´chet smooth and for every x ∈ U , Jf is directionally bounded
at x.
(ii) The norm of Y is Gaˆteaux smooth and for every x ∈ U , Jf is directionally compact
at x.
(iii) The norm of Y is weak Hadamard smooth and for every x ∈ U , Jf is directionally
weakly compact at x.
Proof. Pick x ∈ U , and let y ∈ Y with f(x) 6= y. By the smoothness of the norm, there is a
unique norm-one functional y∗ ∈ Y ∗ such that 〈y∗, f(x)− y〉 = dy (f(x)). Thus,
Ax,y(f) = y
∗ ◦ Jf(x),
and taking into account that Jf(x) is convex and WOT-compact it follows that Ax,y(f) is a
convex and w∗-compact subset of X∗.
It remains to show that Ax,y(f) is a pseudo-Jacobian for the function dy ◦ f at the point
x. Assume first that the norm ‖ · ‖ on Y is Fre´chet smooth. According to a classical result by
Smulyan (see e.g. [5, Corollary 7.22]) it follows that the derivative of ‖ · ‖ is norm-to-norm
continuous on Y \{0}. Therefore, thanks to Theorem 2.15 (i), we have that the set y∗◦Jf(x)
is a pseudo-Jacobian of dy ◦ f at x. The proof under the other conditions is similar. If the
norm of Y is Gaˆteaux smooth, then its derivative is norm-to-weak∗ continuous on Y \ {0}.
An easy argument yields then that ‖ · ‖′ is Hadamard continuous on Y \ {0}, and Theorem
2.15 (ii) applies. Finally, if the norm on Y is weak Hadamard smooth, then its derivative is
weak Hadamard continuous on Y \ {0}, and we can use Theorem 2.15 (iii).

3. Inversion of nonsmooth maps
Our main aim in this section is to establish several criteria to guarantee that a continuous
map f from an open subset set of a Banach space into a Banach space is (locally or globally)
invertible when a pseudo-Jacobian mapping of f satisfying the chain rule condition is at
hand. We first obtain an open mapping theorem, using the surjectivity index introduced by
Rabier in [24]. Recall that if T : X → Y is a bounded linear operator, then the co-norm of
T is the number
//T// = inf
‖x‖=1
‖Tx‖.
The surjectivity index of T is defined as
ν(T ) = // T ∗//,
where T ∗ : Y ∗ → X∗ denotes the adjoint operator of T . It is clear that T is surjective if,
and only if, ν(T ) > 0. Observe also that if T has a right inverse R (that is, if there exists an
operator R ∈ L(Y,X) such that T ◦R = IdY ), then
1 = ν(R∗ ◦ T ∗) = inf
y∗∈SY ∗
sup
y∈SY
‖〈T ∗y∗, Ry〉‖ ≤ ‖R‖ inf
y∗∈SY ∗
‖T ∗y∗‖ = ‖R‖ν(T ),
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and therefore, ν(T ) ≥ ‖R‖−1. Analogously, if T admits a left inverse L : Y → X , then
1 = sup
x∗∈SX∗
‖T ∗(L∗x∗)‖ ≥ // T ∗// sup
x∗∈SX∗
‖L∗x∗‖ = ν(T )‖L∗‖ = ν(T )‖L‖,
that is, ν(T ) ≤ ‖L‖−1. In particular, for any isomorphism T : X → Y we have
ν(T ) =
∥∥T−1∥∥−1 = //T//.
Our open mapping theorem reads as follows.
Theorem 3.1. Let U be an open subset of X, let f : U → Y be a continuous map and Jf
a pseudo-Jacobian mapping for f on U satisfying the chain rule condition. Suppose that
α := inf{ν(T ) : T ∈ co Jf(x); x ∈ U} > 0.
Then, for each open ball B(x0, δ) ⊂ U we have
(3.1) B
(
f(x0), δα
) ⊂ f(B (x0, δ)).
Therefore, the set V := f(U) is open in Y , and f is an open map from U to V .
Proof. Consider an open ball B(x0, δ) ⊂ U and let 0 < η < δ. Fix a vector y ∈ B
(
f(x0), ηα
)
,
and choose numbers ε, λ > 0 such that
ε
η
< λ < α and ‖f(x0)− y‖ < ε.
Let ϕ : X → R ∪ {+∞} be the function defined as ϕ(x) = ‖f(x) − y‖ if x ∈ B(x0, η),
and ϕ(x) = +∞ otherwise. It is easy to see that ϕ is continuous on B(x0, η) and lower
semicontinuous on all of X . Moreover,
ϕ(x0) < inf
x∈X
ϕ(x) + ε.
An appeal to Ekeland variational principle (c.f. [20, p. 45]) yields the existence of a vector
z ∈ X such that
(a) ‖z − x0‖ ≤ ελ < η, and
(b) ϕ(z) < ϕ(x) + λ‖z − x‖, for all x 6= z.
We shall show that f(z) = y. Assume the contrary. Because of (b), the function
ψ(x) = ϕ(x) + λ‖z − x‖, x ∈ X,
attains a (global) minimum at the point z. On the other hand, thanks to inequality (a)
we have z ∈ B(x0, η) ⊂ U , and bearing in mind that Jf satisfies the chain rule condition
on U , it follows that the set Az,y(f) = ∂‖ · ‖ (f(z)− y) ◦ co (Jf(z)) is a convex w∗-closed
pseudo-Jacobian of ϕ at z. Moreover, since the norm on X is 1-Lipschitz, it follows that the
closed unit ball BX∗ is a convex w
∗-compact pseudo-Jacobian of this norm at every point.
Therefore, the set
Jψ(z) := Az,y(f) + λBX∗
is a convex w∗-closed pseudo-Jacobian of the function ψ at z. And taking into account that
ψ attains a minimum at this point, thanks to Theorem 2.10 we obtain 0 ∈ Jψ(z).
Thus, given any number 0 < r < 1, we can find an operator T ∈ co Jf(z) and functionals
x∗ ∈ BX∗ and y∗ ∈ ∂‖ · ‖ (f(z)− y) such that
(3.2) ‖y∗ ◦ T + λx∗‖ < r.
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Hence,
α ≤ ν(T ) ≤ ‖T ∗(y∗)‖ ≤ ‖y∗ ◦ T + λx∗‖+ λ‖x∗‖ < r + λ.
Letting r go to zero we get α ≤ λ, which is a contradiction with our choice of λ. Consequently,
f(z) = y. In this way we see that B
(
f(x0), ηα
) ⊂ f(B (x0, η)) for every 0 < η < δ. As a
consequence, the inclusion (3.1) is proved. It follows that V = f(U) is open in Y , and f is
an open map. 
As a first consequence of the former theorem, we obtain the aforementioned result by
Ekeland.
Corollary 3.2. ([4, Theorem 2]) Let U be an open subset of X and f : U → Y be a
continuous map. Assume that f is Gaˆteaux differentiable on all of U and, for every x ∈ U ,
the derivative f ′(x) admits a right inverse R(x) ∈ L(Y,X). If
κ := sup
x∈U
‖R(x)‖ <∞
then for every open ball B(x0, δ) ⊂ U we have
B
(
f(x0), δκ
−1
) ⊂ f(B(x0, δ)).
In particular, f(U) is an open subset of V , and f is an open map.
Proof. Consider the pseudo-Jacobian mapping Jf : U → 2L(X,Y ) defined by the formula
Jf(x) = {f ′(x)}, x ∈ U . According to Proposition 2.17 we have that Jf satisfies the chain
rule condition on U . On ther hand, because of the hypothesis we get
α := inf
x∈U
ν (f ′(x)) ≥ inf
x∈U
‖R(x)‖−1 ≥ κ−1 > 0,
and Theorem 3.1 applies. 
Now, we present some inversion theorems. In order to simplify their statements, we in-
troduce the following concept.
Definition 3.3. Let f : U ⊂ X → Y be a map, and let Jf be a pseudo-Jacobian mapping
for f . The regularity index of Jf at a point x ∈ U is defined as the number
αJf(x) := sup
r>0
inf{//T// : T ∈ co Jf(B(x, r))}.
We say that the pseudo-Jacobian mapping Jf is regular at a point x ∈ U if, for some r > 0,
every operator T ∈ co Jf(B(x, r)) is an isomorphism, and furthermore αJf(x) > 0.
The character of regularity of the pseudo-Jacobian mapping Jf at a point x, as well of
the regularity index αJf (x), are of uniform nature: they rely on the behaviour of Jf in a
neighborhood of x. The next result shows that in the case that Jf is upper semicontinuous
at x, then both characteristics depend only on the behaviour of Jf at that point.
Proposition 3.4. Let U be an open subset of X, let f : U → Y be a continuous map and
Jf a pseudo-Jacobian mapping for f on U , which is upper semicontinuous at a point x ∈ U .
Assume that:
(i) Every T ∈ co Jf(x) is an isomorphism, and
(ii) inf {//T// : T ∈ co Jf(x))} > 0.
Then, Jf is regular at x and αJf(x) = inf {//T// : T ∈ co Jf(x))}.
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Proof. Let us write β := inf {//T// : T ∈ co Jf(x))} and take 0 < ε < β. The upper semi-
continuity of Jf ensures the existence of a number r > 0 such that
Jf
(
B(x, r)
) ⊆ Jf(x) + εBL(X,Y ) ⊆ co Jf(x) + εBL(X,Y ),
and taking into account that the latter set is convex we get
co Jf
(
B(x, r)
) ⊆ co Jf(x) + εBL(X,Y ).
Now, let T ∈ co Jf(B(x, r)). Because of the previous inclusion, we can find an operator
T0 ∈ Jf(x) such that ‖T − T0‖ < ε. By hypothesis, T0 is an isomorphism, and
‖T−10 ‖ = //T0//−1 ≤ β−1.
Therefore, ∥∥T−10 ◦ T − IdX∥∥ = ∥∥T−10 ◦ (T − T0)∥∥ ≤ εβ−1 < 1.
In particular, T−10 ◦ T is an isomorphism, and thus, T is an isomorphism as well.
It remains to show that αJf(x) = β. It is clear that αJf (x) ≤ β. As before, we fix
0 < ε < β, and find a number r > 0 with the property that for any T ∈ Jf(B(x, r)) there
is T0 ∈ co
(
Jf(x)
)
satisfying ‖T − T0‖ < ε. Thus,
//T// = inf
h∈SX
‖Th‖ ≥ inf
h∈SX
‖T0h‖ − ε = //T0//− ε ≥ α− ε.
Consequently, αJf(x) ≥ α− ε, for all ε > 0, and therefore, αJf(x) ≥ α. 
As a consequence of the former proposition it follows that if the map f : U ⊂ X → Y is
C1-smooth on U , then the pseudo-Jacobian mapping Jf = {f ′} is regular at a point x ∈ U
if, and only if, f ′(x) is an isomorphism. Moreover, in this case αJf(x) = ‖f ′(x)−1‖−1.
Next, we present a local inversion result in terms of pseudo-Jacobians.
Theorem 3.5. Let U be an open subset of X, let f : U → Y be a continuous map and Jf
a pseudo-Jacobian mapping for f on U satisfying the chain rule condition. If Jf is regular
at a point x ∈ U , then for every 0 < α < αJf(x) there exists an open ball B(x, r) ⊆ U with
the following properties:
(1) The set V := f
(
B(x, r)
)
is open in Y ,
(2) The map f↾B(x,r) : B(x, r)→ V is an homeomorphism, and
(3) The map (f↾B(x,r))
−1 is α−1-Lipschitz on V .
The main ingredient in the proof of this theorem is the following lemma.
Lemma 3.6. Let U be an open convex subset of X, let f : U → Y be a continuous map and
Jf a pseudo-Jacobian mapping for f on U satisfying the chain rule condition. Suppose that
every operator in co Jf(U) is an isomorphism and, furthermore,
α := inf{//T// : T ∈ co Jf(U)} > 0.
Then, the set V := f(U) is open in Y , and f is an homeomorphism from U to V , whose
inverse is α−1-Lipschitz on V .
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Proof. Note that, since every T ∈ co Jf(U) is a linear isomorphism, we have ν(T ) = //T//.
Then, from the Theorem 3.1 we obtain that V is an open set and f is an open map. Now,
we shall show that
(3.3) ‖f(x1)− f(x2)‖ ≥ α‖x1 − x2‖, whenever x1, x2 ∈ U.
Take x1, x2 ∈ U , and pick a number 0 < r < 1. According to Theorem 2.7, we can find an
operator T ∈ co (Jf([x1, x2])) such that
‖f(x1)− f(x2)− T (x1 − x2)‖ ≤ rα‖x1 − x2‖.
Since the set U is convex we have [x1, x2] ⊂ U , and thus //T// ≥ α . So, from the previous
inequality it follows that
‖f(x1)− f(x2)‖ ≥ ‖T (x1 − x2)‖ − rα‖x1 − x2‖
≥ //T//‖x1 − x2‖ − rα‖x1 − x2‖
≥ α(1− r)‖x1 − x2‖.
As the number r was chosen arbitrarily, from this inequality we obtain (3.3). Now, it follows
at once from (3.3) that f is one-to-one on U , and that its inverse is α−1-Lipschitz on V . 
Proof of Theorem 3.5. The regularity of Jf ensures the existence of a number r > 0
with B(x, r) ⊂ U , and such that every operator T ∈ co Jf(U) is an isomorphism and
inf {//T// : T ∈ co Jf(U)} ≥ α. Thus, the conclusion follows applying Lemma 3.6 to the
map f↾B(x,r). 
Now, we establish a criterion on global invertibility involving an Hadamard-like integral
condition in terms of the regularity index of a pseudo-Jacobian. First, we recall that if X, Y
are Banach spaces, U ⊂ X is an open set and f : U → Y a continuous map, the lower scalar
Dini derivative of f at a point x ∈ U is defined as
D−x f = lim inf
z→x
‖f(z)− f(x)‖
‖z − x‖ .
It is a classical result due to F. John (see Corollary in page 91 of [16]) that, if f : X → Y
is a local homeomorphism between Banach spaces (a regular map in the terminology of [16])
which satisfies ∫ ∞
0
inf
‖x‖≤t
D−x f dt =∞,
then f is in fact a global homeomorphism fromX onto Y (analogous results for maps between
metric spaces have been obtained in [8, Theorem 4.6] and [6, Corollary 7]). Furthermore, it
was proved in [16, Theorem IIA] (see also [6, Theorem 6]) that in this case, for each x0 ∈ X
and each δ > 0, we have
B
(
f(x0), ρ
) ⊂ f(B (x0, δ)), where ρ =
∫ δ
0
inf
‖x−x0‖≤t
D−x f dt.
Theorem 3.7. Let f : X → Y be a continuous map between Banach spaces and let Jf
be a pseudo-Jacobian mapping for f satisfying the chain rule condition. Suppose that Jf is
regular at every x ∈ X and satisfies the Hadamard integral condition:
(3.4)
∫ ∞
0
inf
‖x‖≤t
αJf (x) dt =∞.
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Then, f is a global homeomorphism from X onto Y , whose inverse is Lipschitz on each
bounded subset of Y . Furthermore, for each x0 ∈ X and each δ > 0, we have
(3.5) B
(
f(x0), ρ
) ⊂ f(B (x0, δ)), where ρ =
∫ δ
0
inf
‖x−x0‖≤t
αJf(x) dt.
Proof. According to Theorem 3.5 we have that f is a local homeomorphism, and moreover,
given any x ∈ X and any 0 < α < αJf(x), there exists r > 0 such that
‖f(z1)− f(z2)‖ ≥ α‖z1 − z2‖, for all z1, z2 ∈ B(x, r).
In particular, ‖f(z)− f(x)‖ ≥ α‖z − x‖, for all z ∈ B(x, r), and so, D−x f ≥ α. Therefore,
D−x f ≥ αJf(x), for every x ∈ X.
Bearing in mind (3.4) we get ∫ ∞
0
inf
‖x‖≤t
D−x f dt =∞.
Thus, from the above mentioned results of F. John it follows that f is a global homeomor-
phism from X onto Y , and that the inclusion (3.5) holds.
It remains to show that the map f−1 : Y → X is Lipschitz on bounded subsets of Y .
We have already proved that, for each x ∈ X and each 0 < α < αJf(x), f−1 is locally
α−1-Lipschitz in a neighborhood of f(x). Fix an open ball B
(
f(0), R
)
in Y , and by using
condition (3.4), find a number r > 0 such that
∫ r
0
αJf(x)dt ≥ R. Taking into account (3.5)
we obtain
B
(
f(0);R
) ⊂ f(B(0, r)).
Now, set Vr := f (B(0, r)) and
α(r) := inf{αJf(x) : ‖x‖ ≤ r}.
Again from condition (3.4) we get α(r) > 0. Fix 0 < α < α(r). Then, f is an homeomorphism
from B(0, r) onto Vr and f
−1 is locally α−1-Lipschitz on Vr. Now, from a standard technique,
using the convexity of the ball B
(
f(0), R
)
we deduce that f−1 is, in fact, globally α−1-
Lipschitz on B
(
f(0), R
)
. We give some details for completeness. Choose u, v ∈ B(f(0), R).
Each point z in the segment [u, v] has an open neighborhoodW z such that f−1 is locally α−1-
Lipschitz on W z. This provides an open covering of [u, v], and by compactness we obtain a
Lebesgue number δ > 0 such that every subset of [u, v] with diameter less than δ is contained
in some W z. Now, take a number n ∈ N with n > Rδ−1, and define zj = n−jn u + jnv for
j = 0, 1, · · · , n. Then,
∥∥f−1(u)− f−1(v)∥∥ ≤
n∑
j=1
∥∥f−1(zj−1)− f−1(zj)∥∥ ≤ α−1
n∑
j=1
‖zj−1 − zj‖ = α−1‖u− v‖,
as we wanted. 
As a consequence of the previous theorem and its proof, we obtain the following result.
Corollary 3.8. Let f : X → Y be a continuous map between Banach spaces and let Jf
be a pseudo-Jacobian mapping for f satisfying the chain rule condition. Suppose that Jf is
regular at every x ∈ X, and
αX := inf
x∈X
αJf(x) > 0.
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Then, f is a global homeomorphism from X onto Y , and the map f−1 is α−1X -Lipschitz on
Y .
Proof. Condition (3.4) is clearly satisfied. Thus, f : X → Y is a global homeomorphism
by Theorem 3.7. Now fix 0 < α < αX . Using the argument employed in the proof of that
theorem we also have that for every x ∈ X the inverse map f−1 : Y → X is locally α−1-
Lipschitz in a neighborhood of f(x). Then, as in the same proof, we can deduce that f−1 is
globally α−1-Lipschitz on Y . This gives that f−1 is in fact globally α−1X -Lipschitz on Y . 
In the case of reflexive spaces, we obtain the following result.
Corollary 3.9. Let f : X → Y be a locally Lipschitz map between reflexive Banach spaces
and let Jf be a locally bounded pseudo-Jacobian for f , such that Jf(x) is convex and WOT-
compact for every x ∈ X. Suppose that Jf is regular at every x ∈ X and satisfies the
Hadamard integral condition:
(3.6)
∫ ∞
0
inf
‖x‖≤t
αJf (x) dt =∞.
Then, f is a global homeomorphism from X onto Y , whose inverse is Lipschitz on each
bounded subset of Y .
Proof. Being reflexive, the space Y admits an equivalent Fre´chet-smooth norm (c.f. [26,
Corollary 4]). By Corollary 2.18 (i), the pseudo-Jacobian Jf satisfies the chain rule condition
for this renorming. Since the regularity of Jf and the Hadamard integral condition are stable
under equivalent renormings of the spaces, the conclusion follows from Theorem 3.7. 
As an application of the former corollary, we obtain the following infinite-dimensional
version of the global inversion theorem by Pourciau in [23]. Given a locally Lipschitz map
f : X → Y between reflexive Banach spaces, we consider the Pa´les-Zeidan generalized
Jacobian ∂f defined in [19] (see Example 2.5) and we denote, for each x ∈ X ,
//∂f(x)// := inf{//T// : T ∈ ∂f(x)}.
Corollary 3.10. Let f : X → Y be a locally Lipschitz map between reflexive Banach spaces,
and let ∂f be the Pa´les-Zeidan generalized Jacobian of f . Suppose that for each x ∈ X, every
T ∈ ∂f(x) is an isomorphism, the pseudo-Jacobian ∂f is upper semicontinuous on U , and
the following Hadamard integral condition holds:
(3.7)
∫ ∞
0
inf
‖x‖≤t
//∂f(x)// dt =∞.
Then, f is a global homeomorphism from X onto Y , whose inverse is Lipschitz on each
bounded subset of Y .
Proof. As we have remarked in Example 2.9, the Pa´les-Zeidan generalized Jacobian ∂f de-
fined in [19] is a locally bounded pseudo-Jacobian for f , satisfying that ∂f(x) is convex and
WOT-compact for every x ∈ X . Now, by Proposition 3.4 we have
α∂f(x) = inf{//T// : T ∈ ∂f(x))}.
Furthermore, by Corollary 2.18 (i), ∂f satisfies the chain rule condition after a Fre´chet-
smooth renorming of Y , and Corollary 3.9 applies. 
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Now, we give some applications of the previous results to the invertibility of small Lips-
chitz perturbations of differentiable maps between Banach spaces.
Corollary 3.11. Let X, Y be reflexive spaces endowed with a Fre´chet-smooth norm. Consider
a map f : X → Y of the form f = g + h, where g, h : X → Y satisfy:
(i) g is C1-smooth on all of X, and g′(x) is an isomorphism for each x ∈ X.
(ii) h is locally Lipschitz, and Lip h(x) < ‖g′(x)−1‖−1 for each x ∈ X.
(iii) The following integral condition holds:∫ ∞
0
inf
‖x‖≤t
(‖g′(x)−1‖−1 − Lip h(x)) dt =∞.
Then, f is a global homeomorphism from X onto Y , whose inverse is Lipschitz on bounded
subsets of Y .
Proof. Consider the set-valued map Jf : X → 2L(X,Y ) defined, for each x ∈ X , by
Jf(x) := g′(x) + Lip h(x) ·BL(X,Y ).
Taking into account Examples 2.2 and 2.9 and the local Lipschitzness of g, it follows that
Jf is a locally bounded pseudo-Jacobian mapping for f , and Jf(x) is convex and WOT-
compact for every x ∈ X . Thus, thanks to Corollary 2.18 (i) we deduce that Jf satisfies the
chain rule condition. Now, we shall show that Jf is regular. Because of Example 2.6, Jf is
upper semicontinuous on X . Thus, it suffices to see that Jf satisfies conditions (i) and (ii)
from Proposition 3.4 at every x ∈ X . For each R ∈ L(X, Y ) with ‖R‖ ≤ Lip h(x) we have
‖R ◦ g′(x)−1‖ < 1. In particular, the operator IdY +R ◦ g′(x)−1 is an isomorphism on Y . In
this way we obtain that g′(x) +R is an isomorphism. On the other hand,
αJf(x) = inf{//g′(x) +R// : R ∈ L(X, Y ), ‖R‖ ≤ Lip h(x)}
≥ //g′(x)//− Lip h(x) = ‖g′(x)−1‖−1 − Lip h(x) > 0.
Therefore, the result follows from Corollary 3.9. 
Our next example gives an similar application of Theorem 3.7 in the non-reflexive case.
Example 3.12. Let (Ω, µ) be a finite measure space, and consider a map f : L1(µ)→ L1(µ)
of the form f = g + h, where f, g : L1(µ)→ L1(µ) satisfy the following properties:
(i) g is C1-smooth on all of L1(µ), and g′(x) is an isomorphism for each x ∈ L1(µ).
(ii) There exist a number 1 < p <∞ and a map hˆ : L1(µ)→ Lp(µ) such that hˆ is locally
Lipschitz, being Lip hˆ(x) < ‖g′(x)−1‖−1 for all x ∈ L1(µ), and so that h = hˆ◦ i, where
i : Lp(µ) →֒ L1(µ) denotes the canonical inclusion.
(iii) The following integral condition holds:∫ ∞
0
inf
‖x‖≤t
(‖g′(x)−1‖−1 − 2 Liph(x)) dt =∞.
Then, f is a global homeomorphism of L1(µ), whose inverse is Lipschitz on bounded subsets
of L1(µ).
Proof. Let us denote the usual norm of L1(µ) by ‖x‖ := ∫
Ω
|x(τ)| dµ(τ), x ∈ L1(µ). Ac-
cording to [1, Theorem 4.2], there exists an equivalent norm ‖ · ‖0 on L1(µ) which is weak-
Hadamard smooth and satisfies
‖x‖0 ≤ ‖x‖ ≤
√
2‖x‖0.
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We will consider L1(µ) endowed with the norm ‖ · ‖0. Note that, for this new norm, we have
1√
2
‖g′(x)−1‖−1 ≤ ‖g′(x)−1‖−10 ≤
√
2 ‖g′(x)−1‖−1
and
1√
2
Lip h(x) ≤ Lip‖·‖0h(x) ≤
√
2 Lip h(x).
Therefore,
‖g′(x)−1‖−10 − Lip‖·‖0h(x) ≥
1√
2
(‖g′(x)−1‖−1 − 2 Liph(x))
for every x ∈ L1(µ).
Denote by BL(L1,Lp) the unit ball of the space L(L1(µ), Lp(µ)) when L1(µ) is endowed
with the norm ‖ · ‖0 and Lp(µ) with its usual norm. By composing with the natural inclusion
Lp(µ) →֒ L1(µ) we consider BL(L1,Lp) as a WOT-compact subset of L(L1(µ), L1(µ)). Now
define the set-valued map Jf : X → 2L(L1(µ),L1(µ)) by
Jf(x) := g′(x) + Lip‖·‖0h(x) · BL(L1,Lp).
Taking into account Examples 2.2 and 2.9, we have that Jf is a pseudo-Jacobian mapping
for f such that Jf(x) is convex and WOT-compact for every x ∈ L1(µ). From Example 2.6,
we also have that Jf is upper semicontinuous on L1(µ). Moreover, given x, v ∈ L1(µ), there
exist constants r, C > 0 such that
Jf([x, x+ rv]) ⊂ g′([x, x+ rv]) + C ·BL(L1,Lp),
and bearing in mind that the map g is C1-smooth, it follows that g′([x, x+rv])+C ·BL(L1,Lp)
is a WOT-compact subset of L(L1(µ), L1(µ)). In this way, using Corollary 2.18 (iii), we obtain
that Jf satisfies the chain rule condition. Finally, the regularity of Jf can be checked as in
the previous result. Thus, the conclusion follows from Theorem 3.7.

In the following example we consider the global invertibility of different types of 1-
Lipschitz perturbations of the identity in a Hilbert space.
Example 3.13. Consider the separable Hilbert space ℓ2 and define the map f : ℓ2 → ℓ2 by
the formula
f(x1, x2, x3, . . . ) = (x1 + θ(|x2|), x2 + θ(|x3|), x3 + θ(|x4|), . . . ),
where θ : [0,+∞)→ R is given below. Then we have:
(a) Suppose that θ(t) = ct, with |c| < 1. Then, f is a global homeomorphism with
Lipschitz inverse.
(b) Suppose that θ(t) = t. Then, f is not bijective.
(c) Suppose that θ(t) = t− log(1+ t). Then, f is a global homeomorphism, whose inverse
is Lipschitz on bounded sets.
Proof. We have that f = g + h, where g : ℓ2 → ℓ2 is the identity map and h : ℓ2 → ℓ2 is
defined by
h(x1, x2, x3, . . . ) = (θ(|x2|), θ(|x3|), θ(|x4|), . . . ).
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Consider first case (a). It is clear that in this case h is |c|-Lipschitz on ℓ2. Then for each
x ∈ ℓ2 we have
‖g′(x)−1‖−1 − Lip h(x) ≥ 1− |c| > 0.
Thus, the conclusion follows from Corollary 3.8 and the proof of Corollary 3.11.
Next, consider case (b). Here we have that f is not onto. Indeed, consider the vector
y =
(
−1
n
)
n∈N
∈ ℓ2 and suppose that there exists some x = (xn)n∈N ∈ ℓ2 with f(x) = y. Then,
for each n ∈ N we have
xn = −1
n
− |xn+1| ≤ −1
n
.
Therefore, for each n ∈ N we obtain
x1 = −1 − |x2| ≤ −1 − 1
2
− |x3| ≤ · · · ≤ −1− 1
2
− · · · − 1
n
− |xn+1|,
which is not possible.
Finally, consider case (c). Given t > 0, from elementary calculus we obtain
|θ(|r|)− θ(|s|)| ≤ θ′(t) |r − s| = t
1 + t
|r − s|, for all r, s ∈ R such that |r|, |s| ≤ t.
From here we deduce that the map h is t
1+t
-Lipschitz on the closed ball B(0, t) of ℓ2. As a
consequence,
sup
‖x‖≤t
Lip h(x) ≤ t
1 + t
.
Therefore,∫ ∞
0
inf
‖x‖≤t
(‖g′(x)−1‖−1 − Lip h(x)) dt =
∫ ∞
0
inf
‖x‖≤t
(1− Lip h(x)) dt ≥
∫ ∞
0
(
1− t
1 + t
)
dt
=
∫ ∞
0
1
1 + t
dt =∞,
and the result follows from Corollary 3.11. 
We end this paper with a characterization of homeomorphisms between Banach spaces
in terms of pseudo-Jacobians, which relies on our local invertibility result and Plastock’s
limiting condition for global invertibility of local homeomorphisms in [21, Theorem 2.1].
Theorem 3.14. Let f : X → Y be a continuous map and let Jf be a pseudo-Jacobian
mapping for f satisfying the chain rule condition. Suppose that, for every x ∈ X, we have
that Jf is regular at x. Then the following conditions are equivalent:
(a) f : X → Y is a global homeomorphism;
(b) for each compact subset K ⊂ Y ,
inf{αJf(x) : x ∈ f−1(K)} > 0;
(c) f : X → Y is a global homeomorphism with a locally Lipschitz inverse.
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Proof. Suppose that (a) holds, and letK be a compact subset of Y . Then, f−1(K) is compact
in X . From the very definition, it is easily seen that the function given by x 7→ αJf(x) is
lower semi-continuous on X . Therefore αJf(x) attains its minimum on f
−1(K), and taking
into account that αJf (x) > 0 for all x ∈ X , we obtain
inf{αJf(x) : x ∈ f−1(K)} > 0,
so that condition (b) is satisfied.
Now, suppose that assertion (b) holds. From Theorem 3.5 we have that f is a local
homeomorphism, and furthermore (using the same argument as in the proof of Theorem
3.7), for each x ∈ X and each 0 < α < αJf(x) there exists r > 0 such that
(3.8) ‖f(z)− f(x)‖ ≥ α‖z − x‖, for all z ∈ B(x, r).
Hence, D−x f ≥ α. In this way we see that D−x f ≥ αJf(x) for every x ∈ X . Bearing in mind
(b) we have
(3.9) inf
x∈f−1(K)
D−x f > 0, for every compact set K ⊂ Y.
In order to see that f is a global homeomorphism, according to [21, Theorem 1.2] it suffices
to show that f satisfies the the following limiting condition:
(L) For every line segment p : [0, 1] → Y , for every 0 < b ≤ 1 and for every continuous
path q : [0, b) → X satisfying that f(q(t)) = p(t) for every t ∈ [0, b), there exists a sequence
(tj)j in [0, b) convergent to b and such that the sequence (q(tj))j converges in X.
This can be done arguing as in the proof of [12, Theorem 4.3]. We include the details for
the sake of completeness. Consider a line segment p : [0, 1]→ Y given by p(t) = (1−t)y0+ty1
for some y0, y1 ∈ Y , pick 0 < b ≤ 1, and let q : [0, b) → X be a continuous path satisfying
f(q(t)) = p(t) for every t ∈ [0, b). Let K := p([0, 1]). Then, K is a compact subset of Y and
q([0, b)) ⊂ f−1(K). So, by (3.9), there is α > 0 such that αJf(x) > α > 0, for all x ∈ q([0, b)).
Let (tj)j be any sequence in [0, b) such that tj → b. According to the Mean Value Inequality
in [8, Proposition 3.9] we have
‖q(ti)− q(tj)‖ ≤ α−1‖p(ti)− p(tj)‖ = α−1|ti − tj|‖y0 − y1‖, whenever i, j ∈ N.
Thus, the sequence (q(tj))j is Cauchy, and therefore convergent in X . Thus, condition (L)
is fulfilled, and f is an homeomorphism from X onto Y . Moreover, thanks to (3.8) we have
that the inverse map f−1 is locally Lipschitz on Y .

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