In this paper, we study an obstacle problem associated with the mean curvature ow with constant driving force. Our rst main result concerns interior and boundary regularity of the solution. We then study in details the large time behavior of the solution and obtain the convergence result. In particular, we give full characterization of the limiting pro les in the radially symmetric setting.
Introduction
In this paper, we study an obstacle problem for level-set forced mean curvature ow equation. We assume further that the surface evolution is described by the mean curvature with constant driving force A. Under the assumption, the equation is 
. Main results
Here we give our main results. + AL.
As we mention in Section 2 more precisely, the existence of a unique viscosity solution is known by [8] . However, such a global estimate is new although the proof for Lipschitz bound is an adjustment of the proof without obstacles; see [3] for the spatial bound. A similar result is proved for the Neumann problem in a convex domain for the level-set mean curvature ow equation [7] without obstacles. We shall adjust their proof for our setting. We aim at characterizing the limiting pro le v in term of given initial condition u , and obstacles ψ ± . This is a challenging task, and at this moment, we are able to get full characterization in the radially symmetric case. This is done by a careful study of radial solutions of (1.1)-(1.3). A key observation is that (1.1) becomes a rst order equation with singularity at the center of radial symmetricity. Here is our statement. the corresponding elliptic problem of (1.1). As we know, for a large class of elliptic equation
the comparison principle holds provided that F is strictly monotone in u. It is not hard to expect that the comparison principle for (1.1e) may not hold as the equation (1.1e) is not monotone in u since it does not depend explicitly on u. Indeed, obviously is a solution of (1.1e). As mentioned in (3), for all ≤ C ≤ λ(N − )/A, ψ C are (viscosity) subsolutions of (1.1e) with ψ C = on ∂Ω.
. Motivation and Background
In 1994, Sternberg and Ziemer [13] consider the following problem
Under the assumption that domain Ω is mean convex, they show that the solution exists globally in time, is unique, and
Moreover, they also obtain large time behavior result of u(x, t) as t → ∞. We are tempting to derive similar results for generalized motion by mean curvature with driving force. However, global estimate (1.4) may fail for the solutions of
if the boundary condition is ful lled in classical sense. For instance, let Ω = B (O) ⊂ R , g(x) = on ∂Ω, and A = . Consider
As we will see in Appendix, ψ is a subsolution of (*), and satis es
Therefore, as long as u ≥ ψ(·, ), by the comparison principle, the solution u also satis es
provided that the boundary value of u agrees with g. For these reasons, we study the problem with obstacle instead of Dirichlet problem. In 2014, Mercier and Novaga [9] study the mean curvature ow with obstacle in classical sense. In 2016, Mercier [8] gives the wellposed result for the problem (1.1)-(1.3) in the viscosity sense. In this research, they prove the comparison principle and give the existence, uniqueness results. We introduce them in Section 2.
Background. It is expected that a proper understanding of the Dirichlet problem is an obstacle formulation. Consider a curve with xed boundary P and Q evolving by the forced curvature ow equation V = −κ + A, where V is the normal velocity and −κ is the curvature in the direction of the normal. The problem has been studied by [15] in classical way. We want to deal with this problem by level set method in viscosity sense. However, considering such curve is not closed, we add a "phantom" part such that the curve becomes closed. Curve Γ(t) and Γp(t) are called the "front" and "back", respectively. Let Γ(t) and Γp(t) be the boundary of {u > }. To x the boundary points, we take obstacle functions ψ + ≥ u ≥ ψ − such that ψ + and ψ − vanish only on P and Q. Then the front level set of solution of (1.1) is expected to give a solution of Dirichlet problem for V = −κ + A. The di culty of the Dirichlet problem is that the curve does not divide the domain into two parts. This is a reason we distinguish "front" and "back" of the level-set. Such a problem has been arisen when one discusses spiral growths. In [10, 11] , a spiral growth by V = −κ + is discussed for the Neumann boundary condition by using a modi ed level-set method. It seems to be possible to discuss the Dirichlet problem by using this obstacle approach. The level set method for mean curvature ow in viscosity solution frame work was developed independently by Chen, Giga and Goto [1] , and Evans, Spruck [2] . They prove the viscosity solution for level set method exists and is unique. Recently, there are some researches considering the mean curvature ow with driving force. In 2016, Giga, Mitake, and Tran [6] consider a crystal growth phenomenon in both vertical and horizontal directions. Indeed, the horizontal direction growth is our mean curvature ow with driving force; see also [4] , [5] and [6] for a survey and more developments. In our case here, there is no source term, hence, no vertical growth. In 2017, Zhang consider the mean curvature ow with driving force by level set method and give some criteria to judge whether the zero set is fattening or not (see [14, 16] ). This paper is organized as following. In Section 2, we give the notion of viscosity solutions to the obstacle problem and some basic results. In Section 3, we prove the gradient estimates and give the large time behavior result. In Section 4, we give a full characterization of the limiting pro le in the radially symmetric setting. To the best of our knowledge, this result is new in the literature. It is still an open problem on analyzing the limit in general setting.
Preliminaries
In this section, we introduce the notion of viscosity solution to the obstacle problem (1.1)-(1.3) and give some related results.
Let F : R N \ { } × S N → R (S N is the set of square symmetric matrices of size N) be such that
and
Similarly, a function u :
Finally, u is said to be a (viscosity) solution of (1.1)-(1.3) if u is both a viscosity subsolution and a supersolution.
Proposition 2.2 (Comparison principle).
We assume u is a subsolution and v is a supersolution of The comparison principle and well-posedness of (1.1)-(1.3) are quite standard. We refer to [8] . To derive convergence results, it is convenient to consider the approximate problem of (1.1)-(1.3) by considering, for ε > , T > ,
where
Moreover, assume (ψ ε ) ± are Lε-Lipschitz continuous, and Lε ≤ K for some constant K.
Proposition 2.4. We assume u is a subsolution and v is a supersolution of (2.1)-(2.3), respectively, and u(
·, ) ≤ v(·, ) in R N . Then u ≤ v in R N × ( , T).
Proposition 2.5. Problem (2.1)-(2.3) has a unique continuous solution v ε , and furthermore
In [9] , Mercier and Novaga give the well-posedness for problem (2.1)-(2.3) with A = in the viscosity sense by Perron's method and the usual comparison principle. By repeating these standard arguments, the wellposed result for problem (2.1)-(2.3) with A > holds. For the regularity, using [12, Theorem 4.1], we deduce that v ε ∈ C , (R N × ( , T)). We omit the details here.
Propositions 2.4 and 2.5 give us the following results immediately. 
Theorem 2.6. We assume u is a subsolution and v is a supersolution of
Then u is the unique viscosity solution of (1.1)-(1.3).
Proof. We rst show that u is a supersolution. Let φ be a smooth test function such that, at some point (x,t) ∈
, and
Then there exists a neighborhood
Assume min
By a standard argument ([3, Lemma 2.2.5]), (x ε , t ε ) → (x,t), as ε → , by passing to a subsequence if necessary. Thanks to (2.4), for ε > small enough, the viscosity supersolution test gives that
Letting ε → , we have
The proof of subsolution property is similar to the above, and hence, is omitted.
Lipschitz bounds and large time pro les
In this section, we prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. The proof of spatial Lipschitz bounds is a simple adjustment of that without obstacle; see e.g., [3] . Denote u
z is a supersolution and u − z is a subsolution of (1.1)-(1.3), respectively. Once we have this claim, Proposition 2.2 shows that
Consequently, for every x, y ∈ R N , t ∈ [ , T),
We only prove the claim for u + z . First, we note
Then we get u 
Next we only prove the claim for u 
This implies u
Obviously, Proof of Theorem 1.2. We divide the proof into four steps.
Step 1. u ε are Lipschitz continuous for all ε ∈ ( , ). Moreover,
By constructing subsolution and supersolution as in Theorem 1.1, we can prove these results easily. We leave the details to the readers.
Step 2. There exists constant C > independent of ε and T such that
We consider the following Lyapunov function (see e.g., [7] )
then there holds u ε t (x , t ) = . Same claim holds if u ε (x , t ) = (ψ ε ) − (x ). Consequently,
Note the fact that for x ∈ Q + (t) ∩ Q − (t), we have
Integrating the inequality above, we have
The assumptions for (ψ ε ) ± show that we can nd a constant C independent of ε ∈ ( , ) such that
Then, for ε ∈ ( , ),
Step 3. u
Step 2 shows that u
such that, by passing to a subsequence if needed,
as ε → , for every T > . On the other hand, Step 1 and Lemma 2.8 show that
for every T > . Therefore,
, as ε → (whole sequence).
Step 4. We complete the proof in this step. By weakly lower semi-continuity,
For every {t k } → ∞, by the Arzelà-Ascoli theorem, there exist a subsequence {t k j } and a Lipschitz continuous function v such that
locally uniformly on R N × [ , ∞). As u(·, t) is compactly supported on Ω,
uniformly on R N × [ , T], for every T > . By stability results of viscosity solutions, v satis es
Thanks to the fact that
we have
). On the other hand, (3.7) implies that, by passing to a further subsequence if neces-
As mentioned in Remark 1.4, the solution of (1.1e), (1.3) is not necessary unique. Therefore, v may depend on the choice of subsequence of {t k } k .
At last, we prove that v is independent of the choice of subsequence of {t k } k . Since u k j converges uniformly to v on R N × [ , ], for every ε > there exists j large enough such that
. This implies that u(·, t) converges uniformly to v in R N without taking a subsequence.
Remark 3.1. The proof of large time behavior is quite standard. Nevertheless, as we do not have uniqueness of solutions to (1.1e), (1.3), it is not easy to analyze what is the limiting pro le given the initial data u , and obstacles ψ ± . In the following, we are able to characterize this in the radially symmetric setting.
The radially symmetric setting
In this section, we prove Theorem 1.3. First, we nd radially symmetric solutions of (1.1e), and (1. 
Dϕ(x ) = s x R and tr
We always assume that the hypotheses of Theorem 1.3 are in force in this section. Let us recall them here for clarity
where λ > is given; (3) ψ − is radial, and ψ − < in Ω. The initial data u is radial, and ψ − ≤ u ≤ ψ + .
Proposition 4.2. Assume R ≥ (N − )/A.
The solution v of (1.1e), (1.3) satis es
where γ is chosen such that
At (x , t ), for < |x | < R, and t > ,
Obviously, u * (·, ) = ψ − ≤ v and ψ − ≤ u * ≤ ψ + . Thus, u * is subsolution of (1.1), (1.2), and (1.3). By the compar-
Since u * (·, t) → , as t → ∞, we conclude that v ≥ . For small ε > , let
At (x , t ), where < |x | <
N−
A − ε, and t > , we compute Å u
Thus, u *ε is supersolution of (1.1), (1.2), and (1.3).
Obviously, u *ε (·, ) = ψ + ≥ v, and ψ − ≤ u *ε ≤ ψ + . By the comparison principle,
we deduce, as t → ∞,
Letting ε → in the above to imply
The proof is now complete. 
are all radially symmetric and Lipschitz continuous solutions to (1.1e), and (1.3) satisfying that Proof. Let v be a radially symmetric solution to (1.1e), and (1.3). By abuse of notion, we write
in the viscosity sense.
Denote by
Obviously, E is a closed set. Then we can nd at most a countable number of intervals (
Under our assumption, v( ) < ψ + ( ). Thus a = .
In 
Under our assumption, ≤ c ≤ λ(R − (N − )/A).
At last we prove that for all ≤ C ≤ λ(R − (N − )/A), ψ + ∧ C is the solution of problem (1.1e), (1.3). It is easy to see ψ + ∧ C is a supersolution. We only show ψ C is a subsolution.
This claim is clear for |x| < R − C λ or |x| ≥ R. We only check carefully where
Here we use the fact |x | > R − 
Here ν is chosen such that
At (x , t ), where < |x | < R, and t > ,
Then u * is a supersolution. Besides, u * constructed in Proposition 4.2 is a subsolution. By the comparison principle,
Therefore, u(·, t) → uniformly in R N , as t → .
We consider the nal case where R > (N − )/A. First we construct a supersolution
Here ν is chosen so that 
By abuse of notions, we write u ε (x, t) = u ε (r, t) for r = |x|. It is easy to see Thus, u ε is a supersolution of (1.1), (1.2), and (1.3).
Next, we construct a subsolution u = φ ∨ ψ − to equation (1.1), (1.2), and (1.3), where
Here r ∈ [(N − )/A, R] satis es B = u (r ),
It is easy to check u ≥ u(·, ), and
Clearly, u is a subsolution for |x| ≥ R, t > . We show the claim for |x| < R, t > . For r < |x | < R, t > , if φ = Le −ν ,t (|x| − R), we compute
For |x | < r , t > ,
Finally, we need to check the case where |x | = r , t > . Take a test function φ ∈ C (R N × ( , ∞)) such that φ − φ has a strict maximum at (x , t ). Then
Dφ(x , t ) = sx |x | and tr
We use the above and the fact that |x | = r ≥ (N − )/A to imply
Therefore, u is a subsolution. By the comparison principle,
Letting t → ∞ and ε → in this order,
Here
Remark 4.4. Theorem 1.3 also holds for ψ − ≤ in R N by using approximation arguments. We leave the proof to the readers.
Remark 4.5. We give another idea to prove Theorem 1.3 as following. Recall
u(x, t) = u(|x|, t) = u(r, t).
For r > (N − )/A such that ψ − (r) < u(r, t) < ψ + (r), we have the following equation
Therefore, at r , we yield that t → u(r , t) is non-decreasing. This immediately gives us the desired conclusion for r > (N − )/A.
A Appendix
Lemma A. Proof. Obviously, ψ(·, t) = on ∂B (O). There is nothing to check if |x | < − e − t , and t > .
If − e − t < |x | < , and t > , noting |x | > , we compute We complete the proof. 
. For t < t , = ψ(x(t), t) < φ(x(t), t), and = φ(x(t ), t

B Open problems
In this paper, we get precise behaviors of the limiting pro le for special obstacles, and initial data in Theorem 1.3. The following problems are open, and of great interests. Problem A. Assume that ψ ± , and u are radially symmetric (but not of the precise forms of Theorem 1.3).
Study the limiting pro le and its dependence on ψ ± , and u .
Problem B.
Let ψ ± be as in Theorem 1.3. Study the limiting pro le and its dependence on ψ ± , and u .
It is important noting that we do not assume u is radially symmetric in Problem B, and therefore, u needs not be radially symmetric. In order to understand clearly the behavior of v(x) = lim t→∞ u(x, t), we need to characterize all stationary solutions of (1.1e), and (1.3), which is not yet known in the literature.
Finally, a most general, and most challenging problem is as following. Problem C. Characterize all stationary solutions of (1.1e), and (1.3) in the general setting. Use this to study the limiting pro le.
