Abstract. We compare L1 and L2 soft margin s u p p o r t vector machines f r o m the standpoint of positive definiteness, the n u m b e r of s u p p o r t vectors, and uniqueness and degeneracy of solutions. Since the Hessian matrix of L2 SVMs is positive definite, t h e n u m b e r of support vectors for L2 SVMs is larger than or equal to t h e number of L1 SVMs. For L1 SVMs, if t h e r e are plural irreducible sets of s u p p o r t vectors, the solution of t h e d u a l problem is non-unique although the primal problem is unique. Similar to L1 SVMs, degenerate solutions, in which all the data are classified i n t o one class, occur for L2 SVMs.
INTRODUCTION
As opposed to L2 soft margin support vector machines (L2 SVMs), L1 soft margin support vector machines (L1 SVMs) are widely used for pattern classification and function approximation. And much effort has been done to clarify the properties of L1 SVhk [ I , 2, 3, 41. Pontil and Verri [I] clarified dependence of the L1 SVM solutions on the margin parameter C. Rifkin, Pontil, and Verri [Z] showed degeneracy of L1 SVM solutions, in which any data are classified into one class. Fernindez [3] also proved the existence of degeneracy without mentioning it. Burges [4j discussed non-uniqueness of L1 SVM primal solutions, and uniqueness of L2 SVM solutions. But except for [4] , little comparison has been made between L1 and L2 SVMs [5].
In this paper, we compare L1 SVMs with L2 SVhls from the standpoint of positive definiteness, the number of support vectors, and uniqueness and degeneracy of solutions. Since the Hessian matrix of L2 SVMs is positive definite, the solutions are unique. For the L1 SVMs, we introduce the concept of irreducible set of support vectors and show that if there are plural irreducible sets, the dual solutions are non-unique. Finally, we show that L2 SVMs have degenerate solutions similar to L1 SVMs.
In the following, first we summarize L1 and L2 SVMs and discuss the Hessian matrices for L1 and L2 SVMs. Then we discuss non-uniqueness of 
SOFT MARGIN SUPPORT VECTOR MACHINES
In soft margin support vector machines, we consider the linear decision function in the feature space, where w is the weight vector, g ( x ) is the mapping function that maps the m-dimensional input x into the 1-dimensional feature space, and b is a scalar. We determine the decision function so that the classification error for the training data and unknown data is minimized. This can be achieved by minimizing
where 5. are the positive slack variables associated with the training data x i , M is the number of training data, yi are the class labels (1 or -1) for x i .
C is the margin parameter, and p is either 1 or 2. When p = 1, we call the support vector machine L1 soft margin support vector machine (L1 SVM) and when p = 2, L2 soft margin support vector machine (L2 SVM).
The dual problem for the L1 SVM is to maximize subject t o the constraints
where a, are the Lagrange multipliers associated with the training data xi and H ( x , x ' ) = g ( x ) t g ( x ) is the kernel function. The dual problem for the L2 SVM is to maximize subject to the constraints Let the solution of (4) and (5), or ( 6 ) and (7) be af (i = 1 , . . . , M )
HESSIAN MATRIX
Rewriting (4) for the L1 SVM using the mapping function g(x), we have Assume that the hard margin SVM has a solution, i.e., the given problem is separable in the feature space. Then, since the objective function of the primal problem is l l~/ /~/ 2 , which is strictly convex, the primal problem has a unique solution for w and b. But the dual solution may be non-unique because the Hessian matrix is positive semi-definite. Since the hard margin SVM for a separable problem is equivalent to the L1 SVM with an unbounded solution, we leave the discussion t o that for the L1 SVM.
The objective function of the primal problem for the L2 SVM is strictly convex. Therefore, w and b are uniquely determined if we solve the primal problem. In addition, since the Hessian matrix of the dual objective function (a) ) is maximized at a = 1. Namely, al = a2 = 2/dz(a) and a3 = 0.
Since y3(wtx3 + b) = 1, the theorem is proved. Proof. Delete the non-support vectors from the training data. Then since the set of support vectors is irreducible the associated Hessian matrix is positive definite. Thus, tho solution is unique for the irreducible set. Since there is only one irreducible set, the solution is unique for the given problem. E x a m p l e 1 Consider the two-dimensional case shown in Fig. 3 , in which XI and x2 belong to Class 1 and x3 and x q belong to Class 2. Since x l , x2, XJ, In general, the number of support vectors for L1 SVMs is larger than that for L2 SVMs.
The above example shows non-uniqueness of the dual problem but the primal problem is unique since there are unbounded support vectors. is that K a ' is also a solution for any K (> 1)
Proof. We prove the theorem for L2 SVMs. The proof for L1 SVMs is given by deleting a t a / ( 2 C ) in the following proof.
Necessary condition. Let a' be the optimal solution for K ( K > 1) and
~( a ' )
# 0. Then, there is a" such that a ' = KQ". Since a ' satisfies the equality constraint for K = 1, it is a non-optimal solution. Then for 
Rewriting (31), we have 
(35)
The dual problem for the L1 SVM is given as follows: Namely maximize 
CONCLUSIONS
In this paper, we compared L1 and L2 support vector machines from the standpoint of uniqueness and degeneracy of solutions. We introduced the concept of irreducible set of support vectors and clarified the condition for non-uniqueness of L1 SVM dual solutions. We also proved that degeneracy of L2 SVM solutions occurs.
