In this note, we derive bounds for the waiting time in a single server queueing system with general independent arrival and general service times, using a regenerative process representation of this queue. We present easily computable new upper bounds for the variance and new upper and lower bounds for the second and higher moments of the waiting time. Also W(' present a simple approximation for the variance of waiting time.
Introduction
Mori [10] presented an elaborate study of bounds for the single (GI/G/l) and multiple (GI/G/m) server queueing systems with general independent arrival and service times. He has derived easily computable lower and upper bounds for the mean waiting time and a lower bound for the variance of waiting time in a GI/G/l queue. Similar results for the GI/G/m queue are also given in [10] . Upper and lower bounds for the mean and variance of ,,;raiting times for special cases of GI/G/l are also given. However, no upper bound for the variance of waiting time is given for the general GI/G/l queue (see page 168 of [10] ). In this note, ,.e derive an easily computable upper bound and approximations for the variance of waiting time in a GI/G/l queue.
Considerable interest has been shown in developing bounds (see [1, 2, [4] [5] [6] [7] [8] [9] [10] 12, 15, 16] ) and several approximations (see [14] for a review and comparison) for the GI/G/l queue. In this paper, using a regenerative process representation of the GI/G/l queue, we will develop easily computable upper and lowe'r bounds for the mean, variance, second, and higher moments for the waiting time. In this process we develop easily computable bounds for the moments of the idle time.
In section 2, we discuss the GI/G/l queueing model and derive equations relating the moments of the waiting time to the moments of idle time. W,~ also present upper and lower bounds for the moments of the idle periods. Bounds of mean waiting time is briefly discussed in section 3, and bounds for variance of waiting time is presented in section 4. A recursive scheme to compute the second and higher moments of the waiting time is discussed in section 5. A simple approximation for the variance of waiting time is given in section 6. Numerical results for the bounds and approximation are given in section 7.
The Single Server Queue
We consider a single server queueing system to which the arrivals form a renewal process: the n-th customer arrival occurs at time 'n and requires a service of length Bn. The interarrival times An = 'n+l -en' n':: 1 and the service times Bn' n .:: 1, are assumed to form two independent sequences of independently and identically distributed random variables. Define p{An.2. x} = A(x), P{Bn.2. x} = B(x), and P{B n -An ~ Xn .2. x} = X(x).
Let Wn be the waiting time of the n-th customer, W l = O. Note that {Wn}'l forms a discrete time regenerative process with regeneration epoch corresponding to the customer arrivals to an empty system. Let N be the number of customers served during the first regeneration cycle formed by the busy cycle of GI/G/l. Then,
Wn + Bn -An, n = 1,2, .... ,N-1 where WN+1 = I) w.p. 1, and I is the server idle time during the first regeneration eyc1e. Taking the (r+1)-th power of equations (1), (2) , and (3), summing up and taking the expeetations on both sides we get, where E is th,~ expectation operator. Now assuming that p ~ E(B)/E(A) < 1 and E(lxl since Wand X are independent and W D lim W. Now dividing the previous n n =n __ n equation by E(N) and using the above result one has
Similarly, summing equations (1) , (2) • and (3) , and taking expectations on both sides, we get (5) E(I) = -E(N)E(X).
Then, substituting (5) for E(I) in (4), we have (6) E(W r ) = (_l)r E(Ir+l) 1 a result obtained by Lemoine [7] using an alternate approach. If we have upper and lower bounds for E(W j ). j = l.2, •.
• ,r-l, and r+l r E(I )/E(I). we can develop upper and lower bounds for E(W). That is. 
where E(IY~) [7] ) can be derived by a procedure similar to the above except using y+ = max(Y ,0) instead of Y and noting that n n n (Y )(y+/ = (y+)r+l and y+ = YN. To compute this bound given in [7] , n n n n however, we need to know the distribution functions A(o) and B(o). (8) by (5), we get (9) I' = 1,3,5,7, ..• A similar derivation using An instead of Y n gives
Equations (9) and (10) give upper bounds for E(Ir)/E(I). Next we need to develop lower bounds for these quantities. Obviously (11) Stronger lower bounds can be developed using the properties of positive random variables and Jensen's inequality to convex functions. It is
An alternate equation for E(W r ) can be derived from (6) by considering the ratio of E(Ir+l)/E(I r ). It is 1 (r+l)E(X) (13) Now to use equation (13) (14) Ik+l(x) ( ) k .:. 0, E Ik where we set 10 I and assume that E(I k ) < 00. Then
Using (15) recursively for k r-l,r-Z, ... ,O, we can show that (16) and (17) E(Ir+l)
Then, using the property that
Rearranging, we get (E(I »Z > 0, we get r -r > °
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Repeated use of (19) leads to
Now we need lower bounds for E(l) or E(I 2 )/E(I) to use (12) and (20).
The following bounds can be derived from the results available in the literature, or using equation (5).
The above lower bound can be derived using (5) and noting that E(N) > 1 (see Kingman '[5] and Marshall [9] ).
The above lower bound can be derived usi.ng (5) and noting that E(N) ..:: l/X(O) (see Mori [10] and Lemoine [7] ).
Using Daley's upper bound for E(W) reported by Calo and Schwartz [1] , we can show that (23) where c 2 is the squared coefficient of variation of interarrival times. a Note that (23) is a better lower bound than (21). Now, using the results given in Mori [10] and (23), we get (24) 
Bounds on Mean Waiting Time
In this section we indicate how th'= bounds available for E(W) in the literature can be derived from equations (6), (9), (10), (21), and (23). From (6) we get, for r = 1,
Now using (25) and (9), wee get a trivial lower bound E(W) > O. However, using (25) and (10) 
, the unique solution, Marshall ( 9J
Lemoine (7) Mori [10] (l-e)(l-X(O»E(A) 2X(0)
[1] w l ' the unique positive, Calo & Schwartz root of
. 
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Now using (10) for r = 2 and (23) in (27), we get
where
3E(A) (l-p)
Alternate upper bound can be developed using (22) instead of (23). It is 
2 «1-P)E(A»2 .,. • Kingman [5] .,.
developed in this article s e s l-X(s)
3E(B 2 )E(A) -2E(B)E(A 2 ) -E(B

Bounds for Second and Higher Moments of Waiting Time
In this section we wHl formally present the recursive relation to r compute bounds for E(W ), r ~ 2. Let U r be the upper and Lr be the lower bounds of E(W r ) for r > 1. Set U l equal to the minimum of the upper bounds for E(W) presented in Table 1 and Ll equal to the maximum of the lower bounds for E(W) presented in Table 1 . Define u r + l equal to the minimum of the right hand side of (9) and (10) . Let t1 equal the maximum of the right hand side of (22) and (23). Let tr+2 be equal to the right hand side of (12) with E(l) replaced by t l . Then from (6) we get, for r = 1,Z, ... ,
. Now equations (31) and (32) can be alternatively evaluated for r = 1,Z, ... , until the bounds for the desired moment of the queueing time is obtained.
Similarly, using (13), (ZO), (Zl), and the upper bound
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Bounds and Approximat~Jn for GI/G/l Queues along with (9) and (10) can be used to eompute bounds for E(W r ), r > 1.
Approximation for the Variance Var(W)
In this section we derive an approximation for the variance Var The approximations are chosen following the approach similar to 3 Page's [11] and Takahashi [17] . However, weights are chosen to be Ca can be shown that (from the distribution function for W (G/M) [6] ),
We have already given a very good approximation (L(PAG» for the mean number in the Gr/M/1 system in [14] . Then, from equation (8) of [14] 2 with the substitution Cs = 1, we get
When the arrival distribution is Erlan&, a closed form for Var{W(G/M)} is available [6] . Thus we can check the approximation (33) against the exact value in the Er1ang case.
A comparison of this approximation to the exact values are given in Table 6 . The exact value for Var{W(M/D)} is:
Now substituting equation (34) and the above into (33), we get Tables 3 and 4 ) and to the approximations (see Table 6 ).
For other cases, simulation is used to obtain estimates of the variance of waiting time. These results, with the bounds are given in Table 5 and with the approximations are given in Tables 7 and 8 .
We observed that the bounds are good in general only when the server utilization is higher than .6. It is also observed that the lower bound is closer to the exact result than the upper bound. However, when the server utilization is lower than .6, most of the time the lower bound is negative and the upper bound is very much higher than the exact value. Of course, the negative values of the lower bound (27) should be read as zero. Thenlfore, it is strongly suggested that the bounds be used only for cases with high server utilizations. 
* Exact values
The proposed approximation given exact values for M/E k /1 systems, very good approximations for ~/M/1 systems, and reasonably good approximations for Ek/ER,/l systems with R"k = 2,5.
