The hippocampal CA3 subregion integrates multimodal information processed in the entorhinal cortex and 10 is important for rapid memory encoding. Different behaviors are correlated with distinct brain states 11 characterized by specific oscillations in the hippocampal local field potential (LFP). Large Irregular Activity 12 (LIA) is present during quiet wakefulness, and theta oscillations are present during exploratory behaviors.
Introduction 22
Wakefulness is comprised of distinct brain states, correlated with different behaviors and 23 characterized by specific oscillatory patterns in the local field potential (LFP). The ability of brain 24 circuits to perform the different computations that give rise to different behaviors is thought to 25 rely upon state-dependent modulations in single-cell properties, such as resting membrane 26 potential, spike threshold, and synaptic efficacy (Marder et al., 2014) , and network-level 27 properties such as upstream inputs (Buzsáki, 2002) . By providing a window into both the single-28 cell properties and the integration of synaptic inputs into firing output, single-cell membrane 29 potential recordings in vivo in awake animals are essential to our understanding of the 30 relationship between neuronal computation and brain states. 31
The hippocampus integrates multimodal information and plays a critical role in the encoding, 32 consolidation and retrieval of episodic memories (Buzsáki and Moser, 2013; Eichenbaum, 2016) . 33
In the hippocampus, different brain states are associated with distinct sensory integration 34
properties as well as specific memory functions. Oscillatory dynamics and the firing patterns of 35 neural ensembles in the hippocampus support spatial coding as demonstrated by a large 36 number of studies based on extracellular recordings in freely behaving animals (Buzsáki and 37 Moser, 2013). During wakefulness, periods of locomotion are associated with robust theta (4-12 38 Hz) and gamma (30-80 Hz) oscillations in the LFP. Since their discovery in the rabbit 39 hippocampus, theta rhythms have been extensively studied and found in many species including 40 rats, mice, monkeys and humans (Ekstrom et al., 2005; Green and Arduini, 1954; Jutras et al., 41 2013; Vanderwolf, 1969) . The percentage of time in which theta is present in the LFP can predict 42 the rate of acquisition and the quality of a memory, suggesting an important role for theta in the 43 formation of memories (Berry and Thompson, 1978; Gupta et al., 2012; Landfield et al., 1972; 44 Mizuseki et al., 2009 ). Additionally, theta correlates with behaviors associated with active 45 sampling of the environment, like exploring, sniffing and whisking, and therefore appears well 46 suited for the coordination of multimodal sensory integration coming from the entorhinal cortex 47 (Komisaruk, 1970; Macrides et al., 1982) . During non-locomotor behaviors, such as immobility, 48 eating, drinking, and grooming, as well as during slow wave sleep, large irregular activity (LIA) 49 can be detected in the hippocampal LFP. The LIA pattern is marked by high-amplitude 50 broadband fluctuations rather than oscillations at a specific frequency band and is often 51 characterized by the presence of sharp-waves (40-100 ms duration) that co-occur with high-52 frequency ripple oscillations (80-250 Hz) (SWRs) in the CA1 LFP (Buzsáki, 1986; O'Keefe, 53 1976; Vanderwolf, 1969) . LIA is present during periods of low arousal and is thought to 54 membrane potential fluctuations decreases during theta and increases during LIA. Altogether, 88 we show that different single-cell and network-level modulations are taking place during theta 89 and LIA, impacting firing output of CA3 pyramidal cells and we propose mechanisms underlying 90 these changes. These different modulations could underlie the ability of CA3 PCs to perform 91 distinct memory function during different brain states. 92
Results

93
Hippocampal CA3 LFP characterization and brain state classification 94
To investigate the intracellular dynamics of CA3 PCs in vivo across brain states, we performed 95 simultaneous whole-cell and LFP recordings in awake head-fixed mice free to run on a wheel 96 ( Figure 1A ). An LFP electrode was first positioned in the stratum pyramidale of CA3 before 97 lowering the patch-clamp electrode for whole-cell recordings in the vicinity of the LFP electrode. 98
We aimed to position the tips of the LFP and patch electrodes within 200 µm of each other; 99 electrode positions were confirmed post-hoc by histology. Pyramidal cell identity was determined 100 by the voltage response to current steps as well as by the presence of spontaneous or evoked 101 burst firing ( Figure 1B and 1C) . To monitor the level of arousal, we measured both pupil 102 diameter and locomotor activity on the wheel ( Figures 1A and 1C ). Figure 1C shows an example 103 of a current-clamp recording from a CA3 PC aligned with the corresponding LFP recording, 104 locomotor activity and pupil diameter. We recorded a total of 35 CA3 PCs. In some cases, the 105 patched cell was filled with biocytin and recovered in histology, confirming the cell identity 106 ( Figure 1D ), and in all cases, the patch pipette position was confirmed to have been in CA3. The 107 basic properties of each CA3 PC recorded are shown in Tables S1 and S2. 108
Brain state classification was achieved offline using the spectral properties of the LFP to find 109 epochs of theta and LIA (Figures 2A and 2B ), using methods similar to those previously 110 described (Hulse et al., 2017) . Theta was detected using the ratio of power in the theta (6-9 Hz) 111 range to power in the delta (0.5-3 Hz) range ( Figure 2B ). From a total of 782 theta events 112 detected from all recordings, 56% occurred in conjunction with detected locomotor activity (run 113 theta); the remaining 44% were categorized as rest theta. LIA was detected as peaks in the 114 average broadband power (0.5-80 Hz) after z-scoring within frequency bands; since increases in 115 theta power alone were sometimes large enough to trigger a detectable increase in the 116 broadband power, events that overlapped with detected theta events were not included ( Figure  117 2B). Theta and LIA events were dispersed throughout the session with no apparent pattern 118 ( Figure 2C ). Over a total recording time of 244 minutes, 14% of the time was classified as run 119 theta, 6% as rest theta, and 10% as LIA, leaving 70% unlabeled ( Figure 2F ). Out of the three 120 event types, run theta occurred the most frequently and for the longest duration ( Figure 2D and 121 2E). The pupil diameter of the mice was smaller during LIA as compared to theta (Figures 2G  122 and S2). This is consistent with previous reports (Hulse et al., 2017) , and provides an 123 independent confirmation of the criteria used in the detection of brain states. Interestingly, the 124 theta-delta ratio was significantly higher during run theta than rest theta ( Figure 2H ). For run 125 theta events, increases in the theta-delta ratio often preceded the start of the detected run 126 ( Figure 2I ), which has also been noted in previous studies (Fuhrmann et al., 2015; Green and 127 Arduini, 1954; Vanderwolf, 1969) . Thus, because we were able to detect theta and LIA events 128 using the LFP positioned in the CA3 stratum pyramidale, we could then characterize the 129 intracellular dynamics of nearby CA3 PCs in relation to these brain states. 130
Most CA3 PCs hyperpolarize during theta 131
We explored the membrane potential of CA3 PCs in relation to theta ( Figure 3 ), a brain state 132 during which spatial and episodic memory encoding is thought to preferentially occur. We 133 performed our analyses on smoothed and downsampled membrane potential traces after spike 134 removal ( Figure S1A ). We observed that the membrane potential decreased at the onset of a 135 large proportion of theta events ( Figure 3A) . At the onset of theta, while the average trace of all 136 events showed a hyperpolarization, individual theta events could be accompanied by 137 hyperpolarization, depolarization, or no change ( Figure 3B ). To quantify this event-by-event 138 heterogeneity, we compared windows before and after theta onset that aligned with the maximal 139 change in the average trace (-2.5 to -0.5 seconds and 0.5 to 2.5 seconds). The magnitude of the 140 change was defined as the maximal difference between the potentials in the two windows, and 141 the significance was determined using a Welch's t-test. Out of the 743 theta events in which the 142 membrane potential could be reliably recorded, 49% were associated with a significant 143 hyperpolarization, 21% with depolarization and 30% showed no significant modulation ( Figure  144 3C). Compared with randomly-selected times, there was a significantly higher proportion of 145 hyperpolarizing events and significantly lower proportion of depolarizing and nonsignificant 146 events, suggesting not only that the membrane potential tends to change at the onset of theta, 147 but that this change tends to be a hyperpolarization. In addition, the duration of hyperpolarization 148 was closely correlated with the duration of the theta event ( Figure S3A ). We observed no 149 difference in the magnitude or proportion of modulation between run theta and rest theta, 150 suggesting that the relationship between theta and membrane potential does not depend on the 151 running behavior, but is more closely related to the internal brain state ( Figure 3D ). While many 152 cells consistently hyperpolarized during theta events, some consistently depolarized, and 153 several cells sometimes displayed a mixed behavior of both depolarizations and 154 hyperpolarizations. To identify the cells that either consistently hyperpolarized or consistently 155 depolarized, we created shuffled data sets by advancing the time of the theta events with 156 respect to the membrane potential trace; cells that showed a larger positive or negative average 157 change than was observed in the 95% of the shuffled data were considered significantly 158 depolarizing or hyperpolarizing, respectively. By this measure, 17 cells were significantly 159 hyperpolarizing during theta, 2 were significantly depolarizing, and 16 showed no difference with 160 the shuffled data set, perhaps due to a variable change in membrane potential at the onset of 161 theta events ( Figure 3E ). We did not find any consistent difference in intrinsic properties 162 between the 2 theta-depolarizing cells and the rest of the population (Tables S1 and S2) . 163
LIA is associated with depolarization of CA3 PCs 164
We similarly analyzed the intracellular properties of CA3 PCs during LIA ( Figure 4A ). During LIA 165 events, the membrane potential of CA3 PCs tended to depolarize, suggesting that they entered 166 a more excitable state ( Figure 4B ). The depolarization tended to start before the onset of LIA 167 and end after a few seconds, regardless of the length of the LIA state ( Figure S3B ). As with 168 theta events, the membrane potential modulation was heterogeneous, with some LIA events 169 coinciding with a depolarization, hyperpolarization, or no change ( Figure 4B ). Out of 403 LIA 170 events, 44% were associated with a depolarization, 19% with a hyperpolarization, and 37% with 171 no change, which represents more depolarizations and fewer hyperpolarizations than would be 172 expected by chance ( Figure 4C ). However, when comparing each cell's modulations with those 173 from shifted time series, only 9 cells consistently depolarized, and 25 cells showed no consistent 174 modulation (in one cell, no LIA events were recorded) ( Figure 4D ). Although LIA events are 175 associated with a high proportion of depolarizations, it seems that those depolarizations happen 176 throughout the cell population and not specifically in a subset of cells. Therefore, many cells Of the 9 LIA-depolarizing cells, 6 were also theta-hyperpolarizing, suggesting that this is a 180 common combination of responses and that there is considerable overlap between cells that are 181 consistently modulated by either brain state ( Figure 4E , Table S1 ). We also examined whether 182 the cells active during theta consistently reactivated during LIA, but we did not find evidence for 183 this in our small population of theta-depolarizing cells (Table S1 ).
We then asked if the observed modulation of membrane potential of CA3 PCs during theta and 186 LIA have an impact on their firing properties. Indeed, significant changes in membrane potential 187 for either brain state had a corresponding change in average firing rate, both in individual events 188 and in cell averages ( Figure 5A and 5B). Analysis of the inter-spike intervals (isi) revealed that, 189 as expected, the CA3 cells had a high proportion of spikes with short isi, but that this distribution 190 did not differ between states ( Figure S4A ). A characteristic property of hippocampal PCs is the 191 propensity to fire in bursts known as complex spikes (CS), which are thought to play a role in 192 coding and plasticity (Csicsvari et al., 1998; Magee and Johnston, 1997) . Changes in CSs, 193 which could occur due to changes in input synchrony or synaptic integration (Harris et al., 2001), 194 would influence downstream targets, as complex and single spikes have different impacts on 195 spike transmission efficacy (Csicsvari et al., 1998) . Comparing across states, we did not observe 196 any meaningful differences in CS properties, including the number of spikes within the CS, the 197 amplitude or duration of the subthreshold depolarization, the amplitude of the after-198 hyperpolarization, the inter-CS interval ( Figure 5D ), the CS rate, or the proportion of spikes 199 occurring within CSs (CS index) ( Figure 5E ). Additionally, there was no clear relationship 200 between changes in CS index and changes in membrane potential during theta or LIA ( Figure  201 S4B and S4C). Thus, the firing rate increases or decreases depending on the state-dependent 202 membrane potential modulation of a cell, however there is no specific change in CSs frequency 203 or properties associated with changes in brain states. 204
Spike threshold dynamics does not reveal state-dependent changes in excitability 205
We next asked if the state-associated changes in membrane potential led to firing rate changes 206 by bringing the cell closer to or further from the spike threshold. The threshold was defined as 207 the voltage at which the change in membrane potential exceeded 5 V/s. Since threshold is 208 modulated within complex spikes, we restricted this analysis to only spikes that had a prior inter-209 spike interval of at least 50 ms. We found that individual cells had spike thresholds that varied by 210 several mV over short time scales ( Figure 6A ). This was correlated with the baseline membrane 211 potential taken from the 50-300 ms window before the spike, suggesting that the spike threshold 212 adapts to slow changes in the membrane potential and counteracts the tendency of the cell to 213 fire (Azouz and Gray, 2003; Epsztein et al., 2011) . However, the distance between baseline 214 membrane potential and threshold decreases at depolarized membrane potentials, suggesting 215 that slow changes in membrane potential have some ability to bring the cell closer to spike 216 threshold ( Figure 6B ). The relative threshold, measured as the difference between the spike 217 threshold and the membrane potential during the 50-300 ms prior to the spike, did not 218 consistently change between the states ( Figure 6C ), suggesting that the state-dependent 219 changes in membrane potential were insufficient to bring the cell closer to or further from spike 220 threshold. Next, we looked at the pre-spike depolarization (PSD), defined as the difference in 221 voltage between the spike threshold and the membrane potential 20 ms prior to the spike 222 (Poulet and Petersen, 2008) . The PSD gives a measure of the amount of coincident input 223 necessary to elicit a spike. We did not find any state-dependent changes ( Figure 6D) , 224
suggesting that changes in firing were not due to changes in excitability; the same amplitude of 225 rapid depolarization was necessary to elicit spikes in each state. These results suggest that 226 absolute threshold varies dynamically for a given cell, and that the distance between ongoing 227 membrane potential and absolute threshold stays similar across brain states. Thus, LIA-228 depolarizing cells do not increase their firing rate due to a change in excitability, but rather, an 229 increase in the frequency or amplitude of synaptic inputs. 230
State-associated changes in membrane potential and firing rate correlate with changes in 231 ion channel activity and synaptic input 232
To provide a mechanistic explanation for the modulation of membrane potential observed during 233 theta and LIA, we examined the correlation between the change in membrane potential and the 234 initial membrane potential before the state transition ( Figure 7A) . To exclude the possible 235 influence of the holding current imposed on the cell membrane, we restricted this analysis to 236 recording times with less than an absolute value of 10 pA holding current injected through the 237 patch pipette. The initial membrane potential correlated with the amplitude and direction of the 238 change in membrane potential during theta events. Specifically, larger hyperpolarizations 239 occurred at more depolarized initial membrane potential ( Figure 7B ). In contrast, during LIA, the 240 change in membrane potential does not appear to be influenced by the initial membrane 241 potential value ( Figure 7C ). 242
To further test whether the membrane potential changes were due to modulations in ion channel 243 activity, we measured the input resistance in a separate set of 13 cells during theta and LIA 244 ( Figure 7D ). Dynamic changes in input resistance could reflect opening or closing of ion 245 channels and result in changes in synaptic integration. During theta, input resistance significantly 246 decreased in 6 out of 13 cells ( Figure 7E ). In contrast, during LIA, 6 cells out of 13 increased 247 their input resistance ( Figure 7F ). Although not present in every cell, a decrease in input 248 resistance during theta could be the result of shunting inhibition, which would be consistent with 249 membrane potential hyperpolarization as we report here. In contrast, an increase in input 250 resistance during LIA could lead to an increase in synaptic integration at the soma, consistent 251 with membrane potential depolarization and increased firing rate. 252
As a proxy for changes in synaptic activity, we analyzed the synaptic noise by measuring the 253 variance of the membrane potential during LIA and theta ( Figure 8 ). Synaptic noise refers to the 254 irregular membrane potential fluctuations of neurons in vivo, which are caused by synaptic 255 events reflecting the discharge of presynaptic neurons. Figure 6A shows an example of the 256 membrane potential of a cell after spike removal (top black trace) and smoothing (grey trace). 257
The residual trace was calculated by taking the difference between the spike-removed and 258 smoothed traces; the variance was measured from this trace in sliding windows of 1 second. In 259 comparison to all other times, the variance was significantly lower during theta and significantly 260 higher during LIA ( Figure 8B ). This relationship does not seem to depend on whether the cells 261 hyperpolarize or depolarize; that is, theta-depolarizing cells also have reduced variance during 262 theta, and LIA-hyperpolarizing cells have increased variance during LIA. This is important to 263 note because the variance tends to be correlated with the average membrane potential. This led 264 us to ask whether the brain state can influence the variance beyond the effects expected from a 265 change in membrane potential. To do this analysis, we first identified all the significant 266 hyperpolarizing and depolarizing events and separated them based on whether they coincided 267 with the onset of theta or LIA. The average traces of membrane potential and variance for all 268 hyperpolarizations and depolarizations are shown in Figures 8C and 8D , respectively. The 269 variance was then taken at the end of each hyperpolarization or depolarization. Variance was 270 lower during theta-associated than LIA-associated hyperpolarizations ( Figure 8C ), and the same 271 was true of depolarizations ( Figure 8D ). Taken together, these results suggest that the reduction 272 in variance that occurs during theta is not merely a byproduct of the change in membrane 273 potential and that a specific mechanism is taking place to reduce variance during theta. 274
Similarly, LIA is accompanied with a greater increase in variance than what would normally 275 occur with a depolarization. Increased synaptic input from GABAergic interneurons should 276 normally favor hyperpolarization, with an initial increase in synaptic noise followed by a decrease 277 as the cell membrane approaches the reversal potential for chloride. Consistent with this 278 hypothesis, we found a nonzero delay between hyperpolarization of the membrane potential and 279 changes in variance, but this was not state-dependent ( Figure S5 ). 280
Discussion
281
Modulations in single-cell properties, such as resting membrane potential, intrinsic excitability 282 and synaptic activity are thought to underlie the ability of brain circuits to generate the activity 283 patterns that correlate with distinct brain states (Marder et al., 2014) . In the neocortex, 284 recordings of single cell membrane potential dynamics across brain states and during behavior 285 have been key in elucidating the cellular mechanisms underlying the occurrence of distinct 286 network activity patterns (Crochet and Petersen, 2006; Polack et al., 2013; Schneider et al., 287 2014 ). In the hippocampus of awake behaving rodents, modulation of the activity of neural 288 ensembles and network oscillations has been extensively studied, especially regarding spatial 289 information processing (Buzsáki and Moser, 2013 ). Here we have examined the intracellular 290 dynamics of CA3 PCs in awake mice and we propose mechanisms that underlie firing rate 291 changes CA3 during different brain states. 292
During theta, hippocampal pyramidal cells are engaged in encoding and recall of information. In 293 a given environment, a proportion of CA3 PCs will be active while the majority are silent 294 (Leutgeb, 2004) . In our intracellular recordings, most of the cells hyperpolarized and, when firing, 295 had a decreased firing rate, consistent with the findings made with extracellular recording 296 techniques (Leutgeb, 2004) . These results did not depend on whether the theta event 297 overlapped with detected running, suggesting that hyperpolarization of CA3 PCs relate to the 298 state of the hippocampal network rather than to the behavior of the animal. Moreover, the 299 duration of the hyperpolarizations closely matched the total duration of the theta events, 300 suggesting a tight temporal coupling between the underlying mechanism and theta. Interestingly, 301 2 of the 35 recorded CA3 PCs consistently depolarized during theta. These cells may represent 302 a specific CA3 PC population, based on morphology (e.g. athorny CA3 PCs, Hunt et al, 2018) or 303 coding properties, an interesting area for further study. 304
During theta, we observed a decrease in the variance of the membrane potential fluctuations in 305 CA3 PCs (synaptic noise) regardless of the change in membrane potential, a slight decrease in 306 cell input resistance, and a dependence on the initial membrane potential value, all of which 307 point to a global increase in inhibition. However, we cannot pinpoint whether this apparent 308 increase in inhibition is due to neuromodulation (Polack et al., 2013) or synaptic inhibitory inputs, 309 nor can we definitively exclude other mechanisms for hyperpolarization, such as a decrease in 310 excitatory input. It remains intriguing that a few cells show consistent activation during theta, 311 despite the so-proposed background of global inhibition. Nevertheless, we have observed a 312 robust phenomenon in intracellular dynamics that selects a few cells and excludes others from 313 the ensemble of active neurons, thus ensuring a high signal-to-noise ratio in the population 314
firing. 315
In contrast to our results, it has been reported that CA1 PCs recorded in similar conditions 316 display no marked modulation of membrane potential during theta (Hulse et al., 2017) . However, 317 optical recording of CA1 PCs using voltage sensitive dyes shows a decrease in firing rate and in 318 the power of subthreshold fluctuations during walking, a behavior associated with theta 319 oscillations in the hippocampus (Adam et al., 2019) . This modulation of CA1 PCs occurs 320 together with increased activity of SST interneurons, possibly driven by the medial septum 321 (Adam et al., 2019) . It is possible that a similar mechanism is taking place in the CA3 network 322 during theta and contributes to the modulations we report. 323
During LIA, the brain is in a low-arousal state and hippocampal pyramidal cells engage in offline 324 replay of sequences associated with previously learned information. A detailed analysis of 325 membrane potential fluctuations in CA1 PCs and in DG cells across transitions to LIA was 326 recently made in awake head-fixed mice (Hulse et al., 2017) . Most cells in both CA1 and DG 327 depolarized and their membrane potential demonstrated increased variance. We observed 328 similar features for CA3 PCs, although to a lesser extent. Thus, during LIA, the intracellular 329
properties of the principal hippocampal subtypes are biased toward excitation and transfer of 330 information along the hippocampal trisynaptic pathway, possibly linked to a propensity to 331 generate and transfer SWRs which are important for memory consolidation (Buzsáki, 2015; 332 Foster and Wilson, 2006) . While the population of CA3 PCs tended to depolarize, most cells did 333 not do so consistently; instead they displayed different membrane potential modulation 334 (hyperpolarization, depolarization or no change) across LIA events. We hypothesize that 335 individual cells are activated during some LIA events but not others, which fits well with previous 336 The day of recording, animals were anesthetized using isoflurane and a craniotomy (~1.5 mm 382 diameter) was drilled at previously marked location. The dura was left intact and craniotomy was 383 covered with silicone elastomer (Kwik-cast, World Precision Instruments). Mice were placed in a 384 recovery cage for at least 1.5 hours before recording. Mice were typically recorded over two 385 consecutive days. 386
Training 387
After headbar implantation, mice were left 2-3 days for recovery, until they started to gain weight 388 again. On the first day of training, mice were allowed to freely explore the wheel for 15 min 389 without being headfixed. During the following 4 days, mice were progressively headfixed (10 390 min, 30 min, 60 min, and 120 min). Thereafter, mice were headfixed 120 min each day until they 391 habituated and were alternating between running and stopping without showing signs of 392 excessive stress (freezing, escape attempts, struggling, excessive excretion, vocalization). 393
Typically, mice habituated in 2 to 10 days. During the final two days of training, mice were 394 headfixed on the principal wheel used for the recordings and habituated to the ambient light and 395 noises that would occur during an experiment. 396
Recordings 397
Whole-cell recordings 398
Before attempting whole-cell patching, the depth of the pyramidal cell layer was detected using 399 an extracellular electrode. Extracellular electrodes were glass patch electrodes (World Precision 400 Instruments) prepared with a vertical puller PC-10 (Narishige) and then broken so that the 401 resistance when filled with standard Ringer's solution (in mM: 135 NaCl, 5.4 KCl, 5 HEPES, 1.8 402 CaCl2, and 1 MgCl2) was 0.8-1.5 MΩ. The extracellular electrode used to determine the 403 pyramidal cell depth for whole-cell recording was mounted vertically on a micromanipulator 404 (Scientifica). As the electrode was advanced through the cortex, the CA1 pyramidal cell layer 405 was identified when multi-unit activity could be detected and the amplitude of ripples increased, 406 typically 1.3-1.5 mm below the surface of the brain. The polarity of the sharp waves inversed 407 below the CA1 pyramidal layer, and the electrode was advanced further down the hippocampus 408 until the sharp waves changed polarity again (to positive) and multi-unit activity was detected, 409 indicative of the CA3 pyramidal layer. The extracellular electrode to be used for LFP recordings 410 during whole-cell patching was mounted on a second micromanipulator (Luigs and Neumann) at 411 a 22.5° angle relative to the vertical axis, and advanced through the same craniotomy at a more 412 medial and caudal position. This extracellular electrode was advanced until detection of the 413 pyramidal cell layer but not through it. The two LFPs were recorded for visual confirmation of a 414 high correlation between the two signals (phase of theta, coincidence of ripples, multi-unit 415 activity), indicative of a short distance between the two recording sites. Whole-cell patch 416 electrodes (3.5-5 MΩ) were prepared beforehand and were filled with a solution containing (in 417 mM) 134 K-methanesulfonate, 2 KCl, 10 HEPES, 10 EGTA, 2 MgCl2, and 2 Na-ATP, at 290-418 300 mOsm and pH 7.2-7.3 adjusted with KOH. The intracellular solution was supplemented with 419 0.2% (w/v) biocytin for post hoc cellular identification and morphological reconstruction. Whole-420 cell patch-clamp recordings were achieved using a standard blind-patch approach as previously 421 and analyzed off-line. The mean access resistance was 52.4 ± 2.5 MΩ. Membrane potential was 424 not corrected for liquid junction potential which was estimated to be approximatively 11 mV (LJP 425 calculator, Clampex). Recordings were discarded when the access resistance exceeded 100 426 MΩ or when the action potential peak dropped below 0 mV. 427
Data acquisition 428
Electrophysiology 429
All recordings were made in the current-clamp configuration. Recordings were obtained with a 430
Multiclamp 700B amplifier connected to the Digidata 1440A system. Data were acquired with 431 pClamp 10 (Molecular Devices), digitized at 10 kHz, filtered at 3 kHz, and analyzed off-line with 432 Clampfit 10.4 (Molecular Devices) and Python. To measure input resistance, we injected trains 433 of current pulses (-100 pA, 100 ms) in a separate set of recordings (n = 13). 434 The spectrogram of the LFP was calculated using consecutive fast Fourier transforms within ~2 454 second boxcar windows with 99% overlap. Theta/delta ratio was found by dividing the average 455 power in the theta range (6-9 Hz) by the average power in the delta range (0.5-3.5 Hz). This 456 ratio was normalized within sessions by taking the z-score. For the total power, the spectrogram 457 was z-scored within frequency bands, and averaged between 0.3 and 80 Hz. 458
Brain state classification 459
Theta events were identified as periods with a theta/delta power ratio above the mean. To be 460 counted as theta events, theta bouts had to be longer than 1 s and have a power ratio higher 461 than 1 sd above the mean at least once. If two theta bouts happened less than 1 s apart, they 462 were merged into one single theta period. LIA events were identified as periods with a total LFP 463 power above the mean. To be counted as LIA events, LIA bouts had to be longer than 2 s and 464 have a total power higher than 0.25 sd above the mean at least once. If two LIA bouts happened 465 less than 0.5 s apart, they were merged into one single LIA period. 466
Membrane potential 467
Analysis of membrane potential changes was performed on membrane potential traces after 468 spike removal. Spikes were detected when the derivative of the membrane potential (dV/dt) 469 exceeded 5 mV/ms. To keep a conservative estimate of average membrane potential, spikes 470
and their underlying depolarizations such as plateau potentials were removed ( Figure S1 ). The 471 spike-removed membrane potential trace was then smoothed by taking the mean over a sliding 472 window of 2 s, and the smoothed membrane potential was downsampled to 20 Hz. The residual 473 membrane potential trace was obtained by subtracting the smoothed membrane potential from 474 the spike-removed membrane potential. From this residual membrane potential, the variance 475 was calculated over a sliding a window of 1 s. The variance trace was then smoothed by taking 476 the mean over a sliding window of 2 s and downsampled to 20 Hz. 477
Input resistance 478
Input resistance was calculated using the voltage response to 100 ms steps of -100 pA current. 479
The average voltage during the 250 ms before the current pulse was subtracted from the 250 ms 480 before the end of the current pulse, and the result was divided by the amplitude of the current 481 pulse. Input resistance measurements were discarded when spikes were detected occurring in a 482 window of 750 ms centered around either sample period. 483
Detection of complex spikes 484
The time stamp and threshold potential for each spike was taken as the time and membrane 485 potential when the first derivative (dV/dt) first surpassed 5 V/s. The end of each spike was 486 detected as the first local minimum after the peak of the spike. A subthreshold potential trace 487 was created by removing the spikes and linearly interpolating between the start and end of the 488 spikes. This method preserved the subthreshold depolarizations characteristic of complex 489 spikes. Complex spike initiation was detected as any group of three or more spikes that had an 490 isi of 20 ms or less. The start time and voltage of the complex spike was defined as that of the 491 threshold of the first spike in the burst. The end of the complex spike was defined as the first local minimum after the subthreshold potential returned to within 3 mV of the starting voltage of 493 the complex spike. Any spikes that occurred between the start and the end of the subthreshold 494 component of the complex spike were considered part of that complex spike, regardless of their 495 inter-spike interval. 496
Spike threshold 497
The time stamp and threshold potential for each spike was taken as the time and membrane 498 potential when the first derivative (dV/dt) first surpassed 5 V/s. To restrict the analysis to spikes 499 that were either isolated or the first in a complex spike, spikes that had a prior inter-spike interval 500 of less than 50 ms were eliminated from the analysis. In addition, spikes that were in a CS, but 501 not the first spike, were also eliminated. Spikelets were also eliminated by discarding spikes that 502 occurred outside of CS and did not reach peak amplitude of at least -10 mV. The distance to 503 spike threshold for each spike was calculated by subtracting the spike threshold from the 504 baseline membrane potential over a specified period prior to the spike. The baseline membrane 505 potential was defined as the mode of the voltages after spike removal (replacing spikes and their 506 subthreshold components with nans instead of linearly-interpolated values), smoothing over 507 windows of 2ms, downsampling to 500 Hz, and rounding all values to the nearest 0.1 mV. 508
Pupil diameter 509
To measure pupil diameter, frames were extracted from the video file. A Circle Hough Transform 510 (CHT) was performed to detect circular objects in each individual frames. The radius of the 511 detected circles was extracted automatically. Pupil diameter data was included after control of 512 correct pupil detection. The resulting pupil diameter trace was smoothed with a 4-pole 513 butterworth low-pass filter (0.5 Hz cutoff). 514
Statistics 515
Unless otherwise noted, data were expressed as the median +/-the mean absolute derivation 516 about the median, which was calculated by subtracting each data point from the group's median, 517 taking the absolute value, summating, and then dividing by the number of data points. These 518 measures of central tendency and variation were used because many distributions were found 519 not to be normal. When comparing 2 independent groups, a bootstrapping method was used. 520
Briefly, data from both groups were randomly resampled with replacement to form two surrogate 521 groups. This was repeated 1,000 times, and if the difference in medians was more extreme than 522 95% of the surrogate trials, the groups were considered significantly different. For comparisons 523 of 3 or more groups, a Kruskal-Wallis test was performed to determine the presence of any 524 significantly different group before performing the 2-group bootstrap for each group pair. A 525 different bootstrap test was used when comparing two non-independent groups. In this test, the 526 difference between paired data points was randomly determined to be either positive or negative 527 1,000 times. If the mean of the differences in the actual data set was more extreme than 95% of 528 those in the shuffled data set, the paired groups were considered to have a significant 529 difference. For comparative scatter plots where variables during different states were compared, 530 a Mann-Whitney U test was used to determine whether there was a significant difference 531 between the states for that particular cell (filled circles in scatter plots). When determining 532 whether a value was significantly different from zero, a bootstrapping method was used. The 533 distribution was demeaned and then resampled with replacement 10,000 times. If the mean of 534 the original data was more extreme than 95% of the resampled means, it was considered 535 significantly different from zero. 536
To determine whether a particular event was associated with a significant change in membrane 537 potential, 2 two-second windows of the 20 Hz downsampled membrane potential around the 538 start of the event were compared with a Welch's t-test. For theta, the comparison was made 539 between -2.5 to -0.5 and 0.5 to 2.5 seconds with respect to the start of the event; for LIA, the 540 windows were -4 to -2 and -1 to 1 second. Events with p-values less than 0.05 were 541 considered to be hyper-or depolarizing depending on the direction of the change in membrane 542 potential. To determine whether the proportions of hyperpolarizing, depolarizing and no change 543 events could be due to chance, a bootstrapping method was used. For every recording, the 544 actual event times were replaced with randomly-sampled times, and the same method as 545 previously described was used to determine whether each random timepoint was associated 546 with a hyperpolarization, depolarization, or no change. This was repeated 1,000 times to create 547 a distribution of proportions. Proportions were considered significantly different from chance if 548 they were either greater or smaller than 95% of the randomly-sampled data sets. 549
To determine whether a cell was consistently changed membrane potential at the start of a 550 particular type of event, we used a bootstrapping method. Over a single recording session, the 551 membrane potential and actual event times were shifted in time with respect to one another 552 6,000 times in increments of 50 ms. For each shift, the average change in membrane potential 553 associated with event onset was calculated for the cell. Cells were considered significantly 554 hyper-or depolarizing when the average change in membrane potential was more extreme than 555 95% of the shuffled data. 556
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This study was supported by the Centre National de la Recherche Scientifique, the European 558 Commission (EIF Fellowship awarded to AK), the ANR (grant Hippencode), and the Fondation 559 pour la Recherche Médicale (to MM). We are grateful to Ania Gonçalves for help in confocal 560 imaging and Mario Carta, Lisa Roux and Xavier Leinekugel for useful comments on the 561 manuscript and fruitful discussions. 562 inter-event interval (E) of the different states. Run theta events lasted longer than rest theta and 718 LIA events (3.99 ± 1.96 s [n = 437 events] for run theta, 2.37 ± 1.11 s [n = 345 events] for rest 719 theta, 3.06 ± 1.11 s [n = 424 events] for LIA, p < 0.001 for both pairs). LIA events lasted longer 720 than rest theta (p < 0.001). All data are expressed in median ± average absolute deviation from 721 the median unless otherwise stated. All event types occurred at a similar frequency (Kruskal-722 Wallace; p = 0.111 were a total of 33.1 minutes of run theta (13.6%), 15.7 minutes of rest theta (6.5%), and 25.3 726 minutes of LIA (10.4%). The remaining 169.4 minutes (69.5%) were left unlabeled. (G) Pupil 727 diameter (expressed as fold increase from the minimum) during each brain state (n = 12 cells). 728
The pupil dilated the same amount for run and rest theta (p=0.682), but was more dilated during 729 both types of theta events than during LIA (1.60 ± 0.15 fold [n = 117 events] for run theta, 1.59 ± 730 0.20 fold [n = 66 events] for rest theta, 1.32 ± 0.10 fold [n = 77 events] for LIA, p < 0.001 for both 731 pairs). (H) Theta/delta power ratio for each brain state. The z-scored theta/delta power was 732 larger during theta than during LIA (1.26 ± 0.52 [n = 437 events] for run theta, 0.85 ± 0.46 [n = 733 345 events] for rest theta, -0.31 ± 0.16 [n = 424 events] for LIA, p < 0.001 for both pairs). This 734 ratio was also larger during run theta compared to rest theta (p < 0.001). (I) Delay between the 735 start of theta and start of running. Inset shows the average increase in theta preceding the 736 average increase in velocity (grey) for all events (n = 435) in all cells recorded (scale bar 737 represents 1 s, 1 unit of z-scored theta/delta ratio, 5 cm/s). Running started significantly after the 738 start of theta (1.38 ± 5.84 s, p < 0.001). 17.3 ms [n = 20 cells] for LIA, paired test over cells: p = 0.856 for theta vs unlabeled, p = 0.010 817 for LIA vs unlabeled). Bottom right: after-CS hyperpolarization (-6.5 ± 1.8 mV [n = 31 cells] for 818 unlabeled, -7.2 ± 1.5 mV [n = 18 cells] for theta, -7.1 ± 2.1 mV [n = 20 cells] for LIA, p = 0.015 for 819 theta vs unlabeled, paired test over cells: p = 0.435 for LIA vs unlabeled). (E) CS rate and CS 820 index for theta, unlabeled and LIA events. Color represents significant Vm modulation during 821 each state. The CS rate is lower during theta than during unlabeled, but there is no difference 822 between unlabeled and LIA (0.01 ± 0.12 Hz [n = 35 cells] for theta, 0.03 ± 0.17 Hz [n = 34 cells] 823 for LIA, 0.08 ± 0.14 Hz [n = 35 cells] for unlabeled, p = 0.037 for theta vs unlabeled, p=0.686 for 824 LIA vs unlabeled). The CS index does not significantly differ between states for cells in which a 825 CS index could be calculated (0.66 ± 0.28 [n = 20 cells] for theta, 0.63 ± 0.31 [n = 26 cells] for 826 LIA, 0.72 ± 0.23 [n = 33 cells] for unlabeled, p = 0.053 for theta vs unlabeled, p=0.129 for LIA vs 827 unlabeled). cell during theta (green), LIA (brown) and no-state (black). Inset: zoom in at the onset of the 861 current pulse. (E) Input resistance during theta versus unlabeled for the subset of cells for which 862 resistance measurements were taken (n = 13 cells). Filled circle represents significance, Inset: 863
Percentage change in input resistance during theta compared to unlabeled (-3.4% ± 6.9%, p = 864 0.491). (F) Same as in (E) but for LIA (1.5% ± 6.4 %, p = 0.874). 865 Vm variance of each cell during theta versus nontheta (n = 35 cells). Filled dots represent a 872 significant difference in variance. Over the population of cells, there was a significant decrease 873 in variance during theta (5.73 ± 2.25 mV 2 for nontheta, 4.15 ± 1.98 mV 2 for theta, mean 874 difference = -1.41 mV 2 , p < 0.001). Color represents direction of modulation during theta (blue: 875 significantly hyperpolarizing cell: red: significantly depolarizing cell: grey: nonsignificant change), 876 and filled dots represent a significant difference in variance between theta and nontheta. Right: 877 same, but for LIA. Over the population of cells, there was a significant increase in variance 878 during LIA (4.96 ± 2.22 mV 2 for nonLIA, 5.92 ± 2.36 mV 2 for LIA, mean difference = 0.74 mV 2 , p 879 = 0.022). theta and unlabeled depolarizing events. Vm variance is lower during theta but there is no 889 difference between LIA and unlabeled depolarizations (5.18 ± 3.76 mV 2 [n = 173 events] for 890 theta, 6.56 ± 3.57 mV 2 [n = 194 events] for LIA, 6.11 ± 3.52 mV 2 [n = 1507 events] for unlabeled, 891 p = 0.021 for theta vs unlabeled, p=0.017 for theta vs LIA, p = 0.205 for LIA vs unlabeled). 892
