A simple argument of Fatou [4, Section 46] shows that if the Julia set of a rational function is a smooth curve then all periodic orbits on the Julia set have real multipliers, see also [8, Cor. 8.1] . This argument gives the same conclusion if one only assumes that the Julia set is contained in a smooth curve. By a smooth curve we mean a curve that has a tangent at every point.
We prove the converse statement:
Theorem 1. Let f :C →C be a rational map such that the multiplier of each repelling periodic orbit is real. Then either the Julia set J(f ) is contained in a circle or f is a Lattès map.

Corollary 1. If the Julia set of a rational function is contained in a smooth curve then it is contained in a circle.
In fact, Theorem 1 holds if all repelling periodic points on some relatively open subset of J(f ) have real multipliers. It follows that even if a relatively open set of the Julia set is contained in a smooth curve, then the Julia set is contained in a circle.
This corollary generalizes the result of Fatou [4, Section 43 ] that whenever the Julia set of a rational function is a smooth curve, this curve has to be a circle or an arc of a circle. For another proof of the corollary, independent of Theorem 1, see [1] . We give a more precise description of the maps which can occur: Remarks. If f is a Blaschke product preserving a circle C, then f : C → C is a covering, so all three cases (i), (ii) and (iii) are disjoint. Chebyshev polynomials belong to the case (ii), and every polynomial satisfying (ii) is conjugate to ±T , where T is a Chebyshev polynomial. If f in Case (iii) is a polynomial one can always take N = 1, but there are rational functions satisfying (iii) for which N > 1, see Example 3 at the end of the paper.
There are functions f satisfying (ii) which are not conjugate to polynomials. A parametric description of functions satisfying (ii) can be obtained using [3, Section 25] 1 . Each f satisfying (ii) is conjugate to B 2 ( √ z), where B is an odd rational function which leaves both upper and lower half-planes invariant, and whose Julia set equalsR. In the opposite direction, if B is an odd rational function which leaves both upper and lower half-planes invariant, and whose Julia set equalsR then B 2 ( √ z) is a rational function whose Julia set is the ray [0, ∞], and this function satisfies (ii). In Cases (ii) and (iii) the interval I is equal to C \ B 0 where B 0 denotes the immediate basin of x 0 for the restriction of f on C. In Case (iii) there exist finitely many closed arcs on C such that the full preimage of their union is contained in this union. To prove this claim, take (within C) the preimages up to order N of B 0 , where N is as in Theorem 2 and therefore the union K of the closures of these intervals contains all critical values in I. Hence I \ K has the following properties: I \ K contains the Julia set. As K is forward invariant,C is backward invariant. As every point of J(f ) (and therefore every point of I\K has all preimages in the closure of I\K, and there are no critical values in the interior of I\K, we conclude that the closure of I\K is backward invariant.
Theorem 1 is proved in Section 1. In Section 2, we prove Theorem 2 and discuss rational functions satisfying (iii) of Theorem 2.
Proof of Theorem 1
There are only finitely many repelling cycles which belong to the forward orbits of critical points. So there exists a repelling periodic point p of f of period N which does not lie on the forward orbit of a critical point. Replacing f by f N we may assume that N = 1. Let Ψ : C →C be a holomorphic map which globally linearizes f at p, i.e., Ψλ = f Ψ, Ψ(0) = p, DΨ(0) = 0.
Here λ is the multiplier of p, so λ := Df (p) is real. Such a map Ψ, which is also called a Poincaré function [11] , always exists. It is uniquely defined by the value DΨ(0) ∈ C\{0} which can be prescribed arbitrarily.
Lemma 1.
If z ∈ Ψ −1 (p) and p is not an iterate of a critical point then DΨ(z) = 0.
Proof. Since Ψ(z) = f n Ψλ −n z, and Ψ is univalent in a neighborhood of 0, the result follows.
We will use several times the following result of Ritt [10] Rational functions with periodic Poincaré functions described in Lemma 2 will be called exceptional. For convenience we may choose O i so that λ −1 O 0 ⊂ O 0 , for example we can take a round disc for O 0 .
The linearizing map restricted to certain lines
First we show that the linearizing map Ψ is special on certain lines. To prove this, we shall use the following
Proof. Take n so large that the closure of
and thus there exists z n ∈ V n so that Ψ(z n ) is a fixed point of f n .
Lemma 4. Suppose that f is not an exceptional function from Lemma 2.
Let p, Q and T : O 0 → O 1 be as above and let L be the line through 0 and
γ is an unstable manifold for the fixed point p;
2. there exists a sequence z n ∈ L so that Ψ(z n ) is a periodic point of period n and γ is an unstable manifold for Ψ(z n );
3. for each n large enough, γ is an invariant curve for Ψ(λ −n Q) (which is in the backward orbit of p);
5. the set {z ∈ O 0 : DT (z) ∈ R} is a finite union of real analytic curves, one of which is O 0 ∩ L.
Proof. First we prove that
for the points z n from Lemma 3. Let x n = Ψ(z n ) be the corresponding periodic points of period n. Then Ψλ n = f n Ψ implies
Since Df n (x n ) and λ are real, it follows that DΨ(
Hence
If DT is constant on O 0 then T is an affine map, T (z) = az+Q where a = DT (0) ∈ R\{0}. The identity Ψ • T = Ψ with a non-constant meromorphic function Ψ implies that a = ±1 and we conclude that Ψ is periodic. Then f is an exceptional function from Lemma 2, contrary to our assumption.
From now on we assume that DT is not constant. Then the set X = {z ∈ O 0 : DT ∈ R} is a finite union of real analytic curves. We are going to prove that L ∩ O 0 is one of these curves.
Without loss of generality we may assume that L is the real line. Let β be a curve in X that contains infinitely many points z n . As λ n z n → Q, we conclude arg z n → 0, so β is tangent to L at 0. Let K > 0 be the order of contact of β and L at 0. Since DT (0) ∈ R\{0}, the curves T β and L have the same order of contact at Q. Since z n ∈ β is of the form t n +i(τ t
, where τ = 0, t n ∈ R, a = DT (0) ∈ R\{0} and Q ∈ R\{0} (remember that we assumed L = R). We have arg z n = arg T z n in view of (2), so we obtain for large n:
Since t n → 0, this is only possible if τ = 0. It follows that z n ∈ L for all large n.
As β and L intersect at infinitely many points z n , we conclude that β = L ∩ O 0 , and this proves property 5 of the lemma. Now T : O 0 → O 1 is biholomorphic, T (0) = Q and DT (z) is real for real z. This implies property 4.
We put γ = Ψ(L ∩ O 0 ). Then property 1 is evident: take
This also implies property 3 because λ −n Q ∈ V n .
The case that
Ψ −1 (J(f )) is
not contained in a line
We will use following notation: if γ is a curve through x then T x γ will denote its tangent line at x.
is a periodic function, and f is a Lattès map.
Proof. Throughout the proof, Q, Ψ and T : O 0 → O 1 will be as defined before Lemma 3 (with O 1 a neighborhood of Q).
Since
and thus Lemma 4 applies to the line L ′ through 0 and Q ′ . As we assume that Ψ −1 (J(f )) / ∈ L, there is an infinite set of lines L ′ as above. Indeed, it is easy to see that whenever Ψ −1 (J(f )) is contained in a finite union of lines then it is actually contained in one line. We are going to prove that DT (z) ∈ R for each such line L ′ , thus concluding from part 5 of Lemma 4 that f is one of the functions listed in Lemma 2. For all those functions, except Lattès maps, Ψ(J(f )) is a line, so we will conclude that f is a Lattès map.
We denote by O 
, and x = Ψ(z) is the corresponding periodic point (of period k), which does not belong to the forward orbit of a critical point. By statements 1, 2 and 4 of Lemma 4,
Let γ i, * be the arcs defined a few lines above, and take i so large that there exists a curveL ′ i containing 0 which is mapped byΨ diffeomorphically onto
and, since this map is a diffeomorphism onto, it follows thatΨ is also a diffeomorphism restricted to the curveL ′ := µ iL′ i , and thatΨ(L ′ ) = γ ′ . In particular there existsŵ ∈L ′ so thatΨ(ŵ) = p. Since γ ′ is an unstable manifold for x, the curveL ′ is invariant under z → µz. As the only smooth curve through 0 which is invariant under real multiplication is a line,L ′ must be contained in a lineM through 0.
SinceΨ is a diffeomorphism restricted toL ′ , andŵ ∈L ′ , then for j large enough there exist uniqueŵ j such thatΨ(ŵ j ) = Ψ(w j ).
Note that 
The first equality holds in view of (3) since µ is real. Sinceŵ j lies close tô w andΨ is a diffeomorphism restricted to [ŵ, 0],Ψ(M j ) is a smooth curve which lies close toΨ([ŵ, 0]) (which is the subarc of γ ′ connecting p and x defined by Ψ([0, z])). It follows that there exists a curve M j ⊂ O 0 through w j and z so that Ψ(M j ) =Ψ(M j ). By (4), there exists a small neighborhood V j of w j so that Since λ jk w j = z ′ , the curves λ jk M j and T M j both go through z ′ and by the previous inclusion these curves agree near z ′ . In particular, the tangents of these curves at z ′ agree:
The left hand side of (5) is equal to T w j M j . Note thatM j converges toM as
(Here we use that Ψ is a diffeomorphism on a neighborhood of [0,ŵ]).
We get therefore that
and that the right hand side of (5) converges to T z ′ (T L ′ ). Combined, it follows that
and so DT (z) ∈ R. Since this holds for a whole sequence of points z = z k ∈ L ′ we obtain that DT (z) ∈ R for all z ∈ L ′ . As there are infinitely many such lines L ′ , this implies that DT is constant, thus f is a Lattès map.
Completion of the proof of Theorem 1
If f is not a Lattès map, Lemma 5 implies that Ψ −1 (J(f )) ⊂ L. Without loss of generality we may assume that that L is the real line.
We recall that the order ρ of a meromorphic function Ψ is defined by the formula ρ = lim sup
where T (t, f ) is the Nevanlinna characteristic [9] . According to a theorem of Valiron, [11, §51] the order of a Poincaré function Ψ satisfying the equation
can be found by the formula ρ = N log deg f / log |λ|.
We claim that under the assumption that J ⊂ Ψ(L), one can always find infinitely many periodic points p such that the orders of the corresponding functions Ψ will satisfy ρ ≤ 1 + ǫ, for any given ǫ > 0.
To prove the claim, we consider the measure of maximal entropy µ and the characteristic exponent
The reader may consult the survey [2] about these notions. According to the multiplicative ergodic theorem, this limit exists a. e. with respect to µ, and it is equal a. e. to the average characteristic exponent χ := log |Df (z)|dµ(z).
The average characteristic exponent is related to the Hausdorff dimension HD(µ) of measure µ by the formula
proved in [7] . As µ is supported on the Julia set, and the Julia set is the image of a line under a meromorphic function, we conclude that HD(µ) ≤ 1. So χ ≥ log deg f.
Now, µ is a weak limit of atomic probability measures µ N equidistributed over periodic points of period N. Then (7) and (8) imply that there is infinitely many periodic points p of periods N such that the multipliers λ of these points satisfies |λ| ≥ (1 − ǫ)N(log deg f ). We conclude from Valiron's formula (6) that the order of the Poincaré function Ψ is at most (1 − ǫ) −1 , as advertised.
We may assume without loss of generality that {0, ∞} ⊂ J(f ) and that p = Ψ(0) ∈ R. (This can be achieved by conjugating f by a fractional-linear transformation). As we also assume that L = R, the zeros a j and poles b j of Ψ are all real. Taking ǫ = 1/3 we obtain a Poincaré function of order at most 3/2. According to a theorem of Nevanlinna [5, 6, 9] , our function Ψ of order less than 2 has a canonical representation
, a j and b j are all real, we conclude
where the function g is real on the real line, and the constant c = ℑa is real. If c = 0 then Ψ(R) is contained in the real line and this completes the proof. Suppose now that c = 0. We assume as before that the point p does not belong to the critical orbit of f . Then p is not a critical value of Ψ. Suppose that Ψ(z n ) = p for n = 1, 2, . . ., then all z k are real. Put Ψ n (z) = Ψ(z − z n ). Let U be a small interval around zero on the real line such that Ψ is univalent in U. Let γ n = Ψ n (U). These are analytic curves, and (since the Julia set is perfect) any two of them have infinitely many intersection points having an accumulation at p = Ψ(0). We conclude that all these γ n are reparametrizations of the same curve: γ n = γ. Now each function Ψ n maps U onto the same curve γ, and (9) implies that the rate of change of the arguments of Ψ n (x) is the same non-zero constant c. We conclude that all Ψ n are equal which implies that Ψ is a periodic function. According to Lemma 2 this can happen only if f is conjugated to z d or to a Chebyshev polynomial or to a Lattès map. This proves our Theorem in the case that c = 0 and thus completes the proof.
Rational functions with real Julia sets
Proof of Theorem 2. Evidently f (C) ⊂ C. If there are no critical points on C, then the restriction f : C → C is a covering. The degree of this covering should be equal to deg f since every point of the Julia set has deg f preimages in C. Thus C is completely invariant and f 2 is a Blaschke product. From now on we assume that f has a critical point on C.
If J(f ) = C then both components of the complement of C are invariant under f 2 , so f 2 is a Blaschke product in this case as well. If J(f ) = C, the set of normality is connected thus there is a fixed point z 0 to which the iterates on the set of normality converge. As f (C) ⊂ C, f commutes with reflection with respect to C. This implies that z 0 ∈ C. Evidently, the multiplier of z 0 satisfies −1 ≤ λ ≤ 1.
We may assume without loss of generality that C =R, and z 0 = ∞. Let I = [a, b] be the convex hull of the Julia set. This means thatR\I is the immediate basin of attraction of ∞ for the restriction f |R. As the boundary of the immediate basin is invariant, we obtain Proof. Let us call a point x 0 ∈ J(f ) an endpoint of J(f ) if J(f ) accumulates to x 0 only from one side (left or right). It is clear that the endpoints of J(f ) are boundary points of the basin of x 0 . On the other hand, if x is a critical point and c = f (x) the corresponding critical value then one of the equation f (x) = c + ǫ or f (z) = c − ǫ has non-real solutions in a neighborhood of x for all sufficiently small ǫ. Thus the critical value c ∈ J has to be an endpoint of J(f ).
So there exists for each critical points x ∈ (a, b) of f an integer N ≥ 1 with f N (x) / ∈ (a, b). This proves Theorem 2.
Polynomials with real Julia sets
For polynomials with real Julia sets, a complete parametric description is possible.
Let f be a polynomial of degree d whose Julia set J is real. We may assume that the convex hull of J is 
Rational functions of the class (iii) in Theorem 2
We were unable to give any classification of these functions, so we only give several examples. Example 1. The simplest non-polynomial example of case (iii) is a perturbation of a quadratic polynomial. Consider f (z) = (z 2 − 4)/(1 + cz) with c ∈ R. If |c| < 1, this map has an attractor at ∞ with multiplier c. Note that f ′ (z) = cz 2 + 2z + 4c (1 + cz) 2 and this has two real zeros when −1/2 < c < 1/2. To compute f −1 (R), we note that f (z) = w is equivalent to
It follows that when |c| > 1/2, c ∈ R, then f −1 (R) ⊂ R and so f is a Blaschke product, while for |c| < 1/2, c ∈ R we find f −1 (R) ⊂ R and so f is not a Blaschke product. Note that f is a Blaschke product with an attracting fixed point at ∞ if c ∈ R and 1/2 < |c| < 1.
As remarked, for |c| < 1/2, f is not a Blaschke product. Let us determine its Julia set. There exists an interval I = [p, q] containing 0 so that f (p) = f (q) = q, f : I → R is continuous and has a minimum at some c ∈ int(I) with f (c) < p. Hence there exists two disjoint intervals I 0 , I 1 in I which are mapped diffeomorphically onto I and so f has a full horseshoe Λ in [p, q] . Each other point is in the basin of the attractor at ∞. Since f has degree two, this horseshoe is also backward invariant, f −1 (Λ) = Λ and so it follows that J(f ) = Λ ⊂ R. Then ∞ is a parabolic fixed point which attracts real points x ∈ (−∞, −1) and repels points with x ∈ R and x large. (Indeed, f (x) < x for x ∈ R and |x| large because (x + c)(x − c) (x − 1)(x + 1) > 1 for |x| > 1 and therefore f (x) < x when x ∈ (−∞, −1). A similarly argument shows that f (x) < x when x ∈ (1, ∞).)
The map f has a unique minimum c ∈ (−1, 1) with f (c) < −1. There are three disjoint intervals I 1 , I 2 , I 3 with I 1 , I 2 ⊂ (−1, 1) and I 3 ⊂ (1, ∞) such that f maps each of these diffeomorphically onto (−1, ∞). So the Julia set contains a set Λ ⊂ (−1, ∞) on which f acts as subshift of three symbols. Since f has degree 3, it follows that each preimage of this interval again lies inside this interval. Hence J(f ) = Λ ⊂ R. Each point outside Λ is in the basin of ∞. Clearly f is not a Blaschke product (there exist critical points on R so f −1 (R) is not contained in R).
Our last example shows that in general one cannot take N = 1 in Case (iii) of Theorem 2. 
