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Abstract— We consider the problem of finding a lightpath as-
signment for a given set of communication requests on a multifiber
WDM optical network with wavelength translators. Given such a
network, and w the number of wavelengths available on each fiber,
k the number of fiber per link and c the number of partial wave-
length translation available on each node, our problem stands for
deciding whether it is possible to find a w-lightpath for each re-
quest in the set such that there is no link carrying more that k
lightpaths using the same wavelength nor node where more than
c wavelength translations take place. Our main theoretical result
is the writing of this problem as a particular instance of integral
multicommodity flow, hence integrating routing and wavelength
assignment in the same model. We then provide three heuristics
mainly based upon randomized rounding of fractional multicom-
modity flow and enhancements that are three different answers
to the trade-off between efficiency and tightness of approximation
and discuss their practical performances on both theoretical and
real-world instances.
Index Terms— Multifiber optical networks, WDM, network de-
sign, wavelength translation, multicommodity flow, randomized
rounding, heuristic.
I. INTRODUCTION
A. Wdm optical routing
Wavelength Division Multiplexing (WDM) is currently the
most promising existing optical network technology, since it
allows for efficient use of the high bandwidth offered by optical
networks. Under WDM, laser beams carried on different wave-
lengths are used to implement fixed end-to-end connections —
called lightpaths in this context — in the network. The ma-
jor constraint imposed by this technology is that different light-
paths cannot share the same wavelength over the same fiber.
This constraint leads to mixed routing and coloring issues.
Therefore the capacity of each fiber in terms of wavelengths
may be dramatically under-exploited. To cope with this theoret-
ical limitation on the efficiency of WDM optical networks, two
major technologies are deployed which give more flexibility in
the use of wavelength hence improving the network efficiency.
The first consists in physically interconnecting two nodes of
the network with many fibers. This strategy is also motivated
by the overwhelming cost of trench-digging to bury the optical
fibers compared to the actual cost of a fiber. Therefore telecom-
munication operators rather install multifibers networks.
The other technique increases the complexity of nodes
routers by adding wavelength translation equipment.
WWW: http://www-sop.inria.fr/mascotte
E-mail: {David.Coudert, Herve.Rivano}@sophia.inria.fr.
This work has been partially funded by European projects RTN ARACNE and
FET CRESCCO.
B. Wavelength translation
The use of a wavelength translator in a WDM network al-
lows to change the wavelength of an incoming optical beam
to another wavelength. The wavelength translation have been
extensively studied on different models and has dramatically
improved the efficiency of optical bandwidth allocation [1–4].
However, wavelength translation is a very expensive technol-
ogy and it is not realistic to assume full-translation capabilities
to all nodes of the network.
Therefore, two prevalent approaches are addressed in the
literature concerning WDM optical networks with wavelength
translation: sparse translation and limited translation. In a net-
work with sparse wavelength translation, a fraction of the nodes
are equipped with wavelength translators that are able to per-
form an arbitrary number of simultaneous translations [2]; on
the other hand a network with limited translation interconnects
nodes which host wavelength translators, but these devices can
only perform a limited number of translations [3, 4].
C. Roadmap
This work addresses the optimization of the design of multi-
fiber WDM optical networks with limited wavelength translation
(MONT). Since this is a multi-criteria optimization problem, we
handle it through the study of the associated decision problem
of lightpath assignment (LAP), defined in Section II. Section
III is dedicated to the writing of the LAP as a multicommod-
ity flow of reasonable size compared to previous work [5] al-
though we capture more generic situations. We then propose
three heuristics algorithms in Section IV. These heuristics are
based on randomized rounding of the multicommodity flow LP-
relaxation, at different positions in the trade-off between com-
putational efficiency and quality of approximation depending
on how independently the variables are rounded. We then val-
idate these heuristics in Section V by comparing them and the
exact ILP on two theoretical and one large real-world example.
II. MULTIFIBER LIGHTPATH ASSIGNMENT WITH
WAVELENGTH TRANSLATION
Connections in a WDM network are realized by laser beams
carried on one available wavelength. A beam reaching a node
through a fiber can be optically and passively deflected by the
cross-connecter and propagates toward another node through
another fiber without changing its wavelength. Alternatively
the beam can be “wavelength translated” by any kind of opti-
cal or opto-electronical mean [6] before being retransmit on the
egress fiber.
The set of beam realizing a connection is called a lightpath
and a w-lightpath if it uses at most w wavelengths.
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Definition 1:
Let G = (V,E) be a network, w a number of wavelengths,
and u, v ∈ V two nodes of G.
A w-lightpath of G from u to v is a sequence P of cP + 1
pairs (pi, wi)i≤cP where pi is a path in G such that p0 starts at
u, pcP ends at v, and ∀i ∈ [1...cP ], pi starts where pi−1 stops.
∀i, wi is the wavelength carrying the beam describing pi.
We say that P is “wavelength translated” (or, shortly,
translated) at each node where a pi stops (i < cP ). Hence cP
is exactly the number of wavelength translations done on P .
The lightpath assignment problem (LAP) can be stated as fol-
lows: given a network, a set of communication requests, and
a given amount of resources (wavelengths, fibers, wavelength
translators), find a lightpath for each request under the con-
straint that only one path can use a given wavelength on a given
fiber.
Depending on the way resources are accounted, the associ-
ated decision problem is written differently.
Definition 2—Lightpath assignment problem:
Input: A network G = (V,E), a set of communication re-
quests I , a number of wavelength w, a function k : E → N∗
giving the number of fibers on any link of G, and (a) a function
c : V → N giving the number of translations available at any
node of G or (b) the maximum number of translations available
in G, cmax.
Output: Decide if it is possible to find, for each (x, y) ∈ I ,
a w-lightpath from x to y such that
1) On any link e ∈ E, at most k(e) lightpaths use the same
wavelength: ∀i,∀e, |{P 3 (e, i)}| ≤ k(e);
2) (a) For any node u ∈ V , the number of wavelength trans-
lations happening at u is at most c(e);
or
(b) The total number of wavelength translations (∑P cP )
is at most cmax.
The LAP has been extensively studied on single-fiber net-
works (∀e, k(e) = 1) with or without wavelength translation[1,
2, 4, 5], but has not in the case of multifiber networks where the
wavelength assignment problem has been mainly addressed [7–
10].
Remark II.1: One should remark that a w-lightpath may fol-
low a non-simple path in the network even in the case where the
pi paths are simple. For instance pi can go back along a part of
pi−1. Surprisingly a non-simple path may be part of an optimal
solution of LAP though it is an absurd object when wavelength
translation is not available.
Indeed let us suppose that we are in the (a) case of Definition
2: we are given a function c : V → N upper bounding the
authorized number of wavelength translations at each node. In
this case, a path between u and v may go through a node x
where it should be translated. If all translations at x are already
used, then one can “pick-up” a translation at another node y by
following a path from x to y using the original wavelength w1,
then be translated from w1 to w2 at y and finally following a
path from y to x with the wavelength w2, the resulting lightpath
looking like (u→ x→ y, w1), (y → x→ v, w2).
s t
Fig. 1. A multicast request.
Hence non-simple paths may be a valid solution when one
tries to minimize the maximal complexity of a node (case (a) of
Definition 2) but will not be if the objective is to minimize the
total number of translations (case (b) of Definition 2). Please
note that using non-simple path is not non-sense from a techno-
logical point of view.
III. LIGHTPATH ASSIGNMENT AND FLOW
Most communication problems have plenty of different writ-
ings as integer linear programs (ILP) but most of them are naive
translations of choices into binary variables, leading to pro-
grams which linear relaxations hardly give informations on in-
tegral solutions. The only interest of these ILP formulations lies
in the existence of efficient solvers. The LAP could be another
example of this “rule” without any better understanding of the
problem.
In the following we prove that LAP is a multicommodity flow
problem in an auxiliary graph. Our work is inspired by the
study of the routing of a multicast1 on single-fiber translation-
free WDM networks presented in [11]. Recently, a very similar
idea has been applied to general communication pattern on the
same networks by [5].
We first generalize the case of multicast patterns to general
MONT where we solve the LAP with a flow. Afterward we ex-
tend this to the general case where we use a multicommodity
flow which is slightly more efficient than the one in [5] despite
the generality.
A. Multicast and general requests
At the first glance, the basic part of a communication pattern
is the request between two nodes which has to be assigned a
lightpath. Therefore there are in general a quadratic number of
different kinds of requests in the network, one per pair of nodes.
On the other hand, one may aggregate this basic parts in order
to manipulate communication patterns at a higher level, hence
computationally more tractably.
Indeed, a communication pattern I can be split into the set of
multicasts Ms = {{(s, y)|(s, y) ∈ I}}, each of them gathering
all requests of source s.
We show in the following that the LAP can be solved by a
flow in an auxiliary graph when the communication pattern is a
multicast.
1It could be more accurate to speak about multi-unicast as far as we want to
establish a path between the source and each recipient.
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Fig. 2. The associated flow network with w = 3.
B. Multicast and flow
Our writing of the LAP on multicast as a flow problem uses
the following three key ideas.
1) The capacity used by n units of flow going from node s
to t in a flow network can be decompound into n simple
paths from s to t using one unit of capacity.
2) A set of paths that can use the same wavelength in a WDM
network has load on link e (i.e. the number of paths going
through e) at most k(e) the number of fibers on this link.
3) A set of paths given by the decomposition of a flow has a
load on link e exactly the same that the capacity used by
the flow on e.
Therefore, given a network G, a multicast pattern M rooted
at a source node s, and all the resources of the network (w,
k(e) and c(e)), we will build a flow network such that there is
a flow of |M | units between the source and the sink if and only
if there exists a lightpath between s and each recipient within
the resource limits. Figure 2 describes the flow network that
solve the LAP for the network and the multicast pattern shown
in Figure 1 when 3 wavelengths are available (for purpose of
readability only one “translator widget” is drawn. There is one
for each node).
Ideas 2) and 3) drive us to consider a flow network N where
there are w copies of G with capacity k(e) for all copies of the
link e. A beam in G using wavelength i can be modeled by a
unit of flow in the ith copy of G in N .
Obviously a set of beams using w wavelengths and k(e)
fibers on any link e can be modeled by a set of units of flow
in N where the capacities are respected.
To cope withw-lightpaths, we add a translator widget for any
node u of G. Such a widget is a made of 2 nodes trans+u and
trans−u , a link between these two nodes with capacity c(u)
and 2w uncapacited links from each ui to trans+u and from
trans−u to ui.
A lightpath which is translated from wavelength w1 to w2 at
node u can be modeled by previously described units of flow
for the beams and a unit of flow from uw1 to uw2 via trans+u
and trans−u .
Obviously if a set of lightpaths uses less than c(u) transla-
tions at any node u, it is modeled by a set of units of flow on N
respecting all capacities.
In order to find lightpaths between nodes s and t in G, we
add a node S, a link from S to each si, a node super t, and a
link from each ti to super t. To any lightpath from s to t we
can associate a unit of flow from S to super t and conversely
(using idea 1). Hence the lemma.
Lemma 1: Sending d units of flow between S and super t
in N is equivalent to find d w-lightpaths from s to t in G.
Considering a multicast pattern M rooted at s, N is the flow
network where there is a node super t for all t ∈ M con-
nected as described previously and a last node S’ connected
to all super t nodes by a link of capacity d(t) the number of
lightpaths to be found from s to t.
Theorem 2: Given a network G, a multicast pattern M
rooted at a source node s, and all the resources of the network
(w, k(e) and c(e)), solving the LAP is equivalent to find in the
auxiliary network N a flow from S to S’ of size∑M d(t).
Proof: From the lightpaths to the flow is straightforward.
From the flow to the lightpaths is forced because the only
links reaching S’ come from super t, t ∈ M , with capacity
d(t). Therefore, if there is a flow of size
∑
M d(t) between S
and S’, exactly d(t) units of flow goes through each link from
super t to S’. Hence, for each t ∈ M there is d(t) units of
flow from S to super t. Lemma 1 gives the conclusion.
With few simplifying of the linear program, we can write the
LAP as the following ILP.
Integer Program 1:
Kirchoff laws:
∀u ∈ V \Vs, ∀ω < w,∑
Γ+(u)
fω(e) + C
+
ω (u) −
∑
Γ−(u)
fω(e) − C−ω (u) = 0
∀u ∈Ms, ∀ω < w,∑
Γ+(u)
fω(e) + Outω(u) −
∑
Γ−(u)
fω(e) = 0∑
Γ+(s)
fω(e) −
∑
Γ−(s)
fω(s) − Inω = 0
∀u ∈ V \Vs,∑
ω<w
C+ω (u) −
∑
ω<w
C−ω (u) = 0
∀u ∈Ms,∑
ω<w
Outω(u) − d(u) = 0∑
ω<w
Inω −
∑
u∈Ms
d(u) = 0
Capacity constraints:
∀e ∈ E, ∀ω < w, fω(e) ≤ k(e)
∀u ∈ V \Vs,
∑
ω<w
C+ω (u) ≤ c(u)
C. General case and multicommodity flow
We now address the case of a general communication pat-
tern I = ∪s∈EMs. We generalize the previous network N by
adding a group of nodes S, super t, S’ for each multicast
Ms. The LAP is now equivalent to finding an integral flow of∑
t∈Ms d(s, t) units commodities between S and S’ for each
s ∈ E. The general shape of N is shown in Figure 3.
The resulting ILP has O(|V |.(|E| + |V |).w) variables
and O(|V |2.w) constraints which is small compared to the
O(|V |2.|E|.w) and (|V |3.w) of the one presented in [5] which
does not capture multifibers networks nor wavelength transla-
tion.
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Fig. 3. General shape of the associated flow network.
This major improvement on the size of the program has dra-
matic consequences on the tractability of the computing for
both the exact ILP and our randomized rounding based approx-
imation algorithms. Therefore we can address larger networks
and communication patterns.
IV. APPROXIMATION
Multicommodity flow problems areNP-hard and among the
hardest. Nonetheless theoretical works on approximation have
given strong results.
The randomized rounding of the multicommodity flow has
been proved to achieve a good theoretical approximation ratio
despite the simplicity and obvious sub-optimality of the pro-
cess [12]. This algorithm first solve the LP-relaxation to obtain
fractional flows. A fractional version of the key ideas given in
Section III-B claims that a fractional flow of n units from s to
t can be decompound into many paths with positive fractional
weights summing up to n. The randomized rounding essen-
tially consists in selecting at random one of these paths with
probability its weight divided by n. A simple analyze shows
that the integral capacity obtained after randomly rounding a
whole multicommodity flow is a sum of Bernoulli trials with
expectancy the fractional capacity. Therefore the gap between
the rounded solution and the fractional one is low with high
probability.
The main computational drawback of this process is that the
number of paths can be exponential. Hopefully one can prove
with a martingale argument that these paths are not explicitly
required. The fractional unit of flow describes in the network
a weighted directed acyclic graph (DAG) which requires lin-
ear time computation to be generated from the flow variables.
A random walk inside this DAG gives a path which could be
selected by the randomized rounding. If the probability to go
through an edge is proportional to its weight the path is selected
with the same probability as the randomized rounding.
We have implemented this approximation algorithm which
has the nice property to run fairly quickly since it only needs
to solve the LP-relaxation once and then does
∑
s
∑
Ms
d(s, t)
random walks of length O(|V |.w). It is interesting to note that
the computation of the random walks is negligible compared
to the solving of the LP-relaxation on any size of network
and communication pattern and even using one of the best LP
solver, CPLEX.
Though this approximation algorithm is very efficient, it is
obvious that it is suboptimal since all path selections are done
independently. Our idea is to take previous choices into account
when choosing a path, hence avoiding to over-load links that
have already highly loaded. The first technique we have imple-
mented (HEUR1) is at the opposite of the randomized round-
ing in the trade-off between efficiency and tightness. HEUR1
consists in modifying the capacity functions k and c of the
flow network after the choice of a lightpath which has non-
integral weight in the fractional solution, and to recompute the
LP-relaxation of the multicommodity flow where the relevant
request has been decreased.
Obviously the optimality gap of the integral solution we gen-
erate is lower than in the regular randomized rounding. Our
experiments validate this claim. Unfortunately, this approxima-
tion improvement is obtained at two costs. The first is that we
do not know how to obtain a tight analysis of the approxima-
tion ratio. The best we can do is obtained by a straightforward
and loose upper-bounding in a martingale process and drives to
the same result as the randomized rounding. The second cost is
computational since we may have to solve many LPs.
We have implemented a mixed heuristic, HEUR2, which
rounds independently one unit of flow per multicast before
solving a new LP, resulting in a more efficient but possibly less
accurate approximation.
In the following we validate our algorithms on two theoreti-
cal examples and a large real-world network.
V. SIMULATION RESULTS AND DISCUSSIONS
A. Benchmark instances
Our simulations were run on two networks: a 10 nodes ring
network and a pan-american network interconnecting 65 cities
coast to coast with 75 bidirectional links. Two communication
patterns on the ring were randomly generated as follows. There
is a connection from node u to node v with probability 4/5 and
each connection requests from 1 to 10 lightpaths with uniform
probability. The first pattern (I1) represents 376 lightpaths, the
second one (I2) 316.
The communication pattern on the pan-american network is
a real-world instance given by France Telecom which involves
1305 lightpaths.
The computations were run on a 933MHz PIII computer with
512Mo of RAM. The ILP were solved using CPLEX.
B. Discussion of results obtained
The results of our simulation on the ring and on the pan-
american network are plotted in Figs. 4, 6 and 5.
We first remark that we were unable to find cases on the
pan-american network which require translations. This is due
the “simplicity” of real-world communication instances that we
previously faced in other situations [9].
We only need translation with HEUR1 on the ring with I2,
1 fiber, and 56 wavelengths. In this case, the heuristic was not
able to answer the decision problem without adding either 2
wavelengths or 1 translation per node.
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Therefore, we plot in Figs. 4(a) and 4(b) the results of our
simulations on the ring with I1 with no translation. Fig. 4(b)
depicts the minimum number of fibers needed to solve the LAP
as a function of the number of available wavelengths while Fig.
4(a) gives the running time of CPLEX to solve the ILP and of
our heuristics to answer the LAP for each of these cases.
Not surprisingly our heuristics are far quicker than solving
the ILP. More unexpected is the dependency of the ILP solving
time on the number of wavelength. The more wavelengths, the
bigger the ILP, hence one could expect an ever increasing solv-
ing time as one can see in the pan-american case depicted in Fig.
6(a). This weird shape can also be observed when the commu-
nication pattern is I2. The time ratio between CPLEX on the
ILP and HEUR2 is depicted in Fig. 5 with the number of fibers
and the number of wavelengths in [4, 14]. We believe that this
behavior is due to the particular structure of the network since
our formulation is too general to be the most relevant here.
Nonetheless, our heuristics almost always gives the optimal
solution and the randomized rounding as a gap of at most 3
fibers per link. In the case of a single-fiber translation-free ring,
this fit the theoretical analysis of the similar problem of circular
arc graph coloring made in [13].
The results obtained on the pan-american network, plotted
in Fig. 6, are more expected. Our heuristics are exponentially
more efficient than CPLEX on the ILP and allow us to handle
much larger networks and communication pattern. For instance
CPLEX was not able to solve the ILP with more than 22 avail-
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able wavelengths while our heuristics could handle 66. Note
that the limit was due to huge computation time as well as over-
whelming memory requirement.
We believe that we can go much further with the edge-path
writing of the multicommodity flow LP and efficient operational
research techniques like column generation. Another direction
is to randomly round an approximation of the fractional multi-
commodity flow [14] in order to address larger problems.
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