OFDM with quadrature amplitude modulation (QAM) technique can be used for high speed optical applications. Increasing the order of modulation, the bit error rate (BER) increases. Forward Error correction (FEC) coding like LDPC coding is generally used to improve the BER performance. LDPC provides large minimum distance and also the power efficiency of the LDPC code increases significantly with the code length. In this paper we have compared the Soft decision and Hard decision algorithms of LDPC codes. A long Irregular LDPC code is simulated over the BIAWGN channel demonstrating the fact that LDPC coded OFDM with soft decision decoding provides very lower bit error rate as well as a larger gain in transmitter power and thus making the link more power efficient than the case with hard decision decoding. Through simulation, we have shown the advantages of using this long Irregular LDPC coded OFDM link in Optical wireless communication (OWC).
INTRODUCTION
OFDM provides an effective and low complexity means for eliminating inter-symbol interference for transmission over frequency selective fading channels. In OFDM the subcarrier frequencies are chosen in such a way that the signals are mathematically orthogonal over one OFDM symbol period [2] . During the past decades, channel coding has been used extensively in most digital transmission systems, from those requiring only error detection, to those needing very high coding gains. In the past, optical communication systems have ignored channel coding, until it became clear that it could be a powerful, yet inexpensive, tool to add margins against line impairments such as amplified spontaneous emission (ASE) noise, channel cross talk, nonlinear pulse distortion, and fiber aging-induced losses [3, 7] . Nowadays, channel coding is a standard practice in many optical communication links.
For any channel, the bandwidth, data rate, noise and error rate are related to each other. Greater the bandwidth, greater will be the cost. All transmission channels of any practical interest are limited in bandwidth due to the constrained physical properties of the transmission medium. Inorder to use bandwidth efficiently, in a digital transmission, it is required to obtain higher possible data rate at a particular limit of error rate. But, noise is the main constraint in obtaining higher possible data rate at a given error rate. If binary signals are transmitted then the supported data rate will be twice the bandwidth. But, using multilevel signaling the data rate can be increased by a factor of log 2 M, where M is the no of signal levels. Here we have used QAM modulated OFDM to achieve high data rate.
As data rate increases, the duration of bits gets shorter as a result of which more bits are affected by a given pattern of noise concluding the statement that higher data rate leads to higher error rate. The solution now is to increase the signal to noise ratio (SNR), which sets the upper bound on the achievable data rate. Shannon's formula assumes only white noise (thermal noise) and it does not account for the impulse noise or distortion due to attenuation and delay. While the Shannon's formula represents the theoretical maximum that can be achieved, but in practice much lower rates are achieved. Similarly it does not suggest rather provide a yardstick for finding a suitable signal code to achieve error free transmission [12] . In this paper we have used long Irregular LDPC code which answers all the questions aroused from Shannon's theorem, while applied to several practical communication applications.
Rest of the paper is organized as follows: Section 2 describes the Problem formulations. An overview of LDPC codes is given in Section 3. Comparison of performance of LDPC coded OFDM is made in Section 4. Finally few conclusions are drawn in Section 5.
PROBLEM FORMULATIONS
For a signal transmitted without coding, an SNR of around 10.5 to 11dB is required to achieve a BER of 10 -6 . Use of Reed Solomon (RS) code was resulting in 4 dB of coding gain and leaving of 6dB gain was still there. Even BCH and convolutional codes were going down to 5dB and were not able to go down to 1dB or 2dB. So, for a long time there is a belief that it is not possible to do any better than this 4dB or 5dB of coding gain. Recently Turbo and LDPC codes are discovered to achieve large coding gains. A comparative study of existing coding techniques is presented in Table 1 .
Though Turbo and LDPC codes belong to the family of compound codes [7, 8] , the LDPC codes have the following advantages over Turbo codes. Firstly, in Turbo code due to the presence of low weight code words there is a chance of mistaken of a codeword for its nearby codeword due to noise in channel. But, the construction of LDPC code avoids the presence of low weight codewords.
Here we have used a very long irregular code which has excellently used the distance properties of LDPC codes. The presence of low weight codewords causes the error floor region of Turbo codes to be around a bit error rate (BER) of 10 Thirdly, being parallelizable, the speed of decoding of LDPC code is greater than that of Turbo code. Fourthly, the LDPC decoder declares a decoding failure, whenever unable to correctly decode, where as the Turbo decoders perform extra computations to declare a stopping criterion, which depends upon the establishment of a threshold. Finally LDPC code of almost any rate and block length can be designed only from the specification of target parity check matrix, while the turbo code rate is depending on a puncturing schedule.
In the LDPC codes, parity check matrix is generated randomly and it answers these two questions raised by Shannon's paper [15] . The first one is -"How the codes can be constructed which will satisfy the upper bound of Channel coding theorem by Shannon" and the second one is-"How efficiently the maximum likelihood decoding can be done for the code"?
The answer to the first question is random construction of code , which the LDPC codes have and the answer to the second question is use of a code with large block length. Here, this is the motivation behind using a long Irregular LDPC code for making the link power efficient by achieving larger coding gain.
OVERVIEW OF LDPC CODES
Low-density parity-check (LDPC) codes are linear block codes specified by a parity check matrix H containing mostly 0's and only a small number of 1's. Number of ones in the regular parity check matrix is given by
For an irregular low-density parity-check code [6] the degrees of each set of nodes are chosen according to some distribution. In the construction of irregular LDPC code, the First step involves selecting a profile that describes the desired number of columns of each weight and the desired number of rows of each weight. Second step includes a Construction method, i.e. algorithm for putting edges between the vertices in a way that satisfies the constraints. The edges are placed "completely at random" subject to the profile constraints. 
Where each row of H corresponds to a parity check equation and each column of H corresponds to a bit in the codeword.
The (j , i) th entry of H is 1, if the ith codeword bit is included in the jth parity check equation. More than one parity check matrices may satisfy the above constraint and hence there may be more than one parity check matrices describing a particular code. But, any possible two parity check matrices representing the same code may not have the same no of rows. In an H matrix, if there is no mathematical relationship between rows, it will be said to have linearly independent rows and otherwise to have dependent rows. More the parity check constraints, lesser is the number of satisfied codewords provided the parity check equations are linearly independent.
The LDPC codes can be differentiated from classical block codes [9 10 ] by the sparseness of their parity check matrix.
This property of H is essential for an iterative decoding complexity that increases only linearly with the code length. The classical block codes can also work with iterative algorithms, but finding a sparse H matrix for existing codes of them is impractical.
In case of LDPC codes, first a parity check matrix with required properties is designed and then it is encoded with suitable existing encoding algorithms and then decoded iteratively using a tanner graph representation of their parity check matrix using any one of the existing iterative algorithms.
Classical block codes are decoded with ML (MaximumLikelihood) decoding algorithm. Reviewing the use of decoding techniques, one can state that if no extra information is known about the codeword C other than the information from channel, the ML decoder will be the best one to choose the correct codeword successfully. But, if the decoder has a priori information about C then it is desirable to use a more sophisticated decoding like Maximum a posteriori (MAP) or block-MAP decoder. For these decoders, the value of K (no of message bits) does not have to be very large, so as to make decoding completely impossible ,since large block lengths results in large parity check and generator matrices. 
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Instead the iterative decoding algorithms used in case of LDPC codes decoding can handle large block lengths and produce accurate estimates of the Probability (C i /channel output for C i ) using repeated low-complexity processes. The Irregular feature of the parity check matrix of LDPC codes enable them to show high performance with respect to Shannon limit [11] .
Encoding of LDPC codes
The set of valid codewords are those which satisfies the parity check constraints. The generator matrix is used to map the messages to the codewords [11, 13, 14] . 
The steps for encoding after designing the parity check matrix are as below: 
Decoding of LDPC codes
To give an introduction to LDPC decoding algorithms, we must say that Gallager [14] has also provided a decoding algorithm that is typically near optimal. The iterative decoding algorithms used in LDPC decoding measures the probability distribution of variables in graph based models and come under different names depending on the circumstances. But, collectively they are termed as messagepassing (MP) algorithms [11, 13] .
The task of the decoder is to detect and correct the flipped bits during transmission over any channel. Every received word that does not satisfy equation (3) above will not be a codeword and hence the design of H keeps an important pace in reducing the complexity of decoding errors. In message-passing algorithm, messages pass back and forth between the bit and check nodes until the equation (3) is satisfied.
The hard decision message-passing algorithm is known as bitflipping algorithm and the passed messages are binary in nature [11, 13] . A binary hard decision about each received bit is made by the detector. This is implemented in [1] . The problem with this type of decoding is that the decoder performance is not good. The reason for this is it does not take the likelihood values into account rather it takes a binary decision about the occurrence of a transmitted bit. Hence, the bit error rate (BER) plots have not so good error rate floors.
The sum-product algorithm (SPA) is the soft-decision message-passing algorithm. It is similar to the bit-flipping algorithm except that the passed messages between bit node and check node are probabilities. It has two versions, one is probability domain version that computes a posteriori probability (APP) and another is log-domain version that computes log-likelihood ratios (LLRs). Both of these versions use likelihood values in decoding. But, the log-domain version is better since in log-domain the complex multiplications are converted to additions resulting in low cost implementation of the decoder with a more stable performance [9, 11, 13] .
Our effort here utilizes the log-domain SPA. So our discussion here is limited to log-domain SPA which is explained below.
3.2.1Sum-product Algorithm (Soft-decision Algorithm)
If we are transmitting a Codeword with N number of bits, then the APP is the probability that the given bit in the transmitted codeword is equal to 1 or 0, given the channel output for that bit. Then the APP ratio or the likelihood ratio (LR) is given by
Then the log-APP ratio or the log-likelihood ratio(LLR) will be given by
The output of the band pass demapper [1] is   
PERFORMANCE COMPARISION OF LDPC CODED OFDM
The simulation environment is same as in [1] except that the LDPC decoding type is soft decision type using log domain SPA as discussed in Section 3. This system is simulated entirely referring to the block diagram in Figure. 1 of reference [1] by introducing the LDPC encoder block at label 'A' and LDPC decoder block at label 'Q' and taking AWGN channel. Here the simulation is carried out using Matlab.We consider an irregular LDPC code with parity check matrix of size 32400 by 64800. Parity-check matrix of the LDPC code is stored as a sparse logical matrix. The system was simulated for OFDM with 8, 16, 32 and64 QAM. Columns 32401 to 64800 are a lower triangular matrix.
Only the elements on its main diagonal and the sub diagonal immediately below are 1's.Since the last NK  columns of the parity check matrix is of lower triangular type, it is referred as the forward substitution method of encoding. This is discussed in section 3. The code rate is ½. In reference [1] , the LDPC decoder is of hard decision type and here the LDPC decoder is of soft decision type .The information is binary in nature. The channel is thus can be referred as a BIAWGN channel. The Fig 1 shows the BER performance of 16 and 32 and 64 QAM modulated LDPC coded OFDM in hard-decision mode [1] . The number of iterations performed at the decoder is 40. As the number of iterations increases, a more appropriate converged value is obtained. Figure 2 and Fig 3 shows the BER performance with soft decision LDPC decoding for decoder iterations of 10 and 20 respectively. It is observed from the three figures that in the lower SNR region, LDPC coded 16-QAM modulated OFDM signal gives error floor around 10 -5 with 40 decoder iterations of hard decision decoding nearly between 12-14 dB of SNR, while with soft decision decoding it is around10 -7 at approximately 8dB of SNR with lesser number of decoder iterations of 10 and around 10 -9 nearly at 8 dB of SNR with decoder iterations of 20. This clearly illustrates the fact that with soft decision decoding increase in decoder iterations also improves error floor performance. Hence with soft decision decoding there is a gain in power compared to hard decision case with lesser number of decoder iterations.
CONCLUSION
With soft-decision decoding the BER performance of this long Irregular LDPC code is much better than that with hard decision decoding for all the higher order QAM modulated OFDM signals. The error floor region with this long block length Irregular LDPC code is within 10 -5 to 10 -6 with hard decision decoding and within 10 -7 to 10 -8 with soft decision with soft decision decoding of 20 decoder iterations. This is a better result as far as better coding gain and error floor region is considered. The QAM modulated OFDM signal can be a good match to the higher information carrying capacity of optical carriers. But, the BER increases as the modulation order increases. Using a long Irregular LDPC code can reduce the BER along with approaching the Shannon's limit. Hence , we can use this code with higher order QAM modulated OFDM for improving performance of optical AWGN channel in Free space optical communication . With the advantage of OFDM to deal with Inter Symbol Interference (ISI), this work can also be extended to deal with ISI due to chromatic dispersion and polarization mode dispersion in Optical communication systems. Further due to good error floor region with soft decision it can be used to avoid effect of four wave mixing in BER performance. In another scenario, without taking the weather effects into account, the deep-space channel is a perfect additive white Gaussian noise channel. Also, deepspace communications do not care about the block lengths. Therefore, we can use this long irregular code in deep-space communication applications to get better results, since larger block length results in higher minimum distance between Codewords and thus increasing the error correction capability.
FUTER RESEARCH DIRECTION
With the above method of encoding, the encoding complexity can become prohibitively complex as we move to long codes of length of the order of 10 5 or 10 6 . Use of a structured parity check matrix can be useful to reduce this implementation complexity. This is the current topic of investigation.
