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В статье рассматривается решение задач оптимальной фильтрации и прогнозирования сигналовв нестаци-
онарных стохастических дифференциальных системах с пуассоновской составляющей. Для приближенного 
нахождения апостериорной плотности вероятности вектора состояния объекта наблюдения применяется спек-
тральный метод, в основе метода лежит представление решений робастного уравнения Дункана – Мортенсена –
 Закаи и уравнения Колмогорова – Феллера в виде ортогональных рядов. 
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ВВЕДЕНИЕ 
 
В продолжение исследований, начатых в [1–4], рассматриваются задачи оптимальной 
фильтрации и прогнозирования сигналов в стохастических дифференциальных системах диф-
фузионно-скачкообразного типа. В этих задачах требуется оценить вектор состояния динамиче-
ской системы (объекта наблюдения) в текущий и будущий моменты времени по результатам 
измерений, полученных к текущему моменту времени, с учетом помех. Предполагается, что 
объект наблюдения описывается стохастическим дифференциальным уравнением с пуассонов-
ской составляющей, а измерительная система – стохастическим дифференциальным уравнени-
ем без пуассоновской составляющей. На этапе фильтрации предлагается использовать робаст-
ноe уравнение Дункана – Мортенсена – Закаи, а на этапе прогнозирования – уравнение Колмо-
горова – Феллера. Для решения этих уравнений применена спектральная форма математическо-
го описания [5, 6]. Такой подход более универсален по сравнению с другими подходами, ис-
пользующими математический аппарат ортогональных рядов для представления плотностей 
вероятности [7–10]. В задачах анализа, синтеза, идентификации и фильтрации в стохастических 
дифференциальных системах его универсальность и удобство реализации алгоритмов расчета 
обусловлены тем, что ортонормированный базис не фиксируется и все соотношения записыва-
ются в матричной форме, вид этих соотношений не зависит от базиса. 
 
1. ПОСТАНОВКА ЗАДАЧИ 
 
Модель объекта наблюдения задается стохастическим дифференциальным уравнением 
Ито с пуассоновской составляющей [3, 4, 7, 11, 12]: 
 
 0 0( ) ( , ( )) ( , ( )) ( ) ( ), ( ) ,dX t f t X t dt t X t dW t dQ t X t X     (1) 
 
где nX R  – вектор состояния, 0[ , ( )]t t T T   – время; ( , ) :f t x  0[ , ( )]
n nt T T R R    – 
n -мерная вектор-функция, ( , ) :t x  0[ , ( )]
n n st T T R R     – матричная функция n s ; ( ) :t  
0[ , ] [0, )t T    – опережение по времени: 
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t t T
t t T T

    ( )W t  – s -мерный стан-
дартный винеровский процесс, не зависящий от начального состояния 0X  с плотностью вероят-
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ности 0 ( )x ; ( )Q t  – общий пуассоновский процесс, заданный соотношением 
( )
1
( ) ,
P t
kk
Q t

   в 
котором ( )P t  – пуассоновский процесс, k  – независимые случайные векторы из 
nR , распреде-
ление которых задано плотностью вероятности ( , )k   , т.е. вектор состояния X  получает слу-
чайные приращения в моменты времени 1 2 0, , [ , ( )]t T T    , образующие пуассоновский по-
ток событий: ( )kX   ( 0) .k kX     Если величина приращения зависит от вектора состояния, 
то используется условная плотность вероятности ( , | )k x   , характеризующая распределение 
k  при условии ( 0)kX x   . В частном случае ( , | ) ( , )k kx      . Наряду с ( , | )k x    вве-
дем плотность вероятности ( , | )k x   , характеризующую распределение ( )kX   при условии 
( 0)kX    , т.е. ( )k kX     . Пуассоновский поток событий и, следовательно, моменты 
времени 1 2, ,  , а также пуассоновский процесс ( )P t  определяются интенсивностью ( , )t x . 
Модель измерительной системы задается уравнением 
 
 0 0( ) ( , ( )) ( ) ( ), ( ) 0,dY t c t X t dt t dV t Y t Y     (2) 
 
где mY R  – вектор измерений, 0[ , ]t t T ; ( , ) :c t x  0[ , ]
n mt T R R   – m -мерная вектор-функция, 
( ) :t  0[ , ]
m dt T R   – матричная функция m d ; ( )V t  – d -мерный стандартный винеровский 
процесс, не зависящий от ( )W t  и от начального состояния 0X . 
Задачи фильтрации и прогнозирования состоят в нахождении оценки ˆ ( ( ))X t t  по ре-
зультатам измерений 0 0{ ( ), [ , )}
tY Y t t   , для случая ( ) 0t   – это задача фильтрации, а для 
( ) 0t   – задача прогнозирования. При решении задач фильтрации и прогнозирования, как и 
ранее [1–4, 12, 13], будем исходить из несмещенности оценки и минимума среднеквадратиче-
ского отклонения. Тогда 0
ˆ ( ( )) [ ( ( )) | ],tX t t X t t Y    где [ ]  – математическое ожидание. 
 
2. УРАВНЕНИЯ ДЛЯ АПОСТЕРИОРНОЙ ПЛОТНОСТИ ВЕРОЯТНОСТИ 
 
Задачу прогнозирования будем решать в два этапа. На первом этапе определим апосте-
риорную плотность вероятности 0( , | )
tp t x Y  вектора состояния объекта наблюдения с учетом 
имеющихся измерений 0
tY , используя уравнение Дункана – Мортенсена – Закаи [3, 9–12]: 
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Уравнение Дункана – Мортенсена – Закаи – стохастическое интегро-дифференциальное 
уравнение в частных производных, его можно записывать в разных формах (приведенное урав-
нение записано в форме Стратоновича). Оно содержит процесс типа белого шума в последних 
слагаемых или траекторию белого шума при фиксированных измерениях, что вносит дополни-
тельные сложности в применении приближенных методов решения интегро-дифференциальных 
уравнений, например, спектральных методов, основанных на ортогональных разложениях 
плотности вероятности. 
Пусть ( , ) ( ) ( , )h t x q t c t x , ( , )h t x  – m -мерная вектор-функция. Тогда уравнение (3) можно 
переписать следующим образом: 
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и с помощью замены 
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перейти к робастному уравнению Дункана – Мортенсена – Закаи [4, 12] для ненормированной 
апостериорной плотности 0( , | )
tt x Y , вообще говоря, характеризующей распределение вектора 
состояния другой стохастической системы, отличной от (1): 
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В уравнении (5) [ , ]  , 
1 1
2 2
[ , ] [ ,[ , ]]      , а [ , ]  и [ , ]   – 
коммутаторы,   – оператор умножения на функцию ( , )h t x , , 1,2, ,m    . Начальное 
условие для этого уравнения 0 0( , ) ( )t x x  , что следует из формулы замены ненормированной 
апостериорной плотности вероятности (4) при 0t t  с учетом равенства 0( ) 0Y t  . 
Робастное уравнение Дункана – Мортенсена – Закаи не содержит процессов типа белого 
шума или их траекторий, т.е. оно не относится к классу стохастических дифференциальных 
уравнений, оно удобнее для приближенного решения с помощью различных методов, в том 
числе и спектрального [1–4]. 
Уравнение (5) должно решаться на промежутке 0[ , ]t  , где 0[ , ]t T   – текущее 
время. Переход от функции 0( , | )
tt x Y  к апостериорной плотности вероятности 0( , | )
tp t x Y  
вектора состояния объекта наблюдения осуществляется за два шага: обратная замена и норми-
ровка, т.е. 
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Отметим, что часто ограничиваются рассмотрением только стационарной модели изме-
рительной системы: ( , ) ( )c t x c x  и ( )t  . Кроме того, для удобства матрица   полагается 
равной единичной матрице, т.е. ( , ) ( ) ( )h t x h x c x  . При такой постановке задачи робастное 
уравнение Дункана – Мортенсена – Закаи проще, оно не содержит последнего слагаемого с 
производными координат функции ( , )h t x  по времени [1, 3, 12, 15]. Стационарность модели 
объекта наблюдения, т.е. ( , ) ( )f t x f x  и ( , ) ( )t x x  , робастное уравнение Дункана –
Мортенсена – Закаи не упрощает. Нестационарный случай рассмотрен в [2, 16] для стохастиче-
ских дифференциальных систем диффузионного типа, а в [4] для систем диффузионно-
скачкообразного типа. 
На втором этапе в случае ( ) 0   определяется апостериорная плотность вероятности 
0( , | )p t x Y
  как решение уравнения Колмогорова – Феллера 
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на промежутке [ , ( )]    с начальным условием 0( , | )p x Y
  – апостериорной плотностью ве-
роятности вектора состояния, полученной на первом этапе. 
 
3. СПЕКТРАЛЬНЫЙ МЕТОД НАХОЖДЕНИЯ АПОСТЕРИОРНОЙ ПЛОТНОСТИ 
ВЕРОЯТНОСТИ 
 
В [2] спектральный метод был применен к решению робастного уравнения Дункана –
Мортенсена – Закаи, соответствующего нестационарной системе наблюдения диффузионного 
типа, т.е. без пуассоновской составляющей в уравнении объекта наблюдения, а в [3] – для ста-
ционарной системы наблюдения диффузионно-скачкообразного типа. Эти результаты были ис-
пользованы для решения задачи фильтрации в нестационарных системах наблюдения диффузи-
онно-скачкообразного типа [4]. Используя соотношения спектрального метода для решения за-
дачи анализа стохастических систем диффузионно-скачкообразного типа [11, 17], можно по-
строить спектральный метод решения задач фильтрации и прогнозирования сигналов для не-
стационарных систем наблюдения диффузионно-скачкообразного типа. 
Определения и основные свойства спектральных характеристик функций, линей-
ных операторов и функционалов, используемые далее, а также многочисленные примеры при-
менения спектрального метода в задачах анализа непрерывных стохастических систем приве-
дены в [5]. 
Далее определим базисные системы и получим спектральные аналоги уравнений (5) и (6) 
в предположении, что момент времени   зафиксирован. Пусть 
0 1
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nL R    , причем функции (ф) 0 1( , , , , , )ne i i i t x  и 
(п)
0 1( , , , , , )ne i i i t x  
порождаются всевозможными произведениями функций, образующих ортонормированные ба-
зисные системы 
0
(ф)
0 0{ ( , )}iq i t

 , 0
(п)
0 0{ ( , )}iq i t

  и 11 , , 0{ ( , , , )} nn i ip i i x

   пространств 2 0([ , ])L t  , 
2([ , ( )])L     и 2( )
nL  соответственно: 
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Будем придерживаться обозначений из [2, 4, 5, 11, 17]. Тогда ( 1, 1)P n n   – спектраль-
ная характеристика оператора дифференцирования по времени с учетом значения функции в 
начальный момент 0t , ( 1, 1)A n n   – спектральная характеристика оператора , ( 1, 1)C n n    
и ( 1, 1)H n n    – спектральные характеристики операторов   и   соответственно, где   – 
оператор умножения на функцию ( , )c t x , 1,2, ,m   : 
 
[ ] ( 1, 1), [ ] ( 1, 1), [ ] ( 1, 1).A n n C n n H n n             
 
Перечисленные спектральные характеристики определены относительно базисной си-
стемы 
0 1
(ф)
0 1 , , , 0{ ( , , , , , )} nn i i ie i i i t x

  . 
Таким образом, спектральные характеристики ( 1, 1)L n n  , ( 1, 1)L n n    и 
( 1, 1)L n n    операторов ,   и   соответственно, , 1,2, ,m    , определенные отно-
сительно той же базисной системы, выражаются через спектральные характеристики 
( 1, 1)A n n  , ( 1, 1)C n n    и ( 1, 1)H n n   : 
 
1
1
[ ] ( 1, 1) ( 1, 1) ( 1, 1) ( 1, 1),
2
[ ] ( 1, 1) [ ( 1, 1), ( 1, 1)],
1
[ ] ( 1, 1) [ ( 1, 1),[ ( 1, 1), ( 1, 1)]],
2
m
L n n A n n H n n C n n
L n n H n n A n n
L n n H n n H n n A n n
 

  
   

           
       
         

 
 
где [ ( 1, 1), ( 1, 1)]H n n A n n      – коммутатор спектральных характеристик линейных операто-
ров [1]. 
Далее, ( 1, 1)n n    – спектральная характеристика оператора умножения на интенсив-
ность ( , )t x , а ( 1, 1)H n n   – спектральная характеристика интегрального оператора , зада-
ваемого соотношением 
 
1
( , ) ( , ) ( , | )exp ( ( , ) ( , )) ( ) ( , ) ;n
m
R
t x t t x h t h t x Y t t d  

        

 
  
 
  
 
( 1, 1)Y n n    – спектральная характеристика оператора умножения на функцию ( )Y t , 
( 1, 1)H n n    – спектральная характеристика оператора умножения на производную функции 
( , )h t x  по времени, 1,2, ,m   . Спектральные характеристики ( 1, 1)n n   , ( 1, 1)H n n  , 
( 1, 1)Y n n    и ( 1, 1)H n n   , как и обозначенные выше, определены относительно базисной 
системы 
0 1
(ф)
0 1 , , , 0{ ( , , , , , )} nn i i ie i i i t x

  . 
Кроме того, пусть (ф) 0(1,0; )q t  – матрица-столбец значений функций базисной системы 
0
(ф)
0 0{ ( , )}iq i t

  при 0t t : 
(ф) (ф) (ф) (ф) T
0 0 0 0(1,0; ) [ (0, ) (1, ) (2, ) ]q t q t q t q t  , 0( ,0)n  – спек-
тральная характеристика плотности вероятности 0 ( )x  начального состояния 0X , определенная 
относительно базисной системы 
11 , , 0
{ ( , , , )}
nn i i
p i i x   ; ( 1,0)R n  – искомая спектральная харак-
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теристика функции 0( , | )
tt x Y , определенная относительно базисной системы 
0 1
(ф)
0 1 , , , 0{ ( , , , , , )} nn i i ie i i i t x

  . 
Применим спектральное преобразование к левой и правой частям уравнения (5). Учиты-
вая линейность спектрального преобразования и введенные обозначения, получаем спектраль-
ный аналог робастного уравнения Дункана – Мортенсена – Закаи [4]: 
 
 
(ф)
0 0
1
1 1
( 1, 1) ( 1,0) (1,0; ) ( ,0) ( 1, 1) ( 1,0) ( 1, 1)
( 1,0) ( 1, 1) ( 1,0) ( 1, 1) ( 1, 1) ( 1,0)
( 1, 1) ( 1, 1) ( 1, 1) ( 1,0)
m
m m
P n n R n q t n L n n R n n n
R n H n n R n Y n n L n n R n
Y n n Y n n L n n R n
Y
 

  
 


 
              
               
           



1
( 1, 1) ( 1, 1) ( 1,0).
m
n n H n n R n

      
 (7) 
 
Решение робастного уравнения Дункана – Мортенсена – Закаи в спектральной форме 
математического описания имеет вид 
 
 

  
1 1 1
1 (ф)
0 0
1
( 1,0) ( 1, 1) ( 1, 1) ( 1, 1) ( 1, 1)
( 1, 1) ( 1, 1) ( 1, 1) ( 1, 1) ( 1, 1)
( 1, 1) ( 1, 1) (1,0; ) ( ,0) .
m m m
m
R n P n n L n n n n H n n
Y n n L n n Y n n Y n n L n n
Y n n H n n q t n
    
  
 

  


             
               
       
 

 
 
Следовательно, 
 
 
0 1
0 1
0 1
0 1
1 (ф)
0 0 1 0
0 0 0
(ф)
0 0 1
0 0 0
( , | ) ( 1,0) ( , , , , , ), ( , ) [ , ] ,
( , | ) ( , , ,
[ ]
, , ), ,
n
n
n
n
t n
i i i n
i i i
n
i i i n
i i i
t x Y R n r e i i i t x t x t R
x Y r e i i i x x R
 
  
  


  
  

  
      
   
  
  
 (8) 
 
где 
0 1 ni i i
r   – элементы спектральной характеристики ( 1,0)R n , т.е. коэффициенты разложения 
функции 0( , | )
tt x Y  в ряд по функциям базисной системы 
0 1
(ф)
0 1 , , , 0{ ( , , , , , )} nn i i ie i i i t x

  . 
Для записи спектрального аналога уравнения Колмогорова – Феллера (6) обозначим 
через (п) (1,0; )q   матрицу-столбец значений функций базисной системы 
0
(п)
0 0{ ( , )}iq i t

  при 
t  : (п) (п) (п) (п) T(1,0; ) [ (0, ) (1, ) (2, ) ]q q q q     , через ( 1,0)n   – спектральную 
характеристику функции 0( , | )
tp t x Y , которую требуется найти наряду с ( 1,0)R n , а через 
( 1, 1)K n n   – спектральную характеристику интегрального оператора , задаваемого соот-
ношением 
 
( , ) ( , ) ( , | ) ( , ) .nR
p t x t t x p t d        
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Новые спектральные характеристики ( 1,0)n   и ( 1, 1)K n n   определены относитель-
но базисной системы 
0 1
(п)
0 1 , , , 0{ ( , , , , , )} nn i i ie i i i t x

  . Кроме того, пусть ( ,0)n  – спектральная 
характеристика апостериорной плотности вероятности 0( , | )p x Y
  как функции вектора состоя-
ния, определенная относительно базисной системы 
11 , , 0
{ ( , , , )}
nn i i
p i i x   . Тогда [11, 17] 
 
 
(п)( 1, 1) ( 1,0) (1,0; ) ( ,0) ( 1, 1) ( 1,0)
( 1, 1) ( 1,0) ( 1, 1) ( 1,0)
P n n n q n A n n n
n n n K n n n
           
         
 (9) 
и 

  1 (п)
( 1,0) ( 1, 1) ( 1, 1) ( 1, 1)
( 1, 1) (1,0; ) ( ,0) .
n P n n A n n n n
K n n q n

           
    
 
 
В уравнении (9) ( 1, 1)P n n   – спектральная характеристика оператора дифференциро-
вания по времени с учетом значения функции в текущий момент   (начальный для промежутка 
[ , ( )]   ). Как и выше, ( 1, 1)A n n   – спектральная характеристика оператора , 
( 1, 1)n n    – спектральная характеристика оператора умножения на интенсивность ( , )t x , 
однако для этого уравнения перечисленные спектральные характеристики вычисляются отно-
сительно базисной системы 
0 1
(п)
0 1 , , , 0{ ( , , , , , )} nn i i ie i i i t x

  , а не 0 1
(ф)
0 1 , , , 0{ ( , , , , , )} nn i i ie i i i t x

  . 
Таким образом, 
 
 
0 1
0 1
1 (п)
0 0 1
0 0 0
( , | ) ( 1,0) ( , , , , , ), ( , ) [ , ( )][ ] ,
n
n
n
i i i n
i i i
p t x Y n e i i i t x t x R   
  


  
            (10) 
 
где 
0 1 ni i i
   – элементы спектральной характеристики ( 1,0)n  , т.е. коэффициенты разложения 
функции 0( , | )p t x Y
  в ряд по функциям базисной системы 
0 1
(п)
0 1 , , , 0{ ( , , , , , )} nn i i ie i i i t x

  . 
Используя спектральную форму математического описания, можно выразить спектраль-
ные характеристики ( 1,0)R n  и ( ,0)n  функций 0( , | )
tt x Y  и 0( , | )p x Y
  соответственно, 
связав таким образом уравнения (7) и (9) в спектральной области. Также можно выразить спек-
тральную характеристику оптимальной оценки ˆ ( )X t  через спектральную характеристику 
( 1,0)n  . Для этого необходимо использовать спектральные характеристики линейных функ-
ционалов, ставящих в соответствие функции ее значение в определенной точке и значение ин-
теграла от функции [5], а именно можно показать, что 
 
     
1
(ф) (ф)( ,0) (0,1; ) (0, ) ( 1,0) (0,1; ) ( , ) ( 1,0) ,
( 1,0) ( 1, 1) ( 1,0),
n q J n n q E n n n
n M n n R n
  

        
      
 
 
где (ф) (0,1; )q   – матрица-строка значений функций базисной системы 
0
(ф)
0 0{ ( , )}iq i t

  при t  : 
(ф) (ф) (ф) (ф)(0,1; ) [ (0, ) (1, ) (2, ) ]q q q q     , (0, )J n  – спектральная характеристика функци-
онала, ставящего в соответствие функции вектора состояния интеграл от этой функции по про-
странству nR , определенная относительно базисной системы 
11 , , 0
{ ( , , , )}
nn i i
p i i x   , а 
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( 1, 1)M n n   – спектральная характеристика оператора умножения на функцию ( , )t x , опре-
деленная относительно базисной системы 
0 1
(ф)
0 1 , , , 0{ ( , , , , , )} nn i i ie i i i t x

  . 
Отметим, что спектральные характеристики ( 1, 1)H n n   и ( 1, 1)K n n   интегральных 
операторов  и  соответственно связаны преобразованием подобия 
 
1( 1, 1) ( 1, 1) ( 1, 1) ( 1, 1),H n n M n n K n n M n n            
 
если они определены относительно одной и той же базисной системы со спектральной характе-
ристикой ( 1, 1)M n n  . 
Для координаты оптимальной оценки ˆ ( ( ))iX    справедливо соотношение 
 
 (п)ˆ ( ( )) (0,1; ( )) (0, ) ( 1, 1) ( 1,0), 1, , ,i iX q J n X n n n i n               
 
где (п) (0,1; ( ))q    – матрица-строка значений функций 
0
(п)
0 0{ ( , )}iq i t

  при ( )t    : 
(п) (п) (п) (п)(0,1; ( )) [ (0, ( )) (1, ( )) (2, ( )) ]q q q q             , ( 1, 1)iX n n   – спек-
тральная характеристика оператора умножения на координату ix , определенная относительно 
базисной системы 
0 1
(п)
0 1 , , , 0{ ( , , , , , )} nn i i ie i i i t x

  . 
При численных расчетах необходимо усекать все спектральные характеристики и пред-
ставлять приближенное решение задач фильтрации и прогнозирования в виде частичных сумм 
рядов (8) и (10), как и при решении задачи анализа [5, 11, 17]. Базисные системы для представ-
ления функций времени и вектора состояния могут формироваться различным образом из ба-
зисных функций одной переменной [5, 6, 18]. После определения апостериорной плотности ве-
роятности 0( , | )p t x Y
  можно найти оптимальную оценку ˆ ( )X t , [ , ( )]t     , 0[ , ]t T   или 
воспользоваться соотношением для нахождения ˆ ( ( ))iX   , которое приведено выше. 
В рассматриваемых задачах оптимальной фильтрации и прогнозирования при выводе 
спектральных аналогов робастного уравнения Дункана – Мортенсена – Закаи и уравнения Кол-
могорова – Феллера предполагалось, что момент времени   зафиксирован вместе с измерения-
ми 0Y
 , однако можно воспользоваться и базисными системами, заданными на нестационарных 
отрезках времени [6], что позволит решать задачу оценивания текущего и будущего состояний 
сразу для всех моментов времени 0[ , ]t T  . 
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THE SPECTRAL METHOD OF OPTIMAL FILTERING 
AND EXTRAPOLATION FOR JUMP-DIFFUSION MODELS 
 
Rybakov K.A. 
 
The article deals with the optimal filtering and extrapolation problems for non-stationary stochastic differential 
systems with a Poisson component. To find an approximate density of the observed object’s state vector the spectral meth-
od based on the representation of robust Duncan-Mortensen-Zakai equation and Kolmogorov-Feller equation solutions in 
the form of orthogonal series is used. 
 
Key words: conditional density, extrapolation problem, jump-diffusion, Kolmogorov-Feller equation, filtering 
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