Humans exhibit remarkable abilities to estimate, filter, predict, and fuse information in target tracking tasks. To improve track quality, we extend previous tracking approaches by investigating human cognitive-level fusion for constraining the set of plausible targets where the number of targets is not known a priori. The target track algorithm predicts a belief in the position and pose for a set of targets and an automatic target recognition algorithm uses the pose estimate to calculate an accumulated target-belief classification confidence measure. The human integrates the target track information and classifIcation confidence measures to determine the number and identification of targets. This paper implements the cognitive belief filtering approach for sensor fusion and resolves target identity through a set-theory approach by determining a plausible set oftargets being tracked.
INTRODUCTION
Humans and machines are typically trained for specific missions and/or scenarios. One such case is identification (ID) of a target. When the human approaches the target, either the target is moving, the human is moving, or both are moving.
Cognition, the act of directing attention to sensory information, can be used by the human to fuse track and ID information as a perception of a set of moving targets. Dynamic cognitive multitarget-multisensor fusion under uncertainty requires target selection which can be formulated as a belief filtering problem in which sensed target states and identities are represented as current situational beliefs. The objective of the human is to 1) abstract number of tracks from the tracking environment, 2) assess confidence levels from the target classification algorithm, and 3) integrate the information for real-time beliefs ofthe number and types oftargets from a plausible set of targets.
Multitarget tracking and ID is a subset of sensor fusion, which includes selecting sensors, sensor recognition policies, and tracking algorithms for a given set of mission requirements. For example, in a typical tactical aircraft, the onboard sensors are active radar, electro-optical, and navigation sensors, with each sensor having a variety of modes in which it can operate and features it can detect. Figure 1 shows the case of moving target indicator (MTI) and high range resolution (HRR) radar collection of range-bin features. The radar sensor makes kinematic measurements to detect, track, and classify objects of interest while reducing pilot workload. In a dynamic and uncertain environment, a sensor manager, such as a human, must fuse the track and classification information to ID the correct target at a given time and can aid tracking algorithms by determining a set of tracks to follow and aid classification algorithms by constraining the set of plausible targets. Multitarget tracking in the presence of clutter has been investigated through the use of data association algorithms [1] .
Likewise, other multisensor fusion algorithms have focused on tracking targets from multiple look sequences [2] . One inherent limitation of current algorithms is that the number of targets needs to be known a priori. While tracking algorithms can speculate on the number of targets, the cognition of the number of targets can be afforded to the user. Once the human has an ID belief in the number of targets, the tracking algorithm can be updated.
A few tracking and identification algorithms have been proposed [3, 4, 5] . Layne [6] utilizes an automatic target recognition (ATR) and tracking filter in a multiple model estimator (MME) approach for HRR signatures. These approaches, although influential in this work, rely on the Bayes' rule for identification where the most probable target is selected. A limitation of using a Bayesian analysis is that it does not capture incomplete knowledge. For instance, there are times when unknown targets might be of interest that are not known at algorithm initiation. At other times, there are unknown number of targets to track or targets not trained for classification. We seek to expand on these tracking and ID algorithms for HRR signatures, by allowing for the capability to discern unknown relevant targets and reject nonplausible targets.
One way to study the problem is the interaction of the human and the machine working synergistically -since the sensors are extensions ofthe human's processing. The set theoiy approach to HRR target classification was proposed by Mitchell and Westerkamp [7, 8] and termed a Statistical feature based classifier (STaF) and is influential in this work. In addition, Blasch [9] presented a feature-based set-theory approach for target tracking. In both cases, classification and tracking, a set of features and a set of targets was investigated. In the scenario investigated in the paper, we explore the use ofbelieffiltering for a dynamic tracking environment, and by extending the STaF algoritlun as a belief filter for J{RR profiles, a plausible set of tracks and targets are made available to the user at each time instant. The human is presented both the tracking information and the accrued evidence for each target type as a confidence measure. The human must then cognitively determine from the set oftargets how many and which target goes with which track. Additionally, the human has the ability to eliminate those targets that are not plausible which reduces the number of tracks and the set of pose templates from which the classification algorithm must search. This paper develops a feature-based cognitive belief filter (CBF) for simultaneously tracking and identifying targets. The CBF algorithm leverages the belief filter evidence accrual tracking and ID [10] algorithm and the STaF algorithm [1 1] . By introducing the operator or image analyst for cognitive fusion, it may offer a means to control some aspects of the computational burdens experienced by analytical data association techniques while improving track quality for multitarget tracking and ID in the presence of clutter. Section 2 overviews the fusion levels and Section 3 describes the feature track and classification level fusion. Section 4 formulates the cognitive fusion problem. Section 5 presents results and Section 6 draws some conclusions.
BELIEF FILTER FUSION FOR RADAR PROCESSING

Intelligent Feature and Track Level Fusion
The ability to perform track and ID fusion requires fusion of kinematic information, fusion of I{RR target features, and a higher level cognitive fusion ofboth the track and classification information. Like multitarget data association algorithms for accurately tracking targets in the presence of clutter, we assume that detected targets can be tracked from a sequence of center-of-gravity and pose positional data. Also, for a given sensor/target scenario, we assume detected HRR signature features can effectively be fused to discern target types with associated confidence measures. Feature-to-target mappings can be achieved either through training, learning, or predicted. By leveraging knowledge about target types from training, the target can be classified in real time. The fusion of classification and tracking information can significantly reduce processing time by selecting the number of target tracks to investigate as well as increase target track quality. In addition, correlating kinematic features with classified signatures will allow for identifying targets at the same time tracking is performed. Fusion of information takes place at either the 1) feature level for target recognition, 2) kinematic level for target tracking, or 3) cognitive level for target tracking and ID.
Cognition in tracking is the ability of an agent to detect patterns of tracks and use the confidence measures from the target classification results to determine a plausible set of targets for each track. Since confidence information available to an observer is restricted to a range of pose comparisons, the discernment of the number and type of targets is only a situational belief. However, as the belief evidence accumulates and the person reduces the plausible set of targets, target classification confidence will increase which can improve track quality and allow for a correct target ID.
High Range Resolution Radar
Radar systems are effective for surveillance applications due to their distance range resolution invariance, all weather, and measurement capabilities. The radar antenna has a tradeoff between MTI, HRR, or SAR modes. HRR radar offers a method for imaging moving targets by extracting energy return from range profiles. if the target is stationary, a collection of HRR radar signatures can be processed to form a synthetic aperture radar (SAR) image. The concatenation of the HRR profiles to form a SAR image might take up to 10 seconds, which is lengthy in time-critical scenarios. A sensor mode that has recently received attention is HRR radar. In the HRR radar mode, the cross range resolution is the radar beam width, which is large at long range. Due to this lack of cross range resolution, HRR was not useful for stationary targets because clutter overwhelmed the target information. However, ii the target is moving, it is possible to separate the target and clutter in Doppler [12] . Additionally, HRR processing can be interleaved with ground moving target indicator (GMTI) processing for detection. Once detected, tracking information can be used to derive pose angles for the targets. Tracking information enhances the target ID by reducing the number of unknown variables associated with the target. Likewise, target ID helps determine the number of target tracks. In addition to correctly identifying targets with HRR, a target ID system in military scenarios must also avoid incorrectly identifying unknown targets as known targets. Clearly, the ID system must be allowed to reject ID decisions rather than be forced to make a target ID. Requiring the system to maintain a high probability of correct ID while at the same time rejecting unknown targets is a very challenging problem. One way to combat the problem is by leveraging human cognitive fusion, which operates on accumulated beliefs and can coordinate HRR tracking and classification for correct target ID.
FEATURE-BASED BELEIF TRACMNG AND CLASSIFICATION
One of the key links between HRR tracking and ID is the ability of the tracking filter to accurately position the ID sensor and estimate the target pose. Pose information consists of a depression angle and an aspect angle. The depression angle is related to the sensor position and aspect angle can be determined from the HRR profile. While Layne [6] uses the entire length of the HRR profile to determine the target, we utilize the peak features that are trained using the STaF classifier. Westerkamp and Mitchell [7] have shown that the peak features in a HRR map can accurately classify objects. Another deviation from the ATRF is that instead ofjust one HRR profile, we assume that we have multiple targets in the search space, much as in the case of a MTI plot. In order to determine which measurements are plausible, we utilize the belief filtering approach [10] which uses evidential beliefupdates to allow for processing unknown target information.
Kinematic Tracking Belief Filter (TBF)
MTI radar tracking assumes that after receiving the energy return from the radar, that the approximate coarse position of the target results. Since a finite number of range bins are collected, the center bin is assumed to be the position of the target.
Additionally, the radar collection has an associated depression and azimuth angle to the target. After resolving the direction of movement, the relative pose of the target is indicated for a belief classification to be performed. 
(1) is sequenced as it comes in as depicted in Figure 2 , and the kinematic state and ID feature variables are separated. 
plausible elliptical validation region V with a gate threshold, y, is set up at eveiy sampling time around the predicted measurement and is used to select The believablejoint association eventprobabilities are, using Bayes Formula:
where c is the normalization constant. From these probability values, the kinematic state x1 is updated and the pose information aspect angle is assessed as = taxi' (yfl(k+l) -yft(k)/ xft(k+l) -xfl(k)). The algorithm continues to track objects until the pose measurement is updated for a fixed time step Ak. Note, from Figure 3 , if only the kinematic feature information is used a data association error could result from closely spaced measurements in a time constrained decision making process. However, ID feature information, fai' can be fused together to associate the correct target type with the correct track. Thus, simultaneously associating target kinematic and classffication features results in higher belief of true measurement-to-target value and reduces the target search. The TBF outputs a pose estimate, such as aspect angle, for each track given the sensor's azimuth and depression angle. By using pose, we can associate the position of the target with the aspect angle of the HRR sensor for feature target classification.
(2) (3)
where v(k) and w(k) are zero-mean mutually independent white Gaussian noise sequences with known covariance matrices Q(k) and R(k), respectively. Spurious measurements are uniformly distributed in the measurement space.
Tracks are assumed initialized at an initial state estimate x(O) for a plausible number of targets determined from the user.
The measurement-to-target association probabilities are computed across the targets and these probabilities are computed only for the latest set ofmeasurements. The conditional probabilities of the joint-target association events pertaining to the current time k is defined as 0(k), where eft is the event that measurementj originated from target t, j = 1, . . . , m(k,); t = , S.Za1a.fUS..,t+1 measurementj lies in the validation gate of target t. The index t = 0 stands for "none of the targets" and the corresponding column of £2 includes all measurements, since each measurement could have originated from clutter, false alarm, or the true target, or an unknown target. A joint association event consists of the values in £2 corresponding to the associations in 0, assuming a single measurement source and at most one measurement originating from a target.
Feature-based Classification Belief Filter
The belief classification algorithm is based on the statistical behavior of extracted features and is similar to the STaF classifier. The features,f'ajT, consist of, a, salient peak amplitudes, 1, feature peak location, and T the target profile. Target class hypotheses are defined as the set 12 = {T1, T2,..., Tm} for an algorithm trained on m target classes. The peak location data are represented by L = {li. 12, . . . 4} and the peak amplitude data by A = {al,a2,...,afl} for n extracted peaks from an observed target signature. The extracted peak information, see Figure 1 , from an observation is determined in real-time with priorities, aal, being placed on the salient number of location features. The basic statistical modeling concept is to estimate the probability that a peak occurs in a specific location /j, given that the observation is from target T1, Further, the probability that the peak has amplitude aj given that the peak is at the location l and that the observation is of target T must be determined. The primary estimated feature statistics required to determine these probabilities are the peak location probability function (PLPF) and the peak amplitude probability density function (PAPDF), see Mitchell[1 1] for more details.
The role of the Peak Location Probability Function (PLPF) estimation is to determine the probability that a peak will be observed in a specific range bin location given that the observation was from some individual target class T1. This probability is estimated from the peak locations of the training ensemble for each target class. A Parzen estimator with a normal kernel function along the range dimension is employed to estimate the PLPF [13] . With this function, class probabilities are associated with peak locations. However, this information alone is not enough to make robust target classification. The additional information will come from the conditional peak amplitude statistics.
The Peak Amplitude Probabilities Density Function (PAPDF) uses amplitude statistics which are conditional on the occurrence of a peak in a specific location and for a given target class. This estimation approach ensures that the amplitude statistics are based only on the detected features rather than a specific range bin location. The form of the amplitude statistical distribution is assumed to be Normal within a given range bin. While it is known that the magnitude of the signatures has a Rician distribution, the Gaussian assumption is reasonable if a "power transform" is performed [1 1] . The transformation simplifies the problem since the normal PDF is completely specified by two parameters, the mean and variance. These parameters are calculated for each range bin from the amplitudes of the extracted peaks of the training ensemble.
Given the PLPF and peak amplitude PDFs, class likelihoods and probabilities must be calculated for a set of features. The feature location likelihoods are found by evaluating the PLPF at a specific feature location. The amplitude likelihoods are found in a similar way using a mathematical expression for the Gaussian PDF. The parameters of the Gaussian PDF are the estimated mean and variance terms. The likelihood that the observed feature amplitude is the result of observing target class T is found by evaluating P(aj I 7i l)
where /i and oj are the conditional mean and standard deviation for peak location l given class T1 and target aspect angle 4. Note that this likelihood is conditioned on both the target class and the feature location. The joint peak location and amplitude likelihood is calculated by multiplying the individual likelihoods, P(lj aj T) =p(a I T1 li)4 P(l I T)
From the joint likelihoods a posteriori probabilities are calculated using Bayes rule, p(aj l T1) P(T1) P(T1 I lj aj)t, = m One problem associated with the Bayesian probability calculations is that only relative probabilistic information is considered rather than the set of global information. Bayes rule normalizes the probabilities relative to the likelihoods of some set of target hypotheses. Therefore, only probabilistic information about a class relative to the probabilities of some set of other classes is given. Consider the case that an observation is from a target for which no statistics are available. If that observation looks statistically more like one class, say class T1 than the other classes, the Bayesian probabilities would appear to be confident that the observation belonged to class T1. In reality the likelihood, p(aj lj I T1) , may be very low, resulting in a decision error. Therefore, if it is possible that unknown targets will be observed, then Bayes decision alone will not be able to reject incorrect decisions due to the unknown target. The information required to eliminate these errors can be obtained from the likelihood values by using a confidence interval.
Confidence Value Calculation
The inclusion of likelihood information in this algorithm will be in the form of a confidence measure. The next sections will discuss the determination of the confidence, how the individual peak confidence levels and a posteriori probabilities are used to determine class beliefs, how to accrue the class beliefs to obtain an overall track classification decision.
The most complicating requirement with HRR classification of ground CDFFT&.1 ______ target is the rejection of unknown target classes. This problem occurs _______ because it is impossible to train a classifier to recognize every possible ground target. Therefore, the belief classification algorithm must only make classification decisions when the statistical confidence is high. The° To obtain the confidence measure, a target class hypothesis, Th, must be made. It is assumed that the observation belongs to class Thw, resulting in the in-class likelihood p(aj /jI Th). The Th decision confidence for peak j is calculated by evaluating the likelihood CDF at p(aj lj I Thw) which represents the confidence that the observed peak is associated with target class hypothesis Th. Therefore, each target hypothesis of interest must have an associated confidence value for each of the extracted peaks in an observation. Typically this corresponds to calculating a confidence value for each of the m target classes, T1.
Belief-Hypothesis Confirmation
The classification belieffilter simulates the confirmation process people perform by predicting hypotheses in a frame of discernment, a The frame of discernment consists of a collection of matched features, ® = {J, ..,f,j. Only a subset of the entire combinations of features is possible. Thus, the belief set is a modification of Shafer's belief functions to only include a priori trained set of feature combinations. The probabilistic fusion of extracted features is performed using Dempster's rule. Dempster's rule is modified to assign a priority, a, to salient features and discounted over time, y, to reflect a change in feature saliency from previous signature classifications. For individual peak features, class likelihoods, a posteriori probabilities, and decision confidences from joint likelihoods are calculated. These statistics are used to develop a set ofbeliefs for specific target hypotheses. The confidences weight the class a posteriori probabilities to create a belief in a specific target class. The beliefs are found using b(T I a l)= dTh(k)P(Ti k )y(k), (8) where dTh(k), is the confidence that the th p is associated with the target hypothesis Th for time k and 'y(k) is a time-discounting effect in evidence accumulation. Since the confidence is based on a class hypothesis, the beliefs generate a matrix, each column of which is associated with a particular class hypothesis. Additionally, an uncertainty value is calculated as (JTh(k) = 1 -C'Th(k) and appended to the bottom of belief hypothesis matrix. Note that since the sum of the a posteriori probabilities is unity, the sum of the beliefs and uncertainty for any given hypothesis is also Ufl,dTh(1) + b (7j I a = 1.
The generation of the beliefs and uncertainties directly ties the confidence that an observed feature is associated with a target hypothesis. Thus, a high uncertainty occurs when the likelihood that the observed feature is not associated with the hypothesized target. By using uncertainty information, unknown target observations are resolved and can be used to determine if the set of targets needs to be increased. Robustness and confidence are obtained through evidential fusion of the individual feature decisions.
Peak Feature Belief Evidence Accrual
For each feature extracted from an observation a belief hypothesis matrix is generated. Each matrix contains evidence that is accrued to aid in the acceptance or rejection of each target class hypothesis. The individual feature beliefs are fused using Dempster's rule of combination [14J. The fusion rule allows for decision uncertainty and confidence values to be assigned to classification decisions. The uncertainty between features 1 and 2, for a target hypothesis is:
1 -: bk(al 1) bk (a2 12) j=1 where the denominator normalizes the beliefs. The fused uncertainty can be updated with the new beliefs by
These belief equations are recursively applied to the entire set of extracted features to calculate the overall class beliefs and uncertainties for a specific class hypothesis given the pose estimation from the tracking algorithm. Additionally, the last element of each belief matrix column is the fused uncertainty associated with a specific target class hypothesis. The target classification confidence is made by selecting the largest belief on the diagonal ofthe matrix and is presented to the user for cognitive decision making.
Cognitive Level Fusion -ID Belief Filter
Using the fusion techniques described above, one obtains a target class belief and confidence for all plausible targets for each track. The decision uncertainty and confidence are used to determine the quality of the target classification and reject unknown spurious target track observations. The technique statistically models the uncertainty associated with a correct target class hypothesis for a given target from an estimated pose. These data are generated by using in-class uncertainty statistics determined from the training ensemble. These "in-c1ass' statistics are the uncertainties associated with classification of target class 7j under the hypothesis that the target is from class T1. The "in-class" information is accrued in the D-S algorithm for each time step, allowing the fused decision confidence to be assessed. The evidence accrual becomes important when one needs to reject unknown target observations. Cognitive level fusion includes not only rejection, but the selection of plausible targets for each track. Additionally, by accming evidence of feature space, through classification, and time, through tracking, evidence can be fused for target 1D. The determination of the efficient target identity is the result of cognitive fusion from the human. Once a plausible ID is made for a set of targets, the fused information updates the track information and recalculates the confidence measures. Recursively, target sets are reduced and tracks are continued.
Fused Track and Classified State Estimation
Assuming the targets conditioned on the past observations are mutually independent, the de-coupled state estimation (filtering) of the marginal association probabilities, which are obtained from the joint feature probabilities of track pose and target belief, is obtained by summing over all joint events in which the marginal event of interest occurs. The conditional probability of the event is:
(T1 aj /j)4 (11) 9 e:eee
The algorithm decomposes the estimation with respect to the origin of each element of the latest set ofvalidated measurements. Using the total probability theorem, with respect to the above events, the conditional mean of a target state at time k can be written as:
where x(klk) is the update state conditioned on the event that the ith validated measurement is correct.
The state estimate, conthtioned on measurement i, is:
W
The combined state update equation, combined innovation, and covariance associated with the state are:
4. PROBLEM FORMULATION Consider Figure 1 as an environment that the a pilot is monitoring. By assumption, the aircraft carries a HRR sensor able to detect target signatures from T targets. For each target, an RRR profile is measured from a given pose angle and contains peak measurement features. Dynamic target measurements z are taken at time steps ic, which include target kinematics and classification peak features z(k) [x(k), f1, . . . fe]. The probability density of each measurement depends on whether the target is actually present or not. Further assume that a fixed number of kinematic and feature measurements will be taken at each time interval, where we model the clutter composing spurious measurements. A final decision form the CBF algorithm is rendered as to which target-type is associated with the [x, y] measurement.
Three feature level fusion methods are implemented. The first, which we call Measurement Tracking, searches through all the measurements and probabilistically chooses the measurements most likely to be associated with the target and calculates the pose estimate. The second method, Feature ClassifIcation, is a procedure that uses feature measurements for believable target classes to discriminate between targets. The Cognitive Fusion level chooses from the set of classified targets a plausible set for each track and accumulates evidential classifications for target ID. Six targets were trained as to the feature locations of the HRR profiles and five were left unknown, as The HRR data set used in this paper is derived from the public Moving and Stationary Target Acquisition and Recognition (MSTAR) program database. The MSTAR data consists of synthetic aperture radar (SAR) data at X-band 1 x 1 foot resolution. Images were recorded at 15° and 17° depression angles with full aspect 3600 coverage, at approximately one degree spacing in azimuth. The methodology used to convert the SAR imagery to HRR is discussed in [15] . While the MSTAR data consists of all aspect data, for each measurement pose estimate, viewing aspects considered are 5°<4< 5° in azimuth and 15° and 17° depression. Each ofthe SAR images results in 101 HRR profiles, which represent approximately a 3° variation in azimuth.
At the start of the algorithm, the cluttered track measurements were computed for each step and assigned a target type. The algorithm stops after ten measurements and determines the pose estimate for each track. Each pose is then used to extract a ERR profile to be used as the classification against the true trained pose HRR pose set. A confidence ofclassffication is computed as to the belief in the target for each track From the classification algorithm, the user, looks at the accumulated belief and the associated confidence interval to determine a plausible set of targets. By selecting the most plausible targets, the tracking algorithm was upthted with a new number of targets. If more tracks were needed the algorithm would then start new tracks in addition to the ones that were previously visible. if a fewer number of tracks were needed, the algorithm would pnme tracks to the ones that were most plausible. Another 10 measurements were conducted until a finite number oftracks and targets resulted.
5. SIMULATION RESULTS The CFB track and ID method is evaluated with a Monte Carlo simulation and the performance metric is the final accumulated target ID belief. As detailed in Figure 5 by the true trajectory, the targets 1) start with position and velocity, 2) pass by each other at a close distance, and 3) finish with a specified pose. From the figures below (see Figure 6 and 7) , by assuming the incorrect number of targets can lead to an incorrect target tracking result. However, ii the user cognitively determines that the number of targets is not correct, then he has the option to alter the number of targets. In Figure 8 , one of many situations run, the user correctly identifies the target track.
At the end of the run, we can see from Figures 9 through 10 which display the human computer interface, that the correct target is identified (lower right). However, at the beginning of the simulation, the tracker and identifier had no information from which to identify the target, so all targets remained plausible. Below is the normalized confusion matrix for the end of the run: Table 2 . Confusion Matrix for three targets. Table 2 indicates the usefulness ofproviding a cognitive interface from which tracking and ID of multiple targets may exist.
CONCLUSIONS
Conventional measurement tracking techniques have difficulty in identifying targets when the number of targets is not known a priori. This paper has presented a cognitive belief filter tracker and applied it to the problem of ERR air-toground moving target identification. This research included training a belief classifier and integrating it into a tracking simulation with real data. The classifier is statistically based and operates on features that are extracted from the observation profile. The features relate to the peaks in the HRR signal and the number of features and their locations are variable from observation to observation, depending on the signal information. In a series of simulation experiments, the 258 
/J LJJ !i
AdusTi9(NdATR) Figure 10 . Assessment of Target 3.
