A large class of initial-boundary value problems of linear evolution partial differential equations formulated on the half line is analyzed via the unified transform method. In particular, explicit representations are presented for the generalized Dirichlet to Neumann map, namely, representations for the unknown boundary values at the origin in terms of the given initial and boundary data.
Introduction
A major difficulty of solving boundary value problems stems from the fact that the solution representation requires all boundary values, whereas only a subset of them is prescribed as boundary conditions. The determination of the unknown boundary values in terms of given data is often called the Generalized Dirichlet to Neumann map.
In what follows we investigate this map for linear evolution PDEs in one space dimension by using the unified transform method, which was first introduced in [1] . In particular, we consider the PDE ∂ t + ω(−i∂ x ) q(t, x) = 0, 0 < x < ∞, 0 < t < T,
where T is a positive constant and ω(ξ) is defined by ω(ξ) = a n ξ n + a n−1 ξ n−1 + · · · + a 1 ξ + a o , (
with {a j } n j=0 complex constants.
Equation (1. 1) admits the following family of explicit solutions:
exp ixξ − ω(ξ)t , 0 < x < ∞, 0 < t < T, (1. 3) where ξ ∈ C is an arbitrary complex constant. In order for the above solution to be bounded as |ξ| −→ ∞, we requires that for ξ ∈ C + ∪ R, Reω(ξ) ≥ 0. Taking into consideration that ω(ξ) asymptotes to a n ξ n as |ξ| −→ ∞, we assume that Rea n ≥ 0, if n is even, and Rea n = 0, if n is odd. Furthermore, without loss of generality, we assume that |a n | = 1.
The well-posedness of the initial boundary problem of (1. 1) requires n − N boundary conditions where
if n is odd a n > 0, n + 1 2 if n is odd a n < 0.
(1. 4)
See [3] , [18] for references.
We assume the initial condition q(0, x) = q o (x), (1. 5) where q o (x) is smooth and has sufficient decay as x −→ ∞.
Here, we analyze the generalized Dirichlet to Neumann maps for the following initialboundary value problems:
(a) Let ω(ξ) = a n ξ n , n ∈ Z + , ( 6) where a subset of n − N boundary values is prescribed as boundary conditions. Namely, let U = u 1 , u 2 , . . . , u n−N and V = v 1 , v 2 , . . . , v N such that U ∪ V = 0, 1, . . . , n − 1 . Let
where {g l (t)} n−N l=1 are given smooth functions. We will present explicit formulae for the remaining unknown boundary values (b) Let ω takes the general form of (1. 2) but assume canonical boundary conditions. Namely, q(t, 0) and its first n − N − 1 derivatives are prescribed as boundary conditions:
We will present analytic formulae for the unknown boundary values. These formulae involve the solution of an algebraic equation of order n − 1 (which in general can be solved in terms of radicals only when n ≤ 5).
The unified transform ( or Fokas transform) was introduced in [1] , [2] , ( see also the book [3] and the reviews [4] , [5] ). The implementation of the unified transform to evolution equations on the half-line and the finite interval is discussed in [6] , [7] and [8] - [11] respectively. The case of periodic initial condition, is discussed in [12] . The large t asymptotic of evolution PDEs on the half-line is analyzed in [13] - [15] . The numerical implementation of the unified transform to evolution PDEs is discussed in [16] , [17] . Rigorous results are presented in [18] . The implementation of the unified transform to evolution PDEs in the two space dimensions is discussed in [6] , [20] , [21] . Implications of the unified transform in the area of spectral theory are discussed in [22] - [27] . The implementation of the unified transform to several problems of physical significance is discussed in [24] - [28] . System of evolution PDEs are considered in [25] , [26] .
Formulation of Main Results
The PDE (1. 1) can be rewritten in the following divergence form:
where c m (ξ) can be explicitly computed by
Set ω n (ξ) = ω(ξ) and define inductively
Equations (2. 2) and (2. 3) imply
For each fixed ξ ∈ C, the fundamental theorem of algebra implies that there are exactly n values of z ∈ C, including ξ itself, which satisfy ω(z) = ω(ξ). Thus that there are n−1 functions of ξ, denoted by z i (ξ) for i = 1, 2, . . . , n − 1, such that ω(z i (ξ)) = ω(ξ) and z i (ξ) ξ, determined implicitly by
This domain is an union of n sectors in C.
Through out the rest of the paper, we will use the notations a n = cos ϕ + i sin ϕ and ξ = R(cos ϑ + i sin ϑ).
The condition Rea n ξ n < 0 implies cos(ϕ + nϑ) < 0. Thus, the above n sectors are characteristiced by
Moreover, the condition Rea n ≥ 0 if n is even, and Rea n = 0 if n is odd, imply
A direct computation shows that there are exactly N sectors of D lying in C − , with N given by (1. 4). We write 
By using the notations 13) for l = 1, 2, . . . , n − N. In particular, we have
2n n is even, π n n is odd, a n = −i 0 n is odd, a n = i
π − π n n is odd, a n = −i π n is odd, a n = i.
(2. 14)
. . . 16) whose determinant is nonzero.
We denote by V ji the (i, j)-th principal minor of V. For example, let A be an arbitrary 3 × 3 matrix with entries a i j for i, j = 1, 2, 3. We have
When the matrix considered is a scalar, we take its (1, 1)-th principal minor to be 1.
By Cramer's rule and (2. 16),
We denote by V jl (ρ) the matrix obtained from the matrix V after replacing its j-th column by ρ i(n−u l −1) at every i-th row.
The main result regarding the problem (a) which is formulated in the introduction is given below.
Theorem 1:
Let q(t, x) satisfies the PDE (1. 1) with ω(ξ) defined by (1. 6). Assume that
where q o (x) and g l (t) are smooth functions and q o (x) has sufficient decay as x −→ ∞. The unknown boundary values can be determined by the following formulae:
19)
for j = 1, 2, . . . , N, where Γ is the gamma function and
The matrix V is defined in equation (2. 16) and the matrices V ji and V jl are constructed from V via the procedure explained below equation (2. 16).
Let ω take the general form (1. 2). Define the domain
Since ω(ξ) ≈ a n ξ n , for large ξ, there are exactly N functions satisfy (2. 5) which lie inside the lower half plane C − as ξ is asymptotically large. We denoted them by
. . . . . .
We again denote by A ji the (i, j)-th principal minor of A. See (2. 17) for example. By Cramer's rule and (2. 23),
We denote by A jl the matrix obtained from the matrix A after replacing its j-th column by ω n−u l −1 (z i ) for every i-th row.
Let D + = D ∩ C + and let ∂D + be the boundary of D + with a counterclockwise orientation. The main result regarding the problem (b) which is formulated in the introduction is given below.
Theorem 2: Let q(t, x) satisfies the PDE (1. 1) with ω(ξ) defined by (1. 2). Assume that
where q o (x) and {g l (t)} n−N−1 l=0 are smooth functions and q o (x) has sufficient decay as x −→ ∞. The unknown boundary values can be determined by the following formulae: 25) for every v j ∈ n − N, n − N + 1, . . . , n − 1 , where the matrix A is defined by equation (2. 23), and the matrices A ji , A jl can be constructed from A via the procedure explained below equation (2. 23).
Novel Integral Representations
Employing the divergence form (2. 1) and using Green's theorem in the domain {0 < x < ∞, 0 < s < t}, we find the following global relation:
where q o (ξ) and q(ξ) are the Fourier transforms of q o (x) and q(t, x) on the half line.
We define the following t-transforms:
for u l ∈ U and v j ∈ V. By using the notations a j = c v j and
Evaluating (3. 1) at t = T and multiplying the resulting equation by e −ω(ξ)t , we obtain the equation:
where z i = z i (ξ) has a negative imaginary part as |ξ| −→ ∞. By replacing ξ in (3. 4) with z i (ξ), we obtain the following linear system of N equations:
The inverse of the matrix A defined in (2. 23) can be written as
where adjA is the adjugate of A whose (i, j)-th entry equals the determinant of the (j, i)-th principal minor of A, denoted by A ji , multiplied by (−1) j+i . Recall that A jl is constructed from the matrix A by replacing its j-th column by b l (z i ) at every i-th row. By solving the system of the N linear equations (3. 5), we obtain , det B j and det A jl are analytic. The quotients obtained by dividing these determinants with z i − z j , are also analytic.
By multiplying equation (3. 1) with −iω (ξ) and integrating along the contour ∂D + we obtain the following novel representation:
Proof of Theorem 2
We start by considering the general setting when the given boundary conditions prescribed in (1. 7) are not necessary in the canonical form. In this case we will derive the proper estimates under the assumption that the functions
are bounded and analytic for every j = 1, 2, . . . , N and l = 1, 2, . . . , n − N. If (1. 7) is of a canonical form, then by the argument at the end of subsection 3.1 this assumption can be removed. We are going to develop the proof in several steps.
1.
Recall the definition of A ji , A jl and (2. 3) in section 2. Since ω(ξ) ≈ a n ξ n for ξ is asymptotically large, by continuity
Recall from (2. 5) and (2. 22). We have |z i (ξ)| ∼ |ξ| with Imz i (ξ) < 0 as |ξ| −→ ∞ for i = 1, 2, . . . , N. Integrating by parts in x in the integral below
we find that q(t, z i (ξ)) |ξ|
uniformly in t, provided that q has sufficient decay as x −→ ∞. Define the maximal function
which tends to zero as R −→ ∞.
2.
By writing a n = cos ϕ + i sin ϕ and ξ = R(cos ϑ + i sin ϑ),
Consider the norm of
Let |ξ| = R. Equation (4. 1) implies that 
Reω(ξ)(T−t) dξ

M(R)
Since v j is at most n − 1 and M(R) −→ 0 as R −→ ∞, we have |I| approaches zero as R tends to infinity. Since the domain D + coincides with D + at infinity, Cauchy's theorem implies
3.
Consider the left hand side of equation (3. 9) . Recall that ∂D = {ξ ∈ C: Reω(ξ) = 0} and D + coincides with D + at infinity which consist of n − N sectors. By changing variables, ω(ξ) = il, we have l ∈ R and −iω (ξ)dξ = dl. By employing appropriated translations if necessary, we obtain
where δ denotes the Dirac delta function.
4.
For the remaining terms in (3. 9), suppose v j < u l , and consider
If τ − t > 0, Jordan's lemma implies
(4. 13)
If τ − t < 0, Jordan's lemma implies Cauchy's theorem implies
and
(4. 16)
5.
Suppose v j > u l . Integrating by parts with respect to τ yields the following: 17) where the dot denotes partial differentiation with respect to τ. Note that ω (ξ)/ω(ξ) has possibly simple poles which can occur only on the boundary ∂D + .
As |ξ| −→ ∞, (4. 1) implies that
6. Let
If τ − t > 0, Jordan's lemma implies The result remains to be valid if τ − t is replaced by T − t and t.
Let
If τ − t < 0, Jordan's lemma implies
Cauchy's theorem implies
7. By combining the above results, we find
(4. 24)
Proof of Theorem 1
Let ω(ξ) = a n ξ n . We replace the domain D with the domain D defined in (2. 6) in the novel integral representation (3. 9). The determinant of A can be computed explicitly :
By using appropriated permutations, we assume that z j ∈ D − j . For example, by the definition
for every l = 1, 2, . . . , n − N, and every j = 1, 2, . . . , N.
We can follow the calculations of the previous section to obtain (4. 24) . By replacing the quotients of the determinants with the formulae in (5. 1) and (4. 24), we are going to obtain an explicit representation for the DIrichlet to Neumann maps. [0, ∞). All other rays in ∂D + are cancelled. In this way, we find
From (5. 1), we have
and 
(5. 8)
(5. 9)
(5. 10)
5.
By combining the above equations, we find
where
with ϑ 1 and ϑ 2 defined in (2. 14).
Examples
Example 1. We first consider the heat equation with a Dirichlet boundary condition:
We seek to determine the boundary value q x (t, 0).
In the present case we have a n = 1, n = 2 and N = 1 with v 1 = 1, u 1 = 0. Since ρ = e iπ = −1, the matrix V(ρ) is a scalar which equals to 1. Moreover, V 11 (ρ) = 1 and V 11 (ρ) = −1. From (2. 14), by taking n = 2 and ϕ = 0, we find
From (5. 12), we have
From Theorem 1, we have Example 2. Consider the third order linear PDE with a Dirichlet boundary condition:
In this case, a n = −i, n = 3, N = 2. We will determine q x (t, 0) and q xx (t, 0). Fix u 1 = 0, v 1 = 1 and v 2 = 2. We have ρ = e 2πi 3 and q t (t, x) + q xxx (t, x) − q x (t, x) = 0, 0 < x < ∞, 0 < t < T; q(t, 0) = g(t), 0 < t < T.
(6. 14)
For brevity of presentation, we now assume that q o (x) ≡ 0.
We have ω(ξ) = − iξ 3 − iξ. (6. 15) Again, n = 3 and N = 2. We denote the roots of (2. 5) by z 1 (ξ) and z 2 (ξ). For ξ ∈ C fixed, we find ω(z) − ω(ξ) z − ξ = z 2 + ξz + ξ 2 + 1. 
