[1] Modeling the impact of small-scale land surface heterogeneities on scales resolved by general circulation models (GCMs) has long been a challenging problem. We present here a global offline comparison between two approaches to account for the heterogeneities. These approaches are mosaic, which computes separate energy budgets for each surface type within a grid box, and dominant, which assumes that a grid box can be completely described by the dominant vegetation. The experiments are all conducted using the turbulence parameterization of the Goddard Earth Observing System (GEOS) GCM, coupled to the Koster-Suarez Land Surface Model. The results show a large impact in the high-and middle-latitude Northern Hemisphere climates. At high latitudes the warming of the surface after the spring snowmelt is more rapid for dominant. At midlatitudes, where the surface is potentially under moisture stress, the mosaic approach results in a drier, warmer climate. This impact is determined to a large extent by the influence of bare soil areas on the grid-scale climate. The impact of the choice of approach is less important over more homogeneous terrains, such as deserts, as can be expected in the offline framework. These results support the need for a mosaic-type approach to properly model the coupling at the land surface interface.
Introduction
[2] The energy and material exchanges that occur at the land surface make it a critical component of the Earth's climate system. These exchanges act to partition the net radiation into surface heating, deep-soil heating, and sensible and latent heat fluxes, to redistribute precipitation into evaporation, soil storage, groundwater recharge, and runoff, and to regulate biogeochemical cycles such as photosynthesis, transpiration, the nitrogen cycle, and carbon uptake. The surface fluxes are known to significantly influence rainfall, temperature, and circulation [Milly and Dunne, 1994; Polcher, 1995] from daily to interglacial scales. A recent study shows that the energy exchanges that occur at the land surface are instrumental in effecting the interactions between different modes of climate variability [Wu et al., 1999] . Because so much of the climate signal resides in the predominant modes of variability other than the mean, capturing these modes and their interactions in global models is crucial to climate prediction [Leetma and Higgins, 1999] .
[3] The heterogeneities in the land surface on scales smaller than the typical grid scale of current general circulation models (GCMs) have made it difficult to simulate the mean climate. The difficulty resides in properly capturing the impact of the subgrid-scale variability on the grid scale. Almost all the Soil-Vegetation-AtmosphereTransfer (SVAT) models that are coupled to state of the art regional and global climate models employ some technique to attempt to account for the subgrid-scale heterogeneities. Comparisons between these different schemes have served to demonstrate the strengths and weaknesses of the schemes and also to aid in the understanding of the influence of small-scale land surface heterogeneity on the atmospheric boundary layer and climate.
[4] The earliest of the SVAT formulations for GCMs assumed that the land surface in a GCM grid square can be adequately described by the ''dominant'' soil and vegetation characteristics from climatology [Dickinson et al., 1986] . A single set of parameters is specified in the dominant technique which realistically describes the most frequently occurring vegetation and soil type in any GCM grid box. An advantage of this technique (unlike the ''composite'' technique described below) is that it specifies only combinations of vegetation characteristics that are found in nature. The dominant technique cannot, however, account in any way for the existence of other vegetation and soil types that may exist over significant areas of the grid box.
[5] The majority of the GCMs that are participating in the Atmospheric Model Intercomparison Project (AMIP) II [Gates, 1995] account for the subgrid-scale variability by specifying soil and vegetation parameters that represent a homogeneous composite vegetated surface and its underlying soil for each GCM grid square. Among these are the GCMs used at the European Centre for Medium-Range Weather Forecasts [Viterbo and Beljaars, 1995] , the National Center for Atmospheric Research (NCAR) [Gates, 1995] , the National Center for Environmental Prediction [Pan and Mahrt, 1987] , the Center for Ocean-Land Atmosphere Studies [Xue et al., 1991] , the Canadian Climate Centre [Verseghy et al., 1993] , and Météo-France [Mahfouf et al., 1995] . There are various different techniques for calculating the appropriate grid-scale vegetation and soil characteristics [e.g., Henderson-Sellers and Pitman, 1992] , but in general the parameters are aggregated linearly, except for the roughness length. The aggregated roughness length is computed so as to approximate a linear aggregation of the turbulent momentum flux. A technique that can be viewed as a form of composite is the mixture technique , in which up to two vegetation types can occur simultaneously, that is, one atop the other, in a grid box. Mixture is similar to composite in that in both techniques it is assumed that there is horizontally uniform coverage of a combined vegetation type in a grid box.
[6] A few of the AMIP II GCMs and some others account for the subgrid-scale heterogeneity using a scheme referred to as the ''mosaic'' approach. Separate heat and moisture balance equations are solved for each vegetation type contained within a GCM grid square, and the resulting heat and moisture fluxes which describe the coupling to the atmospheric boundary layer are aggregated linearly. These are the GCMs used at the Goddard Institute for Space Studies [Rosenzweig and Abramopoulos, 1997] , Laboratoire Météorologie Dynamique [Ducoudre et al., 1993] , the Australian Bureau of Meteorology Research Centre [Desborough and Pitman, 1998 ], and the NASA/Goddard Seasonal to Interannual Prediction Project [Koster and Suarez, 1992a] . The turbulent diffusion in the boundary layer and above is then computed based on the grid-averaged surface flux of heat and moisture. The statistical-dynamical representations of the subgrid heterogeneity, in which probability distributions for vegetation parameters in a grid box are specified, may be viewed as another type of mosaic representation [e.g., Entekhabi and Eagleson, 1989; Avissar, 1991] .
[7] Many intercomparisons exist between the commonly used techniques to account for subgrid-scale variability. Comparisons between dominant and composite, or between different input parameter values in the composite strategy, have been made both on a global and a local scale. Arain et al. [1999] compared the composite and the dominant techniques in 10-year simulations with NCAR's Community Climate Model version 3 and found that the composite technique resulted in potentially large differences in simulated surface fluxes and temperature and improved the simulations over the Sahara desert and the Himalayan mountains. The sensitivity of surface fluxes to the choice of input parameters in a composite technique was examined by Xue et al. [1991] . They showed typical differences in monthly mean latent heat flux of 9 W/m 2 and seasonal differences of 2 W/m 2 when the input leaf area index and albedo were changed based on modern estimates of these parameters.
[8] The comparisons between mosaic and composite are mostly local in nature. A direct comparison of the mosaic and composite methodologies during July over the eastern central United States was performed by Klink [1995] and demonstrates an improved simulation of the local climate using the mosaic approach. A comparison of mosaic and mixture for a terrain type which is homogeneously covered by two vegetation types (savannah, where mixture is an accurate representation) was performed by Koster and Suarez [1992b] , who showed that the resulting fluxes using the mosaic approach are quite close to the mixture results. Studies by Cooper et al. [1997] , van den Hurk and Beljaars [1996] , Arola and Lettenmaier [1996] , and Polcher et al. [1996] all reported significant differences between mosaic and composite during the spring and summer at several different Northern Hemisphere locations. These studies find that the mosaic representation reduces the latent heat fluxes (and increases the sensible heat) and offers the more accurate estimates of surface fluxes. Mölders et al. [1996] compared the mosaic technique for a central European location in springtime to a fine-mesh model and found that the mosaic technique might tend to underestimate the latent heat flux.
[9] The local nature of the comparisons between mosaic and composite makes it difficult to generalize the results to different geographic regions, climate regimes, or different seasons. The present work addresses this issue by focusing on a global comparison of the dominant and mosaic techniques in order to evaluate the impact of modeling technique on the global climate. Differences will be assessed for a varied set of climate regimes and vegetation types throughout the entire annual cycle. This study was conducted in an offline modeling framework, which allows the analysis of direct differences without the additional variability of potential climate feedbacks. The global offline experiments constitute a baseline for fully prognostic studies. The experimental design is described in section 2, along with a brief description of the model used. Results are presented in section 3. Conclusions from this study are presented in the summary in section 4, along with some comparisons with previous studies.
Offline Modeling Framework
[10] The offline experimental framework is the Offline Land GEOS Assimilation (OLGA), developed by Houser et al. [1997] . OLGA uses the Goddard Earth Observing System-Version 1 Data Assimilation System (GEOS-1 DAS) reanalysis [Schubert et al., 1993] near-surface fields to drive a coupled land surface exchange system. The system consists of the Suarez [1992a, 1992c] ACL land surface model (hereinafter referred to as KS LSM) coupled to the GEOS-Terra turbulence and surface layer parameterization [Helfand and Labraga, 1988; Helfand and Schubert, 1995] in the manner described by Molod [1999] . This coupled system uses a mosaic-type approach to model the impact of the subgrid-scale variability with a technique that is called ''extended mosaic.'' Extended mosaic differs from a standard implementation of a mosaic scheme in that it extends the independent calculations of the turbulent fluxes over each ''tile'' to the top of the model's atmosphere. For the offline experiments of this study, where the atmospheric state is supplied at every time step (as described below), the differences between the standard mosaic and extended mosaic techniques are near zero. We will therefore refer to the extended mosaic experiments as Mosaic (M). OLGA was also used to perform an experiment using the dominant technique (D).
[11] A schematic of the OLGA experimental framework is shown in Figure 1 . An initial state for the surface and soil is provided from a 5-year GCM simulation to ensure the proper balance between the surface and the deep-soil state. Atmospheric conditions, including temperature, humidity, and winds from the GEOS-DAS (data flow indicated by thin arrows in Figure 1 ) are used in the GEOS-Terra turbulence scheme to compute turbulent fluxes at the surface and throughout the boundary layer. The sequence of processes in OLGA is indicated by the bold arrows in Figure 1 . The turbulent fluxes, along with the net radiation, precipitation, and photosynthetically active radiation from the DAS, are then used by the KS LSM to compute a new surface and soil state. The turbulent fluxes are then updated based on this new surface and soil state to guarantee that the computations conserve energy and moisture. The time integration proceeds with the new state, as indicated by a bold arrow in Figure 1 , and with the next input of atmospheric fields from the DAS.
[12] The surface and soil state consists of the surface skin temperature, T c (which we call canopy temperature, as is done by Koster and Suarez [1992a] ), the deep soil temperature, T d , the near-surface air specific humidity, q a (which we call canopy humidity), the snow amount, the canopy interception reservoir amount, C, and three levels of soil moisture, W shal , W root , and W deep . The temperature budget is solved in each of two layers: the upper one represents the vegetation canopy and the soil surface, and the lower one represents the deep soil temperature. The moisture budget is solved in each of three layers. The thickness of the top layer ranges from 0.9 to 2 cm and represents surface shallow processes, the second layer represents the root zone and ranges from 0.9 cm to 1.4 m in thickness, and the third layer, referred to as the recharge layer, ranges from 0.3 to 2 m in depth. Above the land surface, OLGA calculates turbulent fluxes of heat and moisture for three atmospheric levels, which approximately constitute the planetary boundary layer. A full boundary layer calculation is performed because turbulence is modeled as a diffusion process with a zero-flux boundary condition at the top of the planetary boundary layer.
[13] The OLGA time integration is performed using a time step of 5 min, which is commensurate with the shortest timescales of physical processes at the land surface, and ensures numerical stability of the calculations. Since the fields from the DAS are available at 6-hour intervals, OLGA performs a linear interpolation to obtain forcing data at 5-min intervals. This interpolation scheme has the potential to substantially underestimate the precipitation intensity and thus impact the amounts of runoff and infiltration. These errors may impact the D and M experiments differently. Although more sophisticated algorithms to interpolate precipitation fields have been used (e.g., the Global Energy and Water Experiment Continental-Scale International Project Land Data Assimilation System Project [Mitchell et al., 1999] ), the accurate partition of precipitation into infiltration and runoff is not a paramount goal in this study, and the linear interpolation is adequate.
[14] The radiative forcing from the DAS in OLGA is the net shortwave and net longwave radiation. Specifying the net radiation implies that two important feedback mechanisms are absent. The albedo is specified implicitly in the net shortwave, based on the snow cover in the DAS, and the snow-albedo feedback, which serves to cool a snow-covered surface, is removed in OLGA. The outgoing longwave is also specified, based on the surface temperature in the DAS, and the ability of a warming surface to be cooled by emitting radiation is also absent. There is, however, a small correction in the outgoing longwave radiation on the order of 1 -2% to account for the instantaneous changes in surface temperature. This does not represent a significant longwave radiation feedback. Other offline simulations specify the incoming solar radiation and the downwelling longwave radiation, allowing both the albedo feedback due to the presence of snow and the longwave feedback to respond to changes in surface temperature (The Global Soil Wetness Project (GSWP) [Dirmeyer et al., 1999] , for example). This approach provides a more accurate simulation, as was needed for GSWP to obtain accurate estimates of soil moisture. Specifying the net radiation at the surface, however, as is done in OLGA, ensures that the net energy available to the surface is identical in both the D and M experiments. This, in turn, allows us to assume that the causes for the differences between experiments are due to the handling of the surface heterogeneity.
[15] A crucial aspect of the present experiments is that an identical model is used in both offline experiments. The dominant and mosaic experiments differ only in their specification of the number of tiles in any grid box. The differences between experiments therefore are solely due to this aspect of handling the land surface heterogeneity and are not due to any differences between models. The intercomparisons between mosaic and composite in other studies, such as those using the Project for Intercomparison of Land-Surface Parameterization Schemes (PILPS) experiments [e.g., Chen et al., 1997] , include differences due to model formulation as well as differences in the philosophy of how to handle the heterogeneities.
[16] The subgrid-scale variability of the surface is modeled in the KS LSM by viewing each GCM grid cell as a mosaic of independent vegetation stands. The vegetation stands, or tiles, do not interact at all in the OLGA experiments described here. The KS LSM approach to handling subgrid-scale heterogeneities is presented schematically in the mosaic panel of Figure 2 , where a hypothetical GCM grid square containing the tiles that describe the mix of surface scene types is shown. Figure 2 also depicts the dominant and composite approaches. In the mosaic approach, all of the bare soil portions of the grid box are treated as though they are juxtaposed, as are all of the deciduous trees, evergreen trees, and shrubs. Each of these types is assigned a fraction of areal coverage, which is used to compute grid-box-averaged fluxes by aggregating linearly. The surface types and the percent of the grid cell occupied by any surface type were derived from the surface classification of Defries and Townshend [1994] , and information about the location of permanent ice was obtained from the classifications of Dorman and Sellers [1989] . The geographical distribution of surface designations at 1°Â 1°resolution is shown in Figure 3 . Each tile in a grid box, with its own canopy temperature, is assumed to underlie an atmosphere with the same grid mean air temperature. The individual tile values of the change in canopy temperature and humidity computed in the KS LSM are used to provide values of the surface fluxes of heat and moisture, and these surface fluxes are aggregated linearly to provide a single grid-averaged value of the flux across the bottom boundary.
[17] We elected to conduct our extended mosaic (M) and dominant (D) experiments using the GEOS-1 DAS reanalysis from 1991 to drive OLGA, because the low Southern Oscillation Index during that year allows us to consider 1991 to be an average climatological period. It should be noted that the GEOS-1 DAS atmospheric forcing contains some serious biases, as documented by Schubert et al. [1995] and Molod et al. [1996] . The most egregious of these is the severe wintertime cold bias near the surface, which affects the springtime snowmelt.
Results
[18] We present our results in the form of time series of regional averages. Fifteen regions were identified, representing separate seasonal and climatic regimes, each $20°of longitude by 12°in latitude in area. They are listed in Table 1 and indicated by the boxes drawn in Figure 4 The distribution of land surface types and their fractional contribution to the grid average for each region is seen in the vegetation map, Figure 3 . Each colored area in Figure 3 refers to a particular distribution of tiles, and although each region is not covered by a unique distribution, a predominant distribution for each region is discernable. We examine the grid-averaged differences between the D and M experiments as well as the behavior of each of the different vegetation types or tiles in several of the 15 regions. The grid-averaged differences provide insight into the implications on the regional and global climate scale of the handling of the surface heterogeneity, while the tile space behavior allows us to evaluate the contributions of the different surface types to the differences seen at the grid scale.
[19] In order to get a sense for the geographical locations where the technique of modeling the subgrid-scale heterogeneity might be expected to produce differences in the local climate, we have defined a ''variability index'' (VI) to describe the area of a grid square occupied by some vegetation type other than the predominant type for that grid. We define
where F d is the tile fraction of the predominant land surface type. The VI is plotted in Figure 4 , and regional averaged values for VI are listed in Table 1 . Figure 4 shows that VI is largest over much of the Northern Hemisphere extratropics.
The smallest values of variability are over desert regions, glaciers, and the tropical rain forests.
[20] Results from the 15 different regions fell into general groups. The first general group, which we designate Northern Hemisphere high-latitude climates (NHL), are Alaska, Siberia, Russia, Newfoundland, and Boreal Forest. These regions roughly correspond to the ''microthermal moist'' climate as defined in the Koeppen system [Koeppe and DeLong, 1958] . This group exhibits D-M differences that are largest in the late spring and early summer and are determined by the behavior of the energy budget during the spring snowmelt, as will be elucidated in section 3.1. The next general group to be presented in detail is made up of the Northern Hemisphere midlatitude regions, which we designate NML (China, Central Plains, Eurasia, and southeast United States). These regions roughly correspond to the ''mesothermal moist'' climate of the Koeppen system, and all show patterns of D-M differences that are largest in late summer, connected to the budget of summertime canopy humidity. Desert climates, such as Sahara, with variability index <5, exhibited little difference between M and D, due to the homogeneous character of the surface (low VI). Southern Africa exhibits some behavior in common with the NML regions, and D-M differences were observed for central South America and southern South America as well. A Student's t-test for the mean differences and an F-test for the variance of the differences were performed, and both show statistical significance of the differences with 98% confidence in all regions except Sahara, Amazon, and Australia.
Northern Hemisphere High-Latitude Regions
[21] The largest D-M differences in grid-averaged canopy temperatures were seen in the NHL regions. Figure 5 shows the time series of canopy and deep-soil temperatures (Figure 5a ) and shallow and root zone soil moistures ( Figure  5c ) for the D and M experiments, as well as their D-M differences (Figures 5b and 5d ) for the Russia region, which is typical of the NHL. The annual cycle of Russian canopy and deep-soil temperatures, Figure 5a , shows the rapid warming after the spring snowmelt. The M results (dashed lines) indicate an average February -April warming rate of 12.0 K per month, which is somewhat slower than the D results (solid lines) in which we obtain an average warming rate of 12.5 K per month. The deep-soil temperature annual cycle lags behind the canopy temperature, as expected, by almost 2 months and is $6 K smaller in amplitude. The shallow soil moisture, Figure 5c , peaks during the winter because of the presence of snow and is minimum, although still moist, in summertime. The root-zone soil moisture, on the other hand, is maximum in summertime, related to the precipitation and infiltration of the water. Figures 5b and 5d show the differences of temperatures and soil moistures, respectively. The peak differences in canopy temperature are in the spring, when the faster warming rate in the D experiment results in a canopy which is $1.5 K warmer than the canopy in the M experiment, and in the fall, when the canopy in the D experiment is almost 1 K colder than in M. These differences are of the same order as differences between model experiments reported in the PILPS intercomparison [e.g., Chen et al., 1997] . Differences in deep-soil temperature and surface-soil moisture peak in midsummer, and the rootzone soil moisture differences exhibit little annual cycle.
[22] All of the NHL regions exhibited this behavior in the period immediately following the start of the spring snow melt. Figure 6 shows that the peak of the D-M differences in T c over Alaska (top curve) occurs between March and April and occurs later in the year as we move down through the curves (in sequence, Newfoundland, Boreal Forest, Russia, and Siberia) to colder regimes, with the latest peak in June (bottom curve). The key feature of the results from the NHL regions is the more gradual warming rate in the mosaic approach.
[23] In order to gain some understanding of the physical mechanisms that may explain the observed differences between our experiments, we examine the surface energy balance equation In this expression, T c is the canopy temperature, C h is the canopy heat capacity, R is the net radiation at the surface, lE is the latent heat flux, H is the sensible heat flux, G is the ground heat storage, and S m is the energy used to melt the snow. We recall that in the OLGA framework the net radiation at the grid scale is specified, so any differences in the net surface heating between D and M must be due to differences in turbulent heat fluxes, ground storage, or snowmelt. These differences for the Russia region are shown in Figure 7a , where 30-day running averages accentuate the seasonal trends. The differences in latent and sensible heat fluxes range between 5 and 10 W/m 2 , which is again comparable to the differences between models reported in PILPS [Chen et al., 1997] . The sign convention used is such that a positive contribution to the net canopy heating term (warming) is represented by the positive values of the curves in Figure 7 . Throughout most of the year, therefore, we see that the D-M differences in sensible heat flux represent a warming in D relative to M, while in the summertime the D-M differences in latent heat flux contribute to a cooling. This is in qualitative agreement with the study over the Canadian boreal forest in summertime of Cooper et al. [1997] , who found that the latent heat flux was increased substantially by using a composite soil moisture as compared with either a mosaic approach or in situ observations.
[24] Further inspection of Figure 7a shows the nearly exact balance between the turbulent flux (LE + H curve) and the ground storage terms (thick dashed curve) throughout the year. A closer look at this balance using daily means during the winter and springtime reveals that the residual of these two large terms, shown in Figure 7b , is responsible for the differences in heating rates in the winter and spring and therefore for the differences in canopy temperatures. The thin dashed curve in Figure 7b is the heating rate in energy units, W/m 2 , and the thin solid curve, whose temporal variations and magnitude closely follow the heating, is the residual of the turbulent fluxes and ground storage. The ground storage term, which may be viewed as a heat conduction between the surface and the deep soil, is formulated in the KS LSM using a force-restore scheme and is necessarily a response to the net radiative and turbulent heat flux at the surface. The ground storage, therefore, cannot be the physical mechanism driving the D-M differences in canopy temperature, and we conclude that it is the differences in turbulent fluxes that are causing the canopy in the D experiment to be warmer than in the M experiment. Since the wintertime turbulent fluxes are downward, the negative D-M difference of the turbulent fluxes indicates that the M experiment results in a suppressed downward turbulent flux of energy during the winter and early spring. The larger downward turbulent heat flux in D is the cause for the warmer canopy temperatures in that experiment. The sensible heat flux is the dominant turbulent flux in the wintertime and consequently dominates the D-M differences. Insight into the differences in the sensible heat flux between D and M can be gained by comparing tile space results to get an indication of the contributions of the various vegetation types to the grid average.
[25] We performed regional tile space averages over a contiguous subregion of Russia (60°N-64°N and 90°E-100°E) where the vegetation cover in each grid box consists of 38% deciduous trees, 37% needleleaf trees, and 25% bare soil. This distribution of vegetation is typical of the NHL. Figure 8 shows the daily time series of the canopy temperature ( Figure 8a ) and sensible heat (Figure 8b ) differences between each of the off-dominant tiles and the dominant deciduous trees tile in the M experiment. We can see from Figure 8 that the largest differences occur over the bare soil tile, and it is these differences that determine the gridaveraged D-M behavior shown in Figure 7 . Figure 8b shows that the downward sensible heat flux, which we determined was the key factor in the surface energy budget, is smaller over the bare soil tile than over either one of the vegetated tiles. Another contiguous subregion of Russia was examined where the dominant vegetation type is needleleaf trees and the results (not shown here) are essentially the same, supporting the conclusion that the bare soil tile behaves differently from either vegetated tile. Further support for the importance of the bare soil tile in determining the climate response to a mosaic-type modeling approach comes from examination of results from two typical grid points in the NHL. Figure 9 contrasts the bare soil minus dominant-tile canopy temperature difference with the tree-covered tile minus dominant tile difference for grid boxes with two different dominant surface types. The solid lines in Figure 9 , which are the bare soil minus dominant differences, are clearly almost an order of magnitude larger than the differences between the tree-covered tiles, and this is true when either tree tile is dominant in the grid.
[26] We understand this difference in the behavior of the sensible heat flux over the bare soil tile in the context of the fractional area of snow coverage for each of the tiles. Insofar as the snow acts to insulate the surface from the lower atmosphere, a higher fractional snow coverage will act to suppress the surface-atmosphere exchange. Figure 10 shows a subregion averaged time series of the fractional area of snow cover for each of the tiles present. It is clear that the bare soil tile has the greater extent of snow cover and so would have the lower temperature and the lowest sensible heat fluxes. A 2-year offline study over western Montana by Arola and Lettenmaier [1996] also found that the mosaic formulation resulted in a snow cover that persisted further into the spring because of the ability to capture the behavior over the high elevation regions. They found that associated with the increased presence of snow in mosaic relative to composite, there is a decreased latent heat flux, with the biggest differences occurring when all snow had melted in their composite experiment but snow persisted in mosaic. Our results, therefore, further support that the differences in behavior between bare and vegetated areas during the snow cover and snowmelt seasons need to be considered in the proper modeling of the regional climate.
Northern Hemisphere Middle-Latitude Regions
[27] Typical Northern Hemisphere middle-latitude (NML) region behavior is described in Figure 11 , where the temperatures, canopy humidities, and latent heat fluxes for the D and M experiments in the Central Plains region are shown. The annual cycles of the canopy and deep soil temperatures, Figure 11a , are quite similar to those from the NHL, except for the expected shift toward warmer temperatures. The canopy and deep-soil temperature D-M differences, seen in Figure 11b , are smaller than they were in the NHL and indicate that the D experiment results in colder temperatures throughout the year, with peak difference in August. The amplitudes of the annual cycles of the temperature and its D-M difference are each approximately half the magnitude of the corresponding annual cycle in the NHL, but the ratio of the amplitudes is comparable. This means that D-M canopy temperature differences in the NML are of the same order as in the NHL when measured relative to the amplitude of the annual cycle. Figure 11c shows that the annual cycles of canopy humidity and latent heat flux are closely related, which reflects the fact that the magnitude of the canopy humidity is related to the latent heat flux. The same relationship is reflected in the D-M differences in these quantities, as shown in Figure 11d .
[28] To understand the D-M temperature differences in the NML region, we again look at the different terms in the surface energy balance equation. We see from Figure 11b that the peak D-M canopy temperature differences occur in the summer, and we focus on the period immediately before. The terms of the surface energy budget are shown in Figure 12a , where we again examine 30-day running means. As in Figure 7a for the NHL region, a positive contribution to the net canopy heating term is represented by the positive values of the curves. In the summertime, therefore, we see that the D-M differences in latent heat flux (thin solid curve) and in total turbulent flux (thick solid curve) represent a cooling in D relative to M, while the D-M differences in ground storage (thick dashed curve) and sensible heat flux (thin dashed curve) contribute to a warming. The increased latent heat flux in summertime in D relative to M is in qualitative agreement with several studies conducted in several locations in NML types of climates. Klink [1995] , in her study of conditions in Ohio (included in our Central Plains) in July, van den Hurk and Beljaars [1996] , in a Mediterranean vineyard in June, and Polcher et al. [1996] , in a 1-year study over a semihumid pasture in England and a semiarid region in Spain, all found that a composite approach results in higher latent heat fluxes.
[29] We see from Figure 12a that the differences in total turbulent flux (LE + H, thick solid curve) during the summer are determined by the value of the latent heat flux. This is in contrast to the NHL region in winter and spring, where the D-M differences in total turbulent flux are determined by the sensible heat flux and contribute to a warming at the surface in D relative to M. As in the NHL region, there is a close balance between the net turbulent flux and the net ground storage terms, which is to be expected because the ground storage is a response to the surface radiative and turbulent heating. The residual of these closely balanced terms is shown in the thin solid curve of Figure 12b , along with the D-M differences in total canopy temperature heating (thick solid curve). From these results we conclude that the canopy temperature heating differences are dictated by the latent heating.
[30] The grid-averaged D-M differences can be explained by considering the behavior of the different vegetation types in the NML regions. Figure 13 shows the differences in sensible and latent heat fluxes between the various offdominant vegetation types and the dominant (grassland) vegetation type over the Central Plains region. Regional averaged characteristics for a particular tile type were obtained by area-weighted averaging over the entire Central Plains region. The latent heat difference between the grassland tile and the bare soil tile, shown in Figure 13a , follows the grid space D-M differences in latent heat seen in Figure  11a . This is noteworthy given the relatively small areal fraction ($25%) of the bare soil tile in the grid boxes. This difference in latent heat flux results in a grid-averaged canopy that is losing less heat and therefore is warmer in the M experiment. This effect is absent from the D experiment, of course, because only the dominant grassland is represented, but would also be absent from a composite representation of surface heterogeneity over the Central Plains, since the area-weighted characteristics will underrepresent the actual influence of the bare soil tile. The dwarf tree tiles, and to a greater extent the deciduous tree tiles, are characterized by a larger evaporation than the grassland tile in the summertime, which is in contrast to the characteristic grid-averaged behavior in the M experiment as compared to the D experiment. The dwarf tree and the deciduous tree tiles, therefore, cannot be characterizing the grid-averaged behavior of the soil-canopy system; rather, the bare soil tile is determining the grid-averaged behavior of the latent heat differences. The determining influence of the bare soil tile is also seen in the sensible heat flux curve, Figure 13b. 
Other Regions
[31] The results from the remaining regions showed little difference between D and M. The pattern of D-M differences in central South America (not shown) are reminiscent of the NML regions. The maximum differences, however, occur in the southern winter, rather than in the summer as in NML. The maximum differences in both cases occur in the season 
Summary and Discussion
[32] The impact on the simulated climate of the manner in which the heterogeneities in the land surface are modeled was examined over a wide range of climate regimes and over regions with widely varying extents of surface variability. We presented differences between a dominant (D) technique and a mosaic (M) type approach, analyzed the surface energy budget to illustrate the possible physical mechanisms underlying the differences, and evaluated the contributions of the different vegetation types. We found some correspondence between the extent of variability, as measured by VI, and the differences between modeling approaches, but the type of variability and the specific climate regime were also important factors in determining those differences.
[33] The D-M canopy temperature differences were largest over the Northern Hemisphere high-latitude (NHL) and midlatitude (NML) climates during the spring and summertime. The high-latitude regions exhibit D-M differences that are determined by the behavior of the energy budget before and just after the spring snowmelt. The canopy in the M experiment warms up more slowly during the snowmelt than in the D experiment because the high snow fraction over the bare soil area of the grid box inhibits the downward sensible heat flux and causes a colder surface. These findings are in qualitative agreement with existing studies in specific locations in NHL types of climates. The midlatitude regions all show patterns of D-M differences that are connected to the summertime latent heat flux. The canopy in the M experiment is warmer than in D in the summer, resulting from a decreased latent heat flux due to the presence of the bare soil area in the grid. In both of these climate regimes, therefore, the largest D-M differences are dictated by the differences in how the contribution of the bare soil area to the grid average is modeled. An illustration of the critical role that the unvegetated surface plays in determining the climate response to the modeling approach is presented in Figure 14 , where the correspondence between global patterns of the off-dominant bare soil fraction and the largest monthly mean canopy temperature differences between D and M can be seen. The locations of the largest off-dominant bare soil presence are, in general, the locations of the largest D-M differences in canopy temperature.
[34] In both NHL and NML regions the bare soil tile dictated the grid-averaged behavior, although it only occupied 25% or less of the area. The influence of the bare soil, therefore, is larger than commensurate with its fractional coverage. This amplification of the influence would only be properly captured by a mosaic-type scheme. Moreover, in the NML the effect of the off-dominant vegetated tiles (deciduous trees and dwarf trees) on the grid-averaged canopy temperature is opposite in sign to the effect of the bare soil tile that still dictates the grid average. A composite approach that yields grid-averaged characteristics closer to those of the trees would be unable to capture the grid-scale behavior. We argue therefore that modeling the surface heterogeneity as a mosaic of independent tiles and performing separate energy and moisture calculations is the scheme that can account properly for the behavior and influence of the bare soil areas in high-and middle-latitude Northern Hemisphere climate regimes.
[35] Results from the global offline OLGA framework experiments show a significant impact of the choice of modeling approach in the absence of climate feedbacks. The offline nature of the present study has allowed us to determine the importance of the unvegetated surface to the mean simulated climate. The global nature of the study, and the qualitative agreement with existing local comparisons, has allowed us to assess the suitability of the mosaic approach for predictive climate models. The work presented here is in qualitative agreement with several studies, for example, those of Klink [1995] and Mölders et al. [1996] , which showed an improved simulation of climate using a mosaic-type approach when evaluated against an explicit subgrid model, and of van den Hurk and Beljaars [1996] , which showed a close correspondence between their mosaic experiment and in situ observations. We suggest that their conclusions about the adequacy of the mosaic approach may be extended to the entire mesothermal moist and microthermal moist climate regimes. This is important because it is the regional-to global-scale intercomparisons that are necessary to determine the modeling technique most appropriate for global climate models.
[36] The OLGA results further serve as a guide for the next phase of the investigation, that of a fully interactive GCM. This framework allows the fullest spectrum of interactions between elements of the soil-atmosphere system, and the contrast with the offline results will allow its use to distinguish direct differences from climate feedbacks. Preliminary analysis of the GCM experiments shows that the differences between dominant and mosaic are amplified in some cases, as might be expected in a fully interactive experimental framework. In other cases, it appears that the feedbacks in the system give rise to a richer spectrum of responses to the differences between modeling techniques. Further work will consider a data assimilation system (DAS), and although it is a more externally constrained modeling system than a GCM, it provides the most realistic framework, because the evolution of the atmospheric state is constrained by observations. This hierarchy of frameworks, the offline, the GCM, and the DAS, will be useful for testing other modeling techniques for handling land surface heterogeneities as well. 
