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Abstract
This paper begins with a discussion of integration over probability types (p-types).
After doing that, the paper re-visits 3 mainstay problems of classical (non-quantum)
Shannon Information Theory (SIT): source coding without distortion, channel coding,
and source coding with distortion. The paper proves well-known, conventional results
for each of these 3 problems. However, the proofs given for these results are not
conventional. They are based on complex integration techniques (approximations
obtained by applying the method of steepest descent to p-type integrals) instead of
the usual delta & epsilon and typical sequences arguments. Another unconventional
feature of this paper is that we make ample use of classical Bayesian networks (CB
nets). This paper showcases some of the benefits of using CB nets to do classical SIT.
1
1 Introduction
For a good textbook on classical (non-quantum) Shannon Information Theory (SIT),
see, for example, Ref.[1] by Cover and Thomas. Henceforth we will refer to it as
C&T. For a good textbook on classical (non-quantum) Bayesian Networks, see, for
example, Ref.[2] by Koller and Friedman.
This paper begins with a discussion of integration over probability types (p-
types). After doing that, the paper re-visits 3 mainstay problems of classical SIT:
• source coding (lossy compression) without distortion
• channel coding
• source coding with distortion
The paper proves well-known, conventional results for each of these 3 problems. How-
ever, the proofs given for these results are not conventional. They are based on
complex integration techniques (approximations obtained by applying the method of
steepest descent to p-type integrals) instead of the usual delta & epsilon and typical
sequences arguments.
Another unconventional feature of this paper is that we make ample use of
classical Bayesian networks (CB nets). This paper showcases some of the benefits of
using CB nets to do classical SIT.
P-types were introduce into SIT by Csisza´r and Ko¨rner (see Ref.[3]). P-type
integration is a natural, almost obvious consequence of the theory of p-types, although
it is not spelled out explicitly in the book by Csisza´r and Ko¨rner. In fact, all workers
whose work I am familiar with, including Csisza´r and Ko¨rner, use p-types frequently,
but they do not use p-type integration. Instead, they use delta & epsilon and typical
sequences arguments to bound some finite sums which are discrete approximations of
p-type integrals.
The conventional delta & epsilon arguments are more rigorous than the p-
type integration arguments presented here. Although less rigorous than traditional
arguments, p-type integration arguments have the virtue that they are easier to un-
derstand and follow, especially by people who are not well versed in rigorous analysis.
Such is the case with many physicists and engineers. A similar problem occurs when
teaching Calculus. One can teach Calculus with the full panoply of delta & epsilon
arguments from a textbook such as the legendary one by W. Rudin (Ref.[4]). Or one
can teach Calculus at the level and scope of a college freshman course for engineers.
Each approach appeals to a different audience and fulfils different needs.
Most of our results are not exact. They are leading order terms in asymp-
totic expansions for large n, where n is the number of letters in a codeword. These
approximations become increasingly more accurate as n→∞.
This paper is almost self contained, although a few times we assume certain
inequalities and send the reader to C&T for a proof of them.
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2 Preliminaries and Notation
In this section, we will describe some basic notation used throughout this paper.
As usual, Z,R,C will denote the integers, real numbers, and complex numbers,
respectively. We will sometimes add superscripts to these symbols to indicate subsets
of these sets. For instance, we’ll use R≥0 to denote the set of non-negative reals. For
a, b ∈ Z such that a ≤ b, let Za,b = {a, a+ 1, a+ 2, . . . , b}.
Let δxy = δ(x, y) denote the Kronecker delta function: it equals 1 if x = y and
0 if x 6= y. Let θ(S) denote the truth function: it equals 1 if statement S is true
and 0 otherwise. For example, δyx = θ(x = y). Another example is the step function
θ(x > 0): it equals 1 if x > 0 and is zero otherwise.
For any matrix M ∈ Cp×q, M∗ will denote its complex conjugate, MT its
transpose, and M † = M∗T its Hermitian conjugate.
Random variables will be denoted by underlined letters; e.g., a . The (finite)
set of values (states) that a can assume will be denoted by S a . Let N a = |S a |. The
probability that a = a will be denoted by P ( a = a) or P a (a), or simply by P (a)
if the latter will not lead to confusion in the context it is being used. We will use
pd(S a ) to denote the set of all probability distributions with domain S a . For joint
random variables ( a , b ), let S a , b = S a × S b = {(a, b) : a ∈ S a , b ∈ S b }.
Sometimes, when two random variables a 〈1〉 and a 〈2〉 satisfy S a 〈1〉 = S a 〈2〉,
we will omit the indices 〈1〉 and 〈2〉 and refer to both random variables as a . We
shall do this sometimes even if the random variables a 〈1〉 and a 〈2〉 are not identically
distributed! This notation, if used with caution, does not lead to confusion and does
avoid a lot of index clutter.
Suppose {P x , y (x, y)}∀x,y ∈ pd(S x , y ). We will often use the expectation op-
erators Ex =
∑
x P (x), Ex,y =
∑
x,y P (x, y), and Ey|x =
∑
y P (y|x). Note that
Ex,y = ExEy|x. Let
P (x : y) =
P (x, y)
P (x)P (y)
. (1)
Note that ExP (x : y) = EyP (x : y) = 1.
Suppose n is any positive integer. Let x n = ( x 1, x 2, . . . , x n) be the random
variable that takes one values xn = (x1, x2, . . . , xn) ∈ Snx .
The rate of x is defined as Rx =
lnN x
n
.
x n is said to be i.i.d. (independent, identically distributed) if S x j = S x for all
j ∈ Z1,n and there is a P x ∈ pd(S x ) such that P xn(xn) =
∏n
j=1{P x (xj)}. When x n
is i.i.d., we will sometimes use P x (x
n) to denote the more correct expression P xn(x
n)
and say that P x (x
n) is an i.i.d. source.
Suppose {P (yn|xn)}∀yn ∈ pd(Sny ) for all xn ∈ Snx . P (yn|xn) is said to be a
discrete memoryless channel (DMC) if P (yn|xn) =∏nj=1 P (yj|xj).
We will use the following measures of various types of information (entropy):
• The (plain) entropy of the random variable x is defined in the classical case by
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H( x ) = Ex ln
1
P (x)
, (2)
which we also call HP x ( x ), H{P (x)}∀x, and H(P x ). This quantity measures
the spread of P x .
One can also consider plain entropy for a joint random variable x = ( x 1, x 2).
For P x 1, x 2 ∈ pd(S x 1, x 2) with marginal probability distributions P x 1 and P x 2 ,
one defines a joint entropy H( x 1, x 2) = H( x ) and partial entropies H( x 1)
and H( x 2).
• The conditional entropy of y given x is defined in the classical case by
H( y | x ) = Ex,y ln 1
P (y|x) (3a)
= H( y , x )−H( x ) , (3b)
which we also call HP x , y ( y | x ). This quantity measures the conditional spread
of y given x .
• The Mutual Information (MI) of x and y is defined in the classical case by
H( y : x ) = Ex,y lnP (x : y) = ExEyP (x : y) lnP (x : y) (4a)
= H( x ) +H( y )−H( y , x ) , (4b)
which we also call HP x , y ( y : x ). This quantity measures the correlation be-
tween x and y .
• The Conditional Mutual Information (CMI, which can be read as “see me”) of
x and y given λ is defined in the classical case by:
H( y : x | λ ) = Ex,y,λ ln P (x, y|λ)
P (x|λ)P (y|λ) (5a)
= Ex,y,λ ln
P (x, y, λ)P (λ)
P (x, λ)P (y, λ)
(5b)
= H( x | λ ) +H( y | λ )−H( y , x | λ ) , (5c)
which we also call HP x , y , λ ( y : x | λ ). This quantity measures the conditional
correlation of x and y given λ .
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• The relative information of P ∈ pd(S x ) divided by Q ∈ pd(S x ) is defined by
D{P (x)//Q(x)}∀x =
∑
x
P (x) ln
P (x)
Q(x)
, (6)
which we also call D(P x //Qx ).
Note that we define entropies using natural logs. Our strategy is to use natural
log entropies for all intermediate analytical calculations, and to convert to base-2 logs
at the end of those calculations if a base-2 log numerical answer is desired. Such a
conversion is of course trivial using log2 x =
lnx
ln 2
and ln 2 = 0.6931
We will use the following well-known integral representation of the Dirac delta
function:
δ(x) =
∫ +∞
−∞
dk
2π
eikx . (7)
We will also use the following integral representation of the step function:
θ(x > 0) =
∫ +∞
−∞
dk
2πi
eikx
(k − iǫ) , (8)
for some ǫ > 0. Eq.(8) follows because the integrand has a simple pole at k = iǫ. Let
k = kr+ iki. If x > 0, the integrand goes to zero in the upper half of the (kr, ki) plane
and it goes to infinity in the lower half plane, so we are forced to close the contour
of integration in the upper half plane, which means the pole lies inside the contour.
When x < 0, we are forced to close the contour in the lower half plane and thus the
pole lies outside the contour.
Suppose L(v) is a real valued function that depends in a continuous manner
on N real variables v = {vj}Nj=1. The following variational operator can be applied
to L(v):
δ =
∑
j
δvj
∂
∂vj
. (9)
The N -dimensional Taylor expansion of L(v) about the point v = 0 can be expressed
as
f(v) = f(0) + [δf(v)]v=0 +
1
2!
[δ2f(v)]v=0 ++
1
3!
[δ3f(v)]v=0 + . . . . (10)
We will often use the following Taylor expansions:
xǫ = eǫ lnx = 1 + ǫ ln x+
1
2
(ǫ ln x)2 + . . . , (11)
5
and
ln(1 + x) = x− x
2
2
+ . . . ( converges if |x| < 1) . (12)
3 Integration Over P-types
In this section, we will define integration over probability types (p-types). The set of
p-types for a given n fills all of pd(S x ) in an increasingly finer way as n→∞. Thus,
once the density of p-types at each point of pd(S x ) is known, we can integrate that
density over a particular region R ⊂ pd(S x ) to get the number of p-types within R.
We will define integration over p-types that depend on a single variable (univariate
p-types), or multiple variables (multivariate p-types). We will also define integration
over conditional p-types. Finally, we will define Dirac delta functions for integration
over p-types.
3.1 Integration Over Univariate P-type
For any xn ∈ Snx , denote the number of occurrences of x ∈ S x within xn by N(x|xn).
Hence
N(x|xn) =
n∑
j=1
θ(xj = x) . (13)
One can now say that two elements xn and x′n of Snx are equivalent if, for all x ∈ S x ,
xn and x′n both have the same number of occurrences of x. This equivalence relation
partitions Snx into equivalence classes given by, for any x
n ∈ Snx ,
[xn] = {x′n ∈ Snx : N(x|xn) = N(x|x′n)∀x ∈ S x } . (14)
For each class [xn] and x ∈ S x , we can define
P[xn](x) =
N(x|xn)
n
. (15)
Clearly, {P[xn](x)}∀x ∈ pd(S x ). We will refer to this probability distribution as a
p-type.
Note that if Q(xn) is an i.i.d. source,
Q(xn) =
n∏
j=1
Q(xj) , (16)
so
Q(xn) =
∏
x∈S x
{
Q(x)N(x|x
n)
}
= en
∑
x P[xn](x) lnQ(x) . (17)
6
Define the following integration operator:∫
DP[xn] =
∏
x
{∫ 1
0
dP[xn](x)
}
δ
(∑
x
P[xn](x)− 1
)
. (18)
We will denote the number of elements in a class [xn] by
d[xn] = |[xn]| . (19)
Claim 1 ∑
xn
=
∑
[xn]
d[xn] . (20)
proof: The classes [xn] are non-overlapping and they cover all of Snx .
QED
Claim 2 For any xn ∈ Snx ,
d[xn] = (d[xn])H=0 e
nH(P[xn]) , (21)
where
(d[xn])H=0 =
1
(2πn)
Nx −1
2
√∏
x P[xn](x)
. (22)
proof: Let
S x = {x(j) : j ∈ Z1,N x } (23)
and
rj = N(x(j)|xn) (24)
for all j ∈ Z1,N x . Note that
∑N x
j=1 rj = n. Recall Stirling’s formula:
n! ≈
√
2πn nne−n (25)
for n >> 1. Combinatorics gives a value for |[xn]| in terms of factorials. If we
approximate those factorials using Stirling’s formula, we get
|[xn]| = n!∏N x
j=1{rj!}
(26a)
=
1
(2π)
Nx−1
2
(
n
r1r2 . . . rN x
) 1
2
e−n+n lnn−
∑
j{−rj+rj ln rj} (26b)
=
exp(−n∑j rjn ln rjn )
(2πn)
Nx−1
2
√∏
j
{ rj
n
} . (26c)
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QED
Claim 3 ∑
[xn]
=
∫
DP[xn]nN x−1 . (27)
proof: For any i.i.d. source Q(xn), we have that
1 =
∑
xn
Q(xn) (28a)
=
∑
[xn]
d[xn]e
n
∑
x P[xn](x) lnQ(x) (28b)
=
∫ DP[xn]
∆V
eL0
(2πn)
Nx −1
2
√∏
x P[xn](x)
, (28c)
where ∆V is yet to be determined and
L0 = n
∑
x
P[xn](x) ln
Q(x)
P[xn](x)
. (29)
We add to L0 a Lagrange multiplier term that constrains the components of the vector
{P[xn](x)}∀x so that they sum to one:
L = Lλ = L0 + nλ
(∑
x
P[xn](x)− 1
)
(30)
for any λ ∈ R. Our goal is to approximate the integral Eq.(28c) using the method
of steepest descent. We just want to get the leading order term in an asymptotic
expansion of the integral for large n. To get this leading order term, it is sufficient to
approximate L to second order in δP[xn](x), about the point (or points) that have a
vanishing first variation δL. Thus, approximate
L ≈ L˜+ δL˜+ 1
2
δ2L˜ , (31)
where quantities with a tilde over them are evaluated at a tilde (saddle) point that
satisfies
δL˜ = 0 . (32)
It’s easy to check that
δL = n
∑
x
δP[xn](x) ln
(
Q(x)e−1+λ
P[xn](x)
)
, (33)
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and
δ2L = −n
∑
x
[δP[xn](x)]
2
P[xn](x)
. (34)
Next, for each x, we set to zero the coefficient of δP[xn](x) in δL. After doing that,
we enforce the constraint that
∑
x P[xn](x) = 1. This leads us to conclude that
P˜[xn](x) = Q(x) . (35)
Using this value of P˜[xn](x), we get
L˜ = 0 (36)
and
δ2L˜ = −n
∑
x
[δP[xn](x)]
2
Q(x)
. (37)
From Eq.(28c), we get
1 =
1
∆V (2πn)
Nx −1
2
√∏
xQ(x)
Γ , (38)
where
Γ =
∫
DP[xn]e−n
∑
x
[δP[xn](x)]
2
2Q(x) =
√√√√ πN x−1∏
x
{
n
2Q(x)
}
2
n
. (39)
The final integral was performed using Eq.(198). This implies 1/∆V = nN x−1.
QED
Note that Eqs.(27) and (194) imply that∑
[xn]
1 =
nN x−1
(Nx − 1)! (40)
so the number of p-types with a given n in pd(S x ) varies polynomial with n.
3.2 Integration Over Multivariate P-types
There exists a very natural 1-1 onto map from Snx ×Sny to (S x ×S y )n, namely the one
that identifies (xj)∀j(yj)∀j with
[
xj
yj
]
∀j
. Thus, the definitions and claims given in
the previous section for N(x|xn), [xn], P[xn](x) and
∫ DP[xn] generalize very naturally
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to give analogous definitions and claims for N(x, y|xn, yn), [xn, yn], P[xn,yn](x, y) and∫ DP[xn,yn]. For example,
N(x, y|xn, yn) = N(
(
x
y
)
|
(
xn
yn
)
) =
∑
j
θ(
(
x
y
)
=
(
xj
yj
)
) . (41)
We will sometimes use [ ] as an abbreviation for a class. For example, we
might abbreviate P[an,bn,cn](a, b, c) by P[ ](a, b, c).
Note that when yn = xn in P[xn,yn],
P[xn,xn](x, y) = δ
x
y P[xn](x) . (42)
Note also that we can express δy
n
xn as follows
en
∑
x,y P[xn,yn](x,y) ln δ
x
y =
{
0, if ∃(x, y) such that δyx = 0 and P[xn,yn](x, y) 6= 0
1, otherwise
(43a)
= θ(∀(x, y) : y 6= x⇒ P[xn,yn](x, y) = 0) (43b)
= δy
n
xn . (43c)
3.3 Integration Over Conditional P-types
For any xn ∈ Snx and yn ∈ Sny , define conditional classes by
[yn|xn] =
{
(x′n, y′n) ∈ Snx × Sny :
N(x, y|xn, yn)∑
yN(x, y|xn, yn)
=
N(x, y|x′n, y′n)∑
yN(x, y|x′n, y′n)
∀(x, y) ∈ S x × S y
}
(44)
and conditional probability types by
P[yn|xn](y|x) = N(x, y|x
n, yn)∑
yN(x, y|xn, yn)
=
P[xn,yn](x, y)
P[xn,yn](x)
(45)
for all x ∈ S x and y ∈ S y .
We will sometimes use [ ] as an abbreviation for a conditional class. For
example, we might abbreviate P[an,bn|cn,dn](a, b|c, d) by P[ ](a, b|c, d).
Define the following integration operator:
∫
DP[yn|xn] =
∏
x,y
{∫ 1
0
dP[yn|xn](y|x)
}∏
x
{
δ
(∑
y
P[yn|xn](y|x)− 1
)}
. (46)
We will denote the number of elements in conditional class [yn|xn] by
d[yn|xn] = |[yn|xn]| . (47)
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Claim 4 ∑
xn,yn
=
∑
[xn]
d[xn]
∑
[yn|xn]
d[yn|xn] . (48)
proof: For any DMC Q(yn|xn), we must have
1 =
∑
[yn|xn]
d[yn|xn]Q(y
n|xn) . (49)
If Q(xn) is an i.i.d source and Q(xn, yn) = Q(yn|xn)Q(xn), then the last equation
implies
1 =
∑
[xn]
d[xn]Q(x
n)
∑
[yn|xn]
d[yn|xn]Q(y
n|xn) (50a)
=
∑
[xn]
d[xn]
∑
[yn|xn]
d[yn|xn]Q(x
n, yn) . (50b)
But also
1 =
∑
xn,yn
Q(xn, yn) . (51)
Since Q(xn, yn) is an arbitrary i.i.d. source, the claim follows.
QED
Claim 5
d[yn|xn] =
d[xn,yn]
d[xn]
. (52)
proof: Combinatorics?
QED
Claim 6 ∑
[xn]
∑
[yn|xn]
=
∑
[xn,yn]
. (53)
proof: This follows from Claims 4 and 5 and the fact that
∑
xn,yn =
∑
[xn,yn] d[xn,yn].
QED
Alternatively, one could prove Claim 6 by combinatorics and then prove Claim
5 from Claims 4 and 6.
Claim 7 ∫
DP[xn]
∫
DP[yn|xn]
[∏
x
{
P[xn](x)
}]N y −1
=
∫
DP[xn,yn] (54)
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proof: Let LHS and RHS denote the left hand side and right hand side of Eq.(54).
Recall that Dirac delta functions obey δ(ax) = 1
|a|
δ(x). This proof hinges on
that simple identity.
Define
Ω1 =
∏
x
{∫ 1
0
dP[xn](x)
}
δ
(∑
x
P[xn](x)− 1
)
(55)
and
Ω2 =
∏
x,y
{∫ 1
0
dP[yn|xn](y|x)
}∏
x
{
δ
(∑
y
P[yn|xn](y|x)− 1
)}[∏
x
{
P[xn](x)
}]N y−1
.
(56)
Then
LHS = Ω1Ω2 (57a)
= Ω1
∏
x,y
{∫ 1
0
dP[xn,yn](x, y)
}∏
x
{
δ
(∑
y
P[xn,yn](x, y)− P[xn](x)
)}
(57b)
=
∏
x,y
{∫ 1
0
dP[xn,yn](x, y)
}
δ
(∑
x,y
P[xn,yn](x, y)− 1
)
(57c)
= RHS (57d)
This works because LHS has ni = Nx + NxN y integrals and nδ = Nx + 1
delta functions, for a total of ni − nδ = NxN y − 1 degrees of freedom. RHS has
NxN y integrals and one delta function for the same total of NxN y − 1 degrees of
freedom.
QED
Claim 8
∑
[yn|xn]
=
∫
DP[yn|xn]n
N yN x
nN x
[∏
x
{
P[xn](x)
}]N y−1
(58a)
=
∫
DP[yn|xn](nP[xn]g.m.)N xN y −N x , (58b)
where
P[xn]
g.m. =
[∏
x
{
P[xn](x)
}] 1Nx
(59)
is the geometric mean of P[xn].
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proof: Substitute ∫
DP[xn] = 1
nN x−1
∑
[xn]
, (60)
and ∫
DP[xn,yn] = 1
nN xN y −1
∑
[xn,yn]
(61)
into Eq.(54) and then compare the result with Eq.(53).
QED
3.4 Dirac Delta Functions For P-type Integration
One occasionally finds it useful to use Dirac delta functions for p-type integration.
Suppose xn, yn ∈ Snx and ǫ is a real number satisfying 0 < ǫ << 1. Let X = [xn] and
Y = [yn]. Define
Va =
aN x−1π
Nx−1
2√
Nx
(62)
for any positive real number a. We will refer to the following functions as Dirac delta
functions for setting X and Y equal
δ(X ,Y) = θ(X = Y) , (63)
δǫ(X ,Y) = exp
(
− 1
ǫ2
∑
x
{PX (x)− PY(x)}2
)
, (64)
δǫ(x
n, yn) =
δǫ(X ,Y)√
dXdY Vnǫ
, (65)
and
δǫ(PX − PY) = δǫ(X ,Y)
Vǫ
. (66)
Claim 9 ∑
xn
δǫ(x
n, yn) = 1 , (67)
and ∫
DPX δǫ(PX − PY) = 1 . (68)
proof: This follows from integration formula Eq.(198).
QED
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4 Source Coding (Lossy Compression)
We consider all source coding protocols that can be described by the following CB
net
ONMLHIJKx̂ n GFED@ABCmoo ONMLHIJKx noo , (69)
with S x = S x̂ and
P (xn) =
n∏
j=1
P x (xj) , (70)
P (m|xn) = δ(m,m(xn)) (71)
and
P (x̂n|m) = δ(x̂n, x̂n(m)) . (72)
Assume that we are given a source P x ∈ pd(S x ). The encoding function m(·) and
the decoding function x̂n(·) are yet to be specified.1
The probability of error is defined by
Perr = P ( x̂
n 6= x n) . (73)
We find it more convenient to work with the probability of success, which is defined
by Psuc = 1− Perr. One has
Psuc = 1− Perr (74a)
= P ( x̂ n = x n) (74b)
=
∑
x̂n,m,xn
θ(x̂n = xn)P (x̂n|m)P (m|xn)P x (xn) (74c)
=
∑
xn
P x (x
n)δ[xn, x̂n ◦m(xn)] . (74d)
Now it’s time to decide what encoding and decoding functions we want to
consider. Suppose A is a proper subset of Snx . One can give each element of A an
individual number (its index) from 1 to |A|. Assume, without loss of generality, that
0n 6∈ A. As we shall see, the following encoding and decoding functions are good
enough:
m(xn) =
{
index of xn in A , if xn ∈ A
0 , if xn 6∈ A , (75)
1Many authors (for instance, C&T) denote the encoding function m(·) by f(·) and the decoding
function x̂n(·) by g(·).
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and
x̂n(m) =
{
m−1(m) , if m ∈ Z1,|A|
0n , if m = 0
, (76)
where the set A is given by either
AP x =
{
xn : R ≥ 1
n
ln
1
P x (xn)
}
=
{
xn : R ≥
∑
x
P[xn](x) ln
1
P x (x)
}
, (77)
or
Auniv =
{
xn : R ≥ H(P[xn])
}
=
{
xn : R ≥
∑
x
P[xn](x) ln
1
P[xn](x)
}
(78)
for some positive number R yet to be specified. These two interesting options for the
set A can be considered simultaneously by defining
A =
{
xn : R ≥
∑
x
P[xn](x) ln
1
Q(x)
}
, (79)
where
Q(x) =
{
P x (x) , source dependent coding
P[xn](x) , universal coding
. (80)
In the case of source dependent coding, Q (and therefore the functions m(·) and
x̂n(·)) depend on the source distribution P x . In the case of universal coding, Q is
independent of the source.
Note that for this encoding and decoding functions,
δ[xn, x̂n ◦m(xn)] = θ(xn ∈ A) = θ
(
R ≥
∑
x
P[xn](x) ln
1
Q(x)
)
(81)
for all xn ∈ Snx − {0n} so
Psuc =
∑
xn
P x (x
n)θ
(
R ≥
∑
x
P[xn](x) ln
1
Q(x)
)
(82a)
∼
∫
DP[xn]en
∑
x P[xn](x) ln
Px (x)
P[xn](x) θ
(
R ≥
∑
x
P[xn](x) ln
1
Q(x)
)
(82b)
≈ θ(R ≥ H(P x )) . (82c)
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Eq.(82c) follows because, as is easily proven, applying the method of steepest descent
to the p-type integral yields a tilde point:
P˜[xn](x) = P x (x) . (83)
As mentioned in the notation section, we define Rm by
Rm =
lnNm
n
. (84)
So far, it’s not clear what value to use for the constant R that appears in the definition
of set A. In the next Claim, we will show that it must equal Rm for our arguments
to be valid.
Claim 10
R = Rm (85)
for consistency of our arguments.
proof: We must have
Nm =
∑
xn
θ(xn ∈ A) (86a)
∼
∫
DP[xn]en
∑
x P[xn](x) ln
1
P[xn](x) θ
(
R >
∑
x
P[xn](x) ln
1
Q(x)
)
(86b)
∼ enR
∫
DP[xn]en
∑
x P[xn](x) ln
Q(x)
P[xn](x)θ
(
R >
∑
x
P[xn](x) ln
1
Q(x)
)
(86c)
∼ enRθ(R > H(P x )) . (86d)
As long as R > H( x ), our approximations are valid and Nm = e
nR.
QED
5 Channel Coding
We define a codebook C as an Nm ×n matrix given by C = {xn(m)}∀m = xn(·) where
xn(m) ∈ Snx for all m ∈ Sm .
We consider all channel coding protocols that can be described by the following
CB net
ONMLHIJKm̂ ONMLHIJKy noo ONMLHIJKx noo GFED@ABCmoo
GFED@ABCC
``❆❆❆❆❆❆❆❆❆❆
>>⑤⑤⑤⑤⑤⑤⑤⑤⑤⑤
, (87)
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with
P (m) =
1
Nm
, (88)
P (xn|m, C) = δ(xn, xn(m)) , (89)
P (yn|xn) =
∏
j
P (yj|xj) = en
∑
x,y P[xn,yn](x,y) lnP (y|x) , (90)
P (C) = to be specified , (91)
and
P (m̂|yn, C) = to be specified . (92)
Assume that we are given a channel {P y | x (y|x)}∀y ∈ pd(S y ) for all x ∈ S x . The
encoding P (C) and decoding P (m̂|yn, C) probability distributions are yet to be spec-
ified.
It’s convenient to define the coding rate Rm by
Rm =
lnNm
n
(93)
and the channel capacity C by
C = max
P x
H( y : x ) . (94)
Claim 11 (Independence upper bound for mutual information of DMC) If P (yn|xn) =∏n
j=1 P (yj|xj) (this is what is called a discrete memoryless channel, DMC), then
H( y n : x n) ≤
n∑
j=0
H( y
j
: x j) . (95)
Furthermore, equality holds iff the x j are mutually independent.
proof: Assume n = 3 for illustrative purposes. If the x j are not independent, we
must consider the following CB net
ONMLHIJKy 3 ONMLHIJKx 3oo =

ONMLHIJKy
1
ONMLHIJKy
2
ONMLHIJKx 3
`❇`❇❇❇❇❇❇❇❇
oo
~~⑥⑥
⑥⑥
⑥⑥
⑥⑥
⑥⑥
ONMLHIJKy
3
. (96)
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If the x j are independent, then this becomes
ONMLHIJKy 3 ONMLHIJKx 3oo =

ONMLHIJKy
1
GFED@ABCx 1oo
ONMLHIJKy
2
GFED@ABCx 2oo
ONMLHIJKy
2
GFED@ABCx 3oo
(97)
In the case of Eq.(96),
H( y n : x n) = H( y n)−H( y n| x n) = H( y n)−
∑
j
H( y
j
| x j) (98a)
≤
∑
j
H( y
j
)−
∑
j
H( y
j
| x j) (98b)
=
∑
j
H( y
j
: x j) (98c)
Eq.(98b) follows from the “subadditivity” or “independence upper bound” of the joint
entropy, which says that H( a , b ) ≤ H( a )+H( b ) for any random variables a and b .
(See C&T for a proof of subadditivity). If the x j are mutually independent, then the
y
j
must be mutually independent too, in which case Eq.(98b) becomes an equality.
Conversely, if Eq.(98b) is an equality, then the y
j
must be mutually independent so
the x j must be too.
QED
Claim 12 Optimality: ∀Rm , if ∃ an encoding and a decoding that satisfy limn→∞ Perr =
0 for the CB net of Eq.(87), then Rm ≤ C.
proof:
nRm = lnNm = H(m ) = H( y
n : m ) +H(m | y n) (99a)
≤ H( y n : m ) + nδ (99b)
≤ H( y n : x n) + nδ (99c)
≤
n∑
j=1
H( y
j
: x j) + nδ (99d)
≤ n(C + δ) (99e)
(99b): This follows from Fano’s inequality. (See C&T for a proof of Fano’s inequality.)
δ is some positive number that tends to zero as n→∞
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(99c): This follows from the data processing inequalities. (See C&T for a proof of the
data processing inequalities.)
(99d): This follows from Claim 11.
(99e): This follows from the definition of channel capacity C.
QED
Claim 13 Achievability: ∀Rm , if Rm ≤ C, then ∃ an encoding and a decoding that
satisfy limn→∞ Perr = 0 for the CB net of Eq.(87).
proof: So far, the encoding and decoding probability distributions are unspecified.
In this proof, we will use one possible choice for these distributions. This choice,
although not very practical, turns out to yield optimal results. For P (C) we choose
what is called random coding:
P (C) = P x (xn(·)) =
∏
m
P x (x
n(m)) =
∏
m,j
P x (xj(m)) (100)
for some source P x ∈ pd(S x ). For P (m̂|yn, C) we choose a maximum likelihood
decoder:2
P (m̂|yn, C) =
∏
m6=m̂
θ
(
R <
1
n
ln
P (yn|xn(m̂))
P (yn|xn(m))
)
(101a)
=
∏
m6=m̂
θ
(
R <
1
n
ln
P (yn : xn(m̂))
P (yn : xn(m))
)
(101b)
for some R > 0. Note that there is no guarantee that this definition of P (m̂|yn, C)
is a well defined probability distribution satisfying
∑
m̂ P (m̂|yn, C) = 1. In the next
Claim, we will prove that if R = Rm , then P (m̂|yn, C) is well defined.
The probability of error is defined by
Perr = P ( m̂ 6= m ) . (102)
2By
∏
m 6=m̂ we mean
∏
m∈Sm−{m̂}
.
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We find it more convenient to work with the probability of success, which is defined
by Psuc = 1− Perr. One has
Psuc = 1− Perr (103a)
= P ( m̂ = m ) (103b)
=
∑
m̂,m
θ(m̂ = m)P (m̂,m) (103c)
=
∑
m̂,m,yn,xn,C
θ(m̂ = m)P (m̂|yn, C)P (yn|xn)δ(xn, xn(m))P (m)P (C)(103d)
=
1
Nm
∑
m̂
∑
C
P (C)
∑
yn
P (m̂|yn, C)P (yn|xn(m̂)) . (103e)
The choice of m̂ ∈ Sm does not matter. Any choice would give the same
answer for Psuc
1
Nm
∑
m̂
∑
C
P (C) =
∑
C
P (C) = EC . (104)
Thus
Psuc = EC
∑
yn
P (yn|xn(m̂))
∏
m6=m̂
θ
(
R <
1
n
ln
P (yn : xn(m̂))
P (yn : xn(m))
)
. (105)
Let ∮
k(·)
=
∏
m6=m̂
{∫ +∞
−∞
dk(m)
2πi
1
(k(m)− iǫ)
}
, (106)
and
K =
∑
m6=m̂
k(m) . (107)
Expressing the θ functions in Eq.(105) as integrals (see Eq.(8)), we get
Psuc =
∮
k(·)
e−iKR
∑
yn,xn(·)
exp
n ∑
y∈S y , x(·)∈S
Nm
x
P[ ](y, x(·)) lnZ(y, x(·))
 , (108)
where
Z(y, x(·)) = P (y|x(m̂))
∏
m
{P x (x(m))}
∏
m6=m̂
{
P i
k(m)
n (y : x(m̂))
P i
k(m)
n (y : x(m))
}
. (109)
20
Next we express the sum over yn, xn(·) as a p-type integral to get
Psuc =
∮
k(·)
e−iKR
∫
DP[ ]nN y +N xNm−1(d[yn,xn(·)])H=0eL0 , (110)
where
L0 = n
∑
y,x(·)
P[ ](y, x(·)) ln Z(y, x(·))
P[ ](y, x(·)) . (111)
We add to L0 a Lagrange multiplier term that constrains the components of the vector
{P[ ](y, x(·))}∀y,x(·) so that they sum to one:
L = Lλ = L0 + nλ
∑
y,x(·)
P[ ](y, x(·))− 1
 (112)
for any λ ∈ R. It’s easy to check that L is maximized when
P˜[ ](y, x(·)) = Z(y, x(·))∑
y,x(·) Z(y, x(·))
. (113)
Evaluating the integrand of the p-type integral in Eq.(110) at this tilde point yields
Psuc =
∮
k(·)
e−iKRen lnZ , (114)
where
Z =
∑
y,x(·)
Z(y, x(·)) . (115)
Using the shorthand notations
Ey =
∑
y
P (y), Ex(m) =
∑
x(m)
P x (x(m)) , (116)
Z can be expressed as
Z = Ey
Ex(m̂)[P 1+iKn (y : x(m̂))] ∏
m6=m̂
{
Ex(m)[P
−i
k(m)
n (y : x(m))]
} . (117)
Define
Z0 = [Z]k(m)=0 ∀m = EyEx(m̂)[P
1+iK
n (y : x(m̂))] . (118)
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Note that 1 equals
1 =
∫ +∞
−∞
dK δ(
∑
m6=m̂
{k(m)} −K) (119a)
=
∫ +∞
−∞
dK
∫ +∞
−∞
dh
2π
eih(
∑
m6=m̂{k(m)}−K) . (119b)
Multiplying Psuc by 1 certainly doesn’t change it. Thus the right hand sides of
Eqs.(114) and (119b) can be multiplied to get
Psuc =
∫ +∞
−∞
dh
2π
∫ +∞
−∞
dK eiK(−h−R)
∮
k(·)
eih
∑
m6=m̂ k(m)en lnZ . (120)
Next we will assume that, for all m, when doing the contour integration over
k(m) in Eq.(120) with Z given by Eq.(117), the en lnZ can be evaluated at the value
k(m) = iǫ→ 0 of the pole.3 Symbolically, this means we assume
∮
k(·)
eih
∑
m6=m̂ k(m)en lnZ = en lnZ0
∮
k(·)
eih
∑
m6=m̂ k(m) (121a)
= en lnZ0θ(h > 0) . (121b)
Applying Eq.(121b) to Eq.(120) gives
Psuc =
∫ +∞
−∞
dh
2π
θ(h > 0)
∫ +∞
−∞
dK eiK(−h−R)en lnZ0 . (122)
Next we use Eqs.(11) and (12) to expand lnZ0 to second order in K. This
yields
lnZ0 ≈ iK
n
a− K
2
2n2
b , (123)
where
a = H( y : x ) , (124)
and
b = EyExP (y : x) ln
2 P (y : x)−H2( y : x ) (125a)
= Ey,x ln
2 P (y : x)− [Ey,x lnP (y : x)]2 (125b)
≥ 0 (125c)
3I don’t know how to prove this assumption rigorously. The assumption is plausible, and it does
lead to the correct result for the channel capacity. It may just be an approximation that becomes
increasingly good as n→∞
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(The inequality follows from the identity 〈 x 2〉 − 〈 x 〉2 = 〈( x − 〈 x 〉)2〉 where 〈·〉
denotes an average and x is any random variable.)
With the lnZ0 expanded to second order in K, Eq.(122) becomes
Psuc =
∫ +∞
−∞
dh
2π
θ(h > 0)
∫ +∞
−∞
dK eiK(a−h−R)−
K2
2n
b . (126)
If we keep only the term linear in K in the argument of the exponential, we immedi-
ately get
Psuc = θ(R < H( y : x )) . (127)
If we also keep the term quadratic in K, we get
Psuc =
1
2
erfc
(√
n
2b
[R−H( y : x )]
)
. (128)
Maximizing both sides of Eq.(127) with respect to the source P x , and using
the definition of channel capacity C, we get that there is an encoding and a decoding
for which
Psuc = θ(R < C) . (129)
QED
Claim 14
R = Rm (130)
for consistency of our arguments.
proof: Rather than checking that
∑
m̂ P (m̂|yn, C) = 1, we will check that the total
probability distribution for the whole CB net Eq.(87) sums to one. We want
1 =
∑
m̂,m,yn,xn,C
P (m̂|yn, C)P (yn|xn)δ(xn, xn(m))P (m)P (C) . (131)
Using ∑
m̂,m
=
∑
m̂,m
θ(m̂ = m) +
∑
m̂,m
θ(m̂ 6= m) , (132)
and
∑
m̂,m
θ(m̂ 6= m)P (m)
∑
C
P (C) = (N
2
m −Nm )
Nm
∑
C
P (C) ≈ NmEC , (133)
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we get for any pair m0, m̂ ∈ Sm such that m0 6= m̂,
1 = Psuc +NmEC
∑
yn
P (m̂|yn, C)P (yn|xn(m0)) . (134)
Substituting into Eq.(134) the specific values of the probability distributions P (m̂|yn, C)
and P (yn|xn(m0)), we get
Perr = Nm
∫ +∞
−∞
dh
2π
∫ +∞
−∞
dK eiK(−h−R)
∮
k(·)
eih
∑
m6=m̂ k(m)en lnW , (135)
where
∮
k(·)
is defined as before (see Eq.(106)) and where
W = Ey
 Ex(m̂)[P
iK
n (y : x(m̂))]
Ex(m0)[P
1−i
k(m0)
n (y : x(m0))]∏
m6=m̂,m0
{
Ex(m)[P
−i
k(m)
n (y : x(m))]
}
 . (136)
Let
W0 = [W ]k(m)=0 ∀m = EyEx(m̂)[P
iK
n (y : x(m̂))] . (137)
Next assume that∮
k(·)
eih
∑
m6=m̂ k(m)en lnW = en lnW0
∮
k(·)
eih
∑
m6=m̂ k(m) (138a)
= en lnW0θ(h > 0) . (138b)
Applying Eq.(138b) to Eq.(135) yields
Perr = Nm
∫ +∞
−∞
dh
2π
θ(h > 0)
∫ +∞
−∞
dK eiK(−h−R)en lnW0 . (139)
Now we can make the following change of variables
K → K − in . (140)
Note that this change of variables changes W0 defined by Eq.(137) to Z0 defined by
Eq.(118). Under this change of variables, Eq.(139) becomes
Perr = Nm
∫ +∞
−∞
dh
2π
θ(h > 0)en(−h−R)
∫ +∞
−∞
dK eiK(−h−R)en lnZ0 (141a)
≈ Nm e−nRPsuc , (141b)
or, equivalently,
θ(R > H( y : x )) ≈ Nm e−nRθ(R < H( y : x )) . (142)
Thus, when R equals (or is very close to) H( y : x ), we must have Nm = e
nR.
QED
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6 Source Coding With Distortion
Assume that we are given a function d(x, y) that measures the distance between two
letters of x, y ∈ S x . Assume d(x, x) = 0 and d(x, y) ≥ 0 for all x, y ∈ S x .
Assume that random variables x and x̂ both have the same set of possible
values S x . We define codebook C as an Nm × n matrix given by C = {xn(m)}∀m =
xn(·) where xn(m) ∈ Snx for all m ∈ Sm . We define another codebook Ĉ as an Nm ×n
matrix given by Ĉ = {x̂n(m)}∀m = x̂n(·) where x̂n(m) ∈ Snx for all m ∈ Sm .
We consider all source coding protocols that can be described by the following
CB net:
ONMLHIJKx̂ n GFED@ABCmoo ONMLHIJKx noo
ONMLHIJKĈ
__❅❅❅❅❅❅❅❅❅
??⑧⑧⑧⑧⑧⑧⑧⑧⑧⑧ GFED@ABCCoo
(143)
with S x = S x̂ and
P (xn) =
n∏
j=1
P x (xj) , (144)
P (m|xn, Ĉ) = to be specified , (145)
P (C) = to be specified , (146)
P (Ĉ|C) =
∏
m
P x̂ |x (x̂
n(m)|xn(m)) =
∏
m,j
P x̂ |x (x̂j(m)|xj(m)) , (147)
and
P (x̂n|m, Ĉ) = δ(x̂n, x̂n(m)) . (148)
Assume that we are given a source {P x (x)}∀x ∈ pd(S x ) and a channel {P x̂ |x (x̂|x)}∀x̂∈S x ∈
pd(S x ) for all x ∈ S x . The encoding P (m|xn, Ĉ) and decoding P (C) probability dis-
tributions are yet to be specified.
Henceforth, we will use the following shorthand notations
Ej =
1
n
n∑
j=1
, Ex̂,x =
∑
x̂,x
P x̂ | x (x̂|x)P x (x) . (149)
As usual, we define the rate of m by Rm = ln(Nm )/n. We define the
probability of success by
Psuc = P [Ejd( x̂ j, x j) ≤ D] (150)
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where D ∈ R>0 is called the distortion. Note that when D = 0, Psuc = P ( x̂ n =
x n), which is what we used previously when we considered source coding without
distortion.
For any source P x and distortion D, it is useful to define a rate distortion
function H x (D) by
H x (D) = min
P x̂ |x :Ex̂,xd(x̂,x)<D
HP x̂ |x P x ( x̂ : x ) . (151)
Claim 15 (Properties of H x (D))
(a) H x (D) is a monotonically non-increasing, convex function of D.
(b) H x (0) = H( x )
(c) H x (E
Q
x̂,xd(x̂, x)) ≤ HQ( x̂ : x ), where EQx̂,x =
∑
x̂,xQ(x̂, x), where {Q(x̂, x)}∀x̂,x ∈
pd(S x̂ , x ) such that
∑
x̂Q(x̂, x) = P x (x) for all x.
proof:
proof of (a): Monotonicity is obvious. To prove convexity, recall (see C&T
for a proof) that the mutual information is a convex function of its joint probability.
This means that for any λ ∈ [0, 1] and P1, P0 ∈ pd(S x̂ , x ), if
Pλ(x̂, x) = λP1(x̂, x) + (1− λ)P0(x̂, x) (152)
for all x̂, x, then
HPλ( x̂ : x ) ≤ λHP1( x̂ : x ) + (1− λ)HP0( x̂ : x ) . (153)
For any λ ∈ [0, 1], let D0, D1 ∈ R≥0 and
Dλ = λD1 + (1− λ)D0 . (154)
Suppose P0, P1 ∈ pd(S x̂ , x ) such that
∑
x̂ Pj(x̂, x) = P x (x) for all x and
H x (Dj) = HPj( x̂ : x ) (155)
for j = 0, 1. Define Pλ by Eq.(152). Then
H x (Dλ) ≤ HPλ( x̂ : x ) (156a)
≤ λHP1( x̂ : x ) + (1− λ)HP0( x̂ : x ) (156b)
= λH x (D1) + (1− λ)H x (D0) . (156c)
proof of (b): If D = 0, then P (x̂|x) = δx̂x so H( x̂ : x ) = H( x ).
proof of (c): This follows from definition of H x (D).
QED
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Claim 16 Optimality: ∀(D,Rm ), if ∃ an encoding and a decoding that satisfy limn→∞ Perr =
0 for the CB net of Eq.(143), then Rm ≥ H x (D).
proof:
nRm = lnNm = H(m ) = H( x̂
n : m ) +H(m | x̂ n) (157a)
≥ H( x̂ n : m ) (157b)
≥ H( x̂ n : x n) (157c)
=
∑
j
H( x̂ j : x j) (157d)
≥
∑
j
H x
(
Ex̂j ,xjd(x̂j , xj)
)
(157e)
≥ nH x
(
1
n
∑
j
Ex̂j ,xjd(x̂j , xj)
)
(157f)
= nH x (Ex̂,xd(x̂, x)) (157g)
≥ nH x (D) (157h)
(157c): This follows from the data processing inequalities. (See C&T for a proof of the
data processing inequalities.)
(157d): This follows from Claim 11 in the case of equality. We are assuming that P (Ĉ|C)
is a DMC, and that P (C) is an i.i.d. source. This forces (x̂j(m), xj(m)) and
(x̂j′(m), xj′(m)) with j 6= j′ to be independent.
(157e): This follows from Claim 15, part (c).
(157f): This follows because H x (D) is a convex function of D.
(157g): This follows from using P[ ](x̂, x)→ P (x̂, x).
(157h): Eq.(150) is the definition of D. Expressing Eq.(150) in terms of p-types and
using P[ ](x̂, x)→ P (x̂, x), we find that Ex̂,xd(x̂, x) < D is necessary for success.
Then use the fact that H x (D) is non-increasing.
QED
Claim 17 Achievability: ∀(D,Rm ), if Rm ≥ H x (D), then ∃ an encoding and a
decoding that satisfy limn→∞ Perr = 0 for the CB net of Eq.(143).
27
proof: So far, the encoding and decoding probability distributions are unspecified.
In this proof, we will use one possible choice for these distributions. For decoder P (C)
we choose:
P (C) = P x (xn(·)) =
∏
m
{P x (xn(m))} =
∏
m,j
{P x (xj(m))} , (158)
and for encoder P (m|xn, Ĉ) we choose:
P (m|xn, Ĉ) =
∏
m′ 6=m
θ
(
R >
1
n
ln
P (xn|x̂n(m))
P (xn|x̂n(m′))
)
(159a)
=
∏
m′ 6=m
θ
(
R >
1
n
ln
P (xn : x̂n(m))
P (xn : x̂n(m′))
)
(159b)
for some R > 0. Note that there is no guarantee that this definition of P (m|xn, Ĉ)
is a well defined probability distribution satisfying
∑
m P (m|xn, Ĉ) = 1. In the next
Claim, we will prove that if R = Rm , then P (m|xn, Ĉ) is well defined.
Let
P (Ĉ) =
∑
C
P (Ĉ|C)P (C) . (160)
One has
Psuc = P [Ejd( x̂ j , x j) < D] (161a)
=
∑
x̂n,xn
P (x̂n, xn)θ(Ejd(x̂j , xj) < D) (161b)
=
∑
x̂n,xn,m,Ĉ
P (x̂n|m, Ĉ)P (m|xn, Ĉ)P (xn)P (Ĉ)θ(Ejd(x̂j , xj) < D) (161c)
=
∑
m
EĈExnP (m|xn, Ĉ)θ(Ejd(x̂j(m), xj) < D) . (161d)
Consider what happens to P (m|xn, Ĉ) in Eq.(161d) as D → 0. When D →
0, x̂n(m) → xn by virtue of Eq.(161d). Hence P (xn|x̂n(m)) → 1. Furthermore,
P (xn|x̂n(m′))→ P (xn(m)|x̂n(m′)) = P (xn(m))δm′m = P (xn)δm′m . Thus
P (m|xn, Ĉ)→ θ
(
R >
1
n
ln
1
P (xn)
)
= θ(xn ∈ AP x ) . (162)
Hence, when D = 0, the encoder P (m|xn, Ĉ) in Eq.(161d) is the same as the one we
used when we considered source coding without distortion.
For any Q ∈ pd(S x̂ , x ) such that
∑
x̂Q(x̂, x) = P x (x) for all x, define
θQ(x̂,x) = θQ x̂ , x = θ(
∑
x̂,x
Q(x̂, x)d(x̂, x) < D) . (163)
28
Note that
θ(Ejd(x̂j(1), xj) < D) = θP[ ](x̂(1),x) . (164)
Note that ∑
m
EĈ = NmEĈ . (165)
Hence, the choice of m ∈ Sm in Eq.(161d) does not matter. Any choice would give
the same answer for Psuc. Thus, Eq.(161d) can be replaced by the following. Assume
1 ∈ Sm and replace m by 1 and m′ by m. Also use Eq.(164). Then
Psuc = NmEĈExn
∏
m6=1
{
θ
(
R >
1
n
ln
P (xn : x̂n(1))
P (xn : x̂n(m))
)}
θP[ ](x̂(1),x) . (166a)
If we assume that our formalism will eventually justify the physically plausible
assumption that P[ ](x̂(1), x)→ P x̂ , x (x̂(1), x), then we may replace θP[ ](x̂(1),x) by θP x̂ , x
at this point. This would simplify the analysis below. Instead, we will continue with
θP[ ](x̂(1),x) and show that our formalism does indeed lead to the same result as if we
had replaced θP[ ](x̂(1),x) by θP x̂ , x at this point.
Let ∮
k(·)
=
∏
m6=1
{∫ +∞
−∞
dk(m)
2πi
1
(k(m)− iǫ)
}
, (167)
and
K =
∑
m6=1
k(m) . (168)
Expressing the θ functions in Eq.(166a) as integrals (see Eq.(8)), we get
Psuc = Nm
∮
k(·)
eiKR
∑
x̂n(·),xn
exp
n ∑
x̂(·)∈S
Nm
x , x∈S x
P[ ](x̂(·), x) lnZ(x̂(·), x)
 θP[ ](x̂(1),x) ,
(169)
where
Z(x̂(·), x) = P (x)
∏
m
{P (x̂(m))}
∏
m6=1
{
P−i
k(m)
n (x : x̂(1))
P−i
k(m)
n (x : x̂(m))
}
. (170)
Next we express the sum over x̂n(·), xn as a p-type integral to get
Psuc = Nm
∮
k(·)
eiKR
∫
DP[ ]nN x (Nm+1)−1(d[x̂n(·),xn])H=0eL0θP[ ](x̂(1),x) , (171)
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where
L0 = n
∑
x̂(·),x
P[ ](x̂(·), x) ln Z(x̂(·), x)
P[ ](x̂(·), x) . (172)
We add to L0 a Lagrange multiplier term that constrains the components of the vector
{P[ ](x̂(·), x)}∀x̂(·),x so that they sum to one:
L = Lλ = L0 + nλ
∑
x̂(·),x
P[ ](x̂(·), x)− 1
 (173)
for any λ ∈ R. It’s easy to check that L is maximized when
P˜[ ](x̂(·), x) = Z(x̂(·), x)∑
x̂(·),x Z(x̂(·), x)
. (174)
Evaluating the integrand of the p-type integral in Eq.(171) at this tilde point yields
Psuc = Nm
∮
k(·)
eiKRen lnZθP˜[ ](x̂(1),x) (175)
where
Z =
∑
x̂(·),x
Z(x̂(·), x) . (176)
Z can be expressed as
Z = Ex
[
Ex̂(1)[P
−iK
n (x̂(1) : x)]
∏
m6=1
{
Ex̂(m)[P
i
k(m)
n (x̂(m) : x)]
}]
. (177)
Define
Z0 = [Z]k(m)=0 ∀m = ExEx̂(1)[P
−iK
n (x̂(1) : x)] . (178)
Note that 1 equals
1 =
∫ +∞
−∞
dK δ(
∑
m6=1
{k(m)} −K) (179a)
=
∫ +∞
−∞
dK
∫ +∞
−∞
dh
2π
eih(
∑
m6=1{k(m)}−K) . (179b)
Multiplying Psuc by 1 certainly doesn’t change it. Thus the right hand sides of
Eqs.(175) and (179b) can be multiplied to get
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Psuc = Nm
∫ +∞
−∞
dh
2π
∫ +∞
−∞
dK eiK(−h+R)
∮
k(·)
eih
∑
m6=1 k(m)en lnZθ
P˜[ ](x̂(1),x)
. (180)
Next we will assume that, for all m, when doing the contour integration over k(m) in
Eq.(180) with Z given by Eq.(177), the en lnZθP˜[ ](x̂(1),x) can be evaluated at the value
k(m) = iǫ→ 0 of the pole.4 Symbolically, this means we assume
∮
k(·)
eih
∑
m6=1 k(m)en lnZθ
P˜[ ](x̂(1),x)
= en lnZ0θ
P−i
K
n (x̂(1),x)
∮
k(·)
eih
∑
m6=1 k(m) (181a)
= en lnZ0θ
P−i
K
n (x̂(1),x)
θ(h > 0) . (181b)
Applying Eq.(181b) to Eq.(180) gives
Psuc = Nm
∫ +∞
−∞
dh
2π
θ(h > 0)
∫ +∞
−∞
dK eiK(−h+R)en lnZ0θ
P−i
K
n (x̂(1),x)
. (182)
Next we make the following change of variables:
K → K + in . (183)
Let
W0 = [Z0]K→K+in = ExEx̂(1)[P
1−iK
n (x̂(1) : x)] . (184)
Under this change of variables, Eq.(182) becomes
Psuc = Nm
∫ +∞
−∞
dh
2π
θ(h > 0)e−n(−h+R)
∫ +∞
−∞
dK eiK(−h+R)en lnW0θ
P 1−i
K
n (x̂(1),x)
.
(185)
Next we use Eqs.(11) and (12) to expand lnW0 to second order in K. This
yields
lnW0 ≈ −iK
n
a− K
2
2n2
b , (186)
where
a = H( x̂ : x ) , (187)
4I don’t know how to prove this assumption rigorously. The assumption is plausible, and it does
lead to the correct result for the channel capacity. It may just be an approximation that becomes
increasingly good as n→∞
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and
b = Ex̂ExP (x̂ : x) ln
2 P (x̂ : x)−H2( x̂ : x ) (188a)
= Ex̂,x ln
2 P (x̂ : x)− [Ex̂,x lnP (x̂ : x)]2 (188b)
≥ 0 . (188c)
With the lnW0 expanded to second order in K, and θ
P 1−i
K
n (x̂(1),x)
to zeroth
order in K, Eq.(185) becomes
Psuc = θP x̂ , xNm
∫ +∞
−∞
dh
2π
θ(h > 0)en(h−R)
∫ +∞
−∞
dK eiK(−a−h+R)−
K2
2n
b . (189)
If we keep only the term linear in K in the argument of the exponential, we immedi-
ately get
Psuc ≈ θP x̂ , xNm e−naθ(R > a) ≈ Nm e−nRθ(R > H( x̂ : x )) . (190)
Minimizing both sides of Eq.(190) with respect to the channel Px̂|x and using
the definition of the rate distortion function H x (D), we get that there is an encoding
and a decoding for which
Psuc = Nm e
−nRθ(R > H x (D)) . (191)
QED
Claim 18
R = Rm (192)
for consistency of our arguments.
proof: For consistency, must have Nm e
−nR = 1 in Eq.(191).
QED
A Appendix: Some Integrals Over Polytopes
This appendix is a collection of integration formulas for doing integrals over polytope
shaped regions. These formulas are useful for doing p-type integrations.
The standard polytope is defined as the set ∆n = {(t0, t1, . . . , tn) : t0 + t1 +
. . .+ tn = 1, tj ≥ 0 for all j}.
For {Px}∀x ∈ pd(S x ), we define the following integration operator:
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∫
DP x =
∏
x
{∫ 1
0
dPx
}
δ
(∑
x
Px − 1
)
. (193)
This is the same definition as Eq.(18), except for an arbitrary vector {Px}∀x instead
of just for a p-type {P[xn](x)}∀x.
It is well known and easy to show by induction that∫
DP x 1 = 1
(Nx − 1)! . (194)
More generally, the so called Dirichlet integral, defined by
In =
n∏
j=1
{∫ 1
0
dxj x
aj−1
j
}∫ 1
0
dx0δ
(
n∑
j=0
xj − 1
)
(195a)
=
n∏
j=1
{∫ 1
0
dxj x
aj−1
j
}
θ(
n∑
j=1
xj ≤ 1) (195b)
can be shown5 to be equal to
In =
∏n
j=1 Γ(aj)
Γ(
∑n
j=1 aj)
, (196)
where Γ(·) stands for the Gamma function. Γ(n) = (n− 1)! for any positive integer
n.
In SIT, when doing p-type integrals for large n, one often encounters integrals
of sharply peaked Gaussian functions integrated over polytope regions. Since the
Gaussians are sharply peaked, as long as their peak is not near the boundary of the
polytope region, the integrals can be easily evaluated approximately in a Gaussian
approximation which becomes increasingly accurate as n increases.
Recall that ∫ +∞
−∞
dx e−λx
2
=
√
π
λ
(197)
for λ > 0.
Claim 19 Suppose {Qx}∀x ∈ pd(S x ), ∆Px = Px −Qx, and λx >> 1 for all x ∈ S x .
Then ∫
DP x exp
(
−
∑
x
λx(∆Px)
2
)
≈
√√√√ πN x−1∏
x {λx}
(
1
λ‖
) , (198)
where λ‖ =
(∑
x
1
λx
)−1
. (If the λx are thought of as electrical resistances connected
in parallel, then λ‖ is the equivalent resistance.)
5See, for example, Ref.[5] for a proof.
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proof: Let LHS and RHS denote the left hand side and right hand side of Eq.(198).
One has
LHS ≈
∏
x
{∫ +∞
−∞
d∆Px
}
δ(
∑
x
∆Px) exp
(
−
∑
x
λx(∆Px)
2
)
(199a)
=
∫ +∞
−∞
dk
2π
Γ (199b)
where
Γ =
∏
x
{∫ +∞
−∞
d∆Px exp
(−λx(∆Px)2 + ik∆Px)} (200a)
=
∏
x
{
e−
k2
4λx
∫ +∞
−∞
d∆Px exp
(
−λx(∆Px − ik
2λx
)2
)}
(200b)
= e
− k
2
4λ‖
∏
x
{√
π
λx
}
. (200c)
Thus
LHS =
∏
x
{√
π
λx
}∫ +∞
−∞
dk
2π
e
− k
2
4λ‖ (201a)
=
∏
x
{√
π
λx
}
1
2π
√
π
1
4λ‖
(201b)
= RHS . (201c)
QED
Claim 20 Suppose matrix (Ax,x′)∀x,x′ has eigenvalues {λx}∀x. Suppose {Qx}∀x ∈
pd(S x ), ∆Px = Px −Qx, and λx >> 1 for all x ∈ S x . Then∫
DP x exp
(
−
∑
x,x′
∆PxAx,x′∆Px′
)
≈
√
πN x−1
det(A)tr(A−1)
, (202)
proof: Just diagonalize the matrix Ax,x′ and use the previous claim, where now the
λx are the eigenvalues of A.
QED
For {Py|x}∀y ∈ pd(S y ) for all x ∈ S x , we define the following integration
operator:
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∫
DP y |x =
∏
x,y
{∫ 1
0
dPy|x
}∏
x
{
δ
(∑
y
Py|x − 1
)}
. (203)
This is the same definition as Eq.(46), except for an arbitrary vector {Py|x(y|x)}∀y
instead of just for a p-type {P[yn|xn](y|x)}∀y.
Note that Eq.(194) implies that
∫
DP y |x 1 =
[
1
(N y − 1)!
]N x
. (204)
Claim 21 Suppose matrix Ay|x , y′|x′ has eigenvalues {λy|x}∀x,y. Suppose {Qy|x}∀y ∈
pd(S y ), ∆Py|x = Py|x −Qy|x, and λy|x >> 1 for all x ∈ S x and y ∈ S y . Then (using
Einstein’s repeated index summation convention)
∫
DP y |x exp
(−∆Py|xAy|x , y′|x′∆Py′|x′) ≈
√√√√√ πN yN x−N x
det(A) det
[(∑
y1,y2
A−1
y1|x1 , y2|x2
)
∀x1,x2
] ,
(205)
proof: Let LHS and RHS denote the left hand side and right hand side of Eq.(205).
Let (ωy)y∈S y be a vector with all components equal to one. Then
LHS ≈
∏
x,y
{∫ +∞
−∞
d∆Py|x
}∏
x
{
δ(ωy∆Py|x)
}
e−∆Py|xAy|x , y′|x′∆Py′|x′ (206a)
=
∏
x
{∫ +∞
−∞
dkx
2π
}
Γ , (206b)
where
Γ =
∏
x,y
{∫ +∞
−∞
d∆Py|x
}
e−∆Py|xAy|x , y′|x′∆Py′|x′+iωy∆Py|xkx (207a)
= e
− 1
4
kx1ωy1A
−1
y1|x1 , y2|x2
ωy2kx2
∏
x,y
{∫ +∞
−∞
d∆Py|x
}
e−∆˜Py|xAy|x , y′|x′∆˜Py′|x′ ,(207b)
where
∆˜Py|x = ∆Py|x − i
2
kx1ωy1A
−1
y1|x1 , y|x
. (208)
Thus
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Γ = e
− 1
4
kx1ωy1A
−1
y1|x1 , y2|x2
ωy2kx2
√
πN xN y
detA
. (209)
Thus
LHS =
√
πN xN y
detA
∏
x
{∫ +∞
−∞
dkx
2π
}
e
− 1
4
kx1ωy1A
−1
y1|x1 , y2|x2
ωy2kx2 (210a)
=
√
πN xN y
detA
π
Nx
2
(2π)N x
1√√√√det[(ωy1A−1y1|x1 , y2|x2ωy2
4
)
∀x1,x2
] (210b)
= RHS . (210c)
QED
When using many of the integration formulas presented in this appendix, it
is necessary to calculate the inverse and determinant of a large matrix. I found the
following formulas can often be helpful in doing this.
Claim 22 Suppose E is an n× n matrix. Suppose p and q are n component column
vectors. Suppose
A = E + pqT . (211)
Then
A−1 = E−1 − E
−1pqTE−1
1 + qTE−1p
, (212a)
det(A) = det(E)(1 + qTE−1p) . (212b)
proof: To prove Eq.(212a), just show that the right hand sides of Eqs.(211) and
(212a) multiply to one.
To prove Eq.(212b), one may proceed as follows. We will assume A ∈ C3×3 for
concreteness. The proof we will give generalizes easily to A’s of dimension different
from 3. Let ǫj1j2,j3 be the totally antisymmetric tensor with 3 indices. We will use
Einstein summation convention. Let
Qj = qk(E
−1)k,j . (213)
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Then
det(A) = det(E) det(δi,j + piQj) (214a)
= det(E)ǫj1,j2,j3(δ1,j1 + p1Qj1)(δ2,j2 + p2Qj2)(δ3,j3 + p3Qj3) (214b)
= det(E)(1 + pjQj) . (214c)
QED
Claim 23 Suppose A is an n× n matrix, and 0 < ǫ << 1. Then
det(1 + ǫA) = 1 + ǫtr(A) +O(ǫ2) . (215)
proof: Just diagonalize A.
QED
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