Iterative solution of the Levermore-Pomraning equations for transport in binary statistical mixtures can be extremely slow in certain limits. We propose an iterative method that improves convergence by utilizing a combination of inner iterations, synthetic acceleration schemes and Krylov iterative methods. Spectral analysis and numerical results show that our new scheme outperforms simpler iterative methods for problems in either the diffusion or the atomic mix regimes, or both.
INTRODUCTION
The development of transport methods for stochastic mixtures is necessary for the numerous physical constructs in which heterogeneities are not distributed in a predictable and ordered way -that is, when the material composition and distribution are known only statistically. We then describe the flux and other physical quantities of interest in terms of an ensemble average, or the average over all possible "realizations" of the material. A closed system of equations for the ensemble average of the flux was derived twenty years ago by Levermore, Pomraning and Vanderhaegen for binary, or two-state, mixtures using the Levermore-Pomraning (LP) closure [1, 2] . The model comprises two coupled equations for the conditional ensemble average of the flux in the two materials.
Unfortunately, iterative convergence of the discretized system can be very slow in diffusive and/or atomically mixed regimes. Recently, two distinct acceleration techniques have been devised to remedy different aspects of this problem. The first is a coupled diffusion synthetic acceleration (DSA) scheme, which was designed to accelerate iterative solution in optically thick, diffusive materials, although it was successful in a wider variety of regimes [3] . The second is an atomic mix synthetic acceleration (AMSA) scheme which exploits the asymptotic atomic mix limit to calculate a lower-order correction for the flux in the absence of scattering [4] . However, a scheme has not yet been devised to accelerate convergence when the material is both diffusive and atomically mixed. We propose a three-part acceleration scheme that accomplishes this objective. Firstly, we divide the outer iteration into two inner iterations. One we call the "material iteration," which attenuates error modes in the atomic mix limit. The other we call the "species iteration," which attenuates error modes in the diffusion limit. Secondly, we apply atomic mix synthetic acceleration (AMSA) to the material iteration and S 2 synthetic acceleration (S 2 SA) to the inner source iterations to offset the cost of doing three inner iterations per outer iteration. Finally, we wrap a Krylov iterative solver around both the inner and outer iterations to further accelerate convergence. We display the effectiveness and efficiency of the new iteration scheme by presenting a spectral analysis of the iteration operator and measuring the iteration count and computing cost compared against those for a basic one-step iteration (which can also be accelerated using a Krylov iterative method). Note that our methodology and some numerical results have been presented previously [5] , but that this paper explores a more comprehensive set of test cases, complementary spectral analysis and an exploration of the behavior of the inner iterations.
ITERATIVE SOLUTION OF THE LEVERMORE-POMRANING EQUATIONS

One-Step Method
The transport of neutrons in one-dimensional, two-state statistical mixtures is described approximately by the following form of the S N LP equations:
The index m is used to denote the basic one-step iteration, the µ n (n = 1 . . . N ) are Gauss quadrature angles andL ℓ,n = µ n ∂ ∂s + Σ ℓ + |µn| λ ℓ . For material ℓ, Σ ℓ and Σ s,ℓ are total and scattering cross sections, λ ℓ is the mean chord length, ψ ℓ,n is the conditional ensemble average of the angular flux at angle µ n , φ ℓ is the conditional ensemble average of the scalar flux, and Q ℓ,n is an isotropic volume source. The one-step iteration is robust but it converges slowly in either the atomic mix limit, λ ℓ Σ ℓ ≪ 1, or in the diffusion limit, c ℓ = Σ s,ℓ /Σ ℓ ≈ 1, or both.
Two-Step Method
Alternately, we could separate each outer iteration into a sequence of two inner iterations: A "material iteration" that attenuates the atomic mix error mode and a "species iteration" consisting of two source iterations, one for each material, that attenuates diffusive error modes. Since the prevalent error modes are being handled separately in this two-step outer iteration, it is expected that this scheme will converge in fewer iterations than the one-step outer iteration scheme (Eqs. 1). Consider the following two-step scheme, with outer iteration index m, comprising two inner iterations. The index i is assigned to the first inner iteration, or material iteration, which is given by:
where the values of φ , which are then held constant in the second inner iteration, or species iteration. The species iteration comprises two independent iterations, each with index
for l = 1, 2. The result of this iteration gives φ
for the next outer iteration.
Since each two-step iteration requires three inner iterations while the one-step iteration requires only a single sweep, it is imperative that the inner iterations are accelerated. The structure of the inner iterations easily allows for the use of known synthetic acceleration schemes. Specifically, the material iteration is accelerated with atomic mix synthetic acceleration (AMSA) [4] and the species iteration is accelerated using S 2 synthetic acceleration (S 2 SA) [6] .
Operator Notation
The system is discretized using a linear discontinuous finite element method. The discretized form of the outer iteration schemes can then be written in general matrix notation as
where Ψ is ψ for the one-step iteration, φ for the two-step, ψ 2 for the material iteration and φ ℓ for the species iteration in material ℓ. Multiplication by T represents the inversion of a transport operator and Ψ 0 represents an uncollided flux or source vector [7] , which is computed before iteration begins.
Rewriting the accelerated forms of the inner iterations (Eqs. 2 and 3) in matrix notation yields:
where E represents the inversion of the AMSA or S 2 SA transport operator and is the lower-order atomic mix or S 2 approximation of (I − T) −1 T. It multiplies the residual, Ψ (i+
, to yield the AMSA or S 2 SA correction of the angular flux.
Krylov Iterative Methods
While the two-step outer iteration scheme is expected to converge in fewer iterations than the one-step scheme, slow convergence is anticipated in the atomic mix-diffusion regime, where c ℓ ≈ 1 and λ ℓ Σ ℓ ≪ 1. Krylov iterative methods have proven to be efficient and effective in problems for which traditional source iteration converges slowly, particularly when preconditioned with DSA [8] .
In order to solve our system using a Krylov iterative method, we rewrite Eq. 4 as
Because a single transport sweep calculates the product T Ψ, the algorithm is very simply modified to compute (I − T) v, which represents the action of an operator corresponding to the one-step or two-step iteration, or to any of the inner iterations, on a vector v that is supplied by a Krylov method at every iteration. For the inner iterations, it is possible to left precondition the system using AMSA and S 2 SA in order to accelerate the convergence of the Krylov solvers. Rearranging Eq. 5 yields
Because the synthetic acceleration algorithms compute the operation of E on the supplied residual, they are easily modified to return the action of (I + E) on a vector. We will use restarted Generalized Minimal RESidual (GMRES(m)) method as it was designed for use with nonsymmetric operators such as our transport operator.
SPECTRAL ANALYSIS
The spectral radius of the operator T determines the convergence rate of the simple iterative schemes. Thirty six test cases were chosen to explore a wide range of problem regimes and are delineated in Table I .
As can be seen in Table II , in all cases, the spectral radii for the two-step operator were smaller than those for the one-step operator. For both the one-step and two-step schemes, the spectral radii were smallest when the material was not atomically mixed and/or diffusive, larger when only one material was atomically mixed and/or diffusive and largest when both materials were atomically mixed and/or diffusive. The spectral radii for the inner material iterations (see Table II ) were large when the λs were small, and vice versa, but were unaffected by the magnitude of c. Not surprisingly, the AMSA method was particularly effective at reducing the spectral radius when the material was atomically mixed. The spectral radii for the inner species iterations, on the other hand, were affected by both λ and c because Σ ℓ is modified by the term
(see the definition of the operatorL ℓ,n following Eq. 1). Therefore, the spectral radius is large whenever c and λ ℓ are large, and small when either c or λ ℓ are small. S 2 SA always effectively reduced the spectral radius. There are several properties of an operator that influence the choice of a Krylov iterative method and yield some information about its rate of convergence, which is difficult to quantify precisely. Among these are the symmetry and positive-definiteness of the operator, and whether it is normal in the case that it is nonsymmetric. However, in general the eigenvalue spectrum of the matrix (I − T) yields qualitatively useful information about the rate of convergence. Loosely speaking, the convergence rate is determined by the distribution of eigenvalues. It has been shown that it is directly proportional to the radius of the circles bounding clusters of eigenvalues, relative to their centers, along with the relative distances between clusters [9] . Convergence is best for small clusters centered near unity and is worse for large clusters or clusters centered near zero. We examine spectra for some representative problems in Fig. 1 . In each of the plots, c 1 = c 2 = 1.0, but the materials are more atomically mixed in 1(b) and 1(d). We see that the spectrum of the two-step method is tightly clustered at one with a few outliers, whereas the one-step spectrum is less tightly clustered and the clusters are farther from unity. In Fig. 1(b) , the one-step spectrum has shifted closer to zero. Although the cluster is slightly smaller than in 1(a), its proximity to zero indicates that convergence could be slow. The spectrum for the two-step operator is also shifted away from one, although not as dramatically as for the one-step operator, and there are more outliers between zero and unity. The spectra indicate that both operators are well-suited for GMRES and convergence is slower in the atomic mix regime for both operators, but the two-step method should converge more rapidly in general. For smaller values of c, shapes of the spectra are similar but the outliers are closer to unity, indicating more rapid convergence.
The preconditioned operators for all three of the inner iterations (1(c) and 1(d)) show better convergence properties than the unpreconditioned as their spectra are more tightly clustered and the centers of their clusters are closer to one. It can also be seen that the spectrum of the unpreconditioned material iteration operator in 1(c) shows much better convergence properties than that in 1(d), which is extremely close to zero since the material is atomically mixed. The preconditioned operators show the opposite behavior, however, demonstrating the effectiveness of AMSA as a preconditioner in the atomic mix limit. Interestingly, as discussed previously, varying λ does effect the convergence rates of the species iterations. As can be seen in comparing 1(c) and 1(d), while c is the same in both cases, the spectra in 1(d) are tightly clustered close to one while the spectra in 1(c) are far from one and are much more spread out, indicating that the species iterations should converge more quickly in the atomic mix case. While decreasing c has no effect on the inner material iterations, it does cause the clusters in the spectrum of the species iterations to become smaller and shift toward unity.
Restarted GMRES is guaranteed to converge if the matrix is positive definite (PD) [10, 11] . The operator (I − T) and, for the inner iterations, the corresponding preconditioned operators (I + E)(I − T) were tested for positive definiteness. We found that the operator for the one-step scheme was PD in only five of the thirty-six cases examined and the two-step operator was PD in all but eight of the cases examined. The inner material iteration is not PD in those cases where both λ 1 and λ 2 are O(10 −3 ), but the preconditioned operator is PD in all cases. The inner species iteration operators are PD in all cases, both with and without preconditioning. Note that although restarted GMRES is guaranteed to converge whenever the operator is PD, it is also not guaranteed to fail when the operator is not PD. Indeed, for all cases examined, GMRES(10) always converges (see Section 4). However, the fact that the outer iteration operator is not positive definite in certain regimes emphasizes the need to find a preconditioner for the outer iterations.
NUMERICAL RESULTS
Numerical results were obtained iteratively and in all cases Ψ 0 is used as the initial guess for Ψ. Iteration proceeds until
where ε is a small, user-defined convergence criterion. As can be seen in Table III , for both the simple scheme and GMRES(10), the two-step method always converged in fewer iterations than the one-step method. In most cases the iteration counts differed by one to two orders of magnitude. Similarly, in comparing the simple and GMRES(10) iterative schemes for one-and two-step, GMRES(10) always converged in fewer iterations than the simple scheme, and the counts differed by at least one order of magnitude in most cases. For both outer iteration schemes, the greatest differences were seen in the atomic mix-diffusion limit. For the inner iterations, GMRES(10) always converged in fewer iterations than traditional material or source iteration. Acceleration (preconditioning) decreased the iteration count in most cases.
Because GMRES(m) requires more work than simple iterative methods, and because a single two-step iteration requires more work than a one-step iteration, iteration count can be used to judge the effectiveness but not the efficiency of the various solution methods. We measured the computational work and relative efficiency by collecting floating point operation (FLOP) counts for the thirty-six test cases. The results are displayed in Table IV . As can be seen, GMRES(10) always requires less computational effort than the simple iteration and it is always more efficient to accelerate (precondition) the inner iterations. The two-step scheme is not always more efficient than the one-step, but it is much more efficient in the atomic-mix regime. We found that for the cases in which the two-step method with GMRES(10) is slower, it is 2.5 times slower than the one-step method with GMRES(10) on average and it is 5.4 times slower at worst (when the material is neither atomically mixed nor diffusive). On the other hand, in cases where the one-step method with GMRES(10) is slower, it is 6.8 times slower than the two-step method GMRES(10) on average and nearly 24 times slower at worst (when the material is both atomically mixed and diffusive). We also note that case 4 corresponds to a highly diffusive and atomically mixed material while case 13 corresponds to a material that is neither diffusive nor atomically mixed. Thus, compared to the one-step method, the two-step method becomes increasingly effective as the material approaches the atomic mix-diffusion limit, and is extremely effective once in this limit, but it is less effective in materials that are neither diffusive nor atomically mixed. 
CONCLUSIONS
As expected, the new two-step scheme that we have proposed always converges in fewer iterations than the one-step scheme with for both simple iterations and GMRES (10) . Acceleration (preconditioning) with S 2 SA and AMSA improves the convergence rate of the inner iterations and results in better overall computational efficiency in most cases. The two-step method combined with a Krylov iterative method appears to be effective and efficient for problems that are atomically-mixed and diffusive, for which the simple one-step scheme is impractical. Development of a preconditioner for the outer iteration is essential in order to guarantee the convergence of restarted GMRES and remains an open issue.
