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Estimation of multiple biomass growth rates and biomass concentration
in a class of bioprocesses
V. Lubenova, I. Rocha, E.C. Ferreira
Abstract In this paper, an approach to the estimation of
multiple biomass growth rates and biomass concentration
is proposed for a class of aerobic bioprocesses charac-
terized by on-line measurements of dissolved oxygen and
carbon dioxide concentrations, as well as off-line mea-
surements of biomass concentration. The approach is
based on adaptive observer theory and includes two
steps. In the first step, an adaptive estimator of two out
of three biomass growth rates is designed. In the second
step, the third biomass growth rate and the biomass
concentration are estimated, using two different adaptive
estimators. One of them is based on on-line measure-
ments of dissolved oxygen concentration and off-line
measurement of biomass concentrations, while the other
needs only on-line measurements of the carbon dioxide
concentration. Simulations demonstrated good perfor-
mance of the proposed estimators under continuous and
batch-fed conditions.
Keywords Adaptive observer, Bioprocesses, On-line
estimation, Software sensors
List of symbols
A1, A2 matrices of the error system
B1i, B2i matrices connected with error system,
i=1,2
C carbon dioxide concentration, g/l
C* carbon dioxide saturation concentra-
tion, g/l
Ci estimator parameters, i=1–10
Cx1, Cx2 design parameters of estimator II
CI, CII, CIII, CIV design parameters of estimators I and
II
CTR carbon dioxide transfer rate, g/l/min
c1, c2 auxiliary parameters
D dilution rate/min
F feed rate vector with dim(F)=n
hi
I, hi
II eigenvalues of the matrices B11, B21,
respectively, i=1,2
hi
III eigenvalues, related to the error system
of estimator III, i=1,2
I2 identity matrix with dim(I2)=2
Ksi saturation constants, i=1,2,3 g/l
Ki inhibition constant, g/l
ki yield coefficients, i=1–9
K n·m yield coefficient matrix
klao, klac mass transfer coefficients for dissolved
oxygen and dioxide carbon concentra-
tions/min
l0i, l1i, l2i positive constants, i=1,2
Mi upper bounds, i=1–4
O dissolved oxygen concentration, g/l
O* dissolved oxygen saturation concen-
tration, g/l
OTR oxygen transfer rate, g/l/min
P1, P2 matrices, connected with error system
of estimators I and II
P2 product P2 concentration, g/l
Q the gaseous outflow rate vector with
dim(Q)=n
r(n) reaction rate vector, dim(r)=m
R1, R2, R3 biomass growth rates, related to respi-
ratory growth on substrate S1, to fer-
mentative growth on substrate S1, and
to respiratory growth on substrate S2
(P), respectively, g/l/min
R^2t estimates of R2 using adaptive estima-
tor III, g/l/min
S1, S2 substrate S1 and S2 concentrations, g/l
Sin1 concentration of the substrate S1 in the
feed, g/l
Tx sampling time of the off-line biomass
measurements, min
u1, u2 input vectors of the error systems
V1, V2 auxiliary variables of estimators I and
II respectively
X biomass concentration, g/l
x1, x2 estimation error vectors
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Greek
b1i, b2i, d1, d2, c1, c2 positive constants, i=1,2
.1, .2, .3 auxiliary parameters of the esti-
mators I and II
n vector of state variables with
dim(n)=n
l1, l2, l3 specific growth rates, connecting to
R1, R2, R3, respectively, min
)1
Superscripts
^ estimated value
~ estimation error
Subscripts
max i maximum values (i=1–3)
1
Introduction
A necessary condition for monitoring and operating a
process effectively is access to continuous information
about the important variables in the process. The essential
variables in a process can be divided into two major
groups: state variables and process parameters. The state
variables of a process are those that uniquely determine
the state of the process, and the process parameters are
those that affect the state of the process but are not state
variables [1].
The kinetic rates are the most important and critical
parameters of bioprocesses. In many practical cases, it is
almost impossible to measure the kinetic rates directly,
and their estimation becomes a necessary step. A possible
approach to overcoming this problem is to apply ‘‘software
sensors’’. These are algorithms based on a dynamical
model of the process, which estimate the unmeasured state
variables and unknown process parameters from available
measurements. Many works in this area are based on an
extended Kalman filter (EKF), which leads to complex
nonlinear algorithms. Moreover, in most cases, and de-
spite some good results, there is no a priori guarantee of
the convergence and the stability of these algorithms [2, 3,
4]. Other approaches for kinetic rates and state estimation
are based on adaptive system theory [2, 3, 4, 5, 6, 7, 8, 9,
10], high gain approach [11], a hybrid neural network-
based approach [12], etc.
A considerable number of authors (for example, [5, 13,
14]) have directed their efforts to the estimation of the
specific growth rate in a simple culture. Multiple rates
estimation is realized in a small number of works [6, 7, 10].
Pomerleau and Perrier [10] used an observer-based esti-
mator [2] and pole placement-based tuning in the esti-
mation of three specific growth rates of baker’s yeast
batch-fed fermentation. The estimation is carried out
using a switch between two partial observer-based esti-
mators using on-line measurements of the dissolved oxy-
gen and carbon dioxide concentrations. Ferreira [6] and
Oliveira et al. [7] proposed second-order dynamic-based
tuning for the design parameters of the same general
estimator to estimate these rates in the same fermentation
process. In both cases, two partial models were used to
describe the process.
One of the problems connected with the monitoring
and control of bioprocesses is the absence of frequent (on-
line) measurements of some essential variables. In these
cases, continuous estimates of these variables can be ob-
tained from available frequent and/or infrequent (off-line)
measurements, using a model of the process under con-
sideration as well as the above-mentioned estimation
algorithms. In recent years, the problem of multi-rate state
and parameter estimation has received more attention,
with emphasis on the extension of the EKF for processes
with multi-rate/delayed measurements [15, 16, 17, 18, 19,
20]. Multi-rate variables estimation allows for using
infrequently available measurements in state and param-
eter estimation, leading to a considerable improvement in
the accuracy of the resulting estimates. The inadequacy of
the EKF for several nonlinear processes, as reported by
Gudi [15], and the recent advances in nonlinear state
estimator design, motivate the use of nonlinear multi-rate
state estimators that can effectively handle process non-
linearities and multi-rate measurements [1, 21].
This paper is dedicated to the estimation of multiple
biomass growth rates and biomass concentration of a class
of bioprocesses, characterized by the following reaction
network:
S1 þ O !l1 X þ C ð1Þ
S1 !l2 X þ C þ S2ðPÞ ð2Þ
S2ðPÞ þ O !l3 X þ C ð3Þ
where S1 is the first substrate, O is dissolved oxygen, X is
biomass, S2(P) is the second substrate, which can be a
product depending on the metabolic pathway, C is carbon
dioxide, and l1, l2, and l3 are the specific growth rates for
the three metabolic pathways. In the following, O, X, S1, S2,
and C will denote the concentrations of these variables.
Pathways (1), (2) and (3) refer respectively to the
respiratory growth on substrate S1 (oxidative pathway),
the fermentative growth on substrate S1 (reductive path-
way), and the respiratory growth on S2(P) (oxidative
pathway). For example, the above reaction network can
describe baker’s yeast batch-fed fermentation [22], where
S1 is the glucose concentration, S2(P) is the ethanol con-
centration. Some processes of the production of re-
combinant proteins with E. coli [23, 24, 25] can also be
described using the above scheme, using a switch between
two partial sub-models. In this case, S1 is again the glucose
concentration and S2(P) denotes the acetate concentration.
This paper considers the case when the processes,
belonging to the class above, are described using only
one full model instead of partial sub-models. Three
adaptive estimation algorithms are proposed. The first
estimates two of the biomass growth rates R1 and R3,
using on-line measurements of the dissolved oxygen
concentration. The second algorithm estimates the bio-
mass growth rate R2 and biomass concentration, using
additionally X off-line measurements. The third estima-
tor is observer-based and estimates R2 using on-line
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measurements of the carbon dioxide concentration. The
second and third estimators need estimates R1 and R3,
obtained by the first algorithm. The estimator design is
based on adaptive estimation theory. The performances
of the proposed estimators are investigated and com-
pared by simulations for various kinds of processes.
2
Statement of problem
A general dynamical model of a stirred tank reactor [2] has
the form:
dn
dt
¼ Kr nð Þ  Dnþ F  Q ð4Þ
where n is the vector of state variables with dim(n)=n, K is
the n·m yield coefficient matrix, D is the dilution rate, F is
the feed rate vector with dim(F)=n, Q is the gaseous
outflow rate vector with dim(Q)=n, r(n) is a reaction rate
vector with dim(r)=m.
The dynamics of this class of bioprocesses, which is
characterized by reaction schemes (1), (2), and (3), is given
in the matrix form (4), by the following vectors and matrix:
n ¼
X
S1
S2ðPÞ
O
C
2
66664
3
77775
; K ¼
1 1 1
k1 k2 0
0 k3 k4
k5 0 k6
k7 k8 k9
2
66664
3
77775
;
F ¼
0
DSin1
0
OTR
0
2
66664
3
77775
; Q ¼
0
0
0
0
CTR
2
66664
3
77775
; rðnÞ ¼
l1X
l2X
l3X
2
4
3
5 ¼
R1
R2
R3
2
4
3
5
ð5Þ
where k1–k9 are yield coefficients, OTR is the oxygen
transfer rate, CTR is the carbon dioxide transfer rate, and
Sin1 is the first substrate concentration in the feed.
For system (4), (5), it is assumed that:
– A1. The measurements of X, S1 and S2(P) are not
available on-line, while O, C, oxygen transfer rate, OTR,
and the carbon dioxide transfer rate, CTR, are mea-
sured on-line.
– A2. The elements of the yield coefficient matrix K are
known and constants.
– A3. The off-line measurements of biomass concentra-
tion are available.
– A4. The biomass growth rates, R1, R2, and R3, are
considered to be unknown, time-varying parameters.
For the class of bioprocesses, described by system (4),
(5) and under assumptions A1–A4, the following problem
is considered: estimation of the biomass growth rates R1,
R2, and R3, as well as biomass concentration X, by algo-
rithms derived by the theory of adaptive estimation using
on-line measurements of the dissolved oxygen, carbon
dioxide concentration and the off-line measurements of
the biomass.
3
Adaptive algorithm design
On the basis of the available a priori information, for-
mulated in assumptions A1–A4 and process model (4), it
is easy to establish that the structure of an observer-
based estimator of the reaction rates, R1, R2, and R3,
including the dynamical equations of dissolved oxygen,
carbon dioxide concentrations, and the reaction rates, is
not observable. For this reason, in this paper, a two-step
estimation approach is proposed. In the first step, an
adaptive estimator of R1 and R3 (estimator I) is derived
on the basis of measurements of dissolved oxygen con-
centration. The biomass concentration and the biomass
growth rate R2 are estimated in the second step, using
different adaptive estimators (estimator II and estimator
III). The first is based on on-line measurements of dis-
solved oxygen concentration and off-line measurements
of biomass concentration, while the other needs on-line
measurements of carbon dioxide concentration. Both of
the estimators (II and III) use the estimates of R1 and R3,
obtained in the first step.
4
Estimator I — estimation of R1 and R3
According to model (4), (5), the dynamics of dissolved
oxygen concentration, O, are given by the following
equation:
dO
dt
¼ k5R1  k6R3  DO þ OTR ð6Þ
From Eq. (6), it follows that the oxygen uptake rate
(OUR) of the micro-organisms is given by:
OUR ¼ k5R1 þ k6R3 ð7Þ
Then the time derivative of reaction rate R1 can be
presented as follows:
dR1
dt
¼ dOUR
dt
1
k5
 k6 dR3
dt
1
k5
ð8Þ
Define the auxiliary parameter:
q1 ¼
dOUR
dt
1
k5
 k6 dR3
dt
1
k5
þ CIR1
 
1
CII
ð9Þ
with CI and CII positive constants or time-varying
parameters.
By combining Eqs. (6), (8), and (9), it is possible to
derive the following adaptive estimator of R1 and R3:
dO^
dt
¼ k5R^1  k6R^3  DO þ OTR þ C1ðO  O^Þ ð10Þ
dR^1
dt
¼ CIIq^1  CIR^1 þ C2ðO  O^Þ  C4V1ðO  O^Þ ð11Þ
dR^3
dt
¼¼ C3ðO  O^Þ ð12Þ
dq^1
dt
¼ C4ðO  O^Þ ð13Þ
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dV1
dt
¼ CIV1 þ CII ð14Þ
where O^; R^1; R^3 and q^1 are estimates for O, R1, R3 and .1,
C1, C2, C3 and C4 are estimator parameters, which must
be chosen according to stability conditions, and V1 is an
auxiliary variable. The dynamical equations of R^3 (12)
and q^1 (13) are driven by the error ðO  O^Þ, which is
supposed to reflect the deviation between R^3 and R3 (.1
and q^1 respectively).
The introduction of the auxiliary parameters .1, C
I,
CII, and auxiliary variable V1 is a necessary condition for
the observer design to be achieved using theoretical re-
sults concerning the stability of adaptive observers, as
shown in the following section.
5
Stability analysis
Defining the estimation errors:
~O ¼ O  O^; ~R1 ¼ R1  R^1; ~R3 ¼ R3  R^3;
~q1 ¼ q1  q^1
the following error system is obtained:
dx1
dt
¼ A1x1 þ u1 ð15Þ
where
x1 ¼
~O
~R1
~R3
~q1
2
664
3
775; A1 ¼
C1 k5 k6 0
C2 þ C4V1 CI 0 CII
C3 0 0 0
C4 0 0 0
2
664
3
775;
u1 ¼
0 0
0 0
1 0
0 1
2
664
3
775
dR3
dt
dq1
dt
" #
It is assumed that:
– A5. C1>0; C1=h1+ h2)C
I
– A6. C2<0; C2 ¼ h2h1ð Þ
2 C1CIð Þ2
4k5
.
– A7. c1>0; c1=)C2/k5.
– A8. C3=c1k6; C4=c1k5V1, where h1=)h1¢, h2=)h2¢ with h1,
h2 positive constants, and h1¢, h2¢ eigenvalues of the
matrix:
B11 ¼ C1 k5C2 CI
 
– A9. Vector [k6, k5V1]
T is a persistently exciting signal,
i.e., there exist positive constants d1, b11, b21, such that,
for all t
0 < b11I2 
Ztþd1
t
k6
k5V1
 
k6 k5V1½ dd1  b21I2 < 1
where I2 is the identity matrix.
– A10. dR3dt
   M1
– A11. dq1dt

  M2 where M1 and M2 are upper bounds.
Statement 1 Under assumptions A1–A11, there exist
positive finite constants l01, l11, and l21 such that the error
x1 is bounded as follows, for all t
x1ðtÞk k  l01 x1ð0Þk k þ l11M1 þ l21
The proof is given in the Appendix.
6
Estimator II — estimation of R2 and X
Define the auxiliary parameters:
q2 ¼ OUR þ X ð16Þ
q3 ¼ ðR2  CIIIXÞ
1
CIV
ð17Þ
where CIII and CIV can be positive constants or time-
varying parameters.
The dynamics of dissolved oxygen concentration, given
by Eq. (6) and using Eq. (16) can be presented as follows:
dO
dt
¼ q2 þ X  DO þ OTR ð18Þ
According to Eq. (17), the dynamical model of X can be
written as:
dX
dt
¼ R1 þ R3  CIVq3  CIIIX  DX ð19Þ
Using Eqs. (18), (19), the following adaptive estimator
can be derived:
dO^
dt
¼ q^2 þ X^  DO þ OTR þ C5ðO  O^Þ ð20Þ
dX^
dt
¼ R^1 þ R^3  CIVq^3  CIIIX^  DX^ þ C6ðO  O^Þ
þ C8V2ðO  O^Þ þ Cx1ðXL  X^LÞ ð21Þ
dq^2
dt
¼ C7ðO  O^Þ ð22Þ
dq^3
dt
¼ C8ðO  O^Þ  Cx2ðX2  X^2Þ ð23Þ
dV2
dt
¼ ðCIII þ DÞV2 þ CIV ð24Þ
where O^; X^; q^2, and q^3 are estimated values for O, X, .2 and
.3, C
III, CIV are auxiliary parameters, C5–C8, Cx1, and Cx2
are estimator parameters, V2 is an auxiliary variable, XL
and X^L are the off-line measurements and the estimates of
X, and R^1; R^3 are the estimated values of the biomass
growth rates R1R2 obtained by the first algorithm.
An estimation of R2 can be obtained using the estimates
of .3, X, and the relationship (17) in the following way:
R^2 ¼ q^3CIV  CIIIX^ ð25Þ
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Here, similarly to estimator I, the introduction of the
auxiliary parameters .2, .3, C
III, CIV, and auxiliary variable
V2 must be considered as a necessary condition of the
estimator design.
6.1
Stability analysis of estimator II without off-line
measurements
Defining the estimation errors
~O ¼ O  O^ ~X ¼ X  X^ ~q2 ¼ q2  q^2 ~q3 ¼ q3  q^3
the following error system is obtained:
dx2
dt
¼ A2x2 þ u2 ð26Þ
where
x2 ¼
~O
~X
~q2
~q3
2
64
3
75;
A2 ¼
C5 1 1 0
C6  C8V2 CIII  D 0 CIV
C7 0 0 0
C8 0 0 0
2
64
3
75;
u2 ¼
0 0
0 0
1 0
0 1
2
64
3
75
dq2
dt
dq3
dt
" #
It is assumed that:
– A12. C5>0; C5=2h)(C
III+D) with h1
II=h2
II=)h, h is a
positive constant, h1
II, h2
II are eigenvalues of the ma-
trix:
B21 ¼ C5 1C6 CIII  D
 
– A13. C6>0; C6 ¼ C5 C
IIIþDð Þ½ 2
4
– A14. c2>0; c2=C6
– A15. C7=c2; C8=c2V2
– A16. Vector [1, V2]
T is a persistently exciting signal, i.e.,
there exist positive constants d2, b12, and b22 such that,
for all t
0 < b12I2 
Ztþd2
t
1
V2
 
1 V2½ dd2  b22I2 < 1
– A17. dq2dt

  M3
– A18. dq3dt

  M4, where M3 and M4 are upper bounds.
Statement 2 Under assumptions A11–A18, there exist
positive finite constants l02, l12, and l22, such that the error
x2 is bounded as follows, for all t
x2ðtÞk k  l02 x2ð0Þk k þ l12M4 þ l22
The proof is given in the Appendix.
6.2
Stability analysis of estimator II with off-line
measurements
When off-line measurements of the biomass concentration
are available, it is assumed that:
– A19. C5>0; C5=2h–(C
III+Cx1+D), with h1
II=h2
II=)h, h is
a positive constant, h1
II, h2
II are eigenvalues of the
matrix:
B21 ¼ C5 1C6 CIII  Cx1  D
 
– A20. C6>0; C6={C5)(C
III+Cx1+D)}
2/4.
– A21. c2>0; c2=C6.
– A22. C7=c1, with c1 a positive constant.
– A23. C8=0.
– A24. Cx2=c2C
IV, with c2 a positive constant.
Then the dynamics of the estimation errors vector x2
will be described by Eq. (26), where
A2 ¼
C5 1 1 0
C6  C8V2 CIII  Cx1  D 0 CIV
C7 0 0 0
0 Cx2 0 0
2
664
3
775
and u2 as stated in Eq. (26).
Under assumptions A19–A24, estimator II with off-line
measurements stability can be proved in the same way as
in statements 1 and 2.
Estimators I and II include the dynamics of the auxil-
iary variables V1 and V2 respectively. Similar approaches
for the estimation of other time-varying parameters in a
class of bioprocesses, different from the one considered
here, have been proposed in [3] and [8]. The dynamical
equations of the auxiliary variable V from [3] and [8] are
characterized by the lack of design parameter and by the
presence of one design parameter respectively. In contrast
to these V dynamics, each dynamical equation of V1 and
V2 considered in this paper includes two design parame-
ters: CI, CII and CIII, CIV respectively. As mentioned above,
it is a necessary condition for the design of estimators I
and II to be realized (Appendix). Another difference, be-
tween the estimation algorithms in [3] and [8] and the
estimators presented in this paper results from the fact
that the estimation in [3] and [8] is obtained using only
one estimator, while the state and parameters estimation
of the considered class of bioprocesses in this paper re-
quires a two-step approach including two estimators.
Their structures are similar to those from the above-
mentioned papers.
7
Estimator III — estimation of R2 on the basis of on-line
measurements of carbon dioxide concentration
In the case where the measurements of carbon dioxide
concentration, C, are available, the following observer-
based estimator can be applied:
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dC^
dt
¼ k7R^1  k8R^2t  k9R^3  DC þ CTR þ C9ðC  C^Þ
ð27Þ
dR^2t
dt
¼ C10ðC  C^Þ ð28Þ
where R^2t and C^ are estimated values of R2t, and C, C9, and
C10 are design parameters.
If the design parameters, C9 and C10, are chosen as
follows:
– A25. C9 ¼ 2hIII1;2 C10 ¼ 0:25C29=k8, where h1,2III=h, with
h1,2
III eingenvalues, related to the error system, and h is
a positive constant, the stability of the estimator III can
be proved.
A stable estimate of X can be derived using the fol-
lowing equation:
dX^
dt
¼ R^1 þ R^3 þ R^2t  DX^ ð29Þ
8
Results and discussion
The behavior of estimators is investigated by simulating a
process model, which belongs to the class defined by
Eqs. (4) and (5). The dynamical equations are:
dX
dt
¼ R1 þ R2 þ R3  DX ð30Þ
dS1
dt
¼ k1R1  k2R2  DðSin  SÞ ð31Þ
dS2
dt
¼ k3R2  k4R3  DS2 ð32Þ
dO
dt
¼ k5R1  k6R3  DO þ OTR ð33Þ
dC
dt
¼ k7R1 þ k8R2 þ k9R3  DC  CTR ð34Þ
where
R1 ¼ l1X;R2 ¼ l2X; R3 ¼ l3X; OTR ¼ klaoðO  OÞ;
CTR ¼ klacðC  CÞ
where O* and C*-saturation concentrations of the dis-
solved oxygen and carbon dioxide respectively, and klao,
klac mass transfer coefficients for dissolved oxygen and
dioxide carbon concentrations.
It is assumed that the specific growth rates l1,l2 only
depend on S1, while the specific growth rate l3 depends on
S1 and S2. The kinetic models assumed are:
l1 ¼ lmax1S1=ðKs1 þ S1Þ; l2 ¼ lmax2S1=ðKs2 þ S1Þ;
l3 ¼ lmax3S2=ðKs3 þ S2ÞðKi þ S1Þ ð35Þ
with constant parameters lmax1, lmax2, lmax3, maximum
specific growth rates, Ks1, Ks2, Ks3 saturation constants,
and Ki the inhibition constant. The pseudo-measurements
of X, S1, S2, O, and C are obtained using the integration of
Eqs. (30), (31) (32), (33), and (34). The values of the model
parameters used in Eqs. (30), (31) (32), (33), (34), and (35)
are given in Table 1.
Two kinds of process operation are considered. For the
continuous operation (D=constant), the initial values of X,
S1, S2, O, C, R1, R2, R3 are given in Table 2 and correspond
to a steady-state solution. The initial values of the estimates
R^1; R^2; R^3; q^1; q^2; q^3 and X^ are chosen to be different from
the true values to test the effect of a 10% error of the initial
values of the estimators. The design parameters of esti-
mator I are chosen, using tuning procedure, proposed by
assumptions A5–A8 and C
I, a positive constant, CII=O. In
Fig. 1, a plot of the estimates R^1; R^3 and the real values of
these parameters are given for different values of h1,2
I. The
results show that the changes in this parameter, as well as in
CI and V1(0) (results not shown), lead to changes in the
convergence rate of the estimates to their true values. The
following values of the parameters CI, h1,2
I, and V1(0) are
chosen as ‘‘optimal’’ ones for the process considered and
used in the simulation of estimators II and III: CI=0.0001;
h1,2
I=)1 and V1(0)=3.5. The results from estimators II and
III are shown in Fig. 2. The design parameters of estimator
II are chosen, using the tuning procedure proposed by
assumptions A12–A15 and A19–A24. An improvement in the
estimate convergence is obtained by decreasing the sam-
pling time Tx of off-line measurements of X. In Fig. 2e, f, R^2
and X^ by estimator II and by estimator III are plotted for
Table 1. Model parameters
lmax1=0.01(min
)1) lmax2=0.135 (min
)1) lmax3=0.01(min
)1)
Ki=5 (g/l) klao=19 (min
)1) klao=17 (min
)1)
Ks1=5 (g/l) Ks2=20 (g/l) Ks3=5 (g/l) O
*=0.008 (g/l) C*=0.0053(g/l)
K1=0.2 k2=0.1 k3=0.7 k4=0.1 Sin=10 (g/l)
k5=0.05 k6=0.04 k7=0.1 k8=0.08 k9=0.08
Table 2. Initial conditions
X(0)=5.13 g/l S1(0)=9.42 g/l S2(0)=3.1 g/l
O(0)=0.0079 g/l C(0)=0.09 g/l R1(0)=0.033 g/l/min R2(0)=0.221 g/l/min
R3(0)=0.00136 g/l/min D=0.05/min
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different values of h1,2
III. Comparison of the results shows
that more exact X estimates are obtained using algorithm
II, while a better estimation of R2 is obtained by algorithm
III. This result can be explained by the fact, that the
dynamical equations of X and R2 are not included in the
structure of estimators III and II respectively, and the
estimation of X and R2 is carried out indirectly.
For the batch-fed operation (step changes of dilution
rate are given in Fig. 3), the initial values of variables and
parameters X, S1, S2, O, C, R1, R2, R3 are given in Table 2.
In Fig. 4, the simulation results of estimator I are plotted
for different values of h1,2
I. A good track of the changes in
parameters R1 and R3 can be observed in Fig. 4a and b
respectively. The results of estimator II are shown in
Fig. 5. In Fig. 6, R^2 and X^ by estimator III are plotted for
different values of h1,2
III. A comparison of the results ob-
tained by estimators II and III is given in Fig. 7. At the
start of the operation (D=constant), more exact results are
given by estimator II. The step changes in the dilution rate
lead to changes in the values of the process state variables
and parameters and to a more considerable deviation in R^2
and X^ from their true values using estimator II. As shown
on the figure, these deviations depend on the rates of
change of X and R2. Towards the end of the operation,
when the dilution rate is again constant, the errors of the
estimates decrease.
On the basis of the results obtained, the following
conclusions can be drawn:
1. Although the estimators do not have a small number of
design parameters, the proposed tuning procedures
reduce their number to three for estimator I: CI, h1,2
I,
and V1(0); four for estimator II: h1,2
II, Cx1, C7 and Cx2;
and one for estimator III: h1,2
III.
2. For both kinds of process operation — continuous and
batch-fed, better results are obtained with respect to R1,
in comparison with R3.
3. Under a continuous process operation with inexact
initial conditions, higher convergence of X^ is achieved
by estimator II, while better estimation of R^2 is carried
out by estimator III.
4. Estimator III works better under dynamical conditions
in comparison with estimator II, while in steady-state
conditions without initial deviation of the estimates,
estimator II gives better results.
5. In the simulations considered, the values of the tuning
parameters are chosen using a trial-and-error approach.
Other tuning methods may be proposed and applied for
the experimental validation of these software sensors.
For example, one possibility to be researched is a rea-
sonable trade-off between noise sensitivity and con-
vergence on the basis of criteria proposed in [26], using
the experimental data.
9
Conclusion
An approach for estimating multiple biomass growth
rates and biomass concentration for a class of aerobic
bioprocesses is proposed. It is based on adaptive ob-
server theory and requires on-line measurements of
dissolved oxygen and carbon dioxide concentrations, as
well as off-line measurements of biomass concentration.
The approach includes two steps. In the first, an esti-
mator of the biomass growth rates R1, R3, related to
respiratory growth on substrate S1 and respiratory
growth on substrate S2(P) respectively is designed. In
the second step, the biomass growth rate, R2, related to
the fermentative growth on substrate S1, and biomass
concentration X are estimated, using two different esti-
mators. One method is based on on-line measurements
of dissolved oxygen concentration and off-line
measurements of biomass concentrations, while the
other needs only on-line measurements of carbon
dioxide concentration.
The practical applicability of the proposed approach is
a direct consequence of several important factors. The
estimators (i) are not dependent on any particular
models of the biomass growth rates, which are assumed
to be unknown time-varying parameters, and (ii) require
only on-line measurements of dissolved oxygen and
carbon dioxide concentrations, which can be performed
easily using reliable sensors.
Fig. 1. Estimates of R1, R3, and the true values for the same
parameters (lines) for continuous process with inexact initial
conditions and different values of parameters h1,2
I: h1,2
I=)1 (open
circles), h1,2
I=)0.1 (asterisks), CI=0.0001, CII=O, V1(0)=3.5
V. Lubenova et al.: Estimation of multiple biomass growth rates and biomass concentration in a class of bioprocesses
401
The results by simulation demonstrate the good per-
formance of the proposed estimators for continuous and
batch-fed conditions. It was shown that exact estimates
could be obtained using different variants for tuning.
The values of tuning parameters were chosen using a
trial-and-error approach. The experimental validation of
Fig. 2a–d. Estimates of X, R2, .2, .3 and the true values (lines) for continuous process with inexact initial conditions and different
sampling times Tx: Tx=25 min (asterisks), Tx=50 min (open circles). Values of design parameters: estimator I: h1,2
I=)1, CI=0.0001,
CII=0, V1(0)=3.5; estimator II: C
III=0, CIV=1, h1,2
II=)5 and Cx1=Cx2=C7=5. e, f Comparison of results by estimators II (plus signs) and
by estimator III for different eigenvalues h1,2III: h1,2
III=)0.5 (asterisks), h1,2III=)1 (open circles)
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the proposed estimation strategy raises the possibility of
application to other tuning procedures, through the use
of experimental data.
Appendix
1.1
Proof of statement 1
1. Defining ~R1 ¼ ~R1  V1ð~q1Þ, the following system is
equivalent to the error system (15):
d
dt
~O
~R1
~R3
~q1
2
664
3
775 ¼
C1 k5 k6 V1k5
C2 CI 0 0
C3 0 0 0
C4 0 0 0
2
664
3
775
~O
~R1
~R3
~q1
2
664
3
775
þ
0 0
0 0
1 0
0 1
2
664
3
775
dR3
dt
dq1
dt
" # ð36Þ
2. The homogeneous part of (36) can be written:
d
dt
~O
~R1
~R3
~q1
2
6664
3
7775 ¼
B11 BT21
B21P1 0
 
~O
~R1
~R3
~q1
2
6664
3
7775; with
B11 ¼
C1 k5
C2 CI
 
; B21 ¼
k6 0
k5V1 0
 
; P1 ¼
c1 0
0 1
 
ð37Þ
The matrix
P1B11 þ BT11P1 ¼
2C1c1 k5c1  C2
k5c1  C2 2CI
 
is negative definite by assumptions A5–A8. Matrix B11 is
stable by the same assumptions. B21 is persistently exciting
according to A9. Then, the exponential stability of (37)
follows from Theorem 3.2 [1].
3. The forcing term of (36) is bounded by assumptions
A10 and A11.
4. Then it is a standard result of adaptive system theory
that the state of system (15) is bounded (Theorem A2.6) [1].
Fig. 3. Dilution rate for batch-fed process
Fig. 4. Estimates of R1, R3 by estimator I and the true value of the
same parameters (lines) for the batch-fed process for different
values of the parameter h1,2
I: h1,2
I=)5 (open circles), h1,2
I=)0.5
(asterisks), CI=0.3, CI1=1, V1(0)=0.01
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1.2
Proof of statement 2
Proof 1. Defining ~X ¼ ~X þ V2ð~q3Þ, the following system
is equivalent to the error system (26):
d
dt
~O
~X
~q2
~q3
2
666664
3
777775
¼
C5 1 1 V2
C6 CIII  D 0 0
C7 0 0 0
C8 0 0 0
2
666664
3
777775
~O
~X
~q2
~q3
2
666664
3
777775
þ
0 0
0 0
1 0
0 1
2
666664
3
777775
dq2
dt
dq3
dt
2
4
3
5 ð38Þ
2. The homogeneous part of (38) can be written:
d
dt
~O
~X
~q2
~q3
2
664
3
775 ¼
B21 BT22
B22P2 0
  ~O
~X
~q2
~q3
2
664
3
775 with B22 ¼
1 0
V2 0
 
P2 ¼ c2 00 1
 
ð39Þ
The matrix
P2B21þBT21P2 ¼
2C5c2 c2  C6
c2  C6 2ðCIII þ DÞ
 
ð40Þ
is negative definite by assumptions A12–A15. Matrix B21 is
stable by the same assumptions. B22 is persistently exciting
according A16. Then, the exponential stability of (39)
follows from Theorem 3.2 [1].
Fig. 5. Estimates of X, R2, .2, .3 by estimator II and the true values (lines) for batch-fed process for sampling time Tx=25 min (open
circles). Values of design parameters: estimator I: h1,2
I=)5, CI=0.3, CI1=1, V1(0)=0.01, estimator II: C
III=0, CIV=1, h1,2
II=)5 and
Cx1=15, Cx2=0.1, C7=10
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3. The forcing term of (38) is bounded by assumptions
A17 and A18.
4. Then it is a standard result of adaptive system theory
that the state of the system (26) is bounded (Theorem
A2.6) [1].
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