Abstract. In view of solving convex optimization problems with noisy gradient input, we analyze the asymptotic behavior of gradient-like flows under stochastic disturbances. Specifically, we focus on the widely studied class of mirror descent schemes for convex programs with compact feasible regions, and we examine the dynamics' convergence and concentration properties in the presence of noise. In the vanishing noise limit, we show that the dynamics converge to the solution set of the underlying problem (a.s.). Otherwise, when the noise is persistent, we show that the dynamics are concentrated around interior solutions in the long run, and they converge to boundary solutions that are sufficiently "sharp". Finally, we show that a suitably rectified variant of the method converges irrespective of the magnitude of the noise (or the structure of the underlying convex program), and we derive an explicit estimate for its rate of convergence.
Introduction
Consider an unconstrained convex program of the form minimize f (x), (P 0 )
where f : V → R is a convex function defined on some finite-dimensional real space V. To solve (P 0 ), a key role is played by the gradient flow of f , i.e. the gradient descent dynamicsẋ = −∇f (x).
As is well known, under mild regularity assumptions for f , the solution trajectories of (GD) converge to the solution set of (P 0 ) -provided of course that said set is nonempty. Thus, building on this "quick-and-easy" convergence result, (GD) and its variants have become the starting point for a vast corpus of literature in convex optimization and control. Notwithstanding, if the gradient input to (GD) is contaminated by noise (e.g. due to faulty measurements and/or other exogenous factors), this convergence is destroyed, even in simple, one-dimensional problems. To see this, take f (x) = θ(x−µ) 2 /2 with parameters µ ∈ R and θ > 0, and consider the perturbed dynamics dX = −θ(X − µ) dt + σ dW,
where W (t) is a one-dimensional Wiener process (Brownian motion) with volatility σ > 0. This system describes an Ornstein-Uhlenbeck (OU) process with mean µ and reversion rate θ, leading to the explicit solution formula X(t) = X(0)e −θt + µ(1 − e −θt ) + σ Thanks to this expression, several conclusions can be drawn regarding (1.1). First, even though the drift of the dynamics (1.1) vanishes at µ (and only at µ), X(t) does not converge to µ with positive probability; instead, X(t) converges in distribution to a Gaussian random variable X ∞ with mean µ and variance σ 2 /(2θ) [26, Chap. 5.6] . Thus, in the long run, X(t) will fluctuate around µ with a spread that is roughly proportional to the noise volatility coefficient σ.
More generally, by solving the associated Fokker-Planck equation, it is well known that the perturbed gradient descent system dX = −∇f (X) dt + σ dW (1.3) admits a unique invariant measure e −2f (x)/σ 2 dx, which gives rise to a (unique) invariant distribution dµ ∞ ∝ e −2f (x)/σ 2 dx (assuming that e −2f (x)/σ 2 dx < ∞ for normalization purposes). In other words, for large t, X(t) is most likely to be found near arg min f and this likelihood is (exponentially) inversely proportional to σ. Moreover by ergodicity, the distribution of the time-averaged processX(t) = t −1 t 0 X(s) ds also converges to µ ∞ ; thus, in general, even the ergodic average of X(t) fails to converge to arg min f with positive probability.
Somewhat surprisingly, except for these basic results for unconstrained problems, the long-run behavior of constrained gradient-like flows with noisy input remains largely unexplored. With this in mind, we consider here the widely studied class of mirror descent (MD) dynamics that were pioneered by Nemirovski and Yudin [41] for constrained convex programs (and which include gradient descent as a special case), and we examine their convergence properties in the presence of stochastic disturbances.
Concretely, our paper focuses on constrained convex programs of the form minimize f (x), subject to x ∈ X ,
where X is a compact convex subset of V and f : X → R is a C 1 -smooth convex function on X . In continuous time, the dynamics of mirror descent take the forṁ y = −∇f (x),
where, referring to Section 2 for the details, η > 0 is a sensitivity parameter while the "mirror map" Q(y) = arg max x∈X { y | x − h(x)} is a projection-like mapping defined via a strongly convex "prox-function" h : X → R. In this way, (MD) is the continuous-time limit of Nesterov's well-known dual averaging scheme [43] y t+1 = y t − γ t ∇f (x t ),
where γ t > 0, t = 1, 2, . . . , is a variable step-size sequence. The dynamics of mirror descent have recently attracted considerable interest in optimization [3, 4, 14, 32, 54] and machine learning [31, 33] , and we summarize some of the convergence results obtained for (MD) in Section 2. As an example, if h(x) = 1 2 x 2 2 , we have Q(y) = arg min x∈X y − x , so (MD) boils down to a (Euclidean) projected gradient descent scheme. Extending this interpretation to general h, the authors of [3, 4, 14] showed that (MD) may be viewed as the gradient flow of f with respect to a certain Riemannian metric on X ; thus, in addition to projected (Euclidean) gradient descent, (MD) also covers a very broad class of Riemannian gradient-like flows (cf. Section 5).
Moving beyond this deterministic framework, the study of mirror descent with noisy first-order feedback is a classic topic in optimization (see e.g. [18, 34, 40, 42] and references therein). In view of this, our paper focuses on the stochastic mirror descent dynamics dY = −∇f (X) dt + dZ,
where Z(t) is an Itô martingale process (such as Brownian motion) representing the sum of all random disturbances affecting the gradient input to (MD). In this stochastic setting, the simple example (1.1) shows that the deterministic convergence properties of (MD) cannot be carried over to (SMD) in full generality. Accordingly, our paper focuses on the following questions:
(1) If the volatility of Z(t) decays over time, intuition suggests that the good convergence properties of (MD) should also apply to (SMD). In Section 4.1, we make this intuition precise by noting that the solutions of (SMD) correspond to asymptotic pseudotrajectories (APTs) [9] of (MD) in the vanishing noise limit. 1 Except for the very recent paper [12] , we are not aware of a similar APT-based analysis in optimization, and this interesting link between deterministic and stochastic mirror descent only becomes transparent in continuous time. (2) If the noise is persistent, trajectory convergence to interior points is no longer possible. Nonetheless, if f is strongly convex and (P) admits an interior solution x * (a case of particular interest in machine learning and statistics [51] ), the long-run behavior of (SMD) can be described by examining the dynamics' invariant distribution. Our analysis in Section 4.2 provides an explicit estimate for this invariant measure and shows that (SMD) spends an arbitrarily large fraction of the time arbitrarily close to x * if the dynamics' sensitivity parameter η is small enough. (3) Departing from the interior case, we also consider sharp solutions that arise e.g. in generic linear programs. In this case, if the sensitivity parameter η of (SMD) is taken sufficiently small, X(t) converges (a.s.) and this convergence occurs in finite time if the mirror map Q is surjective (cf. Section 4.3). (4) Finally, if no assumptions can be made on the structure of (P), we show in Section 4.4 that a suitably rectified variant of (SMD) with a decreasing sensitivity parameter converges with probability 1. Specifically, if η ≡ η(t) decays as Θ(t −1/2 ), the ergodic averageX(t) = t −1 t 0 X(s) ds of X(t) enjoys an almost sure O(t −1/2 √ log log t) value convergence rate.
2
At a technical level, this paper belongs to the growing literature on dynamical systems that arise in the solution of continuous optimization problems and variational inequalities -see e.g. [1, 13, 20, 24, 32, 41, 52, 52, 54] and references therein. More precisely, the deterministic bedrock of our analysis coincides with the gradient-like dynamics studied in [3, 4, 14] ; along with an important dichotomy that arises in the stochastic regime, we make this link precise in Section 5. Otherwise, from a stochastic viewpoint, the work that is closest to our analysis is the recent paper [46] where the authors showed that the ergodic average of an interior-valued subclass of (SMD) converges within O(σ 2 ) of the solution set of (P) and further provided a variance reduction scheme based on the parallel sampling of multiple trajectories. To the best of our knowledge, this is the only result known for (SMD); our analysis in Section 4.4 shows that this optimality gap can be reduced to 0 if (SMD) is run with a decreasing sensitivity parameter.
There is also a broad and vigorous literature on second-order gradient systems such as Nesterov's accelerated gradient method (cf. [52] and references therein) and Polyak's "heavy ball with friction" dynamics [2, 5, 7, 16, 45] . Up to a dissipative friction term, such systems can be seen as quasi-gradient flows on X × V (the system's phase space) and recent works have considered the limit behavior of Itô perturbations of such flows [19] . Even though they might share some asymptotic properties, these second-order systems are fundamentally different from the firstorder systems that we consider here (even in the noiseless, deterministic regime), so there is no overlap of results.
Preliminaries
Notation. Given an n-dimensional real space V with norm · , we will write V * for its dual, y | x for the pairing between y ∈ V * and x ∈ V, and y * ≡ sup{ y | x : x ≤ 1} for the dual norm of y in V * . Also, given an extended-real-valued function g : V → R ∪ {+∞}, its effective domain is defined as dom g = {x ∈ V : g(x) < ∞} and its subdifferential at x ∈ dom g is given by ∂g(x) = {y ∈ V * :
In the rest of the paper, X will denote a compact convex subset of V and f : X → R will be a C 1 -smooth convex function on X ; we will also write X • ≡ ri(X ) for the relative interior of X and X = max{ x − x : x, x ∈ X } for its diameter. For x ∈ X , the tangent cone TC X (x) is the closure of the set of all rays emanating from x and intersecting X in at least one other point. The polar cone PC X (x) to X at x is then defined as PC X (x) = {y ∈ V * : y | z ≤ 0 for all z ∈ TC X (x)}. For concision, when X is understood from the context, we will drop it altogether and we will write TC(x) and PC(x) instead.
Finally, the asymptotic equality notation "f (t) ∼ g(t) for large t" means that lim t→∞ f (t)/g(t) = 1; the symbols " " and " " are defined analogously.
2.1. Mirror descent. Dating back to Nemirovski and Yudin [41] , the main idea of mirror descent is as follows: Given a smooth convex objective f : X → R, the optimizer takes an infinitesimal step along the negative gradient of f in the dual space V * ; the output is then "mirrored" back to the problem's feasible region X ⊆ V and the process continues. More precisely, in continuous time, the dynamics of this process can be represented asẏ = v(x),
where:
1. v(x) = −∇f (x) denotes the negative gradient of f at x. 2. y ∈ V * is an auxiliary "score" variable that aggregates gradient steps.
3. η > 0 is a sensitivity parameter (see below). 4. Q : V * → X is the mirror (or choice) map that outputs a solution candidate x ∈ X as a function of the score variable y ∈ V * (also discussed below).
A key element in the above description of mirror descent is the distinction between primal and dual variables -that is, between candidate solutions x ∈ X and score variables y ∈ V * . To emphasize this duality, we will write Y ≡ V * for the dual space of V and, following [43] , we will often refer to the dynamics (MD) as dual averaging. Also, in terms of regularity, we will assume that v(x) is Lipschitz continuous on X .
(H 1 ) Strictly speaking, Hypothesis (H 1 ) is not needed for much of the analysis of (MD) and can be replaced e.g. by global integrability of v; however, it simplifies the presentation considerably, so we keep it throughout our paper. Given that the dual variable y aggregates (negative) gradient steps, a reasonable candidate for the mirror map Q might appear to be the arg max correspondence y → arg max x∈X y | x whose output is most closely aligned with y. However, this assignment is set-valued and generically selects only extreme points of X , so it is illsuited for general, nonlinear convex programs. On that account, (MD) is typically run with "regularized" mirror maps of the form y → arg max x∈X { y | x − h(x)} where the penalty term h(x) satisfies the following: Definition 2.1. We say that h : X → R is a regularizer (or penalty function) on X if it is continuous and strongly convex, i.e. there exists some K > 0 such that
for all x, x ∈ X and all λ ∈ [0, 1]. The mirror map induced by h is then defined as
In view of the above, we have Q(ηy) = arg max x∈X { y | x − η −1 h(x)}, so η essentially controls the weight of the penalty term h(x) in (2.2). Consequently, as η → 0, the "η-deflated" mirror map Q(ηy) tends to select points that are closer to the "prox-center" x c ≡ arg min h of X (implying in turn that the primal variable x becomes less susceptible to changes in y, hence the name "sensitivity").
For concreteness, we discuss below some examples of this construction:
. Then, h is 1-strongly convex with respect to · 2 and the induced mirror map is the closest point projection
3)
The dynamics derived from (2.3) may thus be viewed as a continuous-time version of (Euclidean) projected gradient descent [4, 35, 43] . For future reference, we also note that h is differentiable throughout X and Π is surjective (i.e. im Π = X ).
Example 2.2 (Entropic regularization). Let
n i=1 x i = 1} denote the unit simplex of R n and consider the (negative) Gibbs entropy
The function h(x) is 1-strongly convex with respect to the L 1 -norm on R n and a straightforward calculation shows that the induced mirror map is
This model is known as logit choice and the associated dynamics have been studied extensively in linear programming [27] , online learning [50] and game theory [22] . In contrast to Example 2.1, h is differentiable only on the relative interior ∆ • of ∆ and im Λ = ∆
• (i.e. Λ is "essentially" surjective).
Example 2.3 (Matrix regularization)
. Motivated by applications to semidefinite programming, consider the unit spectrahedron D = {X ∈ Sym(R n ) : X 0, tr X ≤ 1} of positive-semidefinite matrices with nuclear norm X 1 = tr X ≤ 1. A widely used regularizer on D is provided by the von Neumann entropy [53] h(X) = tr(X log X) 6) which is (1/2)-strongly convex with respect to the nuclear norm [25] . A straightforward calculation [36] then shows that the induced mirror map is given by
As in Example 2.1, h is differentiable only on the relative interior
The examples above highlight an important relationship between the domain of differentiability of h and the image of the induced mirror map Q. To describe it in detail, extend h to all of V by setting h ≡ ∞ outside X , and let dom ∂h ≡ {x ∈ X : ∂h(x) = ∅} be the domain of subdifferentiability of h. We then have the following characterization of Q: Proposition 2.2. Let h be a K-strongly convex regularizer, let Q : Y → X be the mirror map induced by h, and let h * (y) = max{ y |x − h(x) : x ∈ X } denote the convex conjugate of h. Then:
1) x = Q(y) if and only if y ∈ ∂h(x); in particular, im Q = dom ∂h.
2) h * is differentiable on Y and ∇h Since X
• ⊆ dom ∂h ⊆ X [48, Chap. 23] , Proposition 2.2 shows that Q is "almost" surjective; specifically, the only points of X that do not belong to im Q are boundary points of X where h becomes "infinitely steep". Motivated by this, we say that h is steep at x if ∂h(x) = ∅ and nonsteep otherwise. As a result, regularizers that are everywhere nonsteep induce mirror maps that are surjective (Example 2.1), while regularizers that are steep throughout bd(X ) give rise to interior-valued mirror maps (Example 2.3).
2.2.
Bregman divergences and the Fenchel coupling. Another key tool in the convergence analysis of mirror descent (at least when h is steep) is the Bregman divergence D(p, x) between x ∈ X and a target point p ∈ X . Following [29] , D(p, x) is defined as the difference between h(p) and the best linear approximation of h(p) starting from x, viz.
] denotes the one-sided derivative of h at x along z ∈ TC(x). Given that h is strictly convex, we have D(p, x) ≥ 0 and x(t) → p whenever D(p, x(t)) → 0; hence, the convergence of x(t) to p can be checked by means of the associated divergence D(p, x(t)).
Notwithstanding, if h is not steep, it is often impossible to obtain information about D(p, x(t)) from (MD) if x(t) is not interior. 3 To overcome this difficulty, we will instead employ the so-called Fenchel coupling
so named because it collects all terms of Fenchel's inequality. 4 This "primal-dual" divergence was first introduced in [35, 38] and, as a consequence of Fenchel's inequality, it follows that F (p, y) ≥ 0 with equality if and only if p = Q(y).
The following proposition (taken from [35] ) links the Fenchel coupling with the Bregman divergence and the underlying norm: Proposition 2.3. Let h be a K-strongly convex regularizer on X . Then, for all p ∈ X and all y, y ∈ Y, we have:
An immediate consequence of (2.10b) is that Q(y n ) → 0 for every sequence
As a result, the convergence of x(t) = Q(y(t)) to p ∈ X may be checked by showing that F (p, y(t)) → 0. For technical reasons, it will be convenient to assume that the converse also holds, i.e.
3 To understand this, consider the case where X = [0, 1] and Q = Π, the Euclidean projector of Example 2.1. If we take the objective f (x) = x and start (MD) at y 0 = a > 1, then x(t) would be stuck at 1 for all t ∈ [0, a − 1]. The Bregman divergence would not be able to detect the evolution of y(t) in this case (in tune with the fact that (MD) cannot be recast as an autonomous dynamical system in terms of x when h is not steep); for a detailed discussion, see [38] . 4 For a related, trajectory-based variant of F , see also [4, p. 444 Theorem 2.4. Assume (H 1 ) holds and let x(t) = Q(ηy(t)) be a solution of (MD) initialized at y 0 ∈ Y.
f (x(s)) respectively denote the minimum and mean value of f under (MD), we have
(2.12)
In particular, if (MD) is initialized at y 0 = 0, we have
13)
where Ω = max{h(x ) − h(x) : x, x ∈ X }. (2) If (H 2 ) also holds, x(t) converges to some x * ∈ arg min f (possibly depending on y 0 ). Theorem 2.4 is a strong convergence result guaranteeing global trajectory convergence to a solution of (P) and an O(1/t) value convergence rate for the averaged processx(t) = t −1 t 0 x(s) ds (by Jensen's inequality). In Appendix B.1, we provide a Lyapunov-based proof leveraging the fact that the "η-deflated" Fenchel coupling
is nondecreasing along the solution orbits of (MD) for all x * ∈ arg min f . The first part of the theorem is well known and essentially dates back to the original work of Nemirovski and Yudin [41] . As for the trajectory convergence properties of (MD), [3, 14] provide a proof for a Hessian Riemannian gradient system which is formally equivalent to (MD) when h is steep (for a detailed discussion, see Section 5); [4] also deals with the singular Riemannian case (corresponding to nonsteep h), but requires that X be polyhedral. Finally, [3, 31] also provide an O(1/t) 5 To be clear, Proposition 2.3 guarantees that F (p, y) = D(p, Q(y)) whenever Q(y) is interior.
The statement for steep h is sharper because it states that F (p, y) = D(p, Q(y)) for all y. This is a consequence of the fact that im Q = X • for steep h, hence the need to invoke Proposition 2.2.
value convergence rate for x(t); under (H 2 ), Part (ii) of Theorem 2.4 narrows this convergence down to a point x * ∈ arg min f (instead of the set arg min f ).
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Building on this basic deterministic result, our aim in the rest of this paper will be to explore how the strong convergence properties of (MD) are affected if the gradient input of (MD) is contaminated by noise.
Mirror descent with noisy gradient input
To account for noise and measurement errors in (MD), our starting point will be the random disturbance modelẏ
where (t) is a random function of time representing the noise in the gradient input v(x(t)) at each instance t ≥ 0. To write the Langevin equation (3.1) as a formal stochastic differential equation, let (Ω, F, {F t } t≥0 , P) be a filtered probability space, 7 and consider the stochastic mirror descent dynamics
where
More precisely, we assume throughout that Z(t) is of the general form
is an adapted m-dimensional Wiener process.
8
(2) The n×m volatility matrix σ ik : X ×R + → R of Z(t) is assumed measurable, bounded, and Lipschitz continuous in the first argument. More formally, we posit that
for some > 0 and for all x, x ∈ X , t ≥ 0.
The most straightforward case for the noise is when m = n and Z(t) = σW (t) for constant σ. This case corresponds to i.i.d. increments that are uncorrelated across different components and that do not depend on t or X(t). However, these independence assumptions are not always realistic: in Section 5.1, we discuss an important example with nontrivial correlations that arise in the study of traffic networks, and which necessitate the more general treatment above. 6 If Q is smooth (as opposed to Lipschitz), a simple differentiation shows that f (x(t)) is nonincreasing in t. In this case, an O(1/t) convergence for f (x(t)) follows readily from an O(1/t) upper bound onf (t) by noting that f (x(t)) = t −1 t 0 f (x(t)) ds ≤ t −1 t 0 f (x(s)) ds =f (t). 7 We tacitly assume here that Ft satisfies the usual conditions, i.e. it is complete (F 0 contains all P-null sets) and right-continuous (Ft = s>t Fs). 8 It is possible to consider even more general continuous semimartingale error terms here, but the presentation would become much more complicated.
More concretely, the correlation structure of the noise process Z can be captured by the quadratic covariation process [Z(t), Z(t)], 9 given here by the SDE
where Σ = σσ is the infinitesimal covariance matrix of the process. If Σ is not diagonal, the components of Z exhibit nontrivial correlations quantified by the nonzero off-diagonal elements of Σ. This also highlights the role of the underlying m-dimensional Wiener process W (t) in (SMD): if m < n, the induced disturbances are necessarily correlated; if m = n and σ is diagonal, the errors are independent across components; and if m > n, the noise in each component may result from the aggregation of several, independent error sources. Obviously, the precise statistics of the noise depend crucially on the application being considered, so, for generality, we maintain an application-agnostic approach and we make no assumptions on the structure of Σ.
For posterity, we also note here that the noise regularity hypothesis (H 3 ) gives
for some σ * > 0 and all x ∈ X , t ≥ 0,
denotes the Frobenius norm of the n × m matrix σ. In what follows, it will be convenient to measure the magnitude of the noise affecting (SMD) via σ * ; 10 obviously, when σ * = 0, we recover the noiseless, deterministic dynamics (MD). Now, under the Lipschitz continuity hypothesis (H 1 ) and the noise regularity condition (H 3 ), standard results from the theory of stochastic differential equations show that (SMD) admits unique strong solutions that exist for all time (see e.g. Theorem 3.21 in [44] ).
11 Specifically, for every (random) F 0 -measurable initial condition Y 0 with E[ Y 0 2 * ] < ∞, there exists an almost surely continuous stochastic process Y (t) satisfying (SMD) for all t ≥ 0 and such that Y (0) = Y 0 . Furthermore, up to redefinition on a P-null set, Y (t) is the unique F t -adapted process with these properties [28, Theorem 3.4] .
For concreteness, we will focus only on non-random initial conditions of the form Y (0) = y 0 for a fixed y 0 ∈ Y. In this case, the second moment condition
2 * ] < ∞ is satisfied automatically, so we have: Proposition 3.1. Assume (H 1 ) and (H 3 ) hold. Then, for all y 0 ∈ Y and up to a P-null set, (SMD) admits a unique strong solution (Y (t)) t≥0 such that Y (0) = y 0 .
9 Recall here that the covariation of two processes X and Y is defined as [X(t),
, where the limit is taken over all parti-
10 Note here that σ 2 * typically scales with the dimensionality of X (for instance, if Z is a standard n-dimensional Wiener process).
11 The Lipschitz continuity of the drift and diffusion terms of (SMD) is key in this regard.
Noise regularity σ(x, t) is bounded and Lipschitz in x   Table 1 . Overview of the various hypotheses used in the paper.
In the rest of the paper, when we refer to a solution trajectory of (SMD), we will implicitly invoke the well-posedness result above without making an explicit reference to it.
Convergence results
Despite the strong convergence properties of the deterministic dynamics (MD), the noise-contaminated dynamics (SMD) may fail to converge, even in simple, onedimensional problems. For an elementary example, take
since the martingale part of (SMD) does not vanish when X(t) = 0, it follows that X(t) cannot converge to arg min f = {0} with positive probability -and this, independently of the choice of mirror map Q.
In view of this nonconvergent example, our aim in the rest of this section will be to:
(1) Analyze the convergence properties of (SMD) in the "vanishing noise" regime (Section 4.1). (2) Study the long-run concentration properties of X(t) around interior minimizers (Section 4.2). (3) Identify classes of convex programs where X(t) does converge (Section 4.3). (4) Examine a convergent variant of (SMD) with a decreasing sensitivity parameter (Section 4.4).
4.1.
The vanishing noise regime. We begin with the case where the gradient input to (SMD) becomes more accurate as measurements accrue over time -for instance, as in applications to wireless communications where the accumulation of pilot signals allows users to better sense their channel over time [36] . In this "vanishing noise" limit, intuition suggests that X(t) should asymptotically follow the dynamics (MD), and hence converge (in some sense) to arg min f . To make this intuition precise, we first show below that arg min f is recurrent under X(t), i.e. X(t) visits any neighborhood of arg min f infinitely often: Proposition 4.1. Assume (H 1 ) and (H 3 ) hold, and let X(t) = Q(ηY (t)) be a solution of (SMD). If lim t→∞ sup x∈X σ(x, t) F = 0, there exists a (random) sequence of times t n ↑ ∞ such that X(t n ) → arg min f (a.s.).
As in the noiseless case (and much of the analysis to follow), the proof of Proposition 4.1 hinges on the "η-deflated" Fenchel coupling
which satisfies the (stochastic) Lyapunov-like property
Arguing by contradiction, if X(t) remained a bounded distance away from arg min f , the drift term in (4.2) would decrease linearly in t for all x * ∈ arg min f (by convexity). Since the Itô correction and martingale noise terms grow sublinearly in t (by the vanishing noise assumption and the law of large numbers respectively), this would give V (t) → −∞, contradicting the fact that V (t) ≥ 0.
Of course, Proposition 4.1 is considerably weaker than its deterministic counterpart (Theorem 2.4), because it does not even imply that X(t) → arg min f with positive probability. Nonetheless, by slightly strengthening the vanishing noise requirement sup x σ(x, t) F → 0, we obtain that X(t) → arg min f with probability 1:
The key challenge in obtaining this a.s. convergence result is that, even if we ignored the martingale term in (4.2), it is quite difficult to balance the drift (helpful) and Itô correction (antagonistic) terms. Thus, in lieu of a direct Lyapunov approach, we will show that X(t) "tracks" the deterministic dynamics (MD) in a certain, precise sense (see below), and then leverage the convergence properties of (MD) to deduce that X(t) → arg min f .
To quantify what "tracking" means in this context, we use the seminal notion of an asymptotic pseudotrajectory (APT) due to Benaïm and Hirsch [8, 9] : Definition 4.3. Let (Y (t)) t≥0 be a continuous curve in Y and let Φ t : Y → Y, t ≥ 0, be the semiflow of (MD) on Y (i.e. (Φ t (y)) t≥0 denotes the solution orbit of (MD) that starts at y ∈ Y). Then, Y is an asymptotic pseudotrajectory (APT) of Φ if
Heuristically, an APT of (MD) asymptotically follows the induced semiflow Φ with arbitrary accuracy over windows of arbitrary length. Nonetheless, this "fixed horizon" property does not suffice to establish the convergence of an APT to arg min f , despite the strong convergence properties of (MD). On that account, the basic steps of our proof are as follows:
i) Using the analysis of [9] , we show that the stated decay assumption for σ(x, t) implies that solutions of (SMD) are APTs of (MD). ii) By Proposition 4.1, arg min f is recurrent under (SMD), so solutions of (SMD) cannot stray too far from arg min f in the long run. iii) Once a solution of (SMD) gets close enough to arg min f , the APT property means that it becomes trapped in its vicinity and eventually converges to it. We make all this precise in Appendix B.2 where we prove Proposition 4.1 and Theorem 4.2.
4.2.
Long-run concentration around solution points. Beyond the vanishing noise regime, the simple example f (x) = x 2 /2 with Z(t) = W (t) shows that X(t) may fluctuate around arg min f in perpetuity if the noise is persistent. As such, our goal in what follows will be to analyze the long-run concentration properties of (SMD) and to determine the domain that X(t) occupies with high probability in the long run.
For reasons that will become clear shortly, we focus on strongly convex problems that admit a (necessarily unique) interior solution x * ∈ X • . More concretely, this means that there exists some α > 0 (related to the convexity of the problem) such that
(4.4) Our first result in this case is as follows: Proposition 4.4. Assume (H 1 ) and (H 3 ) hold, and let f be an α-strongly convex function with an interior minimizer x * ∈ X • . If X(t) = Q(ηY (t)) is a solution of (SMD) initialized at y 0 ∈ Y, we have
Moreover, if τ δ = inf{t > 0 : X(t) − x * ≤ δ} denotes the first time at which X(t) gets within δ > 0 of x * , we also have 6) provided that η < αKδ 2 /σ 2 * . In particular, for y 0 = 0, we have the optimized bound
achieved for η = αKδ 2 /(2σ 2 * ). Remark 4.1. In the above, the constant α has to do with the objective function f and the feasible region X , while K and Ω are linked to the mirror map Q (and, of course, also X ). The optimizer has no control over the former, but if its value can be estimated and the geometry of X is relatively simple, the latter can be finetuned further to sharpen the above bounds. 3) provides a basic estimate of the longrun concentration of X(t) around x * , and also highlights the role of α and σ * . Specifically, (4.7) shows that X(t) hits a δ-neighborhood of x * in time which is O(1/δ 4 ) on average; what's more, the multiplicative constant in this bound increases with the noise level in (SMD) and decreases with the sharpness of the minimum point x * (as quantified by the strong convexity constant α of f ). To obtain finer information regarding the concentration of X(t) around x * , we need to consider its occupation measure: Definition 4.5. The occupation measure of X at time t ≥ 0 is given by
In words, µ t (A) is the fraction of time that X spends in A up to time t. As such, the asymptotic concentration of X around x * can be estimated by the quantity µ t (B δ ), where 2 , and the flowlines indicate the flow of (MD). In the first figure, we exhibit the convergence of (SMD) to arg min f when the volatility of the noise decays as Θ(1/ log t). In the second, we estimate the long-run occupation measure of X: darker shades of gray correspond to higher probabilities of observing X in a given region.
is the intersection of a δ-ball centered at x * with X . We then have the following concentration result (for a numerical illustration, see Fig. 1 ): Theorem 4.6. Assume (H 1 ) and (H 3 ) hold, and let f be an α-strongly convex function admitting an interior minimizer x * ∈ X • . Moreover, fix some δ > 0 and suppose that the infinitesimal covariance matrix Σ of (SMD) is time-homogeneous and uniformly positive-definite (i.e. Σ(x, t) ≡ Σ(x) λI for some λ > 0). If (SMD) is run with η < αKδ 2 /σ 2 * , then 2 * , we have µ t (B δ ) ≥ 1 − ε for all sufficiently large t (a.s.). Remark 4.3. Since Σ = σσ , it follows that Σ is nonnegative-definite by default. The stronger assumption Σ λI essentially posits that the volatility matrix σ of Z has rank(σ) = n, i.e. the components of Z are not completely correlated. For instance, this condition is trivially satisfied in the baseline case where Z is a Wiener process in R n .
Remark 4.4. It is also worth noting that the bound (4.10) only depends on the mirror map Q via its inverse Lipschitz constant K (that is, the strong convexity constant of h). Eq. (4.10) suggests that K should be taken as large as possible (to have µ t (B δ ) ≈ 1). However, in so doing, the process X(t) will initially spend a much larger amount of time near the prox-center x c ≡ arg min h of X , so there is a trade-off between the sharpness of the asymptotic concentration of X(t) near x * and the time it takes to attain this asymptotic regime.
In a nutshell, Theorem 4.6 states that the concentration of X(t) around x * may be arbitrarily sharp if η is taken small enough. Indeed, for η < αKδ 2 /σ 2 * , Proposition 4.4 shows that B δ is recurrent, i.e. P(X(t) ∈ B δ for some t ≥ 0) = 1 for every initial condition y 0 ∈ Y. Relegating the (fairly intricate) details to Appendix B.3, it can be shown that the stated assumptions guarantee the existence of a unique invariant distribution ν for the dual process Y (t). The pushforward of ν to X is precisely the limit of the occupation measures µ t of X as t → ∞, so (4.10) follows by using the mean square bound (4.5) to estimate ν.
We close this section by noting that the assumption that x * is interior is crucial in the statement of Theorem 4.6. As we shall see in the next section, if x * is a corner of X (i.e. PC(x * ) has nonempty interior), Y (t) is transient (not recurrent) and X(t) converges to x * (instead of fluctuating in a small neighborhood thereof). Otherwise, when x * belongs to a nontrivial face of X , the dynamics (SMD) exhibit a hybrid behavior: X(t) converges (a.s.) to the smallest face of X that contains x * and fluctuates around x * along the relative interior of said face. However, obtaining a precise result along these lines is fairly cumbersome, so we omit this analysis. Taking for concreteness η = 1, h(x) = x log x + (1 − x) log(1 − x) and Z(t) = σW (t) with constant σ, the dynamics (SMD) become 12) and, after integrating, we get Y (t) = t + σW (t). By a trivial stochastic estimate, this implies that Y (t) ≥ t/2 for large t (except possibly on a P-null set), so lim t→∞ X(t) = 1 (a.s.). In other words, in the simple linear program (4.11), X(t) converges to arg min f with probability 1, no matter the level of the noise. The reason behind this convergence (as opposed to the case of interior minimizers) is that the drift of (4.12) does not vanish when X(t) approaches arg min f , so it ends up dominating the martingale term W (t). A nonvanishing gradient is typical of (generic) linear programs, so one would optimistically expect comparable results to hold whenever (P) can be locally approximated by a linear program. Following Polyak [45, Chapter 5.2], we formalize this idea by focusing on convex programs with sharp solutions: Definition 4.8. We say that x * ∈ X is a γ-sharp minimum point of f if
for some γ > 0 and all x ∈ X . (4.13)
From Definition 4.8, it is easy to see that a sharp minimum point is the unique minimizer of f and it remains invariant under small perturbations of f (assuming of course that such a minimizer exists in the first place). On top of that, with f assumed smooth, 12 we also have the following geometric characterization:
Lemma 4.9. x * ∈ X is a γ-sharp solution of (P) if and only if v(x * )| z ≤ −γ z for some γ > 0 and for all z ∈ TC(x * ). (4.14)
Proof. The "if" part follows trivially by convexity. For the "only if" part, let z ∈ TC(x * ) and note that (4.13) gives
Hence, taking the limit t → 0 + , we get ∇f (x * ) | z ≥ γ z and (4.14) follows.
A further consequence of Lemma 4.9 is that v(x * ) ∈ int(PC(x * )), implying that sharp solutions of smooth convex programs can only occur at corners of X (that is, points whose polar cone has nonempty topological interior). In this sense, sharp minimizers constitute the flip side of the interior-point analysis of the previous section, a contrast which is further reflected in the following a.s. convergence result: Theorem 4.10. Assume (H 1 )-(H 3 ) hold and suppose that f admits a (necessarily unique) sharp minimum point x * . If (SMD) is run with a sufficiently small sensitivity parameter η, X(t) converges to x * (a.s.); in addition, if the mirror map Q is surjective, this convergence occurs in finite time (a.s.).
As an important special case, note that every solution of a (generic) linear program is sharp. To gain some insight in the proof of Theorem 4.10, note first that the driving vector field v(x) of (SMD) points towards x * for all x ∈ X (by convexity). Thanks to this basic property, almost every solution of (SMD) visits any neighborhood of x * infinitely many times (a.s.). However, when X(t) is near x * , the sharpness of the solution "traps" X(t) near x * and does not allow any overshoots (as in the interior case) because x * is a corner of X . By a hitting time argument based on Girsanov's theorem, it is then possible to show that the dual process Y (t) escapes to infinity along a direction contained in the polar cone PC(x * ) of X at x * . Then, the a.s. convergence of X(t) to x * follows from a straightforward geometric argument. We make all this precise in Appendix B.4.
4.4.
Rectification. In this section, we examine a "rectified" variant of (SMD) which is run with a decreasing sensitivity parameter and which takes into account all past information up to time t. Specifically, motivated by Theorem 2.4(i), consider the transformed process
corresponding respectively to the long-run average (also known as the "ergodic average" in optimization) and the "best value" of X up to time t. The results of [46] and the analysis of Section 4.2 indicate that X(t) is concentrated around interior solutions of X (in the long run and in probability), provided that (SMD) is run with sufficiently small η. That said, in a black-box setting where knowledge about (P) and the noise process Z(t) is not readily available, the choice of η would essentially become a matter of trial and error. Thus, a meaningful work-around would be to employ a variable sensitivity parameter η ≡ η(t) which decreases to 0 as t → ∞.
Since Y (t) = O(t) by the Lipschitz assumption (H 1 ), η(t) should not decrease to zero faster than 1/t: otherwise, X(t) = Q(η(t)Y (t)) would converge to the proxcenter x c ≡ arg min x∈X h(x) of X with probability 1. With this in mind, we make the following assumption throughout this section: η(t) is Lipschitz continuous, nonincreasing, and lim t→∞ tη(t) = ∞.
(H 4 )
Under this assumption, we have:
Theorem 4.12. Assume (H 1 ), (H 3 ) and (H 4 ) hold. Then, the rectified process X(t) enjoys the performance guarantees
18)
where Ω = max{h(x ) − h(x) : x, x ∈ X }. In particular, if lim t→∞ η(t) = 0, we have X(t) → arg min f (a.s.).
Corollary 4.13. Suppose that η(t) ∝ t −β for some β ∈ (0, 1) and all t ≥ 1. Then: [33] , the drop in performance from O(1/t) to O(1/ √ t) in the discrete-time case stems from the gap between continuous and discrete time: specifically, the discretization of the continuous-time dynamics introduces a second-order Taylor term which slows down convergence. In the case of (SMD), the second-order error that appears is not due to discretization, but to the (second-order) Itô correction which has a similar effect.
Discussion
In this last section, we discuss some applications and extensions of our analysis so far.
5.1.
The traffic assignment problem: a case study. We begin with an application of our results to traffic assignment, a key problem in transportation and network science that concerns the optimal selection of paths between origins and destinations in traffic networks. Referring to [6, 10] for a detailed discussion, the core incarnation of the problem is as follows: First, let G = (V, E) be a directed multi-graph with vertex set V and edge set E. Assume further that there is an origin-destination (O/D) pair (o, d) ∈ V × V sending λ units of traffic from o to d via a set of paths p ∈ P (that is, a set of simple edge chains joining o to d in G in the usual way).
14
The set of feasible routing flows x = (x p ) p∈P in the network is then defined as
Given a routing flow x ∈ X , the load on edge e ∈ E is w e = p e x p and the delay experienced by an infinitesimal traffic element traversing edge e is c e (w e ), where c e : R + → R + is a nondecreasing convex cost function (often a polynomial with positive coefficients). Then, the delay along path p ∈ P is given by
and the average delay in the network will be
x p c e (w e ) = e∈E w e c e (w e ). In this setting, solving the traffic assignment problem means finding a socially optimum routing flow x * ∈ arg min x∈X C(x). Assuming that the controlling O/D pair updates its routing flow at each t ≥ 0, Theorem 2.4 shows that an optimum flow can be attained in an online manner by following the dynamics (MD). More precisely, if we introduce the marginal cost c e (w e ) = (w e c e (w e )) = c e (w e ) + w e c e (w e ) (5.4) and its path-based analoguec p (x) = e∈pc e (w e ), a simple differentiation yields
Thus, the dynamics (MD) take the forṁ
and, assuming c and h are sufficiently regular, 15 Theorem 2.4 shows that every solution x(t) of (5.6) converges to an optimum routing flow x * ∈ arg min C. Now, if the marginal cost of each edge is only observable up to a random error, the scoring step of (5.6) takes the form
(5.7) 14 The extension of the model to networks with multiple O/D pairs requires more elaborate notation, but is otherwise straightforward; for an atomic, nonsplittable variant, see [15] . 15 For instance, this is so if ce is polynomial and h is the entropic regularizer of Example 2.2.
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(b) Convergence of the ergodic averageX(t). Figure 2 . Evolution of the dynamics (SMD) in the traffic assignment problem. Fig. 2(a) shows the underlying fiber network for the 50 largest continental US cities. In Fig. 2(b) , we provide a log-log plot of the normalized total cost C0(x) = C(x) − min C under (SMD) with logit choice (Example 2.2). When run with a fixed sensitivity, X(t) meanders around without converging (solid blue line) and even the time-averaged processX(t) = t −1 t 0 X(s) ds fails to converge (blue line with circle markers). If run with a t −1/2 sensitivity schedule, X(t) gets closer to the optimum (dashed green line) and its time-average follows a power law (dashed green line with square markers).
where dZ p = − e∈p σ e dW e and σ e is assumed constant (for simplicity). An easy calculation then shows that the infinitesimal covariance matrix Σ of Z is given by Σ pp = e,e ∈E σ e σ e δ ee 1(e ∈ p) 1(e ∈ p ) = i.e. stochastic fluctuations across two different paths p, p ∈ P are correlated over their common edges. This provides an important example where different components of the noise process Z are inherently correlated -here, due to the underlying graph G. Fig. 2 shows the evolution of the dynamics (5.6) in a data network consisting of the 50 largest continental US cities with noise volatility σ e = 0.25 for all e ∈ E and affine cost functions of the form c e (w e ) = a e w e + b e (both a e and b e drawn uniformly between 0 and 1). The stochastic system (SMD) was integrated numerically following a standard Euler-Maruyama discretization scheme [30] run for N = 10 3 iterations with a step-size of δ = 10 −2 . Then, in Fig. 2(b) , we plotted the normalized total cost C 0 (x) = C(x) − min C in log-log scale: in tune with Theorem 4.12, we see that if (SMD) is run with a decreasing sensitivity parameter, the ergodic averageX(t) = t −1 t 0 X(s) ds enjoys a power law convergence rate (corresponding to a straight line in log-log scale), even though the unrectified process X(t) fails to converge altogether.
Links with Hessian Riemannian gradient flows.
In this last section, we briefly examine some links between (SMD) and the literature on Hessian Riemannian gradient flows [3, 4, 14] . To begin with, when h is steep and X has nonempty (topological) interior, the differential theory of Legendre transformations [48, Chapter 26] shows that the mirror map Q = ∇h * is a homeomorphism between Y = V * and X • = dom ∂h. In this case, the system (MD) induces a semiflow on X • via the dynamicṡ
By Legendre's identity, we also have Hess(h * (y)) = Hess(h(Q(y))) −1 for all y ∈ Y, so (5.9) leads to the Hessian Riemannian (HR) dynamicṡ
where H(x) ≡ Hess(h(x)) denotes the Hessian of h evaluated at x = Q(y).
As such, a natural question that arises is whether this equivalence between (HD) and (MD) carries over to the stochastic regime analyzed here. To address this issue, assume first that the gradient input to (HD) is perturbed by some random noise function (t) as in (3.1), viz.
Then, writing out (5.10) as a proper (Itô) stochastic differential equation, we get the stochastic Hessian Riemannian dynamics
with Z(t) defined as in (3.2). On the other hand, if h is sufficiently smooth, Itô's formula shows that the primal dynamics generated by (SMD) on X are given by
with the last term corresponding to the second-order Itô correction induced by the nonlinearity of Q (we have also taken η = 1 for simplicity).
Comparing these two systems, we see that the first two terms of (SMD-P) correspond precisely to the drift and diffusion coefficients of (SHD). However, the Itô correction term 1 2 Σ(X) · Hess(Q(Y )) dt (which involves the third derivatives of h * ) has no equivalent in (SHD), meaning that (SHD) and (SMD-P) do not coincide in general -that is, unless the mirror map Q : Y → X happens to be linear.
To illustrate this, take the linear objective f (x) = x over X = [0, 1] and consider the dynamics generated by the entropic penalty function h(x) = x log x + (1 − x) log(1 − x) with induced mirror map Q(y) = e y /(1 + e y ). Then, (SHD) becomes
while, after a routine application of Itô's lemma, (SMD) gives
We thus see that the primal dynamics (5.11) and (5.12) differ by the Itô correction term 1 2 X(1 − X)(1 − 2X) dt. Accordingly, the dynamics' behavior with respect to the minimizer x * = 0 of f is expected to be different as well. Indeed, the score process Y (t) of (SMD) becomes Y (t) = Y (0)−t+σW (t) → −∞ (a.s.), implying in turn that X(t) → x * under (5.12). On the other hand, under (5.11), it can be shown that X(t) converges to arg max f with high probability if σ is large enough. To see this, let G(x) = log x − log(1 − x), so G(X(t)) → −∞ if X(t) → 0 + and G(X(t)) → +∞ if X(t) → 1 − . Itô's lemma then yields
From (5.13), it is intuitively obvious (and can be shown rigorously) that the drift of (5.13) remains uniformly positive with probability arbitrarily close to 1 if X(0) > 1/2 and σ is large. 16 In turn, this implies that G(X(t)) → ∞, i.e. (5.11) converges with high probability to arg max f instead of arg min f ! The above shows that the Hessian Riemannian system (HD) is more vulnerable to noise compared to (MD). Intuitively, this failure is due to the fact that (HD) lacks an inherent "averaging" mechanism capable of dissipating the noise in the long runin (MD), this role is played by the direct aggregation of gradient steps up to time t. Given the link between Hessian Riemannian dynamics and the replicator dynamics of evolutionary game theory [3, 22] , this is also reminiscent of the different long-run behavior of the replicator dynamics with aggregate shocks [23] and the dynamics of stochastically perturbed exponential learning [37] . We intend to explore these relations at depth in a future paper.
Appendix A. Mirror maps and the Fenchel coupling
In this appendix, we collect some basic properties of mirror maps and the Fenchel coupling. We begin with a structural property of the inverse images of Q:
Proof. By Proposition 2.2, it suffices to show that y + v ∈ ∂h(x) for all v ∈ PC(x). However, since v ∈ PC(x), we also have v | x − x ≤ 0 for all x ∈ X , and hence
where the first inequality follows from the fact that y ∈ ∂h(x). The above shows that y + v ∈ ∂h(x), so Q(y + v) = x, as claimed.
The following technical comparison result is also useful in our analysis:
and
Proof. Let v = y 2 − y 1 and set g(t) = F (p,
For our second assertion, (2.10c) readily yields
and, after rearranging, we get ω 2 + 2K X ω − 2Kδ ≥ 0, where ω = y 2 − y 1 * ≥ 0.
The roots of this inequality are
This implies that (A.3) only holds if ω ≥ ω + , so (A.2) follows.
Our next result describes the evolution of the η-deflated Fenchel coupling
ηy(t)) under (MD):
Lemma A.3. Fix some x * ∈ X . Then, under (MD), we havė
Consequently, V (t) is nonincreasing for all x * ∈ arg min f .
Proof. By the definition (2.14) of the η-deflated Fenchel coupling and Proposition 2.2, we havė
as claimed. As for our second claim, simply note that v(
We now extend Lemma A.3 to the stochastic dynamics (SMD) with a variable sensitivity parameter η ≡ η(t):
Lemma A.4. Fix some x * ∈ X . Then, for all t ≥ t 0 ≥ 0, we have
Proof. By Proposition 2.2, we have ∇F (x * , y) = ∇h * (y) − x * = Q(y) − x * for all y ∈ Y. Thus, given that Q = ∇h * is (1/K)-Lipschitz continuous (again by Proposition 2.2), our result follows from Proposition C.2 (see also Remark C.1).
Appendix B. Convergence analysis
In this appendix, we prove the convergence results of Sections 2 and 4. B.1. Deterministic analysis. We begin with the convergence properties of the deterministic dynamics (MD):
Proof of Theorem 2.4. For all x * ∈ arg min f , Lemma A.3 gives
A simple rearrangement yieldsf (t) − min f ≤ V (0)/t, so the bound for f min (t) follows trivially. As for the specific rate Ω/t, it suffices to note that F (x
x, x ∈ X }. For our second assertion, letx be an ω-limit of x(t) and assume thatx / ∈ arg min f . Since arg min f is closed, there exists a neighborhood U ofx in X such that v(x) |x − x * ≤ −a for some a > 0 and for all x * ∈ arg min f . Furthermore, sincex is an ω-limit of x(t), there exists an increasing sequence of times t k ↑ ∞ such that x(t k ) ∈ U for all k. Then, for all τ > 0, Proposition 2.2 gives
Given that the bound (B.2) does not depend on k, there exists some sufficiently small δ > 0 such that
* ∈ arg min f , we get
showing that lim inf t→∞ F (x * , ηy(t)) = −∞, a contradiction. Since x(t) admits at least one ω-limit, we conclude that x(t) converges to arg min f . Assuming x * ∈ arg min f is an ω-limit of x(t), we have x(t k ) → x * for some sequence of times t k ↑ ∞. By (H 2 ), it follows that V (t k ) → 0 and hence, with V (t) nonincreasing, that V (t) → 0. Since x(t) admits at least one ω-limit (by the compactness of X ), we conclude that lim t→∞ x(t) = x * , as claimed.
B.2. The vanishing noise limit. We proceed with the proof of our "vanishing noise" results, namely Proposition 4.1 and Theorem 4.2:
Proof of Proposition 4.1. Arguing by contradiction, assume that X(t) remains a bounded distance away from arg min f for large t with positive probability. This implies that there exists some a > 0 and a (random) t 0 such that
again with positive probability. Then, fixing some x * ∈ arg min f and taking the associated Fenchel coupling V (t) = η −1 F (x * , ηY (t)), Lemma A.4 gives
where ξ(t) denotes the martingale term
. Moreover, we also have lim t→∞ t
2 F = 0 (by the vanishing noise assumption and de l'Hôpital's rule), so the last two terms in (B.5) are both sublinear in t. We thus obtain V (t) → −∞ with positive probability, a contradiction which establishes our claim.
We are now in a position to prove Theorem 4.2 under the additional assumption sup x∈X σ(x, t)
Proof of Theorem 4.2. Without loss of generality, assume that η = 1; otherwise, simply replace h by η −1 h in the definition of (SMD). Also, for simplicity, we only prove the case where f admits a unique minimizer x * ∈ X ; the general argument is similar (but more cumbersome to write down), so we omit it.
To begin, fix some ε > 0 and let U ε = {x = Q(y) : F (x * , y) < ε}. Our first claim is that there exists a time T ≡ T (ε) such that F (x * , Φ T (y)) ≤ max{ε, F (x * , y) − ε} for all y ∈ Y. Indeed, by (H 2 ) and the continuity of v(x), there exists some a ≡ a(ε) > 0 such that
Consequently, if τ y = inf{t > 0 : Q(Φ t (y)) ∈ U ε } is the first time at which an orbit of (MD) hits U ε , Lemma A.3 gives
In view of this, set T = ε/a and consider the following cases:
) is weakly decreasing in t).
In both cases we have F (x * , Φ T (y)) ≤ max{ε, F (x * , y) − ε}, as claimed. Now, let (Y (t)) t≥0 be a solution of (SMD); we then claim that Y (t) is (a.s.) an asymptotic pseudotrajectory of (MD) in the sense of Definition 4.3. Indeed, by Proposition 4.6 in [8] , it suffices to show that
−c/Σmax(t) dt < ∞ where Σ max (t) = sup x∈X tr[Σ(x, t)] and c > 0 is arbitrary. However, by assumption
for some φ(t) with lim t→∞ φ(t) = 0. Therefore,
and our assertion follows.
To proceed, fix a solution Y (t) of (SMD) which is an APT of (MD). Moreover, with notation as in Definition 4.3, let δ ≡ δ(ε) be such that δ X +δ 2 /(2K) ≤ ε and choose some (random) t 0 ≡ t 0 (ε) such that sup 0≤h≤T Y (t + h) − Φ h (Y (t)) * ≤ δ for all t ≥ t 0 . Then, for all t ≥ t 0 , we get
where, in the first line, we used the second-order Taylor estimate for the Fenchel coupling derived in Proposition 2.3 (cf. Appendix A). By Proposition 4.1, there exists some
Hence, by (B.10), we get
Therefore, repeating the above argument at T 0 + T (instead of T 0 ) and proceeding inductively, we get
With ε arbitrary, we conclude that F (x * , Y (t)) → 0, so X(t) → x * , as claimed.
B.3. Long-run concentration around solution points. We now turn to the ergodic properties of (SMD) under persistent, nonvanishing noise:
Proof of Proposition 4.4. Let V (t) ≡ η −1 F (x * , ηY (t)) denote the η-deflated Fenchel coupling between x * and Y (t). Then, by the growth bound (A.6), we get 12) where
and we used the strong convexity bound (4.4) to write v(
2 α x − x * 2 in the second line. Since V (t) ≥ 0, the bound (4.5) follows by taking expectations, exploiting the fact that ξ(t) has zero mean, and rearranging. Now, replacing t by τ δ ∧ t in (B.12), we also get
where we used the fact that
Our claim then follows by letting t → ∞ (so τ δ ∧ t → τ δ ) and invoking the dominated convergence theorem. Finally, the optimized bound (4.7) is obtained by maximizing the denominator of (4.6).
We are now in a position to estimate the occupation measure of X(t):
Proof of Theorem 4.6. We begin by introducing a transformed version of Y (t) which is recurrent under (SMD). 17 To that end, note first that Q −1 (x) always contains a translate of the polar cone PC(x) of X at x (cf. Lemma A.1); in particular, if X is not full-dimensional, Q −1 (B δ ) contains a nonzero affine subspace of Y. To mod out this subspace, let V 0 = aff(X − X ) ⊆ V denote the smallest subspace of V that contains X when translated to the origin (so X may be considered as a convex body of V 0 ). Then, writing Y 0 ≡ V * 0 for the dual space of V 0 , define the restriction map
We then have π 0 (y) = 0 whenever y annihilates V 0 (i.e. y |z = 0 for all z ∈ V 0 ).
18
Accordingly, in view of Proposition 4.4, it stands to reason that the transformed process Ψ(t) = π 0 (Y (t)) is recurrent. Indeed, from [11, Proposition 3.1] , it suffices to show that a) Ψ(t) is an Itô diffusion whose infinitesimal generator is uniformly elliptic; and b) there exists some compact set C 0 ⊆ Y 0 such that P(Ψ(t) ∈ C 0 for some t ≥ 0) = 1 for every initial condition ψ 0 ∈ Y 0 . The rest of our proof is devoted to establishing these two requirements. 17 Recall here that Y (t) is recurrent if there exists a compact set C such that P(Y (t) ∈ C for some t ≥ 0) = 1 for every initial condition y 0 of Y [11, 28] . In our case, the set Q −1 (B δ ) need not be compact, so the generating process Y (t) need not be recurrent either. 18 Of course, if X has nonempty interior as a subset of V, we have V 0 = V and π 0 is the identity.
For the first, write π 0 (y) in coordinates as (π 0 (y)) i = n k=1 Π ik y k . Then, with Ψ = Π · Y , we get
(B.15)
Moreover, define the "restricted" mirror map Q 0 : Y 0 → X as
where, in a slight abuse of notation, X is treated as a subset of V 0 . By definition, we have y |x = π 0 (y) | x for all x ∈ X , so arg max{ y | x − h(x)} = arg max{ π 0 (y)| x − h(x)} for all y ∈ Y. This shows that X(t) can be expressed as X(t) = Q 0 (ηπ 0 (Y (t))) = Q 0 (ηΨ(t)), so (B.15) represents a regular Itô diffusion. We now claim that the infinitesimal generator L Ψ of Ψ is uniformly elliptic. Indeed, the quadratic covariation of Ψ is given by
where we used the definition (3.3) of Σ in the penultimate equality. However, we also have ΠΣΠ λΠΠ λπ 2 min I, where π min > 0 denotes the smallest singular value of Π (recall that π 0 has full rank). This shows that the principal symbol ΠΣΠ of L Ψ is uniformly positive-definite, so L Ψ is uniformly elliptic.
For the second component of our proof, assume without loss of generality that δ is sufficiently small so B δ ⊆ X
• (obviously, this is possibly only if x * ∈ X • ). Momentarily viewing X as a convex body of V 0 (and B δ as a ball in V 0 ), Remark 6.2.3 in [21] implies that the set C 0 = η −1 ∂h(B δ ) is compact. 19 Then, by Proposition 4.4, it follows that Ψ(t) hits C 0 in finite time (a.s.) for every initial condition
Since the generator L Ψ of Ψ is uniformly elliptic and C 0 is compact, Proposition 3.1 in [11] shows that Ψ(t) is recurrent. for every ν-integrable function φ on Y 0 . We thus obtain
. Similarly, given that the limit of µ t is deterministic and finite, the mean square bound (4.5) also yields
Strictly speaking, Remark 6.2.3 of [21] applies to convex functions that are defined on all of V 0 , but since this is a local property, it is trivial to extend it to our case.
as was to be shown.
B.4. Convergence to sharp solutions. The proof of our convergence result for sharp solutions is fairly involved, so we encode it in a series of technical lemmas. The first one shows that neighborhoods of sharp solutions are recurrent under (SMD):
Lemma B.1. Fix δ > 0 and assume that f admits a γ-sharp solution. If (SMD) is run with sensitivity parameter η < 2γδK/σ 2 * , there exists a (random) sequence of times t n ↑ ∞ such that X(t n ) − x * < δ for all n (a.s.).
Proof. Suppose there exists some (random) t 0 such that X(t) − x * ≥ δ for all t ≥ t 0 . Then, writing V (t) = η −1 F (x * , ηY (t)) for the η-deflated Fenchel coupling between x * and Y (t), Lemma A.4 yields
where we set ξ(t) = n i=1 t t0
in the first line and we used Lemma 4.9 in the second. Since ξ(t)/(t − t 0 ) → 0 by Lemma C.1 in Appendix C, the bound (B.20) yields lim t→∞ V (t) = −∞ if ησ 2 * < 2γδK, a contradiction (recall that V (t) ≥ 0 for all t ≥ 0). This shows that t 0 = ∞ (a.s.), so there exists a sequence t n ↑ ∞ such that X(t n ) − x * < δ for all n.
Our next result shows that the dual process Y (t) keeps moving roughly along the direction of v(x * ) with probability arbitrarily close to 1 if η is chosen small enough and X(0) starts sufficiently close to x * .
Lemma B.2. Suppose that f admits a sharp minimum x * ∈ X , and let P be a polyhedral cone such that v(x * ) ∈ int(P ) and P ⊆ int(PC(x * )) ∪ {0}. Then, for small enough η, ε, δ > 0, and for every initial condition y 0 ∈ Y with F (x * , ηy 0 ) < ε, there exists some y ∈ Y such that F (x * , ηy) = ε + δ and
where κ > 0 is a constant that depends only on P and f .
Proof. Let P ⊥ = {z ∈ V : y | z ≤ 0 for all y ∈ P } denote the polar cone of P and let U = {u j } d j=1 be a basis for P ⊥ (recall that P is assumed polyhedral). Further, fix a small compact neighborhood L of x * such that v(x) |z ≤ −γ L z for some γ L > 0 and all x ∈ L, z ∈ P ⊥ ; 20 with a fair bit of hindsight, assume also that δ < K X 2 is sufficiently small so that Q(ηy) ∈ L whenever F (x * , ηy) ≤ ε + δ. Finally, 20 That such a γ L exists is a consequence of the continuity of v(x) and Lemma 4.9. Figure 3 . The various sets in the proof of Lemma B.2.
invoking Lemma A.2, let y = y 0 −cv(x * ) for some c > 0 such that F (x * , ηy) = ε+δ. Then, (A.2) gives
where we used the fact that δ < K X 2 in the last inequality. To proceed, set τ P = inf{t ≥ 0 : Y (t) / ∈ y + P } and let G u (t) = Y (t) − y | u , so τ P = inf{t ≥ 0 : G u (t) > 0 for some u ∈ U}. Then, for all t ≤ τ P , we have
where we have set A = c min u ∈U | v(x * )| u |, B = γ L , and ξ u (t) = Z(t)| u . Arguing as in the proof of Lemma C.1, the Dambis-Dubins-Schwarz time-change theorem for martingales [26, Theorem 3.4.6] implies that there exists a standard Wiener process W u (t) such that ξ u (t) = W u (ρ u (t)), where ρ u (t) = [ξ u (t), ξ u (t)] denotes the quadratic variation of ξ u . By (B.23), this further implies that G u (t) ≤ 0 whenever W u (ρ u (t)) ≤ A u + B u t; hence, τ P = ∞ whenever W u (ρ u (t)) ≤ A u + B u t.
Moreover, note that
2 * u 2 t for some constant R > 0 that depends only on the choice of primal norm · . Hence, if a trajectory of W u is such that W u (t) ≤ A u + B R u σ 2 * t for all t ≥ 0, we also get
(B.25) Therefore, to prove the lemma, it suffices to establish a suitable lower bound for the probability P(W u (t) ≤ A u + Bt/(R u σ 2 * ) for all t ≥ 0). To do so, let
and write E u for the event "W u (t) ≥ A u + Bt/(R u σ 2 * ) for some finite t ≥ 0". By a standard application of Girsanov's theorem for Wiener processes with drift [26, p. 197 ], we get P(E u ) = e −2AB/(Rσ 2 * ) and hence
(B.27) Now, from the bound (B.22) and the definition of A and B, we have
where we set κ =
. Backtracking then yields P(τ P = ∞) ≥
. Therefore, with P(Y (t) ∈ y + P for all t ≥ 0) = P(τ P = ∞), our proof is complete.
The final ingredient of our proof is that if Y (t) moves deep within PC(x * ), the induced trajectory X(t) = Q(ηY (t)) converges to x * :
Proof. By compactness of X (and passing to a subsequence if necessary), we may assume that x n ≡ Q(y n ) converges in X . Assume therefore that x n → x = x * , so lim inf x n − x * > 0. Then, with y n ∈ ∂h(x n ) by Proposition 2.2, we get
where we set z n = (x n − x * )/ x n − x * . Since z n lives in the unit sphere of · , compactness (and a descent to a further subsequence if necessary) guarantees the existence of some z ∈ TC(x * ) with z = 1 and such that y n | z n ≤ y n | z for all n (recall that TC(x * ) is closed). We thus get h(x * ) ≥ h(x n ) − y n | z x n − x * and, taking lim inf on both sides, we obtain lim inf h(x * ) = ∞, a contradiction.
We are now in a position to prove our main result for sharp solutions:
Proof of Theorem 4.10. As in the proof of Lemma B.2, let L be a sufficiently small compact neighborhood of
. Then, by compactness, there exists a convex cone P ⊆ int(PC(x * )) such that v(x) |z ≤ −γ L z for all x ∈ L, z ∈ P ⊥ . With this in mind, pick ε, δ > 0 sufficiently small so that the conclusion of Lemma B.2 holds and Q(ηy) ∈ L whenever F (x * , ηy) ≤ ε + δ. If η is also chosen small enough, combining (H 2 ) with Lemma B.1 shows that there exists a (random) sequence of times t n ↑ ∞ such that F (x * , ηY (t n )) ≤ ε for all n (a.s.). Hence, by Lemma B.2 and the strong Markov property of Y (t), there exists some a > 0 such that P(F (x * , ηY (t n + t)) ≤ ε + δ for all t ≥ 0) ≥ 1 − (1 − a) n for all n. Thus, with notation as in (B.23), we get 30) with probability at least 1 − (1 − a) n . In turn, Lemma C.1 yields ξ z (t)/t → 0 (a.s.), showing that lim t→∞ G z (t n +t) = −∞. Since the above holds for all n, we conclude that Y (t) |z → −∞ for all z ∈ TC(x * ), so X(t) → x * (a.s.) by Lemma B.3. We are left to show that this convergence occurs in finite time if Q is surjective. To that end, note first that if x * = Q(ηy * ), we also have Q(η(y * + v)) = x * for all v ∈ PC(x * ) by Lemma A.1. Therefore, it suffices to show that, for some y * such that Q(ηy * ) = x * , we have Y (t) ∈ y * + PC(x * ) for all sufficiently large t (a.s.). However, since X(t) → x * , there exists some t 0 such that X(t) ∈ L for all t ≥ t 0 . Thus, for all z ∈ TC(x * ) with z = 1, we get
Since Z(t)/t → 0 by Lemma C.1, we conclude that Y (t) |z → −∞ uniformly in z (a.s.). Consequently, there exists some t 0 such that Y (t) − y * |z ≤ 0 for all t ≥ t 0 and all z ∈ TC(x * ) with z = 1. In turn, this implies that Y (t) ∈ y * + PC(x * ) for all t ≥ t 0 and our proof is complete. B.5. Convergence via rectification. We now turn to the rectified variants of (SMD) with a decreasing sensitivity parameter:
Proof of Theorem 4.12. For all x ∈ X and x * ∈ X , we have
by convexity of f . Hence, by the definition of X (and Jensen's inequality in the case of (4.16a)), we obtain
so it suffices to properly majorize the right-hand side of the above equation.
To that end, let V (t) = η(t) −1 F (x * , η(t)Y (t)) denote the η-deflated Fenchel coupling between Y (t) and x * ∈ arg min f . Then, Lemma A.4 yields where M = Rσ 2 * X 2 . Thus, with probability 1, we have ξ(t) = O( √ t log log t). Putting together all of the above and dividing by t, we get where we have absorbed the O(1/t) terms from (B.35) and (B.36) in the logarithmic term O( t −1 log log t). Our claim then follows from (B.33). Finally, recalling that ξ(t) is a zero-mean local martingale, the mean bound (4.18) follows by taking expectations above.
Appendix C. Results from stochastic analysis
In this last appendix, we collect some results from stochastic analysis that we use throughout the paper. The first such result is a growth estimate for Itô martingales with bounded volatility: Lemma C. whenever lim t→∞ (t log log t) −1/2 f (t) = +∞.
Proof of Lemma C. The process τ ρ (s) is finite, non-negative, non-decreasing, and right-continuous on [0, ρ ∞ ); moreover, it is easy to check that ρ(τ ρ (s)) = s ∧ ρ ∞ and τ ρ (ρ(t)) = t The second result we report here is a weak version of Itô's formula for differentiable functions with Lipschitz-continuous gradient. For notational convenience, let C Thus, taking z = tu for some unit vector u ∈ Y (i.e. u * = 1) and combining the above, we readily obtain with c > 0 chosen so that R n ρ(w) dw = 1. Then, for all ε > 0, let ρ ε (u) = ε −n ρ(u/ε), (C.13a) and φ ε (y) = (φ * ρ ε )(y) = Y φ(y − w)ρ ε (w) dw, (C.13b)
with " * " above denoting convolution over R n . We then have φ ε ∈ C ∞ (Y), so the standard form of Itô's formula gives us Our assertion then follows by letting ε → 0 + and invoking the dominated convergence theorem.
Remark C.1. In the main body of the paper, the above result is typically applied to the Fenchel coupling F (p, y) which, as a function of y, is in the class C where we used the definition Σ = σσ of Σ.
