Abstract: An improved squirrel search algorithm (ISSA) is proposed in this paper. The proposed algorithm contains two searching methods, one is the jumping search method, and the other is the progressive search method. The practical method used in the evolutionary process is selected automatically through the linear regression selection strategy, which enhances the robustness of squirrel search algorithm (SSA). For the jumping search method, the 'escape' operation develops the search space sufficiently and the 'death' operation further explores the developed space, which balances the development and exploration ability of SSA. Concerning the progressive search method, the mutation operation fully preserves the current evolutionary information and pays more attention to maintain the population diversity. Twenty-one benchmark functions are selected to test the performance of ISSA. The experimental results show that the proposed algorithm can improve the convergence accuracy, accelerate the convergence speed as well as maintain the population diversity. The statistical test proves that ISSA has significant advantages compared with SSA. Furthermore, compared with five other intelligence evolutionary algorithms, the experimental results and statistical tests also show that ISSA has obvious advantages on convergence accuracy, convergence speed and robustness.
Introduction
Optimization is one of the most common problems in the engineering field, and with the development of new technology, the problems that need to be optimized have gradually turn to large scale, multi peak and nonlinear approaches. The intelligence evolutionary algorithm is a mature global optimization method with high robustness and wide applicability. The fact that the evolutionary process is not constrained by search space and does not require other auxiliary information means that the intelligence evolutionary algorithm can deal with complex problems effectively, which are too difficult to be solved by the traditional optimization algorithms [1, 2] . The applications of the intelligence evolutionary algorithms have covered system control, machine design and engineering planning, for example [3] [4] [5] [6] [7] .
The intelligence evolutionary algorithms can be divided into the evolutionary heuristic algorithms, the physical heuristic algorithms and the group heuristic algorithms, according to their inspiration. The evolutionary heuristic algorithms originate from the genetic evolution process, with the representative algorithms described as follows: The genetic algorithm imitates Darwin's theory of natural selection and finds the optimal solution by selection, crossover and mutation [8] . Similarly, the essence of the differential evolutionary algorithm is the genetic algorithm based on real coding; the mutation operation modifies each individual according to the difference vectors of population [9] . In the covariance-matrix
The Squirrel Search Algorithm
The standard SSA updates the positions of individuals according to the current season, the type of individuals and whether predators appear [30] .
Initialize the Population
Assuming that the number of the population is N, the upper and lower bounds of the search space are FS U and FS L . N individuals are randomly produced according to Formula (1):
FS i represents the i-th individual, (i = 1 . . . N); rand is a random number between 0 and 1; D is the dimension of the problem.
Classify the Population
Taking the minimization problem as an example, SSA requires that there is only one squirrel at each tree, assuming the total number of the squirrels is N, therefore, there are N trees in the forest. All the N trees contain one hickory tree and N fs (1 < N fs < N) acorn trees; the others are normal trees which have no food. The hickory tree is the best food resource for the squirrels and the acorn tree takes second place. N fs can be different depending on the different problems. Ranking the fitness values of the population in ascending order, the squirrels are divided into three types: individuals located at hickory trees (F h ), individuals located at acorn trees (F a ) and individuals located at normal trees (F n ). F h refers to the individual with the minimum fitness value, F a contains the individuals whose fitness rank 2 to N fs + 1 and the remaining individuals are noted as F n . In order to find the better food resource, the destination of F a is F h ; the destinations of F n are randomly determined as either F a or F h .
Update the Position
The individuals update their positions by gliding to the hickory trees or acorn trees. The specific updating formulas are shown as Formulas (2) and (3), respectively:
) i f r > P dp randomlocation otherwise (2)
) i f r > P dp randomlocation otherwise
r is a random number between 0 and 1; P dp valued at 0.1 represents the predator appearance probability; if r > P dp , then no predator appears, the squirrels glide in the forest to find the food, and the individuals are safe; if r ≤ P dp , the predators appear, the squirrels are forced to narrow the scope of activities, the individuals are endangered, and their positions are relocated randomly (the specific method will be introduced in Section 2.4); t represents the current iteration; G c is the constant with the value of 1.9; F ai (i = 1,2, . . . N fs ) is the individual randomly selected from F a ; dg is the gliding distance which can be calculated by Formula (4):
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hg is the constant valued 8; sf is the constant valued 18; tan(ϕ) represents the gliding angle which can be calculated by Formula (5):
D is the drag force and L is the lift force which can be calculated by calculated by Formulas (6) and (7), respectively:
ρ, V, S and C D are all the constants which are equal to 1.204 kg m −3 , 5.25 ms −1 , 154 cm 2 and 0.6, respectively; C L is a random number between 0.675 and 1.5.
Seasonal Transition Judgement and Random Updating
At the beginning of each iteration, the standard SSA requires that the whole population is in winter, which means all the individuals are updated in the way introduced in Section 2.3. When all the individuals have been updated, whether the season changes is judged according to Formulas (8) and (9) 
T is the maximum number of iterations, if S t c < S min , winter is over and the season turns to summer, otherwise, the season is unchanged. When the season turns to summer, all the individuals who glide to F h stay at the updated location, and all the individuals who glide to F a and do not meet with predators relocate their positions by Formula (10):
Le vy is the random walk model whose step obey the Le vy distribution and can be calculated by Formula (11):
Le vy(x) = 0.01 × r a × σ
β is the constant valued 1.5; σ can calculated by Formula (12): 
In conclusion, the procedure of the standard SSA is shown in Figure 1 : 
The improved Squirrel Search Algorithm

Motivation
A large number of experiments have proven that different evolutionary strategies are suitable for different problems, and also that the requirements are also different with the development of evolution. In the early stage of optimization, individuals are distributed dispersedly in the search space, and there are still large distances among the individuals with better fitness values. Thus it is important to maintain the diversity of the population to develop the search space sufficiently. Meanwhile, the convergence speed should be improved as well. In the later stage of optimization, the difference among the individuals are increasingly shorter, and thus the main work is to search around the elite individuals to improve the convergence speed. In addition to this, in order to prevent the algorithm from falling into a local optimal, the diversity of the population also needs to be supplemented.
Considering the analysis above, an improved squirrel search algorithm (ISSA) is proposed in this paper to improve the performance and the robustness of SSA. The proposed algorithm includes the jumping search method and the progressive search method, both of having an independent winter search strategy for the early evolutionary stage when pop Output: fbest (fbest is the best fitness value optimized by the algorithm) for t = 1 to T (T is the total generation of the algorithm to be executed) evaluate the fitness values of the population update the population through the jumping search method introduced in 3.2 if t == T/n (n is the total substages of the whole optimization, details in 3.4) calculate the corresponding linear regression equations introduced in 3.4 if two or more calculated slopes are positive continue optimizing through the progressive search method introduced in 3.3 else continue optimizing through the jumping search method mentioned in 3.2 end Figure 1 . The procedure of the standard squirrel search algorithm (SSA).
The improved Squirrel Search Algorithm
Motivation
A large number of experiments have proven that different evolutionary strategies are suitable for different problems, and also that the requirements are also different with the development of evolution. In the early stage of optimization, individuals are distributed dispersedly in the search space, and there are still large distances among the individuals with better fitness values. Thus it is important to maintain the diversity of the population to develop the search space sufficiently. Meanwhile, the convergence speed should be improved as well. In the later stage of optimization, the difference among the individuals are increasingly shorter, and thus the main work is to search around the elite individuals to improve the convergence speed. In addition to this, in order to prevent the algorithm from falling into a local optimal, the diversity of the population also needs to be supplemented. Considering the analysis above, an improved squirrel search algorithm (ISSA) is proposed in this paper to improve the performance and the robustness of SSA. The proposed algorithm includes the jumping search method and the progressive search method, both of having an independent winter search strategy for the early evolutionary stage when S t c ≥ S min and summer search strategy for the later evolutionary stage when S t c < S min . Algorithm 1 shows the detailed steps of ISSA: Algorithm 1. Pseudo Code of ISSA Input: pop Output: f best (f best is the best fitness value optimized by the algorithm) for t = 1 to T (T is the total generation of the algorithm to be executed) evaluate the fitness values of the population update the population through the jumping search method introduced in Section 3.2 if t == T/n (n is the total substages of the whole optimization, details in Section 3.4) calculate the corresponding linear regression equations introduced in Section 3.4 if two or more calculated slopes are positive continue optimizing through the progressive search method introduced in Section 3.3 else continue optimizing through the jumping search method mentioned in Section 3.2 end end end According to the winter updating method, a random relocation makes the endangered individuals abandon the current evolutionary direction, which decreases the convergence speed even if it can explore the new position to maintain the population diversity. In addition, the safe individuals evolve towards either F h or F a based on themselves, which can maintain the current evolutionary information and supplement the population diversity. However, the convergence speed will decrease because F a is ultimately not the best individual.
In order to maintain the population diversity and improve the convergence speed, a new winter search strategy was designed in the jumping search method. The details are as follows:
If r ≥ P dp , FS i is safe, the position is updated by Formula (13):
If r < P dp , FS i is endangered, FS i is considered to be dead and generates a new one by Formula (14):
In Formula (14) , U is the maximum of FS i and L is the minimum of FS i . Producing a subpopulation GS, all the individuals in GS have not been updated, and the original FS i is considered to be the predator with the hunting radius calculated by Formula (15) . The individual in GS is threatened if the distance between itself and the predator is shorter than the hunting radius. All the threatened individuals 'escape' by Formula (16) and continue searching around the new position by Formula (17) after 'escaping'.
In the formula above, FS j represents the threatened individual. The advantages of the new winter search strategy include: (1) Considering the evolutionary information in early stage is abundant enough to maintain the population diversity, the safe individuals only evolve to the best individual F h , which will improve the convergence speed; (2) The endangered individuals reinitialize in a smaller range, and thus the current evolutionary information can be retained in a way that avoids a blind search, which will improve the searching efficiency. More importantly, the threatened individuals evolve towards F a which avoids the individuals concentrating excessively. The further development after 'escaping' supplements the population diversity and prevents the algorithm from falling into a local optimal. In summary, the new winter search strategy maintains the population diversity as well as improves the convergence speed, which satisfies the requirement of the early evolutionary stage.
'Death' Operation in Summer
According to the summer updating method, only safe individuals who evolve towards F a are randomly relocated; the others stay at their updated positions without any change, although it supplements the population diversity and retains the current evolutionary information, and the blindness of random relocation decreases the convergence speed, which is not fit for the requirement of the later evolutionary stage. In order to satisfy the corresponding requirement, a new summer search strategy was proposed. The proposed strategy searches around the elite individual carefully and supplements the population diversity to make up the disadvantages introduced above. The details are as follows:
If r ≥ P dp , FS i is safe, the position is updated by Formula (18):
If r < P dp , FS i is endangered, FS i is considered to be dead and a new one will be generated by Formula (19) . Furthermore, all the threatened individuals are considered to be dead and the new ones will be generated by Formula (20) :
In the formula above, N (0,1) is a random number which obeys the standard normal distribution. F h is the best individual found so far. Formula (18) takes F h as the base vector and takes the differential vector between F h and FS i as the disturbance. Due to the fact that differences among the individuals in summer (S t c < S min ) are smaller than those in winter (S t c ≥ S min ), the essence of Formula (18) is to search finely around F h and retain the current evolutionary information. In Formula (19) , the random number is generated by 0.5 (N(0,1)) scattered in [0.5 −2 ,0.5 2 ] but close to 1 in greater possibilities, thus the individuals generated by Formula (19) are more similar to FS i , while the individuals generated by Formula (20) distribute in [0.5F h ,1.5F h ] uniformly. Therefore, the search space of Formulas (19) and (20) are smaller than the random relocation shown in Formula (10). In addition, Formula (19) pays more attention to retain the current evolutionary information and Formula (20) pays more attention to developing the search space.
Characters of the Jumping Search Method
According to the new winter search strategy introduced in Section 3.2.1 and the new summer search strategy introduced in Section 3.2.2: (1) If r ≥ P dp , the winter search strategy takes the FS i as the base vector and takes the differential vectors between F h and FS i as the disturbance; the summer search strategy takes the F h as the base vector and takes the differential vectors between F h and FS i as the disturbance. As both of them evolve towards F h , the difference between the winter search strategy and the summer search strategy is that the former focuses on maintaining the population diversity, while the latter focuses on improving the convergence speed. (2) If r < P dp , the winter search strategy updates the individuals by changing the learning target and gets away from the current position, while the summer search strategy generates new individuals around FS i or F h . In summary, the different requirements in different stages are satisfied by the coordination of the two search strategies. The pseudo code of the jumping search method is shown in Algorithm 2: = 1 to popsize (popsize is the total number of squirrels) if r ≥ P dp FS t+1 i 1 is the total number of threatened squirrels) The progressive search method is designed to improve the robustness of SSA, compared with the jumping search method. The progressive search method has a similar thought but different details.
When S t c ≥ S min , the season is winter, update and mutate the individuals as follows: If r ≥ P dp , FS i is safe, update the position according to Formula (13); If r < P dp FS i is endangered, select a dimension randomly and mutate it in the range of FS L and FS H , which is aimed at retaining the current evolutionary direction and information.
When S t c < S min , the season is summer, update and mutate the individuals as follows: If r ≥ P dp , FS i is safe, update the position according to Formula (21):
Le vy(x) is calculated by Formulas (11) and (12) , which makes the individuals search in a short distance with greater possibilities and search in a long distance occasionally. If r < P dp , FS i is endangered, select a dimension randomly and mutate it in the range of L and U.
The Analysis of the Progressive Search Method
According to the introduction of the progressive search method above, for the winter stage, if the individuals are safe, the search strategy is the same as that in the jumping search method. However, if the individuals are endangered, mutate one dimension of the individuals randomly, and the convergence speed will slow down but more evolutionary information is retained. For the summer stage, if the individuals are safe, the search strategy is similar to the jumping search method, but the gliding step is replaced by the Le vy flight. If the individuals are endangered, mutate one dimension of the individuals randomly to maintain the diversity of the population. Algorithm 3 shows the pseudo code of the progressive search method:
Algorithm 3. Pseudo Code of the Progressive Search Method
Input: pop Output: pop new if S t c ≥ S min if r ≥ P dp season = winter
) end if r < P dp select one dimension randomly and change it between FS L and FS H end end end if season == summer for p 1 = 1 to popsize if r ≥ P dp FS t+1 i
) end if r < P dp select one dimension randomly and change it between U and L end end
Linear Regression Selection Strategy
According to the introduction in Sections 3.2 and 3.3, due to the fact that individuals generated in summer are more similar to F h , the jumping search method improves the convergence speed in an obvious manner. As the progressive search method retains the evolutionary information efficiently, the population diversity can be better maintained. Meanwhile, during the optimization process of the minimization problem, the best fitness value of the population is supposed to be a downward trend. If the population diversity is not abundant enough, the search space will not be developed sufficiently, meaning the algorithm will not convergence efficiently and the best fitness value will fluctuate or even become larger. Considering that different problems are suitable for different evolutionary strategies, this paper proposes a linear regression selection strategy to choose the appropriate updating method from the two methods mentioned above. The details are as follows:
Divide the whole evolutionary process into n substages evenly. The optimization starts with the jumping search method, calculating the linear regression equations of the best fitness value when a substage is finished. There are three linear regression equations needed to be calculated: the best fitness value of the first half substage, the second half substage and the whole substage. If two or more equations' slopes are positive, the best fitness value may fluctuate or become larger, that is, the population diversity needs to be supplemented. The jumping search method is not suitable for the current problem. Therefore, the progressive search method is selected to finish the evolution. Otherwise, the population diversity is abundant enough, and will continue evolving through the jumping search method to converge faster. Figure 2 Figure 2 that the slope of ab is negative, and the slopes of bc and ac are positive, which means that the best fitness value will fluctuate or become larger, therefore, select the progressive search method to finish the evolution. Figure 3 is the procedure of ISSA.
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Analysis of the Experimental Results
Benchmark Functions
In order to test the performance of the proposed ISSA, a series of experiments are carried out. All the experiments work on CPU: Intel Core i5-7200 M, 4 G RAM, 2.70 GHZ, Windows 10 and Matlab R2016a.
The experiment selects 21 benchmark functions from reference [15, [33] [34] [35] , which include the low dimensional unimodal functions (F1, F2), the low dimensional multimodal functions (F3-F10), the high dimensional unimodal functions (F11-F17) and the high dimensional multimodal functions (F18-F21). The specific functions are shown in Table 1 : Table 1 . Benchmark functions.
The Influence of Parameter on ISSA
ISSA divides the whole evolutionary process into n substages and selects the proper strategy when a substage is completed. In order to obtain good performances as fast as possible, take n = 0, n = 5, n = 10, n = 15 and n = 20 and test the ISSA on low dimensional unimodal function F2, the low dimensional multimodal functions F6 and F10, the high dimensional unimodal functions F16 and F17, the high dimensional multimodal functions F18 and the total number of evolutions at 18,000, respectively. N fs is 3 which is the same as the reference [30] . The population size is 30, and every function runs 30 times independently in order to avoid the occasionality of the single execution. The results are as follows: the number before '±' is the mean and the number after '±' is the deviation of the obtained best fitness value.
According to Table 2 , there is almost no impact of different n on low dimensional unimodal function; for low dimensional multimodal functions, the results of n = 0 are much worse than that of n 0. According to 3.4, ISSA starts with the jumping search method and ISSA is same as the jumping search method in total when n = 0. ISSA is the combination of two strategies and the searching strategy may turn to the progressive search method when n 0. The results of F2 and F6 mean that different strategies are fit for different problems and the linear regression selection strategy is effective. Aside from this, the results of F2 and F6 are better with a higher selection frequency; for high dimensional unimodal functions, the experimental results are not much different. However, there are obvious differences on a high dimensional multimodal function between n = 5 and n = 0, n = 10, 15 and 20. In order to guarantee the convergence performance and the operating efficiency of ISSA at the same time, take n = 10 for the remaining experiments in this paper. 
The Efficiency of the Proposed Methods
The proposed ISSA selects the jumping search method or the progressive method according to the linear regression selection strategy automatically. In order to verify the efficiency of the proposed methods, compare the standard SSA, the jumping search method, the progressive method and the ISSA through the 21 benchmark functions in terms of convergence speed, population diversity and convergence precision.
Comparison of Convergence Speed on Four Methods
For each method mentioned above, the total number of evolution is 30,000 and N fs is 3, the population size is 30, which is aimed at comparing the methods fairly effectively. Every method runs 30 times independently in order to avoid the randomness of the single execution. Figure 4a -i shows the convergence curves of SSA, the jumping search method, the progressive search method and ISSA on the low dimensional unimodal functions F2, the low dimensional multimodal functions F3 and F5, the high dimensional unimodal functions F11, F13, F14 and F16 and the high dimensional multimodal functions F18 and F21 when the evaluation time is 30,000. The blue, green, yellow and red curves refer to SSA, the jumping search method, the progressive method and ISSA, respectively. The abscissa of each figure is the iteration and the ordinate of each figure is the best value found so far. The title of each figure is given as the name F2, F3, F5, F11, F13, F14 and F16. For the low dimensional functions, the jumping search method, the progressive method and ISSA all have obvious improvements on convergence speed compared with SSA. The convergence speed from high to low is the jumping search method, ISSA and the progressive search method. In relation to the high dimensional functions, the convergence speed of the jumping search method and ISSA is still much better than SSA and the jumping search method performs better, but the improvement of the progressive search method is not as obvious as that on the low dimensional functions.
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Data in Table 4 show that the variances of SSA and the progressive search method are much larger than the variances of the jumping method and ISSA. Excessive population diversity slows down the convergence speed and some functions cannot converge to the fixed accuracy. Meanwhile, for the population diversity of the three proposed strategies in this paper, the progressive search method performs best, ISSA takes second place and the jumping search method performs worst.
Comparison of Comprehensive Performance on Four Methods
In order to compare the comprehensive performance of the four methods, Table 5 shows the mean and standard deviation of the optimal value obtained in 30 independent experiments on the 21 benchmark functions. For each method, the population size is 30, the total of evolution times is 30,000 and the N fs is 3. The number before '±' is the mean and the number after '±' is the deviation of the obtained best fitness value; '+', '−' and '=' represent that the means of the corresponding method are better than ISSA, worse than ISSA and equal to ISSA, respectively. Table 5 shows that the convergence precision of the jumping search method, the progressive method and the ISSA are all obviously better than SSA. Meanwhile, compared with ISSA, the numbers of benchmark functions with the better mean, the worse mean and the equivalent mean of SSA are 1, 18, and 2, respectively; the corresponding numbers of the jumping search method are 1, 4 and 16, respectively; the corresponding numbers of the progressive search method are 3, 12 and 6, respectively. In order to compare the differences of each method, a Friedman test was taken to check the data in Table 5 [36] . The specific process is shown below:
The Friedman test ranks the algorithms for each data set separately; k refers to the number of algorithms and n refers to the number of data sets of each algorithm. The results are shown in Table 6 , and is calculated as follows: according to the Chi-square distribution table. Therefore, the four methods are considered to have significant differences at the 5% significance level. To further compare the performance of the four methods, assuming that the convergence performance of ISSA is better than the other three methods, a Holm test was carried out and the results are shown in Table 7 : Table 7 . The results of the Holm test. It can be seen from Table 7 that
. The original hypothesis is rejected at the 5% significance level. Therefore, compared with SSA, ISSA has significantly better performance. ISSA has a smaller average rank, though it does not outperform the progressive search method and the jumping search method.
In conclusion, the jumping search method has the best convergence speed and the progressive search method performs best on maintaining the population diversity. Compared with SSA, both have obvious advantages in convergence accuracy. ISSA combines the two methods together, improves the convergence speed and the convergence accuracy and maintains the population diversity as well. ISSA can find the global optimal of more benchmark functions and has the best comprehensive performance.
Performance Compared with Other Algorithms
To verify the advantages of ISSA, we compared it with five algorithms with better optimization results: the improved differential evolutionary algorithm-MDE (modified differential evolution, with self-adaptive parameters method) [37] , the improved gravitational search algorithm-IGSA/PSO (an improved gravitational search algorithm for green partner selection in virtual enterprises) [38] , the improved artificial bee colony algorithm-distABC (artificial bee colony algorithm, with distribution-based update rule) [39] , the improved particle swarm optimization-ADN-RSN-PSO (all-dimension neighborhood based particle swarm optimization with randomly selected neighbors) [40] and the improved grey wolf optimization algorithm-PSO-GWO (an improved hybrid grey wolf optimization algorithm) [41] .
For each algorithm mentioned above, the population number is 30, the total number of evolution times is 24,000 and each method runs 30 times independently to ensure the comparison is fair enough. The relevant parameters are set as follows:
ISSA: n = 10; N fs = 3; MDE: the crossover probability CR = 0.4, the mutation probability F is determined by the random number between 0 and 1. IGSA/PSO: the gravitational constant G 0 = 100, α = 20; distABC: limit = (the population number × dimension)/2; ADN-RSN-PSO: the weight factor w = 0.7298, c1 = c2 = 2.05; PSO-GWO: the weight factor c 1 = c 2 = 2.05; a ini = 2, a fin = 0; r 1 , r 2 , r 3 , r 4 are all the random numbers between 0 and 1. Table 8 shows the optimization results of low dimensional functions (F1-F10) and Table 11 shows the ones of high dimensional functions (F11-F21) . Best, Worst, Mean and SD respectively represent the best fitness value, the worst fitness value, the mean fitness value and the standard deviation obtained by 30 independent executions. R represents the times of the algorithm converges to the appointed precision. The appointed precision is 10 −8 for the benchmark functions, whose optimal is 0. For the benchmark functions F1, F7, F9 and F10 whose optimal is not equal to 0, the appointed precision is −0.6, −1.6, −3.6 and −8.6 respectively. It can be seen from Table 8 that MDE can converge to the optimal on F1, F3, F4, F5, F6, F7 and F8, but the performances of F7 and F8 are not stable enough; distABC only converges to the optimal stably on F4 and has a certain probability to converge to the optimal on F3 and F5; IGSA/PSO has no stable convergence performance on all the functions but still has a certain probability to converge to the optimal on F1, F3, F4 and F5; ADN-RSN-PSO has the worst performance without any function convergences to the optimal; PSO-GWO can converge stably to the optimal on F3, F4, F5 and F8, and there is also a certain probability for F7 to converge to the optimal. For ISSA, all the low dimensional functions can converge to the optimal and have the stable convergence performances on F2, F3, F4, F5 and F8. Aside from this, ISSA obtains the minimum mean on all functions except F6. In order to compare the differences of each method, we used the Friedman test to check the data in Table 8 . The specific process is shown below, and the results can be obtained by Table 9 : = 11.07 < 33.7857 according to the Chi-square distribution table. Therefore, the six algorithms are considered to have significant differences at the 5% significance level.
To further compare the performance of the six algorithms, assume that the convergence performance of ISSA is better than the other five algorithms. A Holm test was carried out and the results are shown in Table 10 : It can be seen from Table 10 that
; the original hypothesis is rejected at the 5% significance level. Therefore, compared with AND-RSN-PSO, distABC and IGSA/PSO, ISSA has significantly better performance. ISSA has a smaller average rank, though it does not outperform PSO-GWO and MDE. In summary, compared with five other algorithms, the proposed algorithm ISSA has better performance on the low dimensional functions. Table 11 shows the convergence results on the high dimensional functions. It can be seen that MDE can converge to a certain precision on F11, F12, F13, F16, F18 and F20, but the obtained precision has obvious gaps compared with ISSA; distABC almost has no efficient convergence performance on the high dimensional functions; IGSA/PSO can converge to a certain precision on F11, F12 and F13, but the results are not good enough; ADN-RSN-PSO can converge to a certain precision on all the high dimensional functions except on F18, but the obtained precision is far from ISSA; PSO-GWO can converge to a better precision except on F18, whose convergence result is not good enough and on F21 which cannot converge efficiently, with the obtained convergence precision still being worse than that of ISSA. For ISSA, all the functions can converge to the optimal except F15, F16 and F20.
Aside from this, the best fitness value, the worst fitness value, the mean fitness value and the standard deviation of F11, F12, F13, F14, F17, F19 and F21 are all equal to zero and keep unchanged even if the dimensions become higher. The best fitness value of F18 is also equal to zero no matter whether the dimension is 30, 50 or 100, and the deviation is much smaller than the other five algorithms for F15, F16 and F20, which cannot converge to the optimal. The best fitness value, the worst fitness value, the mean fitness value and the standard deviation are still much better than the other five algorithms. In order to compare the differences of each method, a Friedman test is taken to check the data in Table 11 when the dimension is 30. The specific process is shown below: Table 12 ; α = 0.05, d f = 6 − 1 = 5 at the 5% significant level and χ 5 0.05 = 11.07 < 38.7403 according to the Chi-square distribution table. Therefore, the six algorithms are considered to have significant differences at the 5% significance level. 
Function Rank
To further compare the performance of the six algorithms, assume that the convergence performance of ISSA is better than the other five methods. A Holm test is carried out and the results are shown in Table 13 : It can be seen from Table 13 that P 1 < α(k − 1), P 2 < α(k − 2), P 3 < α(k − 3), P 4 < α(k − 4), P 5 > α(k − 5), and the original hypothesis is rejected at the 5% significance level. Therefore, compared with AND-RSN-PSO, distABC, IGSA/PSO and MDE, ISSA has a significantly better performance. ISSA has a smaller average rank, though it does not outperform PSO-GWO. In summary, the ISSA proposed in this paper has obvious advantages on convergence precision and stability in terms of the high dimensional functions. Figure 5a -u shows the convergence curves of the algorithms mentioned above on F1-F21 in order to compare the convergence performances intuitively. The yellow, cyan, purple, green, black, blue and red curves refer to MDE, distABC, IGSA/PSO, AND-RSN-PSO, PSO-GWO, SSA and ISSA, respectively. The abscissa of each figure is the iteration and the ordinate of each figure and is the best value found so far. The title of each figure is given the name of F1-F21. To further compare the performance of the six algorithms, assume that the convergence performance of ISSA is better than the other five methods. A Holm test is carried out and the results are shown in Table 13 : It can be seen from Table 13 that
, and the original hypothesis is rejected at the 5% significance level. Therefore, compared with AND-RSN-PSO, distABC, IGSA/PSO and MDE, ISSA has a significantly better performance. ISSA has a smaller average rank, though it does not outperform PSO-GWO. In summary, the ISSA proposed in this paper has obvious advantages on convergence precision and stability in terms of the high dimensional functions. Figure 5a -u shows the convergence curves of the algorithms mentioned above on F1-F21 in order to compare the convergence performances intuitively. The yellow, cyan, purple, green, black, blue and red curves refer to MDE, distABC, IGSA/PSO, AND-RSN-PSO, PSO-GWO, SSA and ISSA, respectively. The abscissa of each figure is the iteration and the ordinate of each figure and is the best value found so far. The title of each figure is given the name of F1-F21. 
Conclusions
This paper proposes an improved squirrel search algorithm. In terms of SSA, the winter searching method cannot develop the search space sufficiently, and the summer searching method is too random to guarantee the convergence speed. ISSA introduces the jumping search method and the progressive search method. For the jumping search method, the 'escape' operation in winter supplements the population diversity and fully exploits the search space, while the 'death' operation in summer explores the search space more sufficiently and improves the convergence speed. Aside from this, the mutation in the progressive search method retains the evolutionary information more effectively and maintains the population diversity. ISSA selects the suitable method by the linear regression selection strategy according to the variation tendency of the best fitness value, which 
This paper proposes an improved squirrel search algorithm. In terms of SSA, the winter searching method cannot develop the search space sufficiently, and the summer searching method is too random to guarantee the convergence speed. ISSA introduces the jumping search method and the progressive search method. For the jumping search method, the 'escape' operation in winter supplements the population diversity and fully exploits the search space, while the 'death' operation in summer explores the search space more sufficiently and improves the convergence speed. Aside from this, the mutation in the progressive search method retains the evolutionary information more effectively and maintains the population diversity. ISSA selects the suitable method by the linear regression selection strategy according to the variation tendency of the best fitness value, which improves the robustness of the algorithm. Compared with SSA, ISSA pays more attention to developing the search space in winter, and pays more attention to exploring around the elite individual in summer, which keeps a good balance between development and exploration improves the convergence speed and the convergence accuracy. Moreover, ISSA selects a proper search strategy along with the optimization processing, so ISSA has greater possibilities in finding the optimal solution. The experimental results on 21 benchmark
