We first establish a law of large numbers and a convergence theorem in distribution to show the rate of convergence of the non-local means filter for removing Gaussian noise. We then introduce the notion of degree of similarity to measure the role of similarity for the non-local means filter. Based on the convergence theorems, we propose a patch-based weighted means filter for removing impulse noise and its mixture with Gaussian noise by combining the essential idea of the trilateral filter and that of the non-local means filter. Our experiments show that our filter is competitive compared to recently proposed methods.
Introduction
Images are produced to record or display useful information. Due to the visibility of images and the rapid development of science and technology, images play an increasingly important role in our lives. However, because of imperfections in the imaging and capturing process, the recorded image invariably represents a degraded version of the original scene ( [2, 4] ). The undoing of these imperfections is crucial to many of the subsequent image processing tasks.
There exists a wide range of different degradations. A very important example is the existence of noise. Noise may be introduced by the medium through which the image is created and transmitted. In this paper, we concentrate on removing impulse noise and its mixture with Gaussian noise.
We present a numerical image by a M × N matrix u = {u(i) : i ∈ I}, where I = {0, 1, . . . , M − 1} × {0, 1, . . . , N − 1} is the image domain, and u(i) ∈ {0, 1, 2, . . . , 255} represents the gray value at the pixel i for 8-bit gray images. The additive Gaussian noise model is:
where u = {u(i) : i ∈ I} is the original image, v = {v(i) : i ∈ I} is the noisy one, and η is the Gaussian noise: η(i) are independent and identically distributed Gaussian random variables with mean 0 and standard deviation σ. In the sequel we always denote by u the original image, and v the noisy one. The random impulse noise model is:
η(i) with probability p, u(i) with probability (1 − p), where 0 < p < 1 is the impulse probability (the proportion of the occurrence of the impulse noise), and η(i) are independent random variables uniformly distributed on [min{u(i) : i ∈ I}, max{u(i) : i ∈ I}], generally taken as [0,255] for 8-bit gray images. The task of image denoising is to recover the unknown original image u as well as possible from the degraded one v.
There are a lot of denoising methods in the literature. To remove Gaussian noise, there are approaches based on wavelets [14, 9, 6] , approaches based on variational models [27, 15] , and weighted means approaches [36, 28, 29, 3, 21] , etc. A very important progress is the proposition of the non-local means filter (NL-means) [3] , which estimates original images by weighted means along similar local patches. Since then, many researchers combined the ideas of "local patch" and other methods to remove noise, for instance [17, 10, 24, 19] . There are also many methods to remove impulse noise including, for example, median based filters [26, 7, 1] , fuzzy filters [37] , variational based methods [25, 5, 13] .
Because Gaussian noise and impulse noise have different characters, the above-mentioned methods can only be used for removing only one kind of noise (Gaussian noise or impulse noise), and can not be applied to remove a mixture of Gaussian noise and impulse noise. To remove mixed noise, a successful method is the trilateral filter [18] : it introduces an interesting statistic called ROAD (Rank of Ordered Absolute Differences) to detect impulse noisy pixels, and combines it with the bilateral filter [28, 29] to remove noise. The trilateral filter [18] is also effective for removing impulse noise; a variant of the ROAD statistic, named ROLD (Rank-Ordered Logarithmic Difference), has been proposed in [13] , where it is combined with the edge-preserving variational method [5] for removing impulse noise. Other methods have also been developed recently to remove mixed noise. The papers [22, 20, 33, 11, 12] use the patch-based idea of NL-means to remove impulse noise and mixed noise. In [22, 20] , generalizations of NL-means are proposed for removing impulse noise and its mixture with Gaussian noise with the help of the ROAD statistics [18] ; the main idea is to define weights in terms of the ROAD statistics and the similarity of local patches, which are nearly zero for impulse noisy points. In [33] , NL-means is adapted by estimating the similarity of patches with the reference image obtained in an impulse noise detection mechanism. The papers [11, 12] also use a patch-based approach: they introduce a robust distance inspired by order statistics to estimate the similarity between patches using the tail of the binomial distribution, and use the maximum likelihood estimator (MLE) to estimate the original image. The methods in [35] and [32, 38] use the ideas of the state-of-the-art Gaussian noise removal methods BM3D [10] and K-SVD [17] respectively to remove mixed noise; the algorithm proposed in [23] is based on a Bayesian classification of the input pixels, which is combined with the kernel regression framework.
The success of NL-means [3] explores in a nice way the similarity phenomenon which is widespread in natural images. Many filters have been developed based on the basic idea of NL-means as stated before. But the theoretic aspects have not been so much studied. A probabilistic explanation called similarity principle is given in [22] . Here we improve this principle by proving a Marcinkiewicz law of large numbers and a convergence theorem in distribution, which describe the rate of convergence of NL-means. We will also introduce the notion of degree of similarity to estimate the influence of similarity on NL-means. Based on the convergence theorems, we propose a new filter, called patch-based weighted means filter (PWMF) to improve the mixed noise filter (MNF) introduced in [22] . Compared to MNF, the new filter simplifies the joint impulse factor in MNF, adds a spatial factor, and adjusts the choice of parameters. Experimental results show that our new filter is competitive both for removing impulse noise and mixed noise compared to recently developed filters [18, 35, 32, 33, 12] . For the sake of completeness, let us mention that this paper is an extended and improved version of the conference proceeding version [20] . This paper is organized as follows. In Section 2, we recall the non-local means filter [3] , establish two convergence theorems to show the rate of convergence of NL-means, and introduce the notion of degree of similarity. In Section 3, we recall the trilateral filter [18] and introduce our new filter. Experiments are presented in Section 4. Conclusions are made in Section 5.
Convergence Theorems for Non-Local Means
In this section, we first establish a Marcinkiewicz law of large numbers and a convergence theorem in distribution for NL-means [3] . We then introduce the notion of degree of similarity to measure the role of similarity in image restoration.
Non-Local Means
For i ∈ I and d an odd integer, let The denoised image by NL-means is given by
with
where σ r > 0 is a control parameter,
a(i, k) > 0 being some fixed weights usually chosen to be a decreasing function of the Euclidean norm i − k or |i − k|, and T = T ij is the translation (2) is chosen as the whole image I, but in practice, it is better to choose N i (D) with an appropriate number D. We call N i (D) search windows, and
Convergence Theorems 2.2.1. Convergence Theorems for NL-means
We now present two convergence theorems for NL-means using probability theory. For simplicity, we use the same notation v(N i ) to denote both the observed image patch centered at i and the corresponding random variable (in fact the observed image is just a realization of the corresponding variable). Therefore the distribution of the observed image v(N i ) is just that of the corresponding random variable. Definition 1 is a probabilistic interpretation of the similarity phenomenon. According to this definition, two observed patches v(N i ) and v(N j ) are similar if they are issued from the same probability distribution.
The following theorem is a kind of Marcinkiewicz law of large numbers. It gives an estimation of the almost sure convergence rate of the estimator to the original image for the non-local means filter. Theorem 1. Let i ∈ I and let I i be the set of j such that the patches v(N i ) and v(N j ) are similar (in the sense of Definition 1). Set
where
Then for any ∈ (0,
where |I i | denotes the cardinality of I i .
Notice that when = 1 2 , (6) means that
which is the similarity principle in [22] .
is a good estimator of the original image u(i) if the number of similar patches |I i | is sufficiently large. Here we use the weight w 0 (i, j) instead of w(i, j), as w 0 (i, j) has the nice property that it is independent of v(j) if j ∈ N i . This property is used in the proof, and makes the estimator v 0 (i) to be "almost" non-biased: in fact, if the family {v(j)} j is independent of the family {w 0 (i, j)} j (e.g. this is the case when the similar patches are disjoint), then it is evident that Ev 0 (i) = u(i). We can consider that this non-biased property holds approximately as for each j there are few k such that w 0 (i, k) is dependent of v(j). A closely related explanation about the biased estimation of NLmeans can be found in [34] .
Notice that when v(N j ) is not similar to v(N i ), the weight w 0 (i, j) is small and negligible. Therefore it is also reasonable to take all patches for the calculation. But selecting only similar patches can improve the restoration result, and can also speed up the algorithm. The difference between w 0 (i, j) and w(i, j) is also small, so that Theorem 1 shows that NLM(v)(i) is also a good estimator of u(i). But very often v 0 (i) gives better restoration result. The next result is a convergence theorem in distribution. It states that v 0 (i) − u(i) → 0 in distribution with a rate as 1/ |I i |.
Theorem 2.
Under the condition of Theorem 1, assume additionally that {v(N j ) : j ∈ I i } is a stationary sequence of random vectors. Then as
→ means the convergence in distribution, and L is a mixture of centered Gaussian laws in the sense that it has a density of the form
µ being the law of v(N 0 i ) and c x > 0.
By Theorems 1 and 2, the larger the value of |I i |, the better the approximation of v 0 (i) to u(i), that is to say, the more similar patches, the better restored result. This will be confirmed in Section 2.3 where we shall introduce the notion of degree of similarity for images, showing that the larger the degree of similarity, the better the quality of restoration. The proofs of the theorems will be given in Section 2.2.3.
To prove the two theorems, we will show a Marcinkiewicz law of large numbers (Theorem 3) and a convergence theorem in distribution for random weighted means (Theorem 4), which are more general than Theorems 1 and 2, respectively.
Convergence Theorems for Random Weighted Means
Before stating the theorems, we first recall the notion of l-dependence.
Definition 2.
For an integer l ≥ 0, a sequence of random variables
(That is, random variables with distances greater than l are independent of each other.)
We need the following lemma to prove it. Lemma 1.
[22] If {X n } are l-dependent and identically distributed random variables with EX 1 = 0 and
This lemma is a direct consequence of Marcinkiewicz law of large numbers for independent random variables [8] (Page 118), since for all k ∈ {1, . . . , l + 1}, {X i(l+1)+k : i ≥ 0} is a sequence of i.i.d. random variables, and for each positive integer n, we have
where m, k 0 are positive integers with n = m(l + 1)
Proof of Theorem 3. Notice that
Since Ea 1 z 1 = 0, and
Thus the conclusion follows.
Theorem 4. Let {(a k , v k )} be a stationary sequence of l-dependent and identically distributed random variables with Ea 1 = 0, Ea
that is,
and c is a constant.
We need the following lemma to prove the theorem.
Lemma 2.
[31] Let {X n } be a stationary sequence of l-dependent and identically distributed random variables with EX 1 = 0 and EX
Then var(S n ) = c 1 n − c 2 , and as n → ∞,
Proof of Theorem 4. As in the proof of Theorem 3, we have
Notice that the l-dependence of {(a k , v k )} and the stationarity imply those of {(a k , z k )}. Therefore by Lemma 2, we get
Thus the conclusion follows with c = c 0 (Ea 1 ) 2 .
Proofs of the Convergence Theorems 1 and 2
For simplicity, denote by I i = {j 1 , j 2 , . . . j n } with n = |I i | in the following proof. We need to prove, for any ∈ (0, 1 2 ], as n → ∞,
We will apply Theorem 3 to prove it. Note that the sequence {w
is contained in all the terms. To make use of Theorem 3, we first take a fixed vector to replace the central random variable.
Proof of Theorem
When N jn ) are independent, so are a jm and a jn , and so are (a jm , v(j m )) and (a jn , v(j n )) since x is fixed. Thus {(a k , v(j k ))} is a sequence of l-dependent identically distributed random vectors for l large enough. Since v = u+η, with the range of u being bounded and η being Gaussian, we have
Now let k 0 be a positive integer such that
That is,
To prove the theorem, we need to estimate the difference between the left-hand sides of (6) and (9) . Let
Then as before, fixing x ∈ R
Using this and the fact that
we see that
Therefore, (9) implies that
As (11) holds for any p ∈ [1, 2), we see that (6) holds for all ∈ (0, 1 2 ].
Proof of Theorem 2. Similarly to the proof of Theorem 1, fix
. Then a k and v(j k ) are independent, and Ea k v(j k )/Ea k = Ev(j k ) = u(i). For l large enough, {(a k , v(j k ))} is a sequence of l-dependent identically distributed random vectors, and
Hence applying Theorem 4, for fixed x = v(N 0 i ), we get, for any positive integer k 0 ,
where c x > 0 depends on x. This means that for any t ∈ R,
x dz.
Then by Fubini's theorem and Lebesgue's dominated convergence theorem, we have
with µ being the law of v(N 0 i ). In other words, √ n n k=k 0
where L is the law with density f . This together with (10) give the conclusion of Theorem 2.
Degree of Similarity
In this section, we introduce the notion of degree of similarity of images to describe the influence of the number of similar patches on the restoration results. If two patches v(N i ) and v(N j ) have the same distribution and are independent of each other, then {v(k) − v(T (k)) : k ∈ N i } are independent variables with the same law N (0, 2σ
2 ) (recall that T is the translation mapping of N i onto N j ). Therefore
where X is the sum of squares of independent random variables with normal law N (0, 1), and has the law χ 2 with |N i | = d 2 degrees of liberty. For α ∈ (0, 1), let T α > 0 be determined by
The value of α is chosen to be small enough. It represents the risk probability. 
be the proportion of patches v(N j ) similar to v(N i ) in the search window N i (D), and let DS = i∈I DS i M N be their mean over the whole image. Define DS the degree of similarity of the image v with confidence level 1 − α. Table 1 . It can be seen that, for non-local means based methods, for example, our method in Section 3.2, generally, the larger the DS value, the larger the PSNR value (see Section 4.2).
Patch-Based Weighted Means Filter
In this section, we introduce our new filter which combines the basic idea of NL-means [3] and that of the trilateral filter [18] . 
Trilateral Filter
The authors of [18] proposed a neighborhood filter called the trilateral filter as an extension of the bilateral filter [28, 29] to remove random impulse noise and its mixture with Gaussian noise. Firstly, they introduced the statistic ROAD (Rank of Ordered Absolute Differences) to measure how like a point is an impulse noisy point defined by
r k (i) being the k-th smallest term in the set {|u(i) − u(j)| : j ∈ N i (d)\{i}}, d and m two constants taken as d = 1, m = 4 in [18] . If i is an impulse noisy point, then ROAD(i) is large; otherwise it is small. Therefore, the ROAD statistic serves to detect impulse noisy points. Secondly, with the ROAD statistic, they defined the impulse factor w I (i) and the joint impulse factor J I (i, j):
where σ I and σ J are control parameters 1 . If i is an impulse noisy point, then the value of w I (i) is close to 0; otherwise it is close to 1. Similarly, if either i or j is an impulse noisy point, then the value of J I (i, j) is close to 0; otherwise it is close to 1.
Finally, the restored image by the trilateral filter is
Patch-Based Weighted Means Filter
As in the non-local means filter [3] , our filter estimates each point by the weighed means of its neighbors, and the weight for each neighbor is determined by the similarity of local patches centered at the estimated point and the neighbor. Due to the existence of impulse noise, some points are totally destroyed, so that noisy values are not related to original values at all. So we have to diminish the influence of impulse noisy points. Similarly to [22, 20] , we introduce the following weighted norm:
, (16) where
Recall that here k = (k 1 , k 2 ) represents a two-dimensional spatial location of a pixel, w I is defined in (13) , and T is the translation mapping of
is a joint impulse factor: if k or T (k) is an impulse noisy point, then F (k, T (k)) is close to 0, so that these points contribute little to the weighted norm; otherwise F (k, T (k)) is close to 1. We now define our filter that we call Patch-based Weighted Means Filter (PWMF). The restored image by PWMF is defined as
and w I (j) is defined in (13) . By definition, for each impulse noisy point j in N i (D), w(i, j) is close to 0. Hence our new filter can be regarded as an application of the mathematical justifications of the non-local means filter stated in Section 2 to the remained image (which can be considered to contain only Gaussian noise) obtained after filtering the impulse noisy points by the weighted norm (16) . Finally, we mention that, in this paper, we use the joint impulse factor
, which is different from the choice in [22] and [20] , where F (k, T (k)) = J I (k, T (k)). In fact, we can see that with this new choice, we simplify the methods in [22] and [20] by eliminating a parameter and speeding up the implementation. Furthermore, we empirically find that the new choice leads to an improvement of the quality of restored images, especially for impulse noise.
Simulations

Choices of Parameters
Notice that PWMF reduces to NL-means when σ I = σ S = ∞. So for removing Gaussian noise, a reasonable choice is to take σ I and σ S large enough. Now we present the choices of parameters for removing impulse noise and mixed noise, which are important for our filter.
In the calculation of ROAD (cf. (12)), we choose 3 × 3 neighborhoods and m = 4. For impulse noise or mixed noise with p = 0.4, 0.5, to further improve the results, 5 × 5 neighborhoods and m = 12 are used to calculate ROAD. Now we come to the choice of σ I , σ M , σ S , σ S,M appearing in (13), (19) and (17) . To remove impulse noise, we use σ M = 3 + 20p, σ S = 0.6 + p, and omit the factor w S,M (i.e. σ S,M can be taken a value large enough); σ I = 50 for p = 0.2, 0.3, and σ I = 160 for p = 0.4, 0.5. For mixed noise, we use σ I = 50 + 5σ/3, σ M = 3 + 0.4σ + 20p, σ S,M = 2, and omit the factor w S . The patch size d = 9 is used in all cases; the search window sizes D are shown in Table 2 . For other values of σ or p, we choose parameters by linear interpolation or according to the adjacent values of σ or p. It is not easy to find appropriate parameters for a filter. Different choices of parameters can have great influence to the restored images. See also [12] . Some similar research for NL-means can be found in [34, 30, 16] . Note that our choice of parameters is different from [22] : for the patch size, we use d = 9, while [22] uses d = 3 in most cases; for impulse noise with p = 0.4, 0.5, we use 5 × 5 neighborhoods for ROAD, while [22] always uses 3 × 3 neighborhoods.
Experiments and Comparisons
We use standard gray images to test the performance of our filter 2 . Original images are shown in Fig. 1 .
3 As usual we use PSNR (Peak Signal-to-Noise Ratio) PSNR (v) = 10 log 10 255 2 |I| i∈I (v(i) − u(i)) 2 dB to measure the quality of a restored image, where u is the original image, andv the restored one. For the simulations, the gray value of impulse noise is uniformly distributed on the interval [0,255]. We add Gaussian noise and then add impulse noise for the simulation of mixed noise. We use same realizations of noisy images for comparisons of different methods when codes are available, that is, for TriF [18] , ROLD-EPR [13] , NLMixF [20] and MNF [22] . For other methods, we list the reported results in papers.
The results for TriF are obtained by the program made by ourselves. To compare the performance of our filter with those of TriF fairly, we make our effort to obtain the best results as we can according to the suggestion of [18] . We use σ I = 40, σ J = 50, σ S = 0.5, and σ R = 2σ QGN , where σ QGN is an estimator for the standard deviation of "quasi-Gaussian" noise defined in [18] . For impulse noise, we apply one iteration for p = 0.2, two iterations for p = 0.3, 0.4, and four iterations for p = 0.5. For mixed noise, we apply TriF twice with different values of σ S as suggested in [18] : with all impulse noise levels p, for σ = 10, we first use σ S = 0.3, then σ S = 1; for σ = 20, first σ S = 0.3, then σ S = 15; for σ = 30, first σ S = 15, then σ S = 15.
For ROLD-EPR, the listed values are the best PSNR values along iterations with the code from the authors of [13] . Table 3 shows the performances of PWMF for removing impulse noise by comparing with TriF [18] , ROLD-EPR [13] , PARIGI [12] , and NLMixF [20] . For ease of comparison, in this and following tables, we show in bold the best results and the results where the differences from the best ones are less than 0.1dB. We can see that our filter PWMF attains the best performance in term of PSNR. Some visual comparisons are shown in Figs 2 and 3. Carefully comparing these images, we observe that TriF loses some small textured details, while ROLD-EPR is not smooth enough. PARIGI and PWMF show better results.
Different papers consider different mixtures of Gaussian noise and impulse noise. We show the performance of PWMF for removing mixed noise in Tables 4, 5 , 6, and 7 by comparing it with TriF [18] , NLMixF [20] , PA-RIGI [12] IPAMF+BM [35] , Xiao [32] , MNF [22] , and Zhou [38] . All these comparisons show good performance of our filter except for Barbara when comparing with PARIGI. Our method does not work very well as PARIGI for Barbara, because the ROAD statistics is a very local statistics and can not use the redundancy of this image very well to detect impulse noisy pixels, while PARIGI is particularly powerful for the restoration of textured regions. From Fig. 4 , we can see that the results of our filter are visually better than TriF. From Fig. 5 , we can see that when the standard deviation σ is high, our filter is smoother than PARIGI, while PARIGI seems to preserve more weak textured details, but it has evident artifacts throughout the whole image (see the electronic version of this paper at full resolution).
Finally, we compare the CPU time of TriF [18] , NLMixF [20] , and our method PWMF for removing mixed nose in seconds in the platform of MAT-LAB R2011a with unoptimized mex files. The computer is equipped with 2.13GHZ Intel (R) Core (TM) i3 CPU and 3.0 GB memory. The results are presented in Table 8 , which demonstrate that PWMF is rather fast: much faster than NLMixF and even faster than TriF when the noise level is low, thanks to the simplified joint impulse factor F (k, T (k)) defined in (17) . The results also show that our method is faster than Zhou [38] . Table 3 : PSNR values (dB) to remove impulse noise for TriF [18] , ROLD-EPR [13] , PARIGI [12] , NLMixF [20] [18] , ROLD-EPR [13] , PARIGI [12] and our filter PWMF for removing impulse noise with p = 0.4 for Peppers512 
Conclusions and Further Work
Two convergence theorems, one for the almost sure convergence and the other for the convergence in law, are established to show the rate of convergence of NL-means [3] . The notion of degree of similarity is also introduced to describe the influence of the proportion of similar patches in the application of NL-means. Based on the convergence theorems, a new filter called patchbased weighted means filter (PWMF) is proposed to remove mixed noise, leading to an extension of NL-means. The choice of parameters has been carefully discussed. Simulation results show that the new proposed filter is competitive compared to recently developed known algorithms.
As the detection of impulse noise is crucial for removing the noise, which is done by the statistics ROAD [18] in this paper, we could further improve our results by improving ROAD. In the future, we will consider a semi-local statistics to make use of redundancies of images, which has the possibility to well recover the textured regions.
