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Abstract-Two applications of the Kernel Optimum Nearly-analytical Discretization (KOND) 
algorithm to the parabolic and the hyperbolic type equations are presented in detail to lead to 
novel numerical schemes with very high numerical sccuracy. It is demonstrated numerically that the 
two-dimensional KOND-P scheme for the parabolic type yields much less numerical error by over 
2-3 orders, measured quantitatively by the root mean square deviation from analytical solutions, and 
reduces the CPU time to about l/5 for a common numerical accuracy, compared with the conventional 
explicit scheme of reference. It is also demonstrated numerically that the KOND-H scheme for the 
hyperbolic type yields much less diffusive error and has fairly high stability for both of the linear and 
the nonlinear wave propagations compared with other conventional schemes. Origins of numerical 
errors in data processing in general numerical schemes are discussed. 
1. INTRODUCTION 
Various numerical algorithms for solving the three types of partial differential problems of hyper- 
bolic, elliptic, and parabolic equations have been developed [l-18]. While they yield fairly good 
results for many problems, more effort will be required to attain higher accuracy and stability 
when we investigate further the finer structure of the problem being studied. One of the authors 
(Y. K.) has reported a thought analysis on numerical schemes and developed a new algorithm 
called “Kernel Optimum Nearly-analytical Discretization (KOND) algorithm” for the construc- 
tion of numerical schemes [19]. In the thought analysis, we investigate logical structures, ideas, 
or thoughts used in the objects being studied, and try to find some key elements for improvement 
and/or some other new thoughts which involve generality [19-231. In the previous two reports 
[19,24], preliminary numerical results have been shown for two novel numerical schemes of the 1-D 
2nd KOND-H scheme and the 1-D lSt KOND-P scheme, which are two applications of the KOND 
algorithm, respectively, to the one-dimensional hyperbolic type equation to the 2”d derivatives 
and the one-dimensional parabolic type equation to the lSt derivatives. It has been demonstrated 
by the numerical results of the 1-D 2”d KOND-H scheme that the KOND-H scheme yields much 
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less diffusive error compared with other conventional schemes and has fairly high stability [19]. 
It has been also demonstrated by the numerical results that there appears higher diffusive error 
and/or noise in the calculation of the higher derivatives of the solutions. This structural property 
of the error would be common in all numerical schemes. The numerical results of the 1-D lst 
KOND-P scheme has been shown to demonstrate much less numerical error than those by the 
conventional explicit scheme by 2-3 orders, measured quantitatively by the root mean square 
deviation from analytical solutions [24]. 
In this paper, we present in detail the applications of the KOND algorithm to the parabolic type 
equation and the hyperbolic type one. In the csse of the parabolic type equation, we present two 
schemes for the one-dimensionai and the twodimensional equations and show typical numerical 
results demonstrating that the 2-D lst KOND-P scheme yields much less numerical error by over 
2-3 orders and reduces the CPU time to about l/5 to attain the same common numerical accuracy, 
compared with the conventional explicit scheme of reference. In the case of the hyperbolic type 
equation, we present two types of the 1-D 2”d and the 1-D lst KOND-H schemes, and show 
typical numerical results demonstrating high numerical accuracy of these two schemes, compared 
with the compact CIP (Cubic Interpolated Pseudo-particle) scheme [15-X3], which is known to 
be a less diffusive scheme compared with other conventional schemes. 
In Section 2, the KOND algorithm deduced from the thought analysis on numerical schemes 
is shown briefly together with the concept of losses of two types of information on “relations” 
embedded in differential equations and on functional “values” in solutions. Applications of the 
KOND algorithm to the parabolic type equation are presented in Section 3. In Section 3.1, we 
present the detailed procedure for the development of a scheme to obtain the discrete solutions 
to the lst derivatives for the one-dimensional parabolic equation, in order to show the basic 
processes of the KOND algorithm and the origin of the resultant numerical accuracy. The two- 
dimensional parabolic equation is treated in Section 3.2, in order to show an example for effective 
high reduction of the CPU time to attain the same numerical accuracy. Applications of the 
KOND algorithm to the hyperbolic type equation are shown in Section 4. In Section 4.1, we 
present he KOND-H scheme with very high numerical accuracy which solves the one-dimensional 
hyperbolic equation to get discrete solutions up to the 2nd derivatives. In Section 4.2, we present 
simpler KOND-Ii schemes with fairly high numerical accuracy which solve the one-dimensional 
hyperbolic equation to get discrete solutions up to the lst derivatives. Comparisons among 
numerical results by the KOND-H schemes and by the compact CIP scheme are presented in 
Section 4.3. Discussion and summary are given in Section 5. In the KOND algorithm shown in 
this paper, we confine ourselves to problems possessing the requisite level of continuity. Treatment 
of problems possessing discontinuities is discussed briefly in Section 5. 
2. KOND ALGORITHM DEDUCED FROM 
THOUGHT ANALYSIS ON NUMERICAL SCHEMES 
We present here briefly the thought analysis on numerical schemes to lead to the KOND 
algorithm [19]. In order to understand the structure of the ideas or thoughts used for numerical 
schemes for simulation, we try to analyze the basic process for solving a partial differential 
problem, 
_&f(x) = g(x), for x = (~1,. . . , Q) in a domain R c Rd, (1) 
where L is a linear or nonlinear differential operator, f(x) is an unknown function, and g(x) 
is a given function. When it is hard to solve equation (1) analytically, we use usually two 
approximate methods, i.e., one is the approximate analytic method such as the perturbation 
method and the other is the discretization of equation (1) to solve the finite-difference quations. 
When we compare the ideas or thoughts themselves involved in the two methods, we may find 
the following elements of thoughts (we call the idea or thought itself involved in some method, 
simply “thought [A]“). 
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In the approximate analytic method: 
[A] to find global approximate continuous solutions. 
[B] to find local approximate continuous solutions. 
In the discretization method: 
[C] to find finite-difference quations approximately equal to source equations. 
[D] to find discrete approximate solutions on grids. 
When we consider the processes for solving the source equation (1) to obtain its solution f(x), 
we notice that there exist the following two types of information, [Inf.l] and pnf.21, in the whole 
system of the source equation and its solution, and we use the two types of information in the 
data processing to obtain the solution: 
pnf.11 information on the “relations” which are embedded in the source equation, equation (1) 
and connecting the local values and their time evolutions. 
[Inf.2] information on the functional “values” embedded in the solution f(x). 
Since the finite-difference quation for equation (1) itself has finite error compared with the 
source equation, equation (l), and therefore, it has finite loss of the information of [I&l] on the 
“relations” mentioned above, we had better solve equation (1) as directly as possible, avoiding 
use of the finite-difference quation. 
We assume here that the analytic true solution f(x) of equation (1) is obtained. The whole 
information of [Inf.Z], mentioned above, that gives the whole property or character of equation (1) 
and its solution is included in the following set on the functional “values” of the analytic solution 
and its derivatives 
{f(x), W(x), &jfW, * * 4, 
where &f(x), &jf(x), . . . stand, respectively, for F, B, and so on. Each element of 
I i 
the set of equation (2) obeys, respectively, the following set on’ the “relations” of differential 
equations 
{eq.(l), eq.(4), eq.(5), . . .I, (3) 
where equations (4), (5),. . ., are the following: 
& [U(x) = L7(x>l, 
%j LLfCx) = dx)l 9 
forx= (zr,...,~), 
forx=(zr,...,z& 
(4) 
(5) 
We call equation (1) “the source equation,” equation (4) “the first branch equations,” equ& 
tion (5) “the second branch equations,” and so on. These source and branch equations include 
the important information of [Inf.l] on the “relations” mentioned above. 
We first analyze the information of [Inf.2] on the functional “values.” Mapping the set on the 
functional “values” of the analytic solutions, equation (2), onto the grid points 4 in a given 
uniform or nonuniform grid Gh with mesh size hd, we may obtain the following set of {discrete 
values of solutions at grid points, interpolation curves around grid points, connection relations 
at neighboring grid points) which is equivalent o the set of equation (2): 
(set of discrete values of solutions at grid points) 
{fm 4f72, &jfm - ’ .I > 
where the subscript n denotes here a d-dimensional integer. 
V-5) 
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(set of interpolation curves around grid points) 
(K(s), &K(s), &jK(s)l~ - -1, 
where s is defined as s E x - x;. 
(set of connection relations at neighboring grid points) 
M-h4 = L-1, C(h4 = fn+l, 
a&(-hd) = &k-l, aA = 4fn+l, 
&_jG(-h4 = &j&-l, &$L(hd) = &j&+1. 
. . . . . . . . . . . . . . . . . . 
(7) 
(8) 
(9) 
(10) 
Each element of the set, equation (7), should be the piecewise segment of the corresponding 
analytic solutions of equation (2). The set of {the discrete solutions equation (6), the segmental 
interpolation curves equation (7), the connection relations of equations (8), (9), (lo), . . .} is 
exactly equivalent to the set of the true solutions, equation (2). Using the Taylor expansion, the 
elements of the set of the interpolation curves, equation (7), can be written as follows: 
&F,(S) = &.f, + C &jfnsj + C &jk fnsjsk/2 + * * - , 
j j,k 
k k.1 
(11) 
(12) 
(13) 
We see from comparison between equation (6) and equations (ll), (12), (13),. . . that the dis- 
crete values of solution, equation (6), are themselves the coefficients of the interpolation curves 
by the Taylor expansion and, therefore, they can induce good approximate and locally continuous 
solutions around the grid points. In other words, the infinite set of the discrete values of eque 
tion (6) itself becomes one of the best discretizations for the whole information on the functional 
“values” of the continuous true solutions, equation (2), based upon the interpolation curves by 
the Taylor expansions. This corresponds analogically to the representation of a given function by 
the discrete spectra with use of the Fourier expansion. Since we cannot use the infinite elements 
of the set of equation (6), we use two or three elements from the beginning in equation (6), for 
example, f,,, &f,, &j f,,. We then the lose finer information included in the rest of the infinite 
terms beyond the terms of &j fn, in this example, in the Taylor expansions. The rest of the infi- 
nite terms are considered to carry the semiglobal information for the uncovered regions between 
the neighboring grid points that make the interpolation curves satisfy the connection relations of 
equations (8)-(10). Using reversely the connection relations and introducing additional Taylor 
coefficients, i.e., three more additional terms for the one-dimensional problem in this example, we 
can recover approximately the lost information in the rest of the infinite terms by the additional 
terms. In other words, the rest of the infinite terms in the Taylor expansions can be folded up 
approximately in the finite additional terms by using the connection relations. From the thought 
analysis on the loss of [Inf.2] shown above, we find that if we use more elements in the set of 
equation (6) and if we use more connection relations for the adopted elements in order to recover 
approximately the lost information in the rest of the infinite terms in the Taylor expansions by 
folding up approximately the rest of the infinite terms into some additional Taylor terms, then 
we can suppress effectively the loss of [Inf.2] in data processing. 
We next analyze the information of [Inf.l) on the “relations” in the differential equations. In 
order to obtain the values of the adopted elements of equation (6), we can use the source equation 
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and the branch equations corresponding to the adopted elements, and all of those equations 
would have a common type of differential equations with each other. In order to suppress the 
loss of [Inf.l], we should use more elements in the set of equation (3) with respect to the source 
and its branch equations. It is because if we use branch equations up to the higher order, we 
can embed correct information on the “relations” carried by the branch equations into the data 
processing up to the corresponding higher order derivatives, as will be shown in examples in the 
next section. On the other hand, when we solve the source and the branch equations with use 
of the conventional finite-difference quations, we cannot avoid loss of [Inf.l] on the “relations” 
by the discretization itself of the source and the branch equations. In order to suppress the loss 
of [Inf.l] by the discretization of the source and the branch equations, we should find higher- 
order approximate analytic solutions for the source and the branch equations as analytically as 
possible. 
We notice from the above analysis on the losses of [Inf.l] and [Inf.P) that if we have a method 
which is nearly analytical for obtaining better approximate solutions for the more elements of 
the set of equation (6), we would get the more accurate and denser information for the set of the 
true solution, equation (2). The accuracy of the information for the solutions by this method 
is optimum at the grid points, as is seen from the above argument, and in other words, the 
discretization by this method is kernel optimum. 
The thought analysis mentioned above leads to the following main set of thoughts to be used 
in the algorithm for the construction of the numerical scheme, which is the combination of 
the elements of the two sets of thoughts for the approximate analytic method {[A],[B]} and 
the discretization method { [C],[D]}. We call the algorithm “Kernel Optimum Nearly-analytical 
Discretization (KOND) algorithm.” 
The main set of thoughts of the KOND algorithm is 
where the 
111 
1111 
WI 
PI 
{[ 11% [III, m PVI}, 
four elements of thought are as follows: 
to use the source equations and their branch equations {Equations (l), (4), (5), . . .} 
as much as possible. 
to find higher-order approximate analytic solutions as analytically as possible, by using 
some methods such as the perturbation method, the Taylor expansion, and others. 
to find the set of discrete solutions {m, aif,,, &j fn, . . .}, as many elements as possible, 
that are the coefbcients of the interpolation curves {Equations (ll), (12), (13), . . .} 
by the Taylor expansions corresponding to the local continuous solutions around the 
grid points. [“The kernel optimum discretization of a function by the coefficients of 
the Taylor expansion at every grid point.“] 
to use the set of the connection relations {Equations (8), (9), (lo), . . . } , as many 
elements as possible, in order to include the semiglobal information for the uncovered 
regions between the neighboring gird points and to find the additional higher order 
Taylor coefficients which represent approximately the rest of the infinite terms of the 
Taylor expansion. [“The folding up of the rest of the terms of the Taylor expansion 
by the connection relations.“] 
The two thoughts of {[I], [II]) are essential to attain higher numerical accuracy by sup 
pressing the losses of (Inf.11 on the “relations” embedded in the source and the branch differential 
equations. The other two thoughts of {[III], [IV]) are essential to attain further higher nu- 
merical accuracy by suppressing the losses of [Inf.2] on the functional “values” of f(x). Each 
of these four thoughts { [ I ], [ II 1, [III 1, [IV]} of the KOND algorithm may seem to be rather 
simple and abstract to develop new schemes with higher numerical accuracy. In the following 
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sections, however, the set of the four thoughts of the KOND algorithm will be shown to give us 
novel numerical schemes which yield quite high accuracy and, therefore, effective high reduction 
of the CPU time to attain the same numerical accuracy. 
3. KOND ALGORITHM FOR PARABOLIC EQUATIONS 
(KOND-P SCHEME) 
We apply here the KOND algorithm to the numerical scheme for solving the parabolic type 
equation. In the following Section 3.1, we present the procedure for the development of a scheme 
to obtain the discrete solutions to the lst derivatives, i.e., fn and &f,,, for the one-dimensional 
parabolic equation in order to show the basic processes of the KOND algorithm and the origin of 
the resultant numerical accuracy. We express here the scheme for the one-dimensional parabolic 
equation to the lst derivatives by the KOND algorithm as “1-D lst KOND-P scheme.” We use the 
notations such as &f, &f, and L&f as the abbreviations for af(t? 2) af(t, 2) -7 77 at 
and ‘“f@, ‘) 
dxm ’ 
respectively. In the Section 3.2, we present a 2-D lst KOND-P scheme, which is the scheme to 
obtain the discrete solutions to the lst derivatives for the two-dimensional parabolic equation, 
in order to show an example for effective high reduction of the CPU time to attain the same 
numerical accuracy. 
3.1. One-Dimensional 1” Order Case (1-D lst KOND-P Scheme) 
We treat here a one-dimensional parabolic equation used for diffusion equations, and develop 
a scheme to obtain the discrete solutions to the lst derivatives. According to the first thought 
element, [ I 1, of equation (14), and from equation (4), we solve the source equation and the lst 
branch equation for the one-dimensional diffusion equation, which are written, respectively, as 
follows: 
&f@, z> = P, (15) 
&f = &P, (16) 
lJ s &[D@, x)&f(t, 2% 07) 
where D(t,s) in the definition of P of equation (17) is a given diffusion coefficient. The mth 
branch equation for the source equation, equation (15), is written generally as 
We use the higher order branch equations of equation (18) as much as possible in the following 
procedure because of the suppression of the losses of [Inf.l] on the “relations” in the differential 
equations, as was discussed in the previous section. 
According to the second thought element, [II], of equation (14), we solve equations (15)-(17) 
locally around a point of (tk, z,) as analykally as possible. Using the Taylor expansion around 
the time of tk, we write tY,,P,, as 
&,Pn = L&P,” + &mzPiT + ’ ’ ’ 7 (19) 
where r G t - tk, a,& f dm,P(t,xc,), and a,,P,” G &zP(&,Xn). When m = 0 in equa- 
tion (19), then equation (19) becomes the Taylor expansion for P itself. Using equation (19) 
and integrating equations (15) and (16) with respect to 7 over the time interval of At, we obtain 
approximate solutions for ft+l and &fik+’ at the point of (tk+l,z,&) as follows: 
f;+l = f,” + P,kAt + ;&P;(AQ2 + . . . , 
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where fk = f(& %) and &f$ 3 &f(tk, %). The first order approximate solution of equa- 
tion (20) with respect to At yields the ordinary finite-difference equation. This finite-difference 
equation loses much information of [Inf.l] on the “relations” in the given differential equations 
corresponding to the higher order terms in equation (20) and also equation (21) and higher order 
branch equations. We use here the second order approximate analytic solutions with respect 
to At in equations (20) and (21), for simplicity. 
We now proceed to the third thought element, [III], of equation (14). In order to find the set 
of discrete solutions of { fk+‘, &f~+1 } with use of equations (20) and (21), we have to express 
the right hand sides of equations (20) and (21) by the values at the time of tk and/or t&l. Using 
the definition of equation (17), we obtain P,“, &P,k, &P,k and i&P,” in equations (20) and (21) 
as follows: 
Pi = a,D;az f; + D;az, f;, (22) 
atP,” = at&azf: + a&a& + at@azzf,” +D;atzzf,k, (23) 
azP,” = az,D;a,f,k + 2a,DfEa,,f,k + D;aszf,k, (24) 
atzP; = a,,,L$azf: + azzD:atzf: + 2at,D:az,f,k + 2azD:atzzf: 
+a,D:a,,f: + Dlratszf,k. (25) 
In equations (23) and (25), there appear again the terms of at,f;, atzzf: and atszf; to be 
determined. We can use again the branch equations, equation (18), to the third order for the 
determination of these terms as follows: 
(26) 
(27) 
= ad$azft + 4a3zD;a2zfnk + 6ad:a3,f,k + 4azDla4zf: + ~~aszf,“. (28) 
It should be emphasized here again that when we use the branch equations to the higher order, 
we can obtain the higher numerical accuracy. This is because by using the branch equations as 
much as possible, we can avoid the loss of the important information of [Inf.l] on the “relations” 
to the higher derivatives, which are embedded in the source and branch equations and connecting 
the local values and their time evolutions. 
Using the values at the time of tk and/or i&l, we obtain the derivatives of D, for exam- 
ple, atDk = (Dk - Ok-‘) /At, &Oft. = (Dk+l - Dh_1) /2h, and so on, where h (= x, - X,-I) 
is the mesh size. When we use the approximate solutions for f,!?’ and azf;+’ to the or- 
der of (AQ2 in equations (20) and (21), we can determine the values of fk+l and azfk+’ 
with use of equations (22)-(28), the values of D at the time of tk and tk-1, and the values 
of a,,f; (m = 0,1,2,3,4,5). (If we neglect four terms of a,,f: (m = 2,3,4,5) in equai- 
tions (22)-(28) as an approximation, then we can still obtain the values of fk+l and a=f,!j+’ 
without using any additional thought element. In this sense, we are free from using the con- 
nection relations of equations (8)-( 10) in the fourth thought element, [IV], of equation (14). In 
order to attain higher numerical accuracy, we need the fourth thought element [IV] .) 
We proceed to the final thought element, [IV], of equation (14). Since we have to determine 
the values of fk+l and azf,k+’ with higher numerical accuracy from those of fk and a=fk,“, we 
need the values of a,, f,” (m = 2,3,4,5) included in equations (22)-(28). We therefore use the 
following interpolation curves up to the term of as, fk of the Taylor expansion, which represent 
approximately the rest of the infinite terms of the Taylor expansion, 
(29) 
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where s z x -2,. We use following four connection relations for fk and @Jk from equations (8) 
and (g), in order to fold up the information included in the rest of the infinite terms of the Taylor 
expansion into the additional four terms of &,fk (m = 2,3,4,5) and also to determine their 
values by f,” and a,f,k, 
m-h) = fi_1, (31) 
cm = fk+u (32) 
az@(-h> = asf;-l, (33) 
&F:(h) = &fnk+i. (34) 
Substituting equations (29) and (30) into equations (31)-(34), we obtain the four additional 
Taylor coefficients, a,.& (m = 2,3,4,5), which are given by j’k and 8&, as follows: 
a&f, = ; (fk+1 - 2f,k + fk-I) - & (azfk+, - a=fL) 7 (35) 
as,f, = $ (f:+l - f,_J - & (azfk+l + 8azft + azft-1) 7 (36) 
a4,fi = -$ (f,k+l - 2f,k + fL) + s (azf,“+l - azfL) , (37) 
(33) 
Using the initial values of fn, i.e., f:, we obtain the initial values of L&f,, i.e., azfA, 
by a,f: = (f;+l - fA_l) /2h. We may notice from equations (21)-(38) shown above that we 
avoid the losses of [Inf.2] on the functional “values” in f(t, cc) by finding the values of 
amzf,? (m = b&3,4,5) and folding up the information included in the rest of the infinite 
terms of the Taylor expansion into the additional four terms of a,, f,” (m = 2,3,4,5). If we treat 
only the values of f,” instead of { fk, a, f/j}, we do lose the important information of (Inf.21 on 
the functional “values” shown above, and these losses of [Inf.2] will accumulate numerical error 
to increase during data processing. 
We now consider how to treat the boundary values of f,” and a, ft. The boundary conditions 
for the source equation (15) usually are given in one of the following two forms: 
boundary condition (a): fi = const. (n = 1, N), (39) 
boundary condition (b): a, f: = const. (7~ = 1, N), (40) 
where (n = 1 and n = N) denote the boundary grids. We show here how to determine the values 
of azfk (n = 1, N) for the case of the boundary condition (a) of equation (39). [If we use the 
boundary condition (b) of equation (40), then we exchange j{ with azft in the following argu- 
ment.] According to the thought elements [III] and [IV] of equation (14), the interpolation curve 
around the grid point 52 and the connection relations are given, respectively, from equations (29) 
and (30) and equations (31)-(34) as follows: 
(41) 
(42) 
F&h) = fi”, 
F;(h) = f3k> 
a&(-h) = azf;, 
&F;(h) = azf3”. 
(43) 
(44) 
(45) 
(46) 
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Since 8, ff is unknown this time in addition to a,, ft (m = 2,3,4,5), we have to remove the 
last term of &fl in equations (41) and (42). Substituting equations (41) and (42) without 
the term of &. fi into equations (43)-(46), we obtain the three additional Taylor coefficients, 
t&f! (m = 2,3,4), and &f,“, as follows: 
&fi” = & (7fj - 8f; - fik) - ; (%f; + 2 bfi") , (47) 
(48) 
bf2k = ; (-5f: + 4f; + fik) + ; (&f3k + 2 azf;) , (4% 
&ff = 8, fi” - &, f;h + f&z f;h2 - &. flh3. (50) 
Substituting equations (47)-(49) into equation (50), we can determine the value of i&f! from 
the values of ft (n = 1,2,3) and & ft (n = 2,3). Using the same process mentioned above, we 
can determine the value of a, f$ by replacing h and the subscripts {1,2,3} for grid points in 
equations (47)-(50) with -h and {N, N - 1, N - 2}, respectively. 
Combining all processes for the four thoughts { [ I 1, [II], [III], [IV]} and for the boundary 
values, i.e., using equations (35)-(38), equations (22)-(28), equations (20) and (21) to the order 
of (At)2, and also equations (47)-(50), we find the set of the discrete solutions to the lst derivatives 
{ fk+l, a, f,!jn”+l} after one time step from the state of {f,“, & f,k}. 
We show here some typical numerical results by the 1-D lSt KOND-P scheme shown above, 
comparing with the results by the conventional explicit scheme as a reference measure. In order 
to test the accuracy of the numerical results, we calculate the following case with the analytical 
solution: the diffusion coefficient D = 1, the initial profile of f(0, z) = sin (27rz/X), and the 
boundary condition (a) of j’, = 0 (n = 1, N), where X is one period length of f(z). The 
analytical solution for this case is written as f (t, Z) = exp [ - (F)” t] sin(27rs/X). When we 
define M as the number of meshes in one period length, X is given by X = Mh, and A4 + 1 
grid points cover one period length. We use the following conventional explicit scheme, denoted 
by “1-D EXPL” hereafter, obtained from the finite-difference quation, for comparison: f,“” = 
fk + DAt (f:+l - 2f: + f;-l) /h2. 1 n order to measure quantitatively the numerical accuracy, 
we use the root mean square deviation, 0, from the analytical solution, which is defined by 
(T = ; 2 [fk - f(tk,zn)J2 
{ n=l I 
1’2. (51) 
The double precision programme is used for the following numerical calculations. 
Figure 1 shows typical results of computation for the time evolution of CY in the case of M = 20 
and DAt/h2 = 0.1, where two lines of d for the 1-D EXPL scheme (the mark 0) and the 1-D lst 
KOND-P scheme (the mark n ) are shown in a semi-log scale. We recognize from Figure 1 that 
the error of the 1-D lst KOND-P scheme measured by g is less than that of the 1-D EXPL one 
by about 2 orders in this case. It is also seen from Figure 1 that the rate of increment of (T in 
the 1-D lst KOND-P scheme is less than that in the 1-D EXPL one. 
Figure 2 shows typical results of computation to see the dependence of 0 on the number of 
meshes M in one period length in the case of DAt/h2 = 0.1, where two lines of 0 at the time 
of t = 1.0 are shown in a semi-log scale for the 1-D EXPL scheme (the mark 0) and the 1-D 
lst KOND-P scheme (the mark a). It is recognized from Figure 2 that higher improvement rate 
of accuracy by increasing the number of meshes M can be achieved in the 1-D lst KOND-P 
scheme than in the 1-D EXPL one. In the case of M = 40, the error of the 1-D lst KOND-P 
scheme measured by g becomes less than that of the 1-D EXPL one by about 3 orders, as is seen 
in Figure 2. The data in Figure 2 also shows that improvement of accuracy by increasing the 
number of meshes saturates faster in the 1-D EXPL scheme than in the 1-D lst KOND-P one. 
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Figure 1. Typical results of computation for the time evolution of numerical error measured by u 
in the case of M = 20 and D&/h2 = 0.1. Two lines of (T for the 1-D EXPL scheme (the mark 0) 
and the 1-D lst KOND-P scheme (the mark n ) are shown in a semi-log scale. 
We recognize from Figures 1 and 2 that quite high accuracy can be attained by the present 1-D 
lst KOND-P scheme. The local multisubscales and delta function (LMS-DF) method reported 
in [25] to improve numerical schemes is also applicable to the present 1-D lSt KOND-P scheme 
as well &s to the 1-D 2”d KOND-H scheme [19] for the hyperbolic equation to attain even less 
numerical error. 
3.2. Two-Dimensional lst Order Case (2-D lst KOND-P Scheme) 
We treat here a two-dimensional parabolic equation used for diffusion equations, and develop 
a scheme to obtain the discrete solutions to the lst derivatives. According to the first thought 
element, [ I 1, of equation (14), and from equation (4), the source equation and the lst branch 
equations for the two-dimensional diffusion equation are written, respectively, as follows: 
(52) 
&f = azp, &,f = ap (53) 
where D(t,z, y) in the definition of P of equation (54) is a given diffusion coefficient. The 
(m + n)th branch equations for the source equation (52) are written as 
(55) 
where Lsnvf 
am+* f 
is an abbreviation for -. 
axmayn 
According to the second thought element [II] of equation (14), we solve equations (52)-(54) 
locally around a point of (tk, xi, yj). Using the Taylor expansion around the time of tk, we write 
a msnyPi,j m 
a mznyPi,j = amrnyPi(t + atmznyffjT + * - *, (56) 
where T E t - tk, dmr,&,j s dmtnyP(t,xi, yj), and b,,,lnvP~j = amznyP(tkr xi,Yj). When 
m = n = 0 in equation (56), then equation (56) becomes the Taylor expansion with respect to 
time 7 for P itself. Using equation (56) and integrating equations (52) and (53) with respect to T 
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Figure 2. Dependence of numerical error measured by 0 on the number of meshes M in one period 
length in the case of DAt/h2 = 0.1. Two lines of u at the time oft = 1.0 for the 1-D EXPL scheme 
(the mark 0) and the 1-D lst KOND-P scheme (the mark n ) are shown in a semi-log scale. 
over the time interval of At, we obtain approximate solutions for @‘, &@‘, and a&T1 at 
the point of (tk+l, z+, yj) as follows: 
avft;tl = ayftj + a,PtjAt + &,Ptj(At)2 + ---, (59) 
where f{j S f(tkvZZi,yj), &ftj E azf(~k~zi,~j), and avftj s avf(&zi,yj). we Use here the 
second order approximate analytic solutions with respect to At in equations (57)-(59). 
We now proceed to the third thought element, [III], of equation (14). In order to find the 
set of discrete solutions of { fi,j k+l azffT1, l&f::‘} with use of equations (57)-(59), we have to , 
express the right hand sides of equatiok (57)-(59) by the values at the time of tk and/or t&l_ 
Using the definition of equation (54), we obtain Ptj, &Ptj, &Ptj, &,Ptj, a,Ptj, and atyP~j 
in equations (57)-(59) as follows: 
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agP:j = &vD[jasf[j + &D&&fi,jk + &~Dik,ja~f~j + a~f~j&~f~j 
+&Df,j (&,f& + &uf&) + Dtj (&suf& + &,f&) 1 (64) 
&yP$ = atzyD[jazftj + az,D~jatzfi,jk + at&jazgf~j + a&jat,,ftj 
+at2&jayftj + a2&jatyf~j + at&jaz,f{j + avD~jat2uf~j 
+at@ik,j (a2,ftj + azyftj) + a&j (at2,f[j + at2,ftj) 
‘a&j (a2,,ftj + a3yftj) + Dtj (atzzvf[j + at3,fUk) . (65) 
Inequations (61), (63) and (65), th ere appear again the terms of at, ftj, at, ftj, at2% fkj, a,,, ftj, 
atzyftj, at3sf2j, atsyftj, at2=yf[j, and atz2J’~j, to be determined. We can use again the branch 
equations, equation (55), to the third order for the determination of these terms with use of local 
values of dmsnyf[j with m + n < 5. It should be emphasized here again that when we use 
the branch equations to the higher order, we can obtain the higher numerical accuracy. This 
is because by using the branch equations as much as possible, we can avoid the loss of the 
important information of (Inf.11 on the “relations” to the higher derivatives, which are embedded 
in the source and branch equations and connecting the local values and their time evolutions. 
Using the values at the time of tk and/or tk-1, we obtain the derivatives of D, for example, 
atD$ = (Dtj - Dzk,,‘) /At7 &Dtj = (Df+“+l,j - Dik_l,j) /~Az, avD& = (D~j+l - D&-l) /2Ag, 
and so on, where Ax (= xi - ~-1) and Ay (= yi - y+1) are the mesh sizes of 2 and y directions, 
respectively. When we use the approximate solutions for f$‘, a, f$’ and a, fztT1 to the order 
of (At)2 in equations (57)-(59), we can determine the values of f$‘, a,f$’ and auf/;” by 
using equations (60)-(65) and the values of dmzny z,j fb (m + n 5 5) and D at the time of tk 
and t&i. (If we neglect eighteen terms of amznyftj (2 I m + n < 5) in equations (60)-(65) 
as an approximation, then we can obtain the values of fi,j , k+l a,fFT’ and agfttT’ without using 
any additional thought element. In this sense, we are free from using the connection relations of 
equations (8)-(10) in the fourth thought element [IV] of equation (14). In order to attain higher 
numerical accuracy, we need the fourth thought element [IV].) 
We proceed to the final thought element, [IV], of equation (14). Since we have to determine 
the values of ff:‘, a,f$’ and a, f:T’ with higher numerical accuracy from those of ftj, azftj 
k ’ and a, fi,j, we need the values of dmzny t,3 ’ fk. (2Lm+nI5) included in equations (60)-(65). We 
therefore use the following interpolation curves up to the terms of amsnyftj with m + n = 5 of 
the Taylor expansion around the point of (xi, yj), which represent approximately the rest of the 
infinite terms of the Taylor expansion: 
Fi,j(X, Y) = ffj + &ftjX + avftjy 
+i (&,f2jX2 + 2&,f~jXY + a2,f$Y2) 
+f (a3,ftjx3 + 3a2zyftjx2Y + 3&2,f~jXY2 + a3Vftjy3> 
+-& (a4,ftjx4 + a3,,ftjX3Y + 6dzz2vftjx2Y2 
+4az3yftjXY3 + a4,ftj Y”) 
+-& (a5,f;jx5 + 5a4,,ftjX4Y + 10a3z2,f:jx3Y2 
+lO d2s3y f~jX2y3 + 5a,4,f[jxY4 + a5Yf&Y5) 7 (66) 
&Ftj(X, Y) = &ftj + a2,ftjx i- &yftjy 
+f (a3,ftjX” + 2a2,,ftjXY + azzyftjY2) 
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+i (ad, ffjX3 + 36&y ftjX2y f 3dzt2~f~jXY2 + aZ3vftjY3) 
+A (a5,ftjx4 +4&,f,$X3Y + f%2vf&X2Y2 
+4 &sy ftjXy3 + &iwftjY4) 3 
a,FiTj(X, Y) = a, ftj + azyftjX + a%fftjy 
+f (dzzy f:jX” + 2%2,ftjXY + a3vftj y2> 
(67) 
+f (& ftjX3 + 3&@ ftjXay + 3&3,ftjXY2 + a4Yf,“r;. y3> 
+& (a4zvftjX4 + 4&z2,ftjX3Y + 6&3vf~jX2Y2 
+4 &4rftjXY3 + hyftjY4) , (68) 
where X = x - xi and Y = y - gj. In order to fold up the information included in the rest of the 
infinite terms of the Taylor expansion into the additional eighteen terms of amzny ftj (2 < m+n < 
5) and also to determine their values by ftj, a,ftj and a, ftj, we use the connection relations 
of equations (8) and (9) for f[j, 8zftj and ayftj at eight neighboring grid points around the 
point of (Q, yj), as is shown in Figure 3. We have the following twenty-four connection relations 
at the eight grid points of A N H in Figure 3. 
i-l i. i+1 
Figure 3. Neighboring grid points used for the connection relations. 
A: F$(AztO) = f!+l,j, 
a,F~j(h 0) = %f!+,,j, avFtj (Ax, 0) = a,fik+l,j - 
B: F$(O>Ay) = ftj+l, 
%Ftj(O, Ay) = %ftj+1, 
k k 
&Fi,j(O, AY) = &fi,j+l* 
c: F$(Ax,AP) = fik+l,j+lv 
&F~j(Ax, AY) = &f!+l,j+l, a,F[j(h Ay) = %fik+l,j+l. 
D: Ftj(-AZ,-Ay) = fLl,j-l, 
&Ftj(-Ax, -Ay> = &fik_l,j-1, t&Ftj(-Ax, -Ay) = L$,f,?_l,j-l. 
E: Ftj(-AX,O) = fkl,jy 
azFtj(-Az,O) = bzf,!_l,j, dyF$j(-Ax,O) = avff_l,j. 
F: J’&(Az, WAY) = fik+l,j-1, 
&Ftj (AX, -AY> = &fik+l,j-19 &,Ftj(Ax, -Ay) = agf!+l,j-1* 
G: F:j(O, -AY) = ftj-1, 
a&j(O, -AY) = &ftj-,, a,F~j(O, -Ay) = a,ftj_,. 
u* nlrr 
(69) 
(70) 
(71) 
(72) 
(73) 
(74) 
(75) 
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H: Fi’j(-Az,Ay) = f.!L,j+~t 
&J”j(-Az, Ay) = kfik_l,j+l, 
k k 
ag.Fi,j(-A+AY) = %fi-l,j+l* tw 
These twenty-four connection relations of equations (69)-(76) are reduced to eighteen indepen- 
dent equations after some algebra, and they are solved straightforward in the following forms: 
+4(Ai)2Ay (5fik+l,j+l - 5f!-,,j-1 + fik+lj-1 - fik-l,j+l 
--6fik+l,j +6fE1,j -4 ftj+l +Jftj-1) 7 
@ZZ,ftj = 
+4av ftj -28ufkl,j) + 
+4AiAy2 (5f!+,,j+l - 5fik_l,j-l - fik+l,j-1 + fik_l,j+l 
-4f!i-l,j + 4fik_l,j - 6f,‘j+1 + Sftj-1) 9 
(%ftj+l + 84ftj + hftj-1) 7 
- (Az_2Ay (“ftj+l - axftj-l) 7 
1 
h,f*:j = (AxAy)2 (ft+l,j+l + fi”-l,j-1 + f!+l,j-l + fik-l,j+l + 4ftj 
-2fi+l,j - 2fLl,j - 2ftj+1 - 2ftj-1) 9 
(fik+l,j+l + fLl,j-1 - fi+l,j-1 - fik_l,j+l) 
3 
-AXE 
(aYfi+I,j - aYfik_l,j) > 
(77) 
(78) 
(79) 
(60) 
(61) 
(62) 
(63) 
(64) 
(65) 
(66) 
(67) 
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038) 
aSXf*tj = - L (ff+l,j - fkl,j) + & (aXfik+l,j + liaXftj + ‘Xfk-l,j> 9 am 
(89) 
a4&j = (Ax;sAy (dXf,“,l,j+l + dXf/_l,j-1 + 2aXftj+l - 4aXftj + 2aXftj-1 
- OXf!+*,j - OXfi”_l,j) - (A~.~A~ (5f!+l,j+l - 5ft-l,j-1 + fik+l,j-1 
- fik_l,j+l - 6fik+l,j - 6f!-l,j - kftj+, + 4ftj-1) 3 (90) 
a3x2vftj = (A$&)2 (f!+l,j+l - f!-l,j-1 + f!+l,j-1 - ft!-l,j+l - 2fik+l,j + 2fkl,j) 
- (Az)~;A~)~ 
(aXftj+l - 2aXftj + aXftj-l) Y (91) 
a2z3*f& = (Ax)f(Ay)3 (fik+l,j+l - fik_*,j-X - ff+l,j-I f fik_l,j+l - 2f~j+l + 2fkj_1) 
6 
- VW2W2 
(%fik+l,j - 2alffkj + &lf”_,,j) I (92) 
aX4$Jftj 6 = 
AXE 
(%fi$l,j+l + %fL,,j-I+ 2alIft*l,j - 4aYftj + 2avf,k_l,j 
- allftj+l - &ftj-I) 3 - - - 
AXE 
(5fik+l,j+l 5fik-l,j-I fik+l,j-1 
+ fLl,j+l - 6ftj+l+ 6ftj-1 - 4fik,l,j + 4fLl,j) , (93) 
(94) 
Using the initial values of fi,j, i.e., flj, we obtain the initial values of 8, fi,j and a, fi,j, by 
aXf,‘,j = (f/+l,j - f/_l,j) /2Ax and ilvf2j = (ft!,j+l - fifj_l) /2A.y, respectively. We may notice 
from equations (58)-(94) h s own above that we can suppress the losses of (Inf.21 on the functional 
‘Lvalues” in f (t, x, y) by folding up the information included in the rest of the infinite terms of 
the Taylor expansion into the additional four terms of dmXlnyf~j (2 5 m + n 5 5) and by Ending 
all of the values of dmsny f~j (1 5 m + n 5 5). If we treat only the values of f~j instead of 
{ftjt aXftj, allftj>, we do lose the important information of [Inf.2) on the functional “values” 
shown above, and these losses of [Inf.2] will accumulate numerical error to increase during data 
processing. 
We use the same procedure for the determination of the boundary values of f~j, tlXftj and 
a* f~j, as was used for the one-dimensional case shown from equation (39) to equation (50). In 
the twodimensional case, we have to deal with two types of boundaries, i.e., the edge bound- 
aries and the corner ones. Using the thought elements [III] and [IV] of equation (14), and 
reducing some terms from the highest derivative in the Taylor coefficients in order to match the 
number of unknown Taylor coefficients and that of the connection relations, we can obtain the 
necessary Taylor coefficients for the determination of the boundary values, in the same way from 
equation (39) to equation (50). This part of algebra is rather complicated compared with the 
one-dimensional csse, but is straightforward. 
Combining all processes for the four thoughts, { [ I 1, [II], [III], [IV]}, and for the boundary 
values, we can find the set of the discrete solutions to the lst derivatives { f$‘, i3xftf’, 8, f$‘} 
after one time step from the state of { f~j, a, ftj, a, f~j}. 
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Figure 4. Initial profile of f:j for the two-dimensional diffusion equation. 
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Figure 5. Typical results of computation for the time evolution of u in the case of M = 20 and 
DAt/(Ax)’ = 0.1. Two lines of (z for the 2-D EXPL scheme (the mark 0) and the 2-D Ist 
KOND-P scheme (the mark n ) are shown in a semi-log scale. 
We show here some typical numerical results by the 2-D lst KOND-P scheme shown above, 
comparing with the results by the two-dimensional explicit scheme denoted by “2-D EXPL” as the 
reference measure. In order to test the accuracy of the numerical results, we calculate the following 
case with the analytical solution: the diffusion coefficient D = 1, the initial profile of f(0, z, y) = 
sin (27rz/X,) sin (27ry/X,), and the boundary condition (a) of f& = 0 (i = 1, N and j = 1, N), 
where both of the total mesh numbers in the z and the y directions are set to be N, and Ax = Ay, 
for simplicity. Here X, and X, are one period length of f(0, CC, y) in the x and the y directions, re- 
spectively, and we show the case of X, = X, in the following example. The analytical solution for 
this case is written as f(t,x, y) = exp [- (Ici + ki) t] sin(k,x) sin(kVy), where Ic, = 27r/X, and 
k, = 2a/X,. When we define M as the number of meshes in one period length in the x direction, 
X, and X, are now given by X, = X, = MAX, and M f 1 grid points cover one period length. We 
use the following conventional two-dimensional explicit scheme, obtained from the finite-difference 
equation: fi,j ‘+I = ftj+DA.t [(,ff+l,j - 2f$ + ff_l,j )/(Ax)~+(.~&+I -2f& +&-I)/ (AY)~]* 
The root mean square deviation, 6, from the analytical solution used for the quantitative me& 
surement of the numerical accuracy is now given by 
1 
0= 
N2 
The double precision programme is used for the following numerical calculations. 
(95) 
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Figure 6. Dependence of numerical error measured by u on the number of meshes M in one period 
length in the CM of DA~/(Az)~ = 0.1. Two lines of 0 at the time of t = 3.0 are shown in a 
semi-log scale for both of the 2-D EXPL scheme (the mark 0) and the 2-D lst KOND-P scheme 
(the mark n ). 
Figure 4 shows the initial profile of ftj used for the calculation of the twodimensional diffusion 
equation. Figure 5 shows typical results of computation for the time evolution of g in the case 
of M = 20 and DA~/(Az)~ = 0.1, where two lines of D for the 2-D EXPL scheme (the mark Cl) 
and the 2-D lst KOND-P scheme (the mark n ) are shown in a semi-log scale. We recognize from 
Figure 5 that the error of the 2-D 1 st KOND-P scheme measured by a is less than that of the 
2-D EXPL one by over 2 orders in this case. This result is similar to the one-dimensional case in 
the previous Section 3.1. 
Figure 6 shows typical results of computation to see the dependence of (T on the number of 
meshes A4 in one period length in the case of ~A~/(Az)~ = 0.1, where the values of 0 at the 
time of t = 1.0 are shown in a semi-log scale for both of the 2-D EXPL scheme (the mark 0) 
and the 2-D lst KOND-P scheme (the mark I). It is recognized from Figure 6 that quite higher 
improvement rate of accuracy by increasing the number of meshes M can be achieved in the 2-D 
let KOND-P scheme than in the 2-D EXPL one. In the case of M = 40, the error of the 2-D lst 
KOND-P scheme measured by (T becomes less than that of the 2-D EXPL one by over 3 orders, 
as is seen in Figure 6. 
Figure 7 shows dependence of the CPU time on the number of meshes M for the computation 
until t = 1.0 and with the same parameter of DA~/(Az)~ = 0.1. Here, the CPU time is the 
computational time on a LUNA 88K SX9100/DT8862 computer system. It is seen from Figure 7 
that the CPU times for both the 2-D lst KOND-P scheme and the 2-D EXPL one increase 
almost proportional to M2, as is expected. It is important to compare the CPU time used for the 
computation by both the schemes to get the same numerical accuracy. We take here the case of 
M = 20 for the 2-D lst KOND-P scheme as a typical example. In this case, the error by the value 
of (T is about 10V6, as is seen from Figure 6. In order to attain this accuracy of u IV 10e6, we need 
the number of meshes of about M = 90 for the 2-D EXPL scheme, as is seen from Figure 6. The 
CPU time for the case of M = 20 by the 2-D lSt KOND-P scheme is 130sec, while the CPU time 
for the case of M = 90 by the 2-D EXPL scheme is 66Osec, as is shown in Figure 7. This result 
demonstrates that the present 2-D lst KOND-P scheme yields the same numerical accuracy with 
CJ N 10S6 by using only about l/5 of the CPU time used by the 2-D EXPL scheme. If we take 
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Figure 7. Dependence of the CPU time on the number of meshes M for the computation until 
t = 1.0. DA~/(Az)~ = 0.1. 
other case of M = 30 for the 2-D lst KOND-P scheme with the value of o N lo-‘, then we need 
the number of meshes of about M = 170 for the 2-D EXPL scheme, as is seen from Figure 6. 
In this case with c N lo- 7, the 2-D lSt KOND-P scheme yields the same numerical accuracy by 
using only about l/8 of the CPU time used by the 2-D EXPL scheme. 
We recognize from the typical numerical results shown above that the KOND algorithm with 
the four thoughts {[ I 1, [II], [III], [IV]} g ives us the novel numerical scheme of the 2-D lst 
KOND-P scheme which yields quite high accuracy and, therefore, effective high reduction of the 
CPU time to attain the same common numerical accuracy. 
4. KOND ALGORITHM FOR HYPERBOLIC EQUATIONS 
(KOND-H SCHEME) 
We apply here the KOND algorithm to the numerical scheme for solving the hyperbolic type 
equation. In the following Section 4.1, we present the procedure for the development of a scheme 
to obtain the discrete solutions to the 2 nd derivatives, i.e., fn, a,fn and &,f,,, in order to show 
the basic processes of the KOND algorithm applied to the one-dimensional hyperbolic equation 
and the origin of the resultant numerical accuracy. We express here the scheme for the one- 
dimensional hyperbolic equation to the 2”d derivatives by the KOND algorithm as “1-D 2nd 
KOND-H scheme.” In Section 4.2, we present a 1-D lst KOND-H scheme, which is the scheme to 
obtain the discrete solutions to the lst derivatives for the one-dimensional hyperbolic equation, 
in order to show some comparisons on the numerical accuracy with the 1-D Znd KOND-H scheme 
and the compact CIP scheme which is known to be a less diffusive scheme compared with other 
conventional schemes. The comparisons of numerical results among the 1-D 2”d KOND-H scheme, 
the 1-D let KOND-H scheme, and the compact CIP scheme are shown in Section 4.3. 
4.1. One-Dimensional 2nd Order Case (1-D 2nd KOND-H Scheme) 
We treat here a one-dimensional hyperbolic equation, and develop a scheme to obtain the 
discrete solutions to the second derivatives, i.e., fn, &f,, and &,f,,. According to the thought 
element [ I ] of equation (14), and from equations (4) and (5), the source equation and the lst 
and 2nd branch equations are as follows: 
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Lh[&f] = ad - azuazf, (98) 
Lh[a2zf] = a2,9 - %&&zf - ?A&%f, (99) 
where equation (96) is the definition of the operator Lh of the hyperbolic equation, and the 
af(tY 2) af (4 2) notations such as &f, a, f, and 32, f denote again - - @f (6 z> bt t ax 9 az2 9 =w=tively. 
All of the equations (97)-(99) are the same type of differential equations. By using the branch 
equations up to the 2”d order, we can suppress the losses of [Inf.l] on the “relations” in the 
differential equations up to the 2”d order. 
According to the thought element [II] of equation (14), we solve equations (97)-(99) locally 
around a point of (to, zs) as analytically as possible, in order to suppress the losses of pnf.1) 
on the “relations” in the differential equations themselves by discretizations. Using the Taylor 
expansion, we write u(t,z) as 
~(t, x) = u. + atuoT + azuo8 -t . . . , (100) 
where uc, = u(to,zo), dtuo G &u(to,~o), l&u0 = dzu(tO,zO), T = t-to, and s = x -x0. By 
using equation (100) the source equation and the branch equations, equations (96)-(99), are 
rewritten as 
LhO[f(w = atf + UOazf7 
LhO[f] = ‘W, z), 
GOT, Z) E g(t, Z) - a, f (atuo7 + azuos + . . -1, 
LhO[azf] = Gw), 
Gi(t, z) = a& - &U&f - a,, f (at?&7 i- o&S + . . .), 
Lho[&fl = GWx), 
(101) 
(102) 
(103) 
(104) 
(105) 
(106) 
G2(t, X) = i&g - %.&z f - &d&f - &,f (atUoT + a,UoS + - - -), (107) 
where Lho defined by equation (101) is the operator with a constant value of us. We may solve 
the same type equations of equations (102), (104), and (106) by using the two phases of the 
Eulerian and the Lagrangean phases, as follows: 
(Eulerian phase for equation (102) [Non-advection phase]) 
g = a,f + dt ea,f 
3 a,f + uoazf = Go(t, 21, (108) 
where 3 = uc = const. The function GO(t,z) is expanded as follows along the path of the 
advection, 
GO(t, x) = GOo + &GOoT + a,GOos +. . . 
= GO0 + atGOor + d,GO,,uor + . . . , (109) 
where GO0 = GO(to,xo), &GOo E dtGO(to,zo), d,GOo E &GO(to,xo), T z t - to, and s = uor 
is used. Integrating equation (108) with equation (109) with respect to r along the path during 
the time interval of At, we obtain the solution of the Eulerian phase, f *(t, x), around the point 
of (to, z(J), as follows: 
f*(t,x) = f(t,z) +Af*, (110) 
Af * E GOoAt + ;(&GOo + azGOouo)(At)2 + . - +. 
(Lagrangean phase for equation (102) [Advection phase]) 
a,f* + uoa,f* = 0. 
(111) 
(112) 
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Since the solution of equation (112) is known to be f*(t, 2) = F(s-u&) because of ~0 = const., 
the solution of the Lagrangean phase is written as 
f*(t + At, z) = f*(t, z - q,At). (113) 
Combining the Eulerian and the Lagrangean phases, we finally obtain the high-order local 
analytic solution for equation (102) around the point of (to, 2s) as follows: 
f(t + At, x) = f*(t, x - uOAt), (114) 
where f* (t, z) is given by equations (110) and (111). Using the same process mentioned above, 
we obtain the high-order local analytic solutions for equations (104) and (106) as follows: 
a,f(t + A&x) = &f*(t,x - uok), (115) 
&,f(t + At, z) = &J*(t, z - uoAt), (116) 
where two functions of &f*(t, z) and &,f *(t, cc) are given as 
&f*(t,z) = &f(t,z) + Gloat + ;(&Glo + &Glouo)(At)2 + . . . . (117) 
&,f *(t, x) = 82, f (t, x) + G2oAt + ;(a,G20 + &G2,uo)(At)2 + . . . . (118) 
The first order approximate solution of equations (llO), (ill), and (114) with respect to At 
yields the ordinary finite-difference equation. This finite-difference equation loses much of the 
information of [Inf.l] on the “relations” embedded in the given differential equations correspond- 
ing to the higher order terms of equation (111) and also embedded in equations (115)-(118) and 
higher order branch equations. We use here the second order approximate analytic solutions with 
respect to At in equations (ill), (117), and (118), for simplicity. 
We now proceed to the third thought element, [III], of equation (14). In order to determine the 
values of the solutions at the next time step from equations (114)-(116), we need the interpolation 
curves for the functions of f*(t,x), &f*(t,x) and &=f*(t,x). The interpolation curves with use 
of the Taylor expansion, equations (ll), (12), (13), . . . , are determined by the discrete solutions 
off;, &fZ, &zfZ, and so on. We represent here again the discrete solutions at the time of kAt 
Ic on the grid point x11. as f,, a, fk and a;?, fk. Using the interpolation curves of F;*(s), &F;*(s) 
and dzsFk*(s), respectively, for f”*(x), &f”*(x) and &fk*( x , we obtain the discrete solutions ) 
at the time of (k + 1)At from equations (114)-(116) as follows: 
fk+’ = F;*(T), 
a, f;+l = &F;*(T), 
(119) 
(120) 
a2zfn k+l = &F;*(r), (121) 
where r = -ukAt, and u$ = u(kAt,xn). [If we use only the terms of fi, i&f:, and && for 
the interpolation curves of equations (ll)-(13) by neglecting the terms beyond &, fz, we can 
still obtain fkk+‘, &f,k+’ and 82, f,!?’ from f,, k &f,” and &.=fk by using equations (119)-(121) 
without any additional thought element. In this sense, we are free from using the connection 
relations of equations (8), (9) and (10) for the determination of the discrete solutions.] 
We proceed to the final thought element, [IV], of equation (14). We use here three connection 
relations to the 2”d partial derivative, equations (8)-( lo), and therefore, we introduce three 
additional terms of the Taylor expansion beyond the term of &, f,k*. Using equations (ll)-(13) 
for the interpolation curves and equations (8)-(10) for the three connection relations at the left 
neighboring grid point x+1 for the case of uk > 0, we write the interpolation curves and the 
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connection relations as follows: 
~,k*(~) = f;* + a&*s + iad,“*s2 + &fnL*s3 + Aa4&*s4 + &aszf,“‘s5, (122) 
azF;*(s) = a, ft* + a,, f;*s + fa3z f:s2 + ia,,fp + &a5zfW9 (123) 
a~~~;k*(~) = a2, f,“* + a,, f;*s + ia4,f;*s2 f ~a5zf:*s3T (124) 
F,k*(-h) = f,“r:,, (125) 
a,F:(-h) = a,f,“:,, (126) 
&&y--h) = azzf,“r,, (127) 
where s = x - x,, and as, f,“*, a,, f,“* and &,, fk* are the Taylor coefficients of the additional 
terms. Using the three connection relations of equations (125)-(127) at the left neighboring grid 
point x,__i for the case of uz > 0, we obtain the three additional Taylor coefficients, as, f,“‘, 
ad:* and ac,f,k*, which carry the semiglobal information for the uncovered regions between 
the neighboring grid points, as follows: 
a5,fi* = $!(f;* _ f;:,) - $+asr,“’ + asf,k:,) + $(&=ft* - azzf,kx (130) 
where h (= x, - xn-i) is the mesh size. From comparison between equations (ll)-(13) and 
equations (122)-(124), we see that we have folded up the rest of the infinite terms beyond the 
term of a,, f,“* in the Taylor expansions approximately into the three additional terms of &Jt*, 
a4,f,k* and as, f,“* by using the connection relations, as was discussed in Section 2. 
We may notice from equations (115)-(130) h s own above that we can suppress the losses of 
[Inf.2] on the functional “values” in f (t, z) by finding the values of a,, f,k* (m = 1,2,3,4,5) and 
folding up the information included in the rest of the infinite terms of the Taylor expansion into 
the additional three terms of a,,f;* (m = 3,4,5). If we treat only the values of fk* instead of 
{ j,k*, a, ft*, a,, f,* } , we do lose the important information of [Inf.2] on the functional “values” 
shown above, and these losses of [Inf.2] will accumulate numerical error to increase during data 
processing. 
Combining all above processes for the four elements of thoughts, [ I 1, [ II 1, [III], and [IV], we 
find the set of the discrete solutions up to the 2nd derivatives {j$+‘, a, f/y’, az, f,““} after one 
time step At from the state at the time of kAt as follows: 
f;+l = f;* + a, f;*T + fa2z f;*T2 + ia3=f,“*T” + &a4,f;*r4 + &aszf:*r5, (131) 
a, f;+l = a, f,k* + a2, fk*r + fa3z fi*r2 + ia4rfi*r3 + &abfnkrr4, (132) 
a2, fk+l = a2, f,k* + a,, fi*r + fa4= fi*r2 + iaa, fk*r3, n (133) 
where r = -ukAt, and aszfk*, adzf,* and aszf,k* are given by equations (128)-(130) with the 
condition that h and the subscript n - 1 are replaced, respectively, by -h and n + 1 for the case of 
of: c 0. The values off,“*, a,f,“*, and &,f,k* are given as follows to the order of (At)2, by using 
equations (llO), (ill), (117) and (118) with the definitions of equations (103), (105) and (107): 
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(135) 
+f [at2di - 2atd&bzf~ - 2ad4yt2,f: 
-at2,4a,f: - a2&a& - at4aszf~ 
+ (a3,d - 36214a22f: - 3ad&bf,k - &&:azf:) U;] (At)2. (136) 
Here, the right hand side of equations (134)-(136) are all given by the values at the time of k 
and/or (k - l), for example, &gk = (gk+i - &_,)/2h, at& = (gfr - &l)/At, and SO on. 
We may notice from equations (131)-(136) h s own above that we can suppress the loss of [Inf.l] 
on the “relations” to the second order derivatives, which are embedded in the source and the 
branch equations to the second order and connecting the local values and their time evolutions 
during data processing. 
We may find from the detailed application of the KOND algorithm to the hyperbolic type 
equation, shown above, that in order to attain higher numerical accuracy, we need to suppress 
both of the losses of [Inf.l] on the “relations” in the differential equations and of [Inf.2] on the 
functional “values” in f (t, z) and its derivatives a,,-,J(t, z), to the higher order as possible, during 
data processing. 
4.2. One-Dimensional lst Order Case (1-D lst KOND-H Scheme) 
In order to compare numerical accuracy and its origin with the 1-D Znd KOND-H scheme shown 
in the previous Section 4.1, we develop here a 1-D lst KOND-H scheme to obtain the discrete 
solutions of the one-dimensional hyperbolic equation to the first derivatives, i.e., fn and a,f,. 
According to the thought element [ I ] of equation (14), and from equations (4) and (5), the 
source equation and the branch equation are as follows: 
wf(t, 41 = atf + 4t, 4azf, 
Wfl = g(t, 217 
wazfi = ad - a,ua,f, 
(137) 
(138) 
(13% 
where these equations are the same with equations (96)-(98). 
According to the thought element [II ] of equation (14), we solve equations (138)-(139) locally 
around a point of (to, ~0) as analytically as possible, in order to suppress the losses of [Inf.l] 
on the “relations” in the differential equations themselves by discretizations. The solutions have 
been solved in the previous Section 4.1 and are written as 
f (t + At, 2) = f*(t, cz - UoAt), 
a,f(t+At,z)=a,f*(t,s-uoAt), 
(149) 
(141) 
where two functions of f * (t, z) and a, f * (t, cc) are given as 
f *(t, z) = f (t, z) + GOoAt + ; (atGO + a,GOouo)(At)2 + . . +, 
a, f *(t, z) = a, f (t, z) -t GloAt + f (atGlo + a=Glouo) (At)2 + - - - . 
(142) 
(143) 
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We proceed to the third thought element, [III], of equation (14). In order to determine the 
values of the solutions at the next time step from equations (140)-(143), we use the interpolation 
curves of F:*(s) and &F,k*(s), respectively, for f”*(z) and &f”*(z), and obtain the discrete 
solutions at the time of (k + 1)At from equations (140) and (141) as follows: 
fnk+l = F;*(T), (144) 
a&,“” = &F;*(T), (145) 
where T = -ukAt, and uk = u(kAt,z,). 
We proceed to the final thought element, [IV], of equation (14). We consider here the following 
two cases of the connection relations: 
(a) two connection relations to the lst partial derivatives, and 
(p) three connection relations to the lst partial derivatives. 
In the case of (a), we introduce two additional terms in the Taylor expansion beyond the term 
of a, f;*. Using equations (11) and (12) for the interpolation curves and equations (8) and (9) 
for the two connection relations at the left neighboring grid point ~~-1 for the case of uk > 0, 
we write the interpolation curves and the connection relations as follows: 
1 
F;*(s) = f;* + 8, f+ + ,az,f, (146) 
F:‘(-h) = f:Z1, (148) 
&F;*(4) = %f,“E,, (149) 
where s = z - zn, and t&f,* and &J~* are the Taylor coefficients of the additional terms. 
Using the two connection relations of equations (148) and (149) at the left neighboring grid point 
x,,_~ for the case of uk > 0, we obtain the two additional Taylor coefficients, $2, fk* and 83, f,*, 
which carry the semiglobal information for the uncovered regions between the neighboring grid 
points, as follows: 
k* _ 
azsf,, - (150) 
&zf:: = -g (fit* (151) 
where h (= zn - zn_i) is the mesh size, and the subscript cr denotes the case of (cy). We express 
here the numerical scheme by the case of (a) as “the 1-D lst KOND-Ha scheme.” 
In the case of (p), we introduce three additional terms in the Taylor expansion beyond the 
term of E&f,“*, and we write the interpolation curves and three connection relations for the case 
of ?Lk > 0 as follows: 
F;*(s) = f,“* + ascf,* s + ia,, f;*g2 + fa3= fnk*s3 + Aad, f;*d, (152) 
azF;ys) = a, f,“* + a2, fnk*s +ia, f;*S2 + ia,, f:*93, (153) 
F:*(4) = f:Z1, (154) 
ad-:*(-h) = a,f::,, (155) 
a&*(h) = azf%, (156) 
where &f,k*, a3=fk and a,,fk* are now the Taylor coefficients of the additional terms. Here, 
after some trial computations we have used the connection relation of the first derivative at 
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the right neighboring grid point for the third connection relation, equation (156), in order to 
suppress the loss of [Inf.2] on the functional “values” of the first derivative &f(t,z). Using 
the three connection relations equations (154)-(156) at the left and the right neighboring grid 
points for the case of uk > 0, we obtain the three additional Taylor coefficients, 82, f,“*, &, f?, 
and a,&*, as follows: 
a3zfp = $ (azfzl -2azfk* + azf,":dl 
a,,fk* = $(f;* - f,!y,) + $ (a,f,“;, + 8a,ft* + 3azfkl> . 
(158) 
(159) 
When we use the three additional Taylor coefficients given by equations (157)-( 159)’ we find that 
there appear some noises in the resultant numerical solutions, while the numerical diffusion in 
the computation of the first derivative 8, f (t, 2) is suppressed effectively, compared with the case 
of (a). Therefore, in order to suppress both the numerical diffusion and the numerical noises, 
we have combined the additional Taylor coefficients by equations (157)-(159) with those by 
equations (150) and (151)’ by using numerical weighting factors. After some trial computations, 
we have found that the following Taylor coefficients, obtained by a combination of 0.6 times 
equations (157)-( 159) and 0.4 times equations (150) and (151), yield fairly good suppression of 
both the numerical diffusion and the numerical noises, 
a2zf$ = -$ (f:* - fE1) + & (azft:l + 32a,f,t* + 15azf,k*l), 
a,,fk; = -$ (fit* - f,“g + $ (azf;l + 2azft* + 5a3cfL), 
a4%fn”; = F (f:* - f,“r_,) + g (azf,$l + sa,f,k* + 3azf;kp1>. 
(160) 
(161) 
PW 
We use here the subscript p for the combination mentioned above, and express the numerical 
scheme obtained by equations (160)-(162) as “the 1-D lst KOND-HP scheme” hereafter. 
Combining all above processes for the four elements of thoughts, [ I 1, [II], [III], ami [IV], we 
find the set of the discrete solutions to the lst derivatives { fk+‘, a, fp’} after one time step At 
from the state at the time of IcAt as follows. 
In the case of (CY) [the 1-D lSt KOND-HCX scheme]: 
f;+l = f,“* + a, f;*T + fazz f:*T2 + ia,, fnk*T3, 063) 
a, f$k+l =a, f,k* + a2, f;*T + ia3%f;*T2, (164) 
where r = +&At, and azzfk* and as,fk* are given by equations (150) and (151) with the 
condition that h and the subscript n - 1 are replaced, respectively, by -h and n + 1 for the case 
of ui < 0. 
In the case of (p) [the 1-D lst KOND-HP scheme]: 
f;+l = f;* + a=f,“*T + ia2,f;*T2 + iass f:*T3 + &a4=f:*T4, (165) 
a, f;+’ = a, f;* + a& f,k*T + $a& f,k*Ta +ia4= f:*T3, (166) 
where T= -$,A& and azz f:*, as, fk* and a4,f,k* are given by equations (160)-(162) with the 
condition that h and the subscript n - 1 are replaced, respectively, by -h and n + 1 for the case 
of uk < 0. 
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In both the 1-D 1st KOND-Ha and the 1-D lSt KOND-HP schemes, the values of f,$* and &fi* 
are given w follows to the order of (At)2, by using equations (142) and (143) with the definitions 
of equations (103) and (105): 
(167) 
068) 
4.3. Comparison of Numerical Results 
We show here some typical numerical results by the 1-D 2”d KOND-H scheme, the 1-D lSt 
KOND-Ha scheme, and the 1-D lSt KOND-H/3 scheme shown in the previous subsections, 
in order to compare their numerical accuracy and the origin of numerical error. We also 
compare the numerical results by the three KOND-H schemes with those by the compact CIP 
scheme (15-181 which is known to be less diffusive compared with other conventional schemes 
such as FCT [6], QUICKEST [7], TVD [lO,ll], and PPM [12,13]. 
Figure 8 shows typical results of computation for the linear wave propagation of f (t, z) for 
the case of a triangular wave after 1000 time steps, where (a), (b), (c), and (d) are the results, 
respectively, by the 1-D 2 nd KOND-H scheme, the 1-D lst KOND-Ha scheme, the 1-D lSt KOND- 
HP scheme, and the compact CIP scheme without interpolation check [16-181. In the figure, the 
numerical data of fn and 8, fn are shown by the + marks together with the analytical profile of 
f (t, ST) by the solid lines. The raw numerical data of the peak point, f,, corresponding to the 
analytical value of 1.0 at the peak point of the triangular wave are also shown for the four schemes 
in Figure 8, together with the relative error at the peak point, defined by A = (1.0 - fp)/lOO, 
and the numerical error measured by 0. We see from Figure 8a that the value of A is only about 
2.2% and the step function-like profile of 8, f,, is well-realized until 1000 time steps in the 1-D 2”d 
KOND-H scheme. We recognize from the comparison between the 1-D 2”d KOND-H scheme of 
Figure 8a and the 1-D lst KOND-Ha scheme of Figure 8b that the numerical diffusion increases 
fairly large, as is seen clearly by the profiles of a, fn and by both the increments of the A value 
from 2.2% to 8.4% and the 0 value from 0.0025 to 0.0077. This result comes from the structural 
difference between the 1-D 2”d KOND-H and the 1-D lst KOND-Ha schemes that affects on 
both the losses of [Inf.l] on the “relations” and of [Inf.P] on the functional “values” up to the lst 
derivative a,f or to the 2”d derivative 82, f, as is seen from the derivations of both the schemes 
in Sections 4.1 and 4.2. The numerical accuracy of the 1-D lst KOND-HP scheme is improved, 
compared with the 1-D lst KOND-Ho scheme, as is seen clearly by the profiles of a,f, and by 
both the decrements of the A value from 8.4% to 6.9% and the u value from 0.0077 to 0.0062 
(Figures 8b and 8~). This result comes from the suppression of the loss of [Inf.2] on the “values” 
by using more elements of the connection relations in the 1-D lst KOND-HP scheme than in the 
1-D lst KOND-Ha one, as is seen from the derivations of both the schemes in Section 4.2. 
We recognize from comparison among the three figures of Figures 8a, 8c, and 8d that the two of 
the 1-D 2nd KOND-H and the 1-D lst KOND-HP schemes yield even less diffusive error, compared 
with the compact CIP scheme [15-181 which is known to be less diffusive compared with other 
conventional schemes uch as FCT [6], QUICKEST [7], TVD [lO,ll], and PPM [12,13]. The 1-D 
lst KOND-Ha! scheme is seen to yield almost the same diffusive error with the compact CIP 
scheme (Figures 8b and 8d). It will be demonstrated later, however, that the 1-D lst KOND-Ha 
scheme yields much less diffusive error compared with the compact CIP scheme for the case of 
the computations of the nonlinear wave propagation such as the soliton wave. 
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Figure 8. Typical results of computation for the linear wave propagation for the case of a triangular 
wave after 1000 time steps, k(= cAt/Ax) being 0.2. (a) 1-D Znd KOND-H scheme, A = 2.2%, 
D = 0.0025. (b) 1-D lst KOND-Ho scheme, A = 8.4%, u = 0.0077. (c) I-D lst KOND-HP 
scheme, A = 6.9%, CT = 0.0062. (d) Compact CIP scheme without interpolation check, A = 8.4%, 
u = 0.0077. Numerical data of fn and L& fn are shown by the + marks together with the analytical 
profile of f (t, x) by the solid lines. f,, denotes raw numerical data of the peak point, corresponding 
to the analytical value of 1.0 at the peak point of the triangular wave. A denotes the relative error 
at the peak point, defined by A = (1.0 - fs)/lOO. 
Figure 9 shows typical results of computation for the linear wave propagation of f(t, z) for the 
case of a square wave after 1000 time steps, where (a), (b), (c), and (d) are the results, respectively, 
by the 1-D 2”d KOND-H scheme, the 1-D lst KOND-HQ scheme, the 1-D lst KOND-HP scheme, 
and the compact CIP scheme without interpolation check. In the figure, the numerical data of fn 
and L&f, are shown again by the + marks together with the analytical profile of f(t,z) by the 
solid lines. We see from Figure 9a that the transition region of the square wave is expressed 
only by two data points and the delta function-like profile of &f,, is nearly realized until 1000 
time steps in the 1-D 2”d KOND-H scheme. We recognize from the comparison between the 
1-D 2”d KOND-H scheme of Figure 9a and the 1-D lst KOND-Ha scheme of Figure 9b that the 
numerical diffusion increases fairly large, as is seen clearly by both the profiles of fn and E&f, 
and by the increment of the (T value from 0.027 to 0.052. The numerical accuracy of the 1-D lst 
KOND-HP scheme is improved, compared with the 1-D lst KOND-Ha! scheme, ss is seen by the 
amplitude of &f, profile and by the decrement of the B value from 0.052 to 0.048 (Figures 9b 
and 9c). The 1-D lst KOND-Ho scheme yields almost the same diffusive error with the compsct 
CIP scheme (Figures 9b and 9d). These features of the numerical results for the square wave sre 
the same with those for the triangular wave, and the discussions for the results of the triangular 
wave mentioned above are also applicable to these results of the square wave. 
As a typical example of the nonlinear wave propagation, we next show other results of compu- 
tation for the soliton wave described by the Korteweg-deVries (KdV) equation (261, 
a,f + fa,f + s2a3,f = 0. (169) 
Putting ‘u. = f and g = -b2 a,,f in the source and the branch equations for the hyperbolic 
equation, we can solve equation (169) numerically. We have used the space-centered finite dif- 
ference equation to obtain the values of a,,f in the KdV equation. Figure 10 shows the typical 
numerical results for the soliton wave after 5000 time steps, where (a), (b), (c), and (d) are 
the results, respectively, by the 1-D 2nd KOND-H scheme, the 1-D lat KOND-Her scheme, the 
1-D lst KOND-H/? scheme, and the compact CIP scheme without interpolation check. In the 
figure, the numerical data of f,, and a,f, are shown again by the + marks together with the 
initial sine profile of f (t, x) by the solid lines. It is seen from Figure 10a that the soliton wave 
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Figure 9. Typical results of computation for the linear wave propagation for the case of a square 
wave after 1000 time steps, k (= cAt/Az) being 0.2. (a) 1-D 2nd KOND-H scheme, (I = 0.027. 
(b) 1-D lst KOND-Ha scheme, (T = 0.052. (c) 1-D lst KOND-HP scheme, o = 0.048. (d) Compact 
CIP scheme without interpolation check, u = 0.052. Numerical data of fn and &f, are shown by 
the + marks together with the analytical profile of f(t, I) by the solid lines. 
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is well-realized with fairly high numerical stability in both the profiles of f,, and L&f, by using 
the 1-D 2nd KOND-H scheme. In detailed observations, however, we find that there appears 
higher diffusion and noise in the calculation of higher derivatives of f in general, such as &, f,, 
as was reported in the previous paper [19]. This is because we use the smaller number of terms 
in the Taylor expansion for the interpolation curves in the higher order derivatives, as is seen 
from equations (122)-(124). W e recognize from comparison among the three Figures lOa, 10b 
and 1Oc that both the 1-D lSt KOND-Ha and the 1-D lst KOND-HP schemes yield almost the 
same results of the soliton wave with those by the 1-D 2nd KOND-H scheme in both the profiles 
of f,, ,and t&f,. When we observe in detail the data of fn at the highest peak of the soliton 
waves, we find that there takes higher numerical diffusion in the 1-D lst KOND-Ha scheme of 
Figure lob compared with the 1-D 2 nd KOND-H scheme of Figure lOa, and the error by the 
numerical diffusion is improved in the 1-D let KOND-HP scheme of Figure 1Oc compared with 
the 1-D lst KOND-Ho scheme. (These differences of the numerical accuracy will be shown quan- 
titatively in the next figure.) On the other hand, it can be found from comparison between 
Figures lob and 10d that the numerical diffusion takes place to suppress further the amplitudes 
of the soliton wave and there appears higher noise in $J,, in the calculation by the compact CIP 
scheme of Figure lOd, compared with the 1-D lst KOND-Ho scheme of Figure lob. When we 
compare the numerical results of Figures 8b and 8d for the linear wave propagation with those 
of Figures lob and 10d for the nonlinear wave propagation like aa the soliton wave, we find that 
the 1-D lst KOND-HCY scheme yields fairly accurate and stable numerical results compared with 
the compact CIP scheme for the case of the nonlinear process, while both of the two schemes 
yield similar numerical results for the linear wave propagation. This difference originates from 
the nearly analytical approximate solutions used for the construction of the 1-D lst KOND-Ha 
scheme in order to suppress more effectively the loss of [Inf.l] on the “relations” in the partial 
differential equations, as was shown in detail in Section 4.1, compared with the compact CIP 
scheme [16-181. The CPU times used for the computations of Figure 10 are about 13lsec by 
the 1-D 2nd KOND-H scheme, 7Osec by the 1-D lst KOND-Ha scheme, 83sec by the 1-D lSt 
KOND-HP scheme, and 55 set by the compact CIP scheme. 
In order to see the numerical error of the data by the three schemes of the 1-D lst KOND-Ha, 
the 1-D lst KOND-HP, and the compact CIP more quantitatively, we use here a relative root 
mean square deviation, UR, of the data fk by the three schemes from the data fk(2nd) by the 
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Figure 10. Typical results of computation for the nonlinear wave propagation for the case of the 
s&ton wave after 5000 time steps. (a) 1-D 2 nd KOND-H scheme, CPU time = 131~~. (b) 1-D 
lst KOND-Ha scheme, CPU time = 70.9~. (c) 1-D lst KOND-HP scheme, CPU time = 83s~. 
(d) Compact CIP scheme without interpolation check, CPU time = 55sec. Numerical data of jn 
and & jn are shown by the + marks together with the initial sine profile of j by the solid lines. 
At/AZ = 0.1/2.0. 6 = 1.8. The amplitude and the wave length of the initial sine profile of j axe 
0.2 and 200, respectively. 
1-D 2nd KOND-H scheme, where 0~2 is defined by 
(TR = $ 5 [f,k -f,” (2912 
{ 
1’2. 
n=l 1 
(170) 
Figure 11 shows typical time evolutions of the relative root mean square deviations, CR, of the 
data by the three schemes of the 1-D lst KOND-Ha, the 1-D lst KOND-HP, and the compact 
CIP, where the three marks of 0, n , and + denote the numerical data, respectively, by the 1-D lat 
KOND-Her, the 1-D lst KOND-HP and the compact CIP schemes. We see from Figure 11 that 
the relative numerical error by the 1-D lst KOND-Ha scheme is smaller by over one order than 
that by the compact CIP scheme. The numerical accuracy by the 1-D lst KOND-HP scheme is 
improved further compared with the 1-D lst KOND-Ha scheme, as is shown in Figure 11. We 
recognize from the data by the two 1-D let KOND-H schemes in Figure 11 that the numerical 
error is kept to be small and constant until 1000 time steps, and it begins to increase at around 
1200 time steps. On the other hand, the numerical error by the compact CIP scheme increases 
from the beginning of the data curve, as is shown in Figure 11. In order to investigate relations 
between wave forms and the increase of the numerical error, Figure 12 shows three temporal wave 
forms of j’k at 1000, 1200, and 1400 time steps, which are obtained by the 1-D 2*d KOND-H 
(KOND) Algorithm 
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Figure 11. Typical results of the time evolution of the relative root mean square deviations, CR, 
from the data by the 1-D Znd KOND-H scheme for the computation of the soliton wave. Three lines 
of UR for the 1-D lst KOND-Ha scheme (the mark q ), the 1-D lSt KOND-Hfl scheme (the mark n ), 
and the compact CIP scheme (the mark 4) are shown in a semi-log scale. At/Ax = 0.1/2.0. 
6 = 1.8. The amplitude and the wave length of the initial sine profile of f are 0.2 and 200, 
respectively. 
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Figure 12. Temporal wave forms of R, obtained by the 1-D 2hd KOND-H scheme. (a) 1000 time 
steps. (b) 1200 time steps. (c) 1400 time steps. At/& = 0.1/2.0. 6 = 1.8. The amplitude and 
the wave length of the initial sine profile of f are 0.2 and 200, respectively. 
scheme. We find from the comparison between the wave forms of Figure 12 and the time evolution 
of the numerical error by the two 1-D lst KOND-H schemes in Figure 11 that the numerical error 
is kept to be small and constant while the wave form has moderate profiles, and it begins to 
increase at around 1200 time steps when the wave form begins to have sharp peaks. This feature 
can be understood to originate from the fact that the second branch equation for the second 
derivatives &,f(t,z) is not solved in the two 1-D lst KOND-H schemes, while it is solved in 
the 1-D 2”d KOND-H scheme. On the other hand, the numerical error by the compact CIP 
scheme increases even if the wave form has moderate profiles such 8s the wave form at 1000 time 
steps, as is seen from the comparison between Figure 11 and Figure 12. This may be understood 
to originate from the higher loss of [Inf.l] in the compact CIP scheme, compared with the two 
1-D let and the 1-D 2”d KOND-H schemes ‘where the loss of [Inf.l] is suppressed by using the 
nearly-analytic, higher order approximate solutions. 
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5. DISCUSSION AND SUMMARY 
We have presented in detail two applications of the KOND algorithm to the parabolic and 
the hyperbolic type equations. In the data processing for numerical schemes to solve differential 
equations, we depend upon the two types of information, i.e., pnf.l] on the “relations” and [Inf.2] 
on the functional “values,” as was discussed in Section 2 for the thought analysis on numerical 
schemes. When we map the information of [Inf.B] onto the grid points, they are expressed by 
the infinite set of the discrete values { fn, 3% f,,, &, fn, . . .} of equation (6), based upon the 
interpolation curves by the Taylor expansions. The information of [Inf.l] is also mapped onto the 
infinite set of the discrete values on the grid points, and they are expressed by the infinite set of 
the relations of equation (3), i.e., the source and their branch equations. Since we cannot use all 
elements of these two infinite sets of equations (3) and (S), we have to adopt finite elements from 
the lower order derivatives. We then inevitably lose a large part of the information of both [Inf.l] 
and [Inf.2], and therefore, numerical errors accumulate gradually during the data processing. The 
thought analysis on the numerical schemes to attain higher numerical accuracy leads inevitably 
to the KOND algorithm with the four main elements of thoughts { [ I 1, [ II 1, [III], [IV]} of 
equation (14). All of the four main thoughts { [ I 1, [ II 1, [III], [IV]} are necessary to suppress 
effectively more the losses of [Inf.l] and [Inf.2] in order to attain higher numerical accuracy, as 
was discussed in Section 2. 
In the KOND algorithm presented here, we have confined ourselves to problems possessing 
the requisite level of continuity. When we treat problems possessing discontinuities, we would 
have to introduce some special ideas in the data processing for local regions containing sin- 
gular points x, where discontinuity takes place. Here, the singular points x, denote singu- 
lar points in one-dimensional problems, singular lines in two-dimensional ones, or singular sur- 
faces in three-dimensional ones. The singular points x, are considered to be characterized by 
values Of {[f (Xs>_, , f (Xd)+J , [&f (X8)_, , 4f k9)+0] , [&j f (XS>_O 7 &j f (%>+o] 7e a -} to- 
gether with their positions x8. (We note that regular points with “continuity” are those where 
{[f (x)_o = f (x>+,J , [& f (xl-0 = 4f (xl+,] , [&j f (xl_0 = &j f (x)+0] , -. -}-I As one of the 
useful methods to treat the singular points, one of the authors (Y. K.) and his coworkers had 
proposed the local multisubscales and delta function (LMS-DF) method in [25]. In the LMS-DF 
method, multisubscales with finer grid points are locally opened around the singular points in 
addition to the mainscale grid points, and the singular points are traced and processed by us- 
ing approximate local analytic solutions and a delta functionlike treatment [25]. The LMS-DF 
method is applied to the compact CIP scheme in reference [25] to demonstrate quite high nu- 
merical accuracy for a square wave propagation with 0 = 0.00068 after 1000 time steps, while 
the compact CIP scheme without the LMS-DF method yields CT = 0.052, as was shown at Fig- 
ure 9d. This LMS-DF method is also applicable to the present KOND algorithm because of its 
structural relation with the host numerical algorithm [25, Figure 21. Other excellent ideas of the 
discontinuity detection developed by A. Harten for his EN0 methods with subcell resolution [27] 
would be also applicable to the present KOND algorithm in order to suppress oscillations around 
the singular points x8 and to attain higher numerical accuracy. A new method to treat a sharp 
discontinuity by the density function proposed recently in [28] would be another useful idea 
applicable to the present KOND algorithm. 
We have presented in detail the KOND algorithm for the parabolic equations in Section 3 and 
have shown the two schemes of the 1-D lst KOND-P scheme and the 2-D lst KOND-P one. One of 
the important procedures for suppressing the loss of [Inf.l] in these KOND-P schemes is that the 
branch equations up to the third order are used to construct the numerical schemes, as shown at 
equations (26)-(28) and equations (60)-(65). W e h ave demonstrated the high numerical accuracy 
of the KOND-P schemes by the typical numerical results which show less numerical errors than 
the conventional explicit scheme by over 2-3 orders, measured quantitatively by the root mean 
square deviation from the analytical solution, as are shown in Figures 2 and 6. We have also shown 
(KOND) Algorithm a9 
that the 2-D lst KOND-P scheme yields the same numerical accuracy by using only about Q of 
the CPU time used by the conventional explicit scheme of reference, as w&s shown at Figures 6 
and 7. This result indicates that numerical schemes with quite high accuracy lead to effective 
high reduction of the CPU time to attain the same common numerical accuracy. 
We have presented in detail the KOND algorithm for the hyperbolic equations in Section 4 and 
have shown the three schemes of the 1-D 2”d KOND-H, the 1-D lst KOND-Ha, and the 1-D lst 
KOND-HP. We have demonstrated numerically in Figures 8-11 that ah of the three KOND-H 
schemes yield much less diffusive error and has fairly high stability for both of the linear and the 
nonlinear wave propagations, compared with the compact CIP scheme 115-181 which is known 
to be less diffusive compared with other conventional schemes uch 8s FCT [6], QUICKEST [7], 
TVD [lO,ll], and PPM [12,13]. The 1-D 2”d KOND-H scheme solving up to the Znd derivatives 
yields the highest numerical accuracy compared with the other two 1-D lst KOND-H schemes 
solving up to the lst derivatives, and the difference of the numerical accuracy between the 1-D 2”d 
and the 1-D 1” KOND-H schemes indicates the importance of the two thoughts of { [ I 1, [ II ]} 
in equation (14) in order to suppress the loss of [Inf.l] to attain the higher accuracy (Figures 8, 9, 
and 11). The 1-D let KOND-HP scheme with three connection relations yields higher numerical 
accuracy than the 1-D lst KOND-Ha! scheme with two connection relations, and the difference 
of the numerical accuracy between these two 1-D lst KOND-H schemes hows the importance of 
the thought of [IV] in equation (14) in order to suppress the loss of [Inf.P] to attain the higher 
accuracy (Figures 8 and 11). 
We have shown and discussed the origins of numerical errors by using typical numerical re- 
sults and connecting the losses of [Inf.l] and [Inf.2]. The KOND algorithm would seem to be a 
somewhat abstract algorithm to attain higher numerical accuracy by suppressing the losses of 
(Inf.11 and [Inf.2]. W e h ave presented, however, the KOND algorithm in detail in Section 3 for 
the parabolic type equations and in Section 4 for the hyperbolic type equations, by showing the 
procedures, step by step, for each thought element of the set { [ I 1, [II], [III], [IV]} of equz+ 
tion (14). We believe that the KOND algorithm would be useful to construct novel numerical 
schemes with higher numerical accuracy, when we investigate further the finer structure of the 
problem being studied, ss was shown and demonstrated in the present paper. 
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