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ROOT FINDING ALGORITHMS AND PERSISTENCE OF JORDAN
CENTRALITY IN GROWING RANDOM TREES
SAYAN BANERJEE AND SHANKAR BHAMIDI
Abstract. We consider models of growing random trees {Tf (n) : n ≥ 1} with model dynamics
driven by an attachment function f : Z+ → R+. At each stage a new vertex enters the system and
connects to a vertex v in the current tree with probability proportional to f(degree(v)). The main
goal of this study is to understand the performance of root finding algorithms. A large body of
work (e.g. [12, 26, 27]) has emerged in the last few years in using techniques based on the Jordan
centrality measure [28] and its variants to develop root finding algorithms. Given an unlabelled
unrooted tree, one computes the Jordan centrality for each vertex in the tree and for a fixed budget
K outputs the optimal K vertices (as measured by Jordan centrality). Under general conditions on
the attachment function f , we derive necessary and sufficient bounds on the budget K(ε) in order
to recover the root with probability at least 1−ε. For canonical examples such as linear preferential
attachment and uniform attachment, these general results give matching upper and lower bounds for
the budget. We also prove persistence of the optimal K Jordan centers for any K, i.e. the existence
of an almost surely finite random time n∗ such that for n ≥ n∗ the identity of the K-optimal Jordan
centers in {Tf (n) : n ≥ n
∗} does not change, thus describing robustness properties of this measure.
Key technical ingredients in the proofs of independent interest include sufficient conditions for the
existence of exponential moments for limits of (appropriately normalized) continuous time branching
processes within which the models {Tf (n) : n ≥ 1} can be embedded, as well as rates of convergence
results to these limits.
1. Introduction
1.1. Motivation. Driven by the explosion in the amount of data on various real world networks,
the last few years have seen the emergence of many new mathematical network models. Goals
underlying these models include (a) extracting unexpected connectivity patterns within in the
network (e.g. community detection); (b) understand properties of dynamics on these real world
systems such as the spread of epidemics and opinion dynamics; (c) understanding mechanistic
reasons for the emergence of empirically observed properties of these systems such as heavy tailed
degree distribution or the small world property. We refer the interested reader to [2,11,20,36,37,45]
and the references therein for a starting point to the vast literature on network models.
An increasingly important area in network analysis is the setting of dynamic or temporal networks
(see [22,33] and the references therein): networks that evolve and change over time. In the context
of the probability community, one question that has attracted increasing attention falls under the
branch of network archeology : trying to understand the evolution of a network based on only
observing the current structure of the network. Prototypical questions in this area include the
so-called Adam problem [12, 13]: can one reconstruct the original seed that was the genesis of
the current network based off of only current structural (topological) information of the network
without any other information such as time-stamps, labels etc. These questions have implications
in a number of fields ranging from systems biology [34, 46] to the detection of sources of malicious
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information on social networks [43]. We give a precise description of the class of evolving network
models considered in this paper in the next section and then describe the goals of seed-finding
algorithms.
1.2. Model definition. Fix an attachment function f . We will grow a sequence of random trees
{Tf (j) : 2 ≤ j ≤ n} as follows (see Section 4 regarding related work for more general network mod-
els):
(i) For n = 2, Tf (j) consists of two vertices attached by a single edge. Label these as {v1, v2} and
call the vertex v1 as the “root” of the tree.
(ii) Fix n > 2. Let the vertices in Tf (n− 1) be labeled as {v1, . . . , vn−1}. For each vertex v ∈
Tf (n− 1) let deg(v) denote the degree of v. A new vertex vn enters the system. Conditional
on Tf (n− 1), this new vertex attaches to a currently existing vertex v ∈ Tf (n− 1) with
probability proportional to f(deg(v)). Call the vertex that vn attaches to, the “parent” of vn
and direct the edge from this parent to n resulting in the tree Tf (n).
Thus, for any n, Tf (n) is a random tree on n labelled vertices {v1, . . . , vn} rooted at v1. To fix
ideas, explicit examples of attachment functions include:
(a) Uniform attachment: f(·) ≡ 1. In this case new vertices attach to existing vertices uniformly
at random. The corresponding random tree is called the random recursive tree and has been
heavily analyzed across probabilistic combinatorics and computer science [17,44].
(b) “Pure” preferential attachment: f(k) = k. Here new vertices attach to pre-existing vertices
with probability proportional purely to the degree of the existing vertex [8].
(c) Affine Preferential attachment: f(k) = k+β for β ≥ 0 [18]. This is a more general analogue
of the pure preferential attachment model above in which one can ‘fine tune’ the attachment
probability of the lower degree vertices via the parameter β.
(d) Sublinear attachment: Fix 0 < α < 1 and let f(k) = kα. A much more general class of
such models was also called sublinear attachment in [26, Def. 2]: An attachment scheme with
function f is called sublinear with parameter α ∈ (0, 1) if:
(i) f is non-decreasing and not identically equal to 1 with f(k) ≥ 1 for all k ≥ 1.
(ii) f(k) ≤ kα for all k ≥ 1.
The following terminology will be useful in the sequel.
Definition 1.1. A collection of trees {T (n) : n ≥ 1} is called a sequence of growing trees if the
sequence starts with some finite tree T (1) with a distinguished vertex called the root and then, for
each subsequent n, T (n + 1) is obtained from T (n) by adding a single new vertex to T (n) using a
single edge from this new vertex to a vertex v ∈ T (n).
1.3. Root finding algorithms and persistence. Let T be the space of equivalence classes (upto
isomorphisms) of finite unrooted and unlabelled trees. For a labelled (rooted or unrooted) tree T ,
write T ◦ for the isomorphism class of T in T. For t ∈ T and vertex v ∈ t write (t, v) for the tree
rooted at v. For a rooted tree (t, v) and a vertex u ∈ t write (t, v)u↓ to denote the subtree of u and
it’s descendants (viewed as rooted tree with root v). Thus (t, v)v↓ = (t, v).
Now fix K ≥ 1 and a mapping HK on T that takes an input tree t ∈ T and outputs a subset of
K vertices from t.
Definition 1.2 (Root finding algorithm). Fix 0 < ε < 1 and K ≥ 1. A mapping HK is called a bud-
get K root finding algorithm with error tolerance ε for the collection of random trees {Tf (n) : n ≥ 2}
if
lim inf
n→∞ P(1 ∈ HK(Tf (n)
◦)) ≥ 1− ε.
One of the most natural mechanisms to generate mappings HK is via centrality measures. Pre-
cisely given t ∈ T: (a) For each vertex v ∈ t compute a specific measure of centrality Ψt(v).
Examples of such measures are given below. This measure depends purely on the topology of the
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network as the standing assumption is that we do not have access to vertex labels or other informa-
tion that could indicate age of vertices in the network. (b) For fixed K let HK,Ψ(t) be the output
of the “top” (could be largest or smallest depending on the centrality measure) K vertices measured
according to the above centrality measure. Write HK,Ψ(t) := (v1,Ψ(t), v2,Ψ(t), . . . , vK,Ψ(t)) (for the
time being breaking ties arbitrarily).
Two natural centrality measures are:
(i) Degree centrality: Here for t and v ∈ t let Ψdeg(v) denote the degree of the vertex. Thus
in this case HK,Ψ(t) outputs the K largest degree vertices. Properties of such centrality
measures for probabilistic models of dynamic networks were studied in for example [6, 15,21].
(ii) Jordan centrality [28]: This is the main centrality measure considered in this paper. For
any finite set A write |A| for the cardinality of A. Now define
Ψt(v) := max
u∈t\{v}
|(t, v)u↓| (1.1)
In words, viewing v as the root of t, Ψt(v) is the largest size of the family trees of the children
of v. We sometimes put t in the subscript to emphasize the dependence on the underlying
tree t. Note that the above measure is maximized at vertices of degree one. Thus in this
case vertices more central in the tree would have smaller Ψ-values. A vertex that minimizes
the above centrality measure is called a Jordan centroid. In this case HK,Ψ(t) outputs the K
vertices with smallest Ψ-values.
A natural question then in the context of probabilistic models for evolving networks involves the
notion of persistence.
Definition 1.3 (Persistence). Fix K ≥ 1 and a network centrality measure Ψ. For the random tree
process {Tf (n) : n ≥ 2} say that the sequence is (Ψ,K) persistent if ∃ n∗ < ∞ a.s. such that for
all n ≥ n∗ the optimal K vertices (v1,Ψ(Tf (n)◦), v2,Ψ(Tf (n)◦), . . . , vK,Ψ(Tf (n)◦)) remain the same
and further the relative ordering amongst these K optimal vertices remains the same.
Thus, for example, if Ψ is the degree of a vertex (referred to as degree centrality) and K = 1
then an evolving network sequence would be (Ψ, 1) persistent if, almost surely, the identity of the
maximal degree vertex fixates after finite time. Persistence of centrality measures both allows one to
estimate the initial seed using these measures and validates robustness properties of these measures.
A weaker notion of persistence (specific to the Jordan centrality measure) was introduced in [26] in
their analysis of sub-linear preferential attachment schemes:
Definition 1.4 (Terminal centroid [26]). For a sequence of growing trees {T (n) : n ≥ 1}, say that
a vertex v∗ ∈ ∪∞n=1T (n) is a terminal centroid if for every vertex u 6= v∗ ∈ ∪∞n=1T (n) there exists a
finite time M := M(u) <∞ such that for all n ≥M(u), with Ψ as in (1.1),
ΨT (n)(v∗) ≤ ΨT (n)(u).
Note that as described in [26], existence of a terminal centroid vertex v∗ does not imply persistence
as in Definition 1.3 since v∗ might be a terminal centroid without being the centroid at any finite
time n. Thus this notion of persistence is weaker than Definition 1.3.
1.4. Informal description of our aims and results. This paper has the following two major
aims:
(a) Persistence of Jordan centrality and estimation of the root: In the context of growing
random trees, the Jordan centrality measure has been used in [12] to derive root finding algo-
rithms when the underlying trees are grown using pure preferential attachment and uniform
attachment. When the attachment function is sub-linear then existence of a terminal centroid
(see Definition 1.4) was proven in [26]. The aim of this paper is to understand the performance
of Jordan centrality for deriving root finding algorithms for random trees grown using general
attachment functions f . We will establish upper and lower bounds of the budget K in terms
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of the error tolerance ε. In this same setting, we establish persistence (as in Definition 1.3) of
the optimal vertices as measured via Jordan centrality thus ensuring robustness of these root
finding procedures.
(b) Properties of branching process limits: There is a deep connection between the random
tree models in Section 1.2 and continuous time branching processes [5, 24, 25], see Lemma 2.5.
A fundamental result in the theory of branching processes is the almost sure convergence of
the appropriately normalized population size to a limiting random variable W∞ (see Theorem
3.5). For specific models such as the uniform attachment scheme or the pure preferential at-
tachment scheme, one can compute the limit distributions exactly and these play a major role
in understanding the performance of root-finding algorithms, see e.g. [12]. Much less is known
about these limit random variables for general f beyond continuity properties. We show, under
some assumptions, that W∞ has exponential tails. This result plays a major role in the analysis
of root-finding algorithms. In addition we also provide convergence rates for the normalized
population size to W∞ in an appropriate sup-norm metric (Theorem 3.7 and Corollary 3.8).
Whilst these results are of independent interest, we demonstrate one explicit application of
these rate of convergence results to prove persistence of the optimal vertices as measured by
Jordan centrality (Theorem 3.4).
1.5. Organization of the paper. We start by defining fundamental objects required to state our
main results in Section 2. Our main results are in Section 3. In Section 4 we discuss the relevance
of this work as well as related literature. The remaining sections are devoted to proofs of the main
results.
2. Preliminaries
2.1. Mathematical notation. We use st for stochastic domination between two real valued
probability measures. For J ≥ 1 let [J ] := {1, 2, . . . , J}. If Y has an exponential distribution with
rate λ, write this as Y ∼ exp(λ). Write Z for the set of integers, R for the real line, N for the
natural numbers and let R+ := (0,∞). Write a.s.−→, P−→, d−→ for convergence almost everywhere, in
probability and in distribution respectively. For a non-negative function n 7→ g(n), we write f(n) =
O(g(n)) when |f(n)|/g(n) is uniformly bounded, and f(n) = o(g(n)) when limn→∞ f(n)/g(n) = 0.
Furthermore, write f(n) = Θ(g(n)) if f(n) = O(g(n)) and g(n) = O(f(n)). Finally, we write that
a sequence of events (An)n≥1 occurs with high probability (whp) when P(An) → 1 as n → ∞. To
ease notation, for the rest of this article, we will write T ◦(n) for (Tf (n))◦, n ≥ 2.
2.2. Assumptions on attachment functions. Here we setup constructions needed to state the
main results. We will need the following assumption on the attachment functions of interest in this
paper. We mainly follow [24,25,35,41].
Assumption 2.1. (i) Every attachment function f is assumed to satisfy f∗ := inf i≥1 f(i) > 0.
(ii) Every attachment function f can grow at most linearly i.e. ∃C < ∞ such that
lim supk→∞ f(k)/k ≤ C. This is equivalent to there existing a constant C such that f(k) ≤ Ck
for all k ≥ 1.
(iii) Consider the following function ρˆ : (0,∞)→ (0,∞] defined via,
ρˆ(λ) :=
∞∑
k=1
k∏
i=1
f(i)
λ+ f(i)
. (2.1)
Define λ := inf {λ > 0 : ρˆ(λ) <∞}. We assume,
λ <∞ and lim
λ↓λ
ρˆ(λ) > 1. (2.2)
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Using (iii) of the above Assumption and the monotonicity of ρˆ(·), there exists a unique λ∗ := λ∗(f)
such that
ρˆ(λ∗) = 1. (2.3)
This object is often referred to as the Malthusian rate of growth parameter. The above assumptions
are relatively standard and are required for well-definedness of an associated branching process in
the next section. The next assumption is less standard.
Assumption 2.2. With λ∗ denoting the Malthusian rate of growth parameter, lim supi→∞ f(i)/i <
λ∗. In other words, ρˆ (lim supi→∞ f(i)/i) > 1.
Assumption 2.2 is algebraic in nature and can be verified for a given attachment function f via
the explicit representation of ρˆ(·) given in (2.1). The following lemma gives some general settings
where this assumption is satisfied.
Lemma 2.3. Assume f satisfies Assumption 2.1. Assumption 2.2 is satisfied if any of the following
conditions hold:
(i) There exists C∗ ≥ 0 such that limi→∞ f(i)/i = C∗;
(ii) lim supi→∞ f(i)/i < f∗.
In particular uniform attachment, (affine) preferential attachment and sublinear preferential attach-
ment all satisfy Assumption 2.2.
Proof. If (i) holds, then Assumption 2.2 follows from [7, Lemma 8.1]. For the second assertion,
observe that
1 = ρˆ(λ∗) =
∞∑
k=1
k∏
i=1
f(i)
λ∗ + f(i)
≥
∞∑
k=1
(
f∗
λ∗ + f∗
)k
=
f∗
λ∗
.
Therefore, if (ii) holds, then λ∗ ≥ f∗ > lim supi→∞ f(i)/i. 
Remark 1. If
∑∞
i=1 1/f(i)
2 <∞, Assumption 2.2 implies (2.2) [6, Lemma 7.8].
2.3. Branching processes. Fix an attachment function f as above. We can construct a point
process ξf on R+ as follows: Let {Ei : i ≥ 1} be a sequence of independent exponential random
variables with Ei ∼ exp(f(i)). Now define σi :=
∑i
j=1Ei for i ≥ 1 with σ0 = 0. The point process
ξf is defined via,
ξf := (σ1, σ2, . . .). (2.4)
Abusing notation, we write for t ≥ 0,
ξf [0, t] := # {i : σi ≤ t} , µf [0, t] := E(ξf [0, t]). (2.5)
ξf , µf can be naturally extended to measures on (R+,B(R+)). We will need a variant of the above
objects: for fixed k ≥ 1, let ξ(k)f denote the ‘shifted’ point process where the first inter-arrival time
is Ek. Namely, define the sequence,
σ(k),i = Ek + Ek+1 + · · ·Ek+i−1, i ≥ 1.
As before let σ(k),0 = 0. Then define,
ξ(k)f := (σ(k),1, σ(k),2, . . .), µ
(k)
f [0, t] := E(ξ
(k)
f [0, t]). (2.6)
As above, ξ(k)f [0, t] := # {i : σ(k),i ≤ t}. We abbreviate ξf [0, t] as ξf (t) and similarly
µf (t), ξ
(k)
f (t), µ
(k)
f (t). Note that ξ
(1)
f (·) = ξf (·).
Definition 2.4 (Continuous time branching process (CTBP)). Fix attachment function f satisfying
Assumption 2.1(ii). A continuous time branching process driven by f , written as {BPf (t) : t ≥ 0},
is defined to be a branching process started with one individual at time t = 0 and such that this
individual, as well as every individual born into the system, has an offspring distribution that is an
independent copy of the point process ξf defined in (2.4).
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We refer the interested reader to [5, 24] for general theory regarding continuous time branching
processes. We will also use BPf (t) to denote the collection of all individuals at time t ≥ 0. Let
Zf (t) denote the number of individuals in the population at time t. Note in our construction, by
our assumption on the attachment function, individuals continue to reproduce forever. Write mf (·)
for the corresponding expectation i.e.,
mf (t) := E(Zf (t)), t ≥ 0, (2.7)
Under Assumption 2.1(ii), it can be shown [24, Chapter 3] that for all t > 0, mf (t) <∞ and mf (·)
is strictly increasing with mf (t) ↑ ∞ as t ↑ ∞.
The connection between CTBP and the discrete random tree models in the previous section is
given by the following result which is easy to check using properties of exponential distribution
(and is the starting point of the Athreya-Karlin embedding [4]). Start with two vertices v1 and
v2 connected by a single edge. Now let BP
(1↓)
f (·),BP(2↓)f (·) be two independent branching processes
driven by ξf as in Definition 2.4 started from v1 and v2 respectively. Define B˜Pf (t) := BP
(1↓)
f (t) ∪
BP(2↓)f (t). For m ≥ 3 label the vertices in B˜Pf (·) in order of their arrival into the system. Thus, for
any t ≥ 0, B˜Pf (t) can be viewed as a labelled tree rooted at v1, with edges between parents and
their offspring. Write the natural filtration generated by both branching processes as {F(t) : t ≥ 0},
where F(t) := σ
{
(BP(1↓)f (s),BP
(2↓)
f (s)) : s ≤ t
}
, t ≥ 0. Define the sequence of stopping times:
η(1,2)m := inf
{
t ≥ 0 : |B˜Pf (t)| = m
}
, m ≥ 2. (2.8)
In particular, by the labelling convention described above, the vertex arriving at time η(1,2)m is labelled
as vm. Here we have added both 1, 2 in the superscript to make it clear that this stopping time
depends on both branching processes.
Lemma 2.5. Fix attachment function f consider the sequence of random trees {Tf (m) : m ≥ 2}
constructed using attachment function f rooted at v1. Consider the continuous time construction
{B˜Pf (t) : t ≥ 0} as above. Then viewed as a sequence of growing random labelled rooted trees we
have, {B˜Pf (η(1,2)m ) : m ≥ 2} d= {Tf (m) : m ≥ 2}.
3. Main Results
3.1. Bounds for root finding algorithms and Persistence. For the rest of this Section Ψ will
denote the Jordan centrality measure as in (1.1) and for a fixed budget K, HK,Ψ(·) will denote the
corresponding Jordan centrality measure based root finding algorithm. For a given error tolerance
ε, let KΨ(ε) denote the smallest budget K such that HK,Ψ(·) is a root finding algorithm with error
tolerance ε for the collection of random trees {Tf (n) : n ≥ 2}. The first theorem gives upper bounds
on this budget KΨ(ε) to ensure recoverability of the root.
Theorem 3.1 (Budget sufficiency bounds). Suppose the attachment function f satisfies Assump-
tions 2.1 and 2.2.
(a) Suppose for some Cf > 0, β ≥ 0, f satisfies f∗ ≤ f(i) ≤ Cf · i+β for all i ≥ 1. Then ∃ positive
constants C1, C2 such that for any error tolerance 0 < ε < 1, the budget requirement satisfies,
KΨ(ε) ≤ C1
ε(2Cf+β)/f∗
exp(
√
C2 log 1/ε).
(b) If further the attachment function f is in fact bounded with f(i) ≤ f∗ for all i ≥ 1 then one
has for any error tolerance 0 < ε < 1,
KΨ(ε) ≤ C1
εf
∗/f∗
exp(
√
C2 log 1/ε).
PERSISTENCE OF JORDAN CENTRALITY 7
A natural question then is if there are qualitatively similar lower bounds for the budget if one
does use Jordan centrality. This is the focus of the next result.
Theorem 3.2 (Budget necessary bounds). Suppose the attachment function f satisfies Assumptions
2.1 and 2.2.
(a) If ∃ Cf > 0 and β ≥ 0 such that f(i) ≥ Cf · i + β for all i ≥ 1 then ∃ a positive constant C ′1
such that for any error tolerance 0 < ε < 1,
KΨ(ε) ≥ C
′
1
ε(2Cf+β)/f(1)
.
(b) For general f one has for any error tolerance 0 < ε < 1,
KΨ(ε) ≥ C
′
1
εf∗/f(1)
.
Applying the above results for the special cases described in Section 1.2 result in the following
bounds.
Corollary 3.3 (Special cases). For specific attachment functions the budget requirements for root
finding algorithms using Jordan centrality satisfy:
(a) Uniform attachment:
C′1
ε ≤ KΨ(ε) ≤ C1ε exp(
√
C2 log
1
ε ).
(b) Pure Preferential attachment:
C ′1
ε2
≤ KΨ(ε) ≤ C1
ε2
exp(
√
C2 log
1
ε
).
(c) Affine preferential attachment:
C ′1
ε
2+β
1+β
≤ KΨ(ε) ≤ C1
ε
2+β
1+β
exp(
√
C2 log
1
ε
).
(d) Sublinear preferential attachment:
C ′1
ε
≤ KΨ(ε) ≤ C1
ε2
exp(
√
C2 log
1
ε
).
The above Corollary follows by directly applying Theorems 3.1 and 3.2.
Remark 2. While (b) in the above Corollary is a special case of (c), we included the additional
case to highlight the sensitive dependence on β of the above bounds. In particular as β →∞ upto
first order KΨ(ε) ≍ ε−1 which is the same as one has in the uniform attachment case.
The next result establishes robustness of the estimates using Jordan centrality. For centrality
measure Ψ and K ≥ 1, recall the notion of (Ψ,K) persistence in Definition 1.3.
Theorem 3.4 (Persistence). Let Ψ denote the Jordan centrality as in (1.1). Under Assumptions 2.1
and 2.2, for any K ≥ 1, the sequence of growing random trees {Tf (n) : n ≥ 1} is (Ψ,K) persistent.
3.2. Branching process limits. Implicitly or explicitly, the main tool in the analysis of the Jor-
dan centrality for growing random tree models are limits of appropriately normalized sizes of the
associated branching processes. More precisely standard results about such branching processes [25]
imply the following result.
Theorem 3.5. Under Assumptions 2.1 and 2.2 there exists a strictly positive random variable W∞
such that with λ∗ denoting the Malthusian rate of growth parameter (2.3),
e−λ
∗t|BPf (t)| a.s.,L
2
−→ W∞, as t→∞. (3.1)
Further W∞ is an absolutely or singular continuous random variable supported on all of R+.
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The following technical results about the branching process form the core of the proofs of the
previous two sections and are of independent interest.
Theorem 3.6 (Exponential tails). Under Assumptions 2.1 and 2.2 the branching process limit W∞
in Theorem 3.5 has a finite moment generating function in an open interval about the origin.
While Theorem 3.5 provides asymptotic information, the following two results quantify rates of
convergence in this result and form the technical workhorse for the proof of Theorem 3.4.
Theorem 3.7. Under Assumptions 2.1 and 2.2, ∃ finite constants C,C ′, δ (depending on f) such
that for any t ≥ 0,
P
[
sup
s∈[t,∞)
∣∣∣e−λ∗sZf (s)−W∞∣∣∣ > e−δt
]
≤ Ce−C′t.
Corollary 3.8. Under the hypothesis of Theorem 3.7 there exists C <∞ such that for any A > 0,
P
(
sup
s≥0
e−λ
∗sZf (s) ≥ A
)
≤ C logA/A2.
4. Discussion
4.1. Related work. The general area of “network archeology” [34] has witnessed enormous growth
over the past decade. In the context of the probability community, the papers closest to this paper
are [12,26,27,42,43]. Identifying the spread of “rumors” in networks was considered in [42,43] where
a “rumor centrality” measure was derived which later turned out [12] to have close connections to
Jordan centrality as well as maximum-likelihood based schemes for estimating the root. Results
similar to Theorems 3.1 and 3.2 were first obtained in [12] for the uniform attachment and pure
preferential attachment schemes. In these special cases, the limit random variables for subtree sizes
(or analogously the continuous time branching process limits) can be explicitly derived in terms of
Gamma and Dirichlet distributions which allows a direct analysis of root finding algorithms based
on Jordan centrality. Using a careful combinatorial analysis of the likelihood function, [12] were
even able to derive lower bounds required for any root finding algorithm in the context of the
uniform and pure preferential attachment models (in particular showing that for the uniform model
K(ε) for any root finding algorithm with error tolerance ε has to satisfy K(ε) ≥ exp(
√
1
30 log
1
2ε)).
Further advances related to the uniform attachment scheme can be found in [16, 32]. For related
questions on the influence of the initial seed on the distribution of trees grown using uniform or
pure preferential attachment see [13,14,39].
The two papers most influential for this paper are [26,27] which amongst various advances derived
fundamental deterministic properties of the Jordan centrality measure for growing trees (see Section
6.1 for some examples). Further [26] was the first paper (that we are aware of) that used embeddings
into continuous time branching processes to analyze Jordan centrality for sublinear preferential
attachment models (see Section 1.2). For this class of models they were able to show existence
of a terminal centroid (see Definition 1.4) but were unable to show the existence of persistence of
Jordan centrality. Part of the reason was the lack of rates of convergence results for continuous time
branching processes namely Theorems 3.7 and Corollary 3.8 in this paper. These results had to
wait for the technical foundations laid in [7] where rates of convergence results were needed in the
context of change point detection problems for evolving networks. Moreover, although the existence
of a K(ǫ) for any ǫ ∈ (0, 1) was shown in [26] in the context of sublinear preferential attachment
models, no explicit algebraic form was obtained. Here we connect K(ǫ) to the tail behavior of the
random variable W∞ and use its exponential tails (established in Theorem 3.6) to obtain explicit
upper and lower bounds on K(ǫ) for general attachment functions f . These bounds, in particular,
coincide for uniform and affine linear preferential attachment models, strengthening the bounds
obtained in [32].
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4.2. Persistence of other centrality measures. The other major centrality measure for which
questions such as persistence have been explored is degree centrality. As described in Definition
1.2, in this case for any budget K, one would output the K vertices with maximal degree (the so
called “hubs” of the network). Sufficient conditions for persistence of maximal degree vertices under
convexity assumptions of the attachment function were obtained in [21] whilst more general suffi-
cient conditions for a related evolving network model were derived in [15]. Most closely related to
this paper is [6] where it was shown using martingale concentration techniques and continuous time
branching processeses that for a general attachment function f , the condition
∑∞
i=1 1/(f(i))
2 <∞
(coupled with additional technical conditions) was necessary and sufficient for the emergence of
persistent hubs. In the regimes of existence of persistent hubs, degree centrality (which is computa-
tionally much more efficient and extends to more general networks than trees) gives an alternative
estimation procedure for the root. We plan to report on this in future research.
4.3. Related questions in probabilistic combinatorics. The other major area where notions
similar to persistence have been explored has been in the context of the evolution of the connectivity
structure in random graphs as first formulated by Erdo˝s. Consider the Erdo˝s-Re´nyi random graph
process described as follows: start with n vertices with no edges. At each stage an edge is selected
uniformly at random amongst all possible
(
n
2
)
edges and added to the system. The objects of interest
now are the sizes (i.e. the number of vertices) of connected components. Erdo˝s suggested viewing
this process as a “race” between components in growing their respective sizes. Call the largest
connected component at any given time as the leader. One of the questions raised by Erdo˝s was
to understand asymptotics for the leader time: the time beyond which the identity of the leader
does not change, thus the leader persists for all periods of connectivity after this time. Rigorous
results for asymptotics for this so called “leader problem” were derived in [1, 31].
4.4. Proof outline. The recurring theme in our proofs is an interplay between the discrete time
attachment tree process {Tf (n) : n ≥ 2} and its continuous time embedding described in Section
2.3. This connection has been exploited before in the context of asymptotics related to local weak
convergence [41], where one looks at asymptotic properties in a local neighborhood of a uniformly
chosen vertex in Tf (n) as n → ∞. There one can rely on ‘softer’ properties like almost sure con-
vergence of associated statistics in the CTBP to derive results for the attachment tree process.
However, for analyzing centrality measures, one needs quantitative information on the rate of con-
vergence of these statistics to their (random) limits and tail behavior of the limiting quantities. The
key technical contributions of this article comprise obtaining rates of convergence in sup-norm for
the normalized population size of the CTBP to its random limitW∞ (Theorem 3.7) and showing ex-
istence of exponential moments of the limiting random variable W∞ (Theorem 3.6). Theorem 3.7 is
shown by extending techniques of [7]. Theorem 3.6 is shown by devising careful inductive arguments
to estimate moments and then using results on solutions of recursive distributional equations.
For showing persistence (Theorem 3.4), the work of [26, 27] shows that comparing Ψ values of
two vertices u and v reduces to comparing sizes of associated subtrees rooted at u and v (see Lemma
6.1). Theorem 3.7 is then used to quantitatively estimate appropriately normalized subtree sizes by
their random limits. This and an application of the Borel Cantelli Lemma yield Theorem 3.4. For
deriving the budget sufficiency bounds, concentration arguments are used to show that the sizes of
the two evolving subtrees obtained by deleting the edge between v1 and v2 do not become ‘very
disproportionate’ in the sense that, with high probability, one is at least a suitably large multiple
M of the logarithm of the other uniformly over all large times (Lemma 6.3). This is then used to
show that if the i-th added vertex has to every attain a smaller Ψ value than the root, the size of a
subtree attached to it has to beat the collective size of approximately M log i independent subtrees
attached to other vertices at some future time. Quantifying the probability of this happening is
key to obtaining the explicit estimates in Theorem 3.1 and uses the exponential moment bound in
Theorem 3.6 in a crucial way. For the budget necessary bounds, it is shown that, for an appropriate
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choice of γ ∈ (0, 1), for any integer K ≥ 2, the probability of the root not having one of the ⌊γK⌋
smallest Ψ values can be bounded below (up to a multiplicative constant) by the probability that
the root is a leaf in Tf (K) (Lemma 6.6). Lower bounding the latter probability leads to the bounds
in Theorem 3.2.
5. Proofs: Branching process asymptotics
For the rest of the proof, to ease notation we write λ instead of λ∗ for the Malthusian rate of
growth as in (2.3).
5.1. Branching process preliminaries. We start by collecting some simple properties of branch-
ing processes that will be useful in the sequel. We start by describing one of the most famous
examples of branching processes in continuous time.
Definition 5.1 (Rate ν Yule process). Fix ν > 0. A rate ν Yule process is a pure birth process
{Yν(t) : t ≥ 0} with Yν(0) = 1 and where the rate of birth of new individuals is proportional to size
of the current population. More precisely, P(Yν(t + dt) − Yν(t) = 1|F(t)) := νYν(t)dt + o(dt) and
P(Yν(t+ dt)− Yν(t) ≥ 2|F(t)) := o(dt), where {F(t) : t ≥ 0} is the natural filtration of the process.
There is a close connection between Yule processes and continuous time branching process. Pre-
cisely, consider a continuous time branching process as in Definition 2.4 with attachment function
f(i) ≡ ν for all i. Write Yuleν(·) for this process. Then it is easy to check that the process describing
the size of the population {|Yuleν(t)| : t ≥ 0} d= {Yν(t) : t ≥ 0}. For the rest of this paper, when we
use the term Yule process, we will refer to this associated branching process.
The following is a standard property of the Yule process.
Lemma 5.2 ([38, Section 2.5]). Fix t > 0 and rate ν > 0. Then Yν(t) has a Geometric
distribution with parameter p = e−νt. Precisely, P(Yν(t) = k) = e−νt(1 − e−νt)k−1, k ≥ 1.
The process {Yν(t) exp(−νt) : t ≥ 0} is an L2 bounded martingale and thus ∃ W > 0 such that
Yν(t) exp(−νt) a.s.−→W . Further W = exp(1).
Recall that we assume that our attachment functions f grow at most linearly (i.e. f(i) ≤ Cf i)
for some constant Cf . This motivates the next special case.
Definition 5.3 (LPAC,β process). Fix C > 0 and β ≥ 0. The continuous time branching processes
as in Definition 2.4 with f(i) = C · i + β will be referred to as the Linear preferential attachment
process and will be denoted by LPAC,β(·).
The following result easily follows from properties of the Exponential distribution.
Proposition 5.4. (a) Suppose f1, f2 are two attachment functions with f1(i) ≤ f2(i) for all i ≥ 1.
Then ∃ a coupling of the branching processes {BPf1(t) : t ≥ 0} and {BPf2(t) : t ≥ 0} on the
same space so that |BPf1(t)| ≤ |BPf2(t)| for all t ≥ 0.
(b) Let the attachment function f∗ ≤ f(i) ≤ Cf · i + β ∀ i ≥ 1. Recall the continuous time
construction in Definition 2.4 with two continuous time branching processes BP(i↓)f started from
v1 and v2 with an edge between v1 and v2. We can couple BP
(1↓)
f with a linear preferential
attachment process LPACf ,β and independently couple BP
(2↓)
f with a Yule process Yulef∗ such
that
|BP(1↓)f (t)| ≤ |LPACf ,β(t)|, |BP
(2↓)
f (t)| ≥ |Yulef∗(t)|, t ≥ 0.
The following is a simple example of the use of the above result and lower bounding Yule processes.
Lemma 5.5. Assume f satisfies f∗ := inf i≥0 f(i) > 0. Let Zf (t) = |BPf (t)|. Then for any t ≥ 0
and γ > 0,
P(Zf (t) ≤ etf∗/2) ≤ e−tf∗/2, E([Zf (t)]−γ) ≤ e−tf∗/2 + e−γf∗t/2.
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Proof. Consider the setting of Proposition 5.4 (a) with f1(i) ≡ f∗ for all i and f2 = f . In this case
Zf1(·) is a rate f∗ Yule process. Thus Proposition 5.4 (a) coupled with Lemma 5.2 implies by the
union bound,
P(Zf (t) ≤ etf∗/2) ≤ P(Zf1(t) ≤ etf∗/2) ≤ e−tf∗/2.
This proves the first assertion of the lemma. The second assertion follows from the first assertion
and the bound, E([Zf (t)]
−γ) ≤ P(Zf (t) ≤ etf∗/2) + e−γf∗t/2. 
Now define the probability mass function,
pk = pk(f) :=
λ
λ+ f(k)
k−1∏
j=1
f(i)
λ+ f(i)
, k ≥ 1. (5.1)
Here we use the convention
∏0
j=1 = 1. The fact that {pk : k ≥ 1} is indeed a pmf follows from the
definition of the Malthusian rate (2.3). For any k ≥ 0 and t ≥ 0, let D(k, t) denote the number
of vertices with k children (alternatively out-degree k) in BPf (t) and let Dn(k) denote the number
of vertices with out-degree k in the attachment model Tf (n) with n vertices. Note that in both
cases, other than the root, the out-degree of each vertex is the same as the degree of the vertex −1.
This explains the “+1” in the following well known result for convergence of the density of such
vertices proved in [25] for branching processes, and in [41] (using CTBP techniques from [25]) for
attachment trees.
Theorem 5.6 ([25, 41]). Let {pk : k ≥ 1} be the pmf as in (5.1). Under Assumption 2.1, for each
fixed l ≥ 0, D(l, t)/|BPf (l, t)| a.s.−→ pl+1 as t→∞. The same assertion holds for Dl(n)/n as n→∞.
5.2. Proof of Theorem 3.5 and Theorem 3.6: Recall the arrival times {σi : i ≥ 1} for the point
process ξf in (2.4). Define
Y =
∞∑
i=1
e−λσi , Ym =
∞∑
i=m
e−λ(σi−σm), m ≥ 0. (5.2)
Note that Y = Y0 − 1. The main work is done by the following Lemma.
Proposition 5.7. Under Assumption 2.2, the random variable Y satisfies E(etY ) < ∞ for some
t > 0.
Proof. For m ≥ 0 and j ≥ m, write σ(m)j = σj − σm =
∑j−1
i=mEi. Now for any k ≥ 1,
E(Y km) = E
( ∞∑
m≤ii,...,ik
e
−λ(σ(m)i1 +···+σ
(m)
ik
)
)
≤ E
(
k
∞∑
i=m
∞∑
i≤j1,...,jk−1
e
−λ(σ(m)i +σ
(m)
j1
+···+σ(m)jk−1 )
)
= kE
( ∞∑
i=m
e−λkσ
(m)
i ·
∞∑
i≤j1,...,jk−1
e−λ[(σj1−σi)+···+(σjk−1−σi)]
)
.
Note that for any i ≥ m, Y˜i :=
∑∞
i≤j1,...,jk−1 e
−λ[(σj1−σi)+···+(σjk−1−σi)] is independent of σ(m)i with
the same distribution as Y k−1i . Using this and the explicit form of σ
(m)
i as a sum of independent
exponential random variables gives,
E(Y km) ≤ k
∞∑
i=m
E(Y k−1i ) ·
[ i−1∏
j=m
(
f(j)
kλ+ f(j)
)]
. (5.3)
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Here we use the convention 1 =
∏m−1
j=m. We will use (5.3) to obtain moment bounds. By Assumption
2.2 there exist m0 ≥ 2 and δ > 0 such that the attachment function satisfies f(l) ≤ (λ− δ)l for all
l ≥ m0. Define
µ :=
λ
λ− δ , Cµ :=
e(µ−1)/µ
µ− 1 . (5.4)
The following lemma derives moment bounds for m ≥ m0.
Lemma 5.8. For any m ≥ m0 and k ≥ 1,
E(Y km) ≤ Ckµ(kµ +m)k. (5.5)
Proof. We will prove the above result via induction on k. Precisely:
Induction hypothesis: Assume (5.5) holds for some fixed k ≥ 1 and all m ≥ m0.
We will prove the same is then true for k + 1. First observe that for any fixed k, for i > m ≥ m0,
log
i−1∏
j=m
f(j)
kλ+ f(j)
≤ log
i−1∏
j=m
(λ− δ)j
kλ+ (λ− δ)j =
i−1∑
j=m
log
(
1− kµ
kµ+ j
)
≤ −
i−1∑
j=m
kµ
kµ+ j
.
Bounding the final term by − ∫ kµ+ikµ+m(kµ/z)dz shows that for i ≥ m ≥ m0 and k ≥ 1,
i−1∏
j=m
f(j)
kλ+ f(j)
≤
(
kµ+m
kµ+ i
)kµ
. (5.6)
Further for any k ≥ 1,
∞∑
i=m
1
(kµ + i)k(µ−1)+1
≤
∫ ∞
kµ+m−1
1
zk(µ−1)+1
dz ≤ Cµ
k
1
(kµ +m)k(µ−1)
, (5.7)
where the last inequality follows upon checking the elementary inequality,
log
(
kµ +m
kµ+m− 1
)k(µ−1)
≤ µ− 1
µ
.
Induction base case ((k = 1)): For any m ≥ m0,
E(Ym) =
∞∑
i=m
i−1∏
j=m
f(j)
λ+ f(j)
≤
∞∑
i=m
(
µ+m
µ+ i
)µ
≤ Cµ(µ +m), (5.8)
where the first bound follows from (5.6) and the second from (5.7). This verifies the induction
hypothesis for k = 1.
General case: Now suppose the induction hypothesis is true for k − 1. By (5.3), (5.6) and the
assumed bound on E(Y
(k−1)
m ) we get,
E(Y km) ≤ k
∞∑
i=m
(
kµ +m
kµ+ i
)kµ
Ck−1µ ((k − 1)µ + i)k−1 ≤ k(kµ +m)kµCk−1µ
∞∑
i=m
1
(kµ +m)k(µ−1)+1
.
(5.9)
Now using (5.7) on the last sum shows that E(Y km) ≤ Ckµ(kµ+m)k verifying the induction hypothesis
for k and completing the proof of the Lemma. 
We will now leverage the above bounds to complete the proof. Define,
θ := sup
1≤j≤m0
f(j)
λ+ f(j)
< 1, Λk = sup
1≤i≤m0
E(Y ki ), k ≥ 1. (5.10)
Lemma 5.9. There exist constants C1, C2 <∞ such that for any k ≥ 1, Λk ≤ C1Ck2 (k + 1)!.
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Proof of Proposition 5.7: Assuming Lemma 5.9, note that this immediately implies that
∀t ∈ (0, C−12 ), E(etY0) <∞. Since Y0 = Y + 1, this completes the proof of the proposition. 
Proof of Lemma 5.9: For k ≥ 1, using (5.3) for m < m0 we get E(Y km) ≤ S1(k) + S2(k) where
S1(k) := k
m0∑
i=m
E(Y k−1i ) ·
[ i−1∏
j=m
(
f(j)
kλ+ f(j)
)]
≤ kΛk−1
m0∑
i=m
θi−m ≤ kDθΛk−1, (5.11)
where for the rest of this proof, Dθ =
∑∞
j=0 θ
j = 1/(1 − θ). Similarly with S2(k) :=
k
∑∞
i=m0+1
E(Y k−1i ) ·
[∏i−1
j=m
(
f(j)
kλ+f(j)
) ]
we have,
S2(k) ≤ θm0−m · k
∞∑
i=m0+1
E(Y k−1i ) ·
[ i−1∏
j=m0
(
f(j)
kλ+ f(j)
)]
≤ 1 · Ckµ(kµ+m0)k, (5.12)
where to obtain the final inequality, we have used θ < 1 and the same calculations as in (5.9).
Combining (5.11) and (5.12) gives,
Λk ≤ kDθΛk−1 + Ckµ(kµ+m0)k, k ≥ 1. (5.13)
Using this bound recursively gives,
Λk ≤ Dk−1θ k!Λ1 +
k−1∑
j=0
DjθC
k−j
µ ((k − j)µ +m0)k−j
k!
(k − j)! . (5.14)
Note that for any j ≤ k − 1, ((k − j)µ + m0)k−j ≤ (max(µ,m0)k−j)(k − j + 1)k−j . Further by
Stirling’s bounds for factorials,
(k − j + 1)k−j ≤ e√
2π
(k − j)!e(k−j). (5.15)
Let D˜ = max {Dθ, eCµmax {µ,m0}}. Using (5.15) we get
Ckµ(kµ +m0)
k ≤ e√
2π
k!D˜k,
while for 1 ≤ j ≤ k − 1,
DjθC
k−j
µ ((k − j)µ +m0)k−j
k!
(k − j)! ≤
e√
2π
D˜kk!.
Using these bounds in (5.14) shows that the assertion of Lemma 5.9 holds with C1 = (Λ1+ e/
√
2π)
and C2 = D˜. 
Proof of Theorem 3.5: Note that Proposition 5.7 implies E(Y 2) < ∞. Combining this with
Assumption 2.1, the positivity of W∞ and the L2 assertion in (3.1) follow from [25, Corollary 4.2
and Theorem 4.3] while the a.s. convergence follows from [35, Theorem 5.4]. The assertion on the
continuity and support of the distribution now follows from [9, Theorem 1 and Theorem 2]. 
Proof of Theorem 3.6: Note that the limit random variable W∞ of the branching process
satisfies the recursive distributional equation:
W∞
d
=
∞∑
i=1
e−λσiW (i)∞ , (5.16)
where
{
W (i)∞ : i ≥ 1
}
are a sequence of i.i.d. random variables with the same distribution asW∞ and
independent of the point process {σi : i ≥ 1}. Distributions satisfying such recursive distributional
equations have been analyzed extensively (see e.g. [10,19,23,29,30]). In particular by [40, Theorem
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6] (or [3, Theorem 3.4]), finiteness of the moment generating function of Y in a neighborhood of zero
(i.e. Proposition 5.7) guarantees the corresponding assertion forW∞. This completes the proof. 
5.3. Proof of Theorem 3.7 and Corollary 3.8:
5.3.1. Proof of Theorem 3.7: Recall from Section 5.1 that for fixed l ≥ 0, D(l, t) denotes the number
of individuals with l children in BPf (t). Let D(l, t) denote the corresponding set of vertices. Recall
the asymptotics for these objects encapsulated in Theorem 5.6. We will use {BPf (t) : t ≥ 0} to also
denote the natural filtration of the process. Note that conditional on BPf (t), for a vertex v ∈ D(l, t),
the point process describing the new offspring produced after time t has distribution ξ(l)f as in (2.6)
(with µ(l)f the corresponding mean measure) whilst all ensuing new children reproduce according to
the original point process ξf (all of these point processes conditionally independent given BPf (t)).
Thus, recalling Zf (t) := |BPf (t)| and mf (t) = E(Zf (t)), it is easy to see that for any u ≥ 0,
E(Zf (t+ u)|BPf (t)) =
∞∑
l=0
D(l, t)
(
1 +
∫ u
0
mf (u− s)µ(l)(ds)
)
:=
∞∑
l=0
D(l, t)λl(u). (5.17)
The analysis hinges on the following technical tools derived in [7].
Lemma 5.10. Consider a branching process BPf (·) with attachment function f . Then we have the
following:
(a) If f satisfies Assumptions 2.1 and 2.2, then by [7, Lemma 9.2], with {pl :≥ 0} as in (5.1),
{λl(·) : l ≥ 0} as in (5.17) and W∞ as in Theorem 3.5, there exist constants ε, C1, C2 such that
for all t ≥ 0,
E
(
sup
u∈[0,εt]
∣∣∣∣∣e−λt E(Zf (t+ u)|BPf (t)) −
∞∑
l=0
λl(u)pl+1W∞
∣∣∣∣∣
)
≤ C1e−C2t.
(b) If f satisfies Assumption 2.1, then by [7, Lemma 7.11], there exist constants C3, γ > 0 and
0 < ω < 1 such that for all t ≥ 0,
P
[
sup
u∈[0,1]
∣∣∣e−λtZf (t+ u)− e−λt E(Zf (t+ u)|BPf (t))∣∣∣ > e−λt(Zf (t))ω
∣∣∣∣∣BPf (t)
]
≤ C3
(Zf (t))γ
.
Remark 3. In [7], part (a) above was shown to hold under the stronger condition that
limi→∞ f(i)/i → C. However, it was shown that this stronger condition implied the Assumption
2.2 which was then used in the proof without further reference to existence of the limit. Moreover,
the finiteness of the second moment of Y =
∑∞
i=1 e
−λσi needed for the proof of part (a) in [7] is a
direct consequence of Proposition 5.7.
Now write A(t, u) := |e−λtZf (t + u) − e−λt E(Zf (t + u)|BPf (t))| for the object in Lemma 5.10
(b). Note that for any δ > 0,
P( sup
u∈[0,1]
A(t, u) > e−δt) ≤ P( sup
u∈[0,1]
A(t, u) > e−δt, Zf (t) ≤ e(λ+δ)t) + P(Zf (t) > e(λ+δ)t). (5.18)
By Proposition 5.7, supt≥0 e−λs E(Zf (s)) := C4 < ∞. Thus by Markov’s inequality, for any δ > 0,
t ≥ 0,
P(Zf (t) > e
(λ+δ)t) ≤ C4e−δt. (5.19)
Now we deal with the first term in (5.18). With ω as in Lemma 5.10 (b), take δ ∈ (0, C2/2) such
that λ− (λ+ δ)ω > δ. With this choice of δ, check that,{
sup
u∈[0,1]
A(t, u) > e−δt, Zf (t) ≤ e(λ+δ)t
}
⊆
{
sup
u∈[0,1]
A(t, u) > e−λt(Zf (t))ω , Zf (t) ≤ e(λ+δ)t
}
.
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Thus Lemma 5.10 (b) (for the first inequality) and the second bound in Lemma 5.5 imply that,
P
(
sup
u∈[0,1]
A(t, u) > e−δt, Zf (t) ≤ e(λ+δ)t
)
≤ E
[
C3
(Zf (t))γ
]
≤ C5e−C6t. (5.20)
Using (5.19) and (5.20) in (5.18), we obtain
P
(
sup
u∈[0,1]
|e−λtZf (t+ u)− e−λt E(Zf (t+ u)|BPf (t))| > e−δt
)
≤ C7e−C8t. (5.21)
This bound, combined with Markov’s inequality and Lemma 5.10 (a) (recalling that δ ∈ (0, C2/2)),
shows that for all t ≥ 0,
P
[
sup
u∈[0,1]
∣∣∣∣∣e−λtZf (t+ u)−W∞
∞∑
l=0
λl(u)pl+1
∣∣∣∣∣ > e−δt
]
≤ C9e−C10t. (5.22)
Before proceeding we need the following identity.
Lemma 5.11. For any u ≥ 0, ∑∞l=0 e−λuλl(u)pl+1 = 1.
Proof. By Theorem 3.5, for any u ≥ 0, e−λ(t+u)Zf (t + u) a.s.−→ W∞ as t → ∞, with W∞ > 0 a.s.
Using (5.22) now concludes the proof.

Using Lemma 5.11 in (5.22) now shows that for all t ≥ 0,
P
[
sup
u∈[0,1]
∣∣∣e−λ(t+u)Zf (t+ u)−W∞∣∣∣ > e−δt
]
≤ C9e−C10t. (5.23)
By the union bound, for any t ≥ 0, P(sups≥t |e−λsZf (s)−W∞| > e−δt) can be bounded by
∞∑
k=0
P
[
sup
u∈[0,1]
∣∣∣e−λ(t+k+u)Zf (t+ k + u)−W∞∣∣∣ > e−δ(t+k)
]
≤
∞∑
k=0
C9e
−C10(t+k) ≤ C11e−C10t,
where the second inequality follows from (5.23). This concludes the proof of Theorem 3.7. 
5.3.2. Proof of Corollary 3.8: Note that for any fixed T > 0,
P
(
sup
s>T
e−λsZf (s) ≥ A
)
≤ P
(
sup
s>T
|e−λsZf (s)−W∞| ≥ A/2
)
+ P(W∞ ≥ A/2)
≤ C1e−C′T + C2/A2, (5.24)
where the first bound in (5.24) follows from Theorem 3.7 and the second bound follows from Cheby-
shev’s inequality and Theorem 3.6 which in particular implies E(W 2∞) < ∞. Now we consider the
interval [0, T ]. Divide the interval into a partition 0 = t0 < t1 < · · · < tN = T of mesh size one
(other than the last interval which could be of length ≤ 1). Since Zf (s) is ↑ in s a.s, we have for
any i, P
(
sups∈[ti,ti+1] e
−λsZf (s) ≥ A
)
≤ P (e−λtiZf (ti+1) ≥ A). This can be bounded as,
P
(
e−λti+1Zf (ti+1) ≥ Ae−λ(ti+1−ti)
)
≤ C3/A2, (5.25)
where for the last bound we have used the fact that Theorem 3.5 implies that supt E([e
−λtZf (t)]2) <
∞. Using (5.24) and (5.25) and the union bound now gives,
P
(
sup
s>0
e−λsZf (s) ≥ A
)
≤ C1e−C′T + C4(T + 1)/A2.
Taking T =M logA for sufficiently large M completes the proof. 
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6. Proofs: Root finding algorithms
6.1. Deterministic properties of Jordan centrality. The following lemma collects useful prop-
erties of the Jordan centrality measure Ψ defined in (1.1). We will only use property (a) in this
paper, but list the other properties as they might be useful for readers unfamiliar with this centrality
measure.
Lemma 6.1. Let t ∈ T be a tree on n ≥ 3 vertices and let v∗ = v∗(t) denote a centroid of t. The
following properties hold for the centroid and the Jordan centrality measure:
(a) By [26, Lemma 13], for any two vertices u, v ∈ t,
Ψt(u) ≤ Ψt(v)⇐⇒ |(t, v)u↓| ≥ |(t, u)v↓|.
(b) By [27, Lemma 2.1] Ψt(v
∗) ≤ n/2. Further t can have at most two centroids which have to be
adjacent to each other. If two distinct centroids u∗ and v∗ exist then
Ψt(u
∗) = |(t, u∗)v∗↓|, Ψt(v∗) = |(t, v∗)u∗↓|.
(c) Consider a sequence of growing trees {T (n) : n ≥ 1} with vertex set V (T (n)) = {v1, v2, . . . , vn}
in order of appearance of the vertices. Let v∗(n) denote a centroid in T (n). Then by [27, Lemma
2.3] |(Tn+1, vn+1)v∗(n)↓| ≥ n/2.
6.2. Proof of Theorem 3.1: We will need a few preliminary results before commencing with the
proof of the theorem. We first setup some notation. Fix an attachment function f (and recall
f∗ = infi≥1 f(i)). Further throughout this section we will assume f(i) ≤ Cf · i+β for all i. Consider
the following two associated branching process:
(a) Let
{
BPf (t) : t ≥ 0
}
be the branching process where the root reproduces at constant rate f∗
whilst all other individuals produce offspring using the usual offspring point process ξf as in
(2.4). We will refer to this as the lower bounding branching process (owing to the next
lemma). Write
{
Zf (t) : t ≥ 0
}
for the corresponding population size.
(b) Fix i ≥ 0 and let
{
BP(i)f (t) : t ≥ 0
}
be the branching process where the root uses the point
process ξ(i)f as in (2.6) whilst all other individuals produce offspring using the usual offspring
point process ξf as in (2.4). Note that BP
(0)
f = BPf .
Lemma 6.2. Suppose f satisfies Assumptions 2.1 and 2.2.
(a) For any i ≥ 0 one can couple BPf and BP(i)f so that |BP(i)f (t)| ≥ Zf (t) for all t ≥ 0.
(b) Further writing lim inft→∞ e−λtZf (t) := W∞ we have W∞ > 0 a.s. and ∃κ > 0 such that for
all s ∈ (0, κ), E(exp(sW∞)) <∞.
Proof. Part(a) follows easily by comparing the rates of evolution of individual vertices in each of
the two processes. To prove (b) first note that by (a), almost surely, lim inft→∞ e−λtZf (t) st
limt→∞ e−λt|BPf (t)| := W∞ as in Theorem 3.5. Thus the second set of assertions about finite
exponential moments follow from Theorem 3.6. To prove the first assertion, let σ1 denote the time
of birth of the first individual of the root in BPf and for any s ≥ 0 let Zf,1(s) denote the size of the
subtree of the first child of the root s units of time after birth of this child. Now for any t ≥ σ1,
one has e−λtZf (t) ≥ e−λσ1e−λ(t−σ1)Zf,1(t − σ1). Since e−λsZf,1(s) a.s.−→ W1,∞ as s → ∞, where
W1,∞
d
=W∞ as in Theorem 3.5, the first assertion on strict positivity follows from Theorem 3.5.

Now recall that in the continuous time construction of Tf(·) in Lemma 2.5, the process evolves
by starting two independent branching processes BP(i↓)f from the two initializers v1 and v2 which
are connected by an edge. Define the stopping times
η(i)j = inf
{
t ≥ 0 : |BP(i↓)f (t)| = j
}
, j ≥ 1, i = 1, 2. (6.1)
PERSISTENCE OF JORDAN CENTRALITY 17
Thus the stopping times {η(1)j : j ≥ 1} track when the tree below v1 becomes of size j. The next
lemma derives bounds showing that the tree below v2 cannot be “too small” relative to the size of
the tree below v1 at any of these times. We need the following constants,
C˜ =
1
2(2Cf + β)2
∞∑
l=1
1
l2
, B =
4C˜f3∗
2Cf + β
. (6.2)
Lemma 6.3. There exists a constant D > 0 such that for any M > 0 and k ≥ 2, with B as in
(6.2),
P
(
∪∞j=k
{
|BP(2↓)f (η(1)j )| ≤M log j
})
≤ De
2
√
(B+M) log k
kf∗/(2Cf+β)
.
Remark 4. Note by symmetry the same bound holds if we replace BP(2↓)f by BP
(1↓)
f and η
(1)
j by η
(2)
j
in the above lemma.
Proof. To ease notation, in this proof we will write ηj for η
(1)
j . Recall the upper bounding LPACf ,β
process for BP(1↓) as in Proposition 5.4(b). Define
η˜j := inf
{
t ≥ 0 : |LPACf ,β(t)| = j
}
. (6.3)
Obviously ηj ≥ η˜j. Further it is easy to check that
η˜j
d
=
j−1∑
l=1
Yl
(2Cf + β) · l − Cf
, (6.4)
where {Yl : l ≥ 1} are a sequence of i.i.d. exponential rate one random variables. Now we derive a
concentration bound for η˜k for k ≥ 2 using standard moment generating function techniques. Note
that for any k ≥ 2, θ > 0,
logE
(
e−θη˜k
)
≤ −
k−1∑
l=1
log
(
1 +
θ
(2Cf + β)l
)
≤ −
k−1∑
l=1
θ
(2Cf + β)l
+
θ2
2(2Cf + β)2
∞∑
l=1
1
l2
≤ − θ
(2Cf + β)
log k + θ2C˜,
with C˜ as in (6.2). Therefore, for any t > 0,
P
(
η˜k ≤ log k
2Cf + β
− t
)
≤ eθ
(
log k
2Cf+β
log k−t
)
E
(
e−θη˜k
)
≤ eθ2C˜−θt.
Optimizing over θ, we obtain for any t > 0 and k ≥ 2,
P
(
ηk ≤ log k
2Cf + β
− t
)
≤ P
(
η˜k ≤ log k
2Cf + β
− t
)
≤ e−t2/4C˜ . (6.5)
For fixed M and let
M ′ :=
M
f2∗
+
4C˜f∗
2Cf + β
. (6.6)
Moving to the evolution BP(2↓)f (·), again Proposition 5.4(b), note that BP(2↓)f can be lower bounded
by Yulef∗ . Thus for fixed k,
P(|BP(2↓)f (ηk)| ≤ 2M log k) ≤P
(
ηk ≤ log k
2Cf + β
−
√
M ′ log k
)
+ P
(∣∣∣∣Yulef∗( log k2Cf + β −√M ′ log k
)∣∣∣∣ ≤ 2M log k) .
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Using (6.5) with t =
√
M ′ log k to estimate the first term, and the explicit distribution of the Yule
process from Lemma 5.2 along with the union bound to estimate the second term, we obtain after
some algebra,
P(|BP(2↓)f (ηk)| ≤ 2M log k) ≤ D′
e2
√
(B+M) log k
kf∗/(2Cf+β)
, (6.7)
where D′ = 1 + supx≥0 2x2e−x and B is as in (6.2). Now for any m ≥ 1, note that
∪km+1j=km
{
|BP(2↓)f (ηj)| ≤M log j
}
⊆
{
|BP(2↓)f (ηkm)| ≤M log km+1
}
⊆
{
|BP(2↓)f (ηkm)| ≤ 2M log km
}
.
Thus using (6.7) we get,
P
(
∪km+1j=km
{
|BP(2↓)f (ηj)| ≤M log j
})
≤ D′ e
2
√
(B+M)m log k
kmf∗/(2Cf+β)
. (6.8)
Summing over m ≥ 1 completes the proof. 
Proof of Theorem 3.1: We start with (a). We will continue to use the notation and constructs
setup for the proof of Lemma 6.3. We will assume {Tf (n) : n ≥ 2} has been constructed using
the continuous time embedding as in Lemma 2.5 so that in particular Tf (n) = B˜Pf (η(1,2)n ) for the
stopping times η(1,2)n defined in (2.8). As under Definition 1.2, for K ≥ 2, let HK,Ψ(T ◦(n)) denote
the K vertices with the smallest Ψ values. Recall the stopping times {η(i)j : j ≥ 1, i = 1, 2} defined
in (6.1). For fixed M > 0, define
SMK :=
(
∪∞j=⌊K/2⌋+1
{
|BP(2↓)f (η(1)j )| ≤M log j
})⋃(
∪∞j=⌊K/2⌋+1
{
|BP(1↓)f (η(2)j )| ≤M log j
})
.
In words, this is the event when there exists a j ≥ K such that one of the two subtrees starting
from the two initiators v1 and v2 reaches size j but the other is still only logarithmic in this size.
The following notation will be convenient later. For fixed M as above, let
KM = inf {i ≥ 2 : l/2 > M log l/2 ∀ l ≥ i} . (6.9)
Also note that for any i ≥ 3,
|(T ◦(i), vi)v1↓| ≥ min
{
|BP(1↓)f (η(1,2)i )|, |BP(2↓)f (η(1,2)i )|
}
. (6.10)
Lemma 6.4. Fix K ≥ KM and consider the event (SMK )c. On this event, for all i > K,
|(T ◦(i), vi)v1↓| ≥M log(i/2).
Proof. For any i ≥ 2, either |BP(1↓)f (η(1,2)i )| ≥ i/2 or |BP(2↓)f (η(1,2)i )| ≥ i/2. FixK ≥ KM and consider
the event (SMK )c. On this event, for fixed i > K, if |BP(1↓)f (η(1,2)i )| ≥ i/2 then |BP(2↓)f (η(1,2)i )| ≥
M log(i/2) and vice-versa. Using (6.10) and the definition of KM in (6.9) completes the proof.

Note that {v1 /∈ HK,Ψ(T ◦(n))} ⊆
{∃i > K : ΨT ◦(n)(vi) ≤ ΨT ◦(n)(v1)}. Further by Lemma 6.1(a){∃i > K : ΨT ◦(n)(vi) ≤ ΨT ◦(n)(v1)} = {∃i > K : |(T ◦(n), v1)vi↓| ≥ |(T ◦(n), vi)v1↓|} .
Thus by the union bound and Lemma 6.4, for any K ≥ KM ,
P(v1 /∈ HK,Ψ(T ◦(n))) ≤ P
({
∃i > K : |(T ◦(n), v1)vi↓| ≥ |(T ◦(n), vi)v1↓|
}
∩ (SMK )c
)
+ P(SMK ),
≤ P(SMK ) +
n∑
i=K+1
P(|(T ◦(n), v1)vi↓| ≥ |(T ◦(n), vi)v1↓|, |(T ◦(i), vi)v1↓| ≥M log i/2).
(6.11)
Consider any M > 0. Fix K ≥ KM and i ≥ K. We will analyze the contribution of the i-th term
in the summand above.
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Lemma 6.5. Consider the setting above. For any M > 0, fix K ≥ KM and i ≥ K. There exist
constants C1, C2 > 0 independent of M such that
lim sup
n→∞
P
(
|(T ◦(n), v1)vi↓| ≥ |(T ◦(n), vi)v1↓|, |(T ◦(i), vi)v1↓| ≥M log i/2
)
≤ C1
(i/2)C2M
.
Proof. We will switch back to continuous time to understand the evolution of (T ◦(·), v1)vi↓ and
(T ◦(·), vi)v1↓. Note that, conditional on T ◦(i) = B˜Pf (η
(1,2)
i ), these two processes evolve (condition-
ally) independently as follows:
(1) the process (T ◦(·), v1)vi↓ evolves in continuous time as a continuous time branching process
BPf originating at vertex vi as in Def. 2.4. We will denote this process by {T (i)(·) : t ≥ 0},
with T (i)(0) = (T ◦(i), v1)vi↓ (tree with only one vertex vi). Write for t ≥ 0, Y (1)(t) :=
|T (i)(t)|.
(2) the process (T ◦(·), vi)v1↓ evolves in continuous time as follows: for each vertex v ∈
(T ◦(i), vi)v1↓ start a branching process where if vertex v has degree k ≥ 1 in (T ◦(i), vi)v1↓
then the root of this branching process has offspring point process ξ(k)f as in (2.6) whilst
all ensuing individuals have the original offspring point process ξf . In the notation of
Lemma 6.2, we start a branching process with distribution BP(k)f below vertex v. We will
let T i→1(·) denote this (forest valued) process comprising branching processes originating
from each vertex in (T ◦(i), vi)v1↓. For t ≥ 0, let Y (2)(t) := |T i→1(t)| denote the size of this
process.
Now recall the lower bounding process from Lemma 6.2 and let
{
Z(j)f (·) : j ≥ 1
}
be a sequence of
i.i.d. processes with distribution Zf (·) as in the lemma. On the set
{
|(T ◦(i), vi)v1↓| ≥M log i/2
}
,
⌊M log(i/2)⌋∑
j=1
Z(j)f (·) st Y (2)(·). (6.12)
Assuming these processes are constructed on the same probability space as {Y (j)(·) : j = 1, 2}, we
get for fixed i,
lim sup
n→∞
P
(
|(T ◦(n), v1)vi↓| ≥ |(T ◦(n), vi)v1↓|, |(T ◦(i), vi)v1↓| ≥M log i/2
)
≤ lim sup
t→∞
P
(
e−λtY (1)(t) ≥ e−λt
⌊M log(i/2)⌋∑
j=1
Z(j)f (t)
)
≤ P
(
lim sup
t→∞
e−λtY (1)(t) ≥ lim inf
t→∞ e
−λt
⌊M log(i/2)⌋∑
j=1
Z(j)f (t)
)
≤ P
(
W∞ ≥
⌊M log (i/2)⌋∑
j=1
W (j)∞
)
, (6.13)
where W∞ has distribution as in Theorem 3.5 and independent of the i.i.d sequence {W (j)∞ : j ≥ 1},
which have distribution W∞ as in Lemma 6.2. The second inequality above follows by Fatou’s
Lemma.
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By Lemma 6.2, W∞ is a sub-exponential random variable with E(W∞) = µ∗ > 0. Thus, there
exist C˜1, C˜2 > 0 (independent of M) such that,
P
( ⌊M log(i/2)⌋∑
j=1
W (j)∞ ≤
µ∗
2
M log (i/2)
)
≤ C˜1
(i/2)C˜2M
. (6.14)
Similarly since W∞ has exponential tails by Theorem 3.6, there exist C ′1, C
′
2 (independent of M)
such that
P
(
W∞ ≥ µ
∗
2
M log i/2
)
≤ C
′
1
(i/2)C
′
2M
. (6.15)
Combining (6.14) and (6.15) and using this in (6.13) completes the proof of the lemma. 
Completing the Proof of Theorem 3.1(a): Consider (6.11). Using Lemma 6.3 for the first term
and Lemma 6.5 for the second sum, we get that there exist positive constants C1, C2 independent
of M such that for any K ≥ KM (with D,B as in Lemma 6.3),
lim sup
n→∞
P(v1 /∈ HK,Ψ(T ◦(n))) ≤
∞∑
i=K+1
C1
(i/2)C2M
+ 2
De2
√
(B+M) log (⌊K/2⌋+1)
(⌊K/2⌋ + 1)f∗/(2Cf+β)
≤ C11
(K/2)C2M−1
+ 2
De2
√
(B+M) log (⌊K/2⌋+1)
(⌊K/2⌋ + 1)f∗/(2Cf+β)
.
Choosing M =M0 sufficiently large and fixing this value we get that there exist positive constants
C1 and C2 such that
lim sup
n→∞
P(v1 /∈ HK,Ψ(T ◦(n))) ≤ C
′
1e
√
C2 logK
Kf∗/(2Cf+β)
, (6.16)
for all K ≥ KM0 . ChoosingK = C1
ε
(2Cf+β)/f∗
exp(
√
C2 log 1/ε) (the bound in part (a) of the theorem)
implies that
lim sup
n→∞
P(v1 /∈ HK,Ψ(T ◦(n))) ≤ ε.
This completes the proof of part (a).
Part (b) of the theorem follows similarly, except that now we use Yulef∗ to bound BP
(1↓) from
above in Lemma 6.3 instead of LPACf ,β. We omit the details.
6.3. Proof of Theorem 3.2: We will need two lemmas to prove the theorem. Recall that Tf (K)◦
denotes the tree Tf (K) with all labels and root information removed. Define for K ≥ 2, the event
AK := {v1 is a leaf in Tf (K)} . (6.17)
In other words, in the evolution of the process {Tf (j) : 2 ≤ j ≤ K}, after v2, all subsequent vertices
attach to v2 or its descendants. Fix 0 < γ < 1 and recall that H⌊γK⌋,Ψ(Tf (n)◦) denotes the ⌊γK⌋
vertices in Tf (n) with least Ψ values.
Proposition 6.6. Under Assumptions 2.1 and 2.2, ∃ γ ∈ (0, 1) and c > 0 such that ∀ K ≥ 2,
lim inf
n→∞ P(v1 /∈ H⌊γK⌋,Ψ(Tf (n)
◦)) ≥ (1− e−cK)P(AK).
Proof. For 2 ≤ i ≤ K, let T˜ (i)(n) = (T ◦(n), v1)vi↓. For i = 1, let T˜ (1)(n) = (T ◦(n), v2)v1↓ =
Tf(n) \ (T ◦(n), v1)v2↓, i.e. we remove v2 and all of it’s descendants from Tf (n) and consider the
resulting tree, rooted at v1. For n ≥ K, define the two events,
Bn,⌊γK⌋ :=
{
ΨT ◦(n)(vi) < ΨT ◦(n)(v1) for at least ⌊γK⌋ v′is in {2 ≤ i ≤ K}
}
,
and
B˜n,⌊γK⌋ :=
{
|T˜ (i)(n)| > |T˜ (1)(n)| for at least ⌊γK⌋ v′is in {2 ≤ i ≤ K}
}
.
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First note that for any n ≥ K,
P(v1 /∈ H⌊γK⌋,Ψ(T ◦(n))) ≥ P(v1 /∈ H⌊γK⌋,Ψ(T ◦(n)) ∩ AK) ≥ P(Bn,⌊γK⌋ ∩ AK) = P(B˜n,⌊γK⌋ ∩ AK).
since by Lemma 6.1 (a), AK ∩ Bn,⌊γK⌋ = AK ∩ B˜n,⌊γK⌋. Define,
B˜∞,⌊γK⌋ := lim inf
n→∞ B˜n,⌊γK⌋
=
{
|T˜ (i)(n)| > |T˜ (1)(n)| for at least ⌊γK⌋ v′is in {2 ≤ i ≤ K} for all n large
}
.
Thus by Fatou’s Lemma,
lim inf
n→∞ P(v1 /∈ H⌊γK⌋,Ψ(T
◦(n))) ≥ P(B˜∞,⌊γK⌋|AK)P(AK). (6.18)
On the set AK , conditional on Tf (K) evolve the process in continuous time starting from Tf (K).
Precisely: each vertex v ∈ Tf (K) with degree ℓ ≥ 1 starts a branching process with distribution
BP(ℓ)f (·) as in the setting of Lemma 6.2 where the root v ∈ Tf(K) uses point process ξ(ℓ)f for it’s
offspring, while other individuals use the original point process ξf (conditionally independent across
vertices given Tf (K)). For 1 ≤ i ≤ K, we denote by BPf,i(·) the branching process with root vi.
Thus we now have K (conditionally independent) branching processes {BPf,i(·) : 1 ≤ i ≤ K}.
As in the setting of Lemma 6.2, for 2 ≤ i ≤ K, construct K − 1 corresponding lower bound
branching processes {BPf,i(·) : 2 ≤ i ≤ K} and let W (i)∞ = lim inft→∞ e−λt|BPf,i(t)|. Note that
conditional on AK , BPf,1(·) has the same distribution as the usual branching process BPf (·). Thus
by Theorem 3.5, W (1)∞ := lim supt→∞ e−λt|BPf,1(t)| has the same distribution as W∞ in Theorem
3.5.
Now note that {W (i)∞ : 2 ≤ i ≤ K} is a collection of K−1 independent and identically distributed
random variables, and also independent of W (1)∞ . Further, as by Theorem 3.5, since W (1)∞ has full
support on (0,∞), and W (2)∞ > 0 almost surely by Lemma 6.2 (b), one has
p∗ := P(W (2)∞ > W
(1)
∞ ) > 0.
Now take γ = p∗/2 for the rest of the proof. Note that,
P(B˜∞,⌊γK⌋|AK) ≥ P(∃ ⌊γK⌋ i′s ∈ {2, . . . ,K} , lim inf
t→∞ e
−λt|BP(i)(t)| > lim sup
t→∞
e−λt|BP(1)(t)||Ak)
= P(∃ ⌊γK⌋ i′s ∈ {2, . . . ,K} ,W (i)∞ > W (1)∞ ). (6.19)
For 2 ≤ i ≤ K, let Xˆi = 1
{
W (i)∞ > W
(1)∞
}
. Then {Xˆi : 2 ≤ i ≤ K} are a collection of indepen-
dent Bernoulli random variables with success probability p∗. By Azuma-Hoeffding inequality, ∃ c
independent of K such that
P
(
K∑
i=2
Xˆi ≥ ⌊Kp∗/2⌋
)
≥ 1− e−cK .
Using this bound in (6.19), the proposition follows from (6.18). 
Proposition 6.7. For f satisfying Assumptions 2.1 and 2.2:
(a) Suppose f(i) ≥ Cf i + β ∀ i ≥ 1. Then ∃ C > 0 such that for all K ≥ 2, P(AK) ≥
C/Kf(1)/(2Cf+β).
(b) For general f with f∗ = infi≥1 f(i), ∃ C > 0 such that for all K ≥ 2, P(AK) ≥ C/Kf(1)/f∗ .
Proof. We will prove (a). Proof of (b) follows the exact same steps with suitable modification
(described below). Recall that we start the attachment tree process Tf (·) at n = 2 with two vertices
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connected by a single edge. Thus for AK to occur, all subsequent vertices {vi : 3 ≤ i ≤ K} should
not attach to vertex v1. Note that, conditioning on Tf (K − 1), we have
P(AK) = E
(
1 {AK−1}P (AK |Tf (K − 1))
)
= E
[
1 {AK−1}
(
1− f(1)∑K−1
j=1 f(deg(vj))
)]
.
Note that by our assumption
∑K−1
j=1 f(deg(vj)) ≥
∑K−1
j=1
(
Cf (deg(vj)) + β
)
= (2Cf+β)(K−1)−Cf
(for part (b) one uses the lower bound f∗(K−1) instead; all the subsequent steps below are identical).
Let i0 ≥ 3 be such that f(1)(2Cf+β)(i−1)−Cf ≤ 1/2. Assuming K > i0 and using the above recursion
repeatedly we get, writing C0 := P(Ai0) > 0,
P(AK) ≥ C0
K−1∏
i=i0
(
1− f(1)
(2Cf + β)(i − 1)− Cf
)
= C0 exp
(K−1∑
i=i0
log
(
1− f(1)
(2Cf + β)(i− 1)− Cf
))
.
(6.20)
Using Taylor’s expansion for log, check that
exp
(K−1∑
i=i0
log
(
1− f(1)
(2Cf + β)(i− 1)− Cf
))
≥ C exp
(
− f(1)
2Cf + β
K−1∑
i=i0
1
(i− 1)− (Cf/(2Cf + β))
)
≥ C ′ exp
(
− f(1)
2Cf + β
logK
)
,
where C > 0, C ′ > 0 do not depend on K. Using this in (6.20) completes the proof. 
Proof of Theorem 3.2: We will prove part (a) of the theorem using Propositions 6.6 and 6.7 (a).
Part (b) of the theorem follows identically using Proposition 6.7 (b) instead.
Recall γ = P(W (2)∞ > W
(1)∞ )/2. By Propositions 6.6 and 6.7 (a)
lim inf
n→∞ P(v1 /∈ H⌊γK⌋,Ψ(Tf (n)
◦)) ≥ C/Kf(1)/(2Cf+β) (6.21)
Thus letting K˜(ε) = ⌊( C2ε)(2Cf+β)/f(1)⌋ shows that for all ε small enough (to ensure K˜(ǫ) ≥ 2 and
γK˜(ε) ≥ 1),
lim inf
n→∞ P(v1 /∈ H⌊γK˜(ε)⌋,Ψ(Tf (n)
◦)) ≥ 2ε > ǫ.
The theorem follows from this. 
7. Proofs: Persistence
This section is dedicated to the proof of Theorem 3.4. We will follow the same broad ap-
proach as in [26, 27] but replacing their case specific estimates by the general estimates for at-
tachment trees derived in the previous sections. For notational convenience, we will denote by
(v∗n,1, v
∗
n,2, . . . , v
∗
n,n) the vertices of the attachment tree Tf (n) ordered in ascending order of their Ψ
values, with ties being broken arbitrarily. The following lemma shows that for any fixed integer
K ≥ 2, supn≥K n−1ΨTf (n)(v∗n,K) is strictly less than one almost surely.
Lemma 7.1. Suppose Assumptions 2.1 and 2.2 hold. For any integer K ≥ 2, almost surely,
supn≥K
ΨTf (n)(v
∗
n,K )
n < 1.
Proof. Let v1, . . . , vK denote the first K vertices in the attachment tree. For 1 ≤ i ≤ K and n ≥ K,
denote by Ti,n the subtree of Tf (n) with vi as the root in the forest formed by removing all the
edges between v1, . . . , vK . Then it follows that for any n ≥ K (see proof of [27, Lemma 4.1]),
ΨTf (n)(v
∗
n,K)
n
≤ max
1≤i≤K
ΨTf (n)(vi)
n
≤ 1− min
1≤i≤K
Ti,n
n
. (7.1)
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For 1 ≤ i ≤ K, let di denote the degree of vi in Tf (K). By using the continuous time embedding of
the dynamics, for any 1 ≤ i ≤ K,
P
(
inf
n≥K
Ti,n
n
> 0
∣∣ Tf (K)) = P
inf
t≥0
BP
(di)
f (t)∑K
j=1BP
(dj)
f (t)
> 0
∣∣ Tf (K)
 (7.2)
where, conditionally on Tf (K), {BP(dj)f (·) : 1 ≤ i ≤ K} are independent branching processes defined
as in the setting of Lemma 6.2. Note that for any ℓ ∈ N0 and t ≥ 0, denoting by σℓ the birth time
of the ℓ-th child of the root, |BP(ℓ)f (t)| has the same distribution as the number of individuals in
the subpopulation of BPf (σℓ + t) excluding the first ℓ children of the root and their descendants.
Thus, for any 1 ≤ j ≤ K, as σj <∞ almost surely,
P
(
sup
t≥0
e−λt|BP(dj)f (t)| <∞
∣∣ Tf (K)) ≥ P(sup
t≥0
e−λt|BPf (t+ σj)| <∞
)
= P
(
lim sup
t→∞
e−λt|BPf (t)| <∞
)
= P (W∞ <∞) = 1,
(7.3)
where the first equality is due to the fact that BPf (·) is non-explosive (which follows from Assump-
tion 2.1 (ii)), and the second equality is due to Theorem 3.5. Recall the lower bounding process
BPf in Lemma 6.2. By Lemma 6.2 (b),
P
(
inf
t≥0
e−λt|BP(di)f (t)| > 0
∣∣ Tf(K)) ≥ P(inf
t≥0
e−λt|BPf (t)| > 0
)
≥ P(W∞ > 0) = 1. (7.4)
Thus, using (7.3) and (7.4) in (7.2), for any 1 ≤ i ≤ K,
P
(
inf
n≥K
Ti,n
n
> 0
∣∣ Tf (K)) = P
inf
t≥0
e−λt BP(di)f (t)∑K
j=1 e
−λt BP(dj )f (t)
> 0
∣∣ Tf (K)

≥ P
(
inf
t≥0
e−λt|BP(di)f (t)| > 0 and sup
t≥0
e−λt|BP(dj)f (t)| <∞ for all 1 ≤ j ≤ K
∣∣ Tf (K)) = 1.
The lemma follows from this and (7.1). 
Fix any integer K ≥ 2. For n ≥ K, let Kn denote the set of all vertices v in Tf (n) with
ΨTf (n)(v) ≤ ΨTf (n)(v∗n,K). Note that this set can have more than K elements if there are ties in Ψ
values. Define K := ∪n≥KKn. This set consists of the vertices that take one of the K smallest Ψ
values at some point of the tree evolution. We will show the following.
Lemma 7.2. Under Assumptions 2.1 and 2.2, |K| <∞ almost surely.
Proof. For ζ ∈ (0, 1), define the event
Bζ := {ΨTf (n)(v∗n,K) ≤ ζn for all n ≥ K}.
For n ≥ K, define
Hn := {vn ∈ K},
namely, the event that the n-th vertex in the attachment tree has one of the K least Ψ values at
some point in the future evolution of the tree. Fix any ζ ∈ (0, 1). By Lemma 6.1 (a), for any n ≥ K
and any m ≥ n,
ΨTf (m)(vn) ≤ ΨTf (m)(v∗n,K)⇐⇒ |(T ◦(m), v∗n,K)vn↓| ≥ |(T
◦(m), vn)v∗n,K↓|.
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Let {v∗n,K , u1, . . . , vn} denote the path in Tf (n) between v∗n,K and vn. Then, for any n ≥ K, if the
event {ΨTf (n)(v∗n,K) ≤ ζn} holds, we have
|(T ◦(n), vn)v∗n,K↓| = n− |(T
◦(n), v∗n,K)u1↓| ≥ n−ΨTf (n)(v
∗
n,K) ≥ n(1− ζ). (7.5)
Now, conditional on Tf (n), we run the attachment process in continuous time starting from initial
configurations (T ◦(n), vn)v∗n,K↓ and (T
◦(n), v∗n,K)vn↓ as in the proof of Lemma 6.5 where each vertex
in one of these two initial population graphs reproduces according to the point process shifted by
its degree in the corresponding graph and the descendants of these vertices reproduce according to
the original point process. For t ≥ 0, write Z(1)(t) and Z(2)(t) for the total number of descendants
of vertices in (T ◦(n), vn)v∗n,K↓ and (T
◦(n), v∗n,K)vn↓ respectively (counting the vertices in the initial
configurations). Then, Z(2)(·) has the same distribution as Zf (·). Further, note that if the event
{ΨTf (n)(v∗n,K) ≤ ζn} holds, we have by Lemma 6.2 and (7.5),
Z(1)(·) ≥
⌊(1−ζ)n⌋∑
j=1
Z
(j)
f (·),
where {Z(j)f (·) : j ≥ 1} are i.i.d. copies of the lower bounding process Zf (·) in Lemma 6.2. Thus,
writing µ := E
(
inft≥0 e−λtZf (t)
)
(which is positive by Lemma 6.2 (b)), for any n ≥ K,
P (Bζ ∩Hn) ≤ P
(
{ΨTf (n)(v∗n,K) ≤ ζn} ∩ {|(T ◦(m), v∗n,K)vn↓| ≥ |(T
◦(m), vn)v∗n,K↓| for some m ≥ n}
)
≤ P
(
{ΨTf (n)(v∗n,K) ≤ ζn} ∩ {Z(2)(t) ≥ Z(1)(t) for some t ≥ 0}
∣∣ Tf (n))
≤ P
Z(2)(t) ≥ ⌊(1−ζ)n⌋∑
j=1
Z
(j)
f (t) for some t ≥ 0

≤ P
(
sup
t≥0
e−λtZ(2)(t) ≥ n(1− ζ)µ/2
)
+ P
⌊(1−ζ)n⌋∑
j=1
inf
t≥0
(e−λtZ(j)f (t)) ≤ n(1− ζ)µ/2
 .
(7.6)
By Corollary 3.8, there exists C1 > 0 such that for any n ≥ K,
P
(
sup
t≥0
e−λtZ(2)(t) ≥ n(1− ζ)µ/2
)
≤ C1 log(n(1− ζ)µ)
(n(1− ζ)µ)2 . (7.7)
Note that for any j ≥ 1, inft≥0(e−λtZ(j)f (t)) ≤ 1. Thus, by Azuma-Hoeffding inequality, there exists
C2 > 0 such that for any n ≥ K,
P
⌊(1−ζ)n⌋∑
j=1
inf
t≥0
(e−λtZ(j)f (t)) ≤ n(1− ζ)µ/2

≤ P
⌊(1−ζ)n⌋∑
j=1
(
inf
t≥0
(e−λtZ(j)f (t))− µ
)
≤ 1− n(1− ζ)µ/2
 ≤ e−C2(1−ζ)n. (7.8)
Using (7.7) and (7.8) in (7.6), we conclude that
∑
n≥K P (Bζ ∩Hn) <∞. Thus, for any ζ ∈ (0, 1),
|K| <∞ almost surely on the event Bζ . The lemma now follows upon noting from Lemma 7.1 that
P (Bζ)→ 1 as ζ → 1. 
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Proof of Theorem 3.4: For any 1 ≤ i < j, it follows from Theorem 3.5 that
|(T ◦(n), vi)vj↓|
|(T ◦(n), vj)vi↓|
a.s.−→ W
j∞
W i∞
, as n→∞
for absolutely continuous or singular continuous independent random variables whose distributions
are determined by the tree Tf (j). In either case, P(W j∞ = W i∞) = 0 which, along with Lemma
6.1 (a), gives a random ni,j ∈ N such that ΨTf (n)(vi) 6= ΨTf (n)(vj) for all n ≥ ni,j. Hence, for
any N ∈ N, almost surely, there exists a (random) permutation (π(1), . . . , π(N)) of {1, . . . , N} and
nN ∈ N such that
ΨTf (n)(vπ(1)) < · · · < ΨTf (n)(vπ(N)) for all n ≥ nN .
This observation readily implies for any K,N ∈ N with N ≥ K,
P({Tf (n) : n ≥ 1} is (Ψ,K) persistent, |K| ≤ N) = P(|K| ≤ N).
The theorem now follows by taking a limit as N →∞ on both sides of the equality above and using
Lemma 7.2.
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