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Abstract 
Marcoux, Y., Composition is almost (but not quite) as good as s-l-l, Theoretical Computer Science 
120 (1993) 169-195. 
We establish a polynomial upper bound on the time complexity of an s-l-l function in programming 
systems with a linear-time composition function. This improves the doubly exponential upper 
bound of Machtey and Young (1978). the only previously known upper bound, and invalidates the 
belief expressed twice in the literature (Machtey et al. 1978; Machtey and Young 1978) that it could 
not be significantly improved. We then show our upper bound to be right, by exhibiting a family of 
acceptable programming systems for which it is optimal. We deduce several bounds on the time 
complexity of composition functions, s-l-l functions, and various other semantic transformations of 
programs, in programming systems with a linear- or polynomial-time composition function. In 
particular, we show the existence of an acceptable programming system with a quadratic-time 
composition function, but no subexponential time s-l-l function. In one interpretation from 
Marcoux (1991), this last result states that the complexity of a composition function for an effective 
programming system does not give an upper bound on the complexity of the “task of programming” 
in that programming system. By contrast, results by Royer (1987) indicate that this task is essentially 
no more complex than computing an s-l-l function. 
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1. Introduction 
I .I. Basic definitions 
Let N be the set of nonnegative integers, and Pad.%~c the class of unary partial 
recursive functions from N to N. A programming system [9] is a (total) surjection from 
N onto .Y~a~t%%c. If $ is a programming system and i an integer, ll/i denotes $(i), and 
we say that i computes or is a (@)program for ll/i. Two programs are said to be 
equivalent iff they compute the same partial function. 
The symbol 4 denotes a fixed programming system induced by some standard 
computational model (e.g., the Turing machine [9,3]), and some fixed encoding of the 
computing devices of this model. We say that a programming system $ is efSectiue iff it 
corresponds to an interpretable programming language, i.e., iff there exists a Turing 
machine M such that, for all i and x, pi = M(i, x). Intuitively, M takes a $-program 
and a piece of data and runs the program against that piece of data. We say that $ is 
programmable iff there exists a recursive function t such that, for all i, $t(i)=4i. For 
any such t, we say that $ is programmable via t. Intuitively, t translates programs from 
a standard formalism (4) into $-programs. We say that II/ is acceptable iff it is both 
effective and programmable. Effectiveness and programmability are nontrivial and 
independent properties of programming systems [16,15]. The programming system 
4 is trivially acceptable. 
Acceptable programming systems are abstractions of exactly those algorithm 
description formalisms that give rise to essentially the same theory of computability as 
the classical models of computation, such as the Turing machine, the random access 
machine, and the lambda-calculus (computing over Church’s numerals). By Church’s 
thesis, and assuming implicit coding of programs and data, one can view acceptable 
programming systems as abstractions of general purpose programming languages, i.e., 
formalisms for describing computer actions that have full computational power. In 
fact, with their semantics appropriately “twisted” to fit the programming system 
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framework, all known general purpose programming languages (APL, Pascal, etc.) are 
easily shown to correspond to acceptable programming systems. For this reason, we 
allow ourselves in this paper to discuss acceptable programming systems in the more 
intuitive terms of programming languages. In particular, “acceptable programming 
system” and “programming language” are used interchangeably, although we use the 
latter mainly in the more intuitive passages. 
A composition function for (or instance of composition in) a programming system 
$ is a 2-ary function c such that, for all programs i and j, $c(i,j) = $i 0 $j = nz.Il/i( $j(z)). 
An s-l-l function for (or instance of s-l -1 in) t,b is a 2-ary function s such that, for all 
program i and integer x, $s(i,x) = y ;1 .$i((x, y)), where (. , .) is any fixed pairing 
function. Since pa&Wee is closed under composition and fixing the first parameter, 
every programming system has some composition function and some s-l-l function. 
Not all programming systems, however, have recursive composition and s-l-l func- 
tions (also called efSective instances of composition and s-l -1). It is well known that 
an effective programming system is acceptable iff it has either a recursive s-l-l 
function or a recursive composition function, iff it has both [16,9]. Many other 
characterizations of acceptable programming systems can be found in [19,11]. 
Composition and s-l-l functions can be seen as implementations of two program- 
ming techniques. From this perspective, they represent actions performed by a pro- 
grammer in the task of programming. For instance, a composition function corres- 
ponds to the programming technique which consists in functionally composing two 
programs together. This programming technique is quite naturally referred to as 
“program composition”. An s-l-l function is said to realize the programming tech- 
nique of “program specialization”, because the output of an s-l-l function is a special- 
ized version of the input program, operating on a fixed value of one of the parameters 
(the reader may want here to review the formal definition of an s-l-l function). 
1.2. SigniJicance of composition and s-l-l 
Program composition is conceptually very close to the idea of “modular program- 
ming”; it is thus readily seen to be a natural and important programming technique. 
Program specialization, on the other hand, may seem more remote from day-to-day 
life. However, there are two areas in which it can be of direct interest. 
First, program specialization can be seen as a generalization of textual substitution, 
which is but one way of achieving the former. Thus, program specialization could 
serve as a basis for the study (or even implementation) of other mechanisms of 
programming languages based on textual substitution, such as parameter binding and 
Currying [22]. 
Second, a special case of program specialization, known as partial evaluation, is 
actually quite widely used as an automatic program generation technique. Partial 
evaluation can be described as program specialization with a concern for the efficiency 
of output programs. Research in partial evaluation consists in developing “clever” 
program specializers (i.e., “clever” s-l-l functions) that return computationally 
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efficient programs. Partial evaluation has proven to be very useful in such diverse 
fields as computer graphics, database query processing, compiling, compiler genera- 
tion and scientific computing [4,5]. 
Thus, both composition and s-l-l correspond to interesting and fundamental 
programming techniques. 
1.3. Overview of the paper 
As mentioned in Section 1.1, all acceptable programming systems have recursive 
composition and s-l-l functions. A priori, however, it could be the case that some have 
computationally efficient composition and s-l- 1 functions, while others do not.’ Since 
composition and s-l-l functions represent important aspects of the task of program- 
ming in a programming system, this would certainly be a criterion for preferring some 
acceptable programming systems over others. 
While all common general purpose programming languages have efficient composi- 
tion and s-l-l functions (the reader may check his/her favorite language), construc- 
tions such as the one we give in the proof of Theorem 3.1 show that some acceptable 
programming systems have only arbitrarily complex composition and s-l-l functions. 
Thus, all acceptable programming systems are indeed not equal with respect to the 
complexities of composition and s-l-l functions. 
However, a few statements can be made about the relative complexities of composi- 
tion and s-l-l functions within the same acceptabe programming system. One first such 
statement is based on an analysis of a classical construction in recursion theory for 
obtaining a composition function from an s-l-l function. Machtey et al. observed in 
[S] that the composition function obtained by this construction is essentially no more 
complex than the s-l-l function used as a starting point. Thus, for instance, if an 
acceptable programming system has a linear-time s-l-l function, then necessarily it 
has also a linear-time composition function. This indicates that the possession of an 
efficient s-l- 1 function is a desirable property for an acceptable programming system, 
because it guarantees not only an efficient implementation of program specialization 
but also one of program composition. 
Another statement hat can be made is that if an acceptable programming system 
possesses a linear-time composition function, then it also possesses a doubly exponen- 
tial-time s-l-l function. This statement does not seem to indicate that the possession 
of an efficient composition function is as desirable a property for acceptable program- 
ming systems as the possession of an efficient s-l-l function. Thus, it is interesting to 
see if the statement can be strengthened. 
This statement is based on the analysis of a construction by Machtey and Young of 
an s-l-l function from a composition function [9, Theorem 3.1.21. Further analysis 
1 Note that we are now concerned with the complexity of the composition and s-l-l functions themselves, 
not, as in partial evaluation, of the programs they return. Unless otherwise stated, “complexity” is to be 
understood as “Turing machine time complexity”. 
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shows that the obtained s-l-l function sometimes requires doubly exponential time to 
compute. Thus, the statement cannot be strengthened, unless we use a different 
construction. (The original construction and the analysis are given in Section 2.1.) 
In two different instances in the literature [8,19], the belief has been expressed that 
the Machtey and Young construction could not be improved significantly. This belief 
was, in both cases, based on the intuition that there could exist a programming system 
for which all s-l-l functions would be much more complex than some (intuitively, the 
“easiest”) composition function. In [S, p. 533, Machtey et al. wrote that it would not be 
counterintuitive if the task of computing any s-l-l function turned out to be (in some 
programming system) significantly more complex than that of computing some 
composition function, to the point of making the Machtey and Young construction 
close to optimal. In [19, pp. 39 and 1521, Royer was more precise and suggested that 
one could construct an acceptable programming system with a linear-time composi- 
tion function, but no subexponential time s-l-l function. 
Our first main result, Theorem 2.2, invalidates both this belief and the intuition on 
which it is based. This theorem states that if an acceptable programming system 
possesses a linear-time composition function, then it also possesses a polynomial-time 
s-l-l function, where the degree of the polynomial is essentially the base-2 logarithm 
of the linear-time constant of the composition function. We prove Theorem 2.2 by 
improving Machtey and Young’s construction. 
Our second main result, Theorem 3.1, states that the polynomial upper bound of 
Theorem 2.2 is optimal for a large family of acceptable programming systems. To 
prove this, we construct, for each rational* constant q Z 1, an acceptable programming 
system with a composition function computable in time linear with constant q, and for 
which the upper bound of Theorem 2.2 is optimal. 
As a corollary to the proof of Theorem 3.1, we show the existence of an acceptable 
programming system with a quadratic-time composition function, but ~to subexponen- 
tial time s-l-2 function (Corollary 3.5). Under the common hypothesis that com- 
putations requiring more than polynomial time are not feasible practically, this 
programming system has a practically computable composition function but no 
practically computable s-l-l function. By contrast, recall that an acceptable program- 
ming system with a polynomial-time s-l-l function is guaranteed to possess a poly- 
nomial-time composition function. 
In the light of these results, we can conclude that having an efficient s-l-l function is 
indeed a better property, for an acceptable programming system, than having an 
efficient composition function, although the difference is not as dramatic as had been 
foreseen by Machtey et al. and Royer. Hence, the title of this paper. 
The remainder of this paper is organized as follows. In Section 1.4, we present 
a setting in which the questions treated in this paper can be expressed in terms of the 
task of programming in a programming system, rather than just realizing program 
composition and specialization. In Section 1.5, we present an alternative interpretation 
2 See footnote 3. 
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of these questions, which is implicitly used in [8]. Related work is presented in Section 
1.6, while Section 1.7 is devoted to the presentation of the definitions, conventions and 
terminology not presented elsewhere in the paper. Sections 2 and 3 contain, respec- 
tively, our upper- and lower-bound theorems and corollaries. An absolute lower bound, 
valid for any composition function in any programming system, is presented in Section 
4. Finally, in Section 5, we make some concluding remarks and mention open questions. 
1.4. A wider setting 
We now present a setting in which the questions treated in this paper and our main 
results can be interpreted in terms of the task of programming in a programming 
system. This setting is close to explicit in a number of works, among which [13-151, 
and is presented in detail in [l 11. We take it as a basis for this paper. Here is a quick 
and intuitive overview of this setting. 
Define @ : 9’a/ctS?m x .Pad&? ec-+9%d&c such that, for all u and /I, @(CL,/?)= 
a 0 fi. We can say that @ represents the “semantic change” that the composition 
functions perform on their input programs. Similarly, Y : .Patt&?m x N+9’adBdc 
satisfying Y(a, x) = Az.a( (x, z)) for all c( and x represents the “semantic change” 
performed by s-l-l functions. A composition function for a programming system $ is 
a transformation of programs that realizes @ in +, in that it is a function c such that, 
for all i and j, $c(i,j) = @($i, $j). Similarly, an s-l-l function for $ is a transformation 
of programs and data that realizes Y in $, in that it is a function s such that, for all 
P and x, $sCP,xj = y(ll/,, 4. 
The notion of semantic change has been formally defined in [ll, Definition 2.91 
(under the name semantic relation). For the purposes of this paper, it will be sufficient 
for the reader to consider a semantic change as a mapping involving program 
semantics and/or data, in the manner of @ and Y above. Sans-serif names are used to 
denote semantic changes. The names composition and s-l -1 denote the semantic 
changes corresponding, respectively, to composition and s-l-l. (For the purposes of 
this paper, the reader may thus think of composition and s-l -1 as identical to the 
mappings @ and Y above.) 
Now, exactly as composition and s-l-l functions realize the semantic changes 
composition and s-l -1, so can other transformations of programs (and/or data) 
realize other semantic hanges. If SC is a semantic hange and the functionfrealizes SC 
in a programming system II/, then we say that f is an instance of SC in $. Iff is recursive, 
we say that it is an efSective instance of SC in II/. (This is why the expressions efective 
instances ofcomposition and s-l -1 were presented as alternative names for composi- 
tion and s-l-l functions in Section 1.1.) 
Several frameworks for expressing classes of semantic changes have been intro- 
duced in the literature. Examples of such frameworks are Riccardi’s control structure 
[13] and our own enumeration-uerijiable relation [ll]. All these frameworks allow 
expressing composition and s-l -1, but they also typically allow expressing much 
more complex semantic changes, like finding a fixed point of a partial function 
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[19, Definition 1.4.1.53 or finding an inverse of a partial function (appropriately 
defined if the partial function is not one-one and onto N; see [ 111). 
Now, exactly as composition and s-l-l functions can be seen as implementations of 
programming techniques, so can instances of other semantic changes be seen as 
implementations of other programming techniques. For instance, if fix is the semantic 
change corresponding to finding a fixed point of a partial function, then an instance of 
fix in a programming system $ can be seen as an implementation in $ of the technique 
of programming by taking fixed points. 
Some classes of semantic hanges are so vast that they can arguably represent most, 
if not all, of the programming techniques a programmer might ever want to use. 
Example of such classes are Royer’s control structures with a trivial predicate [19], and 
our own enumeration-verijiable relations with an LC predicate [ll]. Because these 
classes are so encompassing, we can intuitively interpret complexity bounds on the 
instances of the semantic hanges they contain, in terms of the tusk of programming in 
a programming system: if a programming system possesses an efficient instance of all 
the semantic changes in the class, then we say the task of programming in that pro- 
gramming system is practically feasible; otherwise, we say this task is not practically 
feasible. 
This is our motivation for stating our results in terms of control structures with 
a trivial predicate. For example, the statement of Corollary 2.4 that “every effective 
programming system with a linear-time instance of composition has a polynomial- 
time instance of any control structure with a trivial predicate” conveys the interpreta- 
tion that any acceptable programming system that has a linear-time composition 
function is guaranteed to have a practically feasible programming task. 
Royer has shown that if an effective programming system has a linear- (respectively, 
polynomial-) time instance of s- l-1, then it has a linear- (respectively, polynomial-) 
time instance of all control structures with a trivial predicate [19]. Thus, essentially, 
the complexity of an s-l-l function gives an upper bound on the complexity of the task 
of programming in an acceptable programming system. 
The intuition expressed in [S] and [19], that there could exist a programming 
system for which all s-l-l functions would be much more complex than some 
composition function, would imply that even a linear-time composition function does 
not guarantee a practically feasible programming task. This, of course, is refuted by 
our Corollary 2.4. However, our lower-bound results (Theorem 3.1 and Corollary 3.5) 
show that the complexity of a composition function does not, contrary to s-l-l, give 
an upper bound on the task of programming in an acceptable programming system. 
In this setting, the title of the paper takes on a whole new dimension. 
Note that all our results expressed in terms of control structures with a trivial 
predicate are also valid for enumeration-verifiable relations with an LC predicate, 
a strictly larger class of semantic changes 
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1.5. Another interpretation 
Recall from Section 1.1 that the possession of either a recursive composition 
function or a recursive s-l-l function characterizes acceptable programming systems 
among the effective ones. But what is the most “natural” characterization? 
In [8], Machtey et al., in line with their intuition that, in some programming 
systems, computing a composition function could be strictly easier than computing 
any s-l-l function, suggest hat the possession of a recursive composition function is 
a “simpler” property than the possession of a recursive s-l-l function and, thus, that 
the most natural definition of an acceptable programming system is an effective 
programming system with a recursive composition function. 
From this perspective, our results confirm that possessing arecursive composition 
function is indeed a “simpler” property than possessing a recursive s-l-l function 
(even though the extent by which it is simpler is not as large as expected by Machtey 
et al.) and that, in this sense, the most natural definition of an acceptable program- 
ming system is an effective programming system with a recursive composition 
function. 
1.6. Related work 
Riccardi [lS] showed that, in the context of programmable (and not necessarily 
acceptable) programming systems, composition is strictly more expressive than 
s- I- 1, in that an effective instance of it guarantees an effective instance of strictly more 
control structures than an effective instance of s-l -1 does. Many other control 
structures are also studied. In [14], the expressiveness of several control structures is 
compared in the context of effective (and not necessarily acceptable) programming 
systems. In these two references, no consideration is given to the complexity of the 
instances. 
In addition to the study of s-l -1 versus control structures with a trivial predicate, 
one finds in [19] many results on the complexity interrelationship of different control 
structures in the context of effective programming systems. In particular, s-l -1 is 
studied in relationship with padding type control structures, as well as classes of 
control structures properly containing the control structures with a trivial predicate. 
Some of these results are improved in [ 111. 
In [2], Hartmanis and Baker study the relationship between the complexities of 
s-l-l functions in a programming system and of translations from other programming 
systems into that programming system, especially isomorphic translations. In [l], 
Hartmanis studies the complexity of isomorphic translations between programming 
systems in relationship with the complexity of padding functions in those program- 
ming systems. 
In [S], Machtey et al. compare the complexities of implementing various program- 
ming properties in the same programming system, including paddability and the 
self-referential property of satisfying Rogers’ fixed-point theorem [18]. 
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The studies in [14,15,19] put a great deal of emphasis on self-referential properties, 
especially the control structure KRT (for Kleene recursion theorem), corresponding to 
Kleene’s original form of the strong recursion theorem [18]. 
There is a rich Russian and Eastern European literature on the theory of num- 
berings; see [7] for a survey. 
The name s-l-l comes from the special case m=n= 1 of Kleene’s s-m-n theorem 
[18], where the s stands for “substitution”. 
The name programming system is from [9], the adjective efSectiue (for programming 
systems) is from [19], programmable is from [13], acceptable is (probably) from [17]. 
Programming systems were introduced in [16], and were called there, as well as in 
[13-15,18,19], numberings of the partial recursivefunctions or, for short, numberings. 
The name indexing of the partial recursive functions is often encountered. The name 
Giidel numbering is used in [S]. The adjective efectiue is replaced by semi-effective in 
[16], by executable in [13-151, and by universal in [9,8]. Acceptable programming 
systems are called Giidel numberings in [16,23,2, l] (note the discrepancy with [8]). 
They are also referred to simply as programming systems in [23]. 
1.7, More de$nitions and conventions 
Unless otherwise stated, our universe of discourse is N. Thus, any symbol denotes 
a (nonnegative) integer unless otherwise stated; however, by default, q and r denote 
real numbers. The symbols II/ and C#I always denote programming systems. We denote 
the base-2 logarithm function by “lg”. We use lambda (,I) notation for defining partial 
functions [ 181. 
For any n, we denote by 1 n 1 the length of n, i.e. the minimum number of bits required 
to express n in binary. We note that 1 nl =rlg(n + l)] (in particular, lOI= 0). 
The computational model underlying our discussion is the deterministic multi-tape 
Turing machine taking integers in binary representation as inputs. When expressing 
a running time as a function of the length of the input, we use n to denote that length. 
For instance, if we say that a function is computable in time O(n’), we mean that it is 
computable in time quadratic in the length of the input. By exponential time, we mean 
“time 0(2p(n)) for some polynomial p”. We often shorten “linear- (polynomial-, etc.) 
time computable” to simply “linear (polynomial, etc.) time”. 
We use the pairing function from [20,19,21], which we denote by (. ;). By 
convention, for all i>2, (x1, x2, . . . , Xi) denotes (x1, (x2, . . . . xi)). This pairing func- 
tion has many convenient properties, among which the following: it is strictly increas- 
ing in both arguments; it and its two associated projection functions are computable 
inlineartime;forallaandb,2max(~a~,(b~)-1~~(a,b)~~2max(~a~,~b~),withequal- 
ity on the left if I a I < 1 b ( and on the right otherwise; for all x > 1 and for all y, (x, y) > x 
and (y, x) > x. We may occasionally use these properties without explicit mention. 
Note that we rely on some pairing function being linear-time computable only in 
Proposition 2.6. Any pairing function whatsoever could be used in the definition of an 
s-l-l function, and all our results would still hold. 
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A problem that is very seldom dealt with in complexity theory is that of deciding 
what the “length of the input” is for functions of more than one argument. The reason 
for this is that, by using any “reasonable” pairing function (like the one we use here), 
the length of a pair is always kept within a constant factor of the length of the longer 
component. Hence, the difference it could make to use, say, the sum of the lengths of 
the arguments instead of the length of the paired arguments, would simply be some 
constant factor somewhere in the expression obtained for the complexity of the 
function or the running time of an algorithm for computing it. 
Most of the time, a constant factor is of no concern. Here, however, we are at times 
interested in the exact value of some linear-time constant, and we must pay attention 
to all multiplicative factors that show up in our analyses. In particular, it turns out 
that what the “length of many arguments” really is makes a difference. Among the 
most natural candidates, let us mention the following: 
(a) I<&&? -dk)i, 
@I maxlGisk(lpil) and 
(cl C!=I IPiI, which we denote by 1~1~~2, -..?Pkl, 
where k is the arity of the function and pi its ith argument. 
In this paper, we use (c), which seems the most reasonable to us. Using (b) would 
change both bounds to nlg q (4 > 2) or nlogn (q=2). Using (a) would change them 
to n2+lgq and allow us to use an injective composition function in our proof of 
Theorem 3.1. 
2. The upper hound 
2.1. Machtey and Young’s construction 
Before we state and prove our main upper bound theorem, we give for reference 
Machtey and Young’s construction of an s-l-l function from a composition function 
[9, Theorem 3.1.21, and argue briefly that it can yield an s-l-l function that requires 
doubly exponential time to compute, even if the composition function is computable 
in linear time. Note that Machtey and Young’s result was originally stated for 
effective programming systems only, however, Machtey and Young [lo] and 
Riccardi [13,15] noted that the construction is also applicable to noneffective 
programming systems. 
Theorem 2.1 (Machtey and Young [9]). Every programming system that has a recur- 
sive composition function also has a recursive s-l-l function. 
Proof (Machtey and Young’s construction). Suppose I,+ is a programming system and 
c a recursive composition function for $. Let qO and q1 be $-programs for, respect- 
ively, lz. (0, z) and A( y, z). ( y + 1, z) (recall that $ is onto Pa/ctWec; thus, such 
programs exist). 
Composition is almost (but not quite) as good as s-I-1 179 
Let the function h be defined as follows: 
h(O)%J, 
h(x+l)~c(q,,h(x)). 
For all x, we say a $-program is an “x-inserting program” iff it computes the 
function Az.(x, z). It is easily verified that, for all x, h(x) is an x-inserting program. 
Now, define s(p, x)Ac(p,h(x)). Then, for all p and x, 
Il/~s~P,~~~=Il/,~~~.~~,~~=~~.~,~~~~~~~. 
Thus, s is an s-l-l function for $. Since c is recursive and since the definitions of h and 
s directly give algorithms to compute them, s is recursive. 0 
We now argue that the Machtey and Young (MY) construction can yield an s-l-l 
function that requires doubly exponential time to compute, even if the composition 
function used as a starting point is computable in linear time. 
Let $, qo, c, h and s be as in the MY construction. Now, suppose q. > 0 and c is 
computable in linear time but also satisfies 1 c( p, q) I z co 1 p, q 1 for some constant co > 4 
and for all p and q (the proof of Theorem 3.1 below gives examples of such $ and c). 
Then, it is immediate by the definition of h that for all x, 
( h(x) ( >, ~“0 2 22’X’. 
By the definition of s, we thus have 
b(P~4~2 
$GXl/l 
as soon as p < x, for all p and x. Hence, s clearly requires doubly exponential time to 
compute, infinitely often. 
2.2. Our construction 
Our improvement of Machtey and Young’s construction is based on two simple 
ideas for building an “x-inserting program”. These ideas are presented in the proof of 
the next theorem, which constitutes our main upper-bound result. 
Theorem 2.2. Suppose $ is a programming system with an instance of composition 
computable everywhere in time qn + k for some constants q B 1 and k. Zf q > 1, then II/ has 
an instance of s-l -1 computable in time O(n ‘+I,,). Zf q = 1, then $ has an instance 
of s-l -1 computable in time O(nlogn). 
Proof. We present only the case q> 1. The case q= 1 is proved similarly. 
Suppose + is a programming system and c is an instance of composition in 
1+5 computable in time qn + k for some constants q > 1 and k. It will be convenient to 
assume, without loss of generality, that k > 1. We describe an algorithm which, using c, 
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computes an instance of s-l -1 in $ and runs in time O(n’ +Ig ‘). The inputs to the 
algorithm are p, a $-program, and x, an integer. We call s the function computed by 
the algorithm. 
We now give an intuitive outline of how the proof proceeds. 
As in the MY construction, on input (p, x), we first build an x-inserting program, 
then we compose that program to the right of p, and return the result as a value for 
s( p, x). As do Machtey and Young, we build the x-inserting program by composing 
together copies of a finite number of fixed “base programs” (q,, and q1 in their 
construction). Our construction, however, differs on the choice of base programs, and 
on how we compose them. Informally speaking, each of these two improvements gets 
rid of one level of exponential. 
First improvement 
The x-inserting program obtained in the MY construction inserts x in front of its 
argument by first inserting a 0 (which is done by q,,), and then incrementing that 0 by 
1, x times (which is done by the x copies of q1 used in building the x-inserting 
program). By contrast, we make our x-inserting program insert x bit by bit. To 
achieve this, we use three base programs, p. to pz, satisfying 
(1) 
One way to get an x-inserting program using these base programs would be to 
redefine the function h from the MY construction as follows: 
h(2x+l)Qp&r(x)). 
Intuitively, we start with p. and compose to the left of it either p1 or pz for each bit 
of x, depending on the value of the bit. The reader can verify that h(x) is indeed an 
x-inserting program for all x. 
Now, since c is computable in linear time, it is easy to deduce from the definition of 
h that 1 h(x) ( will be at most exponential in 1 x I. Thus, we already have an improvement 
over the MY construction. However, if c is such that Ic( p, q)) 2 co Ip. q 1 for some 
sufficiently large constant co and for all p and q (as in the discussion following the 
presentation of the MY construction in Section 2.1), then it is easy to show that [h(x)1 
will also be at least exponential in Ix I. 
Thus, although having the x-inserting program build x bit by bit gets rid of one 
level of exponential, we need to do more if we want to achieve polynomial time. This 
brings us to our second improvement. 
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In the above definitions of h, the base programs that make up the x-inserting 
program (copies of q. and q1 in the MY construction, and of p. to p2 in ours) are 
composed “sequentially”, that is, the composition function is always called with an 
argument of the form (new base program, result of composing everything else so far), 
We call this a purely sequential application pattern of the composition function. This 
application pattern is a natural by-product of the concise recursive definitions we have 
used for h; however, it is certainly not the only possible one, since function composi- 
tion is associative. Indeed, our second improvement consists essentially in modifying 
the last de~nition of h to make it use a binary tree application pattern of the 
composition function (divide-and-conquer strategy) instead of a sequential one. 
A very informal description of the new algorithm for h is as follows (x1, . . ..xlXl 
denote the successive bits of x, with x1 the most significant one). 
Input: x 
Algorithm for h: 
(1) Build a vector v of programs, containing the 1x1 programs po ++ 1 =S i< 1x1. 
(2) Append p. to o. 
(3) while D has more than one element, do 
(4) w-the empty vector. 
(5) Using c, compose two by two the programs in u, appending the results to w as 
they are obtained. 
(6) D-w. 
(7) end while 
(8) Return the only element of u. 
Clearly, because function composition is associative, the programs returned by this 
version of h are equivalent o those returned by the previous version. Thus, h(x) is an 
x-inserting program for all x. 
Immediately, we can see that Ih( will now be polynomial in Ix 1. Indeed, at each 
iteration of the while loop, the total length of (the programs in) u can only increase by 
a constant factor dependent on the running time of c, say co. Now, clearly, the initial 
total length of u is bounded by a constant multiple of 1x1, say c, 1x1 (we ignore for the 
moment the case 1 x I= 0). Since the number of iterations in the while loop is essentially 
lg(lxl), and since h(x) is simply o on exit from the while loop, we have, for all x, 
The detailed proof below will show that this idea can indeed be used to build 
a polynomial-time s-l-l function. 
It may seem odd that a divide-and-conquer strategy should pay off in performing 
a series of associative operations. Indeed, the same number of composition operations 
have to be performed, whether they are performed with a sequential application 
pattern or a binary-tree one. Note, however, that a composition function performs 
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a “semantically” associative operation, but not one that is necessarily “textually” 
associative: if i,j and k are programs, then c(i, c(j, k)) and c(c(i,j), k), though equiva- 
lent programs, may very well be two different programs. 
We now give more precisely, yet somewhat informally, our algorithm for s. We give 
details for implementation on a multi-tape Turing machine. 
Input: p, a +-program and x, an integer 
Algorithm for s: 
{We use three “base” $-programs, pO to pZ, satisfying (l), and a subroutine for the 
function c which we assume runs in time qn + k.} 
(1) Initialization phase: Successively for each bit b of x (starting with the most 
significant bit), we write the program Pb+ 1 on a work tape; then we write po. (Adjacent 
programs are separated by some special symbol.) Let us denote by no the number of 
programs we write on the work tape during this phase (clearly, no = 1 x I+ l), and by 
71 o,j the jth of these programs (1 <j< no). 
(2) Iterative phase: During this phase, the programs on the work tape are com- 
posed two by two (using our subroutine for c) repeatedly until a single program is 
obtained. During each iteration, the work tape produced as output in the preceding 
iteration (or in the initialization phase on the first iteration) is used as input to this 
iteration. (It is clear that two work tapes suffice, serving alternatively as input and 
output tape, no matter how many iterations take place.) 
Suppose for the moment that b iterations take place, and let i satisfy 1 <i < b. Let 
us denote by Hi the number of programs we write on the output tape during the ith 
iteration, and by Zi,j the jth of these programs (1 <j< ni). The exact processing 
performed during the ith iteration is as follows. Successively, for each j satisfying 
l<j<Lni-1/2j, we compute C(71i- 1,2j_ 1, ni_ l,zj), which we write on the output 
tape and which thus constitutes program ni,j. If Iti- is even, the iteration is 
complete; otherwise, we copy xi _ 1, ni _ , at the end of the output tape, where it 
becomes known as ni,r ni_1,2 1. 
The iterative phase is terminated when an output tape is produced that has only 
one program on it. In other words, b is the least integer such that nb= 1. We can 
designate the single program written to the output tape during the last (bth) iteration 
by nb,l. 
(3) Termination phase: The output of the algorithm, c(p, nb, 1), is computed and 
written on the output tape. 
We have not made explicit, but shall consider in estimating the running time of the 
algorithm, the fact that the head of the output tape has to be repositioned at the end of 
the initialization phase and of each iteration in the iterative phase. 
In our discussion of the algorithm, let p and x be fixed, let b be the number of 
iterations that occur in the iterative phase, and suppose i satisfies 1 d i < b. Also, let ni 
and Xi,j (for i satisfying 06 i< b and j satisfying 1 d j< ni) be as in the description 
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of the algorithm. Since there is only one iterative phase in our algorithm, the term 
“iteration” will unambiguously designate an iteration in that phase. 
It is immediately seen that ni =[ni- 1 /21 and, hence, that b =rlg no 1. Thus, our 
algorithm computes a total function. It is shown easily, by induction on 1x1, that 
WO,l)~il/(~O,d ... oll/(~O,nJ=~z.(~,z>. 
Also observe that, by associativity of function composition and by the fact that c is 
a composition function for *, 
Il/(xi,l)oIcl(~i,2)o”’ oIC/(~i,n,)=~(ni-l,l)o~(71i-1,2)D..’o~(~i-l,ni_~)~ 
Thus, we have 
9(%,1)“$(71i,2)o”’ oIl/(7ti,~i)=lZ.(X,Z). 
In particular, q,, 1 (th e single program produced during the last iteration), is a $- 
program for AZ. (x, z). Clearly, then, our algorithm computes an s-l-l function for $. 
Denote respectively by Lit, K,OP, L,, To0p.i and T the execution times of the 
initialization, iterative and termination phases, of the ith iteration, and of the whole 
algorithm. Also, for i satisfying 0 did b, let 
li= 2 I7Ti,jl. 
j=l 
Clearly, IO < & < ci no for some constant c1 . 
The following observation follows directly from our hypotheses on c and on our 
subroutine to compute it. 
Observation 2.3. For all a and b, Ic(a, b)l <q,( Ial + 1 bl)+ k, and computing c(a, b) 
in the course of our algorithm can be done in time c2+(q.( 1 aJ + 1 b() + k) for some 
constant c2. 
We claim that li < qli _ I+ ni k and that zooP, i . < c 3 ‘( qEi_ 1 + ni k) for some constant ~3. 
Indeed, the ith iteration consists in “running through c” (at most) all programs rc_ l,j, 
for j satisfying 1~ j < ni _ 1, and this is done by (at most) ni applications of c. (The last 
program is simply copied if ni_ i is odd). Thus, our claim follows from Observation 2.3. 
(Note that the head of the output tape has to be repositioned after each iteration and 
that adjacent programs on both the input and output tapes are separated by a special 
symbol. However, our claim does hold, partly because we have taken k> 1.) 
Next, we claim that ni < 2 leino. Indeed, recall that ni =rni_ i/21. If no is a power of 
2, then it is clear that ni= 2-‘no. If no is not a power of 2, observe that, since 1z.[z/21 is 
nondecreasing, ni will certainly be no greater than it would be, were no replaced by the 
next greater power of 2. Formally, this translates into ni<2-‘2r’s”“l. The last factor 
being less than 2no, our claim is verified. 
184 Y. Marcoux 
From the above two claims, it is shown easily (by induction on i) that 
li < qiIO + 2kn, xi= 1 2_jq’-j. Since the summation is less than qi, and because I0 < c1 no, 
we obtain 
li < c4no $, 
where c4 = c1 + 2k. Similarly, we get TiooP, i < c3 c4no qi. 
Hence, we now have 
(2) 
i=l i=l 
Using the familiar geometric identity, the last summation becomes 
4 
b+l 
q2 -q< q2 
q-14 
lgno_ -- 
q-l q-l 
nvq. 
Thus, we get 7&,<c5n~+‘gq, where c5=c3c4q2/(q-1). 
To bound Term, we first use ‘Observation 2.3 to bound it above by 
c2.(q.(1p1+17rb,II)+k). Using the fact that lzb,il is lb and (2), we get 
Term<c2qIpI+c2c4q2n~i1gq+c2k. 
Keeping in mind that no 3 1 and lg q > 0 while adding up Y&nil, T& and T,,,,, we get 
T6C&I+Cf&+‘gq, 
where c6=cI+c5+c2q+c2c4q2+c2k. 
Now, no=lxl+l, and both 1x1 and IpI are <Jp,xl. Hence, no<2(p,xl as soon as 
I p, x I > 0. Thus, excluding the case I p, x I = 0 (i.e., p =x = 0), we have 
TGCg.(2q+1)Jp,X(1+lgq. 0 
2.3. Corollaries 
Royer showed that an effective programming system with a polynomial-time 
instance of s-l -1 has a polynomial-time instance of any control structure with a 
trivial predicate [19, Theorem 1.4.3.91. The following corollary is, therefore, immediate. 
Corollary 2.4. Every effective programming system with a linear-time instance of com- 
position has a polynomial-time instance of any control structure with a trivial predicate. 
The construction in our proof of Theorem 2.2 is applicable to arbitrarily complex 
instances of composition, but a truly general result seems hard to express without the 
definition of an ad hoc operation on classes of functions. In the case of a polynomial- 
time instance of composition, however, we have the following corollary. (Recall that 
for us, “exponential time” is “time 0(2p(n)) for some polynomial p”.) 
Corollary 2.5. Every programming system with a polynomial-time instance of composi- 
tion has an exponential-time instance of s-l -1. 
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Proof. Similar to the proof of the theorem. A much coarser analysis suffices. 0 
Theorem 1.4.3.9 in [19] also states that an effective programming system with an 
exponential-time instance of s-l -1 has an elementary recursive instance of any 
control structure with a trivial predicate. We now improve this upper bound to 
exponential time. 
Suppose m > 1 and that $ is a programming system. An instance of s-m-l in II/ is an 
(m+ 1)-ary function t such that for all p, x1, . . . , x,, 
* f(p,xl,...,X,)=12z.~p((X1, *~~~%il~z)). 
In the same way that s-l -1 corresponds intuitively to fixing the first parameter in 
a program, s-m-l corresponds to fixing the first m parameters. 
A crucial step in Royer’s proof of his Theorem 1.4.3.9 is a lemma (Lemma 1.4.3.10) 
in which he constructs effective instances of s-m-l, for all m > 1, in effective program- 
ming systems with an effective instance of s-l -1. The upper bound obtained for any 
control structure with a trivial predicate depends essentially on the complexity of 
these instances. 
Suppose s is an effective instance of s-l -1 in an effective programming system $. 
Royer’s way of constructing an instance of s-m-l in $, for any m> 1, is to iterate s, 
m times. Thus, with s exponential-time computable, the general upper bound for all 
m is “elementary recursive”. The proof of the next proposition uses a more efficient 
construction. 
Proposition 2.6. Every efictive programming system with an exponential-time instance 
of s-l -1 has an exponential-time instance of s-m-l for all m 2 1. 
Proof. Suppose m > 1. Let $ be an effective programming system, and p. a fixed 
ICI-pwramfor~<<~,x~, . . ..x.),z).$,(<x~, ..-, x,, z)). Such a program exists by the 
effectiveness of $. Then, t, defined as follows, can be verified to be an instance of s-m-l 
in *: 
GP,Xl, . . . . X,)~S(Po,(P,X1,...,X,)). 
Also, since (. , .) is computable in linear time and m and p. are fixed, if s is 
exponential-time computable, so is t. 0 
Note that the preceding proof can be made to work even if the pairing function used 
in the definition of an s-l-l function is not our linear-time pairing function. It suffices 
to replace the outermost (. , .) in the argument of p. by the pairing function used to 
define an s-l-l function. It is verified easily that this has no influence on the 
complexity of t. 
By using Proposition 2.6 instead of Royer’s Lemma 1.4.3.10 for proving his 
Theorem 1.4.3.9, we obtain the result that any effective programming system with an 
exponential-time instance of s-l -1 has an exponential-time instance of any control 
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structure with a trivial predicate. This last result, together with Corollary 2.5, allows 
us to immediately deduce the following corollary. 
Corollary 2.1. Every eflective programming system with a polynomial-time instance of 
composition has an exponential-time instance of any control structure with a trivial 
predicate. 
In general, we can obtain better upper bounds by using the construction in our 
proof of Proposition 2.6 instead of the one in Royer’s proof of his Lemma 1.4.3.10. As 
an example, for instances of control structures with a trivial predicate in effective 
programming systems with a polynomial-time instance of s-l -1, we get polynomial- 
time upper bounds of degrees maller than those of the corresponding polynomial- 
time upper bounds guaranteed by Royer’s Theorem 1.4.3.9. A similar improvement is 
obtained for Corollary 2.4. 
Royer’s construction of instances of s-m-l (for all m> 1) is the best we know of for 
arbitrary programming systems with an effective instance of s-l -1 but without an 
effective instance of composition (such programming systems are known to exist 
[15]). However, if an effective instance of composition is available, then we can 
sometimes exploit an idea similar to that in the proof of Proposition 2.6. For instance, 
we can show that any programming system with a polynomial-time instance of 
composition has an exponential-time instance of s-m-l (for all m> 1). (Proof sketch: 
On input (p,x,, . . . ,x,), compose to the right of p a fixed program that “splits” its first 
parameter into m different ones. Then, apply the exponential-time instance of s-l -1 
from Corollary 2.5 to the resulting program and the pair (xl, . . . . x,). This can be 
verified to compute an instance of s-m-l and run in exponential time.) 
3. The lower hound 
We now show that the construction of an s-l-l function given in our proof of 
Theorem 2.2 is optimal in a wide range of acceptable programming systems with 
a linear-time composition function. 
Theorem 3.1. There exists an acceptable programming system with an instance of 
composition computable in time n+ k,, for some small kO, but for which computing any 
instance of s-l -1 requires time Q(nlog n) injinitely often. For all rational q> 1, there 
exists an acceptable programming system with an instance of composition computable 
in time qn+ kO for some small jixed kO, but for which computing any instance of s-1 -1 
requires time R(n’ +Ig 4, infinitely often.3 
Proof. We present only the case q> 1. The case q= 1 is proved similarly. 
3 Our proof is valid for any real 4 > 1 such that In.Lqn J + 1 is fully time-constructible. This includes not 
only all rationals greater than or equal to 1, but also some irrationals (see [12]). 
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Let a rational q > 1 be given. We shall construct an acceptable programming system 
II/ that satisfies the conditions of the theorem. The exposition of the proof is easier if we 
consider $-programs to be strings of symbols instead of integers. Thus, let I++- 
programs be finite strings over { [,I, *, t, u, v}. With an appropriate encoding of 
strings and very minor additions to our argument, the proof is applicable directly to 
integer programs. The kO in the statement of the theorem need not be more than 
4 times the maximum number of bits used to encode a string symbol. 
In our discussion, a variable used to denote a $-program is implicitly of type string. 
The length of a string a, denoted by (a (, is the number of symbol occurrences in a. If 
a and b are strings and x is an integer, then 1 a, b 1 denotes 1 aJ + ( bl and la,xJ denotes 
lal-tlxl. 
We now define our programming system $. The function g is intended to be 
a “built-in” composition function, and we shall say more about it in a moment. 
Definition 3.2. 
w~~~Y,z).~Y+1,z), 
Ic/(v)~~<(P~w&)~ 
$(g(a,b))zII/,o$b for all a and b, 
IC/(p)iAz.t if p${t,u,v}urange(g). 
Assume for the moment that g is recursive and causes no conflict or circularity in 
Definition 3.2. 
Clearly, by effectiveness of q5 and recursiveness of g, we can effectively “interpret” 
any given $-program. Thus, if $ turns out to be a programming system, it is going to 
be an effective one. Also note that g would then be a composition function for $. 
Now, observe that programs t and u, together with g, allow us to carry out 
Machtey and Young’s original construction of an s-l-l function, and that there thus 
exists a recursive function s such that, for all p and x, $,(,,,) = lz. rl/,,( x, z)). Then, in 
particular, 
ICI ~~,,~,=~~.lcl~(~~,~~)=~~.~,(~)=~,. 
(We view s as having one string and one integer argument.) Hence, $ has at least one 
program for each partial recursive function and is, therefore, a programming system. 
Moreover, it is programmable via &.s(v, i). Hence, it is an acceptable programming 
system.4 
40ne interpretation of the fact that I/I is a programming system is that the set {$t,$u,$v} forms 
a “basis” for generating all the partial recursive functions, in that its closure under composition equals 
~%zA%&L. When challenged by the author to prove that no basis of less than three elements could generate 
9ktWec, Stuart Kurtz [6] promptly came up with (essentially) the following counterexample. Let [x] 
stand for the string (over (0, 1)) that is the minimum binary representation of integer x, and let u(u) stand for 
Marcoux 
Let us now turn to g. First of all, we g to be computable in time qn + k. for 
some small k,,, because we want II/ to have a composition function computable in that 
much time. However, we also want g to have an output (i.e., a value) of length at least 
qn. Let us refer to this requirement as the “qn length output” requirement. The idea 
behind this requirement is to force $-programs resulting from many applications of 
g to be long. We will later show that, for any s-l-l function s for $, some programs in 
range(s) have to be the result of many applications of g and, if all such programs are 
long, we will be able to bound below the running time of s. 
Of course, we also want g to be recursive and to introduce no conflict or circularity 
in Definition 3.2. A first try could be the following definition: 
g(a,b$[Ca][b]*. . . . . . . . . . . . . .* 
L v I 
L(q-l)la,blL many 
This g satisfies the “qn length output” requirement by padding its output with enough 
stars. We will see shortly that it is computable in time Lqn J + k. for some small k,,. It 
causes no circularity, since we have 1 g(a, b) I > max( 1 a I,1 b I) for all a and b. 
However, it is not injective and can cause conflicts in Definition 3.2. Indeed, with 
a = “[t] [t]“, b = “t “, a’ = “[t “, b’ = “t]] [t ” and, assuming that q is very small, we 
have g(a, b)= g(a’, b’)= “[ [t] [t]] [t]“. To see that this causes a conflict, consider the 
following correspondences established by Definition 3.2. The $-programs a’ and b’ are 
certainly not in range(g) and would, therefore, correspond to the nowhere-defined 
function. Hence, g(a’, b’) should correspond to the nowhere-defined function. On the 
other hand, both a and b can be verified to correspond to total functions. Hence, 
g(u, b) should correspond to a total function. This is a contradiction since 
s(a, b) = g(a’, 0 
This problem is easy to solve, however. We say that a $-program a is well-formed iff 
it has the same number of occurrences of “[” and “I” and no prefix of a has more 
the value of string (r interpreted as a binary integer. Note that Ix, i. o( [2x] lo’+ 1 11) is one-one and strictly 
increasing in both arguments. Now, define c( and fi by 
cc(n)d 2n for all a, 
p(u( [2x] lo’+ 1 11)): &(x) for all (x, i), 
/9&22nfl if n is not a( [2x] lo’+ 1 11) for any (x, i). 
Obviously, u and /I are partial recursive. It can be verified that, for all i, 
&=P”Oa”‘D/jOa. (3) 
Thus, {a,fi} generates CP~UY?~G. Moreover, (3) suggests a uniform procedure to translate any &program 
into (the description of) an equivalent sequence of a’s and p’s. Note that, under any straightforward 
encoding of sequences, this procedure requires exponential time; however, as a corollary to our upper- 
bound result (Theorem 2.2), there exists one taking O(n log n) time and, in fact, it is not hard to see that there 
exists one taking only linear time. This situation is very similar to the fact, pointed out below, that the most 
efficient s-l-l algorithm for + is not the most obvious one. 
It is trivial to show that no one-element basis generates .%&9eec. 
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occurrences of “1” than “[“. We say that a is ill-formed iff it is not well-formed. It is 
straightforward to show that g as defined above, restricted to the set of well-formed 
programs, is injective. Furthermore, verifying that a program is well-formed can be 
done in real time (time n). Thus, we could modify an algorithm for g so that it checks 
whether its arguments are well-formed as it copies them from input to output, and 
systematically produces an ill-formed program if they are not both well-formed. This 
leads us to our final definition of g: 
[a][b]* . . . . . . . . . . . . . * if a and b are well-formed, 
s(a, b)z 
otherwise. 
L(q-l)la,bl1 maw 
Clearly, g still satisfies the “qn length output” requirement, and still causes no 
circularity. It is still not injective, but it does not cause conflicts in Definition 3.2 any 
more, because we now have 
Indeed, it is easy to show that all ill-formed $-programs compute the nowhere-defined 
function. 
It can also be shown that this g (as well as the original one) is computable 
everywhere in time L qn J + kO for some small kO, in fact, in no more time than it takes 
to write the output. Although this may not be clear at once, it follows from the fact 
that h.Lqn J + 1 is fully time-constructible [3], for q 2 1 rational, and from a technical 
lemma on fully time-constructible functions, stating that, for any such functionf; there 
exists a Turing machine which, on all inputs i, runs for exactly f( Iii) steps, while 
scanning its input in the first 1 i) of these steps. The reader is referred to [i l] for a proof 
of this lemma. 
Our definition of $ is now complete.’ It is an acceptable programming system with 
an instance of composition computable everywhere in time LqnJ + kO for some 
small kO. 
There remains to show that computing any s-l-l function for $ requires time 
Q(n lflgq) infinitely often. We do this by showing that, for any s-l-l function s for $, 
there exists a constant co such that there are infinitely6 many p for which there are 
infinitely many x for which (s( p, x) 13 co ( p, x 1 1 +lg q. (We will, in fact, exhibit a single 
constant co, independent of s; i.e., we will prove the statement with the first two 
quantifications inverted.) 
‘t/j is very similar to Royer’s completions ofjnite bases [19, Definition 2.4.11. 
6 With some definitions of R for multi-argument functions, it would be sufficient to prove this for a single 
p. What we prove is stronger and might be required for other definitions of R. 
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We say that a @-program is atomic iff it is not in range(g). Implicit in our earlier 
discussion of g is the fact that one can “parse” any well-formed $-program p, i.e., 
break it into the unique nonempty sequence of (necessarily well-formed) atomic 
programs which, composed in that order by some application pattern of g yield p. 
(This parsing can be effective because g is strictly increasing in each argument; 
however, we do not rely on this fact.) For any well-formed $-program p, call the 
sequence of atomic programs obtained by parsing p the atomic sequence of p and 
denote it by as(p). The length of us(p), denoted by 1 us( p)l, is the number of program 
occurrences in it. By the definition of $ and by associativity of function composition, 
the semantics of a well-formed $-program is entirely determined by its atomic 
sequence. In other words, two well-formed $-programs with the same atomic se- 
quence are equivalent. 
Recall that all ill-formed $-programs compute the nowhere-defined function. A 
moment of reflection reveals that the same is also true of well-formed $-programs that 
have atomic programs other than t, u and v in their atomic sequence. Thus, any 
$-program not computing the nowhere-defined function is well-formed, and has only 
occurrences of t, u and v in its atomic sequence. We say an atomic sequence is 
meunincJii1 iff it has only occurrences of t, u and v in it. By extension, a well-formed 
$-program whose atomic sequence is meaningful is said to be meaningful. 
It is well known that an acceptable programming system has infinitely many 
programs for every partial recursive function [18]. Thus, there are infinitely many 
I//-programs that compute the first projection function of (. , .), i.e., the function 
;1(x,z).x. Let p. be any of these programs, and s, any s-l-l function for II/. Observe 
that, for all k, the I//-program s( po, k) computes lz . k and, thus, must be meaningful. 
Suppose we compute successively s( po, k) for k = 0, 1,2, . . . With these programs, we 
build two lists, both indexed by k, which we call AS and MAXLEN, respectively, for 
“atomic sequence” and “maximum length”. For each new s( po, k) obtained, we fill out 
position k in each list. In AS, we write the atomic sequence of s(p,, k); then, in 
MAXLEN, we write the maximum length of an atomic sequence on the AS list at this 
moment. 
No two s( po, k) programs are equivalent and, hence, no two atomic sequences on 
the AS list can be equal. On the other hand, they all must be meaningful. Since there 
are only 3” meaningful atomic sequences of length m, the following must be true: 
MAXLEiV(k) 
For all k, i;I 3’2k. (4) 
Informally, this says that, for any k, there must be at least k different meaningful 
atomic sequences of length up to MAXLEN( 
From (4), we get MAXLEN(k)Slog,(2k/3 + 1) for all k. Now, log,(2k/3+ l)>lk1/4 
for all sufficiently large k. Obviously, MAXLEN grows to infinity with k and, every 
time MAXLEN( MAXLEN(k+ l), we have lus(s(p,, k+ l))I=MAXLEN(k+ 1). 
Thus, lus(s(p,, k))] = MAXLEN(k k1/4 for infinitely many k. The following lemma 
allows us to get a lower bound on Is( po, k)l for any such k. 
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Lemma 3.3. Let p be any meanin& $-program. Then, ( p 12 rnqL’gml, where m = 1 as(p) I. 
Proof of Lemma 3.3. The parse tree associated with a given meaningful program p is 
a labeled binary tree whose root is labeled p, and in which any vertex either is labeled 
with an atomic program and has no child, or is labeled g(a, b) for some programs 
a and b, and has a left child labeled a and a right child labeled b. It is straightforward 
to show that, for all meaningful p, the parse tree associated with p is unique, finite, and 
that its leaves, in order, give as(p), and, therefore, consist only of programs t , u and v. 
Pick any meaningful program p. Let m= las(p)l and let T be the parse tree 
associated with p. Define w, a function that associates to each vertex v of T a weight (a 
real number), as follows. If u is a leaf, then w(v)= 1; otherwise, w(v)=q .(w(lef- 
child(v))+ w(right-child(v))). Note that, by the “qn length output” requirement satis- 
fied by g, for any vertex of T, the length of the label is greater than or equal to the 
weight. We show that the weight of T (the weight of its root) is at least mqL*g”‘l, 
thereby establishing the desired lower bound on 1 pi. 
Observe that the weight of a parse tree is equal to the summation over all leaves v of 
4 ‘(‘), where l(v) is the level (distance from the root) at which v is located. Suppose T’ is 
a minimum-weight parse tree with m leaves. Obviously, w(T)> w(T’). Define the 
depth of a tree as the maximum level over all leaves. Suppose T’ has depth d and a leaf 
at some level ecd- 1. Note that, because every vertex in a parse tree has either 0 or 
2 children, there are at least 2 leaves at level d. By moving 2 leaves from level d to level 
e+ 1, we obtain a new tree whose weight differs from that of T’ by 
-2qd+qd-‘+2qe+1-qe=(2-l/q)(qe+1 -qd), which is strictly negative, because 
e + 1 <d and q > 1. Hence, since T’ is a minimum-weight parse tree, it must have all its 
leaves on level d or d - 1, i.e., either on level Llg m 1 or Llg m J + 1. Thus, 
w(T’)>mqL’gmJ. 0 
Proof of Theorem 3.1 (conclusion). Thus, for the infinity of k such that jas(s(po, k))l> 
lkl/4, we get 
As SOOn as Ikl2lpol, we have IkI>lp,,k(/2, and we obtain 
for infinitely many k. 0 
Note the following peculiar fact about the programming system $ of the preceding 
proof. The only obvious s-l-l function suggested by the definition of Ic/ is the one 
obtained by Machtey and Young’s construction. A quick analysis shows that the 
corresponding algorithm takes doubly exponential time infinitely often (see Section 
2.1). However, by Theorem 2.2, there exists an algorithm for an s-l-l function for 
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+ taking only time 0(n’f’p4). The paradoxical situation is that, in order to construc- 
tively exhibit an efficient algorithm, one seems to have no other choice than first 
applying Machtey and Young’s construction to obtain (by translation from +- 
programs) a set of $-programs adequate for an efficient construction (like programs p. 
to pz in the proof of Theorem 2.2). 
The following is immediate by Theorems 2.2 and 3.1. 
Corollary 3.4. For all rational q> 1, there exists an acceptable programming system 
with an instance of composition computable everywhere in time Lqn J + kfor some small 
k, but with no instance of composition computable almost everywhere in time rn + k’for 
any constants r<q and k’. 
The construction in our proof of Theorem 3.1 is applicable to any fully time- 
constructible function. Again, however, a truly general result seems hard to express 
without ad hoc definitions. Nevertheless, we have the following corollaries. 
Corollary 3.5. There exists an acceptable programming system with a quadratic-time 
instance of composition but for which computing any instance of s-l -1 requires time 
2”“) in$nitely often. 
Proof (sketch). Modify the proof of the theorem as follows. Make g “pad” its output so 
that 1 g(a, b) 12 (a, b 1’ for all a and b. Also, replace programs t to v in Definition 3.2 by 
tt to vv. Then, in lieu of Lemma 3.3, observe that the length of any meaningful 
program is at least 22r’gm’, where m is the length of its atomic sequence. Indeed, 
consider a weighted parse tree for the program as in Lemma 3.3, in which all leaves 
receive weight 0 except a single leaf that is farthest from the root, which receives 
weight 2, and in which the weight of an internal vertex is given by the squared sum of 
the weights of its children. Clearly, the weight of this tree is at least 2zr1gm’ , and gives 
a lower bound on the length of the program. The corollary follows easily. 0 
Corollary 3.6. There exists an acceptable programming system with a quadratic-time, 
but no linear-time, instance of composition. 
4. An absolute lower bound for composition 
As we mentioned in Section 1.7, if we use max( 1 i(, ljl) as the length of two arguments 
i and j, we obtain n’gq (4 > 2) or n log n (q = 2) as a bound in both Theorem 2.2 and 
Theorem 3.1. It follows from the next proposition that the condition qa2 does not 
affect the generality of these results. 
Proposition 4.1. Suppose c is an instance (not necessarily efictiue) of composition in 
any programming system (not necessarily efictive). Then, there is no r < 2 such that for 
somejxed kand,for all iandj, Ic(i,j)l<rmax(Iil,IjI)+k. 
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Proof. Suppose there exist r<2 and k such that, for all i and j, lc(i,j)l< 
r max( 1 iI, ljl)+ k. Let p. and p1 be programs (in the programming system for which 
c is an instance of composition) for, respectively, 12.22 and Az.22+ 1. Define 
Po={po,pI} and recursively, for na 1, P,=(c(p,q)Ip,q~P,_~}. Note that, for all n, 
for all p, q, p’, q’EP,,, if either p #p’ or q # q’, then c( p, q) and c( p’, q’) are inequivalent 
and, hence, different. (The programs in P,, each append a different bit string of length 
2” to the right of their nonzero arguments.) Thus, card@‘,,) = 22”. 
Now, let lo = max( I p. 1, Ipl I) and define recursively, for n 2 1, 1, = rl,_ 1 + k. By our 
hypothesis on c, it is clear that, for all n, for all PEP,,, I pI <I,. If r# 1, 
I, <(lo + k/(r - 1))r”; otherwise, I, = lo + kn. In any case, for sufficiently large values of 
n, 1, ~2”. This is a contradiction because there are 22” programs in P, and only 22”- ’ 
programs of length less than 2”. 0 
Note that we have not ruled out the possibility of an instance of composition 
c (effective or otherwise) for which lim,,, C~~f~,~~.(~~~~(l~l,IjI)-I~(~,j~l~1=~, or 
even lim,, o. C~~fi+j~,~~~~~~l~l,I~l~-I~~~,~~l~l= co. We do not know whether any 
such instances exist in any programming system. 
5. Concluding remarks and open questions 
The fact that we get a base-2 logarithm in our bounds in Theorems 2.2 and 3.1 
comes from the fact that composition corresponds to composing 2 programs to- 
gether. If we used another control structure corresponding to composing m programs 
together for some m>2, we would get a base-m logarithm. We would also obtain 
a lower bound of m in Proposition 4.1. 
It is also worthwhile noting that, in our proof of Theorem 3.1, we do not use the fact 
that the instance of s-l -1 under consideration is recursive. In other words, the length 
lower bound we obtain applies to the output (i.e., the value) of any instance of s- 1 - 1 in 
the programming system constructed, not just recursive ones. Thus, Theorem 3.1 and 
Corollary 3.5 could be rephrased to express lower bounds on the length of the output 
of arbitrary instances of s-l -1. With some work, we could similarly extend Corolla- 
ries 3.4 and 3.6. In [l 11, we prove results like Theorem 3.1 and Corollary 3.5 in a way 
that makes the corresponding output-length lower bound apply only to efSectiue 
instances of s-l -1. For example, we construct an acceptable programming system 
with an instance of composition computable in time linear with constant q, in which 
computing any effective instance of s- 1 - 1 requires time R(n’ +ig “) infinitely often, but 
in which there exists a nonefictive instance of s-l -1 whose output length is every- 
where linearly related to that of the input. 
Consider the class of effective programming systems with a polynomial-time s-l-l 
function. We argued in Section 1.4 that this class corresponds to the programming 
systems whose programming task is “practically feasible”; it is, therefore, of special 
interest. We established by Theorem 2.2 that any effective programming system with 
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a linear-time composition function is in that class. Is the converse true? Does any 
effective programming system with a polynomial-time s-l-l function necessarily have 
a linear-time composition function? We leave this question open, although we suspect 
the answer to be negative. Note that it is easy to show that the class of effective 
programming systems with a polynomial-time s-l-l function coincides with the class 
GNPtime defined by Hartmanis and Baker [2] (but named GNPtime by Young [23]), 
the class of effective programming systems (Giidel Numberings) into which any other 
effective programming system can be translated via a polynomial-time function. 
An informal open question about Theorems 2.2 and 3.1 is whether these results can 
be generalized elegantly, without resorting to ad hoc definitions. In other words, is 
there a “simple” relation between complexity classes that corresponds atisfactorily to 
the actual complexity interrelationship between composition and s-l-l functions in 
the same programming system? 
A possible avenue for future research would be to try to adapt results of the kind we 
present here to “real-world” semantics, as opposed to the unary partial recursive 
function semantics of programming systems. To our knowledge, no work has yet been 
done in this direction. 
Acknowledgment 
Part of this research was done while the author was at the IRO Department, 
Universite de Montreal. Financial support for this research was provided by FCAR, 
and by Professor Pierre McKenzie through Canada NSERC grant A9979. We thank 
Jim Royer for submitting the problem and for the idea of using constant functions to 
get a lower bound for s- I- 1. We are also indebted to him as well as Pierre McKenzie, 
Gilles Brassard, Mark Fulk, Carl Smith, Paul Young and, most especially, John Case, 
for fruitful and enlightening discussions. We are grateful to Geiia Hahn for the proof 
of Lemma 3.3 presented here, which is simpler than our original proof. Pierre 
McKenzie painstakingly read and commented on many different versions of this 
paper. An anonymous referee made numerous good suggestions for improving the 
presentation of the material. 
References 
[l] J. Hartmanis, A note on natural complete sets and Gddel numberings, Theoret. Comput. Sci. 17 (1982) 
75-89. 
[2] J. Hartmanis and T. Baker, On simple Godel numberings and translations, SIAM J. Comput. 4 (1975) 
l-11. 
[3] J. Hopcroft and J.D. Ullman, Introduction to Automata Theory, Languages and Computation (Ad- 
dison-Wesley, Reading, MA, 1979). 
[4] N.D. Jones, Computer implementation and applications of Kleene’s S-M-~ and recursion theorems, in: 
Y.N. Moschovakis, ed., Logic from Computer Science, Mathematical Sciences Research Institute 
Publications 21 (Springer, Berlin, 1991). 
Composition is almost (but not quite) as good as s-l-l 195 
[S] N.D. Jones, C. Gomard and P. Sestoft, Partial Evaluation and Automatic Program Generation 
(Prentice-Hall, Englewood Clifts, NJ, 1993). 
[6] S. Kurtz, personal communication, 1989. 
[‘I] I.A. Lavrov, Computable numberings, in: R.E. Butts and J. Hintikka, eds., Logic, Foundations of 
Mathematics, and Computability Theory (Reidel, Boston, MA, 1977) 195-206. 
[S] M. Machtey, K. Winklmann and P. Young, Simple Giidel numberings, isomorphisms, and program- 
ming properties, SIAM J. Comput. 7 (1978) 39-60. 
[9] M. Machtey and P. Young, An Introduction to the General Theory of Algorithms (North-Holland, 
Amsterdam, 1978). 
[lo] M. Machtey and P. Young, Remarks on recursion versus diagonalization and exponentially difficult 
problems, J. Comput. System Sci. 22 (1981) 442-453. 
[11] Y. Marcoux, Complexite des relations semantiques dam les systtmes de programmation, Ph.D. 
Thesis, Universiti de Montreal, 1991. Available as “Document de travail #214”, Dep. IRO, Univer- 
site de Montreal, 1992. 
[12] Y. Marcoux, Fully time-constructible real numbers, in preparation. 
[13] G. Riccardi, The independence of control structures in abstract programming systems, Ph.D. Thesis, 
State University of New York at Buffalo, 1980. 
[14] G. Riccardi, The independence of control structures in abstract programming systems. J. Comput. 
System Sci. 22 (1981) 107-143. 
[15] G. Riccardi, The independence of control structures in programmable numberings of the partial 
recursive functions. Z. Math. Logik Grundlagen Math. 48 (1982) 285-296. 
1161 H. Rogers, Godel numberings of the partial recursive functions, J. Symbolic Logic 23 (1958) 331-341. 
[17] Original edition of [18] (McGraw-Hill, New York, 1967). 
[18] H. Rogers, Theory of Recursive Functions and Eflectiue Computability (MIT Press, Cambridge, MA, 
1987). 
[19] J. Royer, A Connotational Theory of Program Structure, Lecture Notes in Computer Science, Vol. 273 
(Springer, Berlin, 1987). 
[20] J. Royer and J. Case, Progressions of relatively succinct programs in subrecursive hierarchies, Tech. 
Report 86-007 Computer Science Dept., Univ. of Chicago, 1986. 
[21] J. Royer and J. Case, Subrecursive systems: complexity&succinctness, unpublished manuscript, 1993. 
[22] J. Stoy, Denotational Semantics: The Scott-Strachey Approach to Programming Language Theory (MIT 
Press, Cambridge, MA, 1977). 
[23] P. Young, Juris Hartmanis: fundamental contributions to isomorphism problems, in: A. Selman, ed., 
Complexity Theory Retrospective (Springer, Berlin, 1990) 28-58. 
