This article addresses the problem of robust stability of piecewise affine (PWA) uncertain systems with unknown time-varying delay in the state. It is assumed that the uncertainty is norm bounded and that upper bounds on the state delay and its rate of change are available. A set of linear matrix inequalities (LMIs) is derived providing sufficient conditions for the stability of the system. These conditions depend on the upper bound of the delay. The main contributions of the article are as follows. First, new delay-dependent LMI conditions are derived for the stability of PWA time-delay systems. Second, the stability conditions are extended to the case of uncertain PWA time delay systems. Numerical examples are presented to show the effectiveness of the approach.
Introduction
Continuous-time piecewise affine (PWA) systems have attracted considerable interest in the control literature in recent years (Hassibi and Boyd 1998; Johansson 2003; Rodrigues and How 2003; Kulkarni, Jun, and Hespanha 2004; Rodrigues 2004; Rodrigues and Boyd 2005; Rodrigues and Boukas 2006) . Theory of PWA systems has found important applications in CPU processing control (Azuma and Imura 2003) , boost DC-DC converters (Beccuti, Papafotiou, and Morari 2005) and aerospace (Wei, Rodrigues, and Gordon 2006) , to name only a few. In brief, a PWA system consists of a set of affine subsystems (representing different operating conditions of a system, or an approximation of a complex non-linear system) and a switching law that enables switching between different subsystems. It is to be noted that switching is also used in control to stabilise and regulate highly uncertain systems Davison 2003, 2007; Momeni and Aghdam 2007; Tousi, Karuei, Hashtrudi-Zad, and Aghdam 2008) .
On the other hand, many practical systems are subject to input and/or state delay. Examples of time delay systems include power systems (Bibian and Jin 2000) and communication networks (Zhang, Branicky, and Phillips 2001) . It is known that time delay can cause poor performance or even instability if its effect is neglected in control design. The existing results for robust stability of time delay systems can be categorised as delay-independent and delay-dependent results.
Different delay-independent robust stability criteria have been developed in Verriest, Fan, and Kullstam (1993) and Wang, Chen, and Lin (1987) . Delayindependent stability results are conservative in general because they do not take into account any available information on the delay. Delay-dependent approaches for the systems subject to parameter uncertainty, on the other hand, are investigated in Su (1994) , Han and Gu (2001) , Fridman and Shaked (2003) , Lin and Lee (2006) , Parlakci (2006) . Stability analysis for switched systems with time delay is provided in Sun, Wong, and Xie (2006b) , Zhai, Sun, Chen, and Anthony (2003) , Sun, Zhao, and Hill (2006a) . In Sun et al. (2006b) , a common Lyapunov functional is used for robust stability analysis of switched uncertain time delay systems with arbitrary switching. However, stability analysis using a common quadratic Lyapunov function is typically conservative. In Sun et al. (2006a) , sufficient conditions for exponential stability of linear time delay systems with a class of switching signals is developed. To the best of the knowledge of the authors, the stability problem for PWA time delay systems has only been addressed in Kulkarni et al. (2004) , where a piecewise quadratic Lyapunov function is used to derive linear matrix inequalities (LMIs) for stability analysis following the approach of Johansson (2003) . However, the important and practically relevant case of robust stability of PWA time delay systems in presence of parametric uncertainty has not been considered in Kulkarni et al. (2004) . Furthermore, the affine term of the dynamics did not have a delay in that paper.
Based on the considerations of the previous paragraph, PWA uncertain systems with unknown time delay are investigated in this article, and LMI-based conditions for asymptotic stability are derived following the approach of Rodrigues and How (2003) . It is assumed that the parameter uncertainties are norm bounded and that upper bounds on the time-varying delay and its rate of change are given. In order to reduce the conservativeness of the results, piecewise quadratic Lyapunov functions are employed for stability analysis. The main contributions of this work are as follows. First, new delay-dependent LMI conditions are derived for the stability of PWA time delay systems. Second, the stability conditions are extended to the case of uncertain PWA time delay systems.
This article is organised as follows. The problem statement and formulation are given in x 2. The main result of this article is provided in x 3, followed by robustness analysis in x 4. Simulation results are presented in x 5. Finally, some concluding remarks are drawn in x 6.
Problem formulation
Consider an uncertain PWA system with time delay described as
where A i , A di 2 R nÂn , a i , b i 2 R n , and {X i } R n form a partition of the state space into a number of open (possibly unbounded) polyhedral cells with pairwise empty intersection. The index set of the cells is denoted by I ¼ {1, . . . , M}. The set of cells that include the origin is denoted by I 0 I, and its complement is represented by
In addition, ÁA i , ÁA di , Áa i and Áb i are norm-bounded uncertainties which will be defined later. Furthermore, 1(t) is the step function. In (1), (t) is a positive time-varying delay such that
where h and d are known positive. Assume that the initial condition is xðÞ ¼ ðÞ, 2 ½Àh, 0
for the system (1) such that () is a differentiable vector-valued function on [Àh, 0], h40. Assume also that x(t) is a continuous piecewise C 1 function of time. Following Johansson (2003) and Rodrigues and How (2003) , the state space is partitioned based on x(t) such that x(t) 2 S X i as follows. Let "
Let N i denote the set of neighbouring cells that share a common facet with the cell X i . The facet boundary between the cells X i and X k is contained in the set fx 2 R n j c T ik xðtÞ À d ik ¼ 0g, where c ik 2 R n , d ik 2 R, for all i 2 I, k 2 N i . Moreover, we use a parametric description of the boundaries as follows:
for all i 2 I, k 2 N i , where F ik 2 R nÂ(nÀ1) is a full rank matrix whose columns span the null space of c T ik and l ik 2 R n is given by l ik ¼ c ik ðc T ik c ik Þ À1 d ik . The main objective of this article is to determine a set of computationally tractable conditions under which (1) is asymptotically stable. In the next section, a Lyapunov functional will be introduced to determine the stability of PWA systems.
Nominal analysis
In this section, sufficient LMI conditions will be established for the stability of (1) without uncertainties. These conditions will then be extended to the systems with uncertainties in x 4. To proceed further, we define the following matrices and sets:
Note that system (1) without uncertainties can be rewritten as follows:
where " xðtÞ ¼ ½x T ðtÞ, 1 T and x(t) 2 X i . We use the expression
Hence, considering (6), Equation (5) can be rewritten as
Note that j(s) in (7) is a piecewise constant function which represents the index of the matrices " A jðsÞ 2 " A, " b jðsÞ 2 " B, " A djðsÞ 2 " A d at time s. In order to proceed further, the following well-known lemma is borrowed from Wang, Xie, and de Souza (1992) .
Lemma 1: For any vectors or matrices z and y with appropriate dimensions and any symmetric matrix P40, the following inequalities are satisfied:
Proof: See Wang et al. (1992) .
The following theorem presents sufficient conditions for the stability of the PWA system (5).
Theorem 1: Consider symmetric matrices " U i , U i and " W i , W i with non-negative entries, and for any fixed i 2 I 0 and for all A j 2 A, b j 2 B, a j 2 E, A dj 2 A d , such that
where
Furthermore, for any fixed i 2 I 1 and for all "
A d , let the following inequalities hold:
For all i 2 I and k 2 N i , let
where "
Under conditions (2), (3) and (9)-(18), every piecewise C 1 trajectory x(t), governed by (5) for t ! 0, tends to zero asymptotically in the absence of sliding modes.
Proof: Define the candidate Lyapunov-Krasovsky functional
where, for x(t) 2 X i , i 2 I 1 ,
The conditions that guarantee the continuity of the Lyapunov function at the boundaries are given in 18(a-c), and can be obtained using the same approach as the one in Rodrigues and How (2003) . Note that the candidate Lyapunov functional is positive definite because of (16) and (13). Applying the Leibnitz integral rule and using (2), the derivative of this Lyapunov functional is
Substituting (7) in (21) leads to
Now, considering positive-definite matrices " M ki , k ¼ 1, 2, i 2 I 1 using Lemma 1 and the inequalities (2),
Note that from (2), there always exists a symmetric positive semi-definite matrix "
Define now "
Then by adding inequality (24) to the right-hand side of (23) and considering 25(a-c), one can write the following for x(t) 2 X i , i 2 I 1 :
where " ðt, ðtÞÞ ¼ ½ "
x T ðtÞ, "
x T ðt À ðtÞÞ T and " ðt, s, ðsÞÞ ¼ ½ " x T ðtÞ, "
x T ðsÞ, "
x T ðs À ðsÞÞ T . Note that (14) and (16) imply
using the Schur complement, where~"
E i , 0, and " U i has only non-negative entries. Note also that from (3), the inequality " E i " xðtÞ ! 0 holds for x(t) 2 X i . This leads tõ " E i " ! 0, 8xðtÞ 2 X i , i 2 I 1 and consequently it follows that
Therefore, the relations (3), (16) and (14) imply " T ðÁÞ " Z i " ðÁÞ 5 0, for all x(t) 2 X i , i 2 I 1 . Furthermore, (15) implies " Y jðsÞ 0 and from (26), _ " V i 5 0, x(t) 2 X i , i 2 I 1 . A similar procedure can be repeated for the case when the switching index belongs to I 0 leading to (9)-(11) and _ V i 5 0, x(t) 2 X i , i 2 I 0 . Thus, the system is asymptotically stable. oe
Remark 1: Theorem 1 assumes the absence of sliding modes. To avoid sliding modes at the boundaries the following conditions can be added. Let the set fx 2 R n j ik ¼ c T ik x À d ik ¼ 0g denote the sliding surface between the cells X i and X k . According to Rodrigues and How (2003) , _ ik must be continuous across the boundary described in (4), which yields
for all s 2 R nÀ1 , k 2 N i . The above equation can be rewritten as follows:
Remark 2: Using a procedure similar to the one presented here, one can apply the results of Mondie and Kharitonov (2005) and define the following Lyapunov-Krasovsky functional:
to obtain the LMIs that determine the exponential stability of the system (5). It is to be noted that exponential stability is stronger than asymptotic stability, at the cost of more conservative LMIs.
Robustness analysis
Consider now the system (1) and define the matrices
Let kÁk denote the 2-norm. The following bounds are assumed to be given for the norm of relevant matrices:
The following theorem presents sufficient conditions for the stability of uncertain PWA systems described by (1).
Theorem 2: Consider symmetric matrices " U i , U i and " W i , W i with non-negative entries. Then, the uncertain PWA time delay system (1) is asymptotically stable in the absence of sliding modes, if (11), (16), (13) and 18(a-c) hold, and there exist positive definite matrices L ki , k ¼ 1, . . . , 10, " L ki , k ¼ 1, . . . , 9, M 1i , i 2 I 0 and " M pi , p ¼ 1, 2, i 2 I 1 such that for any fixed i 2 I 0 and for all A j 2 A, b j 2 B, a j 2 E, A dj 2 A d hQ i hP 
In addition, let the following LMIs hold :
S 2 À ð1 À dÞ " R 6 4 3 7 7 7 7 7 7 7 7 7 7 7 7 5 5 0
for any fixed i 2 I 1 and for all "
where the following inequalities are satisfied: L ki 4 0, L ki À L ki I 4 0, k ¼ 1, 3, 4, 6, 7 , . . . , 10 8i 2 I 0 ð36Þ " " L ki 4 0, " L ki À " " L ki I 4 0, k ¼ 1, 3, 4, 6, 7, 8, 9 8i 2 I 1 ð37Þ
X ki 4 0, X ki I À X ki 5 0, k ¼ 1 and 2 8i 2 I 0
" " X ki 4 0, " " X ki I À " X ki 5 0, k ¼ 1 and 2 8i 2 I 1
! (note that H 0 i and " H 0 i are defined in (12) and (17), respectively).
Proof: The proof follows the steps of the proof of Theorem 1, after replacing " h " 
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The objective now is to find upper bounds to all terms of (40). Defining positive definite matrices " L 7i , " L 8i , a positive constant " l 1i and using Lemma 1 yields 2 " x T ðtÞ "
Considering the fact that, À1 min ð " L ki Þ ¼ max ð " L À1 ki Þ, k ¼ 1, . . . , 9, and k "
x T ðtÞ " P i k 2 ¼ " x T ðtÞ " P i " P i " xðtÞ, expression (41) can be rewritten as 2 " x T ðtÞ "
Defining positive definite matrices " L ki , k ¼ 1, 3, 4, 6, 9, positive constants " l mi , m ¼ 2, 3 and following the same procedure as stated above, it can be shown that À 2 "
x T ðtÞ "
À 2 " x T ðtÞ "
If (35) is verified then there exist positive definite matrices " X 1i , " L 2i and " X 2i , " L 5i such that (Da, Cheng, and Tang 2000) "
Using (51), and the fact that max ð "
Finally, applying the above argument to the last term of (40) and using (51) leads to
Hence, substituting (42)- (49), (52) and (53) in (40) yields
On the other hand, it is known that
Inequalities (37) and (39) imply that one can find positive constants " L " ki and " " X pi such that (Mondie and Kharitonov 2005) " " L ki I À " L ki 5 0, " " X pi I À " X pi 5 0
where k ¼ 1, 3, 4, 6, 7, 8, 9 and p ¼ 1, 2 . This implies that " " L ki 5 min ð " L ki Þ and " " X pi 5 min ð " X pi Þ. Let us denote
Therefore, from (54), (55) and 57(a-d) one can write
Similar to the proof of Theorem 1, note that inequality (34) implies
using the Schur complement, where~" U i and~" E i are defined in Theorem 1. Note also that (28) and (34) imply " T ðÁÞð " Z i þ " ÀÞ " ðÁÞ 5 0, x(t) 2 X i , i 2 I 1 . Furthermore, (33) implies " Y jðsÞ þ " 0 and from (58), _ " V i 5 0, x(t) 2 X i , i 2 I 1 . A similar procedure can be repeated for the case when the switching index belongs to I 0 leading to (30)-(32) and _ V i 5 0, x(t) 2 X i , i 2 I 0 . Thus, the system is asymptotic stable following the argument of Theorem 1. oe
Remark 3: Extension of the results of Theorem 2 to PWA time delay systems with the following dynamics:
where 0 5 l h l , _ l ðtÞ d l 5 1, A di l 2 R nÂn , l (t) 2 R þ is straightforward and is not developed in this article due to space constraints.
Numerical examples
In this section, four examples are provided to show the effectiveness of the proposed approach.
Example 1: In this example, the stability of a time delay system is investigated and it is shown that while the LMIs proposed in Kulkarni et al. (2004) are infeasible, the ones introduced in this article are quite effective. Consider the piecewise linear time delay system _ xðtÞ ¼ A i xðtÞ þ A di xðt À Þ with the system matrices given by
! and let the cell partition be
One can verify that using the LMIs proposed in Kulkarni et al. (2004) , stability of the system is guaranteed only for time delays 50.005, which is a very small margin. However, the LMIs derived in Theorem 1 ensure the stability for time delays as large as h ¼ 10 5 . This does not prove that our method is less conservative in general but it is for this example.
Example 2: Consider the piecewise linear time delay system _ xðtÞ ¼ A i xðtÞ þ A di xðt À Þ, with the same cell partition as in (60), and the system matrices given by It can be verified by simulations that the system is unstable for max ¼ 0.031. This indicates that the result obtained in this example using the approach proposed for systems with no uncertainty is not too conservative. Assume now that the matrices A i and A di (i ¼ 1, . . . , 4) are subject to uncertainty. It can be verified that for jÁA i k 0.1 and kÁA di k 0.1 (i ¼ 1, . . . , 4) the LMIs given in Theorem 2 are feasible for time delays less than or equal to h ¼ 0.024.
Example 3: In Figure 1 , a water tank and a pipe with the length of L are shown. In this example, a nonlinear model of a water tank is considered as follows (Franklin, Powell, and Emami-Naeini 2002) :
where ¼ 1000 kg m À3 , g ¼ 9:8 m s À2 , A ¼ 10 m 2 and R ¼ 11:3882 m À½ kg À½ . The output pipe diameter of the water tank is assumed to be D ¼ 0.2 m. The pipe length L causes a delay for the input water to drop to the tank. It is desired to keep the level of water inside the tank at x ¼ 0.5 m. To this end, a PWA model of the above non-linear system around two points, x 0 ¼ 0.25 and x 0 ¼ 0.75, is obtained: 
where kÁa 1 k 0.04 and kÁA 2 k 0.01 represent a bound on the approximation error due to the linearisation, and can be treated as uncertainties. Assume a control input of the form u in ðtÞ ¼ A À0:11 1ðtÞ À 0:2ðxðtÞ À 0:5 1ðtÞÞ ½ , 0 5 xðtÞ 5 0:5 
