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Bounds on some monotonic topological indices of bipartite
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Abstract
Let I(G) be a topological index of a graph. If I(G + e) < I(G) (or I(G + e) > I(G), respectively) for each edge
e 6∈ G, then I(G) is monotonically decreasing (or increasing, respectively) with the addition of edges. In this
article, we present lower or upper bounds for some monotonic topological indices, including the Wiener index, the
hyper-Wiener index, the Harary index, the connective eccentricity index, the eccentricity distance sum of bipartite
graphs in terms of the number of cut edges, and characterize the corresponding extremal graphs, respectively.
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1. Introduction
Let G be a simple connected graph with vertex set V (G) and edge set E(G). For a vertex u ∈ V (G), denote by
NG(u) the neighborhood of u in G and by dG(u) = |NG(u)| the degree of u in G. A vertex of G is called pendent
if it has degree 1, and the edge incident with a pendent vertex is a pendent edge. For vertices u, v ∈ V (G), the
distance dG(u, v) is defined as the length of a shortest path between u and v in G. The eccentricity εG(u) of a5
vertex u is the maximum distance from u to any other vertex, i.e., εG(u) = max{dG(u, v)|v ∈ V (G)}. A cut edge
is an edge whose deletion increases the number of connected components. As usual, let Sn and Kn be a star and a
complete graph with n vertices, respectively.
A graph is bipartite if its vertex set can be partitioned into two subsets X and Y so that every edge has one
end in X and one end in Y ; such a partition (X,Y ) is called a bipartition of the graph, and X and Y its parts.10
We denote a bipartite graph G with bipartition (X,Y ) by G[X,Y ]. If G[X,Y ] is simple and every vertex in X is
joined to every vertex in Y , then G is called a complete bipartite graph, which is denoted by Ks,t, where s = |X |
and t = |Y |.
Topological indices are numerical parameters of a (molecular) graph which characterize its topology and are
usually graph invariants. They have been used for examining quantitative structure-activity relationships (QSARs)15
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extensively in which the biological activity or other properties of molecules are correlated with their chemical
structure. Thousands of topological indices have been developed describing structural, physicochemical properties
or biological activity of molecular graphs.
It is well known that many important topological indices have the monotonicity [1, 2, 11], i.e., they decrease (or
increase, respectively) with addition of edges, including the Wiener index, the Kirchhoff index, the Hosoya index,20
the Estrada index, the Zagreb index etc.
In recent years, many literatures have been involved in the research of the extremal values of some topological
indices in terms of graph structure parameters. Among all the connected graphs with n and k cut edges, Hua [5]
determined the minimal value of the Wiener index, and Xu and Trinajstic´ [12] characterized the minimal graph
with respect to the hyper-Wiener index and the maximal one with respect to the Harary index. Hua et al. [6]25
characterized the graphs with the minimum eccentricity distance sum within all connected graphs on n vertices with
k cut edges and all graphs on n vertices with edge-connectivity k, respectively. In fact, all these indices in these
literatures above are monotonic. In light of the monotonicity, the present authors [11] determined the extremal
values of some monotonic topological indices in terms of the number of cut vertices, or number of cut edges, or
the vertex connectivity, or the edge connectivity of a graph. In [2], the authors determined the extremal values of30
some monotonic topological indices in graphs with a given vertex bipartiteness. In [1], the authors determined the
extremal values of some monotonic topological indices in all bipartite graphs with a given matching number.
Motivated from the above results, it is natural to consider these extremal problems from the class of general
connected graphs to the bipartite graphs, and it is interesting to give a unified approach to these extremal problems.
In this paper, we focus on some monotonic topological indices of bipartite graphs with a given number of cut edges.35
2. Basic properties
We consider the effect edge addition (or deletion) on topological indices.
Let I(G) be a topological index of a graph. If I(G+ e) < I(G) (or I(G+ e) > I(G), resp.) for each edge e 6∈ G,
then I(G) is monotonically decreasing (or increasing, respectively) with the addition of edges.
This property is shared by many important topological indices. For example, the Wiener index, the Kirchhoff40
index, the eccentricity distance sum and the Merrifield-Simmons index are monotonically decreasing with the
addition of edges, and the Zagreb index, the Hosoya index, the Estrada index and the ABC index are monotonically
increasing with the addition of edges.
It obvious that the complete graph Kn possess the maximum value for the monotonically increasing topological
indices and the minimum value for the monotonically decreasing topological indices among all connected graphs45
with n vertices.
Proposition 2.1. Let G be a bipartite graph with the minimal I-value for the monotonically decreasing topological
index I (or, the maximal I-value for the monotonically increasing topological index I) among all bipartite graphs
with n vertices and k cut edges e1, e2, · · · , ek. Then each component of G− {e1, e2, · · · , ek} is a complete bipartite
graph or a single vertex.50
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Proof. Without loss of generality, we assume that I is a monotonically decreasing topological index. Let G be a
connected bipartite graph with the minimal I-value among all the bipartite graphs with n vertices and k cut edges
e1, e2, · · · , ek. If there is a non-trivial component H (with at least four vertices) of G−{e1, e2, · · · , ek} such that H
is not a complete bipartite graph, then, by adding an edge e between a pair of vertices which come from different
partitions in H , we can obtain a new bipartite graph G + e with n vertices and k cut edges e1, e2, · · · , ek, and55
I(G+ e) < I(G), a contradiction. 
Proposition 2.1 describes a common structural characteristic of the extremal graphs for monotonic topological
indices over all bipartite graphs with n vertices and k cut edges.
3. Bounds on some topological indices of bipartite graphs with k cut edges
In this section, we will give some bounds on the Wiener index, the hyper-Wiener index, the Harary index, the60
connective eccentricity index and the eccentricity distance sum of bipartite graphs with a given number of cut edges.
The Wiener index [10] is one of the most used topological indices with high correlation with many physical and
chemical of molecular compounds. The Wiener index of a graph G, denoted by W (G), is defined as the sum of all
distances between any two vertices in G, that is
W (G) =
∑
{u,v}⊆V (G)
dG(u, v).
The hyper-Wiener index of a graph G, denoted by WW (G), was first introduced by Randic´ [9] and defined as
WW (G) =
1
2
∑
{u,v}⊆V (G)
[dG(u, v) + dG(u, v)
2].
The Harary index of a graph G, denoted by H(G), has been introduced independently by Plavs˘ic´ et al. [8] and
Ivanciuc et al. [7] in 1993 for the characterization of molecular graphs. In contrast with the Wiener index, the
Harary index is defined as
H(G) =
∑
{u,v}⊆V (G)
1
dG(u, v)
.
The connective eccentricity index (CEI), as a novel, adjacency-cum-path length based, topological descriptor,
was introduced by Gupta et al. [3] in 2000, and is defined as
ξce(G) =
∑
uv∈E(G)
(
1
εG(u)
+
1
εG(v)
)
=
∑
u∈V (G)
dG(u)
εG(u)
.
The eccentricity distance sum (EDS) [4] of a graph G is defined as
ξd(G) =
∑
{u,v}⊆V (G)
[
εG(u) + εG(v)
]
dG(u, v) =
∑
u∈V (G)
εG(u)DG(u),
where DG(u) =
∑
v∈V (G) dG(u, v).
The following lemma is the direct consequence of the definitions above.
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Lemma 3.1. Let G be a connected graph of order n and not isomorphic to complete graph Kn, and e /∈ E(G).
Then (i) W (G + e) < W (G); (ii) WW (G + e) < WW (G); (iii) H(G + e) > H(G); (iv) ξce(G + e) > ξce(G); (v)65
ξd(G+ e) < ξd(G).
G1 G2 G1 G2u w u
w
Figure 1: Graphs G (left) and G′ (right) in Lemma 3.2.
Lemma 3.2. If G is the graph obtained from G1 ∪ G2 by adding an edge uw, where G1 and G2 are two disjoint
connected graphs of order at least 2 with u ∈ V (G1) and w ∈ V (G2), and G
′ is the graph obtained from G1 ∪G2 by
identifying u and w to a new vertex (say, u) and adding a pendent edge (say, uw without confusion), see Figure 1.
Then (i) [5] W (G′) < W (G); (ii) [12] WW (G′) < WW (G); (iii) [12] H(G′) > H(G); (iv) [13] ξce(G′) > ξce(G);70
(v) [6] ξd(G′) < ξd(G).
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · · · · · · · ·
· · ·
u
u1 u2 ua
v
· · ·
v1 v2 vb
u v
v1 vbu1 ua
· · · · · ·
Figure 2: Graphs G (left) and G′ (right) in Lemma 3.3.
Lemma 3.3. Let G be a bipartite graph obtained from a complete bipartite graph Ks,t by attaching some pendent
vertices. If u and v are two vertices belonged to the same part of Ks,t, a pendent vertices u1, u2, · · · , ua are attached
to the vertex u and b pendent vertices v1, v2, · · · , vb are attached to the vertex v, G
′ = G − {uu1, uu2, · · · , uua} +
{vu1, vu2, · · · , vua}, see Figure 2. Then (i) W (G
′) < W (G); (ii) WW (G′) < WW (G); (iii) H(G′) > H(G); (iv)75
ξce(G′) ≥ ξce(G); (v) ξd(G′) < ξd(G).
Proof. Firstly, for the Wiener index, we have
W (G′)−W (G) =
a∑
i=1
[
dG′(ui, u)− dG(ui, u)
]
+
a∑
i=1
[
dG′(ui, v)− dG(ui, v)
]
+
a∑
i=1
b∑
j=1
[
dG′(ui, vj)− dG(ui, vj)
]
=2a− 2a− 2ab
=− 2ab < 0.
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Similarly, one can obtain that WW (G′)−WW (G) = −7ab < 0 and H(G′)−H(G) = ab4 > 0.
Next, for the connective eccentricity index, we have the following two cases to consider.
Case I. εG′(ui) = εG(ui)−1 for i = 1, 2, · · · , a. Then no other vertices in the same part of u and v are attached
by a pendent vertex.80
Assume that dG′(u) = d, then dG(u) = a + d and dG′(v) = dG(v) + a = a + b + d. Moreover, εG′(ui) =
εG(ui)− 1 = 3 for i = 1, 2, · · · , a and εG′(vj) = εG(vj)− 1 = 3 for j = 1, 2, · · · , b. We have
ξce(G′)− ξce(G) =
dG′(u)
εG′(u)
−
dG(u)
εG(u)
+
dG′(v)
εG′(v)
−
dG(v)
εG(v)
+
a∑
i=1
(
dG′(ui)
εG′(ui)
−
dG(ui)
εG(ui)
)
+
b∑
j=1
(
dG′(vj)
εG′(vj)
−
dG(vj)
εG(vj)
)
=
(
d
3
−
a+ d
3
)
+
(
a+ b+ d
3
−
b+ d
3
)
+
(
1
3
−
1
4
)
a+
(
1
3
−
1
4
)
b
=
a+ b
12
> 0.
Case II. εG′(ui) = εG(ui) for i = 1, 2, · · · , a. Then there are other vertices in the same part of u and v also
attached by a pendent vertex, and εG′(ui) = εG(ui) = 4 for i = 1, 2, · · · , a.
In this case, the eccentricity of all the vertices are unchanged. Let dG′(u) = d. Then dG(u) − a = dG′(u),
dG(v) + a = dG′(v) and the degrees of other vertices remain unchanged. We have
ξce(G′)− ξce(G) =
dG′(u)
εG′(u)
−
dG(u)
εG(u)
+
dG′(v)
εG′(v)
−
dG(v)
εG(v)
=
d
3
−
d+ a
3
+
b+ d
3
−
a+ b+ d
3
= 0.
Remark. For the graph G above, if there are at least three vertices in the same part of u and v attached by a
pendent vertex, then we can obtain a graphG′ such that there are exactly two vertices u and v attached by a pendent
vertex by Case II and ξce(G′) = ξce(G). Moreover, we can obtain another graph G′′ such that ξce(G′′) > ξce(G)85
by Case I. So, if there are at least three vertices in the same part of G, then we can always obtain a graph G′′
such that ξce(G′′) > ξce(G).
Finally, for the eccentricity distance sum index, we also have the following two cases to consider.
Case I. εG′(ui) = εG(ui)− 1 for i = 1, 2, · · · , a.
Note that εG′(ui) = εG(ui) − 1 = 3 for i = 1, 2, · · · , a and εG′(vj) = εG(vj) − 1 = 3 for j = 1, 2, · · · , b. And it
is easy to check that DG′(u) = DG(u) + 2a, DG′(v) = DG(v) − 2a, DG′(ui) = DG(ui) − 2b for i = 1, 2, · · · , a and
DG′(vj) = DG(vj)− 2a for j = 1, 2, · · · , b. Then
ξd(G′)− ξd(G) =
[
εG′(u)DG′(u)− εG(u)DG(u)
]
+
[
εG′(v)DG′(v)− εG(v)DG(v)
]
+
a∑
i=1
[
εG′(ui)DG′(ui)− εG(ui)DG(ui)
]
+
b∑
j=1
[εG′(vj)DG′(vj)− εG(vj)DG(vj)]
=6a− 6a+
a∑
i=1
[
3DG′(ui)− 4DG(ui)
]
+
b∑
j=1
[
3DG′(vj)− 4DG(vj)
]
<
a∑
i=1
[
3DG′(ui)− 3DG(ui)
]
+
b∑
j=1
[
3DG′(vj)− 3DG(vj)
]
=− 12ab < 0.
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Case II. εG′(ui) = εG(ui) for i = 1, 2, · · · , a.90
In this case, the eccentricity of all the vertices are unchanged. Moreover, DG′(u) = DG(u) + 2a, DG′(v) =
DG(v)− 2a, DG′(ui) = DG(ui)− 2b for i = 1, 2, · · · , a and DG′(vj) = DG(vj)− 2a for j = 1, 2, · · · , b. Then
ξd(G′)− ξd(G) =[3DG′(u)− 3DG(u)] + [3DG′(v) − 3DG(v)] +
a∑
i=1
[4DG′(ui)− 4DG(ui)]
+
b∑
j=1
[4DG′(vj)− 4DG(vj)]
=6a− 6a− 8ab− 8ab
=− 16ab < 0.
This completes the proof. 
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Figure 3: Graphs G (left) and G′ (right) in Lemma 3.4.
Lemma 3.4. Let G be the bipartite graph arisen from Ks,t by attaching a pendent vertices to xp and b pendent
vertices to yq, where the vertex xp belongs to the part with the cardinality s, the vertex yq belongs to the part with
the cardinality t of Ks,t and s ≤ t. G
′ = G− {yqu1, yqu2, · · · , yqub} + {xpu1, xpu2, · · · , xpub}, see Figure 3. Then
(i) W (G′) < W (G); (ii) WW (G′) < WW (G); (iii) H(G′) > H(G); (iv) ξce(G′) > ξce(G); (v) ξd(G′) < ξd(G).95
Proof. Firstly, by the definition of the Wiener index, we have
W (G′)−W (G) =
b∑
j=1
a∑
i=1
[dG′(uj , wi)− dG(uj, wi)] +
b∑
j=1
s∑
k=1
[dG′(uj , xk)− dG(uj , xk)]
+
b∑
j=1
t∑
k=1
[dG′(uj, yk)− dG(uj, yk)]
=− ab+ [b(s− 1)− 1] + [1− b(t− 1)]
<b(s− t) ≤ 0.
Analogously, it is easy to derive that WW (G′)−WW (G) < 0 and H(G′)−H(G) > 0.
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Next, for the connective eccentricity index, we have
ξce(G′)− ξce(G) =
dG′(xp)
εG′(xp)
−
dG(xp)
εG(xp)
+
dG′(yq)
εG′(yq)
−
dG(yq)
εG(yq)
+
∑
1≤k≤t,k 6=q
(
dG′(yk)
εG′(yk)
−
dG(yk)
εG(yk)
)
=
a+ b+ t
2
−
a+ t
2
+
s
2
−
b + s
2
+
∑
1≤k≤t,k 6=q
(s
2
−
s
3
)
=
s(t− 1)
6
> 0.
Finally, it is easy to verify that DG′(xp) = DG(xp) − b, DG′(yq) = DG(yq) + b, DG′(wi) = DG(wi) − b for
i = 1, 2, · · · , a and DG′(uj) = DG(uj) − a + s − t for j = 1, 2, · · · , b. In addition, DG′(xk) = DG(xk) + b for
1 ≤ k ≤ s and k 6= p, DG′(yk) = DG(yk)− b for 1 ≤ k ≤ t and k 6= q. Hence, this gives
ξd(G′)− ξd(G) =
a∑
i=1
[3DG′(wi)− 3DG(wi)] +
b∑
j=1
[3DG′(uj)− 3DG(uj)] + [2DG′(xp)− 2DG(xp)]
+
∑
1≤k≤s,k 6=p
[3DG′(xk)− 3DG(xk)] + [2DG′(yq)− 2DG(yq)] +
∑
1≤k≤t,k 6=q
[2DG′(yk)− 3DG(yk)]
<− 3ab+ 3b(s− t− a)− 2b+ 3b(s− 1) + 2b− 3b(t− 1)
=− 6ab+ 6b(s− t) < 0.
This completes the proof. 
· · · · · ·
· · · · · ·· · ·
x
k n− k − x
Figure 4: The bipartite graph Bk(x, n− k − x).
Let Bk(x, n− k − x) denote the bipartite graph arisen by attaching k pendent vertices to a vertex with degree
n− k − x in Kx,n−k−x, where x, k and n are positive integers and 2 ≤ x ≤ n− k − x, see Figure 4.
Theorem 3.5. Let G be a connected bipartite graph with n ≥ 5 vertices and k cut edges.100
(i) If k = n− 1, then W (G) = n(n−1)2 and the graph G is Sn;
(ii) If n−42 ≤ k ≤ n− 4, then W (G) ≥ n
2 − 3n+ 2k + 4 with equality if and only if G ∼= Bk(2, n− k − 2);
(iii) If 1 ≤ k < n−42 and n is odd, then W (G) ≥
3n2+1
4 + kn − k
2 − 2k − n with equality if and only if G ∼=
Bk(
n−2k−1
2 ,
n+1
2 ) or G
∼= Bk(
n−2k+1
2 ,
n−1
2 );
(iv) If 1 ≤ k < n−42 and n is even, then W (G) ≥
3n2
4 +kn−k
2−2k−n with equality if and only if G ∼= Bk(
n−2k
2 ,
n
2 ).105
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Proof. If k = n− 1, the unique bipartite graph is Sn, and W (Sn) =
n(n−1)
2 , as desired.
Note that k 6= n − 2 and k 6= n − 3 for any bipartite graph. In the following, we only need to consider
1 ≤ k ≤ n − 4. Let G be a bipartite graph with the minimum Wiener index among all bipartite graphs with n
vertices and k cut edges e1, e2, · · · , ek. By Lemma 2 and Proposition 1, each component of G − {e1, e2, · · · , ek}
is a complete bipartite graph or a single vertex. By Lemma 3, all of its cut edges must be pendent edges. It is
evident that the vertices, except all its pendent vertices, form a complete bipartite graph by using Lemma 2 again.
Moreover, we can confirm that all these pendent edges are attached to the same vertex (i.e., G ∼= Bk(x, n− k − x),
where 2 ≤ x ≤ n− k − x) from Lemma 4 and Lemma 5. And
W (Bk(x, n− k − x)) = f(x) = x
2 + (2k − n)x+ n2 − n− 2k.
If n−42 ≤ k ≤ n− 4, then by the fact 2 ≤ x ≤ n− k − x, we have
W (G) ≥ f(2) = n2 − 3n+ 2k + 4
with equality if and only if G ∼= Bk(2, n− k − 2).
If 1 ≤ k < n−42 , then
min f(x) =


f(n−2k−12 ) = f(
n−2k+1
2 ), if n is odd;
f(n−2k2 ), if n is even.
Therefore, we have (1) W (G) ≥ f(n−2k−12 ) = f(
n−2k+1
2 ) =
3n2+1
4 + kn − k
2 − 2k − n for odd n, with equality if
and only if G ∼= Bk(
n−2k−1
2 ,
n+1
2 ) or G
∼= Bk(
n−2k+1
2 ,
n−1
2 ); and (2) W (G) ≥ f(
n−2k
2 ) =
3n2
4 + kn− k
2− 2k−n for
even n, with equality if and only if G ∼= Bk(
n−2k
2 ,
n
2 ).110
This completes the proof. 
Theorem 3.6. Let G be a connected bipartite graph with n ≥ 5 vertices and k cut edges.
(i) If k = n− 1, then WW (G) = (n−1)(3n−4)2 and the graph G is Sn;
(ii) If 2n−85 ≤ k ≤ n− 4, then WW (G) ≤
3n2−11n
2 + 5k + 8 with equality if and only if G
∼= Bk(2, n− k − 2);
(iii) If 1 ≤ k < 2n−85 and n− 5k ≡ 0 (mod 4), then WW (G) ≤ n
2+ 52kn−
3
2n− 5k−
25k2
8 with equality if and only115
if G ∼= Bk(
2n−5k
4 ,
2n+k
4 );
(iv) If 1 ≤ k < 2n−85 and n− 5k ≡ 1 (mod 4), then WW (G) ≤ n
2 + 52kn−
3
2n− 5k −
25k2−1
8 with equality if and
only if G ∼= Bk(
2n−5k−1
4 ,
2n+k+1
4 );
(v) If 1 ≤ k < 2n−85 and n− 5k ≡ 2 (mod 4), then WW (G) ≤ n
2 + 52kn−
3
2n− 5k −
25k2−4
8 with equality if and
only if G ∼= Bk(
2n−5k−2
4 ,
2n+k+2
4 ) or G
∼= Bk(
2n−5k+2
4 ,
2n+k−2
4 );120
(vi) If 1 ≤ k < 2n−85 and n− 5k ≡ 3 (mod 4), then WW (G) ≤ n
2 + 52kn−
3
2n− 5k −
25k2−1
8 with equality if and
only if G ∼= Bk(
2n−5k+1
4 ,
2n+k−1
4 ).
Proof. If k = n− 1, then the unique bipartite graph is Sn, and WW (Sn) =
(n−1)(3n−4)
2 , as desired.
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Let G be a bipartite graph with the minimum hyper-Wiener index among all bipartite graphs with n vertices
and k cut edges. By the same way as in the proof of Theorem 3.5, we can confirm that G ∼= Bk(x, n− k − x), and
WW (Bk(x, n− k − x)) = g(x) = 2x
2 + (5k − 2n)x+
3
2
n2 −
3
2
n− 5k.
Also, it is easy to see that min g(x) = g(2) for 2n−85 ≤ k ≤ n− 4, i.e., if
2n−8
5 ≤ k ≤ n− 4, then
WW (G) ≥ g(2) =
3n2 − 11n
2
+ 5k + 8
with equality if and only if G ∼= Bk(2, n− k − 2).
If 1 ≤ k < 2n−85 , then
min g(x) =


g(2n−5k4 ), if n− 5k ≡ 0 (mod 4);
g(2n−5k−14 ), if n− 5k ≡ 1 (mod 4);
g(2n−5k−24 ) = g(
2n−5k+2
4 ), if n− 5k ≡ 2 (mod 4);
g(2n−5k+14 ), if n− 5k ≡ 3 (mod 4).
Therefore, we have WW (G) ≥ g(2n−5k4 ) = n
2 + 52kn−
3
2n− 5k−
25k2
8 for n− 5k ≡ 0 (mod 4), with equality if and125
only if G ∼= Bk(
2n−5k
4 ,
2n+k
4 ). Similarly, we can obtain (iv)− (vi) for n− 5k ≡ 1 (mod 4), n− 5k ≡ 2 (mod 4) and
n− 5k ≡ 3 (mod 4), respectively. 
Theorem 3.7. Let G be a connected bipartite graph with n ≥ 5 vertices and k cut edges.
(i) If k = n− 1, then H(G) = n
2+n−2
4 and the graph is Sn;
(ii) If 3n−124 ≤ k ≤ n− 4, then H(G) ≤
3n2+9n−8k−24
12 with equality if and only if G
∼= Bk(2, n− k − 2);130
(iii) If 1 ≤ k < 3n−124 and 3n − 4k ≡ 0 (mod 6), then H(G) ≤
3n2−2n
8 +
2k2−3kn+6k
9 with equality if and only if
G ∼= Bk(
3n−4k
6 ,
3n−2k
6 );
(iv) If 1 ≤ k < 3n−124 and 3n− 4k ≡ 1 (mod 6), then H(G) ≤
3n2−2n
8 +
2k2−3kn+6k
9 −
1
72 with equality if and only
if G ∼= Bk(
3n−4k−1
6 ,
3n−2k+1
6 );
(v) If 1 ≤ k < 3n−124 and 3n− 4k ≡ 2 (mod 6), then H(G) ≤
3n2−2n
8 +
2k2−3kn+6k
9 −
1
18 with equality if and only135
if G ∼= Bk(
3n−4k−2
6 ,
3n−2k+2
6 );
(vi) If 1 ≤ k < 3n−124 and 3n− 4k ≡ 3 (mod 6), then H(G) ≤
3n2−2n
8 +
2k2−3kn+6k
9 −
1
8 with equality if and only
if G ∼= Bk(
3n−4k−3
6 ,
3n−2k+3
6 ) or G
∼= Bk(
3n−4k+3
6 ,
3n−2k−3
6 );
(vii) If 1 ≤ k < 3n−124 and 3n− 4k ≡ 4 (mod 6), then H(G) ≤
3n2−2n
8 +
2k2−3kn+6k
9 −
1
18 with equality if and only
if G ∼= Bk(
3n−4k+2
6 ,
3n−2k−2
6 );140
(viii) If 1 ≤ k < 3n−124 and 3n− 4k ≡ 5 (mod 6), then H(G) ≤
3n2−2n
8 +
2k2−3kn+6k
9 −
1
72 with equality if and only
if G ∼= Bk(
3n−4k+1
6 ,
3n−2k−1
6 ).
Proof. If k = n− 1, then the unique bipartite graph G is Sn, and H(Sn) =
n2+n−2
4 , as desired.
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Let G be a bipartite graph with the maximum Harary index among all bipartite graphs with n ≥ 5 vertices and
k cut edges. By the same way as in the proof of Theorem 3.5, we can confirm that G ∼= Bk(x, n− k − x), and
H(Bk(x, n− k − x)) = h(x) =
−6x2 + (6n− 8k)x+ 3n2 − 3n+ 8k
12
.
For 3n−124 ≤ k ≤ n− 4, we can obtain that maxh(x) = h(2), i.e.,
H(G) ≤ h(2) =
3n2 + 9n− 8k − 24
12
with equality if and only if G ∼= Bk(2, n− k − 2).
For 1 ≤ k < 3n−124 , it is not difficulty to verify that
maxh(x) =


h(3n−4k6 ), if 3n− 4k ≡ 0 (mod 6);
h(3n−4k−16 ), if 3n− 4k ≡ 1 (mod 6);
h(3n−4k−26 ), if 3n− 4k ≡ 2 (mod 6);
h(3n−4k−36 ) = h(
3n−4k+3
6 ), if 3n− 4k ≡ 3 (mod 6);
h(3n−4k+26 ), if 3n− 4k ≡ 4 (mod 6);
h(3n−4k+16 ), if 3n− 4k ≡ 5 (mod 6).
Hence, we have H(G) ≤ h(3n−4k6 ) =
3n2−2n
8 +
2k2−3kn+6k
9 for 3n− 4k ≡ 0 (mod 6), with equality holds if and only145
if G ∼= Bk(
3n−4k
6 ,
3n−2k
6 ). In a similar way, one can obtain (iv)− (viii), respectively. 
Theorem 3.8. Let G be a connected bipartite graph with n ≥ 5 vertices and k cut edges.
(i) If k = n− 1, then ξce(G) = n
2+n−2
4 and the graph G is Sn;
(ii) If 1 ≤ k ≤ n− 4 and 5n− 5k ≡ 0 (mod 10), then ξce(G) ≤ 5n
2+5k2
24 +
n−5kn
12 +
3k
4 with equality if and only if
G ∼= Bk(
5n−5k
10 ,
5n−5k
10 );150
(iii) If 1 ≤ k ≤ n− 4 and 5n− 5k ≡ 5 (mod 10), then ξce(G) ≤ 5n
2+5k2
24 +
n−5kn
12 +
3k
4 −
1
8 with equality if and only
if G ∼= Bk(
5n−5k−5
10 ,
5n−5k+5
10 )
Proof. If k = n− 1, then the unique bipartite graph G is Sn, and ξ
ce(G) = n
2+n−2
4 , as desired.
Let G be a bipartite graph with the maximum connective eccentricity index among all bipartite graphs with n
vertices and k cut edges. By the same way as in the proof of Theorem 3.5, we can confirm that G ∼= Bk(x, n−k−x),
and
ξce(Bk(x, n− k − x)) = ψ(x) =
−5x2 + (5n− 5k − 1)x+ 4k + n
6
.
For 1 ≤ k ≤ n− 4, it is easy to verify that
maxψ(x) =


ψ(5n−5k10 ), if 5n− 5k ≡ 0 (mod 10);
ψ(5n−5k−510 ), if 5n− 5k ≡ 5 (mod 10).
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Therefore, ξce(G) ≤ ψ(5n−5k10 ) =
5n2+5k2
24 +
n−5kn
12 +
3k
4 for 5n− 5k ≡ 0 (mod 10), with equality if and only if G
∼=
Bk(
5n−5k
10 ,
5n−5k
10 ). If 1 ≤ k < n−4 and 5n−5k ≡ 5 (mod 10), then ξ
ce(G) ≤ ψ(5n−5k−510 ) =
5n2+5k2
24 +
n−5kn
12 +
3k
4 −
1
8 ,155
with equality if and only if G ∼= Bk(
5n−5k−5
10 ,
5n−5k+5
10 ). 
Theorem 3.9. Let G be a connected bipartite graph with n ≥ 5 vertices and k cut edges.
(i) If k = n− 1, then ξd(G) = n
2+n−2
4 and the graph G is Sn;
(ii) If 3n−2311 ≤ k ≤ n−4, then ξ
d(G) ≥ 4n2+2kn−11n+8k+16, with equality if and only if G ∼= Bk(2, n−k−2);
(iii) If 1 ≤ k < 3n−2311 and 3n− 11k + 3 ≡ 0 (mod 10), then ξ
d(G) ≥ 71n
2−121k2+31
20 +
53kn−59n−107k
10 with equality160
if and only if G ∼= Bk(
3n−11k+3
10 ,
7n+k−3
10 );
(iv) If 1 ≤ k < 3n−2311 and 3n− 11k + 3 ≡ 1 (mod 10), then ξ
d(G) ≥ 71n
2−121k2+32
20 +
53kn−59n−107k
10 with equality
if and only if G ∼= Bk(
3n−11k+2
10 ,
7n+k−2
10 );
(v) If 1 ≤ k < 3n−2311 and 3n− 11k + 3 ≡ 2 (mod 10), then ξ
d(G) ≥ 71n
2−121k2+35
20 +
53kn−59n−107k
10 with equality
if and only if G ∼= Bk(
3n−11k+1
10 ,
7n+k−1
10 );165
(vi) If 1 ≤ k < 3n−2311 and 3n− 11k + 3 ≡ 3 (mod 10), then ξ
d(G) ≥ 71n
2−121k2+40
20 +
53kn−59n−107k
10 with equality
if and only if G ∼= Bk(
3n−11k
10 ,
7n+k
10 );
(vii) If 1 ≤ k < 3n−2311 and 3n− 11k + 3 ≡ 4 (mod 10), then ξ
d(G) ≥ 71n
2−121k2+47
20 +
53kn−59n−107k
10 with equality
if and only if G ∼= Bk(
3n−11k−1
10 ,
7n+k+1
10 );
(viii) If 1 ≤ k < 3n−2311 and 3n− 11k + 3 ≡ 5 (mod 10), then ξ
d(G) ≥ 71n
2−121k2+56
20 +
53kn−59n−107k
10 with equality170
if and only if G ∼= Bk(
3n−11k−2
10 ,
7n+k+2
10 ) or G
∼= Bk(
3n−11k+8
10 ,
7n+k−8
10 );
(ix) If 1 ≤ k < 3n−2311 and 3n− 11k + 3 ≡ 6 (mod 10), then ξ
d(G) ≥ 71n
2−121k2+47
20 +
53kn−59n−107k
10 with equality
if and only if G ∼= Bk(
3n−11k+7
10 ,
7n+k−7
10 );
(x) If 1 ≤ k < 3n−2311 and 3n− 11k + 3 ≡ 7 (mod 10) , then ξ
d(G) ≥ 71n
2−121k2+40
20 +
53kn−59n−107k
10 with equality
if and only if G ∼= Bk(
3n−11k+6
10 ,
7n+k−6
10 );175
(xi) If 1 ≤ k < 3n−2311 and 3n− 11k + 3 ≡ 8 (mod 10), then ξ
d(G) ≥ 71n
2−121k2+35
20 +
53kn−59n−107k
10 with equality
if and only if G ∼= Bk(
3n−11k+5
10 ,
7n+k−5
10 );
(xii) If 1 ≤ k < 3n−2311 and 3n− 11k + 3 ≡ 9 (mod 10), then ξ
d(G) ≥ 71n
2−121k2+32
20 +
53kn−59n−107k
10 with equality
if and only if G ∼= Bk(
3n−11k+4
10 ,
7n+k−4
10 ).
Proof. If k = n− 1, then the unique bipartite graph is Sn, and ξ
d(Sn) =
n2+n−2
4 , as desired.180
Let G be a bipartite graph with the minimum eccentricity distance sum among all bipartite graphs with n vertices
and k cut edges. By the same way as in the proof of Theorem 3.5, we can confirm that G ∼= Bk(x, n− k − x), and
ξd(Bk(x, n− k − x)) = ϕ(x) = 5x
2 + (11k − 3n− 3)x+ 4n2 + 2kn− 5n− 14k + 2.
Clearly, for 3n−2311 ≤ k ≤ n− 4, ϕ(x) ≥ ϕ(2), that is
ξd(G) ≥ ϕ(2) = 4n2 + 2kn− 11n+ 8k + 16
with equality if and only if G ∼= Bk(2, n− k − 2).
If 1 ≤ k < 3n−2311 , then minϕ(x) = ϕ(
3n−11k+3
10 ) for 3n − 11k + 3 ≡ 0 (mod 10), minϕ(x) = ϕ(
3n−11k+2
10 ) for
3n− 11k + 3 ≡ 1 (mod 10), etc. And (iii)-(xii) can be obtained, respectively, we omit them here. 
11
4. Conclusions
In this paper, we first present a common structural characteristic of the extremal graphs for monotonic topo-185
logical indices over all bipartite graphs with n vertices and k cut edges, and then determine the lower or upper
bounds on the Wiener index, the hyper-Wiener index, the Harary index, the connective eccentricity index and the
eccentricity distance sum of all bipartite graphs with a given number of cut edges, and characterize the correspond-
ing extremal graphs. Moreover, the methods we propose in this paper can be extended to determine the extremal
values of other monotonic topological indices in bipartite graphs with a fixed number of cut edges. Along this line,190
some other interesting extremal problems on bipartite graphs with given parameters are valuable to be considered.
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