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Abstract
One of the main contributions which Volker Weispfenning made to mathematics is related to Gro¨bner
bases theory. In this paper we present an algorithm for computing all algebraic intermediate subfields in a
separably generated unirational field extension (which in particular includes the zero characteristic case).
One of the main tools is Gro¨bner bases theory. Our algorithm also requires computing primitive elements
and factoring over algebraic extensions. Moreover, the method can be extended to finitely generated
K-algebras.
c© 2006 Elsevier Ltd. All rights reserved.
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1. Introduction
The goal of this paper is to study the problem of computing intermediate fields between a
rational function field and a given subfield of it. Rational function fields arise in various contexts
within mathematics and computer science. Two examples are the factorization of regular maps
in algebraic geometry (Shafarevich, 1977) and the reparametrization of parametric varieties in
computer aided geometric design (Alonso et al., 1999).
The question of the structure of the lattice of such intermediate fields is of theoretical
interest by itself; we will focus on the computational aspects, like deciding if there are proper
intermediate fields and computing them in the affirmative case.
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In the univariate case, the problem can be stated as follows: given an arbitrary field K and
f1, . . . , fm ∈ K(t), find a field F such that: K( f1, . . . , fm)  F  K(t). By Lu¨roth’s Theorem,
see van der Waerden (1964), or Schinzel (1982) for a constructive proof by Netto, there exist
functions f, h ∈ K(t) such that K( f1, . . . , fm) = K( f ) and F = K(h). Therefore, our problem
is equivalent to decomposing the rational function f , that is, to find g, h ∈ K(t) with deg g,
deg h > 1 such that f = g(h). Algorithms for decomposition of univariate rational functions
can be found in Zippel (1991) and Alonso et al. (1995).
We denote by K an arbitrary field and by K(x1, . . . , xn) = K(x) the rational function field in
the variables x = (x1, . . . , xn). In the multivariate case, the problem can be stated as:
Problem 1. Given rational functions f1, . . . , fm ∈ K(x), compute a proper unirational field F
between K( f1, . . . , fm) and K(x), if it exists.
A unirational field over K is an intermediate field F between K and K(x). We know that
any unirational field is finitely generated over K, see Nagata (1993). Thus, by computing an
intermediate field we mean that such a finite set of generators is to be calculated.
Regarding algorithms for this problem, see Mu¨ller-Quade and Steinwandt (1999), where the
authors generalize the method of Alonso et al. (1995) to several variables, by converting this
problem into the calculation of a primary ideal decomposition. Primary ideal decomposition
can be computed with Gro¨bner bases. The book Becker and Weispfenning (1993) is an
excellent reference guide to this important theory and its applications. Once the primary ideal
decomposition is computed in a polynomial ring with 2n variables, their algorithm requires
to check an exponential number of generators of the possible intermediate proper subfields —
although authors do not study its complexity in detail. On the other hand, the solution is trivial
and uninteresting for most choices of f1, . . . , fm , since it is easy to construct infinitely many
intermediate fields when the transcendence degree ofK( f1, . . . , fm) overK is smaller than n, as
the next theorem shows:
Theorem 1. If n > tr.deg.(K( f1, . . . , fm)/K), there exist infinitely many different fields between
K( f1, . . . , fm) and K(x).
Proof. At least one of x1, . . . , xn is transcendental over K( f1, . . . , fm), let us assume that x1 is.
Then the fields
K( f1, . . . , fm, xk1 ), k ∈ N
form an infinite set of different intermediate fields. Indeed, if i divides j ,
K( f1, . . . , fm, x
j
1 )  K( f1, . . . , fm, x
i
1).
It is clear that one field is contained in the other. To prove that they are not equal, assume that
x i1 ∈ K( f1, . . . , fm, x j1 ). Then there exists a rational function h(t) such that x i1 = h(x j1 ) where
h ∈ K( f1, . . . , fm, t) but h 6∈ K(t). Then we have the polynomial relation
x i1 · hD( f1, . . . , fm, x j1 )− hN ( f1, . . . , fm, x j1 ) = 0,
(where hN , hD denote the numerator and denominator of h resp.) which contradicts x1 being
transcendental over K( f1, . . . , fm).
Due to this result, we will focus on the following version of the problem:
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Problem 2. Given functions f1, . . . , fm ∈ K(x), find all the fields F between K( f1, . . . , fm)
and K(x) that are algebraic over K( f1, . . . , fm).
First, we will prove that there are finitely many algebraic intermediate fields if the original
extension is separable. The notion of separable extension can be generalized to non-algebraic
extensions. In transcendental extensions, separability means that any finitely generated subfield F
overK has a separating basis, that is, a transcendence basis B such thatK(B) ⊂ F is an algebraic
separable extension. The following is a well known result, see for instance Lang (1967):
Proposition 1. The field extension K ⊂ K(x) is separable.
In general, if K′ is a separable extension of K, then every field between K and K′ is separable
over K. Details on separability and a proof of these results can be found in Nagata (1993) and
Lang (1967).
As we said, any unirational field is finitely generated over K. The following result provides a
bound for the number of generators and it is known for zero characteristic field. Our algorithm
always returns this bound as the number of generators.
Theorem 2. Let F be a unirational field such that K  F ⊂ K(x) and d = tr.deg.(F/K). Then
there exist h1, . . . , hs ∈ K(x) such that F = K(h1, . . . , hs) and s ≤ d + 1.
Proof. By Proposition 1 we haveK ⊂ K(x) is separable, that is, for each subfield F inK ⊂ K(x)
there exists a transcendence basis {h1, . . . , hd} of F over K such that K(h1, . . . , hd) ⊂ F is
algebraic separable. Then, the result follows the Primitive Element Theorem.
Because of the previous results we have the following theorem:
Theorem 3. If the extension K(x)/K( f1, . . . , fm) is separable then there exist finitely many
intermediate fields that are algebraic over K( f1, . . . , fm).
Proof. Let F0 be the minimum subfield of K(x) that contains all algebraic intermediate fields.
F0 is clearly algebraic over K( f1, . . . , fm), and due to the previous theorem the extension
F0/K( f1, . . . , fm) is separable. On the other hand, since F0 is a unirational field is finitely
generated over K, see Theorem 2. Therefore, because of the Primitive Element Theorem the
extension is simple and there are finitely many fields between K( f1, . . . , fm) and F0.
Problem 2 for transcendence degree of K( f1, . . . , fm)/K is 1 has been treated in Gutierrez
et al. (2001). In this case a generalization of the classical Lu¨roth’s Theorem applies:
Extended Lu¨roth’s Theorem. Let F be a field such that K ⊂ F ⊂ K(x1, . . . , xn) and
tr.deg.(F/K) = 1. Then there exists f ∈ K(x1, . . . , xn) such that F = K( f ). Also, if the
field contains a polynomial, then a polynomial generator exists.
By the Extended Lu¨roth’s Theorem, the problem is equivalent to the following: given f ∈
K(x), find g ∈ K(y) and h ∈ K(x) with deg g, deg h > 1 such that f = g(h). The paper
Gutierrez et al. (2002) provides a very efficient constructive proof of the above result and it also
contains different decomposition algorithms for multivariate rational functions. In some sense,
Problem 2 can be seen as a generalization of the univariate rational function decomposition
problem.
In this paper we will combine several techniques of computational algebra to create an
algorithm that finds all the intermediate fields that are algebraic over the smaller field. Moreover,
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our method can be extended to finitely generated K-algebras, that is, the case where the ambient
field is K(z1, . . . , zn) = K(z) for some z1, . . . , zn transcendental over K (that need not be
algebraically independent), and K(z) is the quotient field of a polynomial ring, so that we have
K(z) = QF (K[x]/I )
(where QF denotes the quotient field of a domain) for some prime ideal I ⊂ K[x], that will be
given explicitly by means of a finite system of generators. Unsurprisingly, the algorithm will be
much simpler when K(x) is rational, that is, when I = (0).
The paper is organized as follows. In Section 2 we introduce several algebraic tools in order
to manipulate fields and the elements in them. Section 3 is devoted to the algebraic case, and in
Section 4 the general case is reduced to it, also other approaches to this are given. Section 5 briefly
describes the adaptation of the algorithm to K-algebras. Finally, in Section 6 we summarize the
main conclusions of this research and consider some open problems.
2. Algebraic tools
In this section we will introduce several techniques and tools of general interest for the
manipulation of fields and functions.
Notation. Through this paper, we will denote the numerator and denominator of a rational
function f as fN and fD respectively.
2.1. Membership problem
As we have to manipulate function fields and field extensions, we may need to compute
generators and elements with certain properties, or to check whether certain functions belong
to a given field. The next theorem provides a way to do this. See Sweedler (1993) and for more
details, see also Becker and Weispfenning (1993).
We will use the following notation: Let A be a commutative K-algebra and {a0, . . . , an} be a
set of generators of A over K. Let K[x0, . . . , xn] be a ring of polynomials and
γ : K[x0, . . . , xn] −→ A
f (x0, . . . , xn) → f (a0, . . . , an).
Let Hγ be a finite subset of K[x0, . . . , xn] which generates Ker γ . Let B be a subalgebra of A
and {b1, . . . , bm} a set of generators of B given as polynomials Bi ∈ K[x0, . . . , xn] such that
γ (Bi ) = bi . Let c be an element of A given as a polynomial C ∈ K[x0, . . . , xn] such that
γ (C) = c.
Theorem 4.
(i) If A is an integral domain, given the field extension QF(A)/QF(B) it is possible to decide
whether it is transcendental or algebraic and:
• if it is transcendental, its transcendence degree can be computed;
• if it is algebraic, its degree can be computed.
(ii) It is possible to decide whether c is integral over B, and whether c is algebraic over QF(B)
and:
• if it is algebraic, its minimum polynomial can be computed;
• in particular, we can determine whether c ∈ QF(B) and in the affirmative case we can
find an expression of c in terms of bi’s.
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This theorem, which is stated for K-algebras, has a simpler form when our ambient field is
rational.
Corollary 1. We can compute transcendence and algebraic degrees of unirational fields, decide
whether an element is transcendental or algebraic over a field, compute its minimum polynomial
in the latter case, and decide membership.
We illustrate this corollary with the following example:
Example 1. Consider the rational functions f1, f2 in Q(x, y), where
f1 = −y2x − y4 + 2 x + 2 y2 − 1, f2 = 4 y4 − 10 y2 + 5+ 3 y2x − 6 x .
We want to know if the field extension Q(x, y)/Q( f1, f2) is algebraic or transcendental,
and the corresponding degree in each case. We compute a Gro¨bner basis G of the ideal
I = (t1− f1, t2− f2) ⊂ Q[x, y, t1, t2] with respect to a tag monomial ordering {x, y} > {t1, t2}:
G = {−3 t1 + y4 − 4 y2 + 2− t2, 3 xt1 + xt2 + 2 x + 4 y2t1 + y2t2 + 3 y2 − 2 t1 − 2,
y2x − 2 x + 2 y2 + 4 t1 + t2 − 1}
so the transcendence degree is 2, because there is no polynomial involving only t1, t2.
On the other hand, the extension is algebraic of degree 4 = 4 × 1. The polynomial
−3 t1 + y4 − 4 y2 + 2 − t2 in G indicates that y is algebraic over Q( f1, f2) and its minimum
polynomial z4 + z2 − 3 f1 − f2 + 2 has degree 4.
Alternatively, a different Gro¨bner basis computed with respect to lex ordering with y > x >
t1 > t2 is
{12 xt1 − 16 t12 − 8 t1 t2 − 12 t1 + 3 x2t1 + x2t2 + 2 x2 + 8 x + 4 xt2 − t22 − 2 t2 − 1,
3 xt1 + xt2 + 2 x + 4 y2t1 + y2t2 + 3 y2 − 2 t1 − 2, −3 t1 + y4 − 4 y2 + 2− t2,
y2x − 2 x + 2 y2 + 4 t1 + t2 − 1, −3 t1 + y4 − 4 y2 + 2− t2}
so x is algebraic over Q( f1, f2) and its minimum polynomial has degree 2.
The computations described in these theorems require Gro¨bner bases computation with
respect to tag orderings, thus the computing time is (double) exponential in the number of
variables and polynomial in the degree of f1, . . . , fm .
2.2. Computation of separating bases
The results that we describe now will allow us to compute a separable basis and the
transcendence degree of a separable extension without computing Gro¨bner bases, greatly
increasing the efficiency of our computations. See Weil (1946) and Steinwandt (2000) for more
details about these techniques.
Let F = K(g1, . . . , gm) be a unirational field, K ⊂ F ⊂ K(x). First introduce a classical
definition that will be very useful for our purpose, see Weil (1946).
Definition 1. Given a field extension K(x)/F, we construct the ring homomorphism φF :
F[y] −→ K(x) defined as φF(yi ) = xi , where y = (y1, . . . , yn). Its kernel, which we will
denote as BK(x)/F, is called the ideal of relations of the extension K(x)/F.
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The paper Mu¨ller-Quade and Steinwandt (1999) presents a method to find explicit generators
of the ideal by means of Gro¨bner bases techniques. Because of this, the following theorem is
fundamental, as it allows to express a related ideal (namely, the extension of our ideal in a certain
ring) in a very simple way.
We denote by F[y]BK(x)/F the localization ring of F[y] at the prime ideal BK(x)/F. Let BeK(x)/F
be the extended ideal of BK(x)/F in the local ring F[y]BK(x)/F (Atiyah and MacDonald, 1969).
Proposition 2. With the above notation, we have
BeK(x)/F = 〈g1(y)− g1(x), . . . , gm(y)− gm(x)〉.
This result can be combined with the next theorem to provide a relatively fast way to compute
transcendence degrees of separable extensions.
Theorem 5. Let C = {pl = gl(y)− gl(x), l = 1, . . . ,m} and t = tr.deg.(K(x)/F). Then
rank
(
∂pi
∂y j
(x)
)
pi∈C, j=1,...,n
≤ n − t
and they are equal if and only if K(x)/F is separable.
Corollary 2. With the notations of the previous theorem, if I ⊂ C and J ⊂ {1, . . . , n} are such
that ]I = ]J = n − t and
det
(
∂pi
∂y j
(x)
)
pi∈I, j∈J
6= 0,
then the set {xi : i 6∈ J } is a transcendence basis of K(x)/F.
We illustrate this with the following example:
Example 2. Let
h1 = x1 + x2 − 2 x31+ x3x2 , h2 =
x1x2 − x3
x1
∈ Q(x1, x2, x3).
We construct the field Q(g1, g2, g3, g4) where
g1 = x
2
1 x2 + x1x22 − 3 x1x2x3 − x3x1 − x3x2 + 2 x23 − x1
x21 + x1x2 − 2 x3x1
= h2 − 1h1 ,
g2 = x
2
1 x2 + x1x22 − 2 x1x2x3 − x3x1 − x3x2 + 2 x23
x1 + x1x2x3 = h1h2,
g3 = x
2
1 − x1x2 − 2 x3x1 + 2 x3 − 2 x3x22 x1 + 2 x23 x1
x1x2 − x3 + x3x22 x1 − x23 x2
= h1
h2
− 2,
g4 = −x1x2 + x3 − x3x
2
2 x1 + x23 x2
−x21 + 2 x3x1 − x3 + x3x22 x1 − x23 x2
= h1
h1 − h2 .
It is clear that it has transcendence degree 2 over Q. We have
C = {pl = gl(y1, y2, y3)− gl(x1, x2, x3) : l = 1, . . . , 4}.
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We construct the matrix A = (ai, j ), for i = 1, . . . , 3 and j = 1, . . . , 4, where
ai, j = ∂pi
∂y j
(x1, x2, x3).
If we put it in triangular form we obtain:
1 0 −
(
x1x22 + x21 x2 − 2 x23 + x3x1 + 2 x1 − 1
)
x1
x3x2x21 + x21 + x23 x1 − x3 − 2 x33
0 1
x3x22 − x1 + 2 x3
x3x2x21 + x21 + x23 x1 − x3 − 2 x33
0 0 0
0 0 0

.
The rank of the matrix is 2 as we expected. On the other hand, x3 (the generator of the
total field corresponding to the last column) is a transcendence basis of Q(x1, x2, x3) over
Q(g1, g2, g3, g4).
2.2.1. Jacobian matrix and uni-multivariate decomposition
As an application of the results in this subsection, we will recover the relation between the
Jacobian matrix of a polynomial, see Shafarevich (1977), and uni-multivariate decomposition,
see Gutierrez et al. (2002).
Definition 2. Given a list of polynomials Φ = (p1, . . . , pn), where pi ∈ K[x], we denote by
J (Φ) the Jacobian matrix that they define, that is:
J (Φ) =

∂p1
∂x1
∂p1
∂x2
. . .
∂p1
∂xn
. . . . . .
. . . . . .
∂pn
∂x1
∂pn
∂x2
. . .
∂pn
∂xn
 .
Let r = tr.deg.(K(x)/K(p1, . . . , pn)). Assume that not every pi is constant, then 0 ≤ r ≤
n − 1.
We will prove the following result:
Theorem 6. These statements are equivalent:
(i) There exist f ∈ K[x], qi ∈ K[t] such that pi = qi ( f ), i = 1, . . . , n.
(ii) The rank of the matrix J (Φ) is n − 1.
First, we will translate this into a question about fields.
Lemma 1. The statement (i) in Theorem 6 is equivalent to r = 1.
Proof. If (i) is true, then K[p1, . . . , pn] ⊂ K[ f ] and K (p1, . . . , pn) ⊂ K( f ) so
tr.deg.(K(p1, . . . , pn)/K) = 1.
Conversely, if r = 1, by the Extended Lu¨roth’s Theorem we have that
K(p1, . . . , pn) = K( f ); as the field contains some non-constant polynomial, by the same theo-
rem we can assume f ∈ K[x]. It suffices to prove for each i that pi = qi ( f ), qi D ∈ K∗.
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If gcd(qi N , qi D) = 1, then for some αi (t), βi (t) ∈ K[t] we have
1 = qi N (t)αi (t)+ qi D(t)βi (t) ⇒ 1 = qi N ( f )αi ( f )+ qi D( f )βi ( f ) ⇒
⇒ gcd(qi N ( f ), qi D( f )) = 1 ⇒ qi D ∈ K∗ ⇒ qi ∈ K[t].
Now consider the ideal of relations of K(x)/K(p1, . . . , pn),
BK(x)/K(p1,...,pn) = {h(y) ∈ K(p1, . . . , pn)[y] : h(x) = 0}
where y = (y1, . . . , yn) and yi are algebraically independent from xi . Then we have:
Lemma 2. Let pi = pi (y)− pi . Then:
BK(x)/K(p1,...,pn) = 〈p1, . . . , pn〉.
Proof. “⊃” is trivial. Conversely, given h ∈ BK(x)/K(p1,...,pn) we can assume h ∈
K[p1, . . . , pn][y]. We write: h = ∑α hα(x)yα , where hα(x) ∈ K[p1(x), . . . , pn(x)]. Then
h(x, y)−∑α(hα(x)−hα(y))yα = h(y, y). Since h(x, x) = 0 we also have h(y, y) = 0. We may
write: hα(x) = gα(p1(x), . . . , pn(x)) and do so for hα(y) to get gα(p1(y), . . . , pn(y)). It is then
clear that gα(p1(y), . . . , pn(y))− gα(p1(x), . . . , pn(x)) belongs the required ideal.
Because of Theorem 5, if the extension K(x)/K(p1, . . . , pn) is separable then:
rank

∂ p1
∂y1
(x)
∂ p1
∂y2
(x) . . .
∂ p1
∂yn
(x)
. . . . . .
. . . . . .
∂ pn
∂y1
(x)
∂ pn
∂y2
(x) . . .
∂ pn
∂yn
(x)
 = n − r.
It is clear that the previous matrix is J (Φ) so the theorem we intend to prove is true if
the extension is separable. Besides, we cannot omit the hypothesis of separability, as the next
example shows:
Example 3. Let K = Fp, p = x, q = y p ∈ Fp[x, y]. Then
J (p, q) =
(
1 0
0 0
)
but tr.deg.(Fp(x, y p)/Fp) = 2.
Lastly, we have that pi = qi ( f ), i = 1, . . . , n if and only if gcd(pi , q i ) 6= 1 for each i . Also,
in this case gcd(pi , q i ) = f where f = f (u1, . . . , un)− f (x) and K[p1, . . . , pn] = K[ f ].
3. The case of transcendence degree n
Now we will study the case in which the extension K(x)/K( f1, . . . , fm) is algebraic.
The problem of computing intermediate subfields in finite algebraic extensions over the
rational number field has been studied by several authors, we can mention the paper Landau and
Miller (1985) and more recently Klu¨ners and Pohst (1997). Our approach to it is a modification
and adaptation of Landau and Miller (1985)’s techniques and it is based on some general ideas
of Rubio’s Ph.D. Thesis, Rubio (2001).
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Corollary 1 and Primitive Element Theorem allow us to rewrite the involved fields in the
following way:
• There exist rational functions αˆ1, . . . , αˆn such that K(αˆ1, . . . , αˆn)/K is a purely
transcendental extension, with
K(αˆ1, . . . , αˆn) ⊂ K( f1, . . . , fm) ⊂ K(x1, . . . , xn).
• There exist αˆn+1, f algebraic over K(αˆ1, . . . , αˆn) such that:
K( f1, . . . , fm) = K(αˆ1, . . . , αˆn, αˆn+1),
K(x1, . . . , xn) = K(αˆ1, . . . , αˆn, f ).
Also, for any intermediate field in the extension there exists h algebraic over K(αˆ1, . . . , αˆn)
such that
F = K(αˆ1, . . . , αˆn, h).
The structure of the lattice of intermediate fields in the extension
K(x)/K( f1, . . . , fm) suggests the following diagram: let
Φ : K(αˆ1, . . . , αˆn) −→ E = K(t1, . . . , tn)
αˆi 7−→ ti
where t1, . . . , tn are new free variables. Φ is an isomorphism that can be extended to K(x) by
means of an isomorphism Φˆ:
Φˆ : K(x) −→ E[α]
αˆi 7−→ ti
f 7−→ α.
We have it that Φˆ(K(x)) is algebraic over E. By the Primitive Element Theorem, we can write
Φˆ(K(x)) = E[α], where α is algebraic over E. Φˆ is an isomorphism that extends Φ.
On the other hand, f is algebraic over K(αˆ1, . . . , αˆn). Then there exists its minimum
polynomial p f (αˆ1, . . . , αˆn, z) and it can be computed by Corollary 1. As Φˆ is an isomorphism,
p f (t1, . . . , tn, z) is the minimum polynomial of α over E and E[α] = E[z]/(p f ).
Once we have the isomorphism Φˆ, it can be restricted to K( f1, . . . , fm) or any intermediate
field F of K(x)/K( f1, . . . , fm). Analogously we have:
Φˆ|F : F −→ E[γ ]
αˆi 7−→ ti
h 7−→ γ
where γ is algebraic over E with minimum polynomial ph(t1, . . . , tn, z).
Conversely, given a field E[γ ] such that: E[β] ⊂ E[γ ] ⊂ E[α], the inverse of Φˆ gives the
intermediate field F = K(αˆ1, . . . , αˆn)(Φˆ−1(γ )).
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The resulting diagram is:
Diagram 1.
K(x1, . . . , xn) ←→ E[α] = E[z]/(p f )
↑ ↑
F ←→ E[γ ] = E[z]/(ph)
↑ ↑
K( f1, . . . , fm) ←→ E[β] = E[z]/(pαˆn+1)↑ ↑
K(αˆ1, . . . , αˆn) ←→ E
This diagram is interesting because we can decide computationally the inclusion of these
fields.
Theorem 7. Let E[α]/E be an algebraic extension and E[β],E[γ ] ⊂ E[α] intermediate fields.
Then we can decide if E[β] ⊂ E[γ ].
Proof. A subfield E[β] of E[α] is determined by means of the minimum polynomial of β over E,
pβ , and by a polynomial f ∈ E[x] such that β = f (α). If E[β] ⊂ E[γ ], then β = p(γ ) where
deg p < deg pγ , that is, β = al−1γ l−1 + · · · + a0. On the other hand, β, γ ∈ E[α], so deciding
if E[β] ⊂ E[γ ] can be done by solving a system of linear equations with deg pα equations (as
{1, α, . . . , αdeg pα−1} is a basis of the E-vector space E[α]), and deg pγ variables al−1, . . . , a0.
In Lazard and Valibouze (1993) there is another method to decide field inclusion using
resolvents when E = Q.
As a consequence we have it that the problem is solved for fields with characteristic zero if
we can find all intermediate fields of the algebraic extension E[α]/E. Now we will study how to
find those fields.
We will denote by L = E[α1, . . . , αm] the splitting field of E[α], being α = α1. Due to
Galois Theory we know that there is a bijection between the lattice of intermediate fields of
E ⊂ L and the subgroups of the Galois group of E ⊂ L, which we will denote as G. If we
define Gα = {σ ∈ G : σ(α) = α}, there is also a bijection between the subgroups of Gα ⊂ G
and certain roots of the minimum polynomial pα of α. These correspondences are the key to
the method that we present to find intermediate fields of simple algebraic extensions. First, we
present an adapted version of the classical fundamental theorem of Galois theory.
Theorem 8. There exists a bijection between the set of intermediate fields of E ⊂ E[α] and the
set of subgroups of G that contain Gα .
So, we can work with the Galois group of the extension, for which we will use the so called
decomposition blocks, that we introduce now, see Wielandt (1964).
Definition 3. Let f ∈ K[x] be an irreducible polynomial, G the Galois group of f over K and
Ω = {α = α1, . . . , αm} the set of roots of f .
A subset ψ ⊂ Ω is a decomposition block if for each σ ∈ G we have either σ(ψ)∩ψ = ∅ or
σ(ψ) = ψ .
The blocks {αi } and Ω are called trivial blocks.
The set of blocks that are conjugate to ψ , that is ψ, σ2(ψ), . . . , σr (ψ), are a block system.
If |ψ | = s we say that the block ψ is a r × s-decomposition block, where (m = rs).
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The next theorem gives a bijection between the intermediate groups of Gα ⊂ G and the
decomposition blocks that contain α. The proof is an adaptation of the one in Wielandt (1964).
Theorem 9. There exists a bijection between the set of intermediate groups of Gα ⊂ G and the
set of decomposition blocks that contain α. Besides, the correspondence respects inclusions.
Proof. We define the following bijection:
{H : Gα ⊂ H ⊂ G} −→ {ψ : α ∈ ψ}
H 7−→ ψH = {σ(α) : σ ∈ H}.
In order to see that it is well defined we must prove that ψH is a decomposition block. Let
σ ∈ G and assume that β ∈ σ(ψH ) ∩ ψH . By definition there exist τ1, τ2 ∈ H such that
β = τ1(α) = σ(τ2(α)), which implies that τ−11 στ2 ∈ Gα ⊂ H . In this way we have that σ ∈ H
and thus σ(ψH ) = ψH . Also, α ∈ ψH .
Now let H1, H2 be subgroups of Gα ⊂ G such that ψH1 = ψH2 . If σ ∈ H1, there exists
τ ∈ H2 with σ(α) = τ(α). Then τ−1σ ∈ Gα ⊂ H2 and so σ ∈ H2.
Let ψ be a decomposition block with α ∈ ψ . The inverse image of ψ is the subgroup
H = {σ ∈ G : σ(ψ) = ψ}. Indeed, H is a subgroup and Gα ⊂ H . We will see that ψ = ψH :
Let β ∈ ψ . As G is transitive there exists σ ∈ G such that β = σ(α). On the other hand,
α, β ∈ ψ , so σ ∈ H and β ∈ ψH . Conversely, if β ∈ ψH , there exists σ ∈ H such that
β = σ(α), and as σ(ψ) = ψ we have β ∈ ψ .
It is trivial that this bijection respects inclusions.
The correspondences described so far allow us to construct the following diagram:
L ←→ {id}
↑ ↓
E[α] ←→ Gα ←→ {α}
↑ ↓ ↓
F ←→ H ←→ {αi1 , . . . , αi j }
↑ ↓ ↓
E ←→ G ←→ {α1, . . . , αm}.
It is important to highlight that, given a decomposition block ψ , we can directly compute the
corresponding field Fψ without computing the corresponding group.
Theorem 10. Let ψ = {αi1 , . . . , αik } be a decomposition block, then the corresponding field in
the previous diagram is E[β1, . . . , βk] where each β j is the j-th elementary symmetric function
in αi1 , . . . , αik .
Proof. Let h(z) =∏kj=1(z − αi j ) = zk + ak−1zk−1 + · · · + a0, then
E[β1, . . . , βk] = E[ak−1, . . . , a0].
We will see that E[ak−1, . . . , a0] = Eψ :
Let σ ∈ Gψ , then σ(h) = h and σ(ai ) = ai for every i . That is, E[ak−1, . . . , a0] ⊂ Eψ .
Now let σ ∈ GE[ar−1,...,a0], then σ(ai ) = ai for each i . Therefore σ(h) = h and σ(ψ) = ψ ,
and Eψ ⊂ E[ak−1, . . . , a0].
Next, we will show the results that will support the algorithm that solves our problem.
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Lemma 3. Let q(z, α) be an irreducible factor of pα , the minimum polynomial of α, and ψ a
decomposition block that contains α. If a root of q(z, α) is in ψ , then all the roots of q(z, α) are
in ψ .
Depending on the factorization of the minimum polynomial we have different methods to
compute the decomposition blocks. We will assume that:
pα(z) = (z − α)p2(z, α) · · · pl(z, α).
Among the next results, the first one is interesting in itself, because we can easily compute
the intermediate fields when the extension is normal.
Theorem 11. If E[α]/E is normal, we can compute all the intermediate fields; one of them on
polynomial time if the algebraic degree of the extension is not prime.
Proof. Assume that pα(z) = (z − α)(z − p2(α)) · · · (z − pl(α)). Then the Galois group of pα
over E is G = {σi : α 7→ pi (α), i = 1, . . . , l}. Each subgroup H of G corresponds with a
subfield F = E[a0, . . . , al−1] with x l + al−1x l−1 + · · · + a0 =∏σ∈H (z − σ(α)).
Also, a group G has non-trivial subgroups if and only if |G| = l = [E[α] : E] is composite.
Theorem 12. If the extension E[α]/E is not normal and pα has more than one root in E[α],
there exists a field F such that E  F  E[α].
Proof. If
pα(z) = (z − α)(z − p2(α)) · · · (z − pl ′(α)) · pl ′+1(z, α) · · · pl(z, α)
is the complete factorization of pα , then H = {σi : α 7→ pi (α), i = 1, . . . , l ′} is a subgroup of
G. Indeed, let σi , σ j ∈ H , then
pα(z) = σ j (pα(z))
= σ j ((z − α)(z − p2(α)) · · · (z − pl ′(α))pl ′+1(z, α) · · · pl(z, α))
= (z − p j (α))(z − p2(p j (α))) · · · (z − pl ′(p j (α))) · · ·
· · · pl ′+1(z, p j (α)) · · · pl(z, p j (α))
is another factorization of pα in E[α]. Then there exists k ∈ {1, . . . , l ′} such that σiσ j (α) =
pi (p j (α)) = pk(α) = σk(α). Therefore, 〈H ∪ Gα〉 is a subgroup of Gα ⊂ G; and it is non-
trivial since G is transitive over the roots of pα and 〈H ∪ Gα〉 is not.
Because of this, E[a0, . . . , al ′−1] is an intermediate field of E ⊂ E[α], being
x l
′ + al ′−1x l ′−1 + · · · + a0 =
l ′∏
i=1
(z − pi (α)).
The remaining case is that in which pα has exactly one linear factor. In this case, one must
combine the factors of pα to check which of those divisors provide an intermediate field. In the
worst case, we must check an exponential number of factors; but in other cases, we can find
subfields even if we don’t have the complete factorization of pα .
As made clear before, we need to factorize polynomials whose coefficients are in some
algebraic extension of the field we work in. Next, we will give the details of a method to compute
such a factorization. We will show that the algorithm in Trager (1976) that factors polynomials
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is in random polynomial time if the base field is a rational function field over K and there is a
polynomial time algorithm to factorize univariate polynomials over K.
We will adapt the algorithm to fields E, F where F/E is a finite algebraic separable extension.
We will also present some slightly shorter proofs of some results. The idea is similar to the one
presented in van der Waerden (1964), but more efficient from the computational point of view. It
is based on the fact that the polynomial f (x−cα) ∈ E[α] and its norm have essentially the same
factorization unless the norm is not square free. Trager’s reduction is used in Landau (1985) to
provide an algorithm in polynomial time to factorize polynomials in algebraic number fields,
using the known univariate factorization algorithm over the rationals in Lenstra et al. (1982).
The situation we are interested in is given by a field extension
E ⊂ E(α1, . . . , αm) = F
that is algebraic and separable. This satisfies the hypothesis of the Primitive Element Theorem; a
constructive version for the case E = Q is in Yokoyama et al. (1989). The proof for an arbitrary
algebraic extension is similar. Other methods can be found in Loos (1983).
In the following we will use these notations:
Notation 1.
• F/E is a finite separable algebraic extension.
• Due to the Primitive Element Theorem we can write F = E[α].
• pα is the minimum polynomial of α over E.
• α1, . . . , αl are the roots of pα in E, the algebraic closure of E.
• G is the Galois group of pα over E.
Let us remember the definition of the norm of a polynomial:
Definition 4. Let f (α, x) ∈ F[x]. We define the norm of f as
N( f ) =
l∏
i=1
f (αi , x).
Using the known properties of the resultant, we have
N( f ) = Rest (pα(t), f (t, x)) ∈ E[x].
The following is a classical result about the norm.
Proposition 3. Let f (α, x) ∈ F[x] be an irreducible polynomial. Then N( f ) is a power of an
irreducible polynomial over E.
The key result in Trager (1976) is the following:
Theorem 13. Let f (α, x) ∈ F[x] be an irreducible polynomial such that N( f ) is square free. If
N( f ) = h1 · · · hm is a complete factorization in E[x], then
f = gcd(h1, f ) · · · gcd(hm, f )
is a complete factorization of f in F[x].
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With the results we have presented, we can factorize a polynomial over F if E has an algorithm
for univariate factorization, except when the norm of the polynomial is not square free. To avoid
this we can apply a map x 7→ x − cα. Such a map always exists because of a simple result due
to Kronecker.
Theorem 14 (Kronecker). Let f (α, x) ∈ F[x] be a square free polynomial with degree m.
Assume that l = [F : E] and E has more than l(l−1)m(m−1)2 non-zero elements. Then there
exists c ∈ E such that N( f (α, x − cα)) is square free.
The combination of these results provides the following factorization algorithm.
Algorithm 1.
INPUT: f (α, x) ∈ E[α][x].
OUTPUT: a complete factorization f1(α, x), . . . , fm(α, x) of f (α, x) in E[α][x].
A. Find c ∈ E such that N( f (α, x − cα)) is square free.
B. Factor N( f (α, x − cα)) in E[x] to obtain a complete factorization
N( f (α, x − cα)) = h1 · · · hm .
C. Compute fi = gcd( f, hi (x + cα)). Return the fi ’s.
Analysis: We will analyze the algorithm in our particular setting. We are interested in E
being a rational function field E = K(x) over K. Factorization over K(x)[x] is equivalent to
factorization in the ring of polynomialsK[x1, . . . , xn, x]. On the other hand it is known that every
factorization algorithm in polynomial time in K[x] provides one in random polynomial time in
K[x1, . . . , xn][x], using Hilbert’s Irreducibility Theorem, see von zur Gathen and Gerhard (1999)
and Zippel (1993).
Also, if the number of variables is zero (n = 0), the previous result by Kronecker requires that
the field K has at least l2m2 elements, where m is the degree of the polynomial and l = [F : E].
If n > 0 there is always an adequate α ∈ E[x], as E is infinite.
Finally, step C requires the computation of several gcd’s in E[α]. This is also in polynomial
time due to Euclides’ Algorithm, for more details of this part see Landau and Miller (1985) for
Q. 
Summarizing the results we have presented in this section, we have the following algorithm to
find intermediate unirational fields over a given field, if the extension is separable and algebraic.
With the above notation:
Algorithm 2.
INPUT: An irreducible f (t) ∈ E[t], such that f (α) = 0 and pα(z) ∈ E[α][z].
OUTPUT: All h(t) ∈ E[t] such that E[h(α)] ⊂ E[α].
A. Factorize pα(z) in E[α].
B.1. If pα(z) has more than one linear factor:
pα(z) = (z − α)(z − p2(α)) · · · (z − pr (α))pr+1(z, α) · · · pr ′(z, α).
– Compute a minimal subgroup Gψ of 〈{σ2 : α 7→ pi (α)}〉.
1236 J. Gutierrez, D. Sevilla / Journal of Symbolic Computation 41 (2006) 1222–1244
– Consider h(z) =∏σ∈Gψ (z − σ(α)) = auxu + · · · + a0.
– Take ai such that E[ai ] is a proper subfield of E ⊂ E[α].
B.2. If pα(z) = (z − α)p2(z, α) · · · pr ′(z, α), with pi non-linear:
– Consider a factor P2(z) = h(z, α)(z − α) of pα(z),
P2 = (z − α)h(z, α) = auxu + · · · + a0.
– If E[ai ] = E[α] for all i , then take another factor.
We illustrate this algorithm with the following example:
Example 4. Consider the rational functions f1, f2 in Q(x, y) in Example 1
f1 = −y2x − y4 + 2 x + 2 y2 − 1, f2 = 4 y4 − 10 y2 + 5+ 3 y2x − 6 x .
Our goal is computing all intermediate fields in the extension Q(x, y)/Q( f1, f2).
By Example 1, we know it is an algebraic extension of degree 4. Moreover, y is a primitive
element and its minimum polynomial is
py( f1, f2, z) = z4 + z2 − 3 f1 − f2 + 2.
Clearly, if α is a root of py(t1, t2, z), then also −α is a root, so we have a factorization
py(t1, t2, z) = (z − α)(z + α)(z2 + α2 − 4)
in E[α] = E[z]/(py).
Let H = {id, α→−α} and h(z) = z2 − α2, we obtain the proper field E ⊂ E[α2] ⊂ E[α]
Q( f1, f2)  Q( f1, f2, y2).
To determine all intermediate fields, we need to factorize py(t1, t2, z) = (z − α)(z + α)(z2 +
α2 − 4). In order to do this we will use Algorithm 1. As the polynomial g(z, α) = z2 + α2 − 4
divides the polynomial py(t1, t2, z), we apply a transformation (see Theorem 14), for example
z→ z − 3α. The next step is computing the norm of g(z − 3, α).
N (g(z − 3α, α)) = Resz(py(t1, t2, z), (z − 3α)2 + α2 − 4)
= 4− 4 t2 + 6 t1 t2 + t22 − 12 t1 − 1568α2 + 10 784α4
+ 9 t12 − 1104 t1 α2 − 816 t1 α4 − 368 t2 α2
− 272 t2 α4 − 13 312α6 + 4096α8.
As N (g(z − 3α, α)) is irreducible, also z2 + α2 − 4 is and we already have a complete
factorization of the minimum polynomial. Therefore, the extension is not normal and in order to
find more intermediate fields we only have to consider the divisor (z − α)(z2 + α2 − 4); but it
cannot provide a decomposition block, as 3 does not divide the degree of the extension.
The lattice of fields is then
Q( f1, f2)  Q( f1, f2, y2)  Q(x, y).
Finally, we note that the intermediate field we found is rational, in fact
Q( f1, f2, y2) = Q(x − y, x + y2) = Q(x, y2).
However, as we said, our algorithm always returns a number of generators which is equal to the
transcendence degree plus one (see Theorem 2).
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3.1. Normality and monodromy group
The computation of intermediate fields is even more interesting and simpler when the
algebraic extension K(x)/K( f1, . . . , fm) is normal. In this case we have the known bijection
between subgroups of the Galois group and intermediate fields. We will now concentrate on the
case n = 1 and assume that char K = 0. Our problem can be stated in the following way:
Problem 3. Given an irreducible polynomial f ∈ K[x], determine if the extension K(α)/K,
where K(α) = K[x]/( f ), is normal.
We can use simple Galois techniques to decide this matter. Remember that we assume that the
extension K(x)/K( f ) is algebraic.
Definition 5. Let f ∈ K(x). We define the monodromy group of f to be the Galois group of the
extension K(x)/K( f ). That is, if we denote by F the splitting field of the extension K(x)/K( f ),
then the monodromy group of f is the group of automorphisms of F that leave K( f ) fixed.
Theorem 15. The extension K(x)/K( f ) is normal if and only if G( f ) = {u ∈ AutKK(x) :
f ◦ u = f } is equal to the monodromy group of the extension.
Proof. the roots of the minimum polynomial are the images of one of them through the elements
of the Galois group; if it is equal to G( f ), they are all in K( f ).
Corollary 3. The extension K(x)/K( f ) is normal if and only if |G( f )| = deg f .
Also, the techniques for factorization in algebraic extensions that we discussed above provide
another method: we factorize the polynomial f inK(α), then the extension is normal if and only
if f splits in this field.
Remark 1. If the extension is normal, factorization in extensions is actually performed over the
base field, which greatly improves the efficiency of the algorithm.
Finally, we can also try to decide normality simply by writing the corresponding equations. In
particular, the extension is normal if and only if all the roots of f are in K(α). There is a known
bijection between the polynomials p(x) ∈ K[x] with deg p ≤ deg f and the elements of K(α),
namely the morphism x → α from K[x] to K(α); therefore, each p represents a root of f in
K(α) if and only if f (p) = 0 in K(α), that is, f (x) divides f (p(x)) in K[x]. This is precisely
the classic problem of ideal decomposition, see Casperson et al. (1996).
The previous relation can be expressed directly with equations: let
f = xn + an−1xn−1 + · · · + a1x + a0,
p = bn−1xn−1 + · · · + b1x + b0,
q = xm + cm−1xm−1 + · · · + c1x + c0, m = n(n − 2).
Then from the expression f (p) = f ·q we obtain a linear system of equations in the variables
bi and c j . Note that we are only interested in the existence and computation of values for the
variables bi .
As indicated in the introduction, the particular case in which the given field has transcendence
degree one over K was solved in Gutierrez et al. (2001).
1238 J. Gutierrez, D. Sevilla / Journal of Symbolic Computation 41 (2006) 1222–1244
4. The general case and its reduction to the algebraic case
Our strategy for the resolution of the general problem comes down to reducing it to
the case where the given field has transcendence degree n over K, that is, the extension
K(x)/K( f1, . . . , fm) is algebraic. To that end we will present two different methods, and also
the outline of another one.
4.1. Relative algebraic closure
We will look for the minimum field that contains all the intermediate algebraic fields over the
given one. To this end we adapt the method in Brennan and Vasconcelos (1993) and in the recent
book Vasconcelos (1998) to compute the closure of a ring monomorphism.
Definition 6. Let R1 ⊂ R2 be a ring extension. We call integral closure of R1 relative to R2 to
the subring of R2 formed by the elements that are integral over R1.
In our case, we need to compute the algebraic closure F0 of the field extension
K( f1, . . . , fm) ⊂ K(x). Our goal is to determine explicitly a finite set of generators of the
field F0, in particular as many as the transcendence degree plus one. The Theorem 2 proves that
such a set exists.
There are several methods to compute the integral closure of an integral domain in its field
of fractions, see for example Seidenberg (1975) and the more recent Gianni and Trager (1997).
The idea in Brennan and Vasconcelos (1993) is to compute the integral closure of a birational
morphism:
Theorem 16. Let D1 ⊂ D2 be an extension of integral domains that are finitely generated over a
computable fieldK with the same field of fractions (that is, a birational morphism). Let D1 be the
integral closure of D1 in its field of fractions. Assume that D2 is generated over D1 by fractions
whose denominators are powers of some element d. Let r be such that D1dr+1 ∩D1 ⊂ (d). Then
the integral closure of D1 in D2 is
d−r (drD2 ∩ drD1 ∩ D1).
We are in the most general situation, that is, D1 ⊂ D2 is an extension of integral domains
that are finitely generated over a computable fieldK. We will follow these steps, see Vasconcelos
(1998):
1. We write D2 = D1[b1, . . . , dr ].
2. Let t be a new variable and D = D1[t, b1, . . . , dr ] ⊂ D2[t]. It is a birational monomorphism.
3. We compute the integral closure D of the extension D ⊂ D2[t] according to the previous
theorem.
4. Then the integral closure of the extension D1 ⊂ D2 is
D ∩ D2.
First we reduce the problem to integral closures of the corresponding integral domains:
Theorem 17. Let D1 ⊂ D2 be two integral domains. Let D be the integral closure of D1 with
respect to D2. Let K1 and K2 be the fields of fractions of D1 and D2 respectively and K the
algebraic closure of K1 with respect to K2. Then K is the field of fractions of D.
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Proof. Let S = D∗1 be the closed multiplicative system of non-zero elements in the integral
domain D1. Then S−1D is, see Atiyah and MacDonald (1969), the integral closure of
S−1D1 ⊂ S−1D2.
As K1 = S−1D1 ⊂ S−1D is integral and S−1D1 is a field, then S−1D is a field. Indeed, let α
be an integral element over K1; dividing the equation by a power of α, we can write α−1 as an
element of S−1D. Finally, in the same way we prove that S−1D2 is a field, so it is equal to the
field of fractions K2 of the domain D2.
The next step is to rewrite our data according to Vasconcelos (1998):
• Let f be the minimum common denominator of the rational functions fi ∈ K(x).
• Let Φ : K[y1, . . . , ym] → K[x, 1/ f ], defined as Φ(yi ) = fi for each i = 1, . . . ,m.
• Let D1 = Φ(K[y1, . . . , ym]) = K[ f1, . . . , fm]. We have that D1 = K[y1, . . . , ym]/Ker(Φ) is
a finitely generated K-algebra. Also, the field of fractions of D1 is K( f1, . . . , fm).
• Let D2 = D1[x] = K[x, 1/ f ]. The field of fractions of D2 is K(x).
4.2. Algorithm for the general case
Summarizing the results we have presented, we have the following algorithm to find
intermediate unirational fields over a given field, if the extension is separable.
Algorithm 3.
INPUT: f1, . . . , fm ∈ K(x).
OUTPUT: rational functions h1, . . . , hr such that
K( f1, . . . , fm)  K(h1, . . . , hr )  K(x).
A. Compute the algebraic closure of K( f1, . . . , fm) relative to K(x) according to Section 4.1.
B. Find a separating basis of K( f1, . . . , fm) according to Section 2.2.
C. Rewrite the fields according to Diagram 1.
D. Factor the minimum polynomial obtained in the algebraic extension.
E. Compute the decomposition blocks that correspond to the factors found before.
F. If such a block exists, due to Theorem 10, we compute an intermediate field.
G. Recover the generators of the intermediate field in terms of the variables x1, . . . , xn .
The following simple example follows the previous algorithm, but also shows a new way in
which intermediate fields can be computed more efficiently in some cases.
Example 5. Let F = Q(x4, y6) ⊂ Q(x, y, z). We want to find intermediate fields of
transcendence degree 2.
First, we will prove that the algebraic closure of F in Q(x, y, z) is Q(x, y). Indeed, it is clear
that this field is algebraic over F; on the other hand, no element f ∈ Q(x, y, z) with degz f > 0
can be algebraic over F, as we would have a non-zero polynomial that involves x, y, z.
As the closure of F in Q(x, y, z) is a rational field, we can easily find intermediate fields: we
decompose the generators and obtain 1, x2, x4, y2, y3, y6. Each of the fieldsQ(x4, y6, f ) where
f is one of the previous functions, is an intermediate algebraic field. Not all of them can be
expressed in this way, for example Q(x4, y6, x + y). But we can construct linear combinations
of those to find primitive elements, in the same way as in Theorem. As there are finitely many
fields, this may lead to a method of computing them efficiently.
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4.3. Dimension and transcendence degree
Now we present another method that reduces the general case to the algebraic case. This time
we will make use of the following theorem, see Nagata (1993) and Alonso et al. (1999).
Theorem 18. Let x1, . . . , xn be algebraically independent over an infinite field K. If F is a
unirational field with K ⊂ F ⊂ K(x1, . . . , xn), there exist y1, . . . , yd algebraically independent
over K such that F ⊂ K(y1, . . . , yd), where d = tr.deg.(K/F).
The following algorithm is based on the proof given in the cited paper.
Algorithm 4.
INPUT: f1, . . . , fm ∈ K(x).
OUTPUT: an injective homomorphism Φ : K( f1, . . . , fm) → K(xi1 , . . . , xid ) where d =
tr.deg.(K( f1, . . . , fm)/K).
A. Compute functions f 1, . . . , f m such that:
– K( f 1, . . . , f m) = K( f1, . . . , fm).
– f 1, . . . , f d are algebraically independent over K.
– f d+1, . . . , f m are integral over K[ f 1, . . . , f d ].
If d = m, return Φ = id .
B. Reorder x1, . . . , xn so that:
– xd+1, . . . , xn are algebraically independent
over K( f 1, . . . , f d).
– x1, . . . , xd are algebraic over K( f 1, . . . , f d , xd+1, . . . , xn).
C. For each i ∈ {1, . . . , d} let
Pi ( f 1, . . . , f d , xd+1, . . . , xn) ∈ K[ f 1, . . . , f d , xd+1, . . . , xn, z]
be non-constant and such that Pi ( f 1, . . . , f d , xd+1, . . . , xn, xi ) = 0. Let f be a
common denominator for f 1, . . . , f d and write Pi = P˜if ri for adequate ri ’s. Let ν =
max{deg P˜i , deg f, n} + 1.
D. Let ϕ be the monomorphism
ϕ : K( f1, . . . , fm) −→ K(x1, . . . , xn−1)
fi (x1, . . . , xn) → fi (x1, . . . , xn−1, xν1 )
Let Φ = ϕ ◦ id .
E. If m − 1 = d return Φ after undoing the reorder of the variables. Otherwise, repeat steps B to
E for Φ( f 1), . . . ,Φ( f m).
Analysis: Computing the elements in A can be done due to a constructive proof of Noether’s
Normalization Lemma. For step B it suffices to use Corollary 1. About the definition of ϕ, the
conditions on ν being greater than deg f , m and each deg P˜i ensure that the application is well
defined and is a monomorphism.
It is clear that the functions f1, . . . , fm and ϕ( f 1), . . . , ϕ( f m) have the same properties as in
A.
Regarding the complexity of the algorithm, it is dominated by the computation of Gro¨bner
bases in B; if we work in a general K-algebra instead of a rational field, the computation of the
transcendence degree according to Section 2.2 also needs Gro¨bner bases. 
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We have proved that for a certain ν, the homomorphism
(x1, . . . , xn)→ (x1, . . . , xn−1, xν1 )
is a monomorphism when restricted to K( f1, . . . , fm). Let’s see that we can use this to find
intermediate fields.
Theorem 19. Assume char K = 0. Let f ∈ K(x) be algebraic over K( f1, . . . , fm). Then the
application Φ that appears in Algorithm 4 is also a monomorphism when we extend it to F.
Proof. As the extension is separable, we can write F = K( f1, . . . , fm, f ). Applying this
algorithm to this representation of K, in step A we can take the same f 1, . . . , f d as
for K( f1, . . . , fm) and, as there exists g ∈ K( f1, . . . , fm) such that hg is integral over
K[ f 1, . . . , f d ], we take f m+1 = hg. It is clear then that in steps B and C we can reorder
the variables and take the same polynomials. From this we deduce that the value of ν that we had
for K( f1, . . . , fm) in step D is also good for F, and the same application is a monomorphism
when extended to F.
Due to this result, it is enough to apply the algorithm to the given field, then we will have
an algebraic extension K(Φ( f1), . . . ,Φ( fm)) ⊂ K(xi1 , . . . , xid ). The problem lies in how to
compute Φ−1(E) for an intermediate field in this extension, as showed in the next elementary
example.
Example 6. Let Φ : K(x, y, z)→ K(x, y) defined as
Φ(x) = x, Φ(y) = y, Φ(z) = x5.
Let f = y2 ∈ K(x, y), then{
x5n
zn
y2 + (z − x5) · g : n ∈ Z, g ∈ K(x, y, z)
}
⊂ Φ−1( f ).
As there can be infinitely many candidates to inverse image of an element, we cannot directly
check them all. To complete this solution, we would have to find a way to choose an algebraic
inverse image over K( f1, . . . , fm).
4.4. An idea based on a theorem by Schicho
Another possible method for reducing the problem to another one in an algebraic extension is
based on rewriting the extension as a simple extension,
K( f1, . . . , fm) = K( f̂1, . . . , f̂t )( f ),
F = K( f̂1, . . . , f̂t )(h),
K(x) = K( f̂1, . . . , f̂t , f̂t+1, . . . , f̂n)(g),
where { f̂1, . . . , f̂t } is a transcendence basis of K( f1, . . . , fm) and { f̂1, . . . , f̂n} is one of K(x).
If we denote E = K( f̂1, . . . , f̂t ) and { f̂t+1, . . . , f̂n} = {z1, . . . , zk}, we have the fields
E( f ) ⊂ E(h) ⊂ E(z1, . . . , zk, g)
so we are in the transcendence degree one case, with the exception of working in a field where
the variables are not independent. The transcendence degree has been studied previously, see
Gutierrez et al. (2001).
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In order to solve this with these techniques, we would need to adapt Theorem 3 in Schicho
(1995) to the field E(z1, . . . , zk, g) in the following way:
Conjecture 1. Let A = K(x) and B = K(y) two K-algebras. Let f1, h1 ∈ A and f2, h2 ∈ B be
non-constant rational functions. Then these statements are equivalent:
(i) There exists a rational function g ∈ K(t) such that f1 = g(h1) and f2 = g(h2).
(ii) h1 − h2 divides f1 − f2 in A ⊗K B.
5. K-algebras
Lastly, in this section we will briefly comment how to manipulate the elements involved from
a computational point of view when we work in a field of type QF (K[x]/I ) for some prime
ideal I ⊂ K[x] that is given explicitly by means of a finite set of generators.
The following known result asserts that any subfield in a finite extension is finitely generated.
A proof for zero characteristic fields is due to Noether (1915).
Theorem 20. Let K ⊂ K(z1, . . . , zn) be a finite extension. If F is a field such that K  F ⊂
K(z1, . . . , zn), then there exist h1, . . . , hs ∈ K(z1, . . . , zn) such that F = K(h1, . . . , hs).
As in previous sections, all the decision problems and computation of the transcendence
degree can be done for K-algebras, see Theorem 4.
On the other hand, as the extension K ⊂ QF (K[x]/I ) is not transcendental in general, we
need to ask that it is separable. We also can adapt Section 2.2 to this situation. Basically, we need
to add the system of generators of the ideal I to C in Theorem 5 and Corollary 2. We illustrate
this with the following example.
Example 7. We will work in the following field, which has transcendence degree 2 over Q:
Q(x, y, z) = QF(Q[X, Y, Z ]/(X2 + Y 2)).
Let f1 = (x+2y− z)3, f2 = (x+2y− z)2 inQ(x, y, z). We will compute the transcendence
degree of Q( f1, f2) over Q.
A set of generators of the extended ideal is:
{F1 = (X + 2Y − Z)3 − (x + 2y − z)3,
F2 = (X + 2Y − Z)2 − (x + 2y − z)2,
P = X2 + Y 2}.
Differentiating with respect to X, Y, Z and evaluating in x, y, z we obtain:3 (x + 2 y − z)2 6 (x + 2 y − z)2 −3 (x + 2 y − z)22 x + 4 y − 2 z 4 x + 8 y − 4 z −2 x − 4 y + 2 z
2 x 2 y 0
 .
After some operations (remember that we are working in a Q-algebra, so we must check that
any element we want to divide by is not zero, that is, it is not in the ideal of relations) we reach
an equivalent matrix: 0 0 −3(x + 2 y − z)20 0 −2(x + 2 y − z)2
2 x 2 y 0
 .
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It has rank 2, so tr.deg.(Q(x, y, z)/Q( f1, f2)) and tr.deg.(Q( f1, f2)/Q) are both 1. Also, the
element x and the element y are transcendence bases of Q(x, y, z) over Q( f1, f2).
Also in Section 4.1 we work in a setting that is general enough.
Once we reduce the problem to the algebraic case, we must consider the rest of the algorithm.
If we want to use the techniques developed in Section 3 we must first ask that the extension
K(x)/K( f1, . . . , fm) is separable.
Remark 2. It is enough that K(x)/K is separable. Indeed, then for each intermediate field F
there exists a separating basis B such that K(B) ⊂ F is algebraic separable; then we only have
to find the fields in K(x) and algebraic over K(B), and decide which ones contain F. To this end
we will use Theorem 4 to decide if the primitive element for each field is in F.
About factorization in algebraic extensions and decomposition blocks, we can work in a K-
algebra in the same way as a rational field. However, the complexity increases dramatically,
because of two reasons: we must manipulate the representations of the elements; and all the
checks of type f = 0 are transformed into membership problems, f ∈ BK(x)/K, that demand
Gro¨bner bases computations.
6. Conclusions
We have presented algorithms for resolving several issues related to rational function fields.
Our approach has combined useful computational algebra tools. Many interesting questions
remain unsolved. Unfortunately, we do not know if the computed intermediate field is rational
or not. The reason is that the algorithm produces an intermediate field generated always by
the transcendence degree plus one elements. It should be interesting to investigate under which
circumstances our algorithm can display an intermediate subfield generated by as many elements
as the transcendence degree. From a more practical point of view, we would like to have either
a good algorithm or a good implementation to compute a factorization of a polynomial over an
algebraic extension. Concerning applications, we suggest the possible use of our techniques in
the factorization of morphisms and regular maps between affine and projective algebraic sets.
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