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Abstract
We show that the matrix formulation of non-commutative field
theories is equivalent, in the continuum, to a formulation in a mixed
configuration-momentum space. In this formulation, the non-locality
of the interactions, that leads to the IR/UV mixing, becomes trans-
parent. We clarify the relation between long range effects (and IR
divergences) and the non-planarity of the corresponding Feynman di-
agrams.
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1 Introduction
While much work has been devoted to the understanding of field theories
on non-commutative spaces (see [1]), in particular after those theories were
related to string theory ([2],[3],[5],[4],[6],[7]), some issues remain unclear. An
important example of such an issue is the so called ”IR/UV mixing” [8]. This
peculiar behaviour of field theories on non-commutative spaces is manifested
through the existence of a class of non-planar diagrams which are divergent
for vanishing external momenta. The divergence originates from the phase
of these non-planar diagrams that depends on both the external and internal
momenta. The integration of the latter in loops results in UV divergences
which are the source of the “IR divergences” of the non-planar diagrams.
The UV/IR mixing was further discussed both for scalar field theories
([9]-[17]) and for gauge theories which can be associated with the open string
perspective ([18]-[24]). The immediate question of the effect of this mixing on
the renormalizability of these theories was also intensively considered ([25]-
[33]).
In this note we would like to further investigate the origin of the IR
divergences and clarify their relations to non-commutativity, non-locality of
the interaction, and non-planarity of the relevant diagrams.
We use the known mapping between a non-commutative field theory and
a matrix theory. We make the observation that the formulation in terms
of N × N matrices corresponds, in the continuum picture, to expressing
the fields as functions of coordinates of a mixed configuration-momentum
space. By using matrices of finite size we regularize both the UV and the IR
divergences, since the maximal value of the momentum and the area are pro-
portional to
√
N and N respectively. We show, in the mixed configuration-
momentum space, that the interactions of scalar field theories defined on
non-commutative spaces are non-local. The non-locality renders the inter-
actions into long range ones even for massive fields. For space with infinite
volume, these long range interactions are behind the IR divergences associ-
ated with certain non-planar diagrams. We show that the effect of the non
local interactions is to bring the interaction points closer to each other. This
behaviour is the source of the “mixing” of the IR divergences with the contri-
butions of high momentum that leads usually to UV divergences. We explain
why this effect exists (and is natural) only for certain non-planar diagrams
in the matrix theory.
In terms of the dependence on the cutoff N , we show that the UV di-
vergent planar diagrams have the same N dependence as IR divergent non-
planar diagrams of the same loop order. We demonstrate this behaviour for
the case of the two point function. Each planar diagram in this case has a
1
higher N dependence than that of a corresponding non-planar one due to
the summation of all possible indices in closed internal loops. However, this
factor is compensated by the multiplicity of non-planar diagrams. Thus, even
in the θ →∞ limit some non-planar diagrams contribute.
The paper is organized as follows. In section 2 we describe the basic
setup, namely, the operator formulation of the scalar field theory on non-
commutative geometry. Anticipating the structure of the matrix description,
we rewrite in section 3 the action in a mixed configuration-momentum space
representation. In section 4 we determine the propagator in the operator
(matrix) framework, and show, using the ’shift’ and ’clock’ matrices, that
it indeed corresponds to the mixed description. We state in section 5 the
Feynman rules in the latter description as well as in the matrix formulation.
Section 6 is devoted to the the origin of the IR divergences. In particular, it
is shown that the noncommutativity introduces long range interactions, and
explained why the IR divergences are associated with non-planar diagrams.
We determine the dependence of the various diagrams on N . An example is
described in the appendix. It includes the leading order corrections to the φ3
two point function from both planar and non-planar diagram and determines
the corresponding phases.
2 The basic setup
We start with a brief description of the basic setup of the generic theory we
study, noting our conventions in passing. Consider the non-commutative φK
field theory on a (d+1)-dimensional plane , whose Euclidean action is
S =
∫
dtddx
(
1
2
(∂µφ)
2 +
1
2
M2φ2 + λφK
)
(1)
where the products are Moyal ∗-products
(φ1 ∗ φ2)(x) = exp ( i
2
θµν∂yµ∂
z
ν)φ1(y)φ2(z)|y=z=x (2)
In particular
eikx ∗ eipx = exp (− i
2
k × p)ei(p+k)x (3)
or
eikx ∗ eipx = exp (−ik × p)eipx ∗ eikx (4)
where
k × p ≡ kµθµνpν (5)
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We Fourier transform φ(x)
φ˜(k) =
1√
(2pi)d
∫
ddxe−ikxφ(x) (6)
and represent the Moyal algebra by the operators Aˆ(xˆ) defined as (see for
instance [35],[36],[37])
Aˆ(xˆ) =
1√
(2pi)d
∫
ddkeikxˆφ˜(k) (7)
where xˆµ are operators satisfying the commutation relations
[xˆµ, xˆν ] = −iθµν (8)
We now formulate the non-commutative field theory using the operators
formalism, according to the mapping
φ1 ∗ φ2 → Aˆ · Bˆ
1
2piPf(θ)
∫
ddx → Tr
iθµν∂ν → [xˆµ, ·] (9)
For simplicity, we assume there are only two non-commutative coordi-
nates, rank(θ) = 2, [xˆ1, xˆ2] = −iθ, and ignore all the other (commutative)
coordinates. We define the exponents
Uˆ ≡ exp (−ixˆ1); Vˆ ≡ exp (−ixˆ2) (10)
satisfying
Uˆ Vˆ = e−iθVˆ Uˆ (11)
Using these definitions the Fourier transform takes the following form
˜ˆ
A(p, q) = Tr
(
e−i(pxˆ
1+qxˆ2)Aˆ
)
= Tr
(
exp (
i
2
θpq)e−ipxˆ
1
e−iqxˆ
2
Aˆ
)
≡ Tr
(
: UˆpVˆ q : Aˆ
)
(12)
and the action ∫
dtTr
(
θ−2[xˆµ, Aˆ]2 +
1
2
M2Aˆ2 + λAˆK
)
(13)
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3 Mixed configuration-momentum space
The interesting relation between momentum and size in non-commutative
field theories ([34]), guides us to consider the mixed configuration–momentum
space. Working in two space dimensions x and y, one can Fourier transform
the action only in the x-direction. The kinetic term becomes
Skin =
1
2
∫
dpxdyφ(p˜x, y)
(
p2x − ∂2y
)
φ(p˜x, y) (14)
The notation is such that from now on, we use φ for the field in all rep-
resentations, and indicate momentum-space coordinates by a tilde - p˜ and
configuration space coordinate by a non-tilde variable - y. The mass term
remains the same while the interaction becomes (considering φ3 as a simple
example) -
Sint =
∫
dxdyφ(x, y) ∗ φ(x, y) ∗ φ(x, y)
∼
∫
dxdydp1dp2dp3(e
ip1xφ(p˜1, y)) ∗ (eip2xφ(p˜2, y)) ∗ (eip3xφ(p˜3, y))
=
∫
dydp1dp2φ(p˜1, y − θp1/2)φ(p˜2, y − θp1 − θp2/2)φ(−p˜1 − p˜2, y − θp1/2− θp2/2)
We can further change our notations and write
A(z, w) ≡ φ(1
θ
(z˜ − w˜), 1
2
(z + w)) (15)
φ(p˜, x) = A(x+
θp
2
, x− θp
2
) (16)
and the interaction term becomes
Sint =
∫
dydp1dp2A(y, y − θp1)A(y − θp1, y − θp1 − θp2)A(y − θp1 − θp2, y)
= TrA3
where the last line can be considered formally or via discretization. From
now on we will put θ = 1 in our expressions (unless stated otherwise), it
can be easily inserted back to restore the dimensionality. The last expression
clearly shows that the action in the mixed configuration-momentum space
has a matrix structure. In the next section we will show that the familiar
’clock’ and ’shift’ representation of the operators Uˆ and Vˆ indeed leads to
this mixed space. We will further discuss the non-locality of the interaction
term in section 6.
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4 Operator (matrix) space
In order to consider the perturbative behaviour of the theory in the opera-
tor representation, the first step we take is to regularize any divergence by
considering a finite dimensional Hilbert space. In other words, the various
operators are now N ×N matrices. Eventually, we will let N go to infinity.
The degrees of freedom are the elements of the matrix Aˆ.
It is well known that there is no finite dimensional matrix representation
for the non-commuting operators xˆ1 and xˆ2. However, any N×N matrix can
be expanded in a finite power series in two unitary matrices which satisfy
UV = e−2pii/NV U = ωV U (17)
and are therefore related to Vˆ and Uˆ via (restoring θ for a moment)
Uˆ = U
√
θN
2pi
Vˆ = V
√
θN
2pi (18)
The propagators are
< AijAkl >=
1
N
∑
mn
: UmV n :ij : U
−mV −n :kl
1
(m2 + n2)/N +M2
(19)
V and U can be represented by the N × N ’clock’ and ’shift’ matrices
(this was also used in [38],[39]):
Ui,i+1 = 1 i = 1...N − 1
UN,1 = 1
Vi,i = ω
i−1 ω = e−2pii/N (20)
Using these matrices, we can now go back to the definition of the operator
representation of our algebra, (7), and rewrite it as
Aij =
1
2piN
∑
mn
: UmV n :ij φ(m˜, n˜)
=
1
2piN
∑
n
ω
1
2
n(i+j−2)φ(j˜ − i˜, n˜) = 1√
2piN
φ(j˜ − i˜, (j + i)/2) (21)
which shows, as promised, that the matrix indices in the operator formalism
correspond to the mixed configuration-momentum space. If we change the
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indexing of the matrix element (i, j) to (j − i mod N, (i+ j)/2 mod N), the
first index corresponds to momentum space while the second to configuration
space.
Inserting U and V into the propagators (19) gives
< AijAkl >= δi−j,l−k
1
N
∑
n
wn(j−k)
M2 + ((j − i)2 + n2)/N (22)
Taking the limit N → ∞ we should also scale i, j, k and l. Explicitly, we
take the combinations x ≡ 2pi(j − k)/√N and p ≡ (j − i)/√N fixed while
taking the limit and write q ≡ (k − l)/√N (which must be also fixed). The
sum in the propagator becomes (this is just the usual propagator)
1
N
δ(p+ q)
∫ ∞
−∞
dk
eikx
p2 +M2 + k2
=
δ(p+ q)
N
e−(p
2+M2)|x|
p2 +M2
(23)
Note that an extra factor of
√
N comes from the δ-function. This expression
for the propagator is, of course, the one we get for the mixed space up to the
power of 1
N
that comes from equation (21).
One can easily see that the operator formalism, using the ’clock’ and
’shift’ matrices, corresponds to the mixed-space formalism by considering
the kinetic term - [xˆµ, Aˆ]2. This term comprises of a diagonal term from
xˆ2 = ilogV corresponding to the momentum coordinate and a non-diagonal
term from xˆ1 = ilogU corresponding to the configuration coordinate. This is
the same as in the mixed-space representation, as equation (14) shows.
5 Feynman diagrams
If one works with the Moyal product representation of the algebra, that is
with functions on Rd and the multiplication rule (2), it is possible to define
momentum-space Feynman rules, which differ from the commutative ones
only in the K-point vertex, which acquires a phase (depending on the order
of the momenta flowing into the vertex) :
V (k1, k2..., kK) = λe
− i
2
∑
i<j ki×kjδ(
∑
ki) (24)
Considering various Feynman graphs, it is shown in [8] that in planar
graphs these phases add up so that the overall phase depends only on the
external momenta, while in non-planar graphs, one is left with phases de-
pending on internal (integrated) momenta. These phases may give rise to IR
divergences in non-planar graphs (The UV/IR mixing).
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When one works in a mixed configuration space the propagator takes the
form (see equation (23))
< φ(p˜, x)φ(q˜, y) >= δ(p+ q)
e−(p
2+M2)|x−y|
p2 +M2
(25)
The interaction vertex (for φn) takes the form
∫
dxdnp δ(
n∑
i=1
pi)φ(p˜1, x)φ(p˜2, x− (p1 + p2))φ(p˜3, x− (p1 + 2p2 + p3)) · · ·
φ(p˜j, x− (p1 + 2
j−1∑
k=2
pk + pj)) · · ·φ(p˜n, x− (
n−1∑
k=2
pk))(26)
Given a (non) planar diagram in the momentum space representation of
a non-commutative theory, it clearly remains such a diagram in the mixed
configuration-momentum space. Thus, the (non) planar diagrams of the
momentum spaces representations are the (non) planar diagram of the matrix
formalism. Considering the Feynman rules for the matrix formalism, it is
clear that the phases in the non-planar diagrams (before performing any
sums on external momenta) may come only from the propagators (19) as the
vertices clearly do not carry any phase. For future use, we wish to consider
the simpler case where there is no kinetic term in the action. This may be
considered as the θ→∞ limit of the action (13)2, which reduces to
S =
∫
dt(M2TrA2 + λTrAK) (27)
The free (tree level) propagators for this theory are simply
< AijAkl >=
1
N
∑
mn
: UmV n :ij : U
−mV −n :kl
1
M2
=
1
M2
δj,kδi,l (28)
which correspond to the totally local propagators3
< φ(p˜, x)φ(q˜, y) >∼ δ(p+ q)δ(x− y) (29)
2Note that for generic values of the external momenta this limit is dominated by planar
diagrams. However, the IR divergences we are interested in, appear in special values of
the external momenta
3By a local propagator we mean here that it allows propagation only from a point to
itself.
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This corresponds, of course, to a situation where we have no propagating
degrees of freedom in the field theory. However, from (28) it is clear that
the U ’s and V ’s and the phases that arise are the same as with the kinetic
term. Thus, for any given diagram, the question whether there is a phase
mixing between internal and external momenta, does not change when we
drop the kinetic term. We will use this observation later when we work
without the kinetic term to clarify the relation between non-planar diagrams
and IR physics.
6 Origin of IR divergences
The question we wish to answer in this section is - where do the divergences
of the non-commutative field theory come from, as viewed from the matrix
(operator) formulation. We would like to understand the connection between
the IR4 and UV divergences, and to reach a more intuitive explanation for
the connection between those IR effects and non-planar diagrams.
A finite dimensional matrix theory has no divergences, as it is a theory
on a point. Infinities can only come from taking N → ∞. Indeed, in a
regular matrix theory the N dependence is clear and one usually has a 1/N
expansion of the physical quantities .The matrix theories arising from the
non-commutative field theories have a kinetic term which complicates the
N dependence. Furthermore, the natural regularization and renormalization
procedures of the field theory throw away the leading N behaviour.
To get infra-red divergences in a correlation function one needs two ingredi-
ents:
• An infinite volume
• Long range interactions
We will see now how these conditions come about in the non-planar diagrams
of a non-commutative field theory.
Let us first make the following observation: The size of the matrices
N , which plays the role of a UV cut-off, as all momenta are in the range
−√N < p < √N , is also the configuration spaces area (at fixed θ), as
Area =
∫
d2x ∼ Tr1 = N. (30)
4By IR divergences we refer here only to divergences in some correlation functions,
which diverge for vanishing external momenta.
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Hence the volume of space is proportional to N . Therefore, any infra-red
effect coming from the large volume of space time are cut-off by N . This is
one of the reasons for the IR↔UV relation, as N plays the role of both IR
and UV cut-off’s and there cannot be IR divergences if we keep a finite UV
cut-off. This, however does not explain why the IR divergences occur only
when the theory has UV divergences (see below).
6.1 Long range interaction
We would like to understand why certain non-planar diagrams are those
which give rise to the IR effects. First, let us see how long range interactions
are produced. To gain insight into this question it turns out to be very
useful to work not in momenta space or configuration space but rather in the
mixture of both. As explained in the previous sections, in this representation
the star product becomes simpler and more intuitive. Indeed, we have seen
that the matrix description corresponds to such a representation and the star
product is then just matrix multiplication. So we will work with fields that
are functions of one configuration and one momentum coordinate. To avoid
annoying factors, we redefine the matrix variables
Aij ∼ φ(˜i− j˜, i+ j) (31)
To see the difference between an ordinary and a non-commutative theory
let us consider the φ4 theory. In an ordinary field theory the interaction
vertex is local,
∫
d2xφ4(x). This is written in a mixed configuration-momenta
representation as ∫
d4pdx
4∏
i=1
φ(p˜i, x)δ(
4∑
i=1
pi) (32)
where
∫
d4p =
∏4
i=1
∫
dpi. On the other hand a non-commutative theory
will have a non-local interaction of a special form. For the quartic vertex
the interaction takes the form (again, there are some factors of 2 from the
previous sections)∫
d4pdxφ(p˜1, x)φ(p˜2, x− p1 − p2)φ(p˜3, x− p1 − 2p2 − p3)
φ(p˜4, x− p1 − 2p2 − 2p3 − p4)δ(
4∑
i=1
pi). (33)
The non-commutative theory has a non-local interaction whose non locality
in one direction depends on the momenta in the other direction, as was
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noticed in [34]. We will show that the long range interactions that are needed
for an infra-red divergence arise from this non-local interaction, but only for
certain non-planar diagrams.
One can already guess how long range interaction may come about. We
have a non-local interaction and a regular massive free propagator. Long
range interactions require that correlation functions are not exponentially
suppressed for large distances (as they are in local massive theories). Such
an effect can occur if the non-local interaction ”draws” the interaction points
close to each other, so while still having a massive propagator, the interac-
tion is not exponentially suppressed. Given that, it seems clear that the
non-locality is proportional to the momenta flowing in the vertex, it is thus
obvious that large non-locality is related to high momenta.
As a simple example let us consider the two-point function in a non-
commutative φ4 theory. In an ordinary theory the first order (one loop)
correction to the two point function is proportional to
∫
dxd4p φ(p˜1, x)φ(p˜2, x) < φ(p˜3, x)φ(p˜4, x) >0 δ(
4∑
i=1
pi) (34)
Where <>0 is the free propagator and we postpone the contraction with
the external φ’s. Using the fact that the free propagator has a momentum
delta-function, we find∫
dxdp1dp2φ(p˜1, x)φ(−˜p1, x) < φ(p˜2, x)φ(−˜p2, x) >0 (35)
This term is, of course, the source for the UV divergences, as the fields
interact at the same point. We would like to see now what happens in
the non-commutative theory. There are two possible corrections, depending
on the contractions we make in the vertex. If one contracts neighbouring
fields, the diagram is planar, while it is non-planar for contraction of non-
neighbouring fields. For the planar diagram one gets∫
d4pdxφ(p˜1, x)φ(p˜2, x− p1 − p2)
× < φ(p˜3, x− p1 − 2p2 − p3)φ(p˜4, x− p1 − 2p2 − 2p3 − p4) >0 δ(
4∑
i=1
pi)
The free propagator is still proportional to a momentum delta-function and
the correlation function reduces to∫
dxdp1dp3φ(p˜1, x)φ(−p˜1, x) < φ(p˜3, x+ p1 − p3)φ(−p˜3, x+ p1 − p3) >0
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This is basically the same as the ordinary interaction coming from the local
vertex. On the other hand, the non-planar diagram gives∫
d4pdxφ(p˜1, x)φ(p˜3, x− p1 − 2p2 − p3)
× < φ(p˜2, x− p1 − p2)φ(p˜4, x− p1 − 2p2 − 2p3 − p4) >0 δ(
4∑
i=1
pi)
Using momentum conservation we get now∫
dp1dp2dxφ(p˜1, x)φ(−p˜1, x− 2p2) < φ(p˜2, x− p1 − p2)φ(−p˜2, x+ p1 − p2) >0
We can see here that the non-planar diagram exhibits a different behaviour.
The non-planar contraction of two ’inner-legs’ of the vertex, has caused the
two ’outer-legs’ to be in different points in configuration space. These points
are further away the larger the momentum in the loop is. Thus, the long range
forces are related to high momentum. We also see that the loop integral will
not diverge unless p1 = 0 as the inner propagator is suppressed for any other
value.
Let us look at another example, that of a cubic theory. The interaction
vertex is∫
d3pdxφ(p˜1, x)φ(p˜2, x− p1 − p2)φ(p˜3, x− p1 − 2p2 − p3)δ(
3∑
i=1
pi). (36)
Consider, again, the one loop correction to the two point function. The
planar diagram contribution is∫
d3pd3qdxdyφ(p˜1, x)φ(q˜1, y) < φ(p˜2, x− p1 − p2)φ(q˜3, y − q2) >0
< φ(p˜3, x− p2)φ(q˜2, y − q1 − q2) >0 δ(
3∑
i=1
pi)δ(
3∑
i=1
qi) (37)
Using the various momentum delta-functions, we get∫
dp1dp2dxdyφ(p˜1, x)φ(−p˜1, y) < φ(p˜2, x− p1 − p2)φ(−p˜2, y − p1 − p2) >0
< φ(−(p˜1 + p˜2), x− p2)φ(p˜1 + p˜2, y − p2) >0
All propagators are ordinary free propagators and we see that they are evalu-
ated at separation (x−y) (although the points are shifted the propagator is a
function of the difference of the points which remains unchanged). Thus, for
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x 6= y the contribution from the propagators is exponentially suppressed and
there is no non-locality. In fact, this looks like an ordinary cubic one-loop
correction
On the other hand, the non-planar diagram contribution is∫
dp1dp2dxdyφ(p˜1, x)φ(−p˜1, y) < φ(p˜2, x− p1 − p2)φ(−p˜2, y + p1 + p2) >0
< φ(−(p˜1 + p˜2), x− p2)φ(p˜1 + p˜2, y + p2) >0
Again, we see here a different behaviour. First, the inner propagators are
evaluated at configuration space distances x− y− 2p1− 2p2 and x− y− 2p2
respectively. Thus, even for x 6= y the diagram is not always suppressed by
the massive propagator. One can also see why the divergences occur in the
infra red, as the distances are equal only when p1 = 0. At any other case,
at least one of the propagator is suppressed. The same remarks as in the
quartic coupling apply here.
To summarize, as the external legs in a non-planar diagram are located
further apart, the main contribution is due to higher and higher momenta.
Thus, integrating over all configuration space, the large contributions come
from large momenta and it would look as if the infra-red effects are connected
to UV physics. Another point to notice is that, as the divergences of a
diagram come from the high momentum contribution of the loop (as the
IR divergences come from the summing over larger and larger separations),
there will be an IR divergence only if this loop diverges and there are also UV
divergences. This is because the only source of divergences in perturbation
theory is that of coincident points. If there are no UV divergences there
might still be non-local effects, but there will not be long range interactions,
although there will be interaction on a larger scale than the same local theory.
We have thus described the mechanism through which long range interactions
appear in non-commutative field theories.
6.2 Why non-planar?
We would like now to address the question of the relation between non-planar
diagrams and the IR physics from another point of view. For that purpose,
we return to the θ →∞ limit where there is no kinetic term in the action.
We claim that the essential point for our discussion - the appearance of
IR divergences - does not depend on the inclusion of the kinetic term. There
are several arguments in favour of this claim. As explained in [8], the IR
divergences appear due to the phases depending on the internal and external
momenta. It was demonstrated in section 5 that these phases indeed do not
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depend on the inclusion of the kinetic term. Furthermore, if we choose the
propagator to be totally local, the only non-local effects in any correlation
function are those coming from the non-local interactions (rather than from
any non-locality in the propagator), thus the non-local effects we are after
are essentially the same, and even clearer, once the kinetic term is neglected.
Finally, the propagator (23) of the full theory, with the kinetic term, is peaked
around the values of the local (29) and is exponentially suppressed away from
these values.
Let us consider a general n-point correlation function in the theory with-
out the kinetic term.
< Ai1,j1Ai2,j2Ai3,j3 · · ·Ain,jn > (38)
The propagators (28) show us that we can use the two line notation with
a matrix index on each line. A general planar diagram, depicted in figure
(1), contributes to the correlation function (38) only for the index structure
jm = im+1 mod n (39)
A non-planar diagram, on the other hand, may be of a more general index
structure.
2i
1i
1i
i
k+1i
ki
ki
k-1
ni
Figure 1: A general planar diagram.
We see here an important difference between planar and non-planar dia-
grams – in a planar diagram there is only one group of indices that is con-
nected in a cyclic manner, while a non-planar diagram can contribute even
if the outside indices are separated into two or more groups. For example,
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the separation into two groups gives -
jm = im+1 m = 1 · · ·n1 − 1, i1 = jn1−1.
jm = im+1 m = n1 + 1 · · ·n− 1, in1+1 = jn. (40)
Figure (2) is an example of such a diagram. We will now show that the
structure of the phases is in one to one correspondence with the allowed
index structure.
j
i
i
j
mm
k
k
Figure 2: A non planar φ4 4-points diagram.
Let us look at a contribution to the correlation function (38). We will
label the incoming momenta by (ml, nl) and the inside momenta by (pk, qk).
The contribution from any diagram is then
∑
ml,nl,pk,qk
(∏
h
: UmhV nh :ih,jh
)
f˜(ml, nl.pk, qk) (41)
Given the simple propagator and vertex, the functionf˜ can only be made out
of some delta functions of momenta and phases. If the phases do not mix
between internal and external momenta then after summing over the internal
momenta one gets only
f(ml, nl) ≡
∑
pk,qk
f˜(ml, nl, pk, qK) = cN
aeiα(ml,nl)δ(∑lml,0)δ(∑l nl,0) (42)
14
where α(ml, nl) is some function of the external momenta and c and a are
constants. If, however, there is some mixing between the internal and exter-
nal momenta then after summing over the internal momenta one gets extra
delta functions
f(ml, nl) = c
′Na
′
eiα
′(ml,nl)δ(
∑
lml,0)
δ(
∑
l nl,0)
· · · δ(∑′lml,0)δ(∑ ′l nl,0) (43)
where the primed sums indicate that the sum is not over all l. We see that
the structure of delta functions in f(ml, nl) is determined by the mixing (or
non mixing) of the phases.
On the other hand, f(ml, nl) is also determined by the allowed index
structure, as one can just do an inverse transform by multiplying by∏
h′
: Um
′
h′V n
′
h′ :ih′ ,jh′ , (44)
and performing a trace. This shows that there must be a one-to-one corre-
spondence between the index structure and the phase mixing. As an example
let us first look at a planar diagram. The index structure is always as in equa-
tion (39), so one finds
f(ml, nl) ∼ Tr
(∏
h
: UmhV nh :
)
∼ δ(∑lml,0)δ(∑l nl,0) (45)
On the other hand a non-planar diagram with an index structure as in equa-
tion (40) will give
f(ml, nl) ∼ Tr(
h1∏
h=1
: UmhV nh :)Tr(
n∏
h=h1+1
: UmhV nh :) ∼
δ(
∑
lml,0)
δ(
∑
l nl,0)
δ
(
∑h1
l
ml,0)
δ
(
∑h1
l
nl,0)
(46)
We have thus shown that phase mixing between internal and external
momenta is equivalent to the grouping of the external indices. As a result,
the phase mixing can only occur for non-planar diagrams with a particular
index structure.
Using the relation of the matrix indices to the mixed momentum - config-
uration space, we interpret this difference as follows. In any n-point planar
diagram, given the configuration space coordinates of (n − 1) points, the
coordinate of the last point is fixed. IR effects are related to non-planar di-
agrams, because in some non-planar diagrams some of the legs can be taken
to be independently far from the others (even if the propagator is totally
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local). The freedom in the index structure of non-planar diagram, given the
local form of the propagator, explains why the non-local effects discussed
previously occur only for the non-planar diagrams.
As we claimed before that the classification of diagrams to planar and non-
planar in the momentum space representation of non-commutative theories is
the same as in the matrix formalism, it is clear now why non-planar diagrams
are connected to IR effects.
Let us consider the simplest example of this behaviour - the φ4 two point
function. Planar diagrams contribute only to (there is no summation on the
indices)
< AijAji > (47)
while non-planar can also contribute to
< AiiAjj > . (48)
Thus, even though we started with a totally localized propagator (i.e propor-
tional to δ(x− y)) the non-planar graphs may lead to a non-local correction,
while the planar graphs may not. We see that this behaviour is totally en-
coded in the index structure of the possible planar and non-planar diagrams.
This is not to say that non-planar diagrams have to be of this form, but
that only non-planar diagrams that separate into two or more groupings of
indices, are those that will exhibit the IR divergences.
Diagrams with the same index structure as planar ones will have no phase
mixing and will not exhibit IR divergences related to the values of the outside
momenta.
6.3 The power of N
One may still be interested in the degree of the IR divergences (or - how do the
non-planar diagram end up with the same power of N as planar ones). The
degree of divergence in the theory without the kinetic term, is simply the N
dependences. To consider that, let us look, once again, at the example of the
two point function in φ4 theory. We will look at the contributions to the two-
point function at zero momenta, < A˜(0, 0)A˜(0, 0) > where A˜(0, 0) = TrA.
The planar diagram contributes (at one loop) to terms of the form
< AijAji >∼ 1
M2
Nδi,j (49)
While the non-planar diagram contributes to terms of the form
< AiiAjj >∼ 1
M2
(50)
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where there is no summation in both cases. We see that the planar diagrams
have a higher N dependence than the non-planar ones. However, there are N
planar terms that contribute to this two-point function , but N2 non-planar
terms, thus giving and overall identical N dependence.
We can generalize this picture to any n-point function. Transforming the
planar diagram from the matrix space to momentum space we have a single
trace over Uˆ ’s and Vˆ ’s :
<
˜ˆ
A(p1, q1)...
˜ˆ
A(pn, qn) > ∼ Tr(Uˆp1Vˆ q1...Uˆpn Vˆ qn)...
= N · δp1+...+pn,0δq1+...+qn,0 × phase... (51)
where the δ corresponds to the usual momentum conservation δ-function. A
non-planar diagram, which might have a different grouping of the external
indices, will give
<
˜ˆ
A(p1, q1)...
˜ˆ
A(pk, qk)
˜ˆ
A(pk+1qk+1)...
˜ˆ
A(pn, qn) >∼
Tr(Uˆp1 Vˆ q1...Uˆpk Vˆ qk)× Tr(Uˆpk+1Vˆ qk+1...Uˆpn Vˆ qn)... =
N2 · δp1+...+pk,0δq1+...+qk,0δpk+1+...+pn,0δqk+1+...+qn,0 × phase... (52)
The additional traces which give additional factors of N as well as new kine-
matical restrictions are the hallmark of the possible IR divergences. The
corresponding factors of N may cause these diagrams to be of the same
order in N as the planar diagrams.
The various factors of N are also related to a fact briefly mentioned
before. As mentioned for example in [8], the θ → ∞ limit is dominated
at generic external momenta by the planar diagrams. This is obvious from
equations (49) and (50). However, at special values of the external momenta,
this dominance may be compensated by the additional traces and we may
encounter non-planar diagrams which contribute leading (and even diverging)
terms.
A Appendix
As a demonstration of the origin of the phases in the operators formalism,
we give a simple example - consider the one loop, two point function in
non-commutative φ3. The expectation value to be computed is
< AˆabAˆcdTrAˆ
3TrAˆ3 >=< AˆabAˆcdAˆa1b1Aˆb1c1Aˆc1a1Aˆa2b2Aˆb2c2Aˆc2a2 > (53)
There are two distinct Feynman graphs corresponding to this expression, a
planar graph and a non planar one (see figure 3).
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(a)  Planar graph                            (b) Non-planar graph
Figure 3: one-loop Feynman graphs.
The planar graph is given by the contraction
< AˆabAˆa1b1 >< Aˆb1c1Aˆa2b2 >< Aˆc1a1Aˆc2a2 >< Aˆb2c2Aˆcd >=∑
mini
: Uˆm1 Vˆ n1 :ab: Uˆ
−m1 Vˆ −n1 :a1b1 : Uˆ
m2 Vˆ n2 :b1c1 : Uˆ
−m2 Vˆ −n2 :a2b2
: Uˆm3 Vˆ n3 :c1a1 : Uˆ
−m3 Vˆ −n3 :c2a2 : Uˆ
m4 Vˆ n4 :b2c2 : Uˆ
−m4 Vˆ −n4 :cd ... =∑
mini
: Uˆm1 Vˆ n1 :ab: Uˆ
−m4 Vˆ −n4 :cd Tr
(
: Uˆ−m1 Vˆ −n1 :: Uˆm2 Vˆ n2 :: Uˆm3 Vˆ n3 :
)
Tr
(
: Uˆ−m2 Vˆ −n2 :: Uˆm4 Vˆ n4 :: Uˆ−m3 Vˆ −n3 :
)
... =∑
mini
: Uˆm1 Vˆ n1 :ab: Uˆ
−m4 Vˆ −n4 :cd × exp(iθ(m1n1/2 +m2n2 +m3n3 +
m4n4/2−m2n1 −m3n1 −m4n2 −m3n4 + 2m3n2))×
δ(m1 −m2 −m3)δ(m4 −m2 −m3)δ(n1 − n2 − n3)δ(n4 − n2 − n3)...
where ... represent further terms that do not contribute to the phase. It
can be easily seen that the phase in the last line adds up to zero and one is
left only with the phase coming from the external legs.
The non-planar graph is given by
< AˆabAˆa1b1 >< Aˆb1c1Aˆa2b2 >< Aˆc1a1Aˆb2c2 >< Aˆc2a2Aˆcd >=∑
mini
: Uˆm1 Vˆ n1 :ab: Uˆ
−m1 Vˆ −n1 :a1b1 : Uˆ
m2 Vˆ n2 :b1c1 : Uˆ
−m2 Vˆ −n2 :a2b2
: Uˆm3 Vˆ n3 :c1a1 : Uˆ
−m3 Vˆ −n3 :b2c2: Uˆ
m4 Vˆ n4 :c2a2 : Uˆ
−m4 Vˆ −n4 :cd ... =∑
mini
: Uˆm1 Vˆ n1 :ab: Uˆ
−m4 Vˆ −n4 :cd Tr
(
: Uˆ−m1 Vˆ −n1 :: Uˆm2 Vˆ n2 :: Uˆm3 Vˆ n3 :
)
Tr
(
: Uˆ−m2 Vˆ −n2 :: Uˆ−m3 Vˆ −n3 :: Uˆm4 Vˆ n4 :
)
... =∑
mini
: Uˆm1 Vˆ n1 :ab: Uˆ
−m4 Vˆ −n4 :cd × exp(iθ(m1n1/2 +m2n2 +m3n3
+m4n4/2−m2n1 −m3n1 −m4n3 −m4n2 + 2m3n2))×
δ(m1 −m2 −m3)δ(m4 −m2 −m3)δ(n1 − n2 − n3)δ(n4 − n2 − n3)... =∑
mini
: Uˆm1 Vˆ n1 :ab: Uˆ
−m4 Vˆ −n4 :cd exp (iθ(−m2n3 +m3n2))...
giving the same phase as the corresponding diagram in momentum space.
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