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Abstract
This thesis contributes to the classification of central extensions of divisible
groups with finite abelian quotient, so called “d-ab extensions.” We give a ma-
trix classification of equivalence classes of d-ab extensions and explicitly provide
a family of group presentations. We provide a criterion for determining when
two d-ab extensions are isomorophic in the case when the quotient is homocyclic.
When the kernel has rank 1, we parametrize isomorphism classes of d-ab exten-
sions with homocyclic quotient by constructing a family of group presentations.
We also give a general reduction of d-ab extensions to the case when the kernel
and center of the extensions coincide. For this case we give a classification of
isomorphism classes when the kernel has rank 1. We highlight the applications
of central extensions of divisible groups to nilpotent groups.
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Notation
Notation Meaning
R× The multiplicative group of units in the ring R with identity
R+ The additive group of the ring R
N The set of natural numbers (including 0)
Ker(ϕ) The kernel of the homomorphism ϕ
Im(ϕ) The image of the function ϕ
|G| The order of the group G, or the cardinality of the set G
Hom(G,H) The set of homomorphisms G→ H
Aut (G) The group of automorphisms of G
AutQ(M) The automorphisms of M as a Q-module
ϕ|S The map ϕ restricted to the subset S
〈σ1, . . . , σn〉 The subgroup generated by σ1, . . . , σn
A ∼= B A is isomorphic to B
G ≤ H G is a subgroup of H
Z (G) The center of the group G
Z/n The integers modulo n
Zp The p-adic integers
[x, y] The commutator xyx−1y−1
[G,H] The subgroup generated by the set {[g, h] : g ∈ G, h ∈ H}
G′ The group [G,G]
xy The conjugate y−1xy
yx The conjugate yxy−1
[x]∼ The equivalence class of x under the equivalence relation ∼
⊗ The (nonabelian) tensor product
∧ The (nonabelian) exterior product
G∧2 The exterior square G ∧G
ϕ∧2 The map x ∧ y 7→ ϕ(x) ∧ ϕ(y)
α∗ The map of extensions induced (covariantly) by α
β∗ The map of extensions induced (contravariantly) by β
∼= Isomorphism of extensions
≡ Equivalence of extensions
∼ Isomorphism of extensions fixing the kernel elementwise
 The Baer sum
vi
H2(β) The map in homology induced by β
M(Q) The Schur multiplier of Q
ξe The map corresponding to the extension e
 Surjection
 Injection
E The category of equivalence classes of group extensions
E (Q,K) Equivalence classes of extensions of K by Q
Eϕ(Q,K) Equivalence classes of extensions of K by Q inducing the action ϕ : Q→ Aut(K)
E0(Q,K) Equivalence classes of central extensions of K by Q
·tgt The tightening functor Ed-ab → [E tgt]∼
E tgt Equivalence classes of tight extensions
Ed-ab Equivalence classes of d-ab extensions
etgt A tightening of e
Kξ The set of degeneracies for ξ
Ke The set of degeneracies for ξe
Aξ The domain of ξtgt
ZG The integral group ring of G
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0 Introduction
The main goal of this thesis is to contribute to the classification of groups G
that fit into a central extension of groups
D G Q
such that D is divisible and torsion and Q is finite abelian. One reason for our
interest in these groups is that every finite nilpotent group of class 2 embeds into
such a group in a nice way (Proposition 2.1.3). There is a similar embedding
property for a class-c nilpotent group (namely, Q should be nilpotent of class
c − 1), and some of our foundational results, particularly in Chapter 2, apply
to this general situation. However, our chief contributions are to the case when
c = 2.
Another reason for studying these groups comes from the fact that abelian
extensions of divisible (abelian) groups are always split. Thus the Universal
Coefficient Theorem provides us with an isomorphism that makes d-extensions
easier to understand (Theorem 2.1.2).
In Chapter 1 we give a general introduction to the theory of group extensions.
We develop some key results, particularly starting with Section 1.3 on induced
maps, which will be integral to our considerations in later chapters.
In Chapter 2 we specialize our considerations to central extensions of divisi-
ble groups, i.e., “d-extensions,” and present some key properties of d-extensions.
In Section 2.1 we discuss the relevance of induced maps to d-extensions and we
develop a criterion for determining when an embedding of kernels produces an
embedding of extensions (Corollary 2.1.9). Sections 2.2 and 2.3 are devoted to
structural properties of divisible abelian groups and their automorphisms. In
Section 2.4 we show how our situation reduces to considering p-groups.
In Chapter 3 we specialize further to d-extensions with abelian quotient, i.e.,
“d-ab extensions.” We define “d-matrices” for a given finite abelian p-group Q
in Section 3.1 and use d-matrices to parametrize equivalence classes of d-ab
extensions: if A is an ordered m-set of d-matrices for a finite abelian p-group
Q, then there is a group G(A ) with a presentation that depends only on A ,
and there is a d-ab extension
e(A ) : Z(p∞)m G(A ) Q.
We show that each d-ab extension is equivalent to e(A ) for some such A (The-
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orem 3.1.3) and that if Z is another ordered m-set of d-matrices for Q, then
e(A ) ≡ e(Z ) if and only if A = Z (Theorem 3.1.4). In other words, the
function A → e(A ) is a parametrization. In the case when Q is homocyclic of
exponent pe, we prove that e(A ) ∼= e(Z ) if and only if there exist R ∈ GLm(Zp)
and S ∈ GLr(Z/pe) such that
[Z1| · · · |Zm] = S
(
[A1| · · · |Am] (R⊗ 1r)
) ∗ St,
where St denotes the transpose of S and ∗ is a product of partitioned matrices
(Theorem 3.1.7).
In Sections 3.2 and 3.3 we specialize to d-ab extensions of the pru¨fer p-group.
This is the rank-1 torsion case and, modulo Baer sums, actually accounts for all
d-ab extensions with kernel having no torsion-free component (Corollary 3.2.8).
We give some structural results and provide a family of group presentations
(Definition 3.2.4) which, we show (Theorem 3.2.7) accounts for all such exten-
sions up to isomorphism. In the case when the quotient is homocyclic, we are
able to parametrize the isomorphism classes with a family of group presentations
(Theorem 3.3.8).
In Chapter 4 we consider the special case when the kernel and center of a
central extension coincide exactly. We refer to these extensions as “tight.” We
show that there is a functor ·tgt that assigns a tight extension to a general d-ab
extension (Theorem 4.3.11). In Sections 4.1 - 4.4 we investigate the properties of
this functor and use these properties to give a parametrization of d-ab extensions
(Theorem 4.3.16). Tight extensions are the extensions that apply to nilpotent
groups directly, so it is satisfying that we are able to give a family of group
presentations that parametrize tight d-ab extensions of the pru¨fer p-group (up
to isomorphism), which is the content of Section 4.5.
2
1 Group extensions
We begin by giving some basic definitions and results from extension theory.
Our primary concern is with extensions of abelian groups, so for the most part
our kernels will be abelian, but we shall explicitly state when this is needed.
If K and Q are groups, then an extension of K by Q is a short exact sequence
e : K //
ι // E
pi // // Q
of groups and homomorphisms. The groups K and Q are called, respectively,
the kernel and quotient of e. We will sometimes abuse terminology and refer to
the group E as the extension. Note that K ∼= Im(ι) and Q ∼= E/ Im(ι). When
the kernel is abelian, it will generally be written additively, though the quotient
and extension will be written multiplicatively.
Any extension comes with functions τ : Q → E such that piτ = 1. Such a
function is called a transversal for e; transversals are not generally homomor-
phisms. If an extension has a transversal that is a homomorphism, then it splits
as an exact sequence.
Definition 1.0.1. A map of extensions is a commutative diagram
e : K // //
α

G // //
γ

Q
β

e′ : L // // H // // R
of groups and homomorphisms in which the rows are short exact sequences
(extensions). Such a map is really a triple (α, γ, β) where
α : K → L
γ : G→ H
β : Q→ R
satisfy the obvious commutativity properties with respect to e and e′. We shall
write (α, γ, β) : e→ e′ or simply (α, γ, β) to denote the above map.
Let ϕ = (α, γ, β) be a map of extensions. We say ϕ is surjective if α = 1 and
β is surjective; note that this implies that γ surjective. We say ϕ is injective if
β = 1 and α is injective; note that this implies that γ injective.
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Definition 1.0.2. An equivalence of extensions is a map (1, γ, 1), i.e., a com-
mutative diagram
e : K // // G // //
γ

Q
e′ : K // // H // // Q
in which the rows e and e′ are short exact sequences (extensions). We call the
extensions e and e′ equivalent and write e ≡ e′. We write [e] for [e]≡, i.e., the
equivalence class of e.
By the 5-lemma the nonidentity vertical map in an equivalence must be an
isomorphism. Equivalence clearly forms an equivalence relation on the class of
all extensions that restricts to the class of extensions of K by Q.
The category whose objects are equivalence classes of group extensions and
whose morphisms are the resulting classes of maps of extensions will be denoted
by E . We will mostly be interested in understanding extensions that can arise
with given kernel and given quotient. We let
E (Q,K)
denote the full subcategory of E whose objects are (equivalence classes of) ex-
tensions of K by Q.
Definition 1.0.3. An isomorphism of extensions is an isomorphism in E , i.e.,
a map with an inverse. Specifically, this is a commutative diagram
K // //
∼=

G // //
∼=

Q
∼=

L // // H // // R
with isomorphisms for vertical arrows. If two extensions e and e′ are isomorphic,
we write e ∼= e′.
Our main concern in this thesis is the so-called “isomorphism problem” for
extensions. That is, we are interested in determining when two extensions are
isomorphic (at least in certain specific situations), and in providing a classifica-
tion of extensions up to isomorphism (in certain situations).
1.1 Group modules and cohomology
When K is an abelian group, there is a well-known correspondence between ex-
tensions of K by Q and the second cohomology group H2(Q,K) with a suitable
Q-module structure on K. We summarize this correspondence here.
Definition 1.1.1. Let Q be any group. The integral group ring ZQ is the ring
of finite (formal) sums
∑
nqq with each nq ∈ Z and q ∈ Q. Addition in ZQ is
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defined as (∑
q∈Q
mqq
)
+
(∑
q∈Q
nqq
)
=
∑
q∈Q
(mq + nq)q.
Multiplication in ZQ is defined by putting (ngg)(nhh) = ngnhgh and extending
linearly. Thus, we define
(∑
q∈Q
mqq
)(∑
q∈Q
nqq
)
=
∑
q∈Q
sqq,
where
sk =
∑
gh=k
mgnh
for each k ∈ Q. By a Q-module we mean a ZQ-module, i.e., an abelian group
on which Q acts linearly. We refer to a Q-module homomorphism as a Q-map.
If K is abelian and
e : K //
ι // E
pi // // Q
is an extension with transversal τ , then K becomes a left Q-module via the
action
qk = ι−1
(
τ(q)ι(k)τ(q)−1
)
.
This definition is independent of τ , and equivalent extensions yield the same
Q-action. Thus, we obtain an action ϕ : Q → AutK, which makes K into a
Q-module. This action depends only on the equivalence class of e and we say
ϕ is realized by e. If two extensions are equivalent then they realize the same
action, so there is a full subcategory Eϕ(Q,K) of E (Q,K) whose objects are
equivalence classes of extensions realizing ϕ.
It is worth remarking that if ϕ is any Q-action on K, then ϕ can be realized
by a split extension of K by Q, namely the extension
sϕ : K // // K oϕ Q // // Q
with the obvious maps. In fact, if e is any split extension of K by Q that realizes
ϕ, then e ≡ s, and conversely.
If K is an abelian group, there is a binary operation  on E (Q,K) that
makes this set into an abelian group. This operation was first introduced by
R. Baer ([Bae34]) and thus carries the name Baer sum.
Given two extensions
e1 : K //
ι1 // E1
pi1 // // Q
and
e2 : K //
ι2 // E2
pi2 // // Q
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that both induce the module action ϕ we define
E1E2 =
{(g1, g2) ∈ E1 × E2 : pi1(g1) = pi2(g2)}
{(ι1(k),−ι2(k)) : k ∈ K} .
We have maps
(ι1 ι2) : K  (E1E2)
: k 7→ (ι1(k), 1)
and
(pi1pi2) : (E1E2) Q
: (g1, g2) 7→ pi1(g1).
It is easy to verify that Ker(pi1pi2) = Im(ι1 ι2), so we have the extension
e1 e2 : K //
ι1 ι2 // E1E2
pi1pi2 // // Q.
Verification of the following proposition is straightforward.
Proposition 1.1.2. If e and e′ are two extensions realizing a given module
action ϕ, then e e′ also realizes ϕ.
It is well-known that  makes Eϕ(Q,K) into an abelian group, and that the
zero element is the class of split extensions.
Definition 1.1.3. Let Q be any group and M be any Q-module. The co-
homology of Q with coefficients in M , denoted H∗(Q,M), is defined to be
Ext∗ZQ(Z,M), where the Q-action on Z is trivial (qn = n for q ∈ Q,n ∈ Z).
Dually, the homology of Q with coefficients in M , denoted H∗(Q,M), is defined
to be TorZQ∗ (Z,M).
If the coefficients are taken in Z with trivial Q-action, it is customary to
omit them from the notation and write Hn(Q) and Hn(Q).
The groups H∗(Q,M) (respectively H∗(Q,M)) are computed by construct-
ing a Q-projective resolution of Z and applying the functor HomZQ( ,M) (re-
spectively ⊗ZQ M). There is a well-known standard resolution defined by
taking Pn to be the free ZQ-module generated by n-tuples [q1| · · · |qn] of ele-
ments of Q. We take the differential map in degree n > 0 to be
∂ =
n∑
i=1
(−1)i∂i,
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where
∂0([q1| · · · |qn]) = q1[q2| · · · |qn]
∂i([q1| · · · |qn]) = [q1| · · · |qi−1|qiqi+1|qi+2| · · · |qn] for 0 < i < n;
∂n([q1| · · · |qn]) = [q1| · · · |qn−1].
We take ε : P0 → Z to be the augmentation q 7→ 1 for all q ∈ Q. This can easily
be shown to be a Q-projective (in fact, free) resolution of Z. This resolution is
known as the bar resolution. It is useful in obtaining group-theoretic interpreta-
tions of the cohomology groups, especially in low degree. We shall be interested
in degree 2.
We see that 2-cocycles are identified with functions f : G×G→M satisfying
xf(y, z)− f(xy, z) + f(x, yz)− f(x, y) = 0.
Such functions are called factor sets. The 2-coboundaries are of the form
g(x, y) = xg(y)− g(xy) + g(x).
Let
e : M //
ι // G
pi // // Q.
be an extension with M abelian. Assume for ease of notation that ι is simply
embedding M as a subgroup, i.e., identify M with ι(M).
Let τ be a transversal for e. For x, y ∈ Q we can write
τ(x)τ(y) = f(x, y)τ(xy)
for some element f(x, y) ∈ M , because τ(x)τ(y)τ(xy)−1 ∈ Kerpi = M . Apply-
ing the associative law to the product τ(x)τ(y)τ(z) and simplifying shows that
f is a factor set.
If another transversal τ ′ is chosen, then the resulting factor set f ′ has the
property that f − f ′ is a 2-coboundary. Thus, we obtain a unique cohomology
class corresponding to the extension.
Conversely, if f : Q×Q→M is a factor set, then we can define the extension
G which consists, as a set, of elements of M ×Q. The group operation is
(m, q)(m′, q′) = (m+ qm′ + f(q, q′), q ∗ q′),
where ∗ is the group operation in Q, + is the operation in M , and qm specifies
the Q-action on M .
This correspondence actually provides a bijection between Eϕ(Q,M) and
H2(Q,M), where M is regarded as a Q-module via ϕ. We remark that the
class of split extensions corresponds with the zero factor set. This gives a
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general classification of extensions of M by Q in terms of pairs (ξ, ϕ) where
ϕ : Q→ AutM and ξ is a factor set.
1.2 Central extensions
An extension
e : C //
ι // E // // Q
is said to be central if Im(ι) ≤ Z(G). Of course, in this case C is abelian. Since
the induced Q-action on C arises from conjugation in G, central extensions are
precisely the extensions that induce the trivial action. Therefore, we use the
notation E0(Q,A) to denote central extensions of A by Q. These extensions are
parametrized by H2(Q,C) with C given the trivial Q-action.
A group N is nilpotent if there is a central series
1 ≤ Z1 ≤ Z2 ≤ · · · ≤ Zc = N
in which Zi/Zi−1 = Z(N/Zi−1) (this is referred to as the upper central series).
The integer c = c(N) is called the nilpotency class or simply the class of N .
Nilpotent groups can be built up by successive central extensions with nilpotent
kernels. In particular, we have the extension
Z //
ι // N
pi // // N/Z
and we note that c(N/Z) = c(N)− 1.
It is well-known that a finite group is nilpotent if and only if it is a direct
product of its Sylow subgroups (cf. [Rob91, p. 130]). Thus, in the finite case,
the study of nilpotent groups reduces to the study of groups of prime-power
order.
1.3 Induced maps of the kernel
Assume M and M are (left) Q-modules and M α−→ M is a Q-map. Then
there is an induced map H2(Q,M) → H2(Q,M), and hence an induced map
α∗ : E (Q,M) → E (Q,M), which we will construct in this section. These in-
duced maps will figure prominently in our investigations. In particular, the maps
induced by isomorphisms provide insight into isomorphism classes of extensions.
Later in the thesis we shall make use of the maps induced by injections.
We identify M and M with their underlying abelian groups and write them
additively. Suppose we have an extension
e : M //
ι // G
pi // // Q
of groups that realizes the Q-action on M . The map pi induces an action of
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G on M (by defining gm = pi(g)m) and we may form the semidirect product
S = M oG.
Lemma 1.3.1. The subset N = {( − α(m), ι(m)) : m ∈ M} is a normal sub-
group of S.
Proof. Recall that inverses in S are given by (m, g)−1 =
( − (g−1)m, g−1) and
products by (m1, g1)(m2, g2) = (m1 + g1m2, g1g2).
If (m1, g1), (m2, g2) ∈ S, then(
m1, g1
)(
m2, g2
)−1 = (m1, g1)(− (g−12 )m2, g−12 ) = (m1 − (g1g−12 )m2, g1g−12 ).
If g1 and g2 are in Im ι = Kerpi, then g1g−12 acts trivially, and it follows that N
is a subgroup.
For normality, assume g1 ∈ G, m ∈M1 and m2 ∈M . Then
(m2, g1)
(− α(m1), ι(m1))(m2, g1)−1 =
=
(
m2 − g1
(
α(m1)
)− (g1ι(m1)g−11 )m2, g1ι(m1)g−11 ).
Since ι(m1) acts trivially on M and M is abelian this simplifies to
=
(
− g1(α(m1)), g1(ι(m1))).
By definition, G acts on M by gm = pi(g)m and α is a Q-map, so
g1(
α(m1)
)
= α
(
pi(g1)m1
)
.
Also, since the Q-action on M is realized by the extension e, we have
ι−1
(
g1(
ι(m1)
))
= pi(g1)m1,
so that g1
(
ι(m1)
)
= ι
(
pi(g1)m1
)
, which completes the proof.
We put H = S/N . There are obvious maps ϕ : G → H and ε : M → H,
namely ϕ : g 7→ (0, g)N and ε : m 7→ (m, 1G)N . It is easy to see that ε is
injective: if m2 ∈M with (m2, 1G) ∈ N then m2 = −α(m1) with m1 ∈ Ker ι =
0. Thus, m2 = 0.
We also have a map ρ : H  Q given by ρ : (m, g)N 7→ pi(g), which is well
defined because if (m, g) ∈ N then g ∈ Im ι = Kerpi. Obviously Im ε ≤ Ker ρ. If
(m, g)N ∈ Ker ρ, then g ∈ Kerpi = Im ι and, writing g = ι(m1) with m1 ∈ M ,
we see that (m, g) = (m, ι(m1)) ≡
(
m + α(m1), 1G
)
(mod N). Thus, (m, g) ∈
Im ε. We therefore have an extension
α∗(e) : M //
ε // H
ρ
// // Q.
9
It is quite easy to see that the following diagram commutes:
e : M //
ι //
α

G
pi // //
ϕ

Q
α∗(e) : M //
ε // H
ρ
// // Q.
(1.1)
We thus have a map of extensions (α,ϕ, 1) : e → α∗(e). We remark that, con-
versely, if (α,ϕ, 1) is any map of extensions, say with quotient Q, then α is nec-
essarily a Q-module homomorphism. It is a direct consequence of the 5-lemma
that if α is injective (respectively surjective) then ϕ is injective (surjective).
Thus, if α is injective, so is (α,ϕ, 1).
Following the literature in extension theory, we call α∗ the pushout of e by
α. It should be noted, however, that H is not the pushout of G and M , which
involves the free product instead of the semidirect product.
Proposition 1.3.2. Let Q be any group and let M and M be left Q-modules
with Q-actions ϕ1 and ϕ2, respectively. If M
α−→ M is a Q-map and e is an
extension of M by Q inducing ϕ1, then the extension α∗(e) realizes ϕ2.
Proof. For concreteness we use the notation from the diagram (1.1) above. Write
qm for the given Q-action on M (i.e., for ϕ2(q)(m)) and q ·m for the Q-action
induced by α∗(e).
If h = (m, g)N ∈ H and x ∈M then
hε(x)h−1 = (m, g)
(
(x, 1)N
)((g−1)
m−1, g−1
)
=
(
m · gxm−1, 1)N
= (gx, 1)N
= (pi(g)x, 1)N.
Note that ρ(h) = pi(g) and that if τ is a transversal for e then σ : q 7→ (1, τ(q))N
is a transversal for the extension α∗(e). Thus, taking h = σ(q) =
(
1, τ(q)
)
with
q ∈ Q, we have
q · x = ε−1(σ(q)ε(x))
= ε−1
((
qx, 1
)
N
)
= qx.
In the context above, the extension α∗(e) is in fact uniquely distinguished
up to equivalence by the fact that it fits into a commutative diagram like (1.1),
as the next proposition asserts.
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Proposition 1.3.3. Assume M is a Q-module,
e : M //
ι // G
pi // // Q
an extension realizing the Q-action on M , and α : M → M is a map of Q-
modules. If
e : M //
ι //
α

G
pi // //
ψ

Q
e′ : M //
ε2 // G
ρ2 // // Q.
is a map of extensions with e′ realizing the Q-action on M , then e′ ≡ α∗(e).
Proof. Using the notation in diagram (1.1), we define a map θ : H → G2 by
(m, g)N 7→ ε2(m)ψ(g). We now show that θ is an isomorphism.
First, for x ∈M we have
θ
(
α(x−1), ι(x)
)
= ε2α(x−1) · ψι(x) = ψι(x−1)ψι(x) = 1,
so θ is well-defined. Obviously θ is a homomorphism. To see that θ is injective,
assume θ(m, g) = 1; then ε2(m−1) = ψ(g). Now, pi(g) = ρ2ψ(g) = ρ2ε2(m−1) =
1, so g = ι(x) for some x ∈ M . Then ε2(m−1) = ψι(x) = ε2α(x), and since ε2
is injective, m = α(x−1). Thus, (m, g) ∈ N and θ is injective. For surjectivity,
assume y ∈ G and let g ∈ G satisfy pi(g) = ρ2(y). Then ρ2
(
yψ(g−1)
)
= 1, so
there is an m ∈M such that y = ε2(m)ψ(g), and θ is surjective.
Finally, it is obvious that (1, θ, 1) : α∗(e)→ e′ is an equivalence.
Definition 1.3.4. If α : M →M is a map of Q-modules, then the map induced
by α is the map α∗ : E (Q,M) → E (Q,M) that assigns to each class [e] of
extensions the class [α∗(e)].
That induced maps are well-defined is obvious by Proposition 1.3.3. We also
have the following covariance property.
Corollary 1.3.5. Let Q be any group. If α : M1 → M2 and α′ : M2 → M3 are
maps of Q-modules, then (αα′)∗ = α∗α′∗.
Proof. Let e be any extension of M1 by Q. If e 7→ α∗(e) is given by the triple of
maps (α, γ, 1) and α∗(e) 7→ α′∗(α∗(e)) is given by (α′, γ′, 1), then e 7→ α∗α′∗(e) is
given by (αα′, γγ′, 1). By Proposition 1.3.3 we must have α∗α′∗(e) ≡ (αα′)∗(e),
as desired.
Corollary 1.3.6. If Q is any group and α is an invertible Q-map, then α∗ is
also invertible and (α−1)∗ = (α∗)−1.
A priori the map α∗ is merely a function. The following proposition guar-
antees that α∗ is in fact a map of abelian groups.
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Proposition 1.3.7. For any Q-map α : M → M , the function α∗ is a homo-
morphism of abelian groups E (Q,M)→ E (Q,M).
Proof. Assume we have the extensions
e1 : M //
ι1 // G1
pi1 // // Q
e2 : M //
ι2 // G2
pi2 // // Q,
and for concreteness take α∗(e1) and α∗(e2) to be the extensions
α∗(e1) : M //
ε1 // H1
ρ1 // // Q
α∗(e2) : M //
ε2 // H2
ρ2 // // Q,
where Hi, εi, and ρi are given as in diagram 1.1 (i ∈ {1, 2}); also, put Ni ={(− α(m), ιi(m)) : m ∈M} (cf. Lemma 1.3.1). Thus, Hi = (M oGi)/Ni.
Recall that
G1G2 =
{(g1, g2) ∈ G1 ×G2 : pi1(g1) = pi2(g2)}
{(ι1(m),−ι2(m)) : m ∈M}
and note that
H1H2 =
{(h1, h2) ∈ H1 ×H2 : ρ1(h1) = ρ2(h2)}
{(ε1(m),−ε2(m)) : m ∈M}
.
There is a map θ : G1G2 → H1H2 given by taking the coset of (g1, g2)
to the coset of
(
(0, g1)N1, (0, g2)N2
)
. Indeed, we have ρ1
(
(0, g1)N1
)
= pi1(g1) =
pi2(g2) = ρ2
(
(0, g2)N2
)
, and((
0, ι1(m)
)
N1,
(
0,−ι2(m)
)
N2
)
=
((
α(m), 1
)
N1,
(− α(m), 1)N2),
which is the trivial coset (recall ε1 is the map m 7→ (m, 1)N1; likewise for ε2).
Thus, θ is well-defined.
It is straight-forward to verify that the diagram
(e1 e2) : M //
ι1 ι2 //
α

G1G2
pi1pi2 // //
θ

Q
(
α∗(e1)α∗(e2)
)
: M //
ε1 ε2 // H1H2
ρ1 ρ2 // // Q
commutes. By Proposition 1.3.3, we have
α∗(e1 e2) ≡
(
α∗(e1)α∗(e2)
)
,
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as desired.
We have the following direct corollary to Proposition 1.3.2.
Corollary 1.3.8. For any Q-map α : M1 → M2, the map α∗ restricts to a
homomorphism Eϕ1(Q,M1) → Eϕ2(Q,M2). In particular, α∗ restricts to a ho-
momorphism E0(Q,M1)→ E0(Q,M2).
Also of interest is the case when ϕ1 = ϕ2 (and M1 = M2), so that α∗ restricts
to a map Eϕ(Q,M)→ Eϕ(Q,M).
1.4 Induced maps of the quotient
Given a homomorphism of groups β : Q → Q and a Q-module M , we obtain
a Q-module structure on M by defining qm = β(q)m. There is an induced
map H2(Q,M) → H2(Q,M); thus, there is an induced map β∗ : E (Q,M) →
E (Q,M), which we shall construct in this section. Dual to the maps induced
by homomorphisms of the kernels above, these induced maps of the quotient
also figure prominently in our investigations. Isomorphism classes of extensions
can be fully understood using maps induced by isomorphisms of the kernels and
quotients of extensions, the subject of the sequel (Section 1.5). Later we shall
also make use of the maps β∗ when β is a surjection.
Suppose we have an extension
e : M //
ι // G
pi // // Q
of groups that realizes the Q-action on M . Let H be the pullback of the maps
pi and β; that is, put
H = G×Q Q = {(g, q) ∈ G×Q : pi(g) = β(q)}.
The pullback comes with maps ρ : H → Q and ϕ : H → G, which are restrictions
of the respective projection maps from G×Q. We also have the map ε : M → H
defined by ε(m) = (ι(m), 1). Clearly Ker ρ = Im(ε), and we have the extension
β∗(e) : M //
ε // H
ρ
// // Q,
which fits into the commutative diagram
β∗(e) : M //
ε // H
ρ
// //
ϕ

Q
β

e : M //
ι // G
pi // // Q
(1.2)
Thus, we have the map (1, ϕ, β) : β∗(e) → e of extensions. As a consequence
of the 5-lemma, if β is injective (respectively surjective) then ϕ is injective
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(surjective); hence if β is surjective, then so is (1, ϕ, β).
Proposition 1.4.1. Assume that Q and Q are groups, M is a Q-module, and
β : Q → Q is a group homomorphism. Then the extension β∗(e) induces the
action of Q on M given by qm = β(q)m. Thus, if e induces the trivial Q-action
on M , then so does β∗(e).
Proof. We use the notation in diagram 1.2 above. Let τ be a transversal for e.
The function Q→ H given by q 7→ (τβ(q), q) is a transversal for the extension
β∗(e). If q ·m denotes the action of Q on M induced by the extension β∗(e),
then
q ·m = ε−1
((
τβ(q), q
)(
ι(m), 1
)(
τβ(q)−1, q−1
))
= ε−1
(
τβ(q)ι(m)τβ(q)−1, 1
)
= ι−1
(
τ(β(q))ι(m)τ(β(q))−1
)
= β(q)m.
As in the previous section, β∗(e) is uniquely distinguished up to equivalence
by fitting into a diagram like (1.2).
Proposition 1.4.2. Assume that Q and Q are groups, M is a Q-module, and
β : Q→ Q is a group homomorphism. Let
e : M //
ι // G
pi // // Q
be an extension realizing the Q-action on M , and β : Q→ Q a group homomor-
phism. If
e˜ : M // // H˜
eρ
// //
ψ

Q
β

e : M //
ι // G
pi // // Q.
is a map of extensions, then e˜ ≡ (β∗e).
Proof. Using the notation in diagram 1.2, we define a map θ : H˜ → H by
θ(h) =
(
ψ(h), ρ˜(h)
)
for h ∈ H. Obviously θ is a homomorphism into H and
commutativity of the diagram
e˜ : M //
ε // H˜
eρ
// //
θ

Q
β∗(e) : M //
ε // H
ρ
// // Q
is easy to check. By the 5-lemma it follows that θ is an isomorphism, so that
(1, θ, 1) : e˜→ β∗(e) is an equivalence.
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Definition 1.4.3. If M is a Q-module and β : Q → Q is a group homomor-
phism, then the map induced by β is the map β∗ : E (Q,M) → E (Q,M) that
assigns to each class [e] of extensions the class [β∗(e)].
These induced maps are well-defined, as is obvious by Proposition 1.4.2. We
also have the following contravariance property.
Corollary 1.4.4. Let β : Q2 → Q1 and β′ : Q3 → Q2 be group homomorphisms.
Then (ββ′)∗ = β′∗β∗.
Proof. Let e be any extension by Q1. If β∗(e) → e is the triple (1, γ, β)
and β′∗β∗(e) → β∗(e) is the triple (1, γ′, β′), then β′∗β∗(e) → e is the triple
(1, γγ′, ββ′). By Proposition 1.4.2 we have β′∗β∗(e) ≡ (ββ′)∗(e), as desired.
Corollary 1.4.5. If β : Q2 → Q1 is an invertible group homomorphism, then
β∗ is also invertible and (β−1)∗ = (β∗)−1.
As with the induced maps α∗ in the previous section, the functions β∗ are
maps of abelian groups.
Proposition 1.4.6. For any Q-map β : Q → Q, the function β∗ is a homo-
morphism of abelian groups E (Q,M)→ E (Q,M).
Proof. Assume we have the extensions
e1 : M //
ι1 // G1
pi1 // // Q
e2 : M //
ι2 // G2
pi2 // // Q,
and for concreteness take β∗(e1) and β∗(e2) to be the extensions
β∗(e1) : M //
ε1 // H1
ρ1 // // Q
β∗(e2) : M //
ε2 // H2
ρ2 // // Q,
where Hi, εi, and ρi are given as in diagram 1.2 (i ∈ {1, 2}), i.e., Hi = Gi×QQ.
Recall that
G1G2 =
{(g1, g2) ∈ G1 ×G2 : pi1(g1) = pi2(g2)}
{(ι1(m),−ι2(m)) : m ∈M}
and note that
H1H2 =
{(h1, h2) ∈ H1 ×H2 : ρ1(h1) = ρ2(h2)}
{(ε1(m),−ε2(m)) : m ∈M} .
There is a map θ : H1H2 → G1G2 defined by taking the coset of(
(g1, q1), (g2, q2)
)
to the coset of (g1, g2).
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It is straight-forward to verify that the diagram
β∗(e1)β∗(e2) : M //
ε1 ε2 // H1H2
ρ1 ρ2 // //
θ

Q
β

e1 e2 : M //
ι1 ι2 // G1G2
pi1pi2 // // Q
commutes. By Proposition 1.3.3, we have
β∗(e1 e2) ≡ β∗(e1)β∗(e2),
as desired.
Corollary 1.4.7. For any homomorphism α : Q → Q, the map β∗ restricts
to a homomorphism Eϕ(Q,M) → Eϕβ(Q,M). In particular, β∗ restricts to a
homomorphism E0(Q,M)→ E0(Q,M).
1.5 Isomorphism classes of extensions
Lemma 1.5.1. Let (α, γ, β) : e → e′ be an isomorphism of extensions. Then
e′ ≡ (β−1)∗α∗(e) ≡ α∗(β−1)∗(e).
Proof. For definiteness, assume e and e′ are the extensions
e : M1 //
ι1 // G1
pi1 // // Q1
e′ : M2 //
ι2 // G2
pi2 // // Q2.
Consider the commutative diagram
e : M1 //
ι1 //
α

G1
pi1 // //
ϕ1

Q1
α∗(e) : M1 //
ε1 // H1
ρ1 // // Q1
(β−1)∗
(
α∗(e)
)
: M2 //
ε2 // H2
ρ2 // //
ϕ2
OO
Q2.
β−1
OO
Note that since α and β are isomorphisms, so are ϕ1 and ϕ2. We define an
equivalence by functional composition
(β−1)∗
(
α∗(e)
)
: M2 //
ε2 // H2
ρ2 // //
ψ

Q2
e′ : M2 //
ι2 // G2
pi2 // // Q2,
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where ψ = γϕ−11 ϕ2. Commutativity of the diagram is easy to check.
We see similarly that e′ ≡ α∗(β−1)∗(e).
Corollary 1.5.2. If e is a central extension and e ∼= e′ then e′ is also a central
extension.
Proof. This is a direct result of Lemma 1.5.1 together with Corollaries 1.4.7 and
1.3.8.
It is elementary that isomorphisms between groupsG andH are parametrized
by AutG by choosing a fixed isomorphism ϕ : G ∼−→ H and composing with ϕ.
If γ : G ∼−→ H is another isomorphism, then γ = ϕα for some α ∈ AutG (namely
ϕ−1γ). Thus, in studying isomorphisms and their classes, it suffices to consider
automorphisms.
We fix the groups Q and M with M abelian. It is clear by Corollary 1.3.8
that there is a left action of Aut(M) on E (Q,M) given by [α · e] = [α∗(e)]
for α ∈ Aut(M) and [e] ∈ E (Q,M). We also obtain a left action of AutQ
on E (Q,M) by defining [β · e] = [(β−1)∗(e)]. By Lemma 1.5.1 these actions
commute.
We therefore can define a left action of AutM ×AutQ on E (Q,M) by
[(α, β) · e] = [α∗(β−1)∗(e)].
What interests us is that, as a result of Corollaries 1.4.7 and 1.3.8, this action
restricts to an action on E0(Q,M).
Corollary 1.5.3. Two extensions of M by Q are isomorphic if and only if their
equivalence classes are in the same (AutM ×AutQ)-orbit.
Proof. Suppose e and e′ are two extensions of M by Q and assume we have
the isomorphism (α, γ, β) : e → e′ of extensions. Then by Lemma 1.5.1 e′ ≡
α∗(β−1)∗(e). Of necessity α ∈ Aut(M) and β ∈ Aut(Q), so that [e′] = [(α, β)·e].
The converse being trivial, this completes the proof.
1.6 The Schur multiplier
Let C be an abelian group and Q any group. In the next section we will
associate each central extension of C by Q with a homomorphism from the
second homology group H2(Q) of Q into C. We therefore devote this section to
understanding the group H2(Q).
Schur first studied the groups H2 in his investigation of projective represen-
tations, which predates homology theory. The notation M(Q) for H2(Q) has
become standard. We shall use M(Q) to denote a specific group (isomorphic
with H2(Q)) to be defined momentarily. The group M(Q) (or H2(Q)) is called
the Schu¨r multiplier of Q.
There is a formula for M(Q) in terms of a presentation for Q.
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Proposition 1.6.1 (Hopf’s formula). If R F  Q is a free presentation of
a group Q, then
M(Q) ∼= F
′ ∩R
[F,R]
.
A proof of Hopf’s formula can be found in [Rob91, p. 347]. An interesting
corollary of this Proposition is that the group F ′ ∩ R/[F,R] does not depend
the presentation of Q.
Though we do make use of Hopf’s formula, another formula for M(Q), which
involves the nonabelian tensor square, is often more convenient. We summa-
rize the relevant definitions and results here. For more details, see [BL87] and
[BJR87].
Definition 1.6.2. For any group G, the (nonabelian) tensor square G ⊗ G is
the group generated by symbols g⊗ h for elements g and h of G, with relations
gg′ ⊗ h = (gg′ ⊗ gh)(g ⊗ h)
g ⊗ hh′ = (g ⊗ h)(hg ⊗ hh′).
The exterior square G ∧ G is the quotient of G ⊗ G obtained by imposing the
additional relation g ⊗ g = 1 for all g ∈ G. The image of the element g ⊗ h in
G ∧G is written g ∧ h.
It is obvious that in the abelian case, both the tensor and the exterior squares
are just the classical ones. There is a well-defined map κ′ : Q ∧Q→ Q′ defined
by κ(x∧y) = [x, y] on the generators. We have the following alternative formula
for M(Q), the proof of which can be found in [Mil52].
Proposition 1.6.3. Let R // // F
pi // // Q be a free presentation of Q. There
is a homomorphism ω : Q∧Q→ F/[F,R] such that ω : x∧y 7→ [x¯, y¯][F,R], where
pi(x¯) = x and pi(y¯) = y, and such that ω restricts to an isomorphism
Ker(κ′) ∼−→ [F, F ] ∩R
[F,R]
.
By M(Q) we shall mean the group Ker(κ′). One feature of this formula that
is especially useful is that it is functorial. If β : Q1 → Q2 is any homomorphism
then there is an induced map (β∧β) : Q1∧Q1 → Q2∧Q2 defined by (β∧β)(x∧
y) = β(x) ∧ β(y) on the generators. From this we obtain a formulation of the
induced map in homology, namely H2(β) : M(Q1) → M(Q2) is the restriction
of β ∧ β to M(Q1).
Corollary 1.6.4. If Q is abelian, then M(Q) = Q ∧Q.
As a direct result of Proposition 5 in [BJR87], we obtain the following.
Proposition 1.6.5. If Q is a finite group, then M(Q) is finite. If in addition
Q is a p-group for a prime p, then so is M(Q).
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Lemma 1.6.6. If G and H are finite groups with coprime orders, then M(G×
H) ∼= M(G)×M(H) (naturally).
Proof. Assume ϕ : Q→ G×H is an isomorphism and write ϕ = ϕG×ϕH , where
ϕG : Q → G is the composition of ϕ with the natural projection G × H → G
and likewise for ϕH . By Proposition 11 of [BJR87], we have
Q⊗Q ∼= (G⊗G)× (G⊗H)× (H ⊗G)× (H ⊗H).
All of the relevant actions are given by conjugation in G × H. Thus, G acts
on H trivially, and vice versa. Thus, by Proposition 2.4 of [BL87] we have
G ⊗H = Gab ⊗Z Hab, and likewise for H ⊗ G, both of which are trivial since
|G| and |H| are coprime. Hence, Q⊗Q ∼= (G⊗G)× (H ⊗H). From the proof
of Proposition 11 of [BJR87] we see that the isomorphism is given by
x⊗ y 7→ (ϕG(x)⊗ ϕG(y))× (ϕH(x)⊗ ϕH(y)).
It follows easily that (ϕG ∧ ϕG) × (ϕH ∧ ϕH) is an isomorphism restricting to
the isomorphism
(
H2(ϕG)×H2(ϕH)
)
: M(Q) ∼−→M(G)×M(H).
Our concern in this thesis will mainly be with nilpotent quotients. We recall
that a finite group is nilpotent if and only if it is a direct product of its Sylow
p-subgroups. We therefore obtain the following decomposition for the Schu¨r
multiplier of a finite nilpotent group.
Proposition 1.6.7. Assume N is a finite nilpotent group. Let p1, . . . , pk be the
distinct primes dividing |N | and for i = 1, . . . , k let Pi be the (unique) Sylow
pi-subgroup of N . Thus N = P1 × · · · × Pk. Let pii : N → Pi be the natural
projection for each i = 1, . . . , k. Then the map H2(pi1) × · · · × H(pik) is an
isomorphism
M(N) ∼−→M(P1)× · · · ×M(Pk).
1.7 The Universal Coefficient Theorem
For abelian groups A and B, let E ab(A,B) denote the set of equivalence classes
of abelian extensions of B by A, that is, the extensions B G A such that
G is abelian. It is easy to check that E ab(A,B) is a subgroup of E0(A,B), and
it is well known that E ab(A,B) ∼= Ext(A,B).
Assume throughout this section that C is an abelian group and Q is any
group. Regarding C as a trivial Q-module, the well-known Universal Coefficient
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Theorem (cf. [Bro82]) guarantees the existence of a short exact sequence
E ab(Qab, C) //
eν // E0(Q,C) ξ•// // Hom(M(Q), C) (1.3)
of groups.The maps ξe, for extensions e, will play a crucial role in our clas-
sifications later in this thesis. In this section we construct the sequence (1.3)
above.
To obtain the injection, let ν : Q Qab denote the natural map. Then there
is an induced map
ν∗ : E0(Qab, C)→ E0(Q,C),
and by restriction we have the map
ν˜ : Eab(Qab, C)→ E (Q,C).
Specifically, if a ∈ Eab(Qab, C), then we use the pullback construction to con-
struct the commutative diagram
e : C // // E // //
γ

Q
ν

a : C // // A
pi // // Qab.
Since ν˜ is the restriction of the induced map ν of quotients, ν˜ is a group
homomorphism. Also, if e is split, then so is a: for suppose there is a splitting
map σ : Q→ E. Since γσ([Q,Q]) ≤ [A,A] = 1, the map Qab → A defined by
q[Q,Q] 7→ γσ(q)
for q ∈ Q is a well defined splitting homomorphism for a. Thus, ν˜ is injective.
To construct the surjection ξ•, assume we have the extension
e : C //
ι // G
pi // // Q
of groups. Let R F  Q be a free presentation for Q. Consider the following
diagram:
C //
ι // G
pi // // Q
R∩F ′
[R,F ]
θe
55lllllllllllllllllll
R ∩ F ′oooo // //
θ2
=={{{{{{{{{
R // //
θ1
OO
F
ν // //
θ0
OO
Q
The existence of the map θ0 : F → G follows from the projective property
of free groups. We see that θ0(R) ≤ Kerpi = ι(C), so we obtain the map
θ1 = (ι−1θ0) : R → C. Let θ2 denote the restriction of θ1 to R ∩ F ′. Finally,
θ2([R,F ]) ≤ ι−1([θ0(R), θ0(F )]) ≤ ι−1([ι(C), G]) = 1. Thus, θ2 factors through
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R ∩ F ′/[R,F ], as shown in the diagram. Let θe denote the corresponding map
θe :
R ∩ F ′
[R,F ]
→ C.
Lemma 1.7.1. The map θe does not depend on the choice of θ0.
Proof. Suppose θ′0 is another choice. We see that for f ∈ F , θ0(f)θ′0(f)−1 ∈
Kerpi = ι(C). Thus, there is mf ∈ ι(C) such that θ′0(f) = θ0(f)mf . Hence, if
g ∈ F , then
θ′0([f, g]) = [θ
′
0(f), θ
′
0(g)]
= [θ0(f)mf , θ0(g)mg]
= [θ0(f), θ0(g)],
because ι(C) ≤ Z(G). Since [θ0(f), θ0(g)] = θ0([f, g]), we see that θ0 and θ′0
agree on F ′ and the result follows.
We now describe the map θe. Let τ be any transversal for e. We assume
without loss of generality that F is the free group with basis {x¯ : x ∈ Q}. By
the preceding Lemma we may also assume that θ0 is the map
θ0 :
∏
i
x¯i 7→
∏
i
τ(xi).
Then
θ1 :
∏
i
x¯i 7→ ι−1
(∏
i
τ(xi)
)
for products
∏
i x¯i that are in R, and
θ2 :
∏
i
[x¯i, y¯i] 7→ ι−1
(∏
i
[τ(xi), τ(yi)]
)
, (1.4)
again when such products are in R; we note, however, that not every element
of R∩F ′ is of the form in 1.4. Rather we have products of commutators of the
form [
∏
j x¯j ,
∏
k z¯k]. Note however that for x, y ∈ Q we have x¯y¯ = rxy with
r ∈ R, so that [x¯y¯, z] = r[xy, z][r, z], which is congruent to [xy, z] modulo [F,R].
Thus we see that θe is defined as
θe :
∏
i
[x¯i, y¯i][F,R] 7→ ι−1
(∏
i
[τ(xi), τ(yi)]
)
for all such products as
∏
i[xi, yi] = 1 in Q.
Definition 1.7.2. We define ξe : M(Q) → C to be the map obtained by com-
posing θe with the isomorphism in Proposition 1.6.3, i.e.,
ξe :
∑
i
xi ∧ yi 7→ ι−1
(∏
i
[τ(xi), τ(yi)]
)
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whenever
∏
i[xi, yi] = 1 in Q. We refer to ξe as the map corresponding to e.
Proposition 1.7.3. The map e 7→ ξe is a group homomorphism, i.e., ξe e′ =
ξe + ξe′ .
Proof. Suppose we have two extensions
e1 : C //
ι1 // E1
pi1 // // Q
and
e2 : C //
ι2 // E2
pi2 // // Q.
and consider the extension
e1 e2 : K //
ι1 ι2 // E1E2
pi1pi2 // // Q.
For (u, v) ∈ E1 × E2 we use the notation (u, v) to denote a coset in E1E2,
that is, modulo the relation induced by setting ι1(c) ∼ ι2(c) for c ∈ C.
If τ1 and τ2 are transversals for e1 and e2 respectively, then we see that
(τ1 τ2) : q 7→ (τ1(q), τ2(q)) is a transversal for e1 e2. Thus, for sets {xi, yi}i ⊂
Q such that
∏
i[xi, yi] = 1 we have
ξe e′
(∑
i
xi ∧ yi
)
= (ι1 ι2)−1
(∏
i
[
(τ1 τ2)(xi), (τ1 τ2)(yi)
]

)
= (ι1 ι2)−1
(∏
i
[
(τ1(xi), τ2(xi)), (τ1(yi), τ2(yi))
])
= (ι1 ι2)−1
((∏
i
[
(τ1(xi), τ1(yi)
]
,
∏
i
[
(τ2(xi), τ2(yi)
])

)
.
We note that
∏
i
[
(τ2(xi), τ2(yi)
] ∈ ι2(C) since applying pi2 yields ∏i[xi, yi],
which is trivial by assumption. The element(∏
i
[
(τ1(xi), τ1(yi)
]
,
∏
i
[
(τ2(xi), τ2(yi)
])
of E1 × E2 represents the same coset as(∏
i
[
(τ1(xi), τ1(yi)
] · ι1ι−12 (∏
i
[
(τ2(xi), τ2(yi)
])
, 1
)
in E1E2, and we see that its preimage under ι1 ι2 in C is
ι−11
(∏
i
[
(τ1(xi), τ1(yi)
])
+ ι−12
(∏
i
[
(τ2(xi), τ2(yi)
])
,
which is equal to (ξe1 + ξe2)
(∑
i xi ∧ yi
)
, as desired.
Lemma 1.7.4. The map e 7→ ξe is surjective onto Hom(M(Q), C).
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Proof. Assume that R  F  Q is a free presentation, and let θ : F ′ ∩
R/[F,R]→ C be a homomorphism. Consider the extension
F ′∩R
[F,R]
// ε // R
[F,R]
// // R
F ′∩R . (1.5)
of abelian groups. Since R/R ∩ F ′ ∼= RF ′/F ′ ≤ F/F ′ is free abelian, the
extension splits. Hence, there is a map
σ :
R
[F,R]
→ F
′ ∩R
[F,R]
such that σε is the identity. Put θ¯ = θσ, which is a homomorphism R/[F,R]→
C.
We now consider the induced map θ¯∗ as given by the push-out diagram
R
[F,R]
// ε //
θ¯

F
[F,R]
// //

Q
e : C //
ι // E
pi // // Q.
Our claim is that θe = θ, which would complete the proof. Put F 0 = F/[R,F ]
and R0 = R/[R,F ]. Write µ for the map F  Q. Now E = C o F 0/N , where
N = {(θ¯(r),−ε(r)) : r ∈ R0} (cf. 1.3.1). The maps in e are given by
ι : c 7→ (c, 1)N
pi : (c, x[R,F ])N 7→ µ(x).
Choose elements x¯ ∈ F such that µ(x¯) = x. A transversal for e is then given
by τ : x 7→ (0, x¯[R,F ]). Thus, for collections of pairs {xi, yi}i ⊂ Q such that∏
i[xi, yi] = 1 we have
θe
(∏
i
[xi, yi][R,F ]
)
= ι−1
(∏
i
[
τ(xi), τ(yi)
]
N
)
(1.6)
= ι−1
(∏
i
[
(0, xi[R,F ]), (0, yi[R,F ])
]
N
)
(1.7)
= ι−1
((
0,
∏
i
[xi, yi][R,F ]
)
N
)
. (1.8)
Now,
∏
i[xi, yi] ∈ R ∩ F ′ ≤ R by assumption, so that(
0,
∏
i
[xi, yi][R,F ]
)
N =
(
θ¯(
∏
i
[xi, yi][R,F ]), 1
)
N. (1.9)
Also, since
∏
i[xi, yi] ∈ R ∩ F ′, we have
σ
(∏
i
[xi, yi][R,F ]
)
=
∏
i
[xi, yi][R,F ],
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which implies that
θ¯
(∏
i
[xi, yi][R,F ]
)
= θ
(∏
i
[xi, yi][R,F ]
)
. (1.10)
Putting together 1.8, 1.9, and 1.10, we obtain
θe
(∏
i
[xi, yi][R,F ]
)
= ι−1
((
θ(
∏
i
[xi, yi][R,F ]), 1
)
N
)
= θ
(∏
i
[xi, yi][R,F ]
)
,
verifying the claim and completing the proof.
We remark that in establishing surjectivity we have in fact constructed a
splitting map for the sequence. This depended on the splitting of the sequence
(1.5), which was not natural. Thus we see the group theoretic interpretation of
the well-known result that the Universal Coefficient Sequence splits unnaturally.
Proposition 1.7.5. The sequence
E ab(Qab, C) //
eν // E0(Q,C) ξ•// // Hom(M(Q), C)
is exact.
Proof. What is left to show is exactness at the term E0(Q,C). Suppose a is an
abelian extension of C by Qab. Consider the diagram
ν˜(a) : C //
ι // E
ρ
// //

Q
ν

a : C //
ε // G
pi // // Qab.
We recall that E = G×Qab Q. If τ is a transversal for a then σ : q 7→ (τ(qQ′, q)
is a transversal for ν˜(a). Thus, for collections of pairs {xi, yi}i ⊆ Q such that∏
i[xi, yi] = 1, we have
ξeν(a)(∑
i
xi ∧ yi
)
= ι−1
(∏
i
[
σ(xi), σ(yi)
])
= ι−1
(∏
i
[
(τ(xiQ′), xi), (τ(yiQ′), yi)
])
= ι−1
(∏
i
[
τ(xiQ′), τ(yiQ′)
]
,
∏
i
[
xi, yi
])
.
Since G is abelian,
[
τ(xiQ′), τ(yiQ′)
]
= 1 for each i. Also, by assumption we
have
∏
i
[
xi, yi
]
= 1. Hence
ξeν(a)(∑
i
xi ∧ yi
)
= 0,
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verifying that Im(ν˜) ≤ Ker(ξ•).
Conversely, suppose e is the extension
e : C //
ι // E
ρ
// // Q
and that ξe = 0. Consider the extension
e0 : C //
ι // ρ−1(Q′)
ρ
// // Q′, (1.11)
which we claim is split. Indeed, let τ be a transversal for e and consider the
map σ : Q′ → G defined by
σ :
∏
[xi, yi] 7→
∏
[τ(xi), τ(yi)].
for collections of pairs {xi, yi}i ⊆ Q. Since ξe = 0, we have the condition∏
[xi, yi] = 1 =⇒
∏
[τ(xi), τ(yi)] = 1
for all collections of pairs {xi, yi}i ⊆ Q, and it follows that σ is well-defined.
By design σ is multiplicative, and evidently Im(σ) ≤ ρ−1(Q′). Moreover, it is
obvious that ρσ is the identity map on Q′. Thus, the sequence (1.11) above is
split. Specifically, ρ−1(Q′) = ι(C)× Im(σ).
In fact, Im(σ)/E, which we now verify. Let g ∈ G and write q = ρ(g). Then
for x, y ∈ Q we have g[τ(x), τ(y)] = [gτ(x), gτ(y)] = [τ(qx), τ(qy)] since τ(qx)
and gτ(x) differ by an element of Z(G) (and likewise for y). Normality of Im(σ)
easily follows.
Put K = Im(σ), let µ : E → E/K be the natural map, and consider the
diagram
e : C //
ι // E
ρ
// //
µ

Q
ν

a : C //
µι
// E/K
pi // // Qab.
Since K∩ι(C) = 1 the map µι is injective. The map pi is defined as gK 7→ ρ(g)Q′
and is clearly surjective with kernel ι(C)K/K = Im(µι). The diagram evidently
commutes.
Finally, to see that E/K is abelian we remark that for x, y ∈ E we have
[x, y] = [τ(x), τ(y)] because x and τ(x) differ by an element of Z(G) (and
likewise for y). Hence, in fact, Im(σ) = E′ and E/K is abelian.
Thus, Ker(ξ•) = Im(ν˜) and the sequence is exact.
We end this chapter with a description of how the map ξ• behaves with
respect to maps of extensions.
Proposition 1.7.6. If (α, γ, β) : e1 7→ e2 is a map of extensions with e1 and
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e2 central, then
ξe2H2(β) = αξe1 .
Proof. For definiteness, assume (α, γ, β) : e1 7→ e2 is given by the commutative
diagram
e1 : C1 //
ι1 //
α

G1
pi1 // //
γ

Q1
β

e2 : C2 //
ι2 // G2
pi2 // // Q2.
If τ1 is a transversal for e1, we define a transversal τ2 for e2 as follows. For
q ∈ Im(β) let σ(q) be any element of Q1 such that β
(
σ(q)
)
= q and define
τ2(q) = γτ1σ(q). For q /∈ Im(β) choose τ2(q) arbitrarily with the property
pi2
(
τ2(q)
)
= q. Clearly τ2 is a transversal for e2. We note that then
τ2β ≡ γτ1 (mod Z(G2)), (1.12)
for if q ∈ Q1 then pi2
(
τ2β(q)
)
= β(q) = βpi1τ1(q) = pi2
(
γτ1(q)
)
.
We note also that for x ∈ Im ι1 we have
αι−11 (x) = ι
−1
2 γ(x). (1.13)
To see this, write x = ι1(c) with c ∈ C1. Then ι−12 γ(x) = ι−12 γι1(c) =
ι−12 ι2α(c) = α(c) = αι
−1
1 (x).
Finally, for collections of pairs {xi, yi} ⊆ Q such that
∏
i[xi, yi] = 1 we have
αξe1
(∑
i
xi ∧ yi
)
= αι−11
(∏
i
[τ1(xi), τ(yi)]
)
(1.14)
= ι−12 γ
(∏
i
[
τ1(xi), τ1(yi)
])
(1.15)
= ι−12
(∏
i
[
γτ1(xi), γτ1(yi)
])
(1.16)
= ι−12
(∏
i
[
τ2β(xi), τ2β(yi)
])
(1.17)
= ξe2
(∑
i
β(xi) ∧ β(yi)
)
(1.18)
= ξe2H2(β). (1.19)
In the above (1.15) comes from (1.13), (1.17) from (1.12), and (1.18) from the
definition of ξe2 . We note that whenever
∏
i[xi, yi] = 1 we have
∏
i[β(xi), β(yi)] =
1, so that the expression in (1.18) is defined.
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2 D-Extensions
2.1 Central extensions with divisible kernel
In this chapter we introduce the notion of a d-extension, which is a certain type
of central extension that turns out to have a universal property, namely, every
central extension embeds into a d-extension. D-extensions play a role analogous
to that played by divisible groups for abelian groups.
Definition 2.1.1. An abelian group D is said to be divisible provided that for
every x ∈ D and nonzero n ∈ Z there is y ∈ D such that ny = x.
Divisible groups have been studied extensively and there is a thorough anal-
ysis of them in [Fuc73]. An equivalent condition for divisibility is that every
subgroup is a direct summand. Divisible groups are precisely those satisfying
Baer’s criterion for injectivity [Bae40]; thus, divisible groups are precisely the
injective objects in the category of abelian groups. As a consequence, if D is
divisible then Ext(A,D) = 0 for all abelian groups A. The Universal Coefficient
Theorem (cf. Section 1.7) thus gives the following.
Theorem 2.1.2. If Q is any group and D is a divisible abelian group, then the
map e 7→ ξe is an isomorphism
E0(Q,D)
∼−→ Hom(M(Q), D).
It follows that a central extension with divisible kernel is uniquely determined
up to equivalence by a homomorphism from M(Q) into the kernel, where Q is
the quotient. We will refer to a central extension with divisible kernel as a
d-extension.
It is well-known that the category of abelian groups has enough injectives;
that is, if A is an abelian group, then there is a divisible group D and an
embedding A D (see, for example, [Fuc73, p. 106]). By considering induced
maps of kernels (cf. Section 1.3) we obtain the following fundamental embedding
property of d-extensions.
Proposition 2.1.3. Let
e : C // // E // // Q
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be a central extension. Then there exists a d-extension
ed : D // // G // // Q
and an injective map e ed such that the map Q→ Q is the identity.
Proof. Let ε : C  D be an embedding of C into a divisible abelian group D.
Then the induced map ε∗ : e 7→ ε∗(e) of extensions has the desired properties.
For any group Q, let E0(Q, ) be the subcategory of E whose objects con-
sist of equivalence classes of extensions with quotient Q and morphisms are of
the form (α, γ, 1), i.e., morphisms fixing the quotient pointwise. In [Gru70, p.
195] Gruenberg shows that the injective objects in E0(Q, ) are precisely those
extensions with divisible kernel. Proposition 2.1.3 can then be restated as “The
category E0(Q, ) has enough injectives.”
Nilpotent groups are one reason for our interest in d-extensions.
Proposition 2.1.4. Let N be a nilpotent group of class c. Then there is a
nilpotent group G of class c and an embedding ε : N  G such that Z(G) is
divisible, ε
(
Z(N)
) ≤ Z(G), and the induced map ε¯ : N/Z(N)→ G/Z(G) is the
identity.
First we prove the following lemma.
Lemma 2.1.5. If
C1 //
ε //

ω

E
ρ
// //


Q
C2 //
ι // G
pi // // Q
is an injection of extensions with Z(E) = Im(ε) then Z(G) = Im(ι).
Proof. We can identify the lower extension with the push-out (see Section 1.3).
By Corollary 1.3.8 we have Im(ι) ≤ Z(G). Recall that
G = (E × C2)/N,
where
N =
{(
ε(z),−ω(z)) : z ∈ Z(E)}
(here the action is trivial, so the semi-direct product is direct). Now, for e, e′ ∈ E
and d, d′ ∈ C2 we have
[
(e, d), (e′, d′)
]
N =
(
[e, e′], 0
)
N . Also
(
[e, e′], 0
) ∈ N if
and only if there exists z ∈ C1 such that ε(z) = [e, e′] and ω(z) = 0, i.e. z = 0
and [e, e′] = 1. Thus (e, d)N ∈ Z(G) if and only if e ∈ Z(E) = Im(ε). Now, for
e ∈ Z(E) and d ∈ C2 we have pi
(
(e, d)N
)
= ρ(e) = 1, so that Z(G) ≤ Ker(pi) =
Im(ι), thus completing the proof.
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Proof of Proposition 2.1.4. Apply Proposition 2.1.3 to obtain the injection
Z(N) // //


N // //

N/Z(N)
D // // G // // N/Z(N).
By Lemma 2.1.5 we see that Z(G) = D, from which it follows that G is nilpotent
of class c.
Thus, d-extensions contain all the nilpotent groups in a nice way, that is,
such that containment occurs centrally and the central quotients are identical.
The next proposition justifies to some extent our abuse of terminology in
referring to the middle group of an extension as the extension. It also justifies
our interest in isomorphism classes of extensions. The problem of classifying
middle groups (up to isomorphism) that can appear in d-extensions translates
directly into classifying the d-extensions up to isomorphism.
Proposition 2.1.6. Let N be a finitely generated nilpotent group and D a
divisible abelian group. If
e1 : D //
ι // G1 // // N
and
e2 : D //
ε // G2 // // N
are two extensions, then e1 ∼= e2 ⇐⇒ G1 ∼= G2 as groups.
Proof. Necessity is clear.
For sufficiency, we show that D embeds as the (unique) maximal divisible
abelian subgroup in G1 and G2. Let G = G1 or G2 and suppose D˜ ≤ G is a
divisible abelian subgroup. Note that every subgroup of N is finitely generated.
Thus, by the classification of divisible abelian groups, N contains no nontrivial
divisible subgroups. Now, D˜/D ∩ D˜ ∼= D˜D/D, which is a divisible subgroup
of N and thus is trivial. Hence, D˜ ≤ D, which shows that D embeds as the
maximal divisible subgroup of G.
Now let ϕ : G1 → G2 be an isomorphism. Since ϕ(ιD) is divisible, necessarily
ϕ(ιD) ≤ εD, and likewise ϕ−1(εD) ≤ ιD. Hence, in fact, ϕ(ιD) = εD. Let
α = ε−1ϕι, which is an isomorphism D → D.
Assume τ is a transversal for e1 and let β = ρϕτ . We verify that β is
an isomorphism. Since τ is multiplicative modulo ιD, and ρϕι = 0, it follows
that β is a homomorphism. Now, ρϕ is surjective, and ιD ≤ Ker(ρϕ), so
since {τn : n ∈ N} is a complete set of coset representatives modulo ιD, β is
surjective. If n ∈ Kerβ then τ(n) ∈ ιD and n = 0, so β is also injective.
Finally, commutativity of the diagram making (α,ϕ, β) : e1 → e2 an isomor-
phism is easy to check.
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Another motivation for studying d-extensions comes from an application to
capable groups. By definition a group is capable if and only if it is isomorphic
with the central quotient of some group. Obviously these groups play crucial
roles in any study of central extensions since they are the groups that can appear
as quotients when the kernel is the center. It turns out that it is sufficient to
consider d-extensions.
Corollary 2.1.7. A group Q is capable if and only if there is a d-extension
D //
ι // E // // Q
with Im(ι) = Z(E).
Proof. Sufficiency is clear. For necessity, suppose that Q is capable and let
E be a group such that Q ∼= E/Z(E). Let ω : Z(E) → D be an embedding
into a divisible abelian group D. Apply Proposition 2.1.3 to the extension
Z(E) E  Q to obtain the commutative diagram
Z(E) // ε //

ω

E
ρ
// //


Q
D //
ι // G
pi // // Q
By Lemma 2.1.5 we have Z(G) = Im(ι).
By Theorem 2.1.2 a d-extension D //
ι // G // // Q with transversal τ is
uniquely classified up to equivalence by the values
ι−1
(∏
i
[τxi, τyi]
)
for which
∏
i[xi, yi] = 1 (cf. Section 1.7). We shall be more explicit when further
restrictions are placed on Q. For now, we make the following observation that
for d-extensions, the converse of Proposition 1.7.6 holds.
Proposition 2.1.8. If e1 and e2 are d-extensions such that there exist group
homomorphims α (of the kernels) and β (of the quotients) for which ξe2H2(β) =
αξe1 , then there is a group homomorphism γ such that (α, γ, β) : e1 7→ e2 is a
map of extensions.
Proof. By Proposition 1.7.6 we have ξα∗e1 = αξe1 and ξβ∗e2 = ξe2H2(β). Thus,
assuming ξe2H2(β) = αξe1 , we have ξα∗e1 = ξβ∗e2 . By Theorem 2.1.2 there is
an equivalence ϕ : α∗e1 7→ β∗e2. Composing the maps α∗ : e1 7→ α∗e1, ϕ, and
β∗ : β∗e2 7→ e2 we obtain the desired map e1 7→ e2.
Suppose C is any abelian group. Then we may understand extensions of
C by looking at extensions of a divisible group D such that C embeds into
D. Indeed, any extension e of C must embed into an extension d of D. The
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following Corollary gives us some insight into when such an embedding exists if
the extensions e and d are given.
Corollary 2.1.9. Let Q be any group and let C and D be a abelian groups with
D divisible. Given a homomorphism α : C → D and extensions e ∈ E0(Q,C)
and d ∈ E0(Q,D), we have an induced map α∗ : e 7→ d of extensions if and only
if ξd = αξe.
Proof. If α∗ : e 7→ d is a map of extensions, then by Proposition 1.7.6 we have
ξd = αξe. The converse is a direct result of Proposition 2.1.8.
2.2 Divisible abelian groups
In the next few sections we consider the classification problem for d-extensions
(with certain restrictions on the quotient). In doing so we use some properties of
divisible abelian groups and their automorphisms. In this section we summarize
these properties and develop some useful terminology.
The question arises as to which abelian groups are divisible and what are
their automorphisms. It is easy to see that the additive group of rationals Q is
divisible. An important class of examples is the so-called “pru¨fer p-groups.”
Let p be any prime integer and consider the groups Z/pi for i ∈ Z>0. For
each i assume we have a chosen generator xi for Z/pi. If i ≤ j then there is
a map Z/pi ↪→ Z/pj given by xi 7→ pj−ixj . This collection of maps forms an
inductive system, whose limit is denoted Z(p∞) and called the pru¨fer group of
type p∞ (or pru¨fer p-group). A presentation for Z(p∞) is
Z(p∞) = 〈d1, d2, · · · : pd1 = 1, pdi+1 = di, i > 0〉.
It is easy to see that the pru¨fer groups are divisible (cf. [Rob91, p. 94]). In
fact, there is a well known classification, which shows that, modulo direct sums,
this exhausts all examples.
Theorem 2.2.1 (Classification of Divisible Abelian Groups). Let D be a divis-
ible abelian group. Then there is a multiset P of prime integers and an index
set I such that
D ∼= ( ⊕
p∈P
Z(p∞)
)⊕ (⊕
i∈I
Q
)
.
This is proved in [Rob91, p. 97], for example.
Definition 2.2.2. Let A be an abelian group. The torsion-free rank of A,
denoted r0(A), is the dimension of A⊗Q as a vector space over Q. For primes
p we let rp(A) denote the dimension of Hom(Z/p,A) as a vector space over Fp.
The total rank of A is r(A) =
∑
p rp(A).
If D is a divisible group, then rp(D) is simply the cardinal number of copies
of Z(p∞) and r0(D) the cardinal number of copies of Q appearing in a direct
sum decomposition.
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The following notion is useful when considering the Pru¨fer groups.
Definition 2.2.3. Let G be any group, which we write additively. We say that
a set X of elements of G is p-inductive if
1. 0 ∈X ,
2. for each x ∈X there is y ∈X such that py = x (p-divisibility), and
3. for each pair x, y ∈ X there is an a ∈ N such that either pax = y or
pay = x.
Proposition 2.2.4. If X is a p-inductive set in any group G, then for each
i ∈ N there is a unique xi ∈X such that |xi| = pi. Consequently, the elements
of X can be indexed as {xi}∞i=0 where x0 = 0 and pxi = xi−1 for i > 0.
Proof. Since 0 ∈X , the proposition is trivial for i = 0. Assume that i > 0 and
the proposition holds for i− 1. Using property 2, choose xi so that pxi = xi−1.
Then |xi| = pi. Now suppose that y ∈ X and |y| = pi. Using property
3, there exists a ∈ N such that pay = xi (without loss of generality). Then
|y| = |xi| · pa ⇒ a = 0, so that y = xi.
We will therefore use the convention that if {0, d1, d2, . . .} is a p-inductive
set, then pd1 = 0 and pdi = di−1 for i > 1. In particular, p-inductive sets are
ordered and their elements are distinct.
Proposition 2.2.5. There is a p-inductive set in Z(p∞), and any p-inductive
set in Z(p∞) generates Z(p∞). In particular, if {0, d1, d2, . . .} is a p-inductive
set in Z(p∞), then each element of Z(p∞) can be written uniquely in the form
λdi with λ ∈ Z/pi.
Proof. The existence of a p-inductive set in Z(p∞) follows from the fact that
Z(p∞) is the inductive limit of the system
Z/p ↪→ Z/p2 ↪→ · · · .
Choose any generator x1 of Z/p. Since Z/pi is cyclic of order pi and x1 has
order p, it follows that there is an xi ∈ Z/pi such that x1 7→ pi−1xi. Moreover,
xi is unique, for if pi−1y = pi−1xi, then xi − y has order dividing pi−1, which
contradicts that |xi − y| = lcm(|xi|, |y|) = pi. The set {0, x1, x2, . . .} is p-
inductive.
Assume {0, d1, d2, . . .} is a p-inductive set in D with |di| = pi for i > 1. By
identifying Z/pi with its image in Z/pi+1 for each i, we may take the underlying
set for the inductive limit to be the union
⋃
i Z/pi. Now let d ∈ D. There is a
unique i ∈ N such that d ∈ Z/pi but d /∈ Z/pi+1. Likewise, di ∈ Z/pi, and it is
easily seen that di generates Z/pi. The result now follows.
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One of our motivations for studying d-extensions is the embedding property
(Proposition 2.1.3). Naturally, for a given abelian group A there is a “best”
choice for divisible group into which to embed A. This is the content of the
following proposition, which is proved, for example, in [Fuc73, p. 106].
Proposition 2.2.6. Let A be an abelian group. There is a divisible group Adiv
and an embedding δA : A  Adiv such that if ι : A  D is any embedding
with D divisible, then ι factors through δA. The group Adiv is unique up to
isomorphism.
It is obvious that if A  D is any embedding of A into a divisible group
D then Adiv may be taken as a subgroup of D. The group Adiv is called the
divisible hull of A.
Recall that a d-extension is uniquely determined by its corresponding ho-
momorphism ξe : M(Q)→ D, where D is the kernel and Q is the quotient. The
next proposition limits our scope to d-extensions where D ∼= Im(ξe)div.
Proposition 2.2.7. Let e be the d-extension
e : D //
ι // G
pi // // Q
and let D˜ ≤ D be any divisible subgroup containing Im(ξe). Let Dˆ be a comple-
ment to D˜ in D. There is an extension
D˜ //
eι // G˜ epi // // Q
such that e is equivalent to the extension
D˜ ⊕ Dˆ // eι⊕1 // G˜× Dˆ epi×0 // // Q.
Proof. Let ε˜ be the inclusion map D˜  D. Then ξe factors through ε˜, say
ξe = ε˜ξ˜, with ξ˜ ∈ Hom(M(Q), D˜). Now ξ˜ corresponds to an extension of D˜ by
Q, say the extension
e˜ : D˜ //
eι // G˜ epi // // Q.
Let ϕ be the inclusion map G˜ G˜× Dˆ. It is easy to see that the diagram
e˜ : D˜ //
eι //

eε

G˜
epi // //
ϕ

Q
eˆ : D˜ ⊕ Dˆ // eι⊕1 // G˜× Dˆ epi×0 // // Q.
commutes. By Proposition 1.7.6 we have ξeˆ = ε˜ξ˜ = ξ and by Theorem 2.1.2 we
have e ≡ eˆ.
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This result means that effectively a complement to D˜ splits off from G as a
direct factor. We remark that we may take D˜ to be the divisible hull of Im(ξe).
Proposition 2.2.8. rp(A) = rp(Adiv) for p = 0 or p prime.
This is proved in [Fuc73, p. 107], for example. Thus, in considering d-
extensions e of D by Q we may as well assume that rp(D) ≤ rp(M(Q)) for all
p. Otherwise Im(ξe)div has a nontrivial complement in D, which splits off per
Proposition 2.2.7.
2.3 Automorphisms of pru¨fer p-groups
In considering the isomorphism problem for d-extensions, we will need to make
use of some basic facts about automorphisms of divisible abelian groups. The
automorphism group of Q+ is well-known to be Q×. Because of the classi-
fication of divisible abelian groups, the study of automorphisms reduces (by
way of matrices) to studying the endomorphisms of Z(p∞). Here we study the
automorphisms of Z(p∞).
Heuristically, p-inductive sets behave much like bases of vector spaces. The
following proposition further confirms this intuition.
Proposition 2.3.1. AutZ(p∞) is in bijective correspondence with p-inductive
sets in Z(p∞). In particular, the automorphisms of Z(p∞) are precisely the
changes of p-inductive sets.
Proof. Let ϕ ∈ AutZ(p∞) and let D = {1, d1, d2, . . .} be a p-inductive set in
Z(p∞). It is easy to see that ϕ(D) = {0, ϕ(d1), ϕ(d2) . . .} is also a p-inductive
set. Conversely, if D ′ = {0, d′1, d′2, . . .} is a p-inductive set in Z(p∞), then
assigning di 7→ d′i and extending linearly clearly defines an automorphism of
Z(p∞).
Assume again that for each i ∈ Z>0 we have a chosen generator xi for the
additive group of Z/pi, which we regard as a ring. Dual to Z(p∞), the ring Zp
of p-adic integers is the projective limit of the system of maps Z/pi  Z/pj
given by xj 7→ xi for i ≤ j. As such, Zp consists of sequences a = (ai)∞i=1 such
that ai ∈ Z/pi and if i ≤ j then ai ≡ aj (mod pi). Hence each p-adic integer
uniquely determines a sequence (αi)∞i=0 of elements of Z/p, where
ai = α0 + α1p+ α2p2 + · · ·+ αi−1pi−1
for each i ∈ Z>0. Conversely, any such sequence determines a unique p-adic
integer, and we may regard a p-adic integer as a formal power series
∑∞
i=0 αip
i.
Now suppose ψ : Z(p∞) → Z(p∞) is a homomorphism. For each i we may
write ψ(di) = aidi with ai ∈ Z/pi. Since pi−jdi = dj for i > 0 and j < i, we
have ajdj = ψ(dj) = ψ(pi−jdi) = pi−jaidi = aidj , so that ai ≡ aj (mod pj)).
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Hence the sequence (ai)i is a p-adic integer, and
End(Z(p∞)) ∼= Zp
as rings. Now, the list {aidi}i≥0 is a p-inductive set if and only if p - ai for all i
(otherwise 0 is repeated), that is, if and only if a1 6= 0.
Definition 2.3.2. Let a ∈ Zp. The p-adic valuation of a, denoted υp(a), is the
largest i such that pi|a.
Using the notation above, υp(a) is the smallest integer i such that αi 6= 0.
It is easy to see that the units in Zp are the p-adic integers a with υp(a) = 0.
Thus, ψ ∈ Aut(Z(p∞)) if and only if (ai)i ∈ Z×p , i.e.,
AutZ(p∞) ∼= (Zp)×.
2.4 D-extensions with finite nilpotent quotients
Throughout this section let N be a finite nilpotent group and let D be a divisible
abelian group. For each prime p let Dp be the primary p-component of D. We
wish to consider d-extensions of D by N . Since N is finite, so is M(N), and
moreover only primes dividing |N | can divide |M(N)| (cf. Proposition 1.6.5
and Lemma 1.6.6). Thus, we may assume that rp(D) = 0 for p = 0 and all
primes p - |N |, since other Dp split off (cf. Proposition 2.2.7). By the Primary
Decomposition Theorem for abelian groups we have
D ∼=
⊕
p||N |
Dp.
Next, for p | |N |, let Np be the (unique) Sylow p-subgroup of N . Proposi-
tion 1.6.7 states that we have a decomposition
M(N) ∼=
⊕
p||N |
M(Np). (2.1)
Thus,
Hom(M(N), D) ∼=
⊕
p,q||N |
Hom(M(Np), Dq) ∼=
⊕
p||N |
Hom(M(Np), Dp).
Therefore, with Theorem 2.1.2, we have
E0(N,D) ∼=
⊕
p||N |
E0(Np, Dp).
To understand this decomposition of extensions, suppose e is the d-extension
e : D // // G // // N
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with corresponding map ξ ∈ Hom(M(N), D). For the decomposition of D, let
ιp : Dp → D be the natural embedding for each prime p | |N |. There is a
collection of maps {θp : M(N)→ Dp : p | |N |} such that
ξ =
∑
p||N |
ιpθp.
Now for each p, Ker θp contains the complement of M(Np) in M(N), so that
each θp factors through the natural projection ωp : M(N)M(Np). Of course,
ωp = H2(νp), where νp : N  Np is the natural projection. Thus, for each p we
have
θp = ξpH2(νp),
where ξp ∈ Hom(M(Np), Dp). This yields
ξ =
∑
p||N |
ιpξpH2(νp).
Corresponding to each map ξp there is an extension
ep : Dp //
εp
// Ep
pip
// // Np.
If the extension
e′p : D // // Gp // // N
corresponds to the map ιpξpH2(ν), then by Propositions 1.7.6 we see that e′p is
given by the induced maps of extensions
ep : Dp // //

ιp

Ep // //

Np
e′p : D // // Gp
~~~~ ~
~~
~~
~~
// // N
νp
~~~~ ~
~~
~~
~~
(ιp)∗ep : D // //

Tp // // Np.
We remark that if Dˆp is the complement to Dp in D, then by Proposition 2.2.7
we have Tp ∼= Ep × Dˆp.
The extension e is necessarily equivalent to the Baer sum
⊕
p||N |(ιp)∗ep.
The following proposition provides a simpler expression for e.
Proposition 2.4.1. Let e be a central extension of D by the finite nilpotent
group N . Assume that rp(D) ≤ rp(M(N)) for all p. Then, with the notation
above, e is equivalent to the extension
s :
(⊕
pDp
)
//
⊕pεp
// ×pEp ×ppip// // ×pNp.
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Proof. Let p1, . . . , pk be the primes dividing |N | and ξi = ξpi . Write εi for εpi
and let τi be a transversal for epi . Then a transversal for s is given by ×iτi.
Thus,
ξs
(
(x1, . . . xk) ∧ (y1, . . . yk)
)
= (⊕pεp)−1
([
(τ1x1, . . . τkxk), (τ1y1, . . . τkyk)
])
= (⊕pεp)−1
((
[τ1x1, τ1y1], . . . , [τkxk, τkyk]
))
=
(
ε−11
(
[τ1x1, τ1y1]
)
, . . . , ε−1k
(
[τkxk, τkyk]
))
= (ξ1(x1 ∧ y1), . . . , ξk(xk ∧ yk))
= ξe
(
(x1, . . . xk) ∧ (y1, . . . yk)
)
.
Thus s ≡ e.
What interests us is that this decomposition respects isomorphism classes,
as the following proposition states.
Proposition 2.4.2. Using the notation and assumptions from Proposition 2.4.1,
for each prime p | |N | let
e˜p : Dp //
eεp
// E˜p
epip
// // Np
be any central extension and let e˜ be the extension
e˜ :
(⊕
pDp
)
//
⊕peεp
// ×pE˜p
×pepip
// // ×pNp.
Then e ∼= e˜ if and only if ep ∼= e˜p for each prime p | |N |.
Proof. Sufficiency is obvious. For necessity, let
e : D //
ε //
α

E

pi // // N
β

e˜ : D //
eε // E˜ epi // // N
be an isomorphism. Let ξ˜ ∈ Hom(M(N), D) be the map corresponding to e˜.
Then ξ˜ = α ◦ ξe ◦H2(β−1). Now, the action of AutD on D restricts to actions
on the primary components. Thus, we may decompose α as a sum∑
p
ιpαpµp,
where αp ∈ Aut(Dp) and µp : D  Dp is the natural projection. Similarly,
β−1 =
∑
p
δpβ
−1
p νp
with βp ∈ Aut(Np), δp : Np  N the inclusion map and νp : N  Np the
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natural projection. Moreover this sum is respected by H2 so that
H2(β−1) =
∑
p
H2(δpβ−1p νp) =
∑
p
H2(δp)H2(β−1p )H2(νp).
Thus,
ξ˜ =
∑
primes p,q,r
(
ιpαpµp
)(
ιqξqH2(νq)
)(
H2(δr)H2(β−1r )H2(νr)
)
,
where ξp ∈ Hom(M(Np), Dp) is as defined on page 36. Now, µpιq is nonzero
only if p = q, in which case it is the identity. Likewise for νqδr and hence (by
functoriality) for H2(νq)H2(δr). Hence,
ξ′ =
∑
p
ιpαpξpH2(β−1p )H2(νp).
Also,
ξ′ =
∑
p
ιpξ
′
pH2(νp),
where ξ′p ∈ Hom(H2(Np), Dp) corresponds to the extension e˜p. Since these sums
are both direct decompositions, we conclude that the summands are equal:
ιpαpξpH2(β−1p )H2(νp) = ιpξ
′
pH2(νp)
for each prime p.
Finally, composing with µp on the left and H2(δp) on the right, we obtain
αpξpH2(β−1p ) = ξ
′
p
for each prime p. We conclude that ep ∼= e˜p for each prime p.
For d-extensions by a finite nilpotent group N , we have reduced our con-
siderations to the case where N is in fact a p-group (p a prime) and the kernel
is
D ∼=
s⊕
i=1
Z(p∞).
We remark that under these circumstances
Hom(M(N), D) ∼=
s⊕
i=1
Hom(M(N),Z(p∞)),
so
E (N,D) ∼=
r⊕
i=1
E (N,Z(p∞)).
This decomposition does not, however, respect isomorphism classes, since an
automorphism of D does not necessarily restrict to the components. In other
38
words, there are isomorphisms unaccounted for. Consequently, while any classi-
fication of extensions of Z(p∞) by N would account for all extensions of D by N ,
the isomorphism problem would remain, i.e., some of the resulting extensions
can be isomorphic.
In the next chapter we give such a classification when the class of N is 1,
that is, when N is abelian.
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3 D-extensions with abelian
quotient
In this chapter we investigate the structure of d-extensions with finite abelian
quotient Q, which we assume to be a p-group (p a prime). In this case M(Q) =
Q ∧Q, so for divisible abelian groups D we have
E0(Q,D) ∼= Hom(Q ∧Q,D).
We can be explicit about the structure of d-extensions by Q. We may take
D to be a p-group of finite rank. The homomorphisms of M(Q) → D can be
viewed as matrices with certain properties. We shall use these matrices to give
a parametrization of equivalence classes of d-extensions, which we follow with a
solution to the isomorphism problem when Q is homocyclic.
When D ∼= Z(p∞) we can understand d-extensions in terms of so-called
“pairing maps,” which allow us to give a relatively nice presentation of the ex-
tension. If Q is homocyclic we are able to give presentations which parametrize
the isomorphism classes of d-extensions.
Definition 3.0.3. We shall refer to any d-extension with finite abelian quotient
as a d-ab extension.
3.1 D-matrices and d-extensions
Assume Q is a finite abelian p-group of exponent pe and rank r. Let B =
{b1, . . . , br} be a basis for Q. Then Q is the internal direct sum 〈b1〉⊕ · · ·⊕ 〈br〉.
We can obviously write Q = Q1 ⊕ · · · ⊕ Qn with Qi ∼= (Z/pei)ri , ri > 0, such
that e1 < e2 < · · · < en. The groups Qi are called the homocyclic components
of Q. If n = 1, then Q is said to be homocyclic.
The homocyclic components of Q are clearly unique up to isomorphism,
though they are not unique as subgroups of Q. Indeed, the basis B determines
the subgroups Qi. It will be convenient to partition B into subsets
B[pei ] = {x ∈ B : |x| = pei}.
The set B[pei ] is a basis for the homocyclic component Qi. Write B[pej ] =
{b(j)1 , . . . , b(j)rj }. It will be convenient to let Ri = r1 + r2 + · · ·+ ri for 1 ≤ i ≤ n
and R0 = 0. Assume for definiteness that e1 < e2 < · · · < en = e.
We define the p-adic valuation for elements of the group Z/pe in a similar
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way to the discussion in Section 2.3: for a ∈ Z/pe we define υp(a) to be the
largest integer i such that i ≤ e and pi|a, that is, such that there exists b ∈ Z/pe
such that pib = a.
Definition 3.1.1. Suppose A = [αi,j ] is an r × r matrix over Z/pe. Then we
refer to A as a d-matrix for Q if A satisfies
1. −A = AT (skew-symmetry), and
2. υp(αi,j) ≥ e−min(ek, e`), whenever Rk−1 < i ≤ Rk and R`−1 < j ≤ R`.
Let A = (A1, . . . , Am) be an ordered set of d-matrices for Q, with Ak =
[α(k)ij ]. Let D = D1⊕· · ·⊕Dm with each Di ∼= Z(p∞). We define a group G(A )
and a d-extension
e(A ) : D // // G(A ) // // Q
as follows. To increase readability, we write G(A ) additively. Let Di be a p-
inductive set in Di (i = 1, . . .m). Thus D = D1 ∪ · · · ∪ Dm generates D. For
each j write Dj = {d(j)i : i ≥ 0} so that pd(j)i = d(j)i−1 and d(j)0 = 0. We point out
that {d(1)k , . . . , d(m)k } is a basis for D[pk], the subgroup of elements of D with
order dividing pk.
Our construction will depend on the sets D andB, which we regard as fixed.
Let G(A ) be defined by generators S = C ∪X , where
C = {c(j)i : i ∈ Z>0; j = 1, . . .m}
X = {x(j)i : i = 1, . . . rj ; j = 1, . . . n},
and relations
pc
(j)
1 = 0 for j = 1, . . .m; (3.1)
pc
(j)
i = c
(j)
i−1 for i > 1 and j = 1, . . .m; (3.2)
pejx
(j)
i = 0 for i = 1, . . . , rj ; (3.3)
[x(j)i , x
(`)
k ] =
∑
t
α
(t)
g,h · c(t)e , where g = Rj−1 + i and h = R`−1 + k; (3.4)
[c(j)i , y] = 0 for all y ∈ S . (3.5)
Now put G = G(A ) and let C = 〈c(j)i : i ∈ Z>0 & 1 ≤ j ≤ m〉. Obviously
C ≤ Z(G), and we have G/C ∼= Q by the isomorphism p¯i : x(j)i 7→ b(j)i . Thus,
pi : G  Q, which is defined by composing the natural map G  G/C with p¯i,
has kernel C.
Next, the function D → C defined by d(j)i 7→ c(j)i extends to a surjective
homomorphism D  C by Von Dyck’s Theorem, and by composing with the
inclusion map C ↪→ G we obtain the homomorphism ι : D → G. Now, it is
obvious that the Ker(ι) is finite, so that we obtain an embedding of D  G
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(noting D ∼= D/Ker(ι)); the question as to whether this embedding is the
obvious one is answered by the following lemma.
Lemma 3.1.2. The homomorphism ι : D → G is injective.
Proof. Let j, ` ∈ {1 . . . , r}, i ∈ {1, . . . , rj} and k ∈ {1, . . . , r`}. Put g = Rj−1 + i
and h = R`−1 + k so that Rj−1 < g ≤ Rj and R`−1 < h ≤ R`, and υp(αg,h) ≥
e−min(ej , e`). Thus, e− υp(α(t)gh) ≤ min(ej , e`), and∣∣α(1)g,h · c(1)e + · · ·+ α(m)g,h · c(m)e ∣∣ ≤ maxt {|α(t)g,h · c(t)e |} = maxt {pe−υp(α(t)gh)}
≤ min{pej , pe`} = ∣∣b(j)i ∧ b(`)k ∣∣.
It follows that there is a (unique) well-defined homomorphism θ : Q ∧ Q → D
such that
θ
(
b
(j)
i ∧ b(`)k
)
= α(1)g,h · c(1)e + · · ·+ α(m)g,h · c(m)e
for each such i, j, k, l. Let e be an extension (unique up to equivalence)
e : D //
ε // G
ρ
// // Q
such that θ = ξe (note that we are not assuming G = G(A )). We recall that if
τ is any transversal for e, then
ξe
(
b
(j)
i ∧ b(`)k
)
= ε−1
(
[τ(b(j)i ), τ(b
(`)
k )]
)
.
Now G is generated by the set
{τ(b(j)i ) : j = 1, . . . r; i = 1, . . . , rj} ∪ {ε(d(v)u ) : u ∈ Z>0; v = 1, . . .m},
which is clearly in bijective correspondence with X ∪ C , with x(j)i ↔ τ(b(j)i )
and c(v)u ↔ ε(d(v)u ). Hence we may take X ∪ C as generating set for G. For
simplicity, we identify the elements of X ∪ C with their corresponding images
in G.
Now, the relations 3.1, 3.2, 3.4, and 3.5 defining G(A ) all clearly hold in G,
with 3.4 coming from θ = ξe. Regarding the relation 3.3, we must certainly have
pejτ(b(j)i ) ∈ D. For each pair i and j put pejτ(b(j)i ) = δi,j . Since D is divisible,
there exists δ˜i,j ∈ D such that pej δ˜i,j = δ−1i,j , and we put x˜(j)i = τ(b(j)i )δ˜i,j for
each i and j. Then pej x˜(j)i = 0 for each i and j. In fact, b
(j)
i 7→ x˜(j)i is simply
another choice of transversal for e, and we may replace our original choice for
τ with this one (recall ξe is independent of τ). This gives us the relation 3.3 as
well.
Now, since C ∪X generates both G(A ) and G and all the defining relations
for G(A ) hold in G, we may apply Von Dyck’s Theorem to obtain a surjec-
tive homomorphism ϕ : G(A ) G extending the identity function on C ∪X .
Evidently ϕι = ε, and since ε is injective, we see that ι is also injective.
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We therefore have the extension
e(A ) : D //
ι // G(A ) pi // // Q.
We remark that in the notation of the proof of Lemma 3.1.2, it easily follows
that ϕ is in fact an isomorphism, and (1, ϕ, 1) is an equivalence of extensions.
An obvious choice for transversal here is obtained by defining τ(b(j)i ) = x
(j)
i and
extending linearly. We note that τ is a homomorphism if and only if all the
elements of X commute, which holds if and only if A = (0, . . . , 0).
Write ξA for ξe(A ). Thus,
ξA (b
(j)
i , b
(`)
k ) = ι
−1([τb(j)i , τb(`)k ]) = ι−1([x(j)i , x(`)k ])
= α(1)g,h · d(1)e + · · ·+ α(m)g,h · d(m)e ,
where g = Rj−1 + i and h = R`−1 + k.
The following two theorems provide us with a classification of d-extensions
by finite abelian groups (up to equivalence) in terms of d-matrices.
Theorem 3.1.3. If e is any d-extension of D by Q, then e ≡ e(A ) for some
ordered m-set A of d-matrices for Q.
Proof. Let j, ` ∈ {1 . . . , r}, i ∈ {1, . . . , rj} and k ∈ {1, . . . , r`} be arbitrary. Put
g = Rj−1 + i and h = R`−1 + k so that Rj−1 < g ≤ Rj and R`−1 < h ≤ R`.
Since |b(j)i ∧b(`)k | divides both |b(j)i | and |b(`)k |, we must have ξe(b(j)i ∧b(`)k ) ∈ D[pe].
For t ∈ {1, . . . ,m} define α(t)g,h by the relation
ξe(b
(j)
i ∧ b(`)k ) = α(1)g,h · d(1)e + · · ·+ α(m)g,h · d(m)e
We thus obtain matrices A(t) =
(
α
(t)
g,h
)
for t = 1, . . . ,m. We note that by order
considerations we have
υp(αg,h) ≥ e−min(ej , e`).
Put A = (A(1), . . . , A(m)). Evidently ξe = ξA , so e ≡ e(A ).
Theorem 3.1.4. If A and Z are two ordered m-sets of d-matrices for Q, then
e(A ) ≡ e(Z ) if and only if A = Z . Hence, there is a bijective correspondence
between ordered m-sets of d-matrices for Q and extensions of D by Q (up to
equivalence).
Proof. Sufficiency is obvious. For necessity, assume e(A ) ≡ e(Z ). Then ξA =
ξZ . Write [ζ
(t)
i,j ] for the t-th matrix in Z . Consider arbitrary i ∈ Z>0 and
j ∈ {1, . . . ,m} and set g = Rj−1 + i and h = R`−1 + k. Then
ξA (b
(j)
i , b
(`)
k ) = α
(1)
g,h · d(1)e + · · ·+ α(m)g,h · d(m)e
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and
ξZ (b
(j)
i , b
(`)
k ) = ζ
(1)
g,h · d(1)e + · · ·+ ζ(m)g,h · d(m)e
Since {c(1)e , . . . , c(m)e } is a basis for D[pe], we must have α(t)g,h = ζ(t)g,h for t =
1, . . . ,m, that is, A = Z .
Next we obtain the criterion for two ordered m-sets of d-matrices for Q to
yield isomorphic extensions. We shall need the following notions for our next
result.
Definition 3.1.5. Let M1, . . . ,Ms and N be t × t matrices. The partitioned
matrix
[
M1| . . . |Ms
]
is the t×ts matrix whose {i, j}th entry is the {i, k}th entry
of M`, where j = (`− 1)t+ k. The product
[
M1| . . . |Ms
] ∗N is the partitioned
matrix
[
M1N | . . . |MsN
]
.
Definition 3.1.6. Let A = (αi,j) and B = (βi,j) be square matrices of dimen-
sions m×m and n× n respectively; then the tensor product A⊗B of A and B
is defined to be the mn×mn matrix
α11β11 · · · α11β1n · · · α1mβ11 · · · α1mβ1n
...
...
α11βn1 · · · α11βnn · · · α1mβn1 · · · α1mβnn
...
...
αm1β11 · · · αm1β1n · · · αmmβ11 · · · αmmβ1n
...
...
αm1βn1 · · · αm1βnn · · · αmmβn1 · · · αmmβnn

Although difficult to use in practice, the following theorem solves the iso-
morphism problem for the classification of d-extensions given above in the case
when Q is homocyclic.
Theorem 3.1.7. Assume that Q is homocyclic of exponent pe and rank r. Let
A = (A1, . . . , Am) and Z = (Z1, . . . , Zm) be ordered m-sets of d-matrices for Q.
Then G(A ) ∼= G(Z ) if and only if there exist R ∈ GLm(Zp) and S ∈ GLr(Z/pe)
such that
[Z1| · · · |Zm] = S
(
[A1| · · · |Am] (R⊗ 1r)
) ∗ St,
where St denotes the transpose of S, and [A1| · · · |Am] (R⊗ 1r) is the ordinary
matrix product, resulting in an (r × mr) matrix, which is regarded as being
partitioned into r × r matrices.
Proof. Since Q is homocyclic, B = {b(1)1 , . . . , b(1)r }; we write bi for b(1)i . We
also write d(i) for d(i)e . Also we mention that Aut(Q) ∼= GLr(Z/pe). To ease
notation, we identify D with its images in G(A ) and G(Z ), and we identify
G(A )/D and G(Z )/D with Q. To distinguish elements of G(A ) and G(Z ), we
regard G(A ) as defined by the presentation above with generating set S and
G(Z ) as given by a similar presentation with generating set S ′ = {s′ : s ∈ S }.
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Assume that ϕ : G(A ) ∼→ G(Z ) is an isomorphism. Then ϕ|D[pe] is an auto-
morphism of D[pe] since D[pe] is a characteristic subgroup. This is describable
by an invertible matrix
R =
[
ρij
]
with entries in Z/pe, so that
ϕ(d(i)) = ρi1d(1) + · · ·+ ρimd(m).
For v ∈ D[pe] there is a unique coefficient vector [v] = (v1, . . . , vm) defined by
v = v1d(1) + · · ·+ vmd(m).
Then, in terms of coefficients, we have [ϕ(v)] = [v]R for v ∈ D[pe].
We also have the isomorphism ϕ¯ : G(A )/D → G(Z )/D determined by
ϕ¯(gD) = ϕ(g)D for g ∈ G(A ). Thus, ϕ¯ ∈ AutQ, which is describable by
an invertible matrix
T =
[
τij
]
with entries in Z/pe, so that, in terms of coefficients, [ϕ¯(w)] = [w]T for w ∈ Q.
For fixed i and j ∈ {1, . . . , r} we have
ϕ
(
[xi, xj ]
)
=
[
ϕ(xi), ϕ(xj)
]
= [τi1x′1 + · · ·+ τirx′r, τj1x′1 + · · ·+ τjrx′r]
=
∑
1≤k≤r
1≤`≤r
τikτjl[x′k, x
′
`]
=
∑
1≤k≤r
1≤`≤r
τikτjl
( m∑
t=1
ζ
(t)
kl d
(t)
)
.
On the other hand, [xi, xj ] = α
(1)
ij d
(1) + · · ·+α(m)ij d(m), so, in terms of coefficient
vectors, we have[
ϕ
(
[xi, xj ]
)]
=
[
[xi, xj ]
]
R
=
[
α
(1)
ij · · ·α(m)ij
]
R
=
[ ∑
1≤k≤m
α
(k)
ij ρk1 · · ·
∑
1≤k≤m
α
(k)
ij ρkm
]
Thus, for 1 ≤ t ≤ m, we have∑
1≤k≤m
α
(k)
ij ρkt =
∑
1≤k≤r
1≤`≤r
τikτjlζ
(t)
kl . (3.6)
The right hand side of (3.6) is precisely the ij-th entry of the product
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TZ(t)T t, that is, the {i, (t− 1)r+ j}th entry of the product T [Z1| · · · |Zm] ∗ T t.
By inspection we see also that the left hand side is the {i, (t− 1)r + j}th entry
of the product [A1| · · · |Am] (R⊗ 1r). Hence
T [Z1| · · · |Zm] ∗ T t = [A1| · · · |Am] (R⊗ 1r) .
Finally, writing S = T−1, we complete the proof of necessity.
For sufficiency, assume the matrix relation holds and put T = S−1. Then
we obtain again (3.6). Define Φ: D → D by
Φ: d(j)i 7→ ρj1d(1)i + · · ·+ ρjmd(m)i
and Ω: Q→ Q by
Ω: bi 7→ τi1b1 + · · ·+ τirbr.
Then
Φ ◦ ξA (bi ∧ bj) = Φ(α(1)ij d(1) + · · ·+ α(m)ij d(m))
= αij(ρ11d(1) + · · ·+ ρ1md(m)) + · · ·+ α(m)ij (ρm1d(1) + · · ·+ ρmmd(m))
=
( ∑
1≤k≤m
α
(k)
ij ρk1
)
d(1) + · · ·+
( ∑
1≤k≤m
α
(k)
ij ρkm
)
d(m).
Also,
ξZ ◦ Ω∧2(bi ∧ bj) = ξZ (τi1b1 + · · ·+ τirbr ∧ τj1b1 + · · ·+ τjrbr)
=
∑
1≤k≤r
1≤`≤r
τikτjlξZ (bk ∧ b`)
=
∑
1≤k≤r
1≤`≤r
τikτjl
( m∑
t=1
ζ
(t)
kl d
(t)
)
.
Since (3.6) holds we have Φ ◦ ξA = ξZ ◦ Ω∧2, so that e(A ) ∼= e(Z ) by Propo-
sition 2.1.8; thus, G(A ) ∼= G(Z ).
3.2 Central extensions of pru¨fer groups
Our solution to the isomorphism problem in Theorem 3.1.7 could be difficult to
apply in practice. In the case when D has rank 1, i.e., D ∼= Z(p∞), the situation
simplifies greatly. Even when Q is not homocyclic we can say a bit more than
the theorems of the previous section.
To investigate the isomorphism problem of d-by-a extensions of Z(p∞) we
find the following notion useful.
Definition 3.2.1. Let Q and D be two groups. Let θ be a homomorphism
46
Q ∧Q→ D, B a subset of Q, and D a subset of D. We say that θ pairs B on
D if we have the following two properties:
1. for each x ∈ B there is at most one y ∈ B such that θ(x ∧ y) 6= 0;
2. for each pair x, y ∈ B we have θ(x ∧ y) = ±d for some d ∈ D .
First we observe that when Q is a finite abelian p-group, pairings exist
between generating sets for Q and p-inductive sets in Z(p∞).
Lemma 3.2.2. Let θ ∈ Hom (Q ∧ Q,Z(p∞)) with Q a finite abelian p-group,
and let D be a p-inductive set in Z(p∞). Then there is a generating set G for
Q such that |G | = rank(Q) and such that θ pairs G on D .
Proof. The proof is by induction on rank(Q). If rank(Q) ≤ 1 then there is
nothing to prove. Assume rank(Q) ≥ 2 and that our assertion holds for abelian
groups of rank < rank(Q).
Let B′ be a basis for Q and choose x′1 and y1 ∈ B′ such that θ(x′1 ∧ y1) has
maximum order, say θ(x′1 ∧ y1) = d with |d| = pα. Write D = {0, d1, d2, . . .},
so that |di| = pi for each i. Then d = λdα for a unique λ ∈ Z with 1 ≤ λ < pα
and p - λ. Thus, λ is invertible modulo pα and there is (a unique) λ′ ∈ Z such
that 1 ≤ λ′ < pα and λλ′ ≡ 1 (mod pα). Put x1 = x′λ′1 . Then θ(x1 ∧ y1) = dα.
We put B = (B′ − {x′1}) ∪ {x1}.
We remark also that by maximality of |θ(x′1 ∧ y1)| we have Im(θ) = 〈dα〉.
For x ∈ B − {y1} define λx by θ(x1 ∧ x) = λxd and put Bx1 =
{
x− λxy1 : x ∈
B − {y1}
}
. Then θ(x1 ∧ x′) = 0 for x′ ∈ Bx1 . Next, for x ∈ Bx1 − {x1} define
µx by θ(x ∧ y) = µxd and put B1 =
{
x − µxx1 : x ∈ Bx1 − {x1}
}
. Then for
x ∈ B1 we have θ(x ∧ y1) = 0 = θ(x1 ∧ x).
Note that Q = 〈x1, y1,B1〉. Put Q1 = 〈B1〉. Then rank(Q1) = rank(Q) −
2 = |B1| since Q = 〈x1, y1, Q1〉 implies that rank(Q1) ≥ rank(Q) − 2 and the
opposite inequality is obvious. Hence, our induction hypothesis applies, and we
obtain a generating set G1 for Q1 such that |G1| = rank(Q) − 2 and θ|Q1∧Q1
pairs G1 on D . Put G = G1 ∪ {x1, y1}. Clearly G generates Q, and it is easy to
see that θ pairs G on D .
The next result provides important structural information about d-ab ex-
tensions of Z(p∞).
Theorem 3.2.3. Let e be the d-extension
e : Z(p∞) // ι // G // // Q
with Q a finite abelian p-group. Put r = rank(G/Z(G)). Then
1. r is even;
2. there exists a subgroup C and normal 2-generator subgroups Gi for i =
1, . . . , r/2 such that
G = G1 ·G2 · · ·Gr/2 · C
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with D ≤ C ≤ Z(G), and [Gi, Gj ] = 1 if i 6= j;
3. there exist generators xi, yi of Gi for each i such that [xi, yi] 6= 1, so in
particular xi and yi are independent mod Z(G) (hence mod D);
4. G/Z(G) = G1Z(G)/Z(G)× · · · ×GkZ(G)/Z(G).
Proof. Let D be any p-inductive set in Z(p∞) and let G be a generating set for
Q such that ξe pairs G on D . Put ξ = ξe and write
G = {x1, y1, . . . , xk, yk, z1, . . . , z`},
where ξ(xi ∧ yi) 6= 0 for each i, ξ(xi ∧ yj) = 0 = ξ(xi ∧xj) = ξ(yi ∧ yj) for i 6= j,
and ξ(zj ∧ x) = 0 for all x ∈ Q and all j. Let τ be a transversal for e and put
Gi = 〈τxi, τyi〉 for i = 1, . . . k. We recall that ξ(x ∧ y) = ι−1([τx, τy]) for each
x, y ∈ Q. It follows that zi ∈ Z(G) for i = 1, . . . ` and that for i 6= j we have
[Gi, Gj ] = 1. Put C = 〈z1, . . . , z`, Im(ι)〉. Then G = G1 ·G2 · · ·Gk · C, with C
and the Gi having the properties required in 2.
We now prove 4, which will show that rank(G/Z(G)) = 2k and complete the
proof. Clearly G/Z(G) =
∏k
i=1GiZ(G)/Z(G). Also, since i 6= j implies that
[Gi, Gj ] = 1, we have Gi∩Gj ≤ Z(G) whenever i 6= j: for if z ∈ Gi∩Gj (i 6= j),
then necessarily [z,Gα] = 1 for each α. The result now follows.
Next we define a collection of d-a extensions of Z(p∞) which, we show,
accounts for all such extensions up to isomorphism. Here we will write our
groups multiplicatively.
Definition 3.2.4. Let F be a finite abelian p-group with presentation F =
〈G |R〉. Let k ∈ N and suppose
F = (f1, g1, . . . , fk, gk)
is an ordered set of elements in F . Let
X = (e1, . . . , ek)
be an ordered set of natural numbers. We define a group GF,F ,X with genera-
tors
Y = {x1, y1, . . . , xk, yk} ∪ C ∪ G ,
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where C = {ci : i ∈ Z<0}, subject to the relations
R; (3.7)
[z, w] = 1 for all z ∈ C ∪ G and w ∈ Y ; (3.8)
cp1 = 1; (3.9)
cpi = ci−1 for i > 1; (3.10)
[xi, yi] = cei for i = 1, . . . , k; (3.11)
[xi, yj ] = 1 whenever i 6= j; (3.12)
[xi, xj ] = [yi, yj ] = 1 for all i, j; (3.13)
xp
ei
i = fi; and (3.14)
yp
ei
i = gi. (3.15)
We note that since G appears in the generating set and R in the relations,
GF,F ,X is independent (up to group isomorphism) of the presentation for F .
We remark that, in fact, we are abusing notation by using the fi and gi in the
relations 3.14 and 3.15 above. More properly we should choose words in F (G )
which are preimages of the fi and gi under the presentation. We simply omit
the choice function (i.e., transversal) from the notation as it does not affect
GF,F ,X . For definiteness, we take
G = {u1, . . . , u`} (3.16)
and
R = {upα11 , . . . , up
α`
` } ∪ {[ui, uj ] : 1 ≤ i < j ≤ `}, (3.17)
Assume F , F , and X are fixed and put G = GF,F ,X . Let C = 〈C 〉 and note
that G′ ≤ C, so the group Q = G/C is abelian and clearly finite.
Lemma 3.2.5. Put D = Z(p∞) and let D = {0, d1, d2, . . .} be a p-inductive
set in D. Then, with F,F , and X as in Definition 3.2.4, the homomorphism
ι : D → GF,F ,X given by λdi 7→ cλi is injective.
Proof. Let Q = G/C as above. A presentation for Q can be obtained by adding
the relations
c = 1 for all c ∈ C
to those defining G. Let G be the set of symbols {g : g ∈ G } and let f denote
the word corresponding to f via the obvious bijection G ∼= G given by g 7→ g
for g ∈ G (i.e., f and f represent the same element in F ). Then Q can be given
by generators
Y = {x1, y1, . . . , xk, yk} ∪ G
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subject to the relations
up
α1
1 = · · · = up
α`
` = 1;
[y, z] = 1 for all y, z ∈ Y ;
xp
ei
i = f i; and
yp
ei
i = gi.
Since |dei | ≤ pei ≤ min{|xi|, |yi|} = |xi ∧ yi| for each i, j ∈ {1, . . . , k}, we
may define a homomorphism
θ : Q ∧Q→ D
by θ(xi ∧ yi) = dei for i = 1, . . . k and θ(x ∧ y) = 0 for all other pairs x, y ∈ Y .
Let
e : D //
ε // E
ρ
// // Q
be an extension (unique up to equivalence) such that θ = ξe.
We recall that if τ is any transversal for e, then
ξe(y ∧ z) = ε−1
(
[τ(y), τ(z)]
)
.
Now E is generated by the set
{τ(y) : y ∈ Y } ∪ {ε(du) : u ∈ Z>0}
which is clearly in bijective correspondence with Y , with xi ↔ τ(xi), yi ↔ τ(yi),
ui ↔ τ(ui), and cu ↔ ε(du). Hence we may take Y as generating set for E. For
simplicity, we identify the elements of Y with their corresponding images in G.
The relations 3.8, 3.11, 3.12, and 3.13 then hold inG because of our definition
of θ. Also, that the relations 3.9 and 3.10 hold in E follow from the relations
in D. Moreover, the relations 3.7, 3.14, and 3.15 must hold modulo ε(D) in E.
Thus for each i = 1, . . . , ` there is δi ∈ D such that
(
τ(ui)
)pαi = δi. Since D is
divisible there exists δ˜i ∈ D such that pαi δ˜i = δ−1i , and we put u˜i = τ(ui)δ˜i for
each i. Then pej x˜i = 0 for each i. Moreover, ρ(u˜i) = ui for each i and, since the
validity of the relations 3.8-3.12 does not depend on our choice of the transversal
τ , we may assume that τ(ui) = u˜i. With this modification the relation 3.7 holds
in E as well.
In a similar fashion we may modify the choices τ(xi) and τ(yi) to obtain
the relations 3.14 and 3.15. Specifically, if τ(xi)p
ei = fiγi with γi ∈ D then we
let γ˜i ∈ D satisfy pei γ˜i = γ−1i and let x˜i = τ(xi)γ˜i. We then may modify τ by
replacing τ(xi) with x˜i. The process for the choices τ(yi) is identical.
Now, since Y generates both G and E and all the defining relations for G
hold in E, we may apply Von Dyck’s Theorem to obtain a surjective homomor-
phism ϕ : G E extending the identity function on Y . Evidently ϕι = ε, and
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since ε is injective, we see that ι is also injective.
Definition 3.2.6. Define eF,F ,X to be the extension
eF,F ,X : D //
ι // GF,F ,X
pi // // GF,F ,X /〈C 〉,
where pi is the quotient map. Evidently eF,F ,X is a central extension (by
relation 3.8).
The following theorem asserts that the extensions eF,F ,X account, up to
isomorphism, for every d-ab extension of Z(p∞) with finite quotient.
Theorem 3.2.7. Let e be the d-extension
e : Z(p∞) // ε // E
ρ
// // Q
with Q a finite abelian p-group. Then there is a finite subgroup F ≤ Z(E), and
sets F ⊂ F and X such that E ∼= GF,F ,X . Moreover, e ∼= eF,F ,X .
Proof. Let Z = Z(E). We first show that there is a set of elements of G that we
may identify with the generators of GF,F ,X , and which, after this identification,
satisfy the relations defining GF,F ,X . We use the notation of Theorem 3.2.3
and let k = r/2. Then E is generated by Z and the set {x1, y1, . . . xk, yk}, with
[xi, yi] 6= 1 and if 〈xi, yi〉 = Gi for each i = 1, . . . k; then for i 6= j we have
[Gi, Gj ] = 1. Now, for each i we have |[xi, yi]| = |xiZ| = |yiZ|; for if xni ∈ Z,
then [xi, yi]n = [xni , yi] = 1, and conversely if [x
n
i , yi] = [xi, yi]
n = 1, then, since
[xi, yj ] = [xi, xj ] = 1 for i 6= j, we see that xni ∈ Z. For each i put |xiZ| = pei .
Now, since Q is abelian, the commutators [xi, yi] are in ι(D) for each i.
Let {0, c˜1, c˜2, . . .} be a p-inductive set in ι(D). Then for each i there exists
λi ∈ Z/pei , p - λi, such that [xi, yi] = λic˜ei . Then [x1/λii , yi] = c˜ei . Since x1/λii
has the same properties as xi in Theorem 3.2.3, we may assume λi = 1 for each
i = 1, . . . k.
Since D is divisible and ι(D) ≤ Z(E), we see that Z(E) = ι(D)×F for some
subgroup F ≤ Z(E). Thus, for each i we have xpeii = δifi with fi ∈ F and
δi ∈ ι(D). Since ι(D) is divisible, we may find δ˜i ∈ ι(D) such that δ˜p
ei
i = δ
−1
i .
For each i put x˜i = xiδ˜i, so that x˜
pei
i = fi. We note that x˜ix
−1
i ∈ Z, which
implies [x˜i, g] = [xi, g] for any g ∈ E. In an identical fashion we obtain y˜i so
that y˜p
ei
i = gi ∈ F and y˜iy−1i ∈ Z. Also, since x˜ix−1i ∈ Z and y˜iy−1i ∈ Z, we
see that E is generated by Z and {x˜1, y˜1, . . . , x˜k, y˜k}.
Finally, let {0, c˜1, c˜2, . . .} be a p-inductive set in ι(D) and 〈G˜ |R˜〉 be a pre-
sentation for F . For definiteness, we take
G˜ = {u˜1, . . . , u˜`}
and
R˜ = {u˜pα11 , . . . , u˜p
α`
` } ∪ {[u˜i, u˜j ] : 1 ≤ i < j ≤ `}.
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Let F = (f1, g1, . . . , fk, gk) and X = (e1, . . . ek). Since Z = ι(D) × F , we see
that the relations defining GF,F ,X hold in E, with c˜i, x˜i, y˜i, and u˜i replacing ci,
xi, yi, and ui respectively for each i. Thus, there is a surjection ϕ : GF,F ,X  E
taking
ci 7→ c˜i for i = 1, 2, . . . ;
xi 7→ x˜i for i = 1, . . . , k;
yi 7→ y˜i for i = 1, . . . , k;
ui 7→ u˜i for i = 1, . . . , `.
We construct the following commutative diagram:
eF,F ,X : D
β

// ι // GF,F ,X
pi // //
ϕ

GF,F ,X /〈C 〉
γ

e : D //
ε // E
ρ
// // Q.
Let D = {0, d1, d2, . . .} be the p-inductive set in D such that ι(di) = ci in the ex-
tension eF,F ,X . Of course, the set {0, ε−1(c˜1), ε−1(c˜2), . . .} is also a p-inductive
set in D. Obviously the map di 7→ ε−1(c˜i) uniquely defines an automorphism
of β of D. Moreover, we plainly have ϕι = εβ. This also gives us a ho-
momorphism γ : GF,F ,X /〈C 〉 → Q by passing to the quotients, i.e., if τ is a
transversal for eF,F ,X , then γ = ρϕτ is a homomorphism GF,F ,X /〈C 〉 → Q
because ϕ(Ker(pi)) = Ker ρ.
Finally, γ is easily seen to be surjective. Since Q is finite, γ must in fact
be bijective, i.e., an isomorphism. By the 5-lemma it then follows that ϕ is an
isomorphism, which verifies that e ∼= eF,F ,X .
Corollary 3.2.8. Any d-ab extension with finite quotient is a Baer sum of
extensions of the form eF,F ,X .
Proof. Let Q and D be abelian p-groups with D divisible and Q finite. Recall
that by Theorem 2.2.1 we have
D ∼=
⊕
i∈I
Di
for some index set I, with each Di ∼= Z(p∞). Thus, if ξ ∈ Hom(Q ∧Q,D) then
ξ is a sum
ξ =
∑
i∈I
ξi
where Im(ξi) ≤ Di. Now take ξ = ξe with e an arbitrary central extension
of D by Q. For each i ∈ I let ei be a d-extension (unique up to equivalence)
corresponding to ξi. Then each ei is an extension of Z(p∞) by Q, and by
Theorem 2.1.2 we have that e is equivalent to the Baer sum of the extensions
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ei.
We have a precise description of the center and central quotient for the group
GF,F ,X .
Proposition 3.2.9. Let G = GF,F ,X . Then Z(G) ∼= D × F , and
G/Z(G) ∼= (Z/pe1)2 × · · · × (Z/pek)2.
Proof. To ease notation, put Z = Z(G); recall that C = 〈C 〉 = ι(D). We claim
that Z = 〈C ∪ G 〉. Note that from relation 3.8 we have 〈C ∪ G 〉 ≤ Z. For the
reverse containment, suppose g ∈ Z. Modulo 〈C ∪ G 〉 we may write
g =
k∏
i=1
x`ii y
mi
i
with `i,mi ∈ Z. Then for each i we have [xi, g] = [xi, yi]mi = cmiei = 1, which
implies that pei |mi and ymii is a power of gi, which is in 〈G 〉. Likewise, for each
i we have [g, yi] = c`iei , which implies p
ei |`i for each i and x`ii ∈ 〈G 〉. Hence,
g ∈ 〈C ∪ G 〉, which verifies our claim.
Set xˆi = xiZ and yˆi = yiZ. We have shown that
G/Z = 〈xˆ1, yˆ1, . . . xˆk, yˆk〉
and |xˆi| = |yˆi| = pei . Clearly G/Z is abelian. Also, as above, if
∏
i xˆ
`i
i yˆ
mi
i = Z,
then xˆ`ii = yˆ
mi
i = Z for each i. This implies the description of G/Z.
To prove that Z ∼= D×F , we observe that since C is divisible and C ∼= D, it
suffices to prove Z/C ∼= F . Since 〈G 〉 and C commute, we have Z = 〈C ∪ G 〉 =
〈G 〉C, so
Z/C ∼= 〈G 〉/ 〈G 〉 ∩ C.
Thus,
〈
G
〉
= pi(〈G 〉) = 〈G 〉/ 〈G 〉 ∩ C ∼= Z/C. For definiteness we continue to
assume that G and R are the sets given in 3.16 and 3.17. Since the relations R
hold in G, we have a homomorphism ω : F → G that extends the identity map
on G (i.e., takes ui 7→ ui). Let ω : F → Q be the composition piω, which takes
ui 7→ ui for i = 1, . . . `. Evidently Im(ω) = 〈G 〉, so now it suffices to show that
ω is injective.
To accomplish this, we follow a procedure similar to our proof of Lemma 3.2.5.
First, put A = G/Z; we construct an abelian extension of F by A. Note that
{xˆ1, yˆ1, . . . , xˆk, yˆk} is a basis for A. For i = 1, . . . k let ϕxi : 〈xˆi〉 × 〈xˆi〉 → F be
the function
ϕxi(xˆ
γ
i , xˆ
δ
i ) =
fi if γ + δ ≥ pei0 otherwise,
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where γ and δ are assumed in the set {0, 1, . . . , pei − 1}. Likewise, define
ϕyi(yˆ
γ
i , yˆ
δ
i ) =
gi if γ + δ ≥ pei0 otherwise.
Let f : A×A→ F be the function
f =
k∑
i=1
fi,
that is,
(xˆγ11 , yˆ
µ1
1 , . . . , xˆ
γk
k , yˆ
µ1
k , xˆ
δ1
1 , yˆ
ν1
1 , . . . , xˆ
δk
k , yˆ
νk
k ) 7→
k∑
i=1
(
ϕxi(xˆ
γi
i , xˆ
δi
i )+ϕyi(yˆ
µi
i , yˆ
νi
i )
)
We claim that f is a factor set. Before we verify this, we note that f is sym-
metric, and assuming that the A-action on F is trivial, we obtain an abelian
extension
F // // E // // A
corresponding to f .
We must verify the 2-cocycle condition
f(y, z)− f(xy, z) + f(x, yz)− f(x, y) = 0.
Since f behaves independently on the basis elements, we may assume without
loss of generality that x, y, and z are in 〈xˆi〉 for some i. Write xˆi = u and ei = e
and assume x = uλ, y = uµ, and z = uν . Note that xy = uλ+µ, where
λ+ µ =
λ+ µ if λ+ µ < peλ+ µ− pei if λ+ µ ≥ pe.
Similarly, of course, yz = uµ+ν .
We now consider cases. First, suppose λ+ µ ≥ pe. Then
f(x, y) = fi
and λ+ µ = λ+ µ− pe. In case λ+ µ+ ν < pe we have
f(xy, z) = 0.
If further µ+ ν ≥ pe then λ+ µ+ ν = λ+ µ+ ν − pe = λ+ µ+ ν < pe. Thus,
f(y, z) = fi =⇒ f(x, yz) = 0.
If instead µ + ν < pe then λ + µ+ ν = λ + µ + ν ≥ pe since λ + µ ≥ pe by
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supposition. Thus,
f(y, z) = 0 =⇒ f(x, yz) = fi.
In either event, for the case when λ+ µ + ν < pe the 2-cocycle condition is
satisfied.
Next, suppose λ+ µ+ ν ≥ pe (still with λ+ µ ≥ pe). Then
f(xy, z) = fi.
Note that we must have µ+ν ≥ pe, for pe ≤ λ+ µ+ν = λ+µ+ν−pe together
with λ < pe implies µ+ ν ≥ pe. Now λ+ µ+ ν = λ+ µ+ ν as before, but now
this is assumed ≥ pe. Hence we have
f(y, z) = fi and f(x, yz) = fi,
which verifies the 2-cocycle in this case.
Now suppose λ+ µ < pe. Then
f(x, y) = 0
and λ+ µ = λ+ µ. If λ+ µ+ ν < pe then each term in the 2-cocycle condition
is 0. Assume λ+ µ+ ν ≥ pe. Then λ+ µ+ ν = λ+ µ+ ν ≥ pe, so
f(xy, z) = fi.
If µ + ν < pe. Then f(y, z) = 0 and λ + µ+ ν = λ + µ + ν ≥ pe and so
f(x, yz) = fi. In this case the 2-cocycle condition is satisfied.
If instead µ+ν ≥ pe, then f(y, z) = fi, and and λ+µ+ ν = λ+µ+ν−pe <
λ + µ + pe − pe = λ + µ < pe. Thus, f(x, yz) = 0 and we have verified that in
each case the 2-cocycle condition is satisfied.
Now let
F //
ζ
// E // // A
be an extension (unique up to equivalence) corresponding with the cohomology
class of f . Recall that we may take E to be the group that is F × A as a set,
with group operation
(h, a)(h′, a′) = (h+ h′ + f(a, a′), aa′).
for h, h′ ∈ F and a, a′ ∈ A. Doing so, ζ is the map h 7→ (h, 1) for h ∈ F .
Note that unless pei = 2 we have (0, xˆi)2 = (0, xˆ2i ), and an easy induction
shows that for λ < pei we have
(0, xˆi)λ = (0, xˆλi ).
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It then follows that
(0, xˆi)p
ei = (fi, 1).
Similarly, we have
(0, yˆi)p
ei = (gi, 1).
Now, E is generated by (G , 1) ∪ {(0, xˆ1), (0, yˆ1), . . . , (0, xˆk), (0, yˆk)}, which we
may identify with the generating set Y for Q in the obvious way: G ↔ (G , 1),
(0, xˆi) ↔ xi, and (0, yˆ1) ↔ yi for each i = 1, . . . , k. With this identification,
the only relations we see that the relations defining Q also hold in E. Thus,
by Von Dyck’s Theorem there is a surjective homomorphism ψ : Q E taking
ui 7→ (ui, 1) for i = 1, . . . , `. Obviously ψω = ζ, and since ζ is injective, so is ω.
This completes the proof.
3.3 D-extensions with finite homocyclic
quotients
In this section our aim is to give a class of group presentations which parametrize
central extensions of pru¨fer groups with finite homocyclic quotients. We begin
with a lemma that is similar to Lemma 3.2.2. We require our generating set to be
a basis, so we must be content with pairing only on the homocyclic components.
Lemma 3.3.1. Let θ ∈ Hom(Q ∧ Q,Z(p∞)) with Q a finite abelian p-group,
and let D be a p-inductive set in Z(p∞). Then there is a basis B for Q such
that θ pairs B[pi] on D for each i ∈ N.
Proof. The proof is by induction on the rank ofQ. If the homocyclic components
of Q all have rank ≤ 1, then there is nothing to prove. Thus we can assume
that at least one of the homocyclic components H of Q has rank > 1. Let pa be
the exponent of H. Assume that our lemma holds for groups of rank less than
rank(Q).
Write D = {0, d1, d2, . . .}, so that |di| = pi for each i. Let B0 be a basis for
Q. Choose x, y ∈ B0[pa] such that |θ(x ∧ y)| is maximal over the elements of
B0[pa]. Write θ(x∧ y) = λdi with i ≥ 0 and λ a unit in Z/pi. If λ 6= 1, then we
may replace x with x = (1/λ)x without violating the maximality property for
x and still retaining a basis. Hence we assume θ(x ∧ y) = di.
Next, for w ∈ B0[pa] − {x, y} write θ(x ∧ w) = λwdiw with λw ∈ (Z/piw)×
and 0 ≤ iw ≤ i (by maximality). Put
w′ = w − pi−iwλwy.
Then |pi−iwλwy| ≤ pa, so |w′| = |w|. Also, for u ∈ B0[pa] we have
|θ(u ∧ w′)| ≤ max{|θ(u ∧ w)|, |pi−iwλwθ(u ∧ y)|} ≤ |θ(x ∧ y)| (3.18)
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by the maximality of our choice. We put w′ = w for w ∈ B0 −B0[pa] and let
B1 =
{
w′ : w ∈ B0 − {x, y}
} ∪ {x, y}.
Since |w′| = |w| for each w and B1 generates Q, we see that B1 is a basis for
Q. By 3.18 we have that |θ(x∧ y)| is still maximal over the elements of B1[pa].
Moreover, for each w′ ∈ B1[pa]− {y} we have θ(x ∧ w′) = 0.
Similarly, for v ∈ B1[pa]− {x, y} we write θ(v ∧ y) = µvdjv . Set
v′′ = v + pi−jvµvx
and for v ∈ B1 −B1[pa] simply set v′′ = v. Define
B′ =
{
v′′ : v ∈ B1 − {x, y}
} ∪ {x, y},
which is a basis for Q and has the property that θ(x∧w) = 0 = θ(w ∧ y) for all
w ∈ B′[pa]− {x, y}.
Let Q˜ = 〈B′ − {x, y}〉. Now, θ can be decomposed as a sum
θ =
∑
{u,v}⊂B′
θu∧v (3.19)
where θu∧v is the restriction of θ to the one-dimensional subspace 〈u∧v〉. Then
for v ∈ B′[pa] we have θx∧v = 0 = θv∧y. We remark that for w ∈ B′ −B′[pa]
we could have θ(x ∧ w) 6= 0 (and likewise for y). Collecting terms in 3.19, we
write θ = θx∧y + θx,y + θ˜, where
θx,y =
∑
w∈B′−B′[pa]
(
θx∧w + θw∧y
)
and
θ˜ =
∑
{u,v}⊂B′−{x,y}
θu∧v.
We remark that θ˜ is a map Q˜ ∧ Q˜→ D. Since Q˜ has rank r− 2, we may apply
our induction hypothesis to θ˜. Thus there is a basis B˜ for Q˜ such that θ˜ pairs
B˜[pi] on D for all i. Finally, we let B = {x, y} ∪ B˜, which is evidently a basis
for Q with the desired properties.
Corollary 3.3.2. Fix a basis B for the finite abelian p-group Q. Let D ∼=
Z(p∞), and fix a p-inductive set D in D. Then each isomorphism class of d-
extensions of D by Q contains an extension pr such that for each i ∈ N, ξe
pairs B[pi] on D .
Proof. Let e be an extension of D by Q By Lemma 3.3.1 there is a basis B′ for
Q such that ξe pairsB′[pi] on D for each i. Let α ∈ AutQ be the automorphsim
defined by the change of basis B → B′. Then the map ξe ◦ α∧2 clearly pairs
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B[pi] on D for each i ∈ N. Define pr to be the extension corresponding to the
map ξe ◦ α∧2. By Proposition 2.1.8 there is an isomorphism e ∼= pr.
For the remainder of this section we tacitly assume that
Q = (Z/pa)r
with a and r > 0.
We fix a basis B for Q and a p-inductive set D in Z(p∞) and we write D =
{0, d1, d2 . . .}, so that |di| = pi for each i. By Corollary 3.3.2, each isomorphism
class of d-extensions of D by Q corresponds to a map Q ∧ Q → D that pairs
B on D . Our aim is to use these pairing maps to obtain a parametrization of
isomorphism classes of d-extensions of Z(p∞) with finite homocyclic quotient
Q.
Definition 3.3.3. Let θ : Q ∧ Q → Z(p∞) be a map that pairs B on D . For
1 ≤ i ≤ a, if si is the number of pairs (x, x′) ∈ B×B such that θ(x∧x′) = ±di,
then we define
T(θ) = (s1, . . . , sa).
Proposition 3.3.4. If θ : Q ∧Q → D is a homomorphism that pairs B on D
and T(θ) = (s1, . . . , sa), then:
1. si is even and nonnegative for each i = 1, . . . , a, and
2.
∑
i si ≤ r.
Moreover, if T is any such tuple, then T = T(ξ) for some ξ ∈ Hom(Q ∧Q,D)
that pairs B on D .
Proof. That T(θ) satisfies the given properties is obvious. Suppose that T =
(t1, . . . , ta) satisfies 1 and 2. Write
t0 = r −
∑
i
ti
and define ξ by setting ξ(u ∧ v) = 0 for all u, v ∈ B except for the following:
ξ(xt0+1 ∧ xt0+2) = · · · = ξ(xt0+t1−1 ∧ xt0+t1) = d1;
ξ(xt0+t1+1 ∧ xt0+t1+2) = · · · = ξ(xt0+t1+t2−1 ∧ xt0+t1+t2) = d2;
...
...
...
ξ(xt0+···+ta−1+1 ∧ xt0+···+ta−1+2) = · · · = ξ(xt0+···+ta−1 ∧ xt0+···+ta) = da.
Clearly ξ pairs B on D and T = T(ξ).
Definition 3.3.5. We refer to a tuple satisfying properties 1 and 2 of Proposi-
tion 3.3.4 as a pairing tuple.
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Corollary 3.3.6. Homomorphisms from Q ∧ Q to D that pair B on D are
parametrized by pairing tuples θ ↔ T(θ).
Thus, d-extensions of Z(p∞) by finite homocyclic groups can be understood
in terms of pairing tuples. We now proceed to show that, in fact, pairing tuples
provide a parametrization for such extensions.
Definition 3.3.7. Assume we have a pairing tuple T = (s1, . . . , sa) and write
s0 = r −
∑
i si. We define the group G(T) to be the group with generators
{x1, . . . , xr, d1, d2, . . .},
and relations
dp1 = 1,
dpi = di−1 for i ≥ 2;
xp
a
i = 1 for 1 ≤ i ≤ a;
[xi, dj ] = 1 for all i and j;
[xi, xj ] = 1 for all i and j with the following exceptions:
(S1) [xs0+1, xs0+2] = · · · = [xs0+s1−1, xs0+s1 ] = d1;
(S2) [xs0+s1+1, xs0+s1+2] = · · · = [xs0+s1+s2−1, xs0+s1+s2 ] = d2;
...
...
...
(Sb) [xs0+···+sb−1+1, xs0+···+sb−1+2] = · · · = [xs0+···+sb−1, xs0+···+sa ] = da.
We note that the group G(T) is actually just the group G(A ) defined in
Section 3.1 in the case when D has rank 1, so there is only one matrix, and the
matrix is block diagonal with blocks[
1 0
0 −1
]
.
Thus, in the same fashion here we note that by Lemma 3.1.2 we have Z(p∞) ∼=
〈di : i ≥ 1〉, which is a central subgroup, and G(T)/〈d1, d2, . . .〉 ∼= (Z/pa)r. We
thus obtain a d-extension
e(T) : Z(p∞) // // G(T) // // Q
with obvious maps.
Our aim is to prove the following theorem, which gives an explicit solution to
the isomorphism problem for d-ab extensions with rank 1 kernel and homocyclic
quotient.
Theorem 3.3.8. 1. If e is a central extension of Z(p∞) by a homocyclic
p-group Q, then e ∼= e(T) for some pairing tuple T.
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2. If T and T˜ are two pairing tuples, then e(T) ∼= e(T˜)⇔ T = T˜.
Before proving Theorem 3.3.8 we introduce the following terminology.
Definition 3.3.9. Let A be any finite abelian p-group and j a positive integer.
We refer to the number of times pj occurs as an invariant factor for A as the
pj-invariant of A.
We remark that the pj-invariant for an abelian group A is the maximal
integer m such that (Z/pjZ)m is a direct summand of A. Consequently, if A ∼= A˜
then for each j the pj-invariants of A and A˜ are identical.
Proof of Theorem 3.3.8. For 1, sufficiency is trivial, while necessity follows by
Corollary 3.3.2. Thus what is left to show is that if T and T˜ are two pairing
tuples and G(T) ∼= G(T˜), then T = T˜. Put G = G(T) and G˜ = G(T˜). We
identify the subgroups 〈di : i ≥ 1〉 in both groups and write D = 〈di : i ≥ 1〉.
For definiteness, write T = (s1, . . . , sa) and T˜ = (s˜1, . . . , s˜ea). We remark
that G/D ∼= Q ∼= G˜/D ∼= Q, so that a˜ = a.
Write Z for Z(G), which is of course characteristic in G. Now G/Z ∼=
(G/D)/(Z/D) is a homomorphic image of Q, and hence a finite abelian p-group.
Let
BG/Z = {xs0+1, . . . , xr}
and note that for every x ∈ BG/Z there is a unique x′ ∈ BG/Z such that
[x, x′] 6= 1. The collectionBG/ZZ = {xZ : x ∈ BG/Z} of cosets clearly generates
G/Z.
We claim that in factBG/ZZ is a basis forG/Z. To verify this, let as0+1, . . . , ar ∈
Z, put
y = xas0+1s0+1 · · ·xarr ,
and assume y ∈ Z. We show that xaii ∈ Z for each i ∈ {s0 + 1, . . . , r}. Choose
i ∈ {s0 + 1, . . . , r} and put
j =
i− 1 if i− s0 is even;i+ 1 if i− s0 is odd.
In other words, j is the unique integer such that [xi, xj ] 6= 1. Using bilinearity
of the commutator map (since G′ ≤ Z) we have 1 = [y, xj ] = [xaii , xj ]±1. Also,
for ` 6= j we have [xaii , x`] = 1, so we conclude that xaii ∈ Z, as desired.
Now, by observing the orders of the elements in BG/Z , we see that the pi-
invariant of G/Z is si (for i = 1, . . . , a). Similarly the pi-invariant of G˜/Z(G˜) is
s˜i. Now, the isomorphism G ∼= G˜ induces an isomorphism G/Z ∼= G˜/Z˜. Hence,
we have si = s˜i for each i; that is., T = T˜.
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4 Tight extensions
4.1 Extensions of the center
Given a central extension C  E  G, Theorem 3.2.3 suggests that it might
be easier to think of E as a central extension of Z(E) by E/Z(E). Motivated
by this we make the following definition.
Definition 4.1.1. A (central) extension
C //
ι // E
pi // // G
is said to be tight provided that Im ι = Z(G).
Beyond interest in their own right, tight extensions can be used to shed light
on general d-ab extensions via a functor that assigns to each d-ab extension
a tight d-ab extension. In this chapter we investigate the properties of this
functor and how it can contribute to an understanding of the general situation.
In particular, we are able to give a parametrization of d-ab extensions up to
isomorphism using our functor. We also give a classification of tight extensions
of pru¨fer groups with finite abelian quotient.
We recall Lemma 2.1.5, which can be restated using the language of tight
extensions.
Lemma 4.1.2. If e 7→ e˜ is an injective map of extensions and e is tight, then
e˜ is also tight.
A particularly interesting application of this is regarding the extensions
Z(N) // // N // // N/Z(N)
with N nilpotent. Using Proposition 2.1.3 we see that class-c nilpotent groups
embed into tight d-extensions with class-(c− 1) quotients. In particular, class-2
nilpotent groups embed into tight d-ab extensions.
Conveniently, tight extensions behave well with respect to isomorphisms, as
the next proposition asserts.
Proposition 4.1.3. If t is a tight extension and e is an extension such that
e ∼= t, then e is tight.
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Proof. Assume we have the isomorphism
t) C //
ι //
α

E // //
ϕ

G

e) C˜ //
ε // E˜ // // G˜
of extensions with t is tight. Then Z(E) = ι(C). Also note that α(C) = C˜. Now
since ϕ is an isomorphism of groups, we have Z(E˜) = ϕ(Z(E)) = ϕ(ι(C)) =
ε(α(C)) = ε(C˜). Hence, e is tight.
Our main concern will be with tight d-extensions that have abelian quotients,
i.e., tight d-ab extensions. In this case there is a straight-forward criterion
distinguishing tight extensions based on their corresponding maps.
Let A be any abelian group and assume θ ∈ Hom(Q ∧Q,A). For x ∈ Q we
may define a map θx : Q→ A by θx(y) = θ(x ∧ y). We have a homomorphism
Q→ Hom(Q,A)
x 7→ θx
depending on θ, which we denote by θ.
Definition 4.1.4. A map θ ∈ Hom(Q∧Q,A) is called non-degenerate provided
that θ is injective. We denote the set of all non-degenerate maps Q ∧Q→ A
by Homnd(Q ∧Q,A).
Proposition 4.1.5. A central extension e with abelian quotient is tight if and
only if ξe is non-degenerate.
Proof. Assume e is the central extension
e) C //
ι // G
pi // // A
with transversal τ . Put ξ = ξe. Then ξ is defined by ξ(x ∧ y) = ι−1
(
[τx, τy]
)
.
Clearly ξx = 0 ⇐⇒ τx ∈ Z(G). Thus, if e is tight and x ∈ A satisfies ξx = 0,
then τx ∈ Z(G) = C, so that x = 1. Conversely, if e is not tight, then there is
z ∈ Z(G)− C; then piz 6= 0 but ξpiz = 0.
The following proposition greatly reduces the scope of possibilities for tight
extensions.
Proposition 4.1.6. Assume that A is a finitely generated abelian group and
that
e : C // // T // // A.
is a tight extension. Let p be any prime.
1. If C is torsion, then A is finite.
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2. If A has a nontrivial p-primary component, then so does C.
3. If C is a p-group, then so is A.
4. If C is torsion free, then so is A.
Proof. Put ξ = ξe.
(1) Suppose A has an element, say x, of infinite order and assume C is
torsion. Let B be a basis for A and set ` = lcm{|ξ(x ∧ y)| : y ∈ B}. Then
ξx` = 0, but x` 6= 1. This contradicts the fact that ξ is non-degenerate.
(2) Assume x ∈ A has order p. Let Aq be the q-primary component of A for
each prime q and letBq be a basis for Aq. LetB = ∪qBq. ThenB generates A.
Since e is tight, there is a y ∈ B such that ξ(x∧ y) 6= 0. Now, |ξ(x∧ y)| divides
gcd{|x|, |y|}, which must divide p. Since ξ(x ∧ y) 6= 0, we have |ξ(x ∧ y)| = p.
The result now follows.
(3) If A is not a p-group, then either A has a nontrivial q-primary component
for some prime q 6= p or A is torsion free. In the first case, C also has a nontrivial
q-primary component (by 2), and hence is not a p-group. If A is torsion free,
then A is infinite, and by 1, the group C has an element of infinite order and
thus is not a p-group.
(4) is the contrapositive of (2) applied to all primes.
4.2 Tightening d-ab extensions
We now describe how a tight d-ab extension etgt can be obtained in a natural
way from an arbitrary d-a extension e.
Assume we have the d-ab extension
e : D //
ι // G
pi // // Q
with Q a finite abelian p-group. Put Z = Z(G). Then ι factors through the
inclusion Z ↪→ G, so we may regard ι as a map D  Z. Put F = Z/ι(D).
Since D is divisible, the extension
e : D //
ι // Z
pi // // F
(of abelian groups) splits, and there is a map σ : Z  D such that σι is the
identity map on D. Put K = Kerσ. Thus Z ∼= Im(ι)×K.
Let GT = G/K. The embedding ιT : D  GT given by d 7→ ι(d)K has
image Z/K, and we note that ιT (D) ≤ Z(GT ). If xK ∈ Z(GT ), then [G, x] ≤
K ∩ [G,G] ≤ K ∩ D = 1, so x ∈ Z. Thus Z(GT ) = Z/K = ιT (D). Also,
GT /ιT (D) = (G/K)/(Z/K) ∼= G/Z, so, writing A = G/Z, we have the tight
d-extension
etgt : D //
ιT // GT // // A.
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Let τ be a transversal for e. Then since Kerpi = Im ι ≤ Z, the coset τ(q)Z
is independent of τ , and we have a map ν : Q → A defined by ν(q) = τ(q)Z
that depends only on e. Evidently ν is a surjective homomorphism.
Commutativity of the following diagram is obvious:
e : D //
ι // G
pi // //

Q
ν

etgt : D //
ιT // GT // // A.
4.3 The tightening functor for d-ab extensions
In the appropriate setting the process described in Section 4.2 is functorial. In
this section we describe the setting required for this to be true. We will see that
as a result the process described in Section 4.2 respects isomorphism classes of
extensions. We conclude this section by using our functor to parametrize d-a
extensions up to isomorphism.
We continue to assume tacitly that Q is finite abelian, and without loss of
generality a p-group.
Definition 4.3.1. For a homomorphism ξ : Q ∧Q → D into any group D, we
define the set of degeneracies of ξ to be the set
Kξ = {a ∈ Q : (∀x ∈ Q)ξ(a ∧ x) = 0}.
If ξ = ξe, then we write Ke for Kξ. We remark that Kξ is plainly a subgroup
of Q.
Proposition 4.3.2. If e is the d-extension
e : D //
ι // G
pi // // Q,
then pi−1(Ke) = Z(G).
Proof. Put K = Ke and let g and h be in G with pi(g) ∈ K. Let τ be a
transversal for e. Then, since ι(D) ≤ Z(G) we have [g, h] = [τpi(g), τpi(h)] =
[τ(k), τpi(h)] with k ∈ K. Now, ι−1([τ(k), τpi(h)]) = ξ(k∧pi(h)) = 0, so [g, h] =
1 and g ∈ Z(G), which shows pi−1(Ke) ≤ Z(G).
Conversely, let z ∈ Z(G). Then for y ∈ Q we have
ξ(pi(z) ∧ y) = ι−1([τpi(z), τ(y)]) = ι−1([z, τ(y)]) = 0,
providing the reverse containment and completing the proof.
It is worth noting that, in the notation of Proposition 4.3.2, there is an
extension
D // // Z(G)
pi // // K, (4.1)
64
which is necessarily split because Z(G) is abelian and D is divisible.
Proposition 4.3.3. Let ξ ∈ Hom(Q ∧ Q,D) with D any group. There is a
group Aξ, a surjective homomorphism νξ : Q  Aξ, and non-degenerate map
ξtgt : Aξ ∧Aξ → D such that ξ = ξtgt ◦ ν∧2ξ . Moreover, if ξ factors as ξ = θ ◦µ∧2
with θ : A˜ ∧ A˜→ D non-degenerate and µ surjective, then then there is a group
isomorphism α : A˜→ Aξ such that θ = ξtgt ◦ α∧2.
Proof. Put K = Kξ and let ν : Q  A be any surjective homomorphism with
kernel K; then A ∼= Q/K. Define Aξ to be A. For each a ∈ A choose a ∈ Q
such that ν(a) = a. For q ∈ Q define kq ∈ K by the condition q = kqν(q).
Define ξtgt : A∧A→ D by x∧ y 7→ ξ(x∧ y) for x and y in A and extending
linearly. Then for u and v in Q we have
ξ(u ∧ v) = ξ(kuν(u) ∧ kvν(v))
= ξ
(
ν(u) ∧ ν(v))
= ξtgt ◦ ν∧2(u ∧ v).
Thus, ξtgt and ν have the desired properties.
Next assume ξ = θ ◦ µ∧2 with θ nondegenerate and µ : Q  A˜. Let k ∈ K.
Then θ
(
µ(k) ∧ µ(x)) = ξ(k ∧ x) = 0 for all x ∈ Q, so since µ is surjective, it
follows that µ(k) = 1 and K ≤ Kerµ. Conversely, if k˜ ∈ Kerµ, then ξ(k˜ ∧ x) =
θ
(
1∧µ(x)) = 0 for all x ∈ Q. Thus Kerµ = K = Ker ν and it follows that there
is a group isomorphism α : A˜→ A such that ν = αµ. Then
θ ◦ µ∧2 = ξtgt ◦ ν∧2 = ξtgt ◦ α∧2 ◦ µ∧2
and since µ∧2 is surjective, it follows that θ = ξtgt ◦ α∧2.
We remark that Aξ is necessarily a finite abelian p-group since it is a quotient
of Q. In particular, Aξ ∼= Q/Kξ.
Corollary 4.3.4. If e is a d-ab extension with kernel D, then there is a tight
d-ab extension etgt and a surjection ·tgt : e  etgt. Moreover, etgt is unique up
to isomorphisms fixing D elementwise.
Proof. Apply Proposition 4.3.3 to ξe to obtain a surjective homomorphism ν
and non-degenerate map ξtgt such that ξe = ξtgt ◦ν∧2. Let etgt be a d-extension
corresponding to ξtgt. By Proposition 2.1.8 there is a surjection e etgt. Since
ξtgt is non-degenerate, etgt is tight.
Next, assume (1, γ, µ) : e t is a surjective map of extensions with t tight.
Then ξt is non-degenerate and by Proposition 1.7.6 we have the factorization
ξe = ξt ◦ µ∧2. Thus, Proposition 4.3.3 guarantees the existence of a group
isomorphism α such that ξt = ξtgt ◦ α∧2. By Proposition 2.1.8 there is a group
homomorphism ϕ such that (1, ϕ, α) : t → etgt is a map of extensions. By the
5-lemma ϕ is necessarily an isomorphism, which completes the proof.
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Corollary 4.3.5. Every d-ab extension of the group D can be described as a
pullback of a tight d-a extension of D along a surjective map of extensions (fixing
D elementwise).
It appears that the surjective map of Proposition 4.3.4 might be best under-
stood in terms of an equivalence relation involving isomorphisms that fix the
kernel pointwise. With this in mind we make the following definition.
Definition 4.3.6. Define the equivalence relation ∼ on extensions by e ∼ e′ if
and only if there is an isomorphism (1, ϕ, θ) : e→ e′.
Corollary 4.3.7. For a given d-ab extension e there is a unique class [etgt]∼
of tight d-a extensions such that t ∈ [etgt]∼ if and only if there is a surjection
e t.
Proof. This follows immediately from Corollary 4.3.4 upon noting that, if t ∼=
etgt via an isomorphism fixing D, then there is a surjection e t (namely the
composition e etgt
∼=−→ t).
Definition 4.3.8. We refer to any extension in the class [etgt]∼ of extensions
in Corollary 4.3.7 as a tightening of e.
We now give the setting in which we shall define our tightening functor.
Definition 4.3.9. The category of d-by-abelian extensions, denoted Ed-ab, is
the category whose objects are equivalence classes of d-extensions with abelian
quotient, and whose morphisms are (equivalence classes of) commutative dia-
grams
C1 // //

G1 // //
ϕ

Q1

C2 // // G2 // // Q2.
for which ϕ(Z(G1)) ≤ Z(G2).
The category of tight extensions, denoted E tgt, is the full subcategory of
Ed-ab whose objects are tight extensions.
Recall that the group Ke is the set of degeneracies of ξe. It turns out that
these groups are the key to understanding the category Ed-ab.
Proposition 4.3.10. A map (α, γ, β) : e → e˜ is a morphism in Ed-ab if and
only if β(Kξ) ≤ Keξ, where ξ = ξe and ξ˜ = ξe.
Proof. Consider the commutative diagram:
e : D //
ι //
α

G
pi // //
γ

Q
β

e˜ : D˜ //
eι // G˜ epi // // Q˜.
66
Suppose β(Kξ) ≤ Keξ. We must show γpi−1(Kξ) ≤ (pi)−1(Keξ). Take x ∈
γpi−1(Kξ), so x = γ(g) with pi(g) ∈ Kξ. Then pi(x) = pi(γ(g)) = β(pi(g)) ∈
β(Kξ) ≤ Keξ, so that x ∈ (pi)−1(Keξ).
Conversely, assume (α, γ, β) is a morphism in Ed-ab. Let k ∈ Kξ. Then by
Proposition 4.3.2 we have k = pi(z) with z ∈ Z(G) and γ(z) ∈ γ(Z(G)) ≤ Z(G˜).
Thus β(k) = βpi(z) = piγ(z) ∈ pi(Z(G˜)) = Keξ and β(Kξ) ≤ Keξ.
We remark that if ξ is non-degenerate then Kξ = 1. Hence, for tight ex-
tensions the condition in Proposition 4.3.10 is trivial, and E tgt is in fact a full
subcategory of E .
Theorem 4.3.11. There is a functor
·tgt : Ed-ab → [E tgt]∼
that assigns to each d-extension e its class of tightenings [etgt]∼. Moreover, ·tgt
induces a functor
[·tgt]∼= : [Ed-ab]∼= → [E tgt]∼=.
Proof. That ·tgt is well-defined on objects follows from Corollary 4.3.7.
Let (δ, γ, β) : e → e˜ be a morphism in Ed-ab, that is, a map of extensions
such that β(Kξ) ≤ Keξ, where ξ = ξe and ξ˜ = ξe. By Proposition 1.7.6 we have
ξ˜β∧2 = δξ.
For definiteness, assume [e] ∈ E (Q,D) and [e˜] ∈ E (Q˜, D˜). As in Proposi-
tion 4.3.3, write ξ = ξtgtν∧2 and ξ˜ = ξ˜tgtν˜∧2, with ν : Q A having kernel Kξ,
and likewise ν˜ : Q˜ A˜ with kernel Keξ. Then
ξ˜tgtν˜
∧2β∧2 = ξ˜β∧2 = δξ = δξtgtν∧2. (4.2)
Now since β(Ker(ν)) ≤ Ker(ν˜), there is a unique group homomorphism
α : A→ A˜ such that αν = ν˜β. Thus,
ξ˜tgtν˜
∧2β∧2 = ξ˜tgtα∧2ν∧2. (4.3)
Putting (4.2) and (4.3) together, we have
ξ˜tgtα
∧2ν∧2 = δξtgtν∧2.
Since ν∧2 is surjective, we obtain
ξ˜tgtα
∧2 = δξtgt.
Now, if etgt corresponds to ξtgt and e˜tgt corresponds to ξ˜tgt, then by Propo-
sition 2.1.8, there is a group homomorphism ϕ such that (δ, ϕ, α) : etgt → e˜tgt
is a map of extensions. Also, any extension corresponding to ξtgt represents the
tightening of e, i.e, in this case [etgt]∼ is the tightening of e; likewise, [e˜tgt]∼ is
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the tightening of e˜. Thus, passing to classes modulo ∼, we obtain the morphism
[(δ, ϕ, α)]∼ in the category E tgt. Functoriality now follows from the fact that
the definition of α respects composition of functions.
Finally, the existence of the induced functor [·tgt]∼= follows from the fact that
if (δ, γ, β) is an isomorphism, then so is (δ, ϕ, α).
We now make the following important observation.
Proposition 4.3.12. If e and e˜ are two d-extensions with tightenings etgt and
e˜tgt respectively, and if e ∼= e˜, then etgt ∼= e˜tgt.
Proposition 4.3.12 follows immediately from the following lemma.
Lemma 4.3.13. If (α, γ, β) : e→ e′ is a map with β surjective and α injective,
then β(Ke) = Ke′ .
Proof. Put ξ = ξe and ξ′ = ξe′ . Choose k ∈ Kξ. Then ξ(x ∧ k) = ξtgt(νξ(x) ∧
0) = 0 for all x. Then
ξ′tgt
(
νξ′β(x) ∧ νξ′β(k)
)
= ξ′(β(x) ∧ β(k)) = αξ(x ∧ k) = 0
for all x. Since ξ′tgt is non-degenerate, we have νξ′β(k) = 0 and β(k) ∈ Kξ′ .
Hence, β(Kξ) ≤ Kξ′ .
Conversely, if k′ ∈ Kξ′ , then we may write k′ = β(k) with k ∈ Q. Then
αξtgt
(
νξ(x), νξ(k)
)
= αξ(x, k) = ξ′
(
β(x), β(k)
)
= 0
for all x. Since α is injective, we conclude that ξtgt
(
νξ(x), ν(k)
)
= 0 for all x,
and thus νξ(k) = 0. Hence, k′ ∈ β(Kξ).
Corollary 4.3.14. If Φ is a map of d-by-a extensions and Φ is either an injec-
tion or a surjection, then Φ is a morphism in the category Ed-ab. In particular,
isomorphisms of extensions are morphisms in the category Ed-ab. Also, the maps
of Propositions 2.1.3 and 4.3.4 are morphisms in the category Ed-ab.
Definition 4.3.15. Let t and t˜ be tight extensions by A and A˜, respectively.
Let Q and Q˜ be groups and let ν : Q  A and ν˜ : Q˜  A˜. We say the pairs
(t, ν) and (t˜, ν˜) are isomorphic and write (t, ν) ∼= (t˜, ν˜) provided that there is
an isomorphism (α, γ, β) : t → t˜ and an isomorphism ϕ : Q → Q˜ such that the
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following diagram commutes:
Q
ν




ϕ

t : D // //
α

T // //
γ

A
β

Q˜
eν
    



t˜ : D˜ // // T˜ // // A˜
We now state our main theorem of this section.
Theorem 4.3.16. Let T be the set of isomorphism classes [(t, ν)]∼= such that
t is a tight d-ab extension and ν is a surjective homomorphism with codomain
equal to the quotient of t. Then the function f : T → obj([Ed-a]∼=) defined by
f : [(t, ν)]∼= 7→ ν∗(t) gives a parametrization of d-ab extensions up to isomor-
phism.
Proof. To see that f is well-defined, assume we have an isomorphism (t, ν) ∼=
(t˜, ν˜) with notation as in Definition 4.3.15 above. Put e = ν∗(t) and e˜ = ν˜∗(t˜).
Consider the diagram
e : D //
ι //
α

~~
~~
~~
~~
G
pi // //



ψ




µ




Q
ν




ϕ

t : D //
j
//
α

T
ρ
// //
γ

A
β

e˜ : D˜ //
eι //




G˜
epi // //
eµ
    



Q˜
eν
    



t˜ : D˜ //
ej
// T˜
eρ
// // A˜
where ψ is defined using the universal property of pullbacks in the category
Grp. That is, we recall that G˜ is the pullback in the category Grp of the maps
ρ˜ and ν˜. What is required is that the maps ϕpi : G → Q and γµ : G → T˜ have
the property that ν˜ϕpi = ρ˜γµ. Indeed, we have ρ˜γµ = βρµ = βνpi = ν˜ϕpi.
Commutativity of the right cube follows immediately.
To see commutativity of the left cube, note that by the properties of pull-
backs, Ker(µ˜) ∩ Ker(pi) = 1. Thus, it is enough to verify µ˜ψι = µ˜ι˜α and
piψι = piι˜α. Indeed, piψι = ϕpiι = 0 = piι˜α, and
µ˜ψι = γµι = γj = j˜α = µ˜ι˜α.
Finally, since α and ϕ are isomorphisms, the Five Lemma guarantees that ψ is
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an isomorphism. Hence, e ∼= e˜ and f is well defined.
Now suppose (δ, γ, β) : e → e˜ is an isomorphism. Following the proof of
Theorem 4.3.11 we obtain a commutative diagram
Q
ν




β

t : D // //
δ

T // //
θ

A
α

Q˜
eν
    



t˜ : D˜ // // T˜ // // A˜
Thus, (t, ν) ∼= (t˜, ν˜), so [(t, ν)]∼= is an isomorphic invariant for e, and f is
injective.
Finally, by Corollary 4.3.4 every d-ab extension is of the form ν∗(t) with t
tight and ν a surjection. Hence, f is a parametrization.
4.4 The fibres of ·tgt
We now wish to consider what properties an extension e has if its tightening
is given. That is, we consider the fibres of ·tgt over a fixed class [t]∼ of tight
extensions. We therefore fix the tight extension
t : D // // T
pit // // A.
Here we may assume that D ≤ T and A = T/D up to isomorphism. Let
ν : Q  A, where Q is an abelian group, and consider the pullback extension
e = ν∗(t). In other words, we wish to consider the surjection of extensions given
by the diagram
e : D //
ι // G
pi // //
ϕ

Q
ν

t : D //
ιt // T
pit // // A.
The extension e is uniquely determined (up to equivalence) by t and the sur-
jective homomorphism ν, namely,
G ∼= {(x, q) ∈ T ×Q : pit(x) = ν(q)},
with the obvious maps in e (cf. Section 1.4 on pullbacks).
Let S = T×Q. The isomorphism above is made explicit with the embedding
G → S given by g 7→ (ϕ(g), pi(g)). To see this embedding another way, put
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Z = Z(G) and recall that the extension
e : D //
ι // Z // // Z/ι(D)
splits, so there is a homomorphism σ : Z  D such that σι is the identity on D.
If K = Ker(σ), then Z = ι(D) ×K. In particular, ι(D) ∩K = 1. Thus, there
is an embedding G G/K × G/ι(D) given by g 7→ (gK, gι(D)). Recall from
Section 4.2 that T ∼= G/K, and since Q ∼= G/ι(D), we have S ∼= G/K×G/ι(D),
giving the embedding G S (which is the same map as above).
For a subgroup H ≤ G, we let H denote its embedded image in S. With
this notation we have:
Proposition 4.4.1. For q ∈ Q choose tq ∈ T such that pit(tq) = ν(q). Then
G = (D × 1) · {(tq, q) : q ∈ Q}.
Proof. For d ∈ D and q ∈ Q we have pit(dtq) = pit(tq) = ν(q), so (dtq, q) ∈ G
and (D × 1) · {(tq, q) : q ∈ Q} ≤ G.
Conversely, let g ∈ G. Put q = pi(g). Then pit(tq) = νpi(g) = pitϕ(g), so
there exists d ∈ D such that ϕ(g) = dtq. Thus,
(
ϕ(g), pi(g)
)
=
(
d, 1
)(
tq, q
)
.
Next, let F = Ker(ν) and note that pi−1(F ) = Z by Proposition 4.3.2. Thus,
K ∼= pi(Z) ∼= F .
The next result gives information about the image G of G in S. To simplify
notation, if H ≤ T we also write H for the corresponding subgroup H × 1 ≤ S,
and likewise for subgroups of Q.
Proposition 4.4.2. The group G has the following properties:
1. G ∩Q = F ,
2. G ∩ T = D,
3. G E S, and
4. GT = S = GQ.
Proof. 1. For g ∈ G, (ϕ(g), pi(g)) ∈ Q ⇐⇒ ϕ(g) = 1 ⇒ ν(pi(g)) = pit(ϕ(g)) =
1 and pi(g) ∈ Ker(ν) = F . Conversely, for k ∈ F we obviously have (1, k) ∈
G ∩Q.
2. If
(
ϕ(g), pi(g)
) ∈ T , then pi(g) = 1, so g ∈ ι(D) and (ϕ(g), pi(g)) ∈ D× 1.
The containment D × 1 ≤ G ∩ T is obvious.
3. Since Q is abelian we have S′ = T ′ × 1 = ϕ(G′) ≤ G, which implies that
G E S.
4. Let (t, q) ∈ S and choose g ∈ G such that pi(g) = q. Then
(
t, q
)
=
(
ϕ(g), pi(g)
)(
ϕ(g−1)t, 1
) ∈ GT.
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Also, if h ∈ G is such that ϕ(h) = t, then
(
t, q
)
=
(
ϕ(h), pi(h)
)(
1, pi(h−1)q) ∈ GQ.
4.5 Tight d-ab extensions of pru¨fer groups
In this section we give a classification of tight d-ab extensions up to isomorphism.
By Proposition 4.1.6, there are no such extensions unless the quotient is a finite
p-group. Fix D = Z(p∞) and assume Q is a finite abelian p-group. We will
establish the following:
Theorem 4.5.1. Assume Q is a finite abelian p-group such that each homocyclic
component of Q has even rank. Then there is a unique isomorphism class of
tight extensions of Z(p∞) by Q. If some homocyclic component has odd rank,
then there are no tight extensions of Z(p∞) by Q.
We give a nice presentation for a tight extension of Z(p∞) by Q in the case
when a tight extension exists. For definiteness assume that
Q ∼= (Z/pe1)r1 × · · · × (Z/pea)ra
with 0 < e1 < · · · < ea and ri even for each i. Put r = rank(Q) =
∑
i ri. Recall
that if B is a basis for Q we write
B[pei ] = {x ∈ B : |x| = pei}.
For non-degenerate maps we can improve Lemmas 3.2.2 and 3.3.1.
Lemma 4.5.2. Let ξ ∈ Homnd(Q ∧Q,D) and let D be a p-inductive set in D.
There is a basis B of Q such that
1. ξ pairs B on D ;
2. if x, y ∈ B and ξ(x ∧ y) 6= 0 then |x| = |y| = |ξ(x ∧ y)|.
Proof. The proof is by induction on r. If r = 0, then the result is trivial.
Assume that r ≥ 1 and that our result holds for groups of rank < r.
Choose a basis B˜ forQ. Let x ∈ B˜[pea ]. Ifm = max{|ξ(x∧y)| : y ∈ B˜}, then
ξ(xm, y) = 0 for all y ∈ Q. Since ξ is non-degenerate, m = |x| = pea , i.e., there
is x′ ∈ B˜ such that ξ(x ∧ x′) has order pea . We remark that necessarily r ≥ 2
and that x′ ∈ B˜[pea ]. Write ξ(x∧x′) = λda with λ ∈ (Z/pa)×. If λ 6= 1 then we
can replace x by the element (1/λ)x and retain all the properties of x mentioned
so far. Hence, we assume without loss of generality that ξ(x ∧ x′) = da.
Next, for y ∈ B˜ − {x, x′}, write ξ(x ∧ y) = λydiy with λy ∈ (Z/piy )×. Put
y′ = y − λypa−iyx′.
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It is easy to see that the set
B′ =
{
y′ : y ∈ B˜ − {x, x′}} ∪ {x, x′}
is a basis for Q since |y′| = lcm{|y|, λypa−iy |x′|} = piy = |y| and 〈B′〉 = Q.
Also, ξ(x ∧ y′) = 0 for each y′ ∈ B′ − {x, x′}.
Similarly, we consider the terms w ∧ x′ with w ∈ B′ − {x, x′}. We set
ξ(w ∧ x′) = µwdjw , put
w′′ = w − µwpa−jwx
and note
B′′ =
{
w′′ : w ∈ B′ − {x, x′}} ∪ {x, x′}
is a basis for Q. Moreover, for all w′′ ∈ B′′ − {x, x′} we have ξ(x ∧ w′′) = 0 =
ξ(w′′, x′).
Let Q˜ = 〈B′′ − {x, x′}〉. Now ξ can be decomposed as a sum
ξ =
∑
{u,v}⊂B
ξu∧v,
where ξu∧v is the restriction of ξ to the one-dimensional subspace 〈u ∧ v〉.
For u ∈ B′′ − {x, x′} we have ξ|x∧u = 0 = ξ|u∧x′ . Consequently,
ξ = ξx∧x′ + ξ′
where
ξ′ =
∑
{u,v}⊂B−{x,x′}
ξu∧v,
Note that ξ′ : Q˜∧2 → D. Since Q˜ has rank r − 2, we may apply our induction
hypothesis to ξ′ to obtain a basis B2 for Q˜ with the properties of the lemma
with respect to ξ′. The basis B = B2 ∪ {x, x′} for Q then has the desired
properties with respect to ξ.
Proof of Theorem 4.5.1. First, we prove that if a tight extension of D by Q
exists, then all homocyclic components of Q have even rank. Assume t is a
tight extension of D by Q. Let B be a basis with the properties described
in Lemma 4.5.2 with for the map ξt ∈ Hom(Q ∧ Q,D). Consider one of the
sets B[pei ] which forms a basis for the homocyclic component Qi of Q; thus
rank(Qi) = ri. Now, for each x ∈ B[pei ] there is a unique x′ ∈ B[pei ] such
that ξt(x ∧ x′) 6= 0. Of course, x′ 6= x, and since x′′ = x we see that B[pei ] is
partitioned into pairs, and hence has an even number of elements.
Now assume that the homocyclic components of Q all have even ranks. We
show that there is a tight extension of D by Q with a nice presentation.
Let T be the group given by the set of generators
{x(1)1 , . . . , x(1)r1 } ∪ {x(2)1 , . . . , x(2)r2 } ∪ · · · ∪ {x(a)1 , . . . , x(a)ra } ∪ {d1, d2, . . .},
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subject to the defining relations
dp1 = 1 and d
p
i = di−1 for i ≥ 2;
(x(j)i )
pej = 1 for 1 ≤ i ≤ rj ;
[x(k)i , dj ] = 1 for all i, j, and k;
[x(k)i , x
(`)
j ] = 1 for all i, j, k, and `, with the following exceptions:
[x(1)1 , x
(1)
2 ] = [x
(1)
3 , x
(1)
4 ] = · · · = [x(1)r1−1, x(1)r1 ] = de1 ;
...
...
[x(a)1 , x
(a)
2 ] = [x
(a)
3 , x
(a)
4 ] = · · · = [x(a)ra−1, x(a)ra ] = dea .
Let D = {0, c1, c2, . . .} be a p-inductive set in D and B˜ a basis for Q. Then by
Lemma 3.1.2, the map ι : D → T given by ι : λci 7→ λdi is an injective homo-
morphims. Obviously T/〈d1, d2, . . .〉 ∼= Q. Explicitly, if B˜[pei ] = {b˜(i)1 , . . . , b˜(i)ri },
then we have the map pi : T  Q defined by pi : x(j)i 7→ b˜(j)i for each relevant i
and j and pi : dk 7→ 1 for each k. Hence, we obtain the tight extension
e : D //
ι // T
pi // // Q.
Now let t be any tight extension of D by Q. Let B be a basis with the
properties of Lemma 4.5.2 with respect to ξt and the p-inductive set D . For
each i we can write B[pei ] = {b(i)1 , . . . , b(i)ri } so that ξt(b(i)j ∧b(i)j+1) = ci for odd j.
Let β ∈ Aut(Q) be the automorphism defined by the change of basis B → B˜.
We note that for odd j and each i we have
ξe(˜b
(i)
j ∧ b˜(i)j+1) = ci
(with all other pairs of elements from B˜ mapping to 0). Thus it is apparent
that ξe = ξe ◦ β∧2, so that t ∼= e.
We note that the group T constructed in the proof of Theorem 4.5.1 is a
special case of the groups G(A ) defined in Section 3.1. In the case of T , A
consists of the single block diagonal matrix
M1 0 · · · 0
0 M2 · · · 0
...
. . . . . .
...
0 0 · · · Ma
 ,
where Mi is the ri × ri block diagonal matrix with 2× 2 blocks[
0 pea−ei
−pea−ei 0
]
for each i = 1, . . . , a.
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Also, the group T is a special case of the family of groups GF,F ,X con-
structed in Definition 3.2.4, where F = 1.
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