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Abstract
We give some observations on association schemes with a relation of valency 2 from the
representation theory of Bose–Mesner algebras and the basic structure theory. One of the appli-
cations of these observations is the classi-cation of the association schemes with a non-symmetric
relation of valency 2 if the cardinality of the point set is a product of two primes, and another
is the proof of Li’s conjecture that any -nite simple group is a connected 2-DCI-group. c© 2002
Elsevier Science B.V. All rights reserved.
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1. Introduction
Let X be a set and r ⊂ X×X be an arbitrary binary relation. We set
r∗ := {(x; y) | (y; x)∈ r}; and xr := {y∈X | (x; y)∈ r} for each x∈X:
Denition 1.1 (Zieschang [22]). Let X be a -nite set and R be a partition of X×X
which does not contain the empty set. The pair (X; R) is called an association scheme
(or simply, a scheme) if it satis-es the following conditions:
(i) 1X := {(x; x) | x∈X }∈R.
(ii) For each r ∈R we have r∗ ∈R.
(iii) For all d, e, f∈R and x, y∈X , |xd ∩ ye∗ | is constant whenever (x; y)∈f.
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We denote |xd∩ye∗ | by def, and {def |d; e; f∈R} are called the intersection numbers
of R. For each r ∈R we abbreviate nr := rr∗1X , which is called the valency of r.
For each F ⊆ R we set
nF :=
∑
f∈ F
nf; F× :=F − {1X }; F+ :=
⋃
f∈ F
f and F∗ := {f∗ |f∈F}:
Given x∈X we write xF instead of xF+ .
Following [22], for two subsets E, F ⊆ R, we de-ne their product by the formula
EF :=
{
f∈R
∣∣∣∣∣ ∑
d∈ E
∑
e∈ F
def 
=0
}
; (1)
and we shall write ef instead of {e}{f}.
A subset F ⊆ R is said to be closed if FF∗ ⊆ F (see [22]). We shall denote by
C(R) the set of all closed subsets of R. For each F ⊆ R there exists a unique minimal
closed subset 〈F〉 of R which contains F . We say that F generates R if R= 〈F〉.
We say that a scheme R is primitive if each r ∈R× is connected; thin (quasithin) if
maxr ∈ R nr6 1 (resp:6 2); cyclic generated by r ∈R if 〈r〉=R, and k-cyclic if 〈r〉=R
and nr = k.
It is easy to see that R is generated by r ∈R if and only if r is connected.
In contrast to the group theory, the structure of a cyclic scheme may be rather com-
plicated. For example, a primitive association scheme (X; R) is a cyclic one generated
by every r ∈R×. If R is 1-cyclic, then it is just a regular cyclic subgroup of Sym(X )
and its structure is completely determined by the cardinality of X . If R is a 2-cyclic
scheme generated by a symmetric relation r ∈R of valency 2, then its structure is also
uniquely determined by |X |. So, the -rst non-trivial case is when R is generated by a
non-symmetric relation of valency 2. We study, in this paper, the properties of such
schemes and their graph theoretical applications. In order to formulate our main results
we need additional de-nitions.
Let G6Sym(X ) be an arbitrary group and 2-orb(G;X ) denote the complete set of
2-orbits of G, i.e., the set of the orbits of the induced action of G on X×X . It is a
well-known fact that 2-orb(G;X ) is an association scheme if G is transitive on X . An
association scheme (X; R) is called Schurian (see [10]) if it is the 2-orbit scheme of a
transitive subgroup of Sym(X ).
Let (X; R) be a cyclic scheme generated by a non-symmetric relation r ∈R of va-
lency 2. If (X; R) is Schurian, i.e., R=2-orb(G;X ) for some G6Sym(X ), then G acts
transitively on the ordered pairs (x; y)∈ r. Therefore r∪ r∗ is a (G; 1=2)-transitive con-
nected graph of valency 4. Conversely, if s ⊆ X×X is a connected (G; 1=2)-transitive
graph of valency 4, then s= r ∪ r∗ for a suitable non-symmetric orbit r ∈ 2-orb(G;X ),
and therefore, 2-orb(G;X ) is a 2-cyclic scheme generated by r (here we refer the
reader to [18]). Thus, it is natural to study the properties of half-transitive graphs of
valency 4 in the frameworks of the theory of 2-cyclic schemes. Moreover, some of
the characteristics of these graphs become more clear if we consider them in terms
of association schemes. To give concrete examples, consider a 2-cyclic scheme (X; R)
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generated by a non-symmetric r ∈R, nr =2. It is not diKcult to show (see Section 3.3)
that 〈rr∗〉 and 〈r∗r〉 are closed subsets of R of the same order, i.e., n〈rr∗〉= n〈r∗r〉. This
parameter is merely the radius of the graph s := r∪ r∗ de-ned in [16]. The intersection
〈rr∗〉 ∩ 〈r∗r〉 is also a closed subset of R. Its order n〈rr∗〉∩〈r∗r〉 either coincides with
the attachment number of s or is equal to the half of the attachment number (we
refer the reader to [16] for the de-nition of the attachment number). We shall say that
a 2-cyclic scheme is loosely attached if 〈rr∗〉 ∩ 〈r∗r〉= {1X } and tightly attached if
〈rr∗〉= 〈r∗r〉. 3
The following result shows that these two extremal cases are the principal ones.
Theorem 1.2. Let (X; R) be a 2-cyclic scheme generated by a non-symmetric r ∈R of
valency 2. If R is not tightly attached; then the scheme (X=S; R==S); S := 〈rr∗〉 ∩ 〈r∗r〉
is a loosely attached 2-cyclic scheme.
The tightly attached half-transitive graphs of odd and even radius were classi-ed
by MaruLsiLc in [16,17]. In Section 3.3 we extend his result to tightly attached 2-cyclic
schemes of odd radius. We also found strong restrictions on the structure of a tightly
attached 2-cyclic scheme of even radius. In particular we proved that each such scheme
is quasithin.
Quasithin schemes also appear in the classi-cation of 2-cyclic schemes of order
pq (p, q are prime numbers). It turns out that each 2-cyclic scheme of this order is
quasithin and Schurian. The complete list of these schemes is given in Theorem 3:24.
Another application of 2-cyclic schemes is connected to the isomorphism problem
of Cayley graphs. Let K be a -nite group and S ⊂ K . We denote the Cayley graph
of S over K by Cay(K; S). Following [12] we say that a -nite group K is called a
connected m-DCI-group if, for all subsets S, T ⊆ K such that 〈S〉= 〈T 〉=K and |S|,
|T |6m, Cay(K; S)Cay(K; T ) implies that S =T for some ∈Aut(K).
Li [13] proved that PSL(2; q) is a connected 2-DCI-group, and formulated the fol-
lowing conjecture:
Conjecture 1.3 (Li [12]). Finite simple groups are connected 2-DCI-groups.
In Section 4 we give an aKrmative answer on this conjecture.
2. Preliminaries
Throughout the paper we use the following notations: For each H ⊂ Sym(X ) we
set Fix(H) := {x∈X | xH = x} and Hx := {h∈H | xh = x}. For each group K we shall
3 Note that we use this terminology in a little diOerent meaning than the original one used in [16].
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denote by Aut(K) the automorphism group of K . For each n∈N we shall denote by
Cn a cyclic group of order n.
2.1. General properties
In this subsection we assume that (X; R) is an arbitrary association scheme.
Following [22], for each F ∈C(R) and x∈X we set
(X; R)xF := (x
F ; {rxF}r ∈ F); rxF := r ∩ (xF×xF):
Then (X; R)xF is an association scheme. We set
X=F := {xF | x∈X } and R==F := {rF | r ∈R};
where rF := {(yF ; zF) | z ∈yFrF}: Then (X=F; R==F) is an association scheme, which is
called the factor scheme of (X; R) over F and is denoted as (X; R)F .
The intersection numbers of (X; R)F may be computed by the following formula
(see [22]):
dFeFfF =
1
nF
∑
b∈ FdF
∑
c∈ FeF
bcf in particular ngF =
nFgF
nF
; (2)
and we have
nF |X=F |= |X |: (3)
Let L∈C(R). A subset K ⊆ L is said to be normal in L if, for each l∈L we have
Kl= lK . In this case, we shall write K E L.
For F ∈C(R) we set
O#(F) := {f∈F | nf =1} and O#(F) :=
〈 ⋃
f∈ F
f∗f
〉
;
which are called the thin radical and the thin residue of F respectively. Note that
O#(R) E R (see [22, p. 39]).
Let (X; R) and (Y; Q) be two association schemes. According to [5] the wreath
product of (Y; Q) with (X; R) is de-ned as follows:
(X; R)  (Y; Q) := (X×Y; R  Q);
where
R  Q := {1X ⊗ q | q∈Q} ∪ {r ⊗ Q+ | r ∈R× };
((x; y); (x′; y′))∈ 1X ⊗ q ⇔ x= x′ and (y; y′)∈ q;
((x; y); (x′; y′))∈ r ⊗ Q+ ⇔ x 
= x′ and (x; x′)∈ r:
The following is a basic result about the intersection numbers of association schemes.
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Lemma 2.1 (Bannai and Ito [4, p. 56]; Arad et al. [2, Proposition 5:1]). For all d; e;
f∈R; we have the following:
(i) ndne =
∑
f∈ R defnf;
(ii) defnf = fe∗dnd = d∗fene;
(iii) d1X e = &d;e;
(iv) lcm(nd; ne) | defnf;
(v) gcd(nd; ne)¿ |de|.
Lemma 2.2. For F ∈C(R) and T6O#(R) we have the following:
(i) For all t ∈T and f∈R we have |tf|= |ft|=1:
(ii) If T ∩F = {1X } then each element of TF has a unique presentation as a product
tf; t ∈T; f∈F .
Proof. (i) is a direct consequence of Lemma 2.1(v).
(ii) Let g∈TF . By the de-nition of TF there exists some t ∈T and f∈F such that
tfg¿0. Part (i) forces {g}= tf. If tf= t′f′ for some t′ ∈T and f′ ∈F then we have
t∗(t′f′)= t∗(tf)= (tt∗)f=f and f(f′)∗= t∗t′f′(f′)∗ ⊃ t∗t′:
The assumption T ∩ F = {1X } forces t= t′, and hence f=f′. This completes the
proof.
Proposition 2.3. Let H6Aut(R) :=
⋂
r ∈ R Aut(X; r) and N := 〈Hx〉x∈ X . Then we have
the following:
(i) For each x∈X: xN ⊆ xO#(R):
(ii) If Hx acts transitively on xr for all x∈X and r ∈R; then X=N =X=O#(R);
(iii) If R=2-orb(H ;X ); then X=N =X=O#(R).
Proof. (i) It is enough to show that xHy ⊂ xO#(R) for each y∈X . If x=y, then xHx = x
and we are done. Let now x 
=y and w∈ xHy . Then ryx = ryw and rxw ∈ r∗r ⊆ O#(R)
where r := ryx.
(ii) It follows from (i) that X=N 4 X=O#(g) where 4 is a re-nement ordering on
the set of partitions of X . Consider now an arbitrary pair (x′; x′′)∈O#(R)+. Then there
exist
x1 := x′; y1; x2; y2; : : : ; xk := x′′ ∈X
such that rxiyi = rxi+1yi for each 16 i6 k − 1. Then
x2 ∈ xHy11 ; x3 ∈ x
Hy2
2 ; : : : ; xk ∈ x
Hyk−1
k−1 ;
and hence xk ∈ xN1 .
The third part follows directly from the second one.
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2.2. Complex representations of Bose–Mesner algebras
For each r ⊂ X×X we de-ne the adjacency matrix A(r) as follows:
A(r)xy :=
{
1 if (x; y)∈ r;
0 otherwise:
Let (X; R) be an association scheme and L∈C(R). Then the vector space over C
spanned by {A(l) | l∈L} is a subalgebra of Mat(X;C), which we denote by M(L). In
particular, M(R) is called the Bose–Mesner algebra of (X; R) (see [4]). M(L) is a
standard integral GT-algebra in the sense of [2] with a table basis {A(l) | l∈L}.
In what follows we write r instead of the adjacency matrix A(r) of r ⊂ X×X , and
identify M(R) with CR. We denote the ordinary product of A, B∈M(R) by A · B in
order to distinguish with the product de-ned by (1). We shall denote by PA the complex
conjugate to A.
For the remainder of this section we write M :=M(R) for short. We set Irr(R)
to be the set of all irreducible complex characters of M where 1R is the principal
character, i.e., 1R(r) := nr for each r ∈R. We denote by reg the character of the right
regular representation of M, i.e., reg(r)=
∑
h∈ R hrh for each r ∈R. We denote by .
the character of the standard module CX , i.e., .(r)= &r;1X |X | for each r ∈R. Since M
is semisimple [9], we have
reg=
∑
/∈ Irr(R)
e// where e/ = /(1X )= deg(/): (4)
We denote by f/ the multiplicity of / in the decomposition of ., i.e.,
.=
∑
/∈ Irr(R)
f//: (5)
The central idempotent E/ corresponding to the character /∈ Irr(R) is given by the
following formula (see [9,21]):
E/ :=
f/
|X |
∑
r ∈ R
/(r∗)
nr
r: (6)
We always have (see [9])
PE
t
/ =E/ or equivalently /(r
∗)= /(r) for each r ∈R: (7)
For all A; B∈Mat(X;C) we set
(A; B) := trace(A · PBt)=|X |:
The form ( ; ) is a strictly positive hermitian form on Mat(X;C).
Note that, for all A, B, C ∈Mat(X;C) we have
(A · B; C)= (B; PAt · C)= (A; C · PBt): (8)
If b=
∑
r ∈ R brr ∈M and c=
∑
r ∈ R crr ∈M then
(b; c)=
∑
r ∈ R
br Pcrnr: (9)
M. Hirasaka, M. Muzychuk /Discrete Mathematics 244 (2002) 109–135 115
For each b=
∑
r ∈ R brr ∈M we set
Lb := {r ∈R | r · b= nrb}; Rb := {r ∈R | b · r= nrb}; Stb := Lb ∩ Rb
and Supp(b) := {r ∈R | br 
=0}.
Proposition 2.4 (Arad et al. [1, Propositions 2:3, 2:4]). For each b∈M we have the
following:
(i) For each r ∈R we have |(r ·b; b)|6 nr(b; b). If b 
=0 and |(r ·b; b)|= nr(b; b); then
r · b= 0b; where 0∈C is de?ned as 0=(r · b; b)=(b; b) and |0|= nr:
(ii) If b 
=0; then Lb; Rb; Stb are closed subsets of R.
Corollary 2.5. Let b=
∑
r ∈ R brr ∈M be such that bg ∈R¿ 0 for each g∈R. If there
exists c∈M such that c 
=0 and b · c=1R(b)c; then Supp(b) ⊆ Lc.
Proof. We have
1R(b)(c; c) = (b · c; c)=
∣∣∣∣∣∑
r ∈ R
br(r · c; c)
∣∣∣∣∣ 6∑
r ∈ R
|br(r · c; c)|
6
∑
g∈ R
brnr(c; c)= 1R(b)(c; c):
Therefore |(r · c; c)|= nr(c; c) for each r ∈Supp(b). Since bg ∈R¿ 0 for each g∈R,
(r ·c; c)=nr(c; c) for each r∈Supp(b). By Proposition 2.4(i), r∈Lc for each r∈Supp(b),
as desired.
For each /∈ Irr(R) we de-ne the kernel Ker(/) := {r ∈R | /(r)= nr/(1X )}.
Theorem 2.6. Let /∈ Irr(R) be the character a@orded by an irreducible complex rep-
resentation 1. Then the following are equivalent:
(i) r ∈Ker(/);
(ii) r · E/ = nrE/;
(iii) 1(r)= nrI where I is the identity matrix of degree /(1X ).
Proof. (i) ⇒ (ii): It follows from (6) and (7) that
(r; E/)= /(r∗)f/=|X |= /(r)f/=|X |= /(1X )nrf/=|X |
and (E/; E/)= (E/ PE
t
/; 1X )= (E/; 1X )= /(1X )f/=|X |. Therefore
(r · E/; E/)= (r; E/ · PEt/)= (r; E/)= nr(E/; E/):
By Proposition 2.4(i), r · E/ = 0E/ for some 0∈C. The identity matrix appears on
the left-hand side with coeKcient /(r)f/=|X |, while in the right-hand side it appears
0f//(1X )=|X | times. Therefore 0= nr and r ∈ LE/ .
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(ii) ⇒ (iii): Let r · E/ = nrE/: Applying 1 to both sides we obtain 1(r)= nrI .
(iii) ⇒ (i): This implication is trivial.
Now Proposition 2.4(ii) implies that Ker(/)6R. If Ker(/)=R, then E/=f//(1X )E1R ,
implying /=1R. Therefore Ker(/) 
=R if / is a non-principal irreducible character.
Remark 2.7. In general, Ker(/), /∈ Irr(R) is not necessarily normal in R.
Part (i) of the following theorem was proved in [6].
Theorem 2.8. For each /∈ Irr(R) we have the following:
(i) e/6f/;
(ii) e/ =f/ ⇔ O#(R)6Ker(/).
Proof. (ii) Consider the element
3 :=
∑
r ∈ R
1
nr
r · r∗: (10)
Following [2]
3=
∑
/∈ Irr(R)
e/|X |
f/
E/;
implying that RE/ = |X |e/=f/E/. Therefore e/ =f/ if and only if R · E/ = |X |E/.
Assume -rst that e/ =f/. Then R·E/ = |X |E/: It follows from the de-nition of R that
its coordinates in the basis {r | r ∈R} are nonnegative and |X |=1R(R). By Corollary
2.5 Supp(R) ⊆ LE/ =Ker(/). But 〈Supp(R)〉=O#(R). Hence O#(R)6Ker(/).
Assume now that O#(R)6Ker(/): Then, by Theorem 2.6 RE/ =1R(R)E/ = |X |E/.
Hence e/ =f/; as desired.
3. Theory of 2-cyclic schemes
3.1. General properties
In this subsection we assume that (X; R) is an arbitrary association scheme.
Lemma 3.1 (Arad et al. [2, Theorem 1:3, Proposition 5:8]). Let r ∈R be with nr =2.
Then we have the following:
(i) ng is a power of two for each g∈ 〈r〉.
(ii) If r 
= r∗ or n〈r〉 is even; then O#(R)¿{1X }.
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Lemma 3.2. Let r ∈R be with nr =2. Then there exists a unique sr ∈R× with rr∗=
{1X ; sr}. Furthermore; sr = s∗r and nsr 6 2.
Proof. By Lemma 2.1(v), we have |rr∗|6 2. Since rr∗1X =2, it follows from Lemma
2.1(i) that |rr∗|=2, i.e., there exists a unique sr ∈R× such that r · r∗=2 ·1X +rr∗sr sr .
Since r · r∗ and 1X are symmetric, it follows from Lemma 2.1(i) that sr = s∗r and
nsr 6 2, as desired.
Lemma 3.3. Let r ∈R be such that r= r∗ and nr =2. Then we have the following:
(i) For each x∈X (X; R)x〈r〉 2-orb(Cno 〈4〉;Cn) for some n∈N where 4∈Aut(Cn)
is de?ned as 4 : 5 → 5−1;
(ii) If trt= {r} for some t ∈O#(R) then t= t∗ or n〈r〉 is even.
Proof. (i) Let x0 := x and x1 ∈ xr0. Then there exists a unique x2 ∈ xr1−{x0}. We de-ne
inductively xi to be a unique element in xri−1 − {xi−2}. Since X is -nite, we can take
minimal m∈Z¿0 such that x0 = xm. Since nr =2 and r= r∗, {xi}06 i6 n−1 are distinct.
Hence x〈r〉= {xi | 06 i6m−1}. Since the adjacency matrix of each element of 〈r〉 is
represented as a polynomial of that of r by [2, Proposition 5:8], (X; R)x〈r〉 is uniquely
determined. Hence the result follows.
(ii) By Lemma 2.2, the assumption trt= {r} implies that t · r · t= r, or equivalently
t · r∗= r∗ · t∗. Hence
r · r∗=(t · r · t) · r∗= t · r · (r∗ · t∗):
It follows that sr = t · sr · t∗, or equivalently that sr commutes with t. If n〈r〉 is odd
then O#(R) ∩ 〈r〉= {1X } and r ∈ 〈sr〉, implying that r= trt= ttr. Since tt consists of
an element in O#(R), it follows from Lemma 2.2(ii) that tt= {1X }, and hence t= t∗,
as desired.
Lemma 3.4. Let r ∈R be with nr =2. Then we have the following:
(i) We have n〈sr〉= n〈sr∗ 〉; in particular nsr = nsr∗ .
(ii) rS = Sr where S := 〈sr〉 ∩ 〈sr∗〉.
Proof. (i) Let x∈X and x1 ∈ xr . Then, since nr = nr∗ =2, there exists a unique minimal
cycle (x0 = x; x1; x2; : : : ; x2m = x) such that (x2i ; x2i+1)∈ r and (x2i+1; x2i+2)∈ r∗ for each
06 i6m − 1. Since (x2i ; x2i+2)∈ sr and (x2i+1; x2i+3)∈ sr∗ for each 06 i6m − 1
where the subscripts of x are read modulo 2m, it follows that m= n〈sr〉= n〈sr∗ 〉, as
desired.
(ii) There exists a minimal j with 0¡j6m such that (x0; x2j)∈ S+. Since S ∈C(R),
it follows from Lemma 3.2 that |xS |= |{x2jk | 06 k6m−1}|=m=j. Similarly, there ex-
ists a minimal j′ with 0¡j′6m such that (x1; x2j′+1)∈ S. Since m=j= |xS1 |= nS = |xS |=
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m=j′ by (i), we have j= j′. This implies that
xr
∗S
1 = x
S
0 ∪ xS2 =
⋃
06 k6m
{x2jk ; x2jk+2}= xSr∗1 ;
and consequently r∗S = Sr∗, or equivalently rS = Sr, as desired.
Proof of Theorem 1.2. Since 〈r〉=R, we have 〈rS〉=R==S where S is as in
Lemma 3.4(ii). By Lemma 3.4(ii), we have rS = Sr. It follows from (2) that nrS =
nrS=nS6 nr =2.
We claim that nrS =2. Assume the contrary, i.e., nrS =1. Since in this case rS(rS)∗=
(rS)∗rS =1SX , we have rr
∗ ∈ (rr∗)S =(rS)(rS)∗= S, and, similarly, that r∗r ∈ S. Hence
S = 〈rr∗〉= 〈r∗r〉, contradicting the assumption that r ∈R is not tightly attached.
Since
〈rS(rS)∗〉 ∩ 〈(rS)∗rS〉=(〈rr∗〉 ∩ 〈r∗r〉)S = S;
R==S is a loosely attached 2-cyclic scheme generated by rS .
3.2. Properties of quasithin association schemes
In this subsection we assume that (X; R) is a quasithin association scheme.
Lemma 3.5. For each y∈X we de?ne 8y : X → X by the following:
x8y :=
{
x if yryx = {x};
x′ if yryx = {x; x′} and x 
= x′;
where rxy is an unique element of R which contains (x; y)∈X×X . Then 8y ∈Aut(X; R).
Proof. Let r ∈R and (u; v)∈ r. We set s := ryu and t := ryv. If ns = nt =1 then (u8y ; v8y)=
(u; v)∈ r, as desired. If ns =2 and nt =1 then
(u8y ; v8y)= (u′; v) where ys = {u; u′} and u 
= u′:
Since r ∈ s∗t, it follows from Lemma 2.2(i) that {r}= s∗t, and hence ru′v ∈ s∗t= {r},
as desired. If ns =1 and nt =2 then (u8y ; v8y)∈ r by symmetry. If ns =2 and nt =2
then
(u8y ; v8y)= (u′; v′) where ys = {u; u′} and yt = {v; v′}:
Note s∗t= {r; ruv′} by ns =2. Since ru′v′ ∈ ru′yryv′ = s∗t, it follows ru′v′ ∈{r; ruv′}. As-
sume r′ := ruv′ 
= r and ru′v′ = ruv′ . Then, s·r′=2t since u; u′ ∈ys∩v′r′∗ and ns = nt =2.
Hence, by Lemma 2.1(ii), s∗ · t=2r′, contradicting r′ 
= r. Therefore (u′; v′)∈ r, as
desired.
Proposition 3.6. Let (X; R) be a quasithin association scheme. Assume that
R − O#(R)=R1 ∪ R2 where Ri 
= ∅ (i=1; 2) and for each pair (g1; g2)∈R1×R2 it
holds that |g∗1g2|=1. Then O#(R) ⊆ O#(R) and nO#(R) = 2.
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Proof. Since |g∗1g2|=1, there exists a unique s∈R with g∗1g2 = {s}. The inequality
g∗1 g2s6 ng1 = 2 implies that ns =2, and consequently g
∗
1 ·g2 = 2s. Therefore 〈g1g∗1〉6Lg2
and 〈g2g∗2〉6Rg∗1 =Lg1 . Taking into account that nLf6 nf, f∈R we obtain from
Lemma 3.2 that
g1g∗1 = 〈g1g∗1〉=Lg2 ; g2g∗2 = 〈g2g∗2〉=Rg∗1 =Lg1 :
Since g1 ∈R1 and g2 ∈R2 may be chosen arbitrarily, there exist a1; a2 ∈O#(R) such that
ai = a∗i (i=1; 2) and for all gi ∈Ri (i=1; 2) gig∗i = {1X ; ai}. If a1 = a2 then O#(R) :=
〈a1〉= {1X ; a1}. Thus we have to show that the case a1 
= a2 is impossible.
If R∗1 ∩R2 
= ∅, then there exists g∈R1 such that g∗ ∈R2. Then g∗ · g∗=2s for some
s∈R by the assumption. Now
8= (g∗ · g∗; g∗ · g∗)= (g · g∗; g∗ · g):
Since g∈R1 and g∗ ∈R2, we obtain that g · g∗=2 · 1X + 2a1 and g∗ · g=2 · 1X +
2a2. This implies that a1 = a2. Thus we may assume R∗1 ∩ R2 = ∅, which implies
Ri =R∗i (i=1; 2). In this case
Lg =Lg∗ =
{
{1X ; a1} if g∈R1;
{1X ; a2} if g∈R2;
or equivalently, for all gi ∈Ri (i=1; 2) we have
ai · gi = gi · ai = gi: (11)
Thus, for each g∈R1∪R2 we have Rg =Lg. Consider the product g∗1g2; gi ∈Ri (i=1; 2).
As we have shown before, g∗1g2 = {s} for some s∈R1 ∪ R2. Now (11) implies that
a1 · s= s= s · a2, and hence Ls = {1X ; a1} 
=Rs = {1X ; a2}, a contradiction.
Theorem 3.7. Let (X; R) be a quasithin scheme and H :=Aut(X; R). Then we have the
following:
(i) For each x∈X we have |Hx|¿ 2:
(ii) N := 〈Hx〉x∈ X E H and X=N =X=O#(R):
(iii) Fix(Hx)=Fix(Nx)= xO#(R):
(iv) If nO#(R)¿2 then |Hx|=2 for each x∈X:
(v) If O#(R) 
⊂O#(R) then N N |xN :
(vi) If nO#(R) is odd then R=O#(R)O#(R).
Proof. (i) is an immediate consequence of Lemma 3.5.
(ii) The normality of N is trivial. The equality X=N =X=O#(R) follows from Propo-
sition 2.3(ii).
(iii) Since Hx6N6H; Hx =Nx, and hence Fix(Hx)=Fix(Nx). Let y∈Fix(Hx).
Then, since 8x∈Hx we have nrxy=1, or equivalently y∈xO#(R). Conversely, let y∈xO#(R).
Then y∈Fix(Hx), because otherwise nrxy¿ |yHx |¿ 2, a contradiction.
(iv) Fix an arbitrary x∈X and any y =∈ xO#(R). Set r := rxy. Since nr =2; xr = {y; z};
y 
= z. The involution 8x ∈Nx swaps the points y; z. Therefore |Hx|=2|Hx;y|. We claim
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that |Hx;y|=1. To show that, consider the set Y := Fix(Hx;y) ⊇ xO#(R) ∪ {y}. De-ne
Q1 := {g∈R−O#(R) | xg ∩ Y 
= ∅} and Q2 :=R− (O#(R) ∪ Q1). Note Q1 
= ∅ because
r ∈Q1. Assume -rst that Q2 
= ∅. Take arbitrary q1 ∈Q1 and q2 ∈Q2. Then xq1 ∩ Y 
= ∅
and xq2 ∩ Y = ∅. Write xq1 := {y1; z1}; xq2 := {y2; z2}. Without loss of generality we
may assume that y1 ∈ xq1 ∩Y . Since {y2; z2}∩Y = ∅, there exists h∈Hx;y with yh2 = z2.
Therefore (y1; y2)h =(y1; z2) and ry1y2 = ry1z2 , implying that q
∗
1q2 = {ry1y2}. By Propo-
sition 3.6, nO#(R) = 2 in this case, contrary to the assumption nO#(R)¿2.
Thus the case of Q2 
= ∅ is impossible, which implies Q2 = ∅ and xq∩Y 
= ∅ for each
q∈R −O#(R). Since |xq|=2 and xq is Hx;y-invariant, xq is pointwise -xed by Hx;y.
i.e., xq ⊆ Y . This implies that Hx;y =1, completing the proof.
(v) Fix an arbitrary x∈X and consider the restriction homomorphism n∈N →
Pn= n|xN . If Pn is identical, then xN ⊆ Fix(n). By part (ii), xN = xO#(R). Since O#(R) 
⊂
O#(R), there exists y∈ xO#(R) such that rxy =∈O#(R). Thus n∈Hx;y. It follows from
nO#(R)¿2 and part (iv) that |Hx|=2. Now we obtain Hx;y =1, and, therefore, n is the
identity. Hence the restriction homomorphism is bijective.
(vi) For each g∈R; n〈sg〉 is odd, since, otherwise 2|n〈sg〉|nO#(R) by (3), contradicting
the assumption.
Let x =∈yO#(R) and r := rxy. Then there exists a unique y1 ∈ xr with y1 
=y. Since
ryy1 ∈ r∗r ⊆ O#(R) and n〈sr∗ 〉 is odd, it follows from Lemma 3.3(i) that there exist a
closed sr∗ -path (y; y1; y2; : : : ; y2m+1 =y) for some m∈Z. We claim rxym ∈O#(R). As-
sume the contrary, i.e., nrxym =2. We set s := ryym so that s= s
∗. Then, since y; y1 ∈ xr∩
ysm, we have r · s=2rxym , contradicting
(r · s; r · s)= (s · s; r∗ · r)= (2 · 1X + sr; 2 · 1X + sr)= 6:
Hence r ∈ rxyms ⊆ O#(R)O#(R), as desired.
As a consequence of this theorem we obtain the following corollary:
Corollary 3.8. If O#(R)=R; then R is Schurian.
3.3. Tightly attached 2-cyclic scheme
In this subsection we assume that (X; R) is a 2-cyclic scheme generated by r ∈R of
valency 2.
Lemma 3.9. If r ∈R is tightly attached; then 〈rr∗〉 E 〈r〉.
Proof. By Lemma 3.4(ii), we have rS = Sr where S := 〈rr∗〉 ∩ 〈r∗r〉= 〈rr∗〉. For each
g∈ 〈r〉; g∈ ri form some i∈N which implies
gSg∗ ⊂ riS(r∗)i = ri−1S(rr∗)(r∗)i−1 = ri−1S(r∗)i−1 = · · · = S:
Since ngSg∗¿ nS , it follows that gSg∗= S. Note that gS ⊂ gSg∗g and Sg ⊂ gg∗Sg.
Since S = S∗, we have g∗Sg= S. Thus gS = Sg, as desired.
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Lemma 3.10. If r is tightly attached; R = 〈r〉 and nsr =1; then R==〈sr〉 2-orb(Cn;Cn)
for some n∈Z¿0; and R is quasithin.
Proof. Since 〈sr〉r〈sr〉= r〈r〉=R by the assumption, R==〈sr〉 is 1-cyclic generated by
r〈sr〉, as desired. The second statement follows from (2).
Proposition 3.11. If r ∈R is tightly attached and R = 〈r〉 then R is quasithin.
Proof. We set S := 〈r∗r〉= 〈rr∗〉. Then, by Lemma 3.9, S E 〈r〉.
We shall show that each element of rkS has valency at most two by induction on k.
If k =0 then, by Lemma 3.3(i) we are done. Assume now that maxg∈ rjSng6 2 for
each j with 06 j6 k−1. Let s∈ rkS and (x; y)∈ s. We set yr∗ := {u; v}; p := rxu and
q := rxv. Since p; q∈ sr∗ ⊆ rkSr∗, it follows from Lemma 3.9 that p; q∈ rkr∗S = rk−1S.
By inductive hypothesis we have np; nq ∈{1; 2}. Since s∈pr, it follows from Lemma
2.1(i) that ns6 4.
We would like to prove ns6 2. Assume the contrary, i.e., ns =4 by Lemma 3.1(i).
This implies that np = nq =2 and pr= qr= s.
We claim p 
= q, for otherwise, since u; v∈ xp∩yr∗ we have p ·r=2s, contradicting
Lemma 2.1(i).
We have
(p · r; q · r)= (s; s)= 4:
On the other hand, since 1X =∈ q∗p we have
4= (p · r; q · r)= (q∗ · p; r · r∗)= q∗psr rr∗sr nsr =2q∗psr =2qsrp:
Since nsr =2 by Lemma 3.10, it follows that q · sr =2p, equivalently p · sr =2q. This
implies s2r ∈Rp. Proposition 2.4 shows that n〈s2r 〉6 nRp6 2, forcing n〈s2r 〉=2. It follows
from Lemma 3.3(i) that nS6 4, and hence rr∗= r∗r.
Hence there exists w∈ ur∗ ∩ vr∗ , and a := rxw ∈ sr∗r∗ ⊆ rk−2S. By inductive hypoth-
esis and s∈ arwy, we have na =2 and nrwy =2. Since u, v∈wr ∩ yr
∗
, it follows that
r · r=2rwy, implying that 8= (r · r; r · r)= (r · r∗; r∗ · r). This contradicts nsr =2. This
completes the proof.
Lemma 3.12. If r ∈R is tightly attached and 〈r〉=R then O#(R)= 〈sr〉.
Proof. By the de-nition of the thin residue of R, it is clear that O#(R) ⊃ 〈sr〉. Let
g∈R arbitrary. Then g∈ ri for some i∈Z¿ 0. Since 〈sr〉 E R by Lemma 3.9(iii), we
have
gg∗ ⊆ ri(ri)∗= ri−1〈sr〉(ri−1)∗= · · · = 〈sr〉:
Hence the inverse inclusion follows.
122 M. Hirasaka, M. Muzychuk /Discrete Mathematics 244 (2002) 109–135
Theorem 3.13. Assume that r ∈R is tightly attached with n〈rr∗〉¿2 and 〈r〉=R. If
n〈rr∗〉 is odd (even) then R=O#(R)O#(R) (resp. |X |=2nO#(R)O#(R)).
Proof. If n〈sr〉 is odd then, by Lemma 3.12, nO#(R) so is. It follows from Theorem
3.7(vi) that R=O#(R)O#(R), as desired.
Assume now that n〈sr〉¿2 is even. Here we claim that r =∈O#(R)O#(R). Assume the
contrary, i.e., r ∈O#(R)O#(R). Then, by Lemma 2.2(ii) we have {r}= ts; t ∈O#(R);
s∈O#(R). Since nO#(R) is even, we have O#(O#(R))¡O#(R) by the de-nition of
the thin residue. Note that sr ∈O#(R) −O#(O#(R)). But, sr ∈ r∗r= st∗ts= s2 = ss∗ ⊆
O#(O#(R)), a contradiction.
We set L := 〈sr〉= 〈sr∗〉 and N := 〈8x〉x∈ X where 8x is as in Lemma 3.5.
We claim N D2nL , the dihedral group of order 2nL. By Theorem 3.7(ii), (v) and
Proposition 3:12,
N N |xN N |xO#(R) =N |xL :
Since N |xL6Aut(X; R)xL , it follows from Lemma 3.3(i) that N |xL is a subgroup of
D2nL . On the other hand, since nL¿2; 〈8y|xL〉y∈ X has at least order 2nL. Thus the
claim follows.
Note that there are exactly two conjugacy classes of non-central involutions of D2nL .
We de-ne an equivalence relation on the set {8x | x∈X } by
8x∼8y ⇔ 8x = n−18yn for some n∈N:
If {8x | x∈X } consists of just one conjugacy class then, for all x; y∈X we have
8x = n−18yn for some n∈N . This implies that yn is a -xed point of 8x, and hence
rxy ∈ rxynryny ∈O#(R)O#(R), This implies that r ∈O#(R)O#(R), which is not the case.
If {8x | x∈X } consists of exactly two conjugacy classes then there exists y∈X −
xO#(R)O
#(R). Let z ∈X − xO#(R)O#(R) be arbitrary. Then 8y∼8z. Hence, z ∈yO#(R)O#(R) by
the same argument as in the previous paragraph. This implies that
|X |= |xO#(R)O#(R)|+ |yO#(R)O#(R)|=2nO#(R)O#(R):
This completes the proof.
3.4. The structure of meta-circulant schemes
In this subsection we assume that (X; R) is an association scheme such that R= 〈t〉〈s〉
and 〈t〉∩〈s〉= {1X } where t ∈O#(R) and s∈R is symmetric of valency 2. We say that
an association scheme is meta-circulant if it satis-es the above condition. Note that
R==〈s〉 is 1-cyclic.
Since the graph (X; s) is a disjoint union of n〈t〉 cycles of the same length n〈s〉, we
can decompose X into a disjoint union
X =
n〈t〉−1⋃
i= 0
Xi; Xi :={xi(j) |06j6n〈s〉 − 1} with (xi(j); xi(j + 1))∈ s for all i; j;
(12)
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where j’s are read modulo n〈t〉 and i’s are read modulo n〈s〉. We may assume that
(xj(0); xj+1(0))∈ t for each 06 j6 n〈t〉 − 1 without loss of generality. Since 〈t〉 ∩
〈s〉= {1X }, n〈s〉 is odd. Hence O#(R)= 〈s〉 E R, and since t ∈O#(R) there exists
 : 〈s〉 → 〈s〉 such that t∗ · si · t=  (si) where si := rx0(0)x0(i) for each 06 i6 n〈s〉 − 1.
It follows that, for each 06 i6 n〈t〉 − 1
X ti :=
n〈s〉−1⋃
j= 0
xi(j)t = xi(0)〈s〉t = xi(0)t〈s〉= xi+1(0)〈s〉=Xi+1;
and
xi+1(0)t
∗st = xi(0)st = {xi(1)t ; xi(−1)t}:
On the other hand, since xi+1(0)t
∗st = xi+1(0) (s) we have either (xi(1); xi+1(k))∈ t or
(xi(1); xi+1(−k))∈ t where  (s)= sk .
For each 06 i6 n〈t〉 − 1 we de-ne a sign i as follows:
i =
{
1 if (xi(1); xi+1(k))∈ t;
−1 if (xi(1); xi+1(−k))∈ t:
Lemma 3.14. For all i∈Zn〈t〉 and j∈Zn〈s〉 we have
xi(j)t = {xi+1(ijk)}:
Proof. Use induction on j. For j=0; 1 the equality xi(j)t = {xi+1(ijk)} is trivial.
Assume that 26 i6 n〈t〉 − 2 and the statement holds for each m¡i. Then
xi+1(ijk)t
∗st = xi(ijk) (s) = {xi+1(ijk − k)); xi+1(ijk + k)}
= {xi(i(jk − k)); xi(i(jk + k))}:
On the other hand, we have
xi+1(ijk)t
∗st =(xi(ijk)t
∗
)st = xi−1(j)st = {xi(j − 1)t ; xi(j + 1)t}
and xi(j − 1)t = xi(i(jk − k)) by the induction hypothesis. Hence
xi+1(i(jk + k))= xi(j + 1)t ;
as desired.
Lemma 3.15. We de?ne a map # : X → X by xj(i)# := xj+1(ji). Then #∈Aut(X; R).
Proof. If (xi(j); xi′(j′))∈ t then i′= i + 1 and j′= ijk by Lemma 3.14. Hence
(xi(j)#; xi′(j′)#)= (xi+1(ij); xi′+1(i′j′))= (xi+1(ij); xi+2(ii+1jk))∈ t:
If (xi(j); xi′(j′))∈ s then i′= i and j′= j ± 1. Hence
(xi(j)#; xi′(j′)#)= (xi+1(ij); xi′+1(i′j′))= (xi+1(j); xi+1(ii(j ± 1)))∈ s:
Thus t# = t and s# = s. Since R= 〈t〉〈s〉, we conclude that #∈Aut(X; R), as desired.
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Theorem 3.16. (X; 〈t〉〈s〉) is Schurian.
Proof. It suKces to show that A :=Aut(X; 〈t〉〈s〉) is transitive and Ax, x∈X acts tran-
sitively on xg for each g∈ 〈t〉〈s〉. Note that 〈t〉〈s〉 is quasithin. Since N := 〈8x〉x∈ X 6A
by Lemma 3.5, we conclude from Theorem 3.7(i) that Nx acts transitively on xg for
each g∈ 〈t〉〈s〉.
Now we shall prove that A :=Aut(X; R) acts transitively on X . By Lemma 3.15, we
have #∈A with x0(0)# = x1(0). Since N acts transitively on x〈s〉 for each x∈X; 〈#〉N
acts transitively on X . This completes the proof.
3.5. The classi?cation of 2-cyclic schemes of order pq; p; q are primes
In this section we assume that (X; R) is a 2-cyclic scheme generated by a non-
symmetric relation r ∈R of valency 2 and |X |=pq where p and q are primes. We
abbreviate T :=O#(R) and L := 〈sr〉 for short. Then, {1X }¡T¡R since r =∈L by Lemma
3.1(ii). On the other hand, we have {1X }¡L¡R by Lemma 3.3(i). Since nT and nL
divide |X | by (3), the assumption of |X |=pq where p; q are primes implies that
nT ; nL ∈{p; q} and 〈r〉=R: (13)
In what follows we assume nT =p without loss of generality.
3.5.1. The thin residue is proper
In this subsection we assume that p and q are distinct odd primes. We set Irr(R) :=
{/i|16 i6 l} with /1 := 1R as in Section 2.2. According to (4) and (5) we set
reg=
l∑
i= 1
ei/i where ei = /i(1X )= deg(/i) and .=
l∑
i= 1
fi/i:
Theorem 3.17. Assume that pq is odd. Then O#(R)=L; or, equivalently, R=TL.
We need the following theorem and lemmas in order to prove Theorem 3.17.
Theorem 3.18 (Higman [9]). If a prime power q divides fi for l distinct values i1;
i2; : : : ; il of i; then q divides ng|X | for e2i1 + e2i2 + · · ·+ e2il distinct g∈R.
Lemma 3.19. If O := {i |fi≡ 1mod 2} then
∑
i∈O e
2
i ¿ |T |.
Proof. Since 2|fi for each i =∈O, it follows from Theorem 3.18 that 2 divides at least∑
i =∈O e
2
i = |R| −
∑
i∈O e
2
i products |X |nf; f∈R. Since |X | is odd, we have at least
|R| −∑i∈O e2i relations of even valency. But, by Lemma 3.1 the number of relations
of even valency is exactly |R| − |T |. Hence |R| − |T |¿ |R| −∑i∈O e2i , as desired.
Lemma 3.20. Let maxg∈ R ng =2m. Then 2mqei=fi ∈Z for each i with 16 i6 l.
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Proof. For each g∈R the coset gT contains exactly p elements of valency ng by
Lemma 2.2(i), (ii). Let F ⊂ R be a transversal of right T -cosets. Then
R=p
∑
f∈ F
1
nf
f · f∗; (14)
where R is de-ned by (10). Since all nf’s divide 2m; 2m
∑
f∈ F
1
nf
f · f∗ is an
integer-valued matrix. Therefore all eigenvalues of 2mR are algebraic integers divisible
by p. According to [2, Lemma 3:8(ii)] the eigenvalues of R are |X |ei=fi =pqei=fi ∈Q.
Therefore 2mqei=fi ∈Z.
Consider now the restricted characters .|T and .|L. Since T is a cyclic group of
order p, it has exactly p irreducible linear characters >1; >2; : : : ; >p. Since T acts
semi-regularly on X with q orbits, we have
.|T = q
p∑
j= 1
>j: (15)
Since M(L) is commutative by Lemma 3.3(i), it has exactly |L| irreducible linear
characters ?1; ?2; : : : ; ?|L|. Similarly to (15) we obtain
.|L = |X |nL
|L|∑
j= 1
?j: (16)
Lemma 3.21. We set Q := {i | q divides fi}. If O#(R)=R then we have the following.
(i) For each i∈Q we have fi = q:
(ii)
∑
i∈Q eifi = q(p− 1).
Proof. If ei =fi for some i¿1 then, by Theorem 2.8, Ker(/i)=O#(R)=R, contrary
to i¿1. Hence we have ei¡fi for each i¿1.
By Lemma 3.19 we have O 
= ∅. Hence there exists i such that fi is odd. Now
Lemma 3.20 implies that qei=fi is an integer. Since ei¡fi for each i¿1, it follows
that q|fi, implying that Q 
= ∅.
Let i∈Q be an arbitrary element. We may assume i=2 without loss of generality.
Consider the restricted character /2|T . Without loss of generality we may assume that
>1 is the principal character of T . Clearly that /1|T = >1. Let @j be the multiplicity of
>j in the decomposition of /2|T . Then >j appears in .|T at least f2@j times. Now (15)
implies that f2@j6 q. Since f2≡ 0(mod q), a unique possibility is f2 = q and @j =1.
Thus, each >k appears in /2|T at most once. Let /2; /3; : : : ; /t be a complete set of
algebraic conjugates to /2. For each j with 26 j6 t we set
Ij := {k|>k appears in /j|T}:
Then /j|T =
∑
k ∈ Ij >k . In particular, /j(1X )= |Ij|. If m∈ Ij ∩ Ik for some k 
= j then >m
appears at least 2q times in the decomposition of .|T , contradicting (15). So Ij ∩ Ik = ∅
for k 
= j.
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If 1∈ Ij for some j then the equality
.|T =
l∑
i= 1
fi/i|T = >1 +
l∑
i= 2
fi/i|T
implies that >1 appears at least q+1 times in .T , a contradiction. Thus, 1 =∈ Ij for each
16 j6 t.
Since /2(g)+ /3(g) · · ·+ /t(g)∈Q for each g∈R, so is for each element in T . But,
for g∈T and for 26 j6 t we have /j(g)=
∑
k ∈ Ij >k(g), and hence∑
k ∈ I1∪I2∪···∪It
>k(g)∈Q:
Since |T |=p is prime and Ii 6 {2; : : : ; p}, a unique possibility is I2 ∪ I3 ∪ · · · ∪ It =
{2; 3; : : : ; p}. Thus we may write
/= /1 + q
t∑
j= 2
/j +
l∑
j= t+1
fj/j:
Since fj = q for each j with 26 j6 t, clearly that {2; 3; : : : ; t} ⊆ Q. Since /j(1X )= |Ij|
for each 26 j6 t and
∑t
j= 2 |Ij|=p− 1, we have
l∑
j= t+1
fj/j(1X )= q− 1:
This implies that fj¡q for j¿t, and hence Q= {2; 3; : : : ; t}. This completes the
proof.
Proof of Theorem 3.17. Assume the contrary, i.e., L¡O#(R)=R.
It follows from Lemma 2.2(ii) that nTL = nTnL6 nR =pq. If nL =max{p; q} then
the above forces LT =R. This implies that L E R, and hence L=O#(R) since 〈r〉=R.
This is a contradiction.
Hence we have nL = nT =p¡q. Let >j and Ij (j=2; 3; : : : ; t) be as in the proof
of Lemma 3.21. Since 1 =∈ I2 ∪ · · · ∪ It , we have [/j|T ; >1]0(T ) = 0 where [; ]A is the
inner product of characters in a C-algebra A. Thus >1 is not a constituents in /j|T for
26 j6 t. Hence we conclude from Lemma 3.21 that
q= [/|T ; >1]M(T ) = 1 +
l∑
j= t+1
fj[/j|T ; >1]M(T )6 1 +
l∑
j= t+1
fj/j(1X )= q: (17)
Therefore [/j|T ; >1]M(T ) = /j(1X )= /j(1X )ng for j¿t, or equivalently /j(g)= /j(1X )
for each g∈T .
Denote by ?1 the principal character of L. Then, by (16) [.|L; ?1]M(L) = q. Since
[/1|L; ?1]M(L) = 1, it follows from (16) that [/j|L; ?1]M(L) = 0 for 26 j6 t. The same
arguments as (17) yield us [/j|L; ?1]M(L) = /j(1X ) for each j¿t. Therefore /j(l)=
nl/j(1X ) for l∈L. Theorem 2.6 shows that T; L6Ker(/j)¡R. This implies that
p¡nKer(/j)¡pq. It follows from (3) that nKer(/j) = q, which is divisible by p, a con-
tradiction. This completes the proof.
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3.5.2. Combinatorial structure of (X; R)
Lemma 3.22. If nL 
=2 then R=TL.
Proof. Since nL is an odd prime by (13), it follows from Lemma 3.3(i) that T ∩
L= {1X }. By Lemma 2.2(ii), we have
nTL =
∑
t ∈ T;l∈ L
ntl = nLnT 6 nR =pq:
If max{p; q}∈ {nL; nT} then R=TL since nTnL6pq. If max{p; q} =∈{nL; nT}, i.e.,
nL = nT =min{p; q} then pq is odd since nT 
=2, implying that R=TL by Theorem
3.17, as desired.
For each group H and N6H we denote by (H ;H=N ) the action of H on H=N by
the right multiplication.
Lemma 3.23. If nL =2 then (X; R) 2-orb(C|X |=2;C|X |=2)  2-orb(C2;C2).
Proof. The assumption nL =2 implies that L6T . Since nT =p is a prime, it fol-
lows from (3) that L=T . Consider now TrT . Since sr = sr∗ ∈T , we have srr= rsr = r
by Lemmas 2:1(ii) and 2:2(i). By (2) nrT = nTrT =nT = nr=nT =1. This implies that
(X; R)T  2-orb(Cq;Cq), and hence n(rT )i =1 for each 16 i6p − 1. It follows from
(2) that
nri = nTriT = n(TrT )i = n(rT )i nT =2;
and hence there exists a unique element ri ∈ ri of valency 2 since |T |=2. Since i is
arbitrary, (X; R) is isomorphic to the scheme in this lemma.
In what follows we assume that nL 
=2, i.e., R=TL and nL = q¿2. Since nT is
a prime, we have T = 〈t〉 for some t ∈T . Hence R= 〈t〉〈sr〉 and 〈t〉 ∩ 〈s〉= {1X }.
Theorem 3.16 shows that (X; R) is Schurian. Combining the classi-cation of half-
transitive graphs with odd radius of valency 4 in [16] together with Lemma 3.23, we
obtain the following theorem:
Theorem 3.24. Let (X; R) be a 2-cyclic scheme generated by a non-symmetric relation
of valency 2. Suppose that |X |=pq where p; q are primes with p6 q.
(i) If M(R) is non-commutative then (X; R) is isomorphic to 2-orb(M ;M=〈4〉) where
M :=Cq o 〈1〉; 1∈Aut(Cq) with |〈1〉|=2p and 4 := 1p:
(ii) If M(R) is commutative then (X; R) is isomorphic to one of the following:
(a) 2-orb(Cq;Cq)  2-orb(C2;C2);
(b) M :=Cp×(Cq o 〈4〉); 4∈Aut(Cq) with |〈4〉|=2;
(c) M :=Cq×(Cpo 〈4〉); 4∈Aut(Cp) with |〈4〉|=2:
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4. Li’s conjecture
The main purpose of this section is to prove Li’s conjecture mentioned in the intro-
duction. In what follows a graph r on a -nite set X means an arbitrary binary relation
on X . We say that r is (G; 1)-transitive, if G acts transitively on the set of arcs of r.
Our approach is based on the following fundamental result of Babai (see [3]).
Theorem 4.1 (Babai [3]). Given a Cayley graph Cay(H; S); S ⊂ H . Then the follow-
ing conditions are equivalent:
(i) S is a CI-subset; i.e.; Cay(H; S)Cay(H; T ) implies that S =T for some ∈
Aut(H).
(ii) Any two regular subgroups of Aut(Cay(H; S)) isomorphic to H are conjugate in
Aut(Cay(H; S)).
Following [15] we say that a subgroup A6G is intravariant in G if each A-
isomorphic subgroup of G is conjugate to A in G.
Let S ⊂ H be an arbitrary generating subset of H of cardinality 2. The automorphism
group G :=Aut(Cay(H; S)) contains a regular subgroup HR isomorphic to H . If G is
not transitive on arcs of Cay(H; S), then G=HR and S is a CI-subset. So we assume
that Cay(H; S) is (G; 1)-transitive.
In these circumstances Li’s conjecture is a consequence of the following theorem.
Theorem 4.2. Let (X; r) be a (G; 1)-transitive graph of valency 2. Assume that H6G
is a nonabelian simple subgroup of G which acts transitively on X . Then H is in-
travariant in G.
We start with the following:
Theorem 4.3. Let G be a counterexample to Theorem 4:2 of minimal order and N E
G be a minimal non-trivial normal subgroup of G. Then
(i) N is an elementary abelian 2-group and G=HN .
(ii) N is intransitive and semiregular.
(iii) N is a unique nontrivial proper normal subgroup of G.
(iv) G= [G;G].
In particular G is not simple.
Proof. (i), (ii) Clearly H 
=G.
Since H is transitive, G=G!H for each !∈X: According to [11] G! is a 2-group.
Therefore [G : H ] is a power of 2.
Let N E G be a minimal non-trivial normal subgroup of G. 4 Then either H6N
or N ∩ H =1.
4 If G is simple, then N =G.
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Assume -rst that H6N . It is easy to show that N is simple and [N : H ] is a
2-power. If H = N , then H is intravariant contrary to the assumption. If H 
=N ,
then (N;H)= (An; An−1), n=2e according to [8]. Therefore H is intravariant in N .
Let now K6G; K 
=H be an H -isomorphic subgroup. Then K6N , since, otherwise
K ∩N =1 implies that K is a 2-group which is impossible. Thus K is conjugate to H
in N , and, therefore, H is intravariant in G, a contradiction.
Consider now the second case: N ∩ H =1. From |N |= [HN : H ] | [G : H ] | |G!| we
obtain that N is a 2-group. By minimality of N , N is elementary abelian. We claim
that N is intransitive. Indeed if N is transitive, then |X | is a power of 2, and, therefore,
G is a 2-group, a contradiction.
Let X˜ =X=N be the set of N -orbits. Then X˜ is a G-invariant partition and we have
a natural homomorphism g → g˜∈Sym(X˜ ) de-ned by Rg˜ =Rg;R∈ X˜ : Denote by M
the kernel of the homomorphism g → g˜. Clearly N6M E G. Both M and N are
intransitive normal subgroups with the same orbits on X .
The graph (X˜ ; r˜) is a connected (G˜; 1)-transitive graph the valency of which is
either 1 or 2. Since H is simple, H ∩ M =1 implying H˜ ∼=H and, therefore, H˜ is
a transitive non-abelian simple subgroup of G˜: If the valency of r˜ is 1, then r˜ is a
directed cycle, and, therefore, G˜ is solvable, contrary to H˜6 G˜: Thus r˜ is of valency
2. The same arguments yield that r˜ is directed. Now by Lemma 2:5 [13] M and
N should be semiregular on X . Since they have the same orbits on X , we obtain
M =N .
The graph (X˜ ; r˜) satis-es the conditions of Theorem 4.2. By minimality of G,
H˜ is intravariant in G˜. Consider an arbitrary K6G; K ∼=H . Since N is a 2-group,
K ∩ N =1, and, consequently, K˜ ∼=K ∼= H˜ . Hence K˜ g˜ = H˜ for a suitable g∈G: Then
Kg6HN6G.
We claim that the graph (X; r) is (HN; 1)-transitive. Indeed, if this is not true,
then r= s ∪ t is a disjoint union of 2-orbits s and t of HN of valency 1, i.e., s; t
are permutations on X . Since r is connected, the subgroup of Sym(X ) generated
by s and t is transitive. On the other hand s and t centralize the transitive group
HN . Hence both 〈s; t〉 and HN are regular subgroups of Sym(X ): But this contra-
dicts |HN |= |H ||N |¿ 2|H |¿ 2|X |: Therefore (X; r) is an (HN; 1)-transitive graph. If
HN 
=G, then, by minimality of G, H is intravariant in HN which implies that Kg
is conjugate to H in HN . Thus, in the case of HN 
=G, H is intravariant in G, a
contradiction.
(iii) Let N be an arbitrary minimal normal subgroup of G. Then by (i) and (ii) N
is a 2-group, N ∩ H =1 and NH =G.
Now let M be a non-trivial proper normal subgroup of G. Then either N6M or
M ∩N =1. In the -rst case M=N E G=N =(HN )=N ∼=H which implies that either M=N
is trivial or M=N ∼=H . In the -rst case M =N and in the second one M =G.
If M∩N =1, then M ∼=(MN )=N E H˜ which implies that either MN =N or MN =G.
The -rst case is impossible. In the second one M ∼=H implying that G=M×N . By
minimality of N , |N |=2 and |G|=2|H |. Now it is easy to see that in this case H is
intravariant in G.
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(iv) Since H is simple, [H;H ] =H implying that H6 [G;G]. Now (iii) implies that
[G;G] = G.
Now we assume that (X; r) is a (G; 1)-transitive graph of valency 2 where G is
a perfect group. We also set R := 2-orb(G). If N E G, then the equivalence relation
eN de-ned by the partition X=N is G-invariant. Therefore there always exists a closed
subset N ◦ of R such that !N
◦
=!N for each !∈X .
Proposition 4.4. Let (X; r) be a (G; 1)-transitive graph of valency 2 and let N be a
normal 2-subgroup of G; E=N ◦. If [G;G] =G; then
(i) For each 5; C∈X it holds that |5r ∩ CN |6 1.
(ii) For each s∈R; sE=Es.
Proof. (i) Assume the contrary. Then |5r ∩ CN |¿ 2 for some 5, C∈X . Together with
|5r|=2 this implies 5r ⊆ CN . Therefore the quotient graph rX=N is of valency 1.
But rX=N is connected (GX=N ; 1)-transitive graph. Therefore GX=N is a solvable group.
Together with [G;G] =G this implies that GX=N is trivial, i.e., N acts transitively on
X . Therefore |X | is a 2-power and G is a 2-group, a contradiction.
(ii) Let (5; C)∈ (sE)+. Then there exists D∈X such that (5; D)∈ s, (D; C)∈E+. The
latter inclusion is equivalent to C∈ DN , i.e., C= Dn for some n∈N . Then (5; 5n)∈E+,
(5n; C)= (5n; Dn)= (5; D)n ∈ s: Thus (sE)+ ⊆ (Es)+. The inverse inclusion has an anal-
ogous proof.
Proposition 4.5. Let N / G be a semiregular normal 2-subgroup. Denote E :=N ◦. If
[G;G] =G; then
(i) If Fr= rF for some F6E; then there exists a normal subgroup M/G such that
M6N and |M |= nF .
(ii) If N is a minimal normal subgroup; then for each F6E; F 
=1; F 
=E it holds
that Fr 
= rF:
Proof. (i) Take arbitrary !1; !2 ∈X such that !2 ∈!F1 : Since !F1 ⊆ !E1 =!N1 and N
is semiregular, there exists a unique n∈N such that !2 =!n1: De-ne M := {n∈N |
!n1 ∈!F1 }: Clearly |M |= nF : We claim that for each n∈M and !∈X we always have
!n ∈!F .
The graph r is connected, hence for each !∈X there exists an r-path !1 = &1; : : : ;
&k =! ((&i; &i+1)∈ r). We shall show that !n ∈!F by induction on k. Assume that
&ni ∈ &Fi for all 16 i¡k. Now we can write (&nk−1; &k−1)∈F+, (&k−1; &k)∈ r: Since
rF =Fr, there exists F∈X such that (&nk−1; F)∈ r, (F; &k)∈F+ ⊆ E+:
Since (&k−1; &k)∈ r, (&nk−1; &nk)∈ r. Thus {F; &nk} ⊆ &Nk ∩ (&nk−1)r . By Proposition 4.4
|&Nk ∩ (&nk−1)r|6 1: Hence &nk = F, i.e., &nk ∈ &Fk .
Thus !M ⊆ !F for each !∈X: Together with |M |= nF we obtain !M =!F . Since
X=F is a G-invariant partition, GX=F := {g∈G | gX=F = IdX=F} is a normal subgroup of
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G. Thus M ⊆ N ∩GX=F E G. Together with |M |= nF¿ |N ∩GX=F | we obtain M =N ∩
GX=F E G.
Part (ii) is a trivial consequence of (i).
Proposition 4.6. Let M¡R be a closed subset such that rM =Mr. Assume that r is
(G; 1)-transitive and G= [G;G]. Then rr∗ ∩M = r∗r ∩M =1:
Proof. Assume the contrary. Then at least one of the intersections rr∗∩M , r∗r∩M is
non-trivial. Without loss of generality we may assume that rr∗ ∩M 
=1 which implies
rr∗⊆M . Consider now the quotient graph (X=M ; rX=M ). Since rM (rM )∗=(rr∗)M=1X=M ,
(X=M ; rX=M ) is a (GX=M ; 1)-transitive connected graph the valency of which is equal to
nMrM =nM =1: Therefore GX=M is contained in the automorphism group of the connected
cycle. In particular GX=M is solvable. But [G;G] =G. Therefore GX=M is trivial implying
that M =R, a contradiction.
Denote by m(r) the maximal number with the property rm = {rm}, rm ∈R:
Proposition 4.7. Let (X; r) be a (G; 1)-transitive graph of valency 2. If [G;G] =G;
then
(i) For each k6m(r) it holds that nrk =2k .
(ii) |G!|=2m(r).
Proof. We set m :=m(r) just for a convenience.
(i) Let k6m be the maximal number such that nrk =2
k : Assume that k¡m. Then
rk =
k times︷ ︸︸ ︷
r · r · · · r; rk · r=2rk+1
and consequently, (rk · r·)r∗=2rk+1 · r∗=4rk implying rkrr∗= rk .
We claim that nrj =2k for each j¿ k: Indeed, nrj6 nrj+1 holds for each j. On the
other hand, for each j¿ k we have rj(rr∗)= rj: Hence rj+1r∗= rj, and, consequently,
nrj+16 nrj : Combining altogether we obtain nrj = nrk =2k .
Let l∈N be a minimal number which satis-es 1∈ rl: Then rk ⊆ rk+l and nrk =
nrk+l =2k imply that rk = rk+l: Therefore rl ⊆ Rrk and nrl6 nrk =2k . On the other
hand, 1 =∈ rj for j6m which implies k + 16m¡l and nrl =2k :
Therefore rl =Rrk is a closed subset which evidently commutes with r. Since
rk = {rk}; rk ∈R and nrl =2k = nrk , rk =∈ rl ⇒ rl 
=R. By Proposition 4.6 rr∗∩rl = r∗r∩
rl =1: As we have seen before, rjrr∗= rj for each k6 j. Therefore rr∗ ⊆ rlrr∗= rl,
a contradiction.
(ii) Since 2m is the valency of rm, 2m | |G!|. For each (5; C)∈ rm there exists a unique
r-path from 5 to C of length m. Since rm is a 2-orbit of G, G acts m-transitively on
arcs of r. On the other hand |rm+1|¿ 2 implies that G is not (m + 1)-arc-transitive.
By Lemma 2.2 in [14] |G!| divides 2m.
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As a consequence we obtain that 2m(r) is the maximal valency of the relations s∈R.
4.1. Analysis of a minimal counterexample
In this subsection we assume that G is a minimal counterexample to Theorem 4.2; N
is a unique nontrivial proper normal subgroup which is elementary abelian, intransitive
and semiregular on X ; E :=N ◦, |N |=2e. Since nE = |N |, (X; R)E is a 2-scheme which
implies that O#(E) 
=1 (see [22, p. 47]). Furthermore |G!|= |G|=|X |= |N ||H |=|X |=
|N ||H!|: In particular
nE = |N |6 |G!|=2m(r): (18)
We remind that G satis-es the conditions of Theorem 4.3.
Proposition 4.8. For each k6m(r) and every s∈ rkE it holds that 2k6 ns and
rk · E = (rkE).
Proof. Consider the quotient graph (X=E; r˜ := rE). It is a (G˜; 1)-transitive graph of
valency 2 where G˜ :=GX=E . Since G is perfect, G˜ is also perfect. By Proposition 4.7
2m(r˜) = |G˜!˜|. Together with |G˜!˜|= |G!| this implies m(r)=m(r˜). Therefore nr˜k =2k
for k6m(r). On the other hand, nr˜k = nErk =nE: Hence nS · nE ¿ nE·S = nErk =2knE .
Furthermore nrkE = nrkE = 2
knE = nrk · nE . Therefore rk · E = (rkE). Since E is a
closed subset, it follows from [2, Proposition 4.8(ii)] that rk ·E= 5(rkE) for a suitable
5∈C. Now (20) yields the result.
For each k =1; : : : ; m(r) we set (rkE)# := {x∈ rkE | nx =2k}. Clearly that (rkE)#
(rjE)# ⊆ ri+jE. If i+ j6m(r), then nx¿ 2i+j for each x∈ ri+jE. Therefore xy= {z};
z ∈ (ri+jE)# if x∈ (riE)#, y∈ (xjE)# and i + j6m(r). Thus (riE)#(rjE)# ⊆ (ri+jE)#
provided that i + j6m(r). In particular we obtain that
(rE)#(rkE)# ⊆ (rk+1E)#; k =1; : : : ; m(r)− 1: (19)
Proposition 4.10. Write r∗r= {1; q}. Then for each k6m(r)−1; and arbitrary triple
u∈ qE; v∈ rkE and w∈ rkE it holds that
uvw =0: (21)
Proof. We have to show that (qErkE) ∩ rkE= ∅, or equivalently that
(q · rk · E; rk · E)= 0:
Since 0q= r∗ · r − 2 · 1X , where 0 := r∗rq ∈{1; 2} we conclude from Lemma 4.8 that
(q · rk · E; rk · E) = 10 ((r
∗ · r − 2 · 1X ) · rk · E; rk · E)
=
1
0
((r∗ · r · rk+1 · E; rk · E)− 2(rk · E; rk · E))
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=
1
0
((rk+1 · E; rk+1 · E)− 2(rk · E; rk · E))
=
1
0
(2k+1nE − 2k+1nE)= 0:
Proposition 4.11. Let u∈ (rE)#; x∈ (rkE)#; y∈ (rkE)#; k6m(r)− 1 be arbitrary el-
ements. Then
(i) If rx= uy; then there exists e∈O#(E) such that u= re; x= ey.
(ii) ux= uy if and only if x=y.
Proof. (i) First we show that u= re for some e∈O#(E). Assume the contrary, then
r∗u ∩O#(E)= ∅.
It follows from (19) that rx= uy= {z} for some z ∈ (rk+1E)#. Thus r · x= z= u · y.
Write, as before, r∗r= {1; q}. Then r∗ · r=2 · 1X + 0q, where 0= r∗rq ∈{1; 2} and,
consequently,
2x + 0q · x= r∗ · u · y: (22)
Since (r∗·u; E)= (u; r·E)= 2 and r∗u∩O#(E)= ∅, r∗u∩E= {e} with ne =2. Together
with r∗uE= r∗rE=E∪qE we obtain that r∗u= {e; w}, w∈ qE and r∗ ·u= e+r∗uww.
Now (22) implies
2x + 0q · x= e · y + r∗uww · y: (23)
By Proposition 4.10 we have wyx =0. Therefore eyx¿ 2 which, in turn, implies
(E · y; x)¿ 2k+1, a contradiction.
Thus u= re and we may write rx= rx′ where x′= ey. Clearly x′ ∈ (rkE)#. If x 
= x′,
then z appears at least twice in the product r · rk ·E= rk+1 ·E yielding a contradiction.
(ii) Assume the contrary, i.e., x 
= y and ux = uy. It follows from (19) that
ux= uy= {z} for some z ∈ (rk+1E)#. Therefore z appears in the product u · (rkE)
at least twice. On the other hand,
u · (rkE) = u · rk · E= u · E · rk = r · E · rk = r · rk · E
= rk+1 · E=(rk+1E), a contradiction
Proposition 4.12. rO#(E)=O#(E)r.
Proof. Assume the contrary, i.e., there exists e∈O#(E) such that er =∈ rO#(E). Then
r∗(er) ∩ O#(E)= ∅ and Proposition 4.11 implies (er)(rkE)# ∩ r(rkE)# = ∅ for each
k6m(r)−1. Moreover the same claim implies that |(er)(rkE)#|= |(rkE)#|, |r(rkE)#|=
|(rkE)#|. Therefore, 2|(rkE)#|6 |(rk+1E)#| for each k6m(r)−1. Thus 2m(r)−1|(rE)#|6
|(rm(r)E)#|.
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It is easy to see that r, er, re, ere are pairwise distinct relations. Hence |(rE)#|¿ 4,
and, consequently, 2m(r)+16 |(rm(r)E)#|. On the other hand,
|(rm(r)E)#|= 1
2m(r)
n(rm(r)E)#6
1
2m(r)
nrm(r)E =
1
2m(r)
2m(r)nE = nE;
contrary to (18).
Proof of Theorem 4.2. Let G be a counterexample to Theorem 4.2 of minimal order.
Propositions 4.12 and 4.5 imply that either O#(G)=E or O#(G)= {1X }. Since E is a
non-trivial 2-scheme, it follows that O#(G)=E.
Take an arbitrary !∈X: Then G! -xes each point 5∈!E =!N : Consider the com-
mutator aba−1b−1, a∈G!, b∈N . Then !aba−1b−1 =! which implies aba−1b−1 ∈G!.
N is normal in G, hence aba−1b−1 ∈N . Together with N∩G! =1 this implies ab= ba,
i.e., G!6CG(N ) E G. Since H is simple, CG(N ) ∩ H =1 ⇒ |CG(N )|6 |N |: On
the other hand N6CG(N ). Hence G!6CG(N )=N ⇒ G! =1 ⇒ H =G, a
contradiction.
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