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Spintronics on flat surfaces has been studied over the years, and the scenario is relatively well-
known; however, there is a lack of information when we consider non-flat surfaces. In this paper, we
are concerned about the spin dynamics of the ferromagnetic model on the spherical surface. We use
the Schwinger bosonic formalism for describing the thermodynamics of spin operators in terms of
spinon operators. Opposite to the flat two-dimensional model, which is disordered at finite tempe-
rature, the curvature of the spherical surface provides non-zero critical temperature for Schwinger
boson condensation, which characterizes order at finite temperature even in the absence of external
magnetic fields. The thermodynamics is then analyzed in the low-temperature regime. In addi-
tion, we consider the presence of both static and oscillating magnetic fields, the necessary condition
for inducing the ferromagnetic resonance, and we show systematically that the studied model is
well-described by SU(2) coherent states, which provides the correct dynamics of the magnetization.
The archived results can be applied for describing a diversity of experiments such as spin superflu-
idity, angular momentum injection by spin pumping and spin-transfer torque in non-conventional
junctions, magnon dissipation, and magnetoelectronics on the spherical surface.
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I. INTRODUCTION AND MOTIVATION
The continuous progress in spintronics has been moti-
vated and supported by the potential realization of tech-
nologies based on spin degrees of freedom in favor of the
electrical ones. Through a simple point-of-view, one of
the principal purposes of spintronics is designing devices
that work using spin currents as a substitute for the (elec-
trical) charge currents (for an extensive review of spin-
tronics, see Ref. [1] and [2]). Since spin currents occur
in both normal metal and insulators, the applicability of
spintronic devices is naturally higher than that one based
on pure electronic transport. Spin currents can arise due
to the Spin Hall Effect (SHE) [3, 4], the Spin Seebeck Ef-
fect (SSE) [5–7], or through Spin Pumping (SP) from fer-
romagnetic resonance (FMR) [8–12]. On the other hand,
the detection of spin current is obtained by converting it
into a charge current through the Inverse Spin Hall Ef-
fect (ISHE) [13–15] or the Inverse Rashba-Edelstein Ef-
fect (IRRE) [16]. One can use the Spin-Transfer Torque
(STT) experiment for verifying spin current transport
[17] as well.
In general, spintronic experiments involve flat surfaces
and, therefore, there are no curvature effects in the ther-
modynamics of spin transport. However, the role of non-
flat surfaces should be interesting for non-conventional
geometric devices. For example, medical researches have
widely used hollow magnetic nanoparticles as drug trans-
porter [18–20]. At the same time, Hsu et al. showed
the realization of the thin-film transistor on spherical
surfaces [21, 22]. From the theoretical point-of-view,
spherical surfaces have been used for studying the role
of curved two-dimensional space in phase transition such
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as Berezinskii-Kostertiz-Thouless (BKT) transition [23–
25] and Bose-Einstein Condensation (BEC) [26, 27]. For
the latter case, many experiments of ultra-cold atoms
on spherical bubbles have been proposed [28, 29]; how-
ever, they require complex microgravity conditions to
avoid the particles fall to the bottom of the trap [30–
32]. Topological structures on curved manifold also were
investigated in recent years. Kravchuck et al. studied
out-of-surface vortices [33] and skyrmions [34] on spher-
ical surfaces; curvature effects were shown to be associ-
ated with effective magnetic interactions that provide the
spin field on curved manifolds [35, 36]; Sloika et al. de-
termined the topological structure of the magnetization
on spherical shells in terms of geometrical parameters.
A review of topological spin field excitations on curved
spaces can be found in Ref. [37].
In this article, we use the Schwinger bosonic forma-
lism for investigating the magnetization thermodynam-
ics of the ferromagnetic model on the spherical manifold.
Despite the two-dimensional surface, the spherical model
presents some three-dimensional characteristics. Indeed,
opposite to the flat two-dimensional model, we find a fi-
nite phase transition temperature for all spin values. We
choose the Schwinger formalism because of its versatil-
ity for describing both ordered and disordered phases;
however, in the present article, we are mainly interested
in the low-temperature regime. In addition, we demons-
trate that the Schwinger representation on the spherical
surface does not present the pathological problem ob-
served in flat space [38]. We show that the interaction
with the oscillating magnetic field provides SU(2) cohe-
rent states, which present similar points when compared
with the U(1) version. The magnetization and magnetic
susceptibility are then determined using the SU(2) cohe-
rent states of the Schwinger bosons, and the results are
in agreement with the expected ones.
2II. MODEL AND FORMALISM
We consider the ferromagnetic insulator described by
the Hamiltonian H(t) = H0 + V (t), where the time-
independent part is given by
H0 = −J
∑
〈ij〉
~Si · ~Sj − gµBBz
∑
i
Szi , (1)
in which the sum is taken over nearest-neighbor spins on
the spherical surface, and J > 0 is the exchange coupling.
The time-dependent term represents the interaction with
the oscillating magnetic field, being expressed by
V (t) = −gµBBx(t)
∑
i
Sxi . (2)
We are adopting both magnetic fields Bx and Bz as
uniform fields based on the reduced dimensions of the
samples in spintronic experiments. The interaction V (t),
which is treated according to the interaction picture, pro-
vides the coherent states necessary for the description of
the magnetization precession.
FIG. 1. Spherical tessellation of the icosahedron. The vertices
of the polyhedron provide sites with five neighbors, while the
other sites have six ones.
Opposite to the planar square lattice, in which each
site always has four neighbors, it is impossible to build
a regular discrete lattice on a spherical surface due to
its topology. For a review of the lattice representations
on the sphere, see Ref. [39]. For avoiding the singu-
larities at the poles of the geographic coordinates grid,
we consider geometric tessellations based on the icosahe-
dron [40]. Each side of the icosahedron is subdivided in
a regular lattice and then, the sites are then projected
onto the spherical surface. As one can see in fig. 1, most
sites have six neighbors, while the vertices sites have five
neighbors. The exact grid adopted is not so relevant
since we use a continuous representation of the Hamilto-
nian (3); however, the number of neighbors z (coordina-
tion number) is important, and we will consider z = 6.
Note that due to the triangular symmetry of the lattice,
the antiferromagnetic model on the spherical surface will
be frustrated, which requires special treatment for de-
coupling the quartic terms [41]. Curiously, the spherical
curvature implies changes in the winding number of topo-
logical solutions. The uniform solution, which presents
the spin field align to a fixed direction, has winding num-
ber Q = 1, while Q = 0 for the lowest-energy skyrmion
solution (Q = 0 and Q 6= 0 for the ground-state and
skyrmion solutions, respectively, when we consider the
flat two-dimensional space). In addition, the correct de-
velopment of skyrmion-kind excitations requires the uni-
axial anisotropy (~S · ~n)2, where ~n is the outward normal
vector, as pointed by Kravchuk et al. [34]. Here, since
we do not interested in topological solutions, and due to
the magnetic field Bz, which aligns the spin field along
the z-axis, we do not consider the uniaxial anisotropy.
At low-temperature, spin operators are usually treated
by using the Holstein-Primakoff (HP) bosonic repre-
sentation; however, HP bosons are inaccurate for re-
presenting disordered magnetic phases. The more ap-
propriate representation is obtained through Schwinger
bosons, which apply to both ordered and disordered
phases [42, 43]. The spin operators are then replaced by
two kinds of bosonic operators and written as S+i = a
†
i bi,
S−i = b
†
iai, and S
z
i = (a
†
iai − b†ibi)/2, where a†i (b†i ) cre-
ates a spinon with spin 1/2 (-1/2) in the site i. For
ensuring the commutation relation [Sai , S
b
j ] = iδijǫabcS
c
i ,
it is necessary to fix the number of bosons on each site
through the local constraint a†iai+ b
†
ibi = 2S. Therefore,
the Hamiltonian H0 is written as
H0 = −J
2
∑
〈ij〉
(: F†ijFij : −2S2) +
∑
i
λi(Fii − 2S)−
−gµBB
z
2
∑
i
(a†iai − b†ibi) (3)
in which we defined the bond operator Fij = a†iaj + b†i bj
and : : represents the normal ordering operator. The
constraint is implemented by a local Lagrange multiplier
λi, and the quartic order term is decoupled by introduc-
ing the auxiliary field Fij = 〈Fij〉 through the Hubbard-
Stratonovich transform F†ijFij → Fij(F†ij + Fij) − F 2ij .
As usual, we adopt the mean-field theory and Fij is re-
placed by the uniform field F . We also approximate the
Lagrange multiplier by a uniform parameter λ that im-
plies boson conservation only on average.
The diagonalization of Eq. (3) involves the continuous
limit, which also provides an easy method for including
the curvature effect. In the long-wavelength limit, we
adopt the second-order expansion aj ≈ ai + εk∂kai +
(εkεl/2)∂k∂lai, where ε
k are infinitesimal displacements
along the polar or azimuth directions, and the sums in k
3and l are implicit. The expansion results in
∑
〈ij〉 a
†
iaj ≈∫
dΩzσ[a†a+ (ε2/4)a†∇2a], where dΩ = sin θdθdϕ with
0 ≤ θ ≤ π and 0 ≤ ϕ < 2π being the polar and azimuth
angles, respectively. The (angular) density of states on
the spherical surface is defined as σ = N/4π, and we
choose ε in order to obtain R2 = σε2, where R is the
sphere radius. We write the continuous a(θ, ϕ) operator
as the following spherical harmonic expansion
a(θ, ϕ) =
1√
σ
∑
L
aLYL(θ, ϕ), (4)
where L stands for a compact notation of lm, with l inte-
ger and m = −l,−l+ 1, . . . , l− 1, l. The same procedure
is applied for the b operator. The σ factor is included
for ensuring the same number of bosonic modes on both
bases, i.e.
∑
i a
†
iai =
∑
L a
†
LaL. In addition, we in-
troduce a superior limit lmax for the l sum. This restric-
tion is expected since in the continuous representation we
have considered smooth operators in the expansion of aj ,
and spherical harmonics with fast oscillations (l > lmax)
have negligible contributions. Therefore, assuming the
lattice parameter as a space cutoff, and adopting one-
to-one correspondence between the representations, we
obtain N =∑i =∑L = (lmax + 1)2. Using the proper-
ties of the spherical harmonics, it is straightforward to
obtain
H0 = E0 +
∑
L
(
ǫ
(a)
L a
†
LaL + ǫ
(b)
L b
†
LbL
)
, (5)
where E0/N = zJF 2/2 − 2S(zJF − µ) is a constant
energy, ǫ
(a)
L = ǫL−µ−gµBBz/2, ǫ(b)L = ǫL−µ+gµBBz/2,
µ = zJF − λ plays the rule of a chemical potential (we
can also define −µ as the gap energy), and ǫL = zJF l(l+
1)/2σ is the (2l + 1)-fold degenerate energy mode.
A. Generation of the coherent states
For obtaining the magnetization precession, it is nec-
essary to apply an oscillating magnetic field perpendic-
ular to the static field Bz . The relation between the
coherent states and the oscillating field is deduced as fol-
lows. Through the spherical Schwinger bosons, we write∑
i S
x
i = (J
+ + J−)/2, where we define the many-site
operators J+ = Jx + iJy =
∑
L a
†
LbL (=
∑
i a
†
i bi) and
J− = (J+)†, which follow the Lie algebra
[Ja, Jb] = iǫabcJ
c, (6)
in which the structure constants are given by the Levi-
Civita symbol ǫabc. Therefore, the Hamiltonian H is ex-
pressed in terms of the generators of the group SU(2).
We choose a basis in terms of the eigenstates of the op-
erator Jz =
∑
L(a
†
LaL − b†LbL)/2, namely |jjz〉, with j
integer or half-integer and jz = −j,−j + 1, . . . , j − 1, j.
The Casimir operator J2 = (Jz)2 + (J+J− + J−J+)/2
satisfies [Jz, J2] = 0 as well as the eigenvalue equation
J2|jjz〉 = ~j(j + 1)|jjz〉, as observed for standard angu-
lar momentum operators. In our case, J represents the
angular momentum sum of N sites with spin S on the
spherical surface, and the Hilbert space is spanned as the
direct sum of irreducible representations according to j.
Since N is odd, the minimum jmin = S is obtained when
N − 1 sites are paired with opposite spin, and the maxi-
mum jmax = NS occurs when the N sites are unpaired.
Here and henceforth, we will consider a fixed j and define
the lowest-weight (extremal state) |j − j〉 as |Ψ0〉.
Any element g ∈ SU(2) can be expressed as
g = D(θ, ϕ)h, (7)
where h = exp(iαJz) is an element of the group U(1),
with α being a real parameter, and D(θ, ϕ) is the coset
representative of SU(2)/U(1), i.e. the two-dimensional
sphere S2. One can show that D(θ, ϕ) = exp(iθ ~m · ~J),
with ~m = (sinϕ,− cosϕ, 0) and, therefore, D(θ, ϕ) pro-
vides (expect for a multiplicative constant chosen to be
unity) the coherent state |~n〉 given by [44, 45]
|~n〉 = D(θ, ϕ)|Ψ0〉. (8)
Physically, the state |~n〉 represents the classical vector
~n = (sin θ cosϕ, sin θ sinϕ, cos θ), and D(θ, ϕ) is the so-
called generalized displacement operator. For our present
purpose, it is more convenient to express the operator D
as
D(ζ) = eζJ
+−ζ¯J− , (9)
in which ζ = −(θ/2) exp(−iϕ) is a complex parameter.
Note that all spins are described by the same angles θ
and ϕ, which is characteristic of magnetization preces-
sion. In addition, the above expression makes clear the
similarity between D(ζ) and the displacement operator
of the U(1) coherent state theory [46], which justifies the
chosen name.
Returning to the Hamiltonian H , we write the time-
dependent average of an operator A(t) in the Interaction
picture
〈A(t)〉 = 〈Ψ0|U †(t,−∞)Aˆ(t)U(t,−∞)|Ψ0〉, (10)
with the caret denoting time evolution according H0 and
U(t,−∞) = Tt exp
(
− i
~
∫ t
−∞
Vˆ (t′)dt′
)
, (11)
where Tt is the time-ordering operator. Here, we consider
an adiabatic process from the dim past (t → ∞), for
which the interaction is off and the ground-state is |Ψ0〉,
to the present time with full Hamiltonian H(t) = H0 +
V (t). It is a straightforward procedure to show that the
argument of the exponential of U is given by ζ(t)J+ −
ζ¯(t)J−, where
ζ(t) =
igµB
2~
∫ t
−∞
Bx(t′) exp
[
i
~
(ǫ
(a)
0 − ǫ(b)0 )t′
]
. (12)
4Despite an irrelevant phase factor, we can show that
U(t,−∞)|Ψ0〉 = D(ζ)|Ψ0〉 = |ζ〉, (13)
and the oscillating magnetic field generates the SU(2)
coherent state |ζ〉. As usual in experiments, we adopt
a monochromatic magnetic field with frequency ωrf, for
which we obtain
ζ(t) =
γBx
2(γBz − ωrf − iη)e
i(γBz−ωrf)t, (14)
where γ = gµB/~ is the gyromagnetic ratio, and the
factor η is added for ensuring the convergence in the limit
t→ −∞.
III. THERMODYNAMICS AT
LOW-TEMPERATURE
Since the Hamiltonian H0 is described by coherent
states, we can write the partition function as Z0 =∫
D[a¯, a]D[b¯, b] exp[−S/~], where the integration mea-
sures represent the integration on each point on the con-
tinuous spherical surface (for more details, see Appendix
A). Note that, since we have adopted the mean-field re-
placement for F and λ, the partition function does not
involve path integration over F and λ. In the spherical
harmonic space, the action is given by
S = β~E0 + β~
2
∑
iωp
∑
L
[
a¯L(−i~ωp + ǫ(a)L )aL+
+b¯L(−i~ωp + ǫ(b)L )bL + h.c.
]
, (15)
with the Matsubara frequencies ωp = 2πp/β~, p ∈ Z.
Here, for convenience, we use the same notation aL and
bL for representing the fields associated with the corres-
pondent operators aL and bL, respectively. The meaning
of aL and bL should be clear from the context but, if
necessary, a comment will be inserted. After integrating
out the fields, we obtain the mean-field free energy
FMF = E0 +
1
2β
∑
iωp
∑
L
ln(βM) (16)
where M = ǫ
(a)
L (I + σz) ⊗ I/2 + ǫ(b)L (I − σz) ⊗ I/2 −
i~ωpI⊗σz. Provided that FMF = E0 in the limit T → 0,
the Matsubara frequency sum results in
FMF = E0 +
1
β
∑
L
ln
[
(1 − e−βǫ(a)L )(1− e−βǫ(b)L )
]
. (17)
In the presence of the magnetic field Bz, a broken
symmetry takes place at low-temperatures, as expected.
The more interesting case occurs in the limit of van-
ishing magnetic field Bz . For a flat two-dimensional
model (with only short-range interactions and continu-
ous symmetry) free of magnetic fields, there is no order-
ing at finite temperature; however, the situation is diffe-
rent for the spherical manifold. Indeed, the impossibility
of magnetic ordering at finite temperature comes from
the Mermin-Wagner theorem, which requires thermody-
namic limit for yielding low-energy Goldstone modes. In-
sofar as the spherical surface is compact, the Mermin-
Wagner theorem is not applicable and would be possible
to observe spontaneously broken symmetry at finite tem-
peratures.
In the Schwinger bosonic formalism, an ordered state
is related to the BEC of the spinon modes [43]. Below a
critical temperature Tc, the chemical potential vanishes,
and the bosons condensate in the minimal energy state
ǫl=0, while for T > Tc, µ < 0. For taking into account the
BEC, we separate the l = 0 term from the sum, which is
indicated by a prime, and write the free energy per site
as
FMF
N = fMF =
ξ2
2zJ
− 2Sξ[1 + (1− ρ)∆]+
+
2
βN
∑
L
′
ln
[
1− e− 1t ( l(l+1)2σ +∆)
]
, (18)
where ξ = zJF is the energy scale, ∆ = −µ/ξ is the
dimensionless gap energy, t = kBT/ξ is the reduced
temperature, and ρ = N0/N measures the condensa-
tion level. At low-temperatures, the exponential de-
creases fast enough, and we can evaluate the sum re-
placing it by an integral. Using the Mercator series
ln(1− x) = −∑∞k=1 xk/k, we obtain
fMF =
ξ2
2zJ
− 2Sξ[1+ (1−ρ)∆]− ξt
2
π
Li2(ge
−1/tσ), (19)
where Lis is the polylogarithmic function of order s
and g = exp(−∆/t) is the fugacity. The parameters ξ
and ∆ are then determined by the extremum conditions
∂fMF/∂∆ = 0 and ∂fMF/∂ξ = 0, which provide
ρ = 1− t
2πS
Li1(ge
−1/tσ), (20)
and
ξ
zJ
= 2S − t
2
π
Li2(ge
−1/tσ) (21)
respectively. Observe that ∆ = 0 and 0 < ρ ≤ 1 below
the critical temperature, while ∆ > 0 and ρ = 0 for
T > Tc. The reduced critical temperature tc is then
obtained making ρ = 0 and ∆ = 0 in Eq. (20), which
results in the self-consistent equation
tc =
2πS
Li1(e−1/tcσ)
(22)
Since both ρ and ξ parameters depend only on the re-
duced temperature, it is easy to solve the equations. One
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FIG. 2. The condensation ρ as a function of the reduced
temperature. The results obtained by using the sum on l and
m and from the continuum approximation are close for t < tc.
Here, we consider N = 106 and S = 1.
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FIG. 3. The chemical potential determined through the poly-
logarithmic approximation and by the sum over L. Here, we
adopt N = 106, S = 1 and tc = 0.52.
can also obtain the above equations without performing
the continuum approximation. Figure 2 shows the re-
sults for the condensation by using the two approaches,
directly from the sum and through the polylogarithmic
equation. As one can see, both curves are close at low-
temperatures (t < tc). For S = 1 and N = 106, we ob-
tain tc = 0.49 evaluating the sum over L, and tc = 0.52
when we use Eq. (22). The chemical potential is also de-
termined using both methods and the results are shown
in fig. 3. Again, the difference between the polyloga-
rithmic and the result obtained from the sum is small at
low-temperatures.
The reduced critical temperature is shown in fig. 4.
The critical temperature is a decreasing function of in-
creasing density of states, and tc tends to zero in the limit
of σ →∞. Indeed, when σ is very large, the distance be-
tween nearest-neighbors on the surface is small and the
curvature effect is negligible. Locally, the short-range
interaction resembles the flat-space interaction, and we
recovery the flat two-dimensional result, for which the
1 100 104 106 108 1010 1012
0.5
1.0
1.5
2.0
Σ
t c
FIG. 4. The reduced critical temperature dependence on the
density of sites. Locally, the limit σ → ∞ reflects the flat
space, which provides tc → 0.
critical temperature Tc = 0. In addition, there is no cri-
tical spin and the transition temperature is finite for any
spin value.
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FIG. 5. The relation between the physical T and the reduced
t temperatures. For t > tc, the approximated polylogarithmic
equations present spurious results.
The polylogarithmic approximation is very reasonable
in the ordered state; however, when t > tc the approxi-
mated equations are not accurate, and any result should
be determined by using the equations written in terms
of the sum over L. To see that, we analyze the relation
between the physical and reduced temperature given by
T (t) = tξ(t), which curve is shown in fig. 5. The function
T (t) obtained by the approximation shows a maximum at
tmax ≈ 1.1tc, and for t > tmax, T decreases with increas-
ing t, for which we obtain a non-physical result. Indeed,
because of the decreasing behavior of T (t), F (T ) shows
is an increasing function of increasing T , as shown in fig.
6, where the dotted branch represents the spurious result
obtained through the approximation for t > tc. The cor-
rect behavior, which shows a decreasing F for increasing
6T , is obtained when we use the equations for ξ and ρ
written using the sum over L. The spurious branch also
appears in the three-dimensional ferromagnetic model, as
pointed in Ref. ([38]) (in this case, the Schwinger forma-
lism presents serious problems for describing spin models
with S & 0.15). Since we are interested in the ordered
state (t < tc), we keep the polylogarithmic approxima-
tion.
0 1 2 3 40.0
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1.0
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2.0
TTc
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Sum
FIG. 6. The average ferromagnetic bond F as function of T .
For t > tc, we obtain the dotted branch, which is non-physical.
Here, Tc = tcξ(tc), with tc = 0.52.
It is important to note that the limit of high tempe-
ratures (t ≫ tc) can not be described by the equations
developed above. Provided that we consider only long-
wavelength spin-wave in the continuous description of the
Hamiltonian, high-energy excitations are not covered by
the present model. For including the high-energy spec-
trum, one should write
∑
〈ij〉 a
†
iaj =
∑
L γLa
†
LaL, where
the structure factor is given by
γL =
∑
ηθ,ηϕ
∫
dΩY¯L(θ, ϕ)YL(θ + ηθ, ϕ+ ηϕ), (23)
and η(θ,ϕ) are the angular nearest-neighbor positions.
Expanding the neighbor sites around (θ, ϕ), we obtain
γL ≈ z − zl(l+ 1)/4σ, which recoveries the Hamiltonian
(5). Since we are interested in the low-energy limit, it is
not necessary consider the full structure factor.
When the magnetic field Bz is included, the equations
are obtained following the same steps, and the only dif-
ference occurs in the condensation. In this case, since the
b modes acquired a gap due to the Zeeman energy, only
the a bosons condensate in the l = 0 state. The critical
temperature, for example, is then given by
tc =
4πS
Li1(e−1/tcσ) + Li1(e−(σ
−1+~γBz)/tc)
, (24)
which recoveries Eq. (22) when Bz = 0.
IV. MAGNETIZATION DYNAMICS
To determine the dynamics of the spin ~Si(t), and so
the magnetization defined by ~M = (γ~/N )∑i〈~Si〉, let us
define the coherent state |ζi〉. Using the Baker-Campbell-
Hausdorff (BCH) formula, the generalized displacement
operator for the i site is expressed as
D(ζi) = e
κiJ
+
i eln(1+|κi|
2)Jzi e−κ¯iJ
−
i , (25)
with J+i = a
†
ibi, J
z
i = (a
†
iai − b†ibi)/2, and κi =
exp(−iϕi) tan(θi/2). When applied on the extremum
state |ψ0〉, for which Sz|ψ0〉 = −S|ψ0〉, the displacement
operator provides
D(ζi)|ψ0〉 = 1
(1 + |κi|2)S e
κiJ
+
i |ψ0〉. (26)
Since |ψ0〉 represents the state with na = 0 and nb =
2S, the operator J+i can be applied a maximum of 2S
times, and the k-th operation results in (J+i )
k|ψo〉 =
[(2S)!k!/(2S − k)!]1/2|na = S, nb = 2S − k〉. Therefore,
we obtain
|ζi〉2S = D(ζi)|ψ0〉 =
√
(2S)!
∑
na,nb
unai v
nb
i√
na!nb!
|na, nb〉,
(27)
where the implicit local constraint na + nb = 2S is as-
sumed in the sum, which is indicated by the subscript 2S
in |ζi〉, and we define the local parameters
ui = cos
(
θi
2
)
, (28)
and
vi = sin
(
θi
2
)
e−iϕi . (29)
Due to the finite sum, the SU(2) coherent states are not
eigenstates of the annihilation operators, as seen in the
U(1) representation; however, a straightforward proce-
dure shows that
ai|ζi〉2S =
√
2Sui|ζi〉2S−1, (30)
and
bi|ζi〉2S =
√
2Svi|ζi〉2S−1. (31)
Therefore, |ζi〉 plays a similar rule to that present in the
U(1) coherent state formalism and using the above equa-
tions, it is easy to show that the SU(2) coherent states
give the average 〈a†iai + b†ibi〉 = 2S.
Considering |ζ| < π/2, equation (14) gives the global
angles θ = γBx/(γBz − ωrf − iη) [for |ζ| > π/2, we
define the polar angle by 4θ = γBx/(γBz − ωrf −
iη) mod 2π] and ϕ = (ωrf − γBz)t. The z-component
of the magnetization is time-independent and given by
7Mz = γ~〈cos θ〉 ≈ γ~ for small polar angles, as ex-
pected when ~M involves according to precession dynam-
ics. For analyzing the perpendicular magnetization com-
ponent, we define the complex field M⊥ = Mx + iMy =
(γ~/N )∑i a†ibi, which yields the uniform magnetization
M⊥(t) = γ~Se−iγB
zt〈sin θe−iϕ〉, and for small θ, we get
M⊥(t) =
MsγB
⊥(t)
γBz − ωrf − iη , (32)
where B⊥(t) = µ0[H
⊥(t) + M⊥(t)] = Bxe−iωrft, and
Ms = γ~S is the saturation magnetization. In the spher-
ical harmonic-frequency space, the magnetization is writ-
ten as M⊥L (ω) =
∑
L′ χLL′(ω)H
⊥
L′(ω). Using Eq. (32),
we obtain the long-wavelength magnetic susceptibility
χLL′ = χ
′ + iχ′′, where the uniform real and complex
parts are given by
χ′ =
ωM (ω0 − ωrf)
(ω0 − ωrf)2 + η2 (33)
and
χ′′ =
ωMη
(ω0 − ωrf)2 + η2 , (34)
respectively. In above equations, ω0 = γµ0H
z is the
frequency of the lowest-energy magnons, and η is re-
lated to the Gilbert damping. As one can see, the mag-
netic response is maximum when magnetic fields satisfy
γµ0H
z = ωrf, the resonating condition. Typical experi-
ments involve resonating frequencies of the order of GHz
and Hz of the order of 10−1 T [9, 12, 47]. Through the
definition ofM⊥L andH
⊥
L , one can also determine the real
susceptibilities χxx = χyy = χ′, and χyx = −χxy = χ′′.
Note that the magnetization precession presents a re-
sponse in both field directions Hx and Hy. The delay
effect is caused by the spin relaxation and, in the op-
posite case, when η = 0, the magnetization instantly
responds to the field application. Hence, in the driven
magnetization precession, the magnetic susceptibility on
the spherical surface presents the same behavior observed
in flat models [48].
V. SUMMARY AND CONCLUSIONS
In this article, we investigated the thermodynamics of
the ferromagnetic model on the spherical surface. Simi-
lar problems involving flat surfaces have been studied in
recent years; however there is a lack of information about
spintronics of ferromagnetic models on curved spaces,
and the present work was developed for clarifying some
points of the theme.
The Hamiltonian was described by using the Schwinger
bosonic formalism, which represents the spin operators in
terms of two kinds of bosons, a and b. Opposite to the
flat surfaces, we found a finite critical temperature Tc
that separates the ordered phase from the disordered one.
The critical temperature depends on the density of sites
σ, and we recovery the result Tc = 0 in the limit σ →∞,
which is the local representation of the two-dimensional
flat surface. We showed that, at the low-temperature
limit, the developed equations give trustworthy results.
In addition, we analyzed the magnetization dynamics in
the presence of two orthogonal magnetic fields; the static
field Bz that aligns the spin field and the oscillating field
Bx(t) responsible for the precession motion. We demon-
strated systematically that in the presence of the cited
magnetic fields, the model is described by SU(2) cohe-
rent states, which are suitable for evaluating all ther-
modynamic properties. The magnetization behavior and
the magnetic susceptibility were evaluated through the
coherent states, and the results are in agreement with
the expected ones. Indeed, we found that the more ef-
ficient magnetization precession occurs at the resonant
condition ωrf = gµ0H
z, for instance.
In summary, we showed that the description of ferro-
magnetism and spintronics on the spherical surface can
be developed through the SU(2) coherent states. Here,
we applied the formalism for describing the magneti-
zation precession; however, other spin experiments on
curved space such as spin superfluidity, spin current injec-
tion, spin-transfer torque, and spin-wave dissipation pro-
cesses, can also be explained by the developed method. In
addition, magnetic models on the spherical surface could
be used for testing general curvature effects in favor of
the complicated experiments on curved space, like the
microgravity experiments for verifying BEC on spherical
manifold, for example.
Appendix A: Path integral for SU(2) coherent states
We can use the SU(2) coherent states for evaluating
the partition function through the path integral forma-
lism. Let us adopt the following Hamiltonian
H0 =
∑
〈ij〉
(ǫ
(a)
ij a
†
iaj + ǫ
(b)
ij b
†
ibj), (A1)
written in terms of the Schwinger bosons a and b.
Following the standard path integral procedures, we
divide the time interval in N small ∆τ steps, with τ0 = 0
and τN = β~, which provide the partition function
Z0 =
∑
ζ
〈ζ(τN )|
N∏
p=1
e−Hˆ0(τp)∆τ |ζ(τ0)〉, (A2)
with the periodic condition |ζ(τN )〉 = |ζ(τ0)〉 =
∏
i |ζi〉
(here, the 2S subscript was omitted for simplifying the
notation). Inserting the identity I =
∫
dζ|ζ〉〈ζ| between
the intervals, we obtain
〈ζ(τp)|e−Hˆ∆τ |ζ(τp −∆τ)〉 ≃ 1− 〈ζ(τp)|ζ˙(τp)〉∆τ −
−H0(τp), (A3)
8where H0(τp) = 〈ζ(τp)|Hˆ0|ζ(τp)〉 is an ordinary real
function obtained through the replacement of the oper-
ators ai and bi by the respective fields ai =
√
2Sui and
bi =
√
2Svi [see Eq.(30) and (31)]. Note that, although
|ζ〉 is not an annihilation eigenstate, as occurs in the U(1)
coherent state, yet is possible for evaluating the average
〈exp(−Hˆ0∆τ)〉. The second term in the above equation
is the Berry phase ΩB = −iS
∑
i[ϕ˙i(1 − cos θi)]. It is a
straightforward evaluation for showing
∑
i(a¯ia˙i+ b¯ib˙i) =
ΩB. Therefore, the partition function is written as the
path integral Z0 =
∫
D[a¯, a]D[b¯, b] exp(−S/~), where the
action is given by
S =
∫ β~
0
dτ
[
~
∑
i
(a¯i∂τai + b¯i∂τ bi) +H0(τ)
]
. (A4)
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