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PIECEWISE CONSTANT SUBSOLUTIONS FOR THE
MUSKAT PROBLEM
CLEMENS FO¨RSTER AND LA´SZLO´ SZE´KELYHIDI JR.
Abstract. We show the existence of infinitely many admissible weak
solutions for the incompressible porous media equations for all Muskat-
type initial data with C3,α-regularity of the interface in the unstable
regime and for all non-horizontal data with C3,α-regularity in the sta-
ble regime. Our approach involves constructing admissible subsolutions
with piecewise constant densities. This allows us to give a rather short
proof where it suffices to calculate the velocity and acceleration at time
zero - thus emphasizing the instantaneous nature of non-uniqueness due
to discontinuities in the initial data.
1. Introduction
We consider the evolution of two incompressible fluids with the same vis-
cosity and different densities, moving in a porous two-dimensional medium
with constant permeability under the action of gravity according to Darcy’s
law. After non-dimensionalizing, the equations describing the evolution of
density ρ and velocity u are given by (see [10, 5] and references therein)
Btρ` div pρuq “ 0 ,(1)
div u “ 0 ,(2)
u`∇p “ ´p0, ρq ,(3)
ρpx, 0q “ ρ0pxq .(4)
We assume that at the initial time the two fluids, with densities ρ` and
ρ´, are separated by an interface which can be written as the graph of a
function over the horizontal axis. That is,
ρ0pxq “
#
ρ` x2 ą z0px1q,
ρ´ x2 ă z0px1q.
(5)
Thus, the interface separating the two fluids at the initial time is given by
Γ :“ tps, z0psqq|s P Ru. We distinguish the following cases: If ρ
` ą ρ´,
which means that the heavier fluid is on top, we speak of the unstable
regime. The case ρ` ă ρ´ is called the stable regime.
The Muskat problem. Since for given ρpx, tq at a fixed time t, u is the
solution of an elliptic problem by the Biot-Savart law, the equations (1)-(3)
describe the evolution of the density in time. Assuming that ρpx, tq remains
in the form (5) for positive times, the system reduces to a non-local evolution
problem for the interface Γ, known as the Muskat problem. If the sheet can
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be presented as a graph as above, one can show (see for example [5]) that
the equation for zps, tq is given by
Btzps, tq “
ρ´ ´ ρ`
2pi
ż 8
´8
pBszps, tq ´ Bszpξ, tqqps ´ ξq
ps ´ ξq2 ` pzps, tq ´ zpξ, tqq2
dξ.(6)
The behavior of solutions of (6) depends strongly on the sign of ρ´ ´ ρ`.
In the stable case, this equation is locally well-posed in H3pRq, see [5] or
[3] for an improved regularity. However, in the unstable regime, we have an
ill-posed problem, see [13, 5]. In particular, in the unstable case, there are
no general existence results for (6) known.
Thus, the description of (1)-(4) as a free boundary problem seems not
suitable for the unstable regime. In [10, 11] F. Otto used a Lagrangian
relaxational approach in the spirit of optimal transportation and he proved
the existence of a unique relaxation limit ρ¯ in the case of the flat initial datum
z0 ” 0. Whilst Otto’s relaxation limit does not satisfy the original system
(1)-(4) any more, the relaxed density can be thought of as a macroscopic
average of an infinitely fine mixture of the two phases ρ˘. More precisely,
there is a growing mixing zone around the initial unstable sheet Γ, where
the two densities are mixed with average density ρ¯px, tq which satisfies an
evolution equation (a variant of the 1D Burgers equation). Such a behaviour
is reminiscent of the physically expected behaviour in the unstable regime
[19, 10].
Weak solutions. Taking the curl of (3), we can eliminate the pressure and
obtain curl u “ ´Bx1ρ. This motivates the definition of weak solutions in
the following form.
Definition 1.1. Let ρ0 P L
8pR2q and T ą 0. We call pρ, uq P L8pR2 ˆ
r0, T qq a weak solution of (1)-(4) with initial data ρ0 ifż T
0
ż
R2
ρpBtφ` u ¨∇φqdxdt “
ż
R2
φpx, 0qρ0pxqdx @φ P C
8
c pr0, T q ˆ R
2qż
R2
u ¨∇φdx “ 0 @φ P C8c pR
2qż
R2
pu` p0, ρqq ¨∇Kφdx “ 0 @φ P C8c pR
2q.
In [4] infinitely many weak solutions of (1)-(4) were constructed to any
initial datum ρ0. The construction is a variant of convex integration, as used
in [6, 8], and in particular the result in [4] is in a sense the IPM-analogue
of the Scheffer-Shnirelman construction for the Euler equations [14, 15, 18].
However, these weak solutions do not retain the geometric structure of initial
data of the type (5), and in particular the density ρ may exceed the initial
densities ρ˘.
Admissibility and mixing solutions. Motivated by the analogous devel-
opment of admissible weak solutions for the Euler equations [7] as well as
the result of Otto in [10], in [17] admissible weak solutions were introduced
by the second author as weak solutions pρ, uq such that
(7) ρpx, tq P rρ´, ρ`s for a.e. px, tq,
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(or ρ P rρ`, ρ´s in the stable case, where ρ` ă ρ´).
In [17] the second author showed that there exist infinitely many admis-
sible weak solutions for the Muskat problem in the unstable regime with
flat initial data by the convex integration method. Moreover, an interest-
ing connection between such admissible weak solutions and the relaxation
limit of Otto is provided by the concept of subsolution (see below in Defi-
nition 2.1). In a nutshell, weak solutions constructed by convex integration
arise by adding high-frequency spatially localized perturbations to an initial
ρ¯px, tq, which can be thought of as an averaged density: by increasing the
frequency of the perturbations, one can easily construct a sequence of ad-
missible weak solutions pρk, ukq, such that ρk
˚
á ρ in L8, see [17]. Whereas
the construction of weak solutions from strict subsolutions is by now very
well understood in the general setting, constructing strict subsolutions to
the initial value problem still requires ad-hoc methods [16, 17, 1, 9] and no
general technique seems to exist.
Recently, the result from [17] was generalized to arbitrary initial curves z0
by Castro, Cordoba and Faraco in [2]. The main theorem in [2] states that
for each z0 P H
5pRq and for ρ` ą ρ´, there exist infinitely many admissible
weak solutions to (1)-(4) with initial data (5). The key point in the proof is
to show the existence of certain strict subsolutions, which are in a sense the
geometrically nonlinear analogues of the subsolution constructed in [17]: the
two ingredients defining the subsolution are a density and an evolving sheet
(as in the original Muskat problem), whose translates are then level-sets of
the density (see also Section 2 below). The density is chosen exactly as in
[17], but the evolving sheet needs to solve a nonlinear and nonlocal evolution
equation Btz “ Fpuq (see (1.11)-(1.12) in [2]) – the analysis of this equation
is the central part of the proof in [2].
The main result. The aim of this paper is to give an alternative and
considerably simpler proof of the main result from [2] for the unstable case.
The key difference is that we allow the density to be piecewise constant –
in turn, rather than having to prove local well-posedness for a non-linear
and non-local evolution equation, it suffices to obtain expressions for the
velocity and acceleration of a double-sheet at time t “ 0. Our construction
is similar in spirit to fan-subsolutions, introduced for flat shock-waves for
the compressible Euler equations in [9]. The advantage is not only the
considerably shorter proof, but also the lower regularity requirement on the
initial curve: we require C3,α with decay at infinity, in contrast to H5 in [9])
. Finally, we extend our result also to the stable case, provided the initial
interface is not horizontal flat (thus, extending the observation made in [2]
Section 7 concerning flat non-horizontal interfaces in the stable case).
Our assumption on the initial datum is that the initial interface is asymp-
totically flat with some given slope β P R, i.e. ρ0 is given by (5) with
(8) z0psq “ βs` z0psq
for some z0 with sufficiently fast decay at infinity. More precisely, for any
α ą 0 define the seminorm
rf s˚α :“ sup
|ξ|ď1,sPR
p1` |s|1`αq
|fps´ ξq ´ fpsq|
|ξ|α
,
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and for any k P N the norm
}f}˚k,α :“ sup
sPR,jďk
p1` |s|1`αq|Bjsfpsq| ` rB
k
s f s
˚
α.
We denote by Ck,α˚ pRq :“ tf P C
k,αpRq : }f}˚k,α ă 8u.
Theorem 1.2. Let z0psq “ βs`z0psq with z0 P C
3,α
˚ pRq for some 0 ă α ă 1
and β P R.
(i) In the unstable case ρ` ą ρ´, for each β P R, there exists T˚ ą 0
such that there exist infinitely many admissible weak solutions to
(1)-(4) in r0, T˚q.
(ii) In the stable case ρ` ă ρ´, whenever β ‰ 0 and }Bsz¯0}L8 ă |β|
there exists T˚ ą 0 such that there exist infinitely many admissible
weak solutions to (1)-(4) in r0, T˚q.
As pointed out above, the advantage of our method is the simplicity of the
proof and the lower regularity requirement for the initial curve. However,
this comes at a small price: as will be explained below in Section 2, the
admissible weak solutions obtained in our Theorem (as well as those obtained
in [17] and [2]) have the common feature, that there is an expanding mixing
zone Ωmixptq concentrating on the initial interface Γ0 at time t “ 0, where
the two fluids are “infinitely mixed”. The rate of expansion of the mixing
zone in the unstable case is given by
ρ` ´ ρ´
2
c
for some c ą 0. The constructions in [17] and [2] admit any c ă 2, and
indeed, cmax “ 2 seems the maximal expansion rate possible (see [17] and
the discussion following Theorem 2.2 below). In contrast, our construction
admits only c ă 1. However, this is only a problem for the simplest possible
choice of piecewise constant density in (14) - we will show in Section 5 that
with a more general piecewise constant density any expansion rate c ă 2 is
reachable.
We also point out that, just like in [2], our result is local in time: there is
a short time of existence r0, T˚s; moreover T˚ Ñ 0 as we reach the maximal
speed c Ñ cmax. This is at variance with the result in [17], which is global
in time.
The paper is organized as follows. In Section 2 we recall the notion of
a subsolution for (1)-(4) and show in Theorem 2.3 that under appropriate
estimates for the interface zps, tq as time t Ñ 0, we are able to construct a
subsolution and thus prove our main result Theorem 1.2. In Section 3 we re-
call the expression for the normal component of the velocity obtained by the
Biot-Savart law for piecewise continuous densities, and provide Schauder-
type estimates for the associated integral operators. Section 4 is devoted to
the construction of the interface curve zps, tq by evaluating the velocity and
symmetrized acceleration at time t “ 0. Finally we generalize these results
to more general piecewise constant densities in Section 5.
Acknowledgments. The authors gratefully acknowledge the support of
the ERC Grant Agreement No. 724298.
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2. Subsolutions for the IPM Equations
We start by recalling the general strategy for the construction of weak
solutions, as followed in [2] and [17]. The basic idea is to construct a suit-
able admissible subsolution, and then apply the general machinery of convex
integration.
Observe that if pρ, uq is a solution of (1)-(4), then so is pρ˜, u˜q given by
(9) ρ˜px, tq “ aρpx, atq ` b, u˜px, tq “ aupx, atq.
Then, by choosing
a “
ρ` ´ ρ´
2
, b “
ρ` ` ρ´
2
we may assume that the Muskat-type initial datum (5) is given by ρ˘ “ ˘1
(in the stable case the signs are obviously swapped). Under this normaliza-
tion, admissibility amounts to the requirement
|ρ| ď 1 for a.e. px, tq.
Definition 2.1. Let T ą 0. We call a triple pρ, u,mq P L8pR2 ˆ r0, T qq an
admissible subsolution of (1)-(4) if there exist open domains Ω˘,Ωmix with
Ω` Y Ω´ YΩmix “ R
2 ˆ r0, T q such that
(i) The system
Btρ` div m “ 0
div u “ 0
curl u “ ´Bx1ρ
ρ|t“0 “ ρ0
(10)
holds in the sense of distributions in R2 ˆ r0, T q;
(ii) The pointwise inequalityˇˇˇ
ˇm´ ρu` 12p0, 1´ ρ2q
ˇˇˇ
ˇ ď 12 `0, 1´ ρ2˘ ,(11)
holds almost everywhere;
(iii) |ρpx, tq| “ 1 in Ω` Y Ω´;
(iv) In Ωmix the triple pρ, u,mq is continuous and (11) holds with a strict
inequality.
Admissible subsolutions lead to the existence of infinitely many admissible
weak solutions by the Baire category method for convex integration, see for
instance the Appendix in [17]. As pointed out in [2], a slight modification
of the general technique leads to the following statement:
Theorem 2.2. Suppose there exists an admissible subsolution pρ¯, u¯, m¯q to
(1)-(4) . Then there exist infinitely many admissible weak solutions pρ, uq
with the following additional mixing property: For any r ą 0, 0 ă t0 ă T
and x0 P R
2 such that B :“ Brpx0, t0q Ă Ωmix, both sets tpx, tq P B :
ρpx, tq “ ˘1u have strictly positive Lebesgue measure.
Furthermore, there exists a sequence of such admissible weak solutions
pρk, ukq such that ρk
˚
á ρ¯ as k Ñ8.
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Thus, the crux of the matter is the construction of an admissible subso-
lution. In [17] the x1-invariance of the initial curve z0 ” 0 simplifies the
construction of a subsolution. Indeed, assuming that pρ, u,mq is a function
of px2, tq only, the equation Btρ ` div m “ 0 together with maximizing the
constraint (11) leads to Burger’s equation Btρ` cBx2
1
2
ρ2 “ 0 with 0 ď c ă 2.
This equation admits a continuous rarefaction wave solution for the density
(12) ρpx, tq “
$’&
’%
1 x2 ą ct,
x2
ct
|x2| ă ct,
´1 x2 ă ´ct
in the unstable case, whereas in the stable case we merely obtain the sta-
tionary shock-wave
ρpx, tq “
#
´1 x2 ą 0,
1 x2 ă 0.
Therefore c can be thought of as a weak notion of mixing speed, in the
following sense: the general structure of weak solutions corresponding to
this subsolution will be that there are three time-dependent regions: Ω`ptq,
Ω´ptq and Ωmixptq, given by
Ω`ptq “ tx P R2|x2 ą zpx1, tq ` ctu,
Ωmixptq “ tx P R
2|zpx1, tq ´ ct ă x2 ă zpx1, tq ` ctu,
Ω´ptq “ tx P R2|x2 ă zpx1, tq ´ ctu.
(13)
for some curve zp¨, tq, with Ωmixptq expanding with speed c. The three open
sets in Definition 2.1 are then
Ω˘ “
ď
tą0
Ω˘ptq, Ωmix “
ď
tą0
Ωmixptq.
In Ω˘ the density is given by the constant value ρ˘ “ ˘1, and in the mixing
zone Ωmix the two fluids are completely mixed - see Section 4 in [17] and
Sections 2-3 in [2]. In the above x1-invariant setting from [17] the curve z
is simply stationary, i.e. zps, tq “ z0psq ” 0. Furthermore it was shown in
[17] that for x1-invariant subsolutions c “ 2 is the maximal possible speed,
and it was conjectured, based on similarities with the Lagrangian relaxation
framework of Otto in [10, 11] that the maximal mixing speed could be used
as a selection criterion.
In [2] the construction from [17] was generalized to non-flat initial curves
z0 whilst retaining the structure (12) in the mixing zone Ωmix. More pre-
cisely, the density is chosen as a linear interpolation between ρ` “ 1 and
ρ´ “ ´1. In this case, however, z “ zps, tq has to solve a rather complicated
evolution equation in time, which arises as a spatial average of the original
Muskat evolution kernel. We wish to emphasize that the evolution equa-
tion obtained in [2] is not necessarily a canonical choice, but rather arises
from the specific ansatz used for ρ - indeed, we show below that simpler
choices for the profile ρ reduce the existence of a subsolution to differential
inequalities which can be solved by prescribing velocity and acceleration of
the interfaces at time t “ 0. Indeed, given z : R ˆ r0, T s Ñ R define Ω˘ptq
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and Ωmixptq as in (13) and set
ρpx, tq “
$’&
’%
ρ` x P Ω`ptq,
0 x P Ωmixptq
ρ´ x P Ω´ptq,
(14)
where ρ` “ 1, ρ´ “ ´1 in the unstable case, and ρ` “ ´1, ρ´ “ 1 in
the stable case. This definition of ρ already determines the velocity u by
kinematic part of (10), namely the Biot-Savart rule (see Section 3 below)
div u “ 0,
curl u “ ´Bx1ρ.
(15)
Note that ρ is piecewise constant, with jump discontinuities across two in-
terfaces
(16) Γ˘ptq “ tps, zps, tq ˘ ctq : s P Ru .
It is well known [5] that, provided the interfaces are sufficiently regular, the
solution u to (15) is globally bounded, smooth in R2zpΓ` Y Γ´q with well-
defined traces on Γ˘, and the normal component is continuous across the
interfaces. In particular it follows that the normal velocity component
(17) uνpx, tq :“ upx, tq ¨
ˆ
´Bx1zpx1, tq
1
˙
is a globally defined bounded and continuous function. In particular we set
u˘ν “ uν |Γ˘ , i.e.
u˘ν ps, tq :“ uνps, zps, tq ˘ ct, tq.
Our main result in this section is as follows:
Theorem 2.3. Suppose that zps, tq “ βs`z¯ps, tq with z¯ P C1pr0, T s;C1,α˚ pRqq
satisfies
lim
tÑ0
››Btzp¨, tq ´ u˘ν p¨, tq››L8 “ 0 ,(18)
lim
tÑ0
1
t
››2Btzp¨, tq ´ u`ν p¨, tq ´ u´ν p¨, tq››L1 “ 0 .(19)
In the stable case assume in addition that }z¯p¨, 0q}L8 ă |β|. Then, there
exists T˚ P p0, T s such that there exists an admissible subsolution for (1)-(4)
on r0, T˚q with initial datum ρ0 given by (5) with z0 “ z|t“0. Furthermore,
the density of the subsolution can be chosen to satisfy (13)-(14) with any
0 ă c ă cmax, where
cmax “
#
1 in the unstable case;
1
2
|β|p|β|´}Bsz¯0}L8 q
1`|β|}Bsz¯0}L8
in the stable case.
Remark 2.4. We note that the time of existence T˚ ą 0 depends on c and
in particular T˚ Ñ 0 as cÑ cmax.
Proof. Given z “ zps, tq, c ą 0 and ρpx, tq (defined by (13)-(14)), the velocity
u is determined by (15). Therefore it remains to define m so that (10)-(11)
are satisfied in p0, T˚q ˆ R
2, with (11) a strict inequality in Ωmix. Set
m “ ρu´ p1´ ρ2qpγ ` 1
2
e2q
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for some γ “ γpx, tq, with γ ” 0 in Ω˘. Then (11) amounts to the condition
|γ| ă
1
2
in Ωmix,
whereas (10) is equivalent to div γ “ 0 in Ωmix together with two jump
conditions
(20) rρsΓ˘pBtz ˘ cq ` rmsΓ˘ ¨
ˆ
Bx1zpx1, tq
´1
˙
“ 0,
where r¨sΓ˘ denotes the jump on Γ
˘. Noting that uν in (17) is globally
well-defined and continuous, the jump conditions become
rρsΓ˘pBtz ´ u
˘
ν ˘ cq ¯
1
2
¯ γ˘ν “ 0,
where
γν “ γ ¨
ˆ
´Bx1z
1
˙
,
and γ˘ν denotes the one-sided limit limΩmixQx1Ñx γνpxq for x P Γ
˘. Choosing
γ “ ∇Kg “
ˆ
´Bx2g
Bx1g
˙
for some function g P C1pΩmixq and noting that
rρsΓ˘ “
#
1 unstable case,
´1 stable case,
the conditions (10)-(11) reduce to
|∇g| ă
1
2
in Ωmix(21)
Bτg “ pc´
1
2
q ˘ pBtz ´ u
˘
ν q on Γ
˘ (unstable case)(22)
Bτg “ ´pc`
1
2
q ¯ pBtz ´ u
˘
ν q on Γ
˘ (stable case)(23)
where
Bτgpx, tq “ γνpx, tq “ Bx1gpx, tq ` Bx2gpx, tqBx1zpx1, tq
is the tangential derivative of g along curves defined by z. We treat the
unstable and stable cases separately.
Unstable case. For s P R, t P p0, T q and λ P r´ct, cts define
gˆps, λ, tq :“ gps, zps, tq ` λ, tq
and observe that
pBτgqps, zps, tq ` λ, tq “
B
Bs
pgˆps, λ, tqq .
In order to satisfy (22) we then set
gˆps,˘ct, tq :“
ż s
0
c´ 1
2
˘ pBtz ´ u
˘
ν q ds
1,
and, more generally, for λ P r´ct, cts
gˆps, λ, tq :“
ct` λ
2ct
gˆps, ct, tq `
ct´ λ
2ct
gˆps,´ct, tq
“ spc´ 1
2
q `
λ` ct
2ct
ˆż s
0
Btz ´ u
`
ν ds
1
˙
`
λ´ ct
2ct
ˆż s
0
Btz ´ u
´
ν ds
1
˙
.
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Then
Bλgˆps, λ, tq “
1
2ct
ż s
0
`
2Btz ´ u
`
ν ´ u
´
ν
˘
ds1 ,
Bsgˆps, λ, tq “ pc´
1
2
q `
λ` ct
2ct
`
Btz ´ u
`
ν
˘
`
λ´ ct
2ct
`
Btz ´ u
´
ν
˘
.
Noting that Bλgˆps, λ, tq “ Bx2gps, zps, tq`λ, tq and Bsgˆps, λ, tq “ Bx1gps, zps, tq`
λ, tq ` Bx2gps, zps, tq ` λ, tqBx1zps, tq, from the assumptions (18)-(19) we de-
duce
}Bx2gp¨, tq}L8 Ñ 0 and }Bx1gp¨, tq ´ pc´
1
2
q}L8 Ñ 0
as tÑ 0. Therefore, for any 0 ă c ă 1 we deduce that
|∇g| ă
1
2
for sufficiently small t ą 0.
This concludes the proof in the unstable case.
Stable case. Define the one-parameter family of diffeomorphisms
Φtps, λq “
˜
s´ β
1`β2
λ
z
´
s´ β
1`β2λ, t
¯
` λ
¸
with inverse map
Ψtpx1, x2q “
ˆ
x1 `
β
1`β2 px2 ´ zpx1, tqq
x2 ´ zpx1, tq
˙
.
Since detDΦt “ 1, it follows that Φt is a global C
1-diffeomorphism of R2.
Moreover, since Φtps, λq P tx2 “ zpx1q ` λu for any s P R, it follows that Φt
maps Rˆ r´ct, cts onto Ωmix. Set
gˆps, λ, tq “ gpΦtpxq, tq.
and observe that
pBτgq
´
s´ β
1`β2
λ, z
´
s´ β
1`β2
λ, t
¯
` λ, t
¯
“
B
Bs
pgˆps, λ, tqq .
In order to satisfy (23) we set
gˆps,˘ct, tq :“
ż s¯ β
1`β2
ct
0
´pc` 1
2
q ¯ pBtz ´ u
˘
ν qps
1q ds1
and, more generally, for λ P r´ct, cts
gˆps, λ, tq :“
ct` λ
2ct
gˆps, ct, tq `
ct´ λ
2ct
gˆps,´ct, tq.
Then
Bλgˆps, λ, tq “
1
2ct
pgˆps, ct, tq ´ gˆps, ct, tqq “ ´
1
2ct
ż s
0
`
2Btz ´ u
`
ν ´ u
´
ν
˘
ds1`
`
1
2ct
ż s
s´
β
1`β2
ct
pBtz ´ u
`
ν qps
1q ds1 `
1
2ct
ż s` β
1`β2
ct
s
pBtz ´ u
´
ν qps
1q ds1 ,
Bsgˆps, λ, tq “ ´pc`
1
2
q`
´
λ` ct
2ct
`
Btz ´ u
`
ν
˘
ps´ β
1`β2
ctq ´
λ´ ct
2ct
`
Btz ´ u
´
ν
˘
ps ` β
1`β2
ctq.
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From the assumptions (18)-(19) it follows that
}Bλgˆp¨, tq}L8 Ñ 0 and }Bsgˆp¨, tq ` pc`
1
2
q}L8 Ñ 0
as t Ñ 0. Furthermore, using that ∇gpxq “ DΨT pxq∇gˆpΨpxqq, we can
estimate
|∇g| ď
1` β|Bsz¯|
1` β2
|Bsgˆ| ` p
a
1` β2 ` |Bsz¯|q|Bλgˆ|.
Therefore we obtain
|∇g| ď
1` |β|}Bsz¯}L8
1` β2
pc` 1
2
q ` op1q
as tÑ 0. Hence, provided
(24) }Bsz¯0}L8 ă |β|,
for any c ă 1
2
|β|p|β|´}Bsz¯0}L8 q
1`|β|}Bsz¯0}L8
we have |∇g| ă 1{2 for sufficiently small t ą 0.
This concludes the proof in the stable case.

3. The velocity u
In this section we derive a concrete representation formula for the velocity
u and for the normal velocity component uν defined in (17), where u is the
solution of the system (15). It is well-known [12] that for sufficiently smooth
ρ the solution v of #
div v “ 0
curl v “ ´Bx1ρ
in R2
can be written using the Biot-Savart kernel as
vpxq :“ BSp´Bx1ρq :“
1
2pi
ż
R2
px´ yqK
|x´ y|2
p´Bx1ρqpyqdy.(25)
If the density ρ is piecewise constant, with a jump across a sufficiently
smooth interface Γ, the expression for vpxq for x R Γ can be derived by
formally writing Bx1ρ as a delta distribution supported on Γ [5]. More pre-
cisely, in [5](see Section 2 therein) the following expression was derived for
the normal velocity component vν under the assumption that the interface
is given by a graph Γ “ tps, zpsqq : s P Ru with z P C1,αpRq and
ρpxq “
#
ρ` x2 ą zpx1q,
ρ´ x2 ă zpx1q.
For any x “ px1, x2q P R
2 we have
vνpxq :“ vpxq ¨
ˆ
´B1zpx1q
1
˙
“
ρ` ´ ρ´
2pi
PV
ż
R
pB1zpx1 ´ ξq ´ B1zpx1qq ξ
ξ2 ` pzpx1 ´ ξq ´ x2q2
dξ ,
(26)
where the principal value refers to the limit limRÑ8
şR
´R.
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For the convenience of the reader we recall the argument leading up to
formula (26). First of all, by writing Bx1ρ as a delta distribution supported
on Γ, from (25) one obtains
vpxq “
ρ` ´ ρ´
2pi
PV
ż
R
ˆ
zpξq ´ x2
x1 ´ ξ
˙
1
px1 ´ ξq2 ` pzpξq ´ x2q2
Bszpξq dξ
for all x R Γ. Then, by using that
PV
ż
R
Bξ log
`
px1 ´ ξq
2 ` px2 ´ zpξqq
2
˘
dξ “ 0,
we deduce
vpxq “
ρ` ´ ρ´
2pi
PV
ż
R
ˆ
1
Bszpξq
˙
x1 ´ ξ
px1 ´ ξq2 ` pzpξq ´ x2q2
dξ
from which (26) follows.
Then, for the density ρ “ ρpx, tq defined in (14) with interfaces Γ˘ in
(16), the normal velocity component (17) on Γ˘ is given by the expression
(27) u˘ν ps, tq “
ρ` ´ ρ´
4pi
PV
ż
R
Bszps´ ξ, tq ´ Bszps, tq
ξ
Φ˘pξ, s, tq dξ,
where
Φ˘pξ, s, tq “
ξ2
ξ2 ` pzps ´ ξ, tq ´ zps, tqq2
`
ξ2
ξ2 ` pzps ´ ξ, tq ´ zps, tq ¯ 2ctq2
.
Motivated by this expression, consider the following Φ-weighted variant of
the Hilbert transform:
(28) TΦpfqpsq :“
1
2pi
PV
ż
R
Bsfps´ ξq ´ Bsfpsq
ξ
Φpξ, sq dξ,
for some bounded weight-function Φ “ Φpξ, sq. For the weight we use the
following norms: first of all we assume that Φ8psq :“ lim|ξ|Ñ8Φpξ, sq exists,
Φp¨, sq P C1pRzt0uq, and set
Φ¯ “ ξ pΦ´ Φ8q , Φ8 “ lim
|ξ|Ñ8
Φpξ, sq,
Φ˜ “ ξ2Bξ
ˆ
1
ξ
Φ
˙
“ ξBξΦ´ Φ .
(29)
We introduce the norms
~Φ~0 :“ sup
sPR,|ξ|ď1
|Φpξ, sq| ` sup
sPR,|ξ|ą1
p|Φ¯pξ, sq| ` |Φ˜pξ, sq|q,
~Φ~k,α :“ max
jďk
~BjsΦ~0 ` rB
k
sΦsα ` sup
|ξ|ą1
prBks Φ¯pξ, ¨qsα ` rB
k
s Φ˜pξ, ¨qsαq,
where we use the convention that }Φpξ, ¨q} denotes a norm in the second
argument only and }Φ} denotes a norm joint in both variables. In particular
the Ho¨lder-continuity of BksΦ in both variables ξ, s is required in the norm
~Φ~k,α. Accordingly, we define the spaces
W
0 “ tΦ P L8pR2q : Φ8 and BξΦ exist, with ~Φ~0 ă 8u,
W
k,α “ tΦ PW0 : ~Φ~k,α ă 8u
We have the following version of the classical estimate on the Hilbert trans-
form T1 “ H∇ on Ho¨lder-spaces:
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Theorem 3.1. For any α ą 0, f P C1,α˚ pRq and Φ PW
0 we have
(30) sup
s
p1` |s|1`αq|TΦpfqpsq| ď C~Φ~0}f}
˚
1,α .
Moreover, for any k P N, f P Ck`1,α˚ pRq and Φ PW
k,α
(31) }TΦpfq}
˚
k,α ď C~Φ~k,α}f}
˚
k`1,α.
where the constant depends only on k and α.
Proof. We start the proof by rewriting the principal value integral in (28)
as a sum of absolutely convergent terms. To this end we split the integralş
R
dξ “
ş
|ξ|ă1 dξ `
ş
|ξ|ą1 dξ and integrate by parts in the second term. We
obtain
TΦpfqpsq “
1
2pi
ż
|ξ|ă1
Bsfps´ ξq ´ Bsfpsq
ξ
Φpξ, sq dξ
´
1
2pi
BsfpsqPV
ż
|ξ|ą1
1
ξ
Φpξ, sq dξ
`
1
2pi
pfps´ 1qΦp1, sq ` fps` 1qΦp´1, sqq
`
1
2pi
ż
|ξ|ą1
fps´ ξqBξ
ˆ
1
ξ
Φpξ, sq
˙
dξ
“
1
2pi
ż
|ξ|ă1
Bsfps´ ξq ´ Bsfpsq
ξ
Φpξ, sq dξ(I1)
´
1
2pi
Bsfpsq
ż
|ξ|ą1
1
ξ2
Φ¯pξ, sq dξ(I2)
`
1
2pi
pfps´ 1qΦp1, sq ` fps` 1qΦp´1, sqq(I3)
`
1
2pi
ż
|ξ|ą1
fps´ ξq
ξ2
Φ˜pξ, sq dξ,(I4)
where Φ¯ and Φ˜ are related to Φ as in (29).
It is easy to see that
sup
s
p1` |s|1`αq|Iipsq| ď C~Φ~0}f}
˚
1,α
for i “ 1, 2, 3. For the term I4 observe that if |ξ| ă
1
2
|s| or |ξ| ą 3
2
|s|, then
|s´ ξ| ą 1
2
|s|. Therefore we have for any |s| ą 2
|I4| ď
ż
1ă|ξ|ă
1
2
|s| or |ξ|ą
3
2
|s|
|fps´ ξq|
ξ2
|Φ˜pξ, sq| dξ `
ż
1
2
|s|ă|ξ|ă
3
2
|s|
|fps´ ξq|
ξ2
|Φ˜pξ, sq| dξ
ď C|s|´p1`αq}f}˚1,α
ż
|ξ|ą1
|Φ˜pξ, sq|
ξ2
dξ `
4}f}˚1,α
s2
ż
1
2
|s|ă|τ |ă
5
2
|s|
|Φ˜ps´ τ, sq|
1` |τ |1`α
dτ
ď C|s|´p1`αq sup
sPR,|ξ|ą1
|Φ˜pξ, sq|}f}˚1,α .
This concludes the proof of (30).
PIECEWISE CONSTANT SUBSOLUTIONS FOR MUSKAT 13
The Ho¨lder continuity of I2, I3 and I4 is easily handled analogously and
leads to the estimates
rI2s
˚
α ď C}Bsf}
˚
α sup
|ξ|ą1
}Φ¯pξ, ¨q}α ,
rI3s
˚
α ď C}f}
˚
α sup
ξ
}Φpξ, ¨q}α ,
rI4s
˚
α ď C}f}
˚
α sup
|ξ|ą1
}Φ˜pξ, ¨q}α .
Next, we consider I1 “ I1psq and write for simplicity gpsq “ Bsfpsq. For
|η| ă 1{2 let s˜ “ s´ η and write
I1ps˜q “
ż
|s´η´ξ|ă1
gpξq ´ gps˜q
s˜´ ξ
Φps˜´ ξ, s˜q dξ
“
ż
|s´ξ|ă1
gpξq ´ gps˜q
s˜´ ξ
Φps˜´ ξ, s˜q dξ ` I11,
where I11 is an integral over intervals of total length „ |η| on which |s˜´ξ| ą
1{2. Therefore
|I11| ď C|η|p1 ` |s|
1`αq´1}f}˚1,α~Φ~0.
Next, we write, with r “ 2|η|
I1ps˜q ´ I1psq ´ I11 “
ż
|s´ξ|ă1
gpξq ´ gps˜q
s˜´ ξ
Φps˜´ ξ, s˜q ´
gpξq ´ gpsq
s´ ξ
Φps´ ξ, sq dξ
“
ż
|s´ξ|ăr
gpξq ´ gps˜q
s˜´ ξ
Φps˜´ ξ, s˜q ´
gpξq ´ gpsq
s´ ξ
Φps´ ξ, sq dξ(I12)
`
ż
ră|s´ξ|ă1
gpsq ´ gps˜q
s˜´ ξ
pΦps˜´ ξ, s˜q ´ Φp0, s˜qq dξ(I13)
`
ż
ră|s´ξ|ă1
pgpξq ´ gpsqqp
1
s˜ ´ ξ
´
1
s´ ξ
qΦps˜´ ξ, s˜q, dξ(I14)
`
ż
ră|s´ξ|ă1
gpξq ´ gpsq
s´ ξ
pΦps˜ ´ ξ, s˜q ´ Φps´ ξ, sqq dξ(I15)
`
ż
ră|s´ξ|ă1
gpsq ´ gps˜q
s˜´ ξ
Φp0, s˜q, dξ.(I16)
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We can estimate each term as follows:
p1` |s|1`αq|I12| ď Crgs
˚
α}Φ}0
ż
|s´ξ|ăr
|s˜´ ξ|α´1 ` |s ´ ξ|α´1 dξ
ď Crgs˚α}Φ}0|η|
α
p1` |s|1`αq|I13| ď Crgs
˚
αrΦsα|η|
α
ż
|s´ξ|ă1
|s˜´ ξ|α´1 dξ
ď Crgs˚αrΦsα|η|
α
p1` |s|1`αq|I14| ď Crgs
˚
α}Φ}0|η|
ż
ră|s´ξ|ă1
|s´ ξ|α´1|s˜´ ξ|´1 dξ
ď Crgs˚α}Φ}0|η|
α
p1` |s|1`αq|I15| ď Crgs
˚
αrΦsα|η|
α
whereas, using that
ş
ră|s´ξ|ă1
1
s´ξ dξ “ 0
p1` |s|1`αq|I16psq| “ |gpsq ´ gps˜q||Φp0, s˜q|
ˇˇˇ
ˇˇż
ră|s´ξ|ă1
1
s˜´ ξ
´
1
s´ ξ
dξ
ˇˇˇ
ˇˇ
ď Crgs˚α}Φ}0|η|
α .
We conclude that
}I1}
˚
α ď C}Φ}α}Bsf}
˚
α,
and this finally proves (31) for k “ 0. For k ě 1 the estimate follows from
differentiating the terms I1psq, . . . , I4psq with respect to s and applying the
Leibniz rule. 
We close this section by showing that, under quite general conditions, Φ˘
belongs to the weight-space W0:
Lemma 3.2. Suppose that z “ zps, tq “ βs`z¯ps, tq with z¯ P Cpr0, T s;C1,αpRqq
for some 0 ă α ă 1, β P R and T ă 8. Then Φ˘ PW
0 with suptPr0,T s ~Φ˘~0 ă
8.
Proof. First of all we easily see that
sup
s,ξ,t
|Φ˘pξ, s, tq| ď 2.
For simplifying the notation, set
(32) Ztpξ, sq “
zps, tq ´ zps´ ξ, tq
ξ
“
ż
1
0
Bszps´ τξ, tq dτ,
so that we may write for any ξ ‰ 0
Φ˘ “
1
1` Z2t
`
1
1` pZt ˘
2ct
ξ
q2
.
Moreover, observe that supξ,s |Ztpξ, sq| ď }Bsz}L8 and, since Zt “ β `
z¯ps,tq´z¯ps´ξ,tq
ξ
, lim|ξ|Ñ8Ztpξ, sq “ β uniformly in s P R. Therefore, with
the notation from (29),
Φ8˘ “
2
1` β2
,
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and
Φ˘ “ ξ
β2 ´ Z2t
p1` Z2t qp1` β
2q
` ξ
β2 ´ pZt ˘
2ct
ξ
q2
p1` pZt ˘
2ct
ξ
q2qp1` β2q
.
Since
sup
s,ξ
|ξpZt ˘
2ct
ξ
´ βq| “ sup
s,ξ
|z¯ps, tq ´ z¯ps ´ ξ, tq ˘ 2ct| ď 2}z¯}L8 ` 2ct,
we deduce that
sup
s,|ξ|ą1
|Φ˘| ď C,
with the constant C depending on }z¯}L8 , β, c and T .
Next, we calculate:
ξBξΦ˘ “
´2ZtξBξZt
p1` Z2t q
2
`
´2pZt ˘
2ct
ξ
qpξBξZt ¯
2ct
ξ
q
p1` pZt ˘
2ct
ξ
q2q2
.
Since
ξBξZt “ Bszps´ξ, tq´
zps, tq ´ zps´ ξ, tq
ξ
“ Bsz¯ps´ξ, tq´
z¯ps, tq ´ z¯ps´ ξ, tq
ξ
,
we deduce that sups,|ξ|ą1 |ξBξΦ˘| and hence sups,|ξ|ą1 |Φ˜˘| is bounded uni-
formly in t P r0, T s. This concludes the proof.

4. Construction of the curve z
In this section we construct a function z “ zps, tq satisfying the conditions
of Theorem 2.3. In order to motivate the construction, observe that (18)-
(19) suggest that it suffices to specify z up to order t2. Therefore we start
by formally calculating the expressions for the initial velocity u˘ν |t“0 and
initial symmetrized acceleration Bt|t“0
u`ν `u
´
ν
2
.
Let z “ zps, tq “ βs` z¯ps, tq with z¯ P C2pr0, T q;C1,α˚ pRqq for some β P R
and α P p0, 1q. Using the expression (27) and the notation introduced in
(28) we have
u˘ν “
ρ` ´ ρ´
2
TΦ˘z,
where ρ˘ “ ˘1 in the unstable case and ρ˘ “ ¯1 in the stable case. This
difference in sign has no effect on the computations and on Theorem 4.4
below, therefore we will from now on treat the unstable case without loss of
generality. Hence, in particular
u˘ν
ˇˇ
t“0
“ u0ν :“ TΦ0 z¯0,
where
(33) Φ0pξ, sq :“
2ξ2
ξ2 ` pz0ps´ ξq ´ z0psqq2
and z0psq “ zps, 0q. Observe that although Φ˘pξ, sq Ñ Φ0pξ, sq as tÑ 0 for
any ξ ‰ 0, the limit is not uniform in ξ, therefore in particular Φ˘ Û Φ0 in
the norm of W0. Nevertheless we have
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Lemma 4.1. Assume that zps, tq “ βs` z¯ps, tq with z¯ P C0pr0, T q;C1,α˚ pRqq
for some β P R and α P p0, 1q. Then for any f P C1,α˚ pRq
lim
tÑ0
sup
sPR
p1` |s|1`αq
ˇˇ
TΦ˘fpsq ´ TΦ0fpsq
ˇˇ
“ 0.
Proof. In analogy with (32) we set
(34) Z0pξ, sq “
z0psq ´ z0ps´ ξq
ξ
,
so that Φ0 “
2
1`Z2
0
. In the following we consider without loss of generality
Φ`ptq ´ Φ0.
As pointed out above, the limit limtÑ0 Φ`ptq is not uniform in ξ because
of the singularity at ξ “ 0. Therefore we need to modify the argument in
the proof of (30). To this end recall the decomposition
TΦ`f ´ TΦ0f “ TpΦ`ptq´Φ0qf “ I1 ` I2 ` I3 ` I4
in the proof of Theorem 3.1 and focus for the moment on the term
I1ps, tq “
1
2pi
ż
|ξ|ă1
Bsfps´ ξq ´ Bsfpsq
ξ
pΦ` ´Φ0qpξ, s, tq dξ.
Using the definition of Φ` and Φ0 we write for ξ ‰ 0
Φ` ´ Φ0 “
1
1` Z2t
`
1
1` pZt `
2ct
ξ
q2
´
2
1` Z2
0
“
Z0 ` Zt
p1` Z2
0
qp1` Z2t q
pZ0 ´ Ztq `
Z0 ` Zt `
2ct
ξ
p1` Z2
0
qp1` pZt `
2ct
ξ
q2q
pZ0 ´ Zt ´
2ct
ξ
q.
It is easy to see that supξ,s,t |Φ`| ď 2. Moreover
sup
ξ,s
|Zt ´ Z0| ď sup
s
|Bszps, tq ´ Bsz0psq|
tÑ0
ÝÑ 0,
sup
t1{2ă|ξ|
|2ct
ξ
| ď 2ct1{2
tÑ0
ÝÑ 0,
hence
(35) lim
tÑ0
sup
t1{2ă|ξ|,sPR
|Φ`pξ, s, tq ´ Φ0pξ, sq| “ 0.
On the other hand, by splitting the integral
ş
|ξ|ă1 dξ “
ş
|ξ|ăt1{2 dξ`
ş
t1{2ă|ξ|ă1 dξ
we can estimate
p1` |s|1`αq|I1ps, tq| ďCrBsf s
˚
αpsup
ξ,s
|Φ`| ` |Φ0|q
ż
|ξ|ăt1{2
|ξ|α´1 dξ`
` CrBsf s
˚
α
`
sup
t1{2ă|ξ|,s
|Φ` ´ Φ0|
˘ ż
t1{2ă|ξ|ă1
|ξ|α´1 dξ
ďCrBsf s
˚
α
´
tα{2 ` sup
t1{2ă|ξ|,s
|Φ` ´ Φ0|
¯
.
Hence
lim
tÑ0
sup
s
p1` |s|1`αq|I1ps, tq| “ 0.
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Next, from (35) we equally deduce
lim
tÑ0
sup
s
p1` |s|1`αq|I3ps, tq| “ 0.
Concerning I2, note that for |ξ| ą 1
|ξ||Φ` ´Φ0| “ |ξ|
ˇˇˇ
ˇˇ Z20 ´ Z2t
p1` Z2
0
qp1` Z2t q
`
Z20 ´ pZt `
2ct
ξ
q2
p1` Z2
0
qp1 ` pZt `
2ct
ξ
q2q
ˇˇˇ
ˇˇ
ď C sup
|ξ|ą1,s
p|Z0| ` |Zt|q
´
|ξ| |Z0 ´ Zt| ` |ξ|
ˇˇˇ
Z0 ´ Zt ´
2ct
ξ
ˇˇˇ¯
ď C}Bsz}L8 p|ξ| |Z0 ´ Zt| ` 2ctq .
Since also
sup
|ξ|ą1,sPR
|ξ| |Z0 ´ Zt| ď 2 sup
sPR
|zps, tq ´ z0psq| Ñ 0 as tÑ 0,
we deduce that limtÑ0 sup|ξ|ą1,sPR |pΦ` ´ Φ0qpξ, s, tq| “ 0 and consequently
lim
tÑ0
sup
s
p1` |s|1`αq|I2ps, tq| “ 0.
Finally, let us look at I4, which requires bounding ξBξpΦ` ´ Φ0q. Observe
that
ξBξZt “ Bszps ´ ξ, tq ´
zps, tq ´ zps ´ ξ, tq
ξ
,
so that
sup
s,ξ
|ξBξZt| ď 2 sup
s
|Bszps, tq| and sup
s,ξ
|ξBξpZt ´ Z0q| ď 2 sup
s
|Bszps, tq´Bsz0psq| .
It then follows by a simple calculation that limtÑ0 sup|ξ|ą1,sPR |ξBξpΦ` ´
Φ0qpξ, s, tq| “ 0 and hence
lim
tÑ0
sup
s
p1` |s|1`αq|I4ps, tq| “ 0.
This concludes the proof of the Lemma. 
Next, in order to evaluate BBt
ˇˇ
t“0
u`ν `u
´
ν
2
, we first calculate
Φ` ` Φ´
2
´ Φ0 “
Z20 ´ Z
2
t
2p1 ` Z2
0
q
˜
2
1` Z2t
`
1
1` pZt `
2ct
ξ
q2
`
1
1` pZt ´
2ct
ξ
q2
¸
looooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooon
∆regΦ
`
1
1` Z2
0
ˆ
´2ctZtξ ´ 2c
2t2
ξ2 ` pZtξ ` 2ctq2
`
2ctZtξ ´ 2c
2t2
ξ2 ` pZtξ ´ 2ctq2
˙
loooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooon
∆singΦ
.
Moreover, let
(36) Φ1pξ, sq “
B
Bt
ˇˇˇ
ˇ
t“0
Φ` ` Φ´
2
“
´4Z0Z
1
0
p1` Z2
0
q2
.
where z10psq “ Btzps, 0q and Z
1
0pξ, sq “
z1
0
psq´z1
0
ps´ξq
ξ
. For the regular part
∆regΦ we have
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Lemma 4.2. Assume z “ zps, tq “ βs` z¯ps, tq with z¯ P C1pr0, T q;C1,α˚ pRqq
for some β P R and α P p0, 1q. Then for any f P C1,α˚ pRq
lim
tÑ0
sup
sPR
p1` |s|1`αq
ˇˇ
1
t
T∆regΦfpsq ´ TΦ1fpsq
ˇˇ
“ 0.
Proof. Observe that
Zt ´ Z0
t
´ Z 10 “
ż
1
0
Bszps´ τξ, tq ´ Bsz0ps ´ τξq
t
´ BtBsz0ps´ τξq dτ,
and by assumption
sup
sPR
ˇˇˇ
ˇBszps, tq ´ Bsz0psqt ´ BtBsz0psq
ˇˇˇ
ˇÑ 0 as tÑ 0.
Therefore
sup
s,ξ
ˇˇˇ
ˇZt ´ Z0t ´ Z 10
ˇˇˇ
ˇÑ 0 as tÑ 0.
Now write
1
t
∆regΦ´ Φ1 “
Z20 ´ Z
2
t
2tp1` Z2
0
q
pΦ` ` Φ´ ´ 2Φ0q `
2Φ0
1` Z2
0
ˆ
Z20 ´ Z
2
t
2t
` Z0Z
1
0
˙
.
Since
Z2
0
´Z2t
2tp1`Z2
0
q
is uniformly bounded in s, ξ as tÑ 0, the first summand can
be dealt with exactly as in the proof of Lemma 4.1. On the other hand
the second summand converges to zero uniformly in s, ξ as t Ñ 0. This
concludes the proof. 
Next we analyse the singular part ∆singΦ:
Lemma 4.3. Assume z “ zps, tq “ βs` z¯ps, tq with z¯ P C0pr0, T q;C1,α˚ pRqq
for some β P R and α P p0, 1q. Then, for any f P C2pRq
(37) lim
tÑ0
1
2pit
ż
|ξ|ă1
Bsfps´ ξq ´ Bsfpsq
ξ
∆singΦpξ, s, tq dξ “ cB
2
sfpsqσpsq
for any s P R, where
σ “
1´ pBszq
2
p1` pBszq2q2
ˇˇˇ
ˇ
t“0
.
Moreover, if in addition f P C2,α˚ pRq, then
(38) lim
tÑ0
sup
sPR
p1` |s|1`αq
ˇˇ
1
t
pT∆singΦfqpsq ´ cB
2
sfpsqσpsq
ˇˇ
“ 0.
Proof. We begin by performing the change of variables ξ ÞÑ ξ
t
in the integral:
1
2pit
ż
|ξ|ă1
Bsfps´ ξq ´ Bsfpsq
ξ
∆singΦpξ, s, tq dξ “
“
1
2pi
ż
|ξ|ă
1
t
Bsfps´ tξq ´ Bsfpsq
tξ
Ψtpξ, sq dξ,
where
Ψtpξ, sq “ ∆singΦptξ, s, tq “
´4c2p4c2 ` p1´ 3Z2t qξ
2q
p1` Z2
0
qpξ2 ` pZtξ ` 2cq2qpξ2 ` pZtξ ´ 2cq2q
.
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Since supξ,s,t |Zt| ď }Bsz}L8 and
ξ2 ` pZtξ ˘ 2cq
2 “
4c2
1` Z2t
` p1` Z2t q
ˆ
ξ ˘
2Ztc
1` Z2t
˙2
ě
4c2
1` }Bsz}2L8
,
it follows that
(39) |Ψtpξ, sq| ď
C
1` |ξ|2
,
where the constant depends only on }Bsz}L8 and on c ą 0. Furthermore,
since
lim
tÑ0
Z0ptξ, sq “ lim
tÑ0
Ztptξ, sq Ñ Bsz0psq for all ξ, s P R,
we deduce that for any ξ, s P R
Ψ0pξ, sq “ lim
tÑ0
Ψtpξ, sq
“
1
1` pBsz0q2
ˆ
´2cξBsz0 ´ 2c
2
ξ2 ` pξBsz0 ` 2cq2
`
2cξBsz0 ´ 2c
2
ξ2 ` pξBsz0 ´ 2cq2
˙
,
where we write z0 “ z|t“0. Finally, since f P C
2pRq, we have
sup
|tξ|ă1
ˇˇˇ
ˇBsfps´ tξq ´ Bsfpsqtξ
ˇˇˇ
ˇ ď sup
|s´s1|ă1
|B2sfps
1q|,
so that, from the Lebesgue dominated convergence theorem we deduce that
lim
tÑ0
1
2pi
ż
|ξ|ă
1
t
Bsfps´ tξq ´ Bsfpsq
tξ
Ψtpξ, sq dξ “ ´
B2sfpsq
2pi
ż
R
Ψ0pξ, sq dξ.
Noting that the bound (39) applies also to Ψ0 and Bsz0 is independent of ξ,
we may evaluate the integral
ş
R
Ψ0 dξ using elementary methods. Indeed,
we calculate for any constants a P R and c ą 0
Ia,c “
1
2pi
ż
R
´2acξ ´ 2c2
p1` a2qξ2 ` 4acξ ` 4c2
`
2acξ ´ 2c2
p1` a2qξ2 ´ 4acξ ` 4c2
dξ
“
1
2pi
ż
R
ac
1` a2
ˆ
2p1` a2qξ ´ 4ac
p1` a2qξ2 ´ 4acξ ` 4c2
´
2p1` a2qξ ` 4ac
p1` a2qξ2 ` 4acξ ` 4c2
˙
dξ
`
1
2pi
2c2pa2 ´ 1q
1` a2
ż
R
1
p1` a2qξ2 ` 4acξ ` 4c2
`
1
p1` a2qξ2 ´ 4acξ ` 4c2
dξ
“
1
2pi
ac
1` a2
lim
RÑ8
„
log
p1` a2qξ2 ´ 4acξ ` 4c2
p1` a2qξ2 ` 4acξ ` 4c2
R
´R
`
1
2pi
2c2pa2 ´ 1q
p1` a2q2
ż
R
2
ξ2 ` 4c
2
p1`a2q2
dξ
“
1
2pi
2cpa2 ´ 1q
1` a2
ż
R
1
1` ξ2
dξ “ ´c
1´ a2
1` a2
.
Therefore
1
2pi
ż
R
Ψ0pξ, sq dξ “ ´c
1´ Bsz0psq
2
p1` pBsz0psqq2q2
,
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hence the proof of (37) follows.
In order to show (38) we again start with the decomposition
1
t
T∆singΦf “ I1 ` I2 ` I3 ` I4
as in the proof of Theorem 3.1. We claim that
(40) sup
s
p1` |s|1`αq|I1psq ´ cB
2
sfpsqσpsq| Ñ 0 as tÑ 0,
and for k “ 2, 3, 4
(41) sup
s
p1` |s|1`αq|Ikpsq| Ñ 0 as tÑ 0.
The proof of (41) follows from the observation that 1
t
∆singΦ and ξBξ
1
t
∆singΦ
are bounded uniformly in s P R, |ξ| ě 1. The claim (40) is equivalent to
showing limtÑ0 Jt “ 0, where
Jt “ sup
s
p1` |s|1`αq
ˇˇˇ
ˇˇż
|ξ|ă
1
t
Bsfps´ tξq ´ Bsfpsq
tξ
Ψt dξ `
ż
R
B2sfpsqΨ0 dξ
ˇˇˇ
ˇˇ .
Let ε ą 0 and fix R ą 1 so that
ş
|ξ|ąR |Ψt| dξ ă ε for all t ě 0 (by the bound
(39) this is possible). Moreover, fix 0 ă δ ă 1 so that
sup
sPR
p1` |s|1`αq
ˇˇˇ
ˇBsfpsq ´ Bsfps´ ηqη ´ B2sfpsq
ˇˇˇ
ˇ ă ε
for all 0 ă |η| ă δ. This is possible if f P C2,α˚ pRq since we can write
Bsfpsq ´ Bsfps´ ηq
η
´ B2sfpsq “
ż
1
0
rB2sfps´ τηq ´ B
2
sfpsqs dτ.
Then, for any t ą 0 with tR ă δ we have
Jt ď sup
s
p1` |s|1`αq
ˇˇˇ
ˇˇż
|ξ|ăR
Bsfps´ tξq ´ Bsfpsq
tξ
Ψt ` B
2
sfpsqΨ0 dξ
ˇˇˇ
ˇˇ
` sup
s
p1` |s|1`αq
ż
|ξ|ąR
ˇˇˇ
ˇBsfps´ tξq ´ Bsfpsqtξ Ψt
ˇˇˇ
ˇ` ˇˇB2sfpsqΨ0ˇˇ dξ
ď sup
s
p1` |s|1`αq
ż
|ξ|ăR
ˇˇˇ
ˇBsfps´ tξq ´ Bsfpsqtξ ` B2sfpsq
ˇˇˇ
ˇ |Ψt| dξ
` }f}˚2,α
ż
|ξ|ăR
|Ψt ´Ψ0| dξ ` }f}
˚
2,α
ż
|ξ|ąR
|Ψt| ` |Ψ0| dξ
ď Cp1` }f}˚2,αqε` }f}
˚
2,α
ż
|ξ|ăR
|Ψt ´Ψ0| dξ.
Using once more the bound (39) we deduce that lim suptÑ0 Jt ď Cp1 `
}f}˚2,αqε. Since ε ą 0 was arbitrary, it follows that limtÑ0 Jt “ 0, concluding
the proof of (40) and thence the proof of (38). 
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Using Lemmas 4.2 and 4.3 we can calculate
B
Bt
ˇˇˇ
ˇ
t“0
u`ν ` u
´
ν
2
“ lim
tÑ0
1
t
ˆ
u`ν ` u
´
ν
2
´ u0ν
˙
“ lim
tÑ0
1
t
TˆΦ``Φ´
2
´Φ0
˙z0 ` TˆΦ``Φ´
2
˙ z´z0
t
“ TΦ1 z¯0 ` TΦ0z
1
0 ` cB
2
sz0σpsq,
where σ is the function defined in Lemma 4.3. This motivates our choice of
zps, tq:
Theorem 4.4. Assume that z0psq “ βs` z¯0psq with z¯0 P C
3,α
˚ pRq for some
0 ă α ă 1 and β P R. Let
zps, tq “ z0psq ` tz1psq `
1
2
t2z2psq,
where
z1 :“ TΦ0 z¯0,
z2 :“ TΦ0z1 ` TΦ1 z¯0 ` cσB
2
sz0,
with σ “ 1´pBsz0q
2
p1`pBsz0q2q2
. Then zps, tq “ βs`z¯ps, tq with z¯ P C2pr0,8q;C1,α˚ pRqq
and with this choice of z the conditions (18)-(19) of Theorem 2.3 are satisfied.
Proof.
Step 1: Estimating z1 and z2. We begin by showing that z1 P C
2,α
˚ pRq and
z2 P C
1,α
˚ pRq. First of all, since Bsz0 P C
2pRq with B2sz0 P C
1,α
˚ pRq, it follows
that σ P C2pRq with σ, Bsσ, B
2
sσ P L
8pRq and consequently cσB2sz0 P C
1,α
˚ pRq.
Therefore, according to estimate (31) in Theorem 3.1 it suffices to show that
Φ0 P W
2,α and Φ1 P W
1,α, where Φ0 and Φ1 are defined in (33) and (36)
above.
The proof that Φ0 P W
0 follows entirely along the lines of the proof of
Lemma 3.2: Since lim|ξ|Ñ8Z0 “ β we see that Φ
8
0 “
2
1`β2 . Note also that
sup
ξ,s
|ξpZ0 ´ βq| “ sup
ξ,s
|z¯0psq ´ z¯0ps´ ξq| ď 2}z¯0}0.
Therefore
Φ¯0 “ 2ξ
β2 ´ Z2
0
p1` Z2
0
qp1` β2q
“ 2
β ` Z0
p1` Z2
0
qp1 ` β2q
pξpZ0 ´ βqq
is bounded uniformly in ξ, s. Similarly, we calculate
ξBξΦ0 “
´4Z0
p1` Z2
0
q2
ξBξZ0
and
ξBξZ0 “ Bsz0ps´ ξq ´
z0psq ´ z0ps´ ξq
ξ
“ Bsz¯0ps´ ξq ´
z¯0psq ´ z¯0ps´ ξq
ξ
.
We deduce that also Φ˜0 is uniformly bounded. This shows that Φ0 PW
0.
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Next, we calculate:
BsΦ0 “
´4Z0BsZ0
p1` Z2
0
q2
, B2sΦ0 “
16Z20 pBsZ0q
2
p1` Z2
0
q3
´
4pBsZ0q
2 ` 4Z0B
2
sZ0
p1` Z2
0
q2
.
Note that, since Bsz0 P C
2,αpRq, the function Z0pξ, sq satisfies Z0 P C
2,αpR2q
and this implies Φ0 P C
2,αpR2q. Furthermore, proceeding as above, it follows
easily that ξBksZ0 is bounded uniformly for s P R, |ξ| ą 1 for k “ 1, 2,
and hence the same is true for ξBksΦ0. Analogously, ξBξB
k
sZ0 is bounded
uniformly for s P R, |ξ| ą 1 for k “ 0, 1, 2, hence the same is true for
ξBξB
k
sΦ0. This implies that BsΦ0, B
2
sΦ0 PW
0.
In the same manner we deduce that for k “ 1, 2
|ξ||BksZ0pξ, s1q ´ B
k
sZ0pξ, s2q| ď|B
k
s z0ps1q ´ B
k
s z0ps2q|
` |Bks z0ps1 ´ ξq ´ B
k
s z0ps2 ´ ξq|
ď2rBks z0sα|s1 ´ s2|
α
and similarly, for |ξ| ą 1 and k “ 1, 2
|ξ||BξB
k
sZ0pξ, s1q ´ BξB
k
sZ0pξ, s2q| ď prB
k`1
s z0sα ` 2rB
k
s z0sαq|s1 ´ s2|
α
This shows that Φ0 PW
2,α.
We next proceed with Φ1. First of all, from Theorem 3.1 and the above
we deduce that z1 P C
2,α
˚ . Comparing the expressions for Φ1 and BsΦ0 we
see that the estimates for Φ1 may be obtained exactly as above, by replacing
Bsz0 by z1 where appropriate and noting that both functions are in C
2,α. In
this way we deduce that Φ1 PW
1,α.
Step 2: The estimate (18). Using (27)-(28) we have
u˘ν ´ Btz “
`
TΦ˘ z¯0 ` tTΦ˘z1 `
1
2
t2TΦ˘z2
˘
´ pz1 ` tz2q,
whereas, by our choice of z1
TΦ˘ z¯0 ´ z1 “ TΦ˘ z¯0 ´ TΦ0 z¯0.
Since z¯0, z1, z2 P C
1,α
˚ pRq by Step 1, Lemmas 3.2 and 4.1 imply that
lim
tÑ0
sup
s
p1` |s|1`αq|u˘ν ps, tq ´ Btzps, tq| “ 0.
In particular (18) follows.
Step 3: The estimate (19). As in Step 2, using (27)-(28), our choice of z1, z2
and the linearity of Φ ÞÑ TΦ, we have
1
t
ˆ
u`ν ` u
´
ν
2
´ Btz
˙
“
1
t
ˆ
TΦ``Φ´
2
z¯0 ´ z1
˙
` TΦ``Φ´
2
z1 ´ z2 `
t
2
TΦ``Φ´
2
z2
“
`
1
t
T∆regΦz¯0 ´ TΦ1 z¯0
˘
`
`
1
t
T∆singΦz¯0 ´ cB
2
s z¯0σpsq
˘
`
ˆ
TΦ``Φ´
2
z1 ´ TΦ0z1
˙
`
ˆ
t
2
TΦ``Φ´
2
z2
˙
.
Since z¯0 P C
2,α
˚ pRq and z1, z2 P C
1,α
˚ pRq, Lemmas 3.2, 4.1, 4.2 and 4.3 are
applicable, and we conclude that
lim
tÑ0
sup
s
p1` |s|1`αq
ˇˇˇ
ˇ1t
ˆ
u`ν ps, tq ` u
´
ν ps, tq
2
´ Btzps, tq
˙ˇˇˇ
ˇ “ 0.
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In particular (19) follows.

5. Symmetric piecewise constant densities
The subsolution (and corresponding admissible weak solutions) constructed
in the previous sections have a mixing zone with a maximal expansion rate
of cmax “ 1 in the unstable case, whereas the maximal expansion rate reach-
able with the construction in [2] is cmax “ 2. In this section we show that
with a more general piecewise constant density the method of this paper is
applicable to reach the expansion rate cmax “ 2 as well – indeed, this is easily
achieved by approximating the linear density function from [2] by a piece-
wise constant density. From now on we restrict attention to the unstable
case, with ρ` “ 1 and ρ´ “ ´1.
Let N P N and define 2N interfaces
(42) Γ˘i “ tx P R2|x2 “ zpx1, tq ˘ citu, i “ 1, . . . , N,
where 0 ă c1 ă c2 ă . . . ă cN are arbitrary velocities and zps, tq is the
parametrization of a curve for t P r0, T s. The open regions between neigh-
bouring interfaces are defined as
Ω0ptq “ tx P R2 : ´c1t ă x2 ´ zpx1, tq ă c1tu ,
ΩN ptq “ tx P R2 : x2 ą zpx1, tq ` cN tu,
Ω´N ptq “ tx P R2 : x2 ă zpx1, tq ´ cN tu,
(43)
and for i “ 1, . . . , N ´ 1
Ωiptq “ tx P R2 : zpx1, tq ` cit ă x2 ă zpx1, tq ` ci`1tu,
Ω´iptq “ tx P R2 : zpx1, tq ´ ci`1t ă x2 ă zpx1, tq ´ citu.
(44)
Analogously to (14) we set
(45) ρpx, tq “
i
N
for x P Ωiptq, i “ ´N, . . . ,N,
so that we have a constant density jump of 1
N
across each boundary Γ˘i.
The mixing zone is then
Ωmix “
N´1ď
i“´pN´1q
Ωi “ tx P R2| ´ cN t ă x2 ´ zpx1, tq ă cN tu.
With the density defined in this way, the velocity u can be obtained as
in Section 3, in particular we have the expression for the normal velocity
component:
upiqν ps, tq :“ u ps, zps, tq ` cit, tq ¨
ˆ
´Bszps, tq
1
˙
“
Nÿ
j“1
1
2piN
PV
ż
R
Bszps´ ξ, tq ´ Bszps, tq
ξ
Φijpξ, s, tq dξ
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for i “ ´N . . . N , i ‰ 0, where
Φi,jpξ, s, tq “
ξ2
ξ2 ` pzps ´ ξ, tq ´ zps, tq ´ pci ´ cjqtq2
`
ξ2
ξ2 ` pzps ´ ξ, tq ´ zps, tq ´ pci ` cjqtq2
and we have set c´i “ ´ci for i “ 1, . . . , N .
Theorem 5.1. Suppose that zps, tq “ βs`z¯ps, tq with z¯ P C1pr0, T q;C1,α˚ pRqq
satisfies
lim
tÑ0
1
t
›››››Btzp¨, tq ´
Nÿ
i“1
u
piq
ν p¨, tq ` u
p´iq
ν p¨, tq
2N
›››››
L1
“ 0,(46)
lim
tÑ0
›››Btzp¨, tq ´ up˘iqν p¨, tq›››
L8
“ 0 for all i “ 1 . . . N .(47)
Moreover, let
0 ă ci ă
2i´ 1
N
i “ 1, . . . , N.(48)
Then there exists T˚ P p0, T q such that there exists an admissible subsolution
for (1)-(4) on r0, T˚s with initial datum ρ0 given by (5) in the unstable case
with z0 “ z|t“0. Furthermore, the density of the subsolution satisfies (43)-
(45).
Proof. We proceed as in the proof of Theorem 2.3 and set
m “ ρu´ p1´ ρ2qpγ ` 1
2
e2q,
with
γ “ ∇Kgpiq in Ωi, i “ ´N . . . N,
where gpNq “ gp´Nq “ 0 and gpiq P C1pΩiq for i “ ´pN ´ 1q . . . pN ´ 1q are
to be determined. Then, (11) amounts to the conditions
|∇gpiq| ă
1
2
in Ωi i “ ´pN ´ 1q . . . pN ´ 1q,
and (10) reduces to jump conditions (20) on each interface: for any i “
1, . . . , N
Bτg
p˘pi´1qq “
1
1´ p i´1
N
q2
#
ci
N
´
2i´ 1
2N2
`
`
1´ p i
N
q2
˘
Bτg
p˘iq ˘
Btz ´ u
p˘iq
ν
N
+
“ hp˘iq `
1´ p i
N
q2
1´ p i´1
N
q2
Bτg
p˘iq on Γ˘i ,(49)
with
hp˘iqps, tq “
1
1´ p i´1
N
q2
#
ci
N
´
2i´ 1
2N2
˘
Btz ´ u
p˘iq
ν
N
+
and
Bτgpx, tq “ Bx1gpx, tq ` Bx2gpx, tqBx1zpx1, tq.
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Since gp˘Nq “ 0, we may use this expression to inductively define gp˘pN´1qq,
gp˘pN´2qq, . . . , gp˘1q as
gp˘iqpx1, tq “
ż x1
0
hp˘pi`1qqps1, tq `
1´ p i`1
N
q2
1´ p i
N
q2
Bτg
p˘pi`1qqps1, tq ds1.(50)
Note that by our choice gp˘iq for i ‰ 0 is a function of x1, t only, therefore
Bτg
p˘iq “ Bx1g
p˘iq “ hp˘pi`1qq `
1´ p i`1
N
q2
1´ p i
N
q2
Bx1g
p˘pi`1qq
for i “ 1, . . . , pN ´ 1q. Now, by (47) we have }Btz ´ u
˘i
ν }L8 “ op1q as tÑ 0
for all i “ 1, . . . , N , so that
hp˘pi`1qq “
1
1´ p i
N
q2
"
ci`1
N
´
2i` 1
2N2
*
` op1q .
Using inductively (49) we then obtain
Bx1g
p˘iq “
1
1´ p i
N
q2
Nÿ
j“i`1
ˆ
cj
N
´
2j ´ 1
2N2
˙
` op1q .
From (48) we have |
cj
N
´ 2j´1
2N2
| ă 2j´1
2N2
, so thatˇˇˇ
ˇˇ Nÿ
j“i`1
ˆ
cj
N
´
2j ´ 1
2N2
˙ˇˇˇˇˇ ď Nÿ
j“i`1
2j ´ 1
2N2
“
N2 ´ i2
2N2
.
We deduce that for i “ 1, . . . , N we have Bx2g
p˘iq “ 0 and
(51)
›››Bx1gp˘iqp¨, tq ´ 12›››
L8
Ñ 0 as tÑ 0.
It remains to construct gp0q in Ω0. As in the proof of Theorem 2.3 we define
for s P R, t P p0, T q and λ P r´c1t, c1ts the function
gˆps, λ, tq :“ gp0qps, zps, tq ` λ, tq
and set, in accordance with (49) with i “ 1,
gˆps, λ, tq “
c1t` λ
2c1t
ˆż s
0
php`1q ` p1´ 1
N2
qBx1g
p`1qqds1
˙
`
c1t´ λ
2c1t
ˆż s
0
php´1q ` p1´ 1
N2
qBx1g
p´1qqds1
˙
“s
ˆ
c1
N
´
1
2N2
˙
`
λ` c1t
2c1tN
ˆż s
0
Btz ´ u
p`1q
ν ds
1
˙
`
λ´ c1t
2c1tN
ˆż s
0
Btz ´ u
p´1q
ν ds
1
˙
`
ˆ
1´
1
N2
˙ˆ
c1t` λ
2c1t
gp`1qps, tq `
c1t´ λ
2c1t
gp´1qps, tq
˙
.
Using (47), (48) and (51) we deduce that
(52)
›››Bx1gp0qp¨, tq ´ 12›››
L8
Ñ 0 as tÑ 0.
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Furthermore, we have
Bλgˆ “
1
2c1tN
ż s
0
2Btz ´ u
p`1q
ν ´ u
p´1q
ν ds
1 `
1
2c1t
ˆ
1´
1
N2
˙´
gp`1q ´ gp´1q
¯
.
Now, from (49) and the choice gp˘Nq “ 0 we obtain
Bx1g
p1q ´ Bx1g
p´1q “
N
N2 ´ 1
Nÿ
j“2
2Btz ´ u
p`jq
ν ´ u
p´jq
ν ,
so that
Bλgˆ “
1
c1t
ż s
0
˜
Btz ´
Nÿ
j“1
u
p`jq
ν ` u
p´jq
ν
2N
¸
ds1.
In particular, since Bλgˆ “ Bx2g
p0q, it follows from (46) that
(53)
›››Bx2gp0qp¨, tq›››
L8
Ñ 0 as tÑ 0.
From (51), (52) and (53) we finally deduce that
|∇gpiq| ă
1
2
for all i for sufficiently small t ą 0.
This concludes the proof. 
We now construct a curve z “ zps, tq satisfying (46)-(47) analogously to
the construction in Section 4. Indeed, assume that zps, tq “ βs` z¯ps, tq with
z¯ P C1pr0, T s;C1,α˚ pRqq for some 0 ă α ă 1 and β P R. Recall that
up˘iqν “
1
N
Nÿ
j“1
TΦ˘i,jz
for i “ 1, . . . , N . Note that for any i, j
Φ˘i,j|t“0 “
2ξ2
ξ2 ` pz0ps´ ξq ´ z0psqq2
“ Φ0,
where Φ0 is defined in (33). Lemma 4.1 applies to show that
lim
tÑ0
sup
sPR
p1` |s|1`αq
ˇˇ
TΦ˘i,jfpsq ´ TΦ0fpsq
ˇˇ
“ 0
whenever f P C1,α˚ pRq. We deduce
(54) lim
tÑ0
sup
sPR
p1` |s|1`αq
ˇˇˇ
up˘iqν psq ´ TΦ0 z¯0psq
ˇˇˇ
“ 0,
where z¯0 “ z¯|t“0. Next, we calculate
B
Bt
ˇˇ
t“0
u
piq
ν `u
p´iq
ν
2
. To this end set,
analogously to Section 4,
∆Φi,j “
Φi,j ` Φ´i,j
2
´ Φ0 “ ∆regΦij `∆singΦij
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where
∆regΦij “
Z2
0
´ Z2t
2p1` Z2
0
q
˜
1
1` pZt ` pci ´ cjq
t
ξ
q2
`
1
1` pZt ´ pci ´ cjq
t
ξ
q2
`
1
1` pZt ` pci ` cjq
t
ξ
q2
`
1
1` pZt ´ pci ` cjq
t
ξ
q2
¸
and
∆singΦij “
1
1` Z2
0
˜
´pci ´ cjqtZtξ ´
pci´cjq2
2
t2
ξ2 ` pZtξ ` pci ´ cjqtq2
`
pci ´ cjqtZtξ ´
pci´cjq2
2
t2
ξ2 ` pZtξ ´ pci ´ cjqtq2
`
´pci ` cjqtZtξ ´
pci`cjq
2
2
t2
ξ2 ` pZtξ ` pci ` cjqtq2
`
pci ` cjqtZtξ ´
pci`cjq
2
2
t2
ξ2 ` pZtξ ´ pci ` cjqtq2
¸
.
As in Lemma 4.2, we have
lim
tÑ0
sup
sPR
p1` |s|1`αq
ˇˇ
1
t
T∆regΦijfpsq ´ TΦ1fpsq
ˇˇ
“ 0
whenever f P C1,α˚ pRq and, using Lemma 4.3,
lim
tÑ0
sup
sPR
p1` |s|1`αq
ˇˇ
1
t
T∆singΦijfpsq ´ cijB
2
sfpsqσpsq
ˇˇ
“ 0
whenever f P C2,α˚ pRq, where cij “
1
2
|ci ´ cj | `
1
2
|ci ` cj | “ maxpci, cjq.
Consequently,
(55)
B
Bt
ˇˇˇ
ˇ
t“0
1
N
Nÿ
i“1
u
piq
ν `u
p´iq
ν
2
“ TΦ1 z¯0 ` TΦ0z
1
0 ` c¯B
2
sz0σ,
where
c¯ “
1
N2
Nÿ
i,j“1
maxpci, cjq,
and z1
0
and Φ1 are defined in (36) in Section 4. From these considerations
we deduce
Theorem 5.2. Assume that z0psq “ βs` z¯0psq with z¯0 P C
3,α
˚ pRq for some
0 ă α ă 1 and β P R. Let
zps, tq “ z0psq ` tz1psq `
1
2
t2z2psq,
where
z1 :“ TΦ0 z¯0,
z2 :“ TΦ0z1 ` TΦ1 z¯0 ` c¯σB
2
sz0,
with σ “ 1´pBsz0q
2
p1`pBsz0q2q2
and c¯ “ 1
N2
řN
i,j“1maxpci, cjq. Then zps, tq “ βs `
z¯ps, tq with z¯ P C2pr0,8q;C1,α˚ pRqq and with this choice of z the conditions
(46)-(47) of Theorem 5.1 are satisfied.
The proof is entirely analogous to the proof of Theorem 4.4, based on the
above calculations and Lemmas 4.1, 4.2 and 4.3.
Finally, observe that for the subsolution obtained in Theorem 5.1 the rate
of expansion of the mixing zone is given by cn ă
2n´1
n
“ 2´ 1
n
, so that any
expansion rate c ă 2 is obtainable by choosing n sufficiently large.
28 CLEMENS FO¨RSTER AND LA´SZLO´ SZE´KELYHIDI JR.
References
[1] Bardos, C., Sze´kelyhidi Jr., L., and Wiedemann, E. Non-uniqueness for the
Euler equations: The effect of the boundary. Dedicated to the memory of Professor
Mark Vishik. Uspekhi Mat. Nauk 69:2(416) (2014), 3–22.
[2] Castro, A., Co´rdoba, D., and D.Faraco. Mixing solutions for the Muskat prob-
lem. arXiv:1605.04822[math.AP] (2016).
[3] Constantin, P., F.Gancedo, Vicol, V., and Shvydkoy, R. Global regularity for
2D Muskat equation with finite slope. ArXiv: 150701386 (2015).
[4] Co´rdoba, D., Faraco, D., and F.Gancedo. Lack of uniqueness for weak solutions
of the incompressible porous media equation. Arch.Ration.Mech.Anal.,200,3 (2011),
725–746.
[5] Co´rdoba, D., and F.Gancedo. Contour dynamics of incompressible 3-D fluids in a
porous medium with different densities. Comm. Math. Phys. 273,2 (2007), 445–471.
[6] De Lellis, C., and Sze´kelyhidi Jr, L. The Euler equations as a differential inclu-
sion. Ann. of Math. (2) (2009).
[7] De Lellis, C., and Sze´kelyhidi Jr., L. On admissibility criteria for weak solutions
of the Euler equations. Arch. Ration. Mech. Anal. 195(1) (2010), 225–260.
[8] De Lellis, C., and Sze´kelyhidi Jr., L. The h-principle and the equations of fluid
dynamics. Bull. Amer. Math. Soc. (N.S.)49(3) (2012), 347–375.
[9] E.Chiodaroli, De Lellis, C., and Kreml, O. Global ill-posedness of the isentropic
system of gas dynamics. Comm.Pure Appl. Math. (2014).
[10] F.Otto. Evolution of microstructure in unstable porous media flow: a relaxational
approach. Comm. Pure Appl. Math., 52, 7 (1999), 873–915.
[11] F.Otto. Evolution of microstructure: an example. in Ergodic theory, analysis, and
efficient simulation of dynamical systems, Springer (2001), 501–522.
[12] Majda, A. J., and Bertozzi, A. L. Vorticity and incompressible flow. volume 27 of
Cambridge Texts in Applied Mathematics. Cambridge University Press, Cambridge
(2002).
[13] Saffman, P. G., and Sir Geoffrey Taylor, F. R. S. The penetration of a fluid
into a porous medium or Hele-Shaw cell containing a more viscous liquid. Proc. R.
Soc. Lond. A 245, 1242 (June 1958), 312–329.
[14] Scheffer, V. An inviscid flow with compact support in space-time. J. Geom. Anal.
(1993).
[15] Shnirelman, A. I. On the nonuniqueness of weak solution of the Euler equation.
Comm. Pure Appl. Math. (1997).
[16] Sze´kelyhidi Jr., L. Weak solutions to the incompressible Euler equations with vor-
tex sheet initial data. C.R.Acad.Sci. Paris Ser. I Math. 349, 19-20 (2011), 1063–
1066.MR2842999.
[17] Sze´kelyhidi Jr., L. Relaxation of the incompressible Porous Media Equation.
Ann.Sci.E´c.Norm.Supe´r.,45,3 (2012), 491–509.
[18] Wiedemann, E. Existence of weak solutions for the incompressible Euler equations.
Ann. Inst. H. Poincar Anal. Non Linaire 28, 5 (2011), 727–730.
[19] Wooding, R. A., and Morel-Seytoux, H. J.Multiphase fluid flow through porous
media. Annual review of fluid . . . (1976).
Institut fu¨r Mathematik, Universita¨t Leipzig, D-04103 Leipzig, Germany
E-mail address: clemens.foerster@math.uni-leipzig.de
Institut fu¨r Mathematik, Universita¨t Leipzig, D-04103 Leipzig, Germany
E-mail address: laszlo.szekelyhidi@math.uni-leipzig.de
