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Abstract Channel estimation algorithms and their imple-
mentations for mobile receivers are considered in this paper.
The 3GPP long term evolution (LTE) based pilot struc-
ture is used as a benchmark in a multiple-input multiple-
output (MIMO) orthogonal frequency division multiplex-
ing (OFDM) receiver. The decision directed (DD) space-
alternating generalized expectation-maximization (SAGE)
algorithm is used to improve the performance from that of
the pilot symbol based least-squares (LS) channel estima-
tor. The performance is improved with high user velocities,
where the pilot symbol density is not sufficient. Mini-
mum mean square error (MMSE) filtering is also used
in estimating the channel in between pilot symbols. The
pilot overhead can be reduced to a third of the LTE pilot
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overhead with DD channel estimation, obtaining a ten per-
cent increase in data throughput. Complexity reduction and
latency issues are considered in the architecture design.
The pilot based LS, MMSE and the SAGE channel esti-
mators are implemented with a high level synthesis tool,
synthesized with the UMC 0.18 μm CMOS technology
and the performance-complexity trade-offs are studied. The
MMSE estimator improves the performance from the sim-
ple LS estimator with LTE pilot structure and has low power
consumption. The SAGE estimator has high power con-
sumption but can be used with reduced pilot density to
increase the data rate.
Keywords Channel estimation · MMSE · SAGE · EM ·
ASIC
1 Introduction
Multiple-input multiple-output (MIMO) systems offer an
increase in capacity or diversity. Orthogonal frequency divi-
sion multiplexing (OFDM) is a popular technique for wire-
less high data rate transmission because it enables efficient
use of the available bandwidth and a simple implementa-
tion. The combination of MIMO and OFDM is a popular
wireless access scheme and it has been adopted in the third
generation partnership project (3GPP) long term evolution
(LTE) and LTE advanced (LTE-A) standards [1] as well
as in the Worldwide Interoperability for Microwave Access
(WiMAX) system.
The reference signals or pilot symbols [2] used in chan-
nel estimation are placed in the OFDM time-frequency grid
at certain intervals in the LTE system [1]. The interval may
not be sufficiently short when the user velocity is high and
the channel is fast fading. The high mobility scenario, which
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is included in the LTE-A requirements, calls for the use
of spatial multiplexing when the channel state information
(CSI) at the transmitter becomes outdated for transmission
adaptation. Furthermore, the pilot overhead increases with
the number of MIMO streams. It becomes more problem-
atic as the number of antennas in the system increases.
Additionally, channel estimation based on only pilot sym-
bols does not utilize the channel information available in
the data decisions. Decision directed (DD) channel estima-
tion can be used to improve the performance by exploiting
the information on the non-pilot symbols or to reduce the
pilot overhead by transmitting data symbols instead of pilot
symbols.
The least-squares (LS) method attempts to minimize the
squared difference between the received signal and the
known pilot symbols or the data decisions [3]. Maximum
likelihood (ML) channel estimation is equivalent to LS
estimation with additive white Gaussian noise when the
number of pilot symbols is larger than the channel length
[4]. The recursive LS (RLS) algorithm can be used to
enhance the channel estimation performance but it is most
suitable for slow fading channels [5]. Using the LS channel
estimation with data decisions would incur a high complex-
ity in the receiver due to the large matrix inversion. The
expectation-maximization (EM) algorithm [6] can be used
to calculate the maximum likelihood (ML) estimate itera-
tively, avoiding the matrix inversion. The space-alternating
generalized expectation-maximization (SAGE) algorithm
[7, 8] provides faster convergence than the traditional EM
algorithms. The SAGE algorithm has been considered for
channel estimation jointly with detection and decoding in
[9] and for MIMO-OFDM in [10]. Minimum mean square
error (MMSE) filtering can be used in channel estimation
to improve the performance by including the time domain
(TD) and spatial correlation in the estimation [11, 12]. An
implementation of an approximate linear MMSE channel
estimator was presented in [13] and an implementation of a
channel estimator for fading channels was discussed in [14]
and [15]. The performance and the complexity in number of
multiplications of the LS and SAGE algorithms were pre-
sented in [16] but the MMSE algorithm or implementations
of the channel estimation algorithms were not included.
Several algorithms for channel estimation in high velocity
scenarios have been proposed. However, the actual imple-
mentation cost or a performance-complexity comparison of
the algorithms has not been previously discussed. Thus, this
is the scope of the paper.
In this paper, performance of the LS, MMSE and SAGE
channel estimation algorithms is studied using the LTE
pilot symbol structure [1] as a benchmark. Two throughput
decreasing issues are addressed, namely the fast fading or
high mobility scenario with insufficient pilot symbol den-
sity and the high pilot overheads from the MIMO pilot
symbols. The SAGE channel estimator is used in the iter-
ative receiver to improve the performance when the pilot
symbol density is too low, i.e. in high velocity cases. MMSE
filtering is also used in between pilot symbols to improve
the channel estimates and the performance is compared to
that of the SAGE estimator. The throughput can be increased
by replacing some of the pilot symbols with data symbols
and using the SAGE algorithm to compensate for the per-
formance loss caused by the decreased pilot density. The
theoretical complexity of the channel estimation algorithms
is presented and some complexity-performance trade-off
aspects of the SAGE algorithm are considered. The archi-
tecture and implementation results in gate counts and power
consumption for the pilot symbol based LS, MMSE and the
DD SAGE channel estimators are presented for the 2 × 2
and 4 × 4 antenna systems. For a more energy efficient
solution, a longer latency for the channel estimator is con-
sidered. The impact of generating a timely channel estimate
for the detector on the performance and complexity is then
discussed.
The paper is organized as follows. The system model is
presented in Section 2. The channel estimation algorithms
are introduced in Section 3 and the performance exam-
ples are discussed in Section 4. Some complexity reducing
techniques are considered in Section 5, the implementation
results are presented in Section 6 and the conclusions are
drawn in Section 7.
2 System Model
An OFDM based spatial multiplexing MIMO transmission
system with N transmit (TX) and M receive (RX) antennas,
where N ≤ M , is considered in this paper. The LTE stan-
dard specifies a maximum of two separately encoded data
streams [1]. Layered space-time architecture with horizon-
tal encoding is applied, i.e. the two data streams are encoded
and decoded separately. In the 4 × 4 antenna system, each
of the two streams are multiplexed onto two antennas; the
first stream is multiplexed onto the first and second antenna
and the second stream onto the third and fourth antenna. The
system model is shown in Fig. 1. The soft symbol estimates
from the decoder are used in the channel estimation.
The received frequency domain (FD) signal vector y(n)
on the mRth receive antenna at discrete time index n after
the discrete Fourier transform (DFT) can be described as
y
mR
(n) = X(n)FhmR(n) + wmR(n), (1)
where X(n) = [X1, ..., XN ] ∈ CP×NP is the transmitted
signal over P subcarriers and N transmit antennas, wmR ∈
C
P Gaussian noise, F = IN ⊗F is a NP ×NL matrix from
the DFT matrix with [F]u,s = 1√
P
e−j2πus/P , u = 0, ..., P−
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Figure 1 The MIMO-OFDM transceiver.
1, s = 0, ..., L − 1, L is the length of the channel impulse
response and hmR ∈ CNL is the time domain channel vec-
tor from the transmit antennas to the mRth receive antenna.
The entries of the diagonal matrix XmT ∈ CP×P are from a
complex quadrature amplitude modulation (QAM) constel-
lation  and || = 2Q, where Q is the number of bits per
symbol and mT = 1, ..., N and mR = 1, ...,M .
The cell-specific reference signal or pilot symbol posi-
tions in LTE resource elements are illustrated in Fig. 2,
where the downlink slot consist of OFDM symbols i, where
i = 0, .., 6 for the normal cyclic prefix [1]. Each element
in the grid corresponds to a resource element. Reference
signals are transmitted in the first, second and fifth OFDM
symbols. The reference signals in the first antenna port are
illustrated with black, in the second with vertical stripes,
in the third with horizontal stripes and in the fourth port
with diagonal stripes. Nothing is transmitted on the other
antenna ports when a reference signal is transmitted on one
antenna port. The reference signals for each antenna port are
mapped to every 6th resource element in frequency. Quadra-
ture phase shift keying (QPSK) modulated reference signals
are assumed.
Figure 2 The LTE pilot structure.
The pilot overhead in the 2 × 2 MIMO is roughly 9.5 %
and in the 4 × 4 MIMO 14 %. With 8 × 8 MIMO the
pilot overhead could be more than 20 % when the demod-
ulation reference signals are used. In LTE-A, user specific
or demodulation reference signals are specified to support
up to 8 transmit antennas [1]. With spatial multiplexing,
demodulation reference signals can be transmitted for all
antennas in the last two OFDM symbols in a slot. Ref-
erence signals for up to four antennas can be transmitted
in the same subcarrier and orthogonal cover codes are
used to achieve time and frequency domain orthogonal-
ity. The demodulation reference signals can be used with
precoding so that the channel estimate obtained from the
reference signals corresponds to the precoded channel. The
demodulation reference signals are not considered in this
paper.
3 Channel Estimation
The receiver structure is presented in Fig. 3. The LS channel
estimator is used in calculating the channel estimates from
pilot symbols. The received signal vector is transformed into
frequency domain before the LS channel estimation. The LS
channel estimate can be filtered with an MMSE filter. The
channel impulse response result from the LS or MMSE esti-
mator has to be transformed into frequency domain for the
detector with the second fast Fourier transform (FFT). The
DD SAGE channel estimator can be used in addition to the
LS estimator. The pilot based LS estimator provides initial
channel estimates for the SAGE. The soft symbols are cal-
culated from the decoder outputs and are transformed into
time domain for the SAGE channel estimator. The SAGE
channel estimator also takes the time domain received signal
as input.
3.1 LS Channel Estimation
The LS estimate of the channel can be calculated as
hˆLSmR(n) =
(
FHXH(n)X(n)F
)−1
FHXH(n)y
mR
(n), (2)
where X contains the pilot symbols or if used in a DD
mode, the symbol decisions. The calculation of the LS chan-
nel estimate from the pilot symbols is simple as the matrix
Figure 3 The receiver structure.
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inversion can be calculated in advance and the only calcula-
tion to be performed in real time is multiplication with the
received signal. When using the LS estimator in a DD mode,
the NL×NL matrix inversion induces a high computational
complexity.
3.2 MMSE Channel Estimation
In order to exploit the time domain correlation of the chan-
nel and to take into account the impact of the noise, the LS
channel estimate can be filtered with an MMSE filter [3]
hˆMMSEmR,mT ,l(n) = WHmR,mT ,l(n)hˆLSmR,mT ,l, (3)
where the LS channel estimate vector for the lth tap from
the mT th transmit antenna to the mRth receive antenna
hˆLSmR,mT ,l =
[
hˆLSmR,mT ,l(n1)...hˆ
LS
mR,mT ,l
(nNP )
]T ∈ CNP ×1
(4)
contains the LS channel estimates from the duration of the
filtering window. NP is the number of OFDM symbols with
pilot symbols in a filtering window and mT = 1, ..., N and
mR = 1, ...,M are the transmit and receive antenna indices.
The filtering vector WmR,mT ,l(n) is defined as
WmR,mT ,l(n) = −1hˆLSmR,mT ,l
HmR,mT ,l, (5)
where the cross-covariance matrix between hmR,mT ,l(n) and
hˆLSmR,mT ,l is
mR,mT ,l = [ρ(n − n1)...ρ(n − nNP )]hl (6)
and the auto-covariance matrix is
hˆLSmR,mT ,l
=
⎡
⎢⎣
ρ(n1 − n1) · · · ρ(n1 − nNP )
...
. . .
...
ρ(nNP − n1) · · · ρ(nNP − nNP )
⎤
⎥⎦hmR,mT ,l
+w. (7)
The noise covariance matrix w = σ 2I ∈ R(Np×Np),
hmR,mT ,l = E
(
h∗mR,mT ,lhmR,mT ,l
)
and ρ(n − n′) is the
temporal correlation between the channel taps at times n
and n′ [12]. In order to avoid the calculation of the spa-
tial correlation hl , it can be left out from Eqs. 6 and
7. This only has a minor impact on the performance as
presented in Section 4. It also enables the use of pre-
calculated MMSE filter coefficients, where the predeter-
mined values for σ 2 and user velocity are used. The
coefficients can be calculated for a set of σ 2 and veloc-
ity values and the coefficients closest to the estimated
values can be used. Since ρ(n − n) = 1 and w con-
tains σ 2 on its diagonal, the precalculated coefficients
can be obtained by substituting the known values in Eq. 5.
The MMSE filter coefficients can be then precalculated as
⎡
⎢⎣
1 + σ 2 · · · ρ(n1 − nNP )
...
. . .
...
ρ(nNP − n1) · · · 1 + σ 2
⎤
⎥⎦
−1 ⎡
⎢⎣
ρ(n − n1)
...
ρ(n − nNP )
⎤
⎥⎦ ,
(8)
where the temporal correlation is distributed according to
Jake’s model and can be written as
ρ(n − n′) = J0(2πfd(n − n′)TB) (9)
and J0 denotes the zeroth-order Bessel function of the first
kind, fd is the Doppler frequency and TB is the OFDM
symbol duration.
3.3 SAGE Channel Estimation
The EM algorithms consist of an expectation and a max-
imization step. The “complete” data is estimated in the
expectation step and the channel estimate is updated in the
maximization step. The frequency domain SAGE algorithm
provides an iterative solution of the decision directed LS
estimate in Eq. 2. The time domain SAGE algorithm [17]
can be used instead of the FD SAGE channel estimator to
avoid the matrix inversion required with non-constant enve-
lope modulations. The time domain received signal o is
viewed as the “incomplete” data and z as the “complete”
data, which is iteratively updated along with the channel
estimate hˆmT ,mR,l(n). The time domain symbol estimates
from the decoder are denoted as x¯. The time domain SAGE
algorithm calculates the channel estimates with iterations
zˆ
(i)
mT ,mR,l
= zˆ(i)mT ,mR,l +
⎡
⎣omR −
MT∑
m′T =1
L−1∑
l′=0
zˆ
(i)
m′T ,mR,l′
⎤
⎦ (10)
hˆ
(i+1)
mT ,mR,l
(n) = x¯
H
mT ,l
zˆ
(i)
mT ,mR (n)
x¯HmT ,l x¯mT ,l
(11)
zˆ
(i+1)
mT ,mR,l
(n) = x¯mT,l hˆ(i+1)mT ,mR,l (12)
zˆ
(i+1)
m′′T ,mR,l′′
(n) = zˆ(i)
m′′T ,mR,l′′
(13)
The channel estimator is initialized with the channel esti-
mate hˆ(0)mT ,mR,l from the previous OFDM symbol as
zˆ
(0)
mT ,mR,l
(n) = x¯mT,l hˆ(0)mT ,mR,l . (14)
4 Performance Comparison
The simulation parameters are presented in Table 1 and the
vehicular channel model parameters [18] in Table 2. The
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Table 1 Simulation parameters.
Coding Turbo coding with 1/2 code rate
Carrier frequency 2.4 GHz
Modulation scheme 16-QAM
Number of subcarriers 512 (300 used), 5 MHz bandwidth
Symbol duration 71.4 μs
simulator for the MIMO fading channel model was intro-
duced in [19] and it includes temporal, spatial and spectral
correlation. The detector used in the simulations is a K-best
list sphere detector (LSD) [20] with list size 8 in the 2 × 2
antenna system and 16 in the 4 × 4 antenna system. Turbo
coding was performed over one OFDM symbol. The user
velocities of 50 km/h and 100 km/h were assumed where
the corresponding Doppler frequencies were 111 Hz and
222 Hz.
Mitigation of inter-carrier interference (ICI) caused by
very high mobile velocities is out of the scope of this
work. The remaining frequency offset after frequency syn-
chronization may be modeled with increased noise at the
receiver [21]. Furthermore, the algorithms considered in this
paper are not among the most suitable algorithms for very
high velocities where the ICI would be the most dominant.
The throughput can be increased by using half of the LTE
reference signals along with the decision directed channel
estimation. The pilot symbols are then transmitted only in
the first OFDM symbol in a slot and data is transmitted
instead of pilot symbols in the other OFDM symbols which
is denoted in the figures as 1 pilot. In this scenario, the pilot
symbols are transmitted in the same subcarriers in the first
OFDM symbol as in the LTE scheme. Channel estimation
can be performed over several slots but this decreases the
performance in high velocity scenarios.
In the following simulation results, LS channel estima-
tion is used on the OFDM symbols with pilot symbols
and the SAGE algorithm is used on the OFDM symbols
without reference signals. The performance of the SAGE
algorithm with transmitted data as the feedback, i.e. genie
aided SAGE, is also shown in the figures. With the genie
aided mode, pilots are transmitted in one OFDM symbol per
slot where the LS estimator is used in estimating the chan-
nel. The MMSE channel estimator is precalculated with the
Table 2 Channel model parameters.
Number of paths 6
Path delays [0, 310, 710, 1090, 1730, 2510] ns
Path powers −[0, 1, 9, 10, 15, 20] dB
BS/MS antenna spacing 4 λ/ λ/2
BS average angle of departure 50◦
MS average angle of arrival 67.5◦
BS/MS azimuth spread 2 or 5◦/ 35◦
velocity of 70 km/h and the SNR of 26.5 dB in the 4 × 4
antenna system and 16.5 dB in the 2 × 2 antenna case as
they were found to be suitable for most of the simulation
cases. MMSE filtering is performed over one slot with the
LTE pilot structure and over two slots with pilots in only
one OFDM symbol as the MMSE filter needs at least two
channel estimates to perform well. The filtering window is
shifted when a new channel estimate is available from the
LS estimator in order to obtain the most current estimates.
This also decreases the latency from the case where channel
estimation is performed on the whole slot before detection.
Increasing the size of the filtering window with LTE pilot
structure does not improve the performance.
The performance of the channel estimation algorithms
is presented in Fig. 4 with a 4 × 4 antenna system. The
communication system performance is usually character-
ized by frame error rate (FER). The transmission throughput
is defined to be equal to the nominal information trans-
mission rate of information bits times (1−FER). With pilot
symbols in one OFDM symbol in a slot, denoted as 1 pilot,
pilot symbols for all antennas are transmitted in the 1st
OFDM symbol. The MMSE and SAGE estimators are able
to compensate for the performance loss from the decreased
pilot symbol density, unlike the LS estimator. The perfor-
mance of the MMSE estimator is almost as good as with
the SAGE estimator with the LTE pilot structure but when
the pilot density is decreased, the performance difference
is larger. The more dense LTE pilot structure can also have
a positive impact on the performance in the lower SNRs
where the quality of the received signal is worse.
The mean square error (MSE) results with a 100 km/h
user velocity are shown in Fig. 5 where results of the MMSE
filter with the known velocity, SNR and spatial correlation
are also presented. The difference in performance of the
MMSE filter with the known parameters is small to that
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Figure 4 4 × 4 16-QAM data transmission throughput vs. SNR with
different pilot densities and 50 km/h user velocity.
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Figure 5 4 × 4 16-QAM MSE vs. SNR with different channels and
100 km/h user velocity.
of the MMSE filter with fixed parameters. Channel models
with different amounts of correlation were used. The highly
correlated channel is generated with the BS azimuth spread
of 2 degrees and the moderately correlated channel with an
azimuth spread of 5 degrees. The average channel condition
number is 90 for the correlated channel, 30 for the moder-
ately correlated channel and 10 for the uncorrelated channel.
The condition number can be calculated as the ratio of the
maximum and minimum singular value σ1/σN , where the
singular values are obtained from the diagonal matrix 
with the singular value decomposition of the channel matrix
H = UVH. The performance is poor in the correlated
channel. This is mostly due to the fact that the detector does
not perform well in the highly correlated channel. This also
has an impact on the performance of the SAGE algorithm
as the quality of feedback from the detector is not high. The
benefit obtained with the SAGE algorithm increases in the
moderately correlated and uncorrelated channels.
The LTE pilot symbols for four transmit antennas were
transmitted in different OFDM symbols in the slot. Trans-
mitting pilot symbols for all four antennas in the same
OFDM symbol in a slot improves the SAGE performance
especially with high user velocities because there is no need
to combine the channel estimate of the two antennas in
the current OFDM symbol with the channel estimate of
the other two antennas from the previous OFDM symbol.
The SAGE estimator also gets a better initial guess of the
channel when all pilot symbols are transmitted in the same
slot and is able to estimate the channel well in the deci-
sion directed mode. With the LTE pilots, the MMSE filter
performs well. However, the performance of the MMSE
estimator degrades when the pilot symbol density decreases,
i.e. the MMSE estimator needs a sufficient pilot symbol
density to perform well. The MMSE estimator cannot be
used effectively to improve the throughput by transmitting
fewer pilots unlike the SAGE channel estimator.
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Figure 6 4 × 4 16-QAM data transmission throughput vs. SNR with
estimated channel tap delays and 50 km/h user velocity.
The channel length and the delays of the taps were
assumed to be known in the previous simulation results.
However, in practice they would have to be estimated.
Figure 6 shows the performance with estimated channel
tap delays where only five taps were estimated when the
number of channel taps was six. The tap delays were esti-
mated by calculating a LS estimate hˆ for 20 taps and using
the diagonal values PLS = diag
(
hˆHhˆ
)
to determine the
strongest paths. Five paths from the estimated paths were
used in channel estimation in Fig. 6. The genie aided SAGE
estimator also uses only five channel taps. The performance
degrades with the estimated taps compared to the known tap
delays in Fig. 4 but the performance difference between the
channel estimation algorithms does not change.
5 Complexity Reduction in Channel Estimation
The complexity of an algorithm can be measured, to some
extent, by the number multiplications and additions per-
formed during a certain processing time. The complexity of
the time domain SAGE algorithm in number of multiplica-
tions is Nc(8LNMSi + 4N) and in the number of additions
Nc((2NL + 7)LNMSi + 2N), where Nc is the number
of subcarriers, L is the length of the channel and Si is the
number of SAGE iterations; 2N divisions are also needed.
The number of multiplications in the LS channel estimator
is 4NrLN , where Nr is the number of pilot symbols. The
number of multiplications in the decision directed LS would
be more than 12 million in a corresponding system when
performing the NL × NL matrix inversion, where N = 2,
L = 6 and Nc = 512 [17]. This is more than 60 times
higher than in the DD SAGE estimator. The number of mul-
tiplications for obtaining the MMSE channel estimates with
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precalculated coefficients is 2NMLNP B, where B is the
length of the filtering window and Np is the number of LS
channel estimates used in the MMSE filtering.
5.1 SAGE Feedback Reduction
The feedback to the SAGE channel estimator, i.e. the num-
ber of data symbols calculated from the decoder outputs can
be reduced. This lowers the complexity of the SAGE estima-
tor but can cause some performance degradation. Figure 7
shows the performance with different numbers of feedback
data symbols used in the SAGE channel estimation. SAGE
with three iterations is equivalent to the SAGE with 1 pilot
curve in Fig. 4. The number of multiplications and the per-
formance degradation with different numbers of iterations
Si , channel taps L and feedback symbols used is presented
in Table 3 in a system with 512 subcarriers. With half of
the feedback symbols, every other subcarrier is used in the
channel estimation. This decreases the complexity of the
channel estimation almost by half. The performance can
be increased with a higher number of SAGE iterations.
In the 2 × 2 antenna case, a 0.5 dB performance degra-
dation is observed when using every 4th symbol and 2
SAGE iterations. With 3 SAGE iterations, there is no per-
formance degradation compared to using all the symbols.
The estimation of the first 5 channel taps only will decrease
the complexity but the performance will also degrade. A
good performance with lower complexity can be achieved
by estimating 6 taps with 1/4 of symbols and 4 SAGE
iterations.
As a comparison, there are 4800 multiplications in the
pilot symbol based LS channel estimator in the 2×2 system
and 9600 in the 4 × 4 system. The number of multipli-
cations in the list sphere detector used in simulations are
142 k in the 2 × 2 system and 984 k in the 4 × 4 system
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Figure 7 4 × 4 16-QAM data transmission throughput vs. SNR with
different numbers of used symbols and 50 km/h user velocity.
Table 3 Number of multiplications with different numbers of itera-
tions and symbols.
Symbols Si L Perf. degradation Mult.
2 × 2
512 2 6 − 200704
256 2 6 ±0 dB 100352
128 3 6 ±0 dB 74752
128 2 6 −0.5 dB 50176
4 × 4
512 2 6 − 794624
256 3 6 ±0 dB 593920
256 2 6 −[2 − 4] dB 397312
256 3 5 −[1 − 2] dB 495616
128 3 6 −[3 − 5] dB 296960
128 4 6 −0.5 dB 395264
[22]. The complexity in terms of multipliers is almost half
of that of a sphere detector but the achievable performance
improvement can be significant.
5.2 Latency-Performance Trade-off
The LS channel estimation from the pilot symbols can
be performed before detection in order to have a timelier
channel estimate. However, the latency requirement of the
channel estimator is less strict if channel estimation can
be performed during detection. This can also have a major
impact on the complexity. The alternative latencies in the
receiver are presented in Fig. 8. In the top part of the figure,
the channel estimators have a latency of one OFDM symbol,
i.e. there is a delay in the channel estimates. Pilot symbols
are received in the first OFDM symbol. The LS estimator
then calculates the channel estimate during the detection of
all data symbols in the first OFDM symbol. The LS channel
estimate is used in the detection of the second OFDM sym-
bol and as an input to the MMSE estimator or the SAGE
estimator. The SAGE channel estimation can be performed
when the decoding of the code word has finished. The data
decisions of the first OFDM symbol are used to calculate the
SAGE channel estimate while detecting the second OFDM
symbol. The channel estimate is then used in the detec-
tion of the third symbol. Thus, the channel estimate used
in the estimation is an estimate of the channel experienced
two OFDM symbols ago. The other alternative is to use the
result from the decision directed channel estimation in the
detection of the next symbol as shown in the bottom part
of the figure. The channel estimate used in detection corre-
sponds to the channel experienced in the previous OFDM
symbol. The MMSE estimator can be used to predict a more
current channel estimate from the delayed LS estimates as
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Figure 8 Receiver latency
alternatives; delay/no delay in
channel estimation.
the coefficients can be adjusted according to the delay of the
LS estimate.
The performance of the channel estimators with different
delays are presented in Fig. 9 with a 50 km/h user velocity.
The results with delay in channel estimation are obtained
with the scheduling from the top part of Fig. 8 and the results
with no delay from the bottom part. The LS estimator was
used with the LTE pilot structure and the SAGE estimator
with a decreased pilot density, i.e. pilot symbols are trans-
mitted in one OFDM symbol per slot. The impact of the
delay on the performance increases with the user velocity.
With 100 km/h user velocity, the performance degradation
is more significant with the delayed channel estimation. The
impact is high especially on the SAGE estimator which is
sensitive to the initial guess, i.e. the channel estimate from
the previous OFDM symbol.
6 Implementation of LS, MMSE and SAGE Channel
Estimation
High level synthesis (HLS) is used to obtain the implemen-
tation results in this paper. Even though HLS tools have
been developed for decades, only the tools developed in the
last decade have gained a more widespread interest. The
main reasons for this are the use of an input language, such
as C, familiar to most designers, the good quality of results
and their focus on digital signal processing (DSP) [23].
HLS tools are especially interesting in the context of rapid
prototyping where they can be used for architecture explo-
ration and to produce designs with different parameters.
The design process starts with a high level description of
the functionality of the block. In this work, C code is used as
the input language to the HLS tool. The high level descrip-
tion may have to be modified before being suitable for the
HLS tool. In general, HLS tools first compile the input
description, after which they allocate hardware resources
and schedule the design before generating the register trans-
fer level (RTL) implementation. Without any timing and
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Figure 9 4 × 4 16-QAM data transmission throughput vs. SNR with
different delays and 50 km/h user velocity.
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allocation constraints in the input file, the generation of dif-
ferent architectures by changing the parameters in the tool
is possible.
Catapult  C Synthesis tool [24] was used in the imple-
mentation of the receivers. It synthesizes algorithms written
in ANSI C++ and SystemC into hardware. This single
source methodology allows designers to pick the best archi-
tecture for a given performance/area/power specification
while minimizing design errors and reducing the overall ver-
ification burden. While the results may not always be as
optimal as with hand-coded HDL, the tool allows exper-
imenting with different architectures in a short amount
of time and the comparison of different algorithms can
be made, provided they are implemented with the same
tool. The Synopsys Design Compiler was used in synthe-
sizing the VHDL along with the UMC 0.18 μm CMOS
technology. The FFTs are not included in the complex-
ity estimations. The complexity and power consumption of
each channel estimator is comparable only to other chan-
nel estimators presented in this paper as the results depend
on the used implementation method and library. However,
a few other channel estimation implementations from the
literature will be briefly discussed.
6.1 Architecture and Memory Requirements
The pilot symbol based LS channel estimator includes
complex multiplications of the LS coefficients G and the
received data symbols. The calculation of each LNM chan-
nel coefficient includes P/N complex multiplications after
which the results are added together. For a 2 × 2 antenna
system, there are 80 channel coefficients to be calculated.
The operations and their scheduling in the LS estimator in
the 4×4 antenna system are shown in Fig. 10. The HLS tool
performed the scheduling and resource allocation based on
the constraints. The multiply and accumulate (MAC) opera-
tions for the real and complex part of the channel coefficient
were scheduled in three clock cycles. The two multipliers
from the first cycle can then be reused in the second cycle.
As the LTE pilots are transmitted for two streams in one
OFDM symbol, only half of the channel coefficients can be
calculated. The 50 MAC operations were scheduled to be
performed in 150 cycles with a 102 MHz clock frequency
when a 71 μs delay was allowed for channel estimation.
This leads to the three cycle schedule in Fig. 10.
The MMSE channel estimator consists of multiplications
of the LS channel estimates with real valued coefficients.
Each MMSE channel estimate coefficient hˆMMSEmR,mT ,l is a
composite of the NP LS estimates from the filtering period.
With the 4 × 4 system, NP = 3 and the filtering period
is 7 OFDM symbols. The MMSE channel estimator then
performs 6 multiplications and 4 additions for each com-
plex valued channel coefficient. The operations and the
Figure 10 The operations and schedule of the LS channel estimator.
schedule of the MMSE estimator are presented in Fig. 11.
One multiplier can be reused for all the multiply operations.
The architecture of the SAGE channel estimator for a
2 × 2 antenna system is presented in Fig. 12. Each block
corresponds to Eqs. 10–14. The elements of x¯mT in each
stream are squared and the results are added together in the
symbol multiplication part. The inverses of the results are
multiplied with x¯mT . These calculations from Eq. 11 can be
performed separately from the iterative channel tap calcu-
lations. For each channel tap, Nc iterations are performed.
The channel tap iterations are initialized by multiplying the
symbol decisions x¯mT with the channel taps from the previ-
ous OFDM symbol in the block corresponding to Eq. 12. In
later iterations, the channel taps from previous iterations are
used. L multiplication results from N layers corresponding
to the channel to each receive antenna are added together
and subtracted from the received symbol from each receive
antenna. The result is then added to the first x¯mT hˆmT mR mul-
tiplication result in the block corresponding to Eq. 10 and
multiplied with x−1i in the block corresponding to Eq. 11.
Figure 11 The operations and schedule of the MMSE channel
estimator.
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Figure 12 The architecture of the SAGE channel estimator.
A channel tap is obtained by adding together the results
from the Nc iterations. The total number of iterations in
calculating all the channel taps is MNLSiNc.
The precision of the variables required to sustain the per-
formance close to that of the floating point variables were
determined. The minimum word lengths for the channel
estimators are presented in Table 4 in (word length, inte-
ger length, sign) format. The word lengths were determined
with computer simulations using the same parameters as
those in Section 4. The performance of the fixed point
channel estimators compared to those of the floating point
estimators are presented in Fig. 13. Some performance
degradation is allowed in the fixed point estimators in order
to keep the complexity low as reaching the floating point
performance may require a considerable increase in the
word lengths.
The total number of bits required in the variables, the
bits out of the word length used for the integer part and if
the variable is signed or unsigned are shown in the table.
The variables in the SAGE channel estimator correspond to
those in Fig. 12 and the corresponding block is denoted by
Eqs. 10–12. The LS coefficients are the precalculated results
of
(
FHXH(n)X(n)F
)−1 FHXH(n) from pilot symbols. The
received signal vector y is in frequency domain in the LS
Table 4 Word lengths in channel estimation.
SAGE LS/MMSE
Variable (W, I, S) Variable (W, I, S)
X¯i (11) (8,3,1) y (FD) (16,4,1)
X¯−1i (11) (12,2,1) LS coeff. (12,2,1)
xp (11) (17,13,0) hˆLS (13,2,1)
1/xp (11) (17,1,0)
hˆi (11),(12) (18,4,1) MMSE coeff. (13,2,1)
ti (10) (12,5,1) hˆMMSE (14,2,1)
zˆi (12) (12,4,1)
oi (TD) (10) (8,4,1)
di (10) (12,4,1)
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Figure 13 2×2 16-QAM data transmission throughput vs. SNR with
fixed word lengths.
estimator and yi is in time domain in the SAGE channel esti-
mator. The MMSE coefficients are precalculated and real
valued.
The amount of memory required to store the LS coef-
ficients precalculated from the pilot symbols is 14.4 kbit
assuming that the pilot symbols are the same in each OFDM
symbol. The highest amount of memory in the MMSE fil-
ter is needed in storing the LS channel estimates from
NP OFDM symbols. The required amount of memory is
17.5 kbit in the 4 × 4 antenna system. In the SAGE channel
estimator, the memory requirement for the symbol expecta-
tions x¯i is 16.4 kbit in the 2×2 antenna system and 32.8 kbit
in the 4×4 antenna system. The highest amount of memory
in the SAGE estimator would be the 1.2 Mbit for storing the
interim results for zˆi but this is partly included in the follow-
ing implementation results unlike the previously discussed
memory requirements for the LS and MMSE filters.
6.2 Implementation Results
The implementation results for the LS channel estimator and
MMSE filter are presented in Table 5 with different process-
ing times. The estimators were implemented for 2 × 2 and
4 × 4 antenna systems, LTE pilot structure and for a 5 MHz
bandwidth. The processing time of 71 μs corresponds to the
case of delay in channel estimates and the shorter processing
time corresponds to the no delay case shown in the bottom
part of Fig. 8. The corresponding performance results were
presented in Fig. 9. The detector latency was assumed to be
half from the 71 μs OFDM symbol duration but the detec-
tor itself is not included in the complexity estimates. The
LS estimator latency can then be 38 μs in the 2 × 2 antenna
system and 33 μs in the 4 × 4 antenna system. The decoder
latency [25] is also included in the latency calculations and
each code word is assumed to be mapped to a single slot and
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Table 5 Synthesis results for the LS and MMSE channel estimators
with different latencies.
No delay Delay
LS MMSE LS MMSE
2 × 2
Processing time 38 μs 38 μs 71 μs 71 μs
Clock frequency 95 MHz 95 MHz 51 MHz 51 MHz
Equivalent gates 3763 3213 3730 3213
Power consumption 8.3 mW 5.2 mW 4.8 mW 2.8 mW
4 × 4
Processing time 33 μs 33 μs 71 μs 71 μs
Clock frequency 146 MHz 146 MHz 102 MHz 68 MHz
Equivalent gates 3759 4549 3763 4375
Power consumption 13.2 mW 10.2 mW 8.9 mW 4.6 mW
not interleaved over multiple slots. As the LTE pilot struc-
ture contains pilot symbols for only two antennas in each
slot even in the 4×4 antenna system, the complexity differ-
ence between the 2 × 2 and 4 × 4 results is not large. The
gate count increases with the bandwidth in the LS estima-
tor and the results can be scaled to higher bandwidths. The
longer processing delay does not have a major impact on the
complexity but the power consumption can be decreased.
The implementation results for the SAGE channel esti-
mator are presented in Table 6. There are two target pro-
cessing times for the SAGE estimator. The SAGE channel
estimator has 31 μs in the no delay case to calculate the
channel estimates in the 2 × 2 antenna system when the
detector latency, the decoder latency of 5 μs, the symbol
expectation latency of 1 μs and the IFFT [26] latency of
1 μs is subtracted from the OFDM symbol time. In the
4 × 4 antenna system, the decoder and IFFT have higher
Table 6 Synthesis results for the SAGE channel estimator with
different latencies.
Delay No delay
2 × 2
Processing time 64 μs 31 μs
Symbols, Si 1/2, 3 1/2, 4
Clock frequency 144 MHz 165 MHz
Equivalent gates 34.6 k 58.2 k
Power consumption 93 mW 189 mW
4 × 4
Processing time 59 μs 25 μs
Symbols, Si 1/4, 4 1/4, 4
Clock frequency 104 MHz 147 MHz
Equivalent gates 113.4 k 210 k
Power consumption 257 mW 604 mW
Table 7 LS, MMSE and SAGE energy efficiency comparison.
Estimator Pilots Delay Throughput Energy/bit
LS LTE No 17.1 Mb/s 0.77 nJ/b
LS LTE Yes 11.6 Mb/s 0.767 nJ/b
MMSE LTE No 27.2 Mb/s 0.86 nJ/b
MMSE LTE Yes 19.6 Mb/s 0.388 nJ/b
SAGE 1 pilot Yes 31.2 Mb/s 8.6 nJ/b
latencies and the processing time for SAGE channel esti-
mation is only 25 μs. The longer processing times of 64
and 59 μs correspond to the case when channel estimation
is performed during the detection of the following OFDM
symbol.
The symbol expectation calculation was implemented
with the architecture from [22] and the gate count of 5.5 k
gates was added to the SAGE complexity in Table 6. The
IFFT complexity was not considered in the total complex-
ity. An IFFT block could be added to the receiver or the
FFT with scaling could be reused, timing permitting. The
LS estimator would be included in the receiver with SAGE
channel estimator and the complexity and power estimates
would have to be added together to get the total complexity
of the SAGE channel estimator.
Implementation results for channel estimators have not
been presented extensively in the literature. The approxi-
mate linear MMSE channel estimator from [13] uses the
noise and correlation in calculating the coefficients. The
implementation cost is 49 k gates but the algorithm is dif-
ferent from the MMSE in this paper, making a comparison
difficult. Data carriers are exploited in channel estimation
for calculating channel variations in [14]. The algorithm
provides better performance in fast fading scenarios but the
complexity of the channel estimator is 1901 k gates. Further-
more, the implementation was done for a wireless local area
network (WLAN) system. An implementation of a decision
feedback channel estimator for space-time block code sys-
tem was introduced in [15]. However, the performance is
not comparable to the spatial multiplexing system in this
paper and the complexity for the one receive antenna imple-
mentation of [15] is higher than that of the SAGE estimator
implementation for four antennas in this paper.
The LS estimator is used throughout the paper for obtain-
ing the initial channel estimates from pilot symbols and the
SAGE is used for updating the channel estimates. The use
of DD LS estimation would be prohibitive because of the
high complexity as stated in Section 5. With higher band-
widths or numbers of antennas, the time in which the SAGE
channel estimation should be performed is shorter due to the
increased decoder and FFT latencies. This results in higher
complexity and power consumption. In terms of throughput
per number of gates, the pilot only LS estimator uses the
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least number of gates per bit. However, in higher velocities,
the MMSE and SAGE estimators would greatly improve the
performance. Furthermore, the throughput can be increased
by decreasing the pilot symbol density and using the SAGE
estimator in calculating the channel estimates.
The energy efficiency of the pilot based LS, MMSE and
the DD SAGE channel estimators is presented in Table 7.
The throughput is achieved in a 4 × 4 antenna system at 22
dB with 50 km/h user velocity as illustrated in Fig. 9. The
throughput with perfect channel state information would be
32 Mb/s with pilot symbols in one OFDM symbol per slot.
The power consumption of the LS estimator is included in
all the estimators. The MMSE estimator with processing
delay has the best energy efficiency but the SAGE esti-
mator with delay can be used for improved throughput.
When using the SAGE channel estimator at the receiver,
less transmit power is needed for achieving the required
throughput.
7 Conclusions
The performance of the DD SAGE channel estimation with
the possibility of using it to improve the performance from
the pilot symbol based estimators was considered. The
least squares estimator was used in obtaining the chan-
nel estimates from pilot symbols. Time domain correlation
of the channel estimates was exploited in the MMSE fil-
ter. The theoretical complexity of the SAGE algorithm and
some complexity reducing modifications were presented.
The implementation results for the pilot based LS estima-
tor, the SAGE channel estimator and the MMSE filter were
presented.
The complexity and power consumption of the LS and
MMSE estimators are low. The delay after which the chan-
nel estimates from SAGE are available for detection has
a high impact on the complexity and performance. The
complexity and power consumption can be high when
using the SAGE estimator with a short processing delay. A
good performance-complexity trade-off can be achieved by
allowing a longer processing delay for the SAGE estimator.
The MMSE filter and the SAGE estimator improve the
pilot symbol based LS performance with high user veloc-
ities when the channel changes frequently between pilot
symbols. The throughput can be increased by decreas-
ing the pilot symbol density and transmitting data instead
of pilot symbols. The SAGE estimator can then be used
in calculating channel estimates when pilot symbols are
not transmitted. The SAGE channel estimator would be a
good choice for systems where training is performed in
the beginning of the transmission or less frequently. The
MMSE estimator is suitable for systems with high pilot
densities.
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