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By using a full many-body approach, we calculate the excitation energy, the effective mass and the
density profile of soliton states in a three dimensional Bose gas of hard spheres at zero temperature.
The many-body wave function used to describe the soliton contains a one-body term, derived from
the solution of the Gross-Pitaevskii equation, and a two-body Jastrow term which accounts for
the repulsive correlations between atoms. We optimize the parameters in the many-body wave
function via a Variational Monte Carlo procedure, calculating the grand-canonical energy and the
canonical momentum of the system in a moving reference frame where the soliton is stationary.
As the density of the gas is increased, significant deviations from the mean-field predictions are
found for the excitation energy and the density profile of both dark and grey solitons. In particular,
the soliton effective mass m∗ and the mass m∆N of missing particles in the region of the density
depression are smaller than the result from the Gross-Pitaevskii equation, their ratio being however
well reproduced by this theory up to large values of the gas parameter. We also calculate the profile
of the condensate density around the soliton notch finding good agreement with the prediction of
the local density approximation.
PACS numbers: 67.85.De, 03.75.Kk, 03.75.Lm, 05.30.Jp
I. INTRODUCTION
Solitons are nonlinear collective excitations which ap-
pear in a wide range of physical systems, from classical
fluids to optical fibers: they are characterized as local-
ized wave forms which travel in a uniform medium at
a constant velocity without spreading. Ultracold atomic
gases are well-controlled quantum systems which are par-
ticularly suitable for the investigation of solitons. Dark
and grey solitons (i.e. localized density depressions in
a homogeneous background) can indeed be produced in
repulsive Bose-Einstein condensates (BECs) by imprint-
ing a phase jump on the atomic cloud [1–4], by density
engineering [5, 6] or by merging two coherent BECs ini-
tially prepared in a double well potential [7]. Further-
more, other kinds of solitons (e.g. bright solitons, gap
solitons and dark-bright solitons) have also been created
and detected in bosonic quantum gases [4, 8–10].
From the theoretical point of view, soliton excitations
in superfluids are studied mostly within mean-field ap-
proaches based on the description of the system in terms
of a complex order parameter which evolves in space
and time according to a nonlinear equation. In the case
of Bose superfluids the paradigmatic theory is provided
by the Gross-Pitaevskii (GP) equation where soliton so-
lutions have been widely investigated [11]. A concep-
tually similar, even though technically more involved,
mean-field approach exists also for Fermi superfluids and
is based on the time-dependent Bogoliubov-de Gennes
equations [12–15]. We point out that mean-field soli-
tons are stable excitations in one dimension (1D), where
the phase of the order parameter changes sign at a sin-
gle point. In higher dimensions they can be stabilized
by a sufficiently strong confinement which reduces the
soliton nodal surface, but otherwise undergo a snake
instability towards the formation of vortices or vortex
rings [3, 16, 17].
An important question is to understand how the prop-
erties of soliton excitations change when interparticle in-
teractions and/or correlations increase and the mean-
field picture in terms of the order parameter eventually
fails. Using time-dependent Bogoliubov theory [18–20]
as well as more sophisticated numerical techniques [21–
25] to treat the many-body dynamics of 1D bosons at
zero temperature, it has been shown that beyond mean-
field effects tend to deplete the condensate and to fill
the soliton notch making dark solitons unstable. To our
best knowledge, however, no theoretical studies have ad-
dressed the role of many-body correlations in determining
relevant properties of grey solitons in a three-dimensional
(3D) Bose gas, such as their excitation energy, density
profile and effective mass. In particular, the problem of
the value of the effective mass beyond the limits of mean-
field theory became prominent in the first interpretation
of the recent experiment [26], where localized excitations
obtained by phase imprinting in an ultracold Fermi gas
of 6Li were observed to move much more slowly than pre-
dicted by mean-field theory. These defects were initially
ascribed as solitons, but lately a more precise imaging
technique revealed that the moving defects were solitonic
vortices, thus explaining the puzzle of their greater iner-
tia [27]. Nevertheless, the dependence of the soliton effec-
tive mass on the strength of interactions as the gas gets
less dilute remains an open question worth considering.
In this paper we perform full many-body simulations of
soliton excitations in a 3D Bose gas at zero temperature.
We calculate the energetic and structural properties of
grey and dark solitons, both in the very dilute and in
the strongly interacting regime, and we determine their
effective mass from the excitation energy vs. speed de-
pendence. The results are systematically compared with
the predictions of GP equation and important deviations
are found as the density is increased. Remarkably, the
ratio m
∗
m∆N between the soliton effective mass and the
mass of missing particles in the density dip, which is the
crucial parameter in the dynamics of solitons as macro-
scopic localized defects, is found to remain close to the
mean-field value up to very high densities.
The paper is organized as follows. In Sec. II, we in-
troduce the variational approach used in the numerical
determination of the properties of the soliton: we discuss
the form of the many-body wave function and the energy
functional in terms of which the soliton state can be de-
fined. In Sec. III, we present the results obtained within
this many-body approach and we discuss the appearance
of corrections beyond the mean-field description of soli-
tons. Finally, in Sec. IV, we draw our conclusions.
II. NUMERICAL METHOD
The system of N interacting identical bosons of mass
m is described by the Hamiltonian of the quantum de-
generate hard-sphere (HS) model, that is
H = − h¯
2
2m
N∑
i=1
∇2i +
∑
i<j
V (rij) , (1)
where rij is the distance between the i-th and j-th par-
ticle and the central potential V is modeled by the hard-
sphere interaction,
V (r) =
{∞ (r ≤ a)
0 (r > a) ,
(2)
in terms of the s-wave scattering length a. This model
has been widely used to describe quantum many-body
systems with short-range repulsive interaction, both in
the weakly and in the strongly interacting regime. In-
deed, it is able not only to capture the essential prop-
erties of dilute systems like ultracold gases with positive
scattering-length, for which the details of the interatomic
potential are irrelevant, but also to characterize semi-
quantitatively the static properties of strongly interact-
ing systems like superfluid 4He [28–30]. Moreover, the
choice of the HS model is particularly convenient as it
allows to parametrize the strength of the interactions by
just varying the value of the dimensionless gas parameter
na3, where n = N/V is the density of the gas.
To describe soliton excitations, we consider states of
the gas described by the many-body wave function
ΨS(r1, . . . , rN ; t) = AS
N∏
i=1
φ(zi − vt)
∏
i<j
f(rij) , (3)
where AS is a normalization factor. The product of
two-body Jastrow terms accounts for interparticle cor-
relations: we model them using the positive function
f(r) = sin[k(r−a)]r in the interval a < r < RM , that is
the exact solution of the scattering problem for a hard-
sphere potential. For r > RM , we match f(r) with the
constant sin[k(RM−a)]RM . This function satisfies the bound-
ary condition f(r) = 0 at r < a and the wave vector
k is determined from the condition f ′(r = RM ) = 0 of
the first derivative f ′ at the matching point RM . The
value of RM is used as a variational parameter and is
optimized to minimize the excitation energy of the dark
soliton. The complex one-body term φ is given by
φ(z) =
√
1− α2 tanh
(
z
γξ
√
1− α2
)
+ iα , (4)
and describes a perturbation in the density profile prop-
agating along the z-axis with velocity v. Here ξ =
1/
√
8pina is the healing length of the gas at the back-
ground density n, while α and γ are two variational pa-
rameters. The functional form of φ is dictated from the
solution
√
nφ(z− vt) of the GP equation describing dark
and grey solitons [11]: in this case, the values of the pa-
rameters are γ =
√
2 and α = v/c0, with c0 =
h¯√
2mξ
the
speed of sound within the GP theory. The phase of φ
undergoes the finite change ∆S = 2 arccos(α) as z varies
from +∞ to −∞, whereas the density perturbation is
localized around the origin of the z-axis on a length scale
fixed by γξ/
√
1− α2. The wave function (3) is transla-
tionally invariant in the xy plane and its global phase
is the sum of single-particle contributions each of which
changes sign at the zi − vt = 0 plane.
Since we assumed that the time t enters the many-
body wave function only through the linear combination
zi − vt, it is convenient to describe the problem in a
moving reference frame, where the soliton is stationary.
In analogy with the GP equation we define soliton states
as stationary points of the functional
Ω[ΨS ] = E[ΨS]− vPC [ΨS ] , (5)
where E is the grand-canonical energy of the many-body
system,
E[ΨS] =
∫
dR˜ Ψ∗S(R˜)(H − µ)ΨS(R˜) , (6)
and PC is the canonical momentum
PC [ΨS] = h¯nLxLy(∆S − pi)− ih¯
2
∫
dR˜ (7)
×
[
Ψ∗S(R˜)
N∑
i=1
d
dz˜i
ΨS(R˜) − ΨS(R˜)
N∑
i=1
d
dz˜i
Ψ∗S(R˜)
]
.
The set of particle coordinates R˜ = (r˜1, . . . , r˜N ) refers
to the moving reference frame r˜i = (xi, yi, z˜i), where
z˜i = zi− vt. Furthermore, Lx and Ly indicate the length
of the system respectively in the x and y directions. In
Eq. (6), µ is the chemical potential of the homogeneous
gas enforcing the boundary condition that the soliton
state reaches the asymptotic density n when z˜i = ±∞ for
all the particles. The first term in Eq. (7) arises instead
from the boundary condition that the many-body wave
function ΨS has a phase jump N∆S across the soliton
and it is necessary to account for the motion of the back-
ground density in the moving reference frame [11, 14, 31].
The functional Ω can be derived from the principle of
minimal action applied to the quantity
A =
∫
dt
∫
dRΨ∗S(R, t)(−ih¯∂t +H − µ)ΨS(R, t) (8)
where ΨS is a state of the form (3) complying with the
boundary conditions explained above [32].
The simulations for a given value of the gas parameter
na3 are carried out using the Variational Monte Carlo
(VMC) technique. As a first step, we calculate the prop-
erties of the uniform ground state by performing VMC
simulations ofNU particles in a box of volume V = NU/n
with periodic boundary conditions. We use the func-
tion ΨU (R) = AU
∏
i<j f(rij) to describe the normalized
ground state and we determine the corresponding energy
E0 and chemical potential µ =
(
dE0
dN
)
V
. The soliton state
is simulated in the same box of volume V = LxLyLz, us-
ing a number NS < NU of particles chosen so as to com-
ply with the boundary condition of the density profile
reaching the uniform value n far away from the soliton
plane. The volume of the simulation box is chosen large
enough to prevent finite-size effects: typical values are
Lz >∼ 20ξ and Lx = Ly >∼ 8ξ. Moreover, the value RM
of the matching point in the Jastrow factor is kept the
same for the calculation of the ΨU and ΨS state. For each
value of the velocity v of the soliton (given as an input
parameter), we calculate Ω as a function of the varia-
tional parameters and we look for the stationary points
to determine the optimal values of α and γ. In analogy
with the GP equation, the soliton state corresponds to a
saddle point of Ω, i.e. a minimum as a function of γ and
a maximum as a function of α.
III. RESULTS
We start the discussion of the structural properties by
considering the limit of vanishing velocity, v/c0 → 0,
where the optimal value of α approaches zero and the
wave function ΨS describes a dark soliton with a phase
jump ∆S = pi. The density profiles n(z) of these station-
ary excitations are shown in Fig. 1 for different values
of the gas parameter and compared with the profile ob-
tained within the GP approach. A systematic analysis
of the effects of many-body interactions on the conden-
sate wave function in time-dependent problems has been
performed in Ref. [33]. In this work, it has been shown
that the relevant parameter for the deviations from the
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Figure 1. (Color online) Density profile of a dark soliton for
different values of the gas parameter (lines are a guide to the
eyes). The solution of the GP equation is also shown for
comparison.
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Figure 2. (Color online) Density profile of the soliton at the
density na3 = 10−2 for different velocities in the reference
frame where the soliton is at rest. The mean-field curves are
also shown.
solution of GP equation is the square root of the quan-
tum depletion, which scales as (na3)1/4. In Fig. 1, we can
see that the VMC results are in excellent agreement with
mean-field predictions at the lowest density, na3 = 10−6.
As the gas parameter increases, we notice some devia-
tions from the solution of GP equation although they
become significative only at na3 > 10−3. At these higher
densities the width of the soliton, in units of the heal-
ing length, decreases and some oscillations appear in the
density profile. These oscillations are more pronounced
at the largest densities and get damped in regions far
from the soliton. Similar oscillations appear in the den-
sity profile of liquid 4He around a vortex[34] and their
appearance can be interpreted as the tendency of the sys-
tem to organize itself in shells of atoms around the defect.
We notice that, for all values of the gas parameter, the
density vanishes on the z = 0 soliton plane in agreement
with the GP prediction for dark solitons. This is a conse-
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Figure 3. (Color online) Condensate density profile n0(z) of a
dark soliton at na3 = 10−2. The results of both GP equation
and LDA are also shown. Inset: local condensate fraction
n0(z)/n(z) compared with the LDA result.
quence of the choice (4) of the one-body term which, as
α → 0, generates for each particle a phase discontinuity
at the z = 0 plane.
In Fig. 2, we show the density profile of grey solitons
moving with different velocities v in a gas of background
density na3 = 10−2, which corresponds to a regime of
relatively strong interactions among the particles. One
observes clear deviations from the GP profile in the re-
gion of the wings of the soliton, similar to the v = 0 case
(see Fig. 1). The discrepancies between the two profiles
are less pronounced in the central region of the soliton
where the VMC results at all velocities are only slightly
above the GP predictions.
Another important quantity accessible in our micro-
scopic approach is the condensate profile n0(z) around
the defect. This can be obtained from the long-distance
behavior of the one-body density matrix in the xy plane
at a fixed value of the z coordinate:
n0(z) = lim|r′
1
−r1|→∞
∫
dRN−1 |ΨS |2ΨS(r
′
1, r2, . . . , rN )
ΨS(r1, r2, . . . , rN )
,
(9)
with r′
1
= (x′1, y
′
1, z), r1 = (x1, y1, z) and RN−1 =
{r2, . . . , rN}. In Fig. 3 we show the condensate profile
of a dark soliton (v = 0) at the density na3 = 10−2. Far
away from the soliton plane at z = 0, the condensate den-
sity reaches the bulk value n0 ≃ 0.8n in agreement with
the result for a homogeneous gas [35]. When approaching
the soliton plane, we find that n0(z) is in closer agree-
ment with the GP profile than the total density n(z).
Remarkably, the condensate profile is well reproduced by
the local density approximation (LDA) where we deter-
mine n0(z) from the results of the quantum depletion in a
homogeneous gas [36, 37] at the local density n(z). Only
in the region very close to the soliton plane, the LDA re-
sult shows deviations on the order of 5% with respect to
the local condensate fraction n0(z)/n(z) obtained from
VMC calculations (see inset of Fig. 3).
The energetics of solitons is reported in Fig. 4, where
we show the excitation energy ∆E of the soliton as a
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Figure 4. (Color online) Excitation energy ∆E of the soliton
as a function of (v/c0)
2. The solid line corresponds to the GP
result. Statistical errors are below symbol size.
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Figure 5. (Color online) Ratio of the VMC to the GP effective
massm∗ and mass of missing particles in the soliton dipm∆N
as a function of the gas parameter. Inset: ratio m
∗
m∆N
as a
function of na3.
function of v2 and for different values of the gas pa-
rameter. This value is obtained from the difference
∆E = E[ΨS ]− E[ΨU ] of the grand-canonical energy (6)
between the states with and without the soliton. At the
smallest value of the gas parameter (na3 = 10−6), we
find a good agreement between the VMC result and the
GP prediction
∆EGP = LxLy
4
3
h¯c0n
(
1− v
2
c20
)3/2
. (10)
Significantly larger excitation energies are obtained at
higher densities, showing that beyond mean-field ef-
fects result in a more pronounced enhancement of the
soliton energy E[ΨS] compared to the increase of the
ground-state energy E[ΨU ] of the background homoge-
neous gas [35]. From the slope of ∆E with respect to v2
we extract the effective mass m∗ of the soliton shown in
Fig. 5 as a function of na3. Despite the fact that the ex-
citation energy becomes larger as the density increases,
the effective mass per surface unit remains always close
to the mean-field prediction m∗GP = −4 h¯nc0 with a reduc-
tion of only ∼10% at the largest density. We would like
to point out that values of m∗ consistent with the ones
reported in Fig. 5 are obtained from the linear depen-
dence of the canonical momentum PC in Eq. 7 on the
velocity v of the soliton.
In Fig. 5 we also show the mass m∆N of missing par-
ticles in the notch of a dark soliton per unit surface, ob-
tained from the formula ∆N = (NS − NU )/LxLy. We
find that up to densities na3 ≃ 10−3, the suppression of
∆N with respect to the GP value ∆NGP = −2 h¯nmc0 is
small and approximately equal to the reduction of the
effective mass. At higher densities, the ratio ∆N/∆NGP
drops down, following the filling of the soliton dip as
shown in Fig. 1. Due to the qualitatively similar behavior
ofm∗ andm∆N , their ratio remains surprisingly close to
the mean-field prediction
m∗
GP
m∆NGP
= 2 up to large values
of the gas parameter (na3 ≃ 10−2). Only at the largest
density na3 = 10−1 this ratio shoots up because of the
large suppression in ∆N (see inset of Fig. 5). It is worth
stressing that the ratio m∗/(m∆N) is an important pa-
rameter characterizing the dynamics of solitons as local-
ized objects, being in particular related to the frequency
of their oscillation in a harmonic confinement [14].
IV. CONCLUSIONS
We have investigated the structural and energetics
properties of soliton excitations in 3D using for the first
time a fully microscopic, many-body approach and care-
fully comparing our results with standard GP theory. We
provide quantitative predictions for the effective mass
and the mass of missing particles as a function of the
gas parameter, showing that their ratio (that is the key
parameter in the dynamics of the solitons in a harmonic
confinement) is in good agreement with mean-field pre-
diction even for regimes where the time-dependent Gross-
Pitaevskii equation usually fails.
In particular, the results at high density can be rele-
vant for future experiments on the dynamics of solitons
in strongly interacting composite bosons realized on the
BEC side of a Feshbach resonance in a two component
Fermi gas. At the moment, the main hindrance to the
experimental determination ofm∗/(m∆N) is the fast de-
cay of the solitons, which limits the possibility of measur-
ing the period of oscillation of these defects in harmoni-
cally trapped gases [38]. By applying a stronger radial
confinement to cigar-shaped configurations, it might be
possible to increase the lifetime of solitons and thus to
study their dynamics in regimes where the gas parameter
is large.
ACKNOWLEDGMENTS
Useful discussions with L. P. Pitaevskii, F. Dalfovo and
G. Astrakharchik are gratefully acknowledged. This work
has been supported by ERC through the QGBE grant.
[1] S. Burger, K. Bongs, S. Dettmer, W. Ertmer, K. Sen-
gstock, A. Sanpera, G. V. Shlyapnikov, and M. Lewen-
stein, Phys. Rev. Lett. 83, 5198 (1999).
[2] J. Denschlag, J. E. Simsarian, D. L. Feder, C. W. Clark,
L. A. Collins, J. Cubizolles, L. Deng, E. W. Hagley, K.
Helmerson, W. P. Reinhardt, S. L. Rolston, B. I. Schnei-
der, and W. D. Phillips, Science 287, 97 (2000).
[3] B. P. Anderson, P. C. Haljan, C. A. Regal, D. L. Feder,
L. A. Collins, C. W. Clark, and E. A. Cornell, Phys. Rev.
Lett. 86, 2926 (2001).
[4] C. Becker, S. Stellmer, P. Soltan-Panahi, S. Do¨rscher, M.
Baumert, E.-M. Richter, J. Kronja¨ger, K. Bongs, and K.
Sengstock, Nat. Phys. 4, 496 (2008).
[5] Z. Dutton, M. Budde, C. Slowe, L. V. Hau, Science 293,
663 (2001).
[6] I. Shomroni, E. Lahoud, S. Levy, and J. Steinhauer, Nat.
Phys. 5, 193 (2009).
[7] A. Weller, J. P. Ronzheimer, C. Gross, J. Esteve, M. K.
Oberthaler, D. J. Frantzeskakis, G. Theocharis, and P.
G. Kevrekidis, Phys. Rev. Lett. 101, 130401 (2008).
[8] K. E. Strecker, G. B. Partridge, A. G. Truscott, and R.
G. Hulet, Nature 417, 150 (2002).
[9] L. Khaykovich, F. Schreck, G. Ferrari, T. Bourdel, J. Cu-
bizolles, L. D. Carr, Y. Castin, and C. Salomon, Science
296, 1290 (2002).
[10] B. Eiermann, T. Anker, M. Albiez, M. Taglieber, P.
Treutlein, K.-P. Marzlin, and M. K. Oberthaler, Phys.
Rev. Lett. 92, 230401 (2004).
[11] L.P. Pitaevskii and S. Stringari, Bose-Einstein Conden-
sation (Clarendon Press, Oxford and New York, 2003).
[12] M. Antezza, F. Dalfovo, L. P. Pitaevskii, and S. Stringari,
Phys. Rev. A 76, 043610 (2007).
[13] R. Liao and J. Brand, Phys. Rev. A 83, 041604(R)
(2011).
[14] R.G. Scott, F. Dalfovo, L. P. Pitaevskii, and S. Stringari,
Phys. Rev. Lett. 106, 185301 (2011).
[15] A. Spuntarelli, L. D. Carr, P. Pieri, and G. C. Strinati,
New J. Phys. 13, 035010 (2011).
[16] A. E. Muryshev, H. B. van Linden van den Heuvell, and
G. V. Shlyapnikov, Phys. Rev. A 60, R2665 (1999).
[17] A. Cetoli, J. Brand, R.G. Scott, F. Dalfovo, and L.P.
Pitaevskii, Phys. Rev. A 88, 043639 (2013).
[18] J. Dziarmaga, Z. P. Karkuszewski, and K. Sacha, Phys.
Rev. A 66, 043615 (2002).
[19] J. Dziarmaga and K. Sacha, Phys. Rev. A 66, 043620
(2002).
[20] C.K. Law, Phys. Rev. A 68, 015602 (2003).
[21] R. V. Mishmash and L. D. Carr, Phys. Rev. Lett. 103,
140403 (2009).
[22] R. V. Mishmash, I. Danshita, C. W. Clark, and L. D.
Carr, Phys. Rev. A 80, 053612 (2009).
[23] A.D. Martin and J. Ruostekoski, Phys. Rev. Lett. 104,
194102 (2010).
[24] C.P. Rubbo, I.I. Satija, W.P. Reinhardt, R. Balakrish-
nan, A.M. Rey, and S.R. Manmana, Phys. Rev. A, 85,
053617 (2012)
[25] D. Delande and K. Sacha, Phys. Rev. Lett. 112, 040402
(2014).
[26] T. Yefsah, A. T. Sommer, M. J. H. Ku, L. W. Cheuk, W.
Ji, W. S. Bakr, and M. W. Zwierlein, Nature 499, 426
(2013).
[27] M. J. H. Ku, W. Ji, B. Mukherjee, E. Guardado-Sanchez,
L. W. Cheuk, T. Yefsah, and M. W. Zwierlein, Phys. Rev.
Lett. 113, 065301 (2014).
[28] K. Huang and C.N. Yang, Phys. Rev. 105, 767 (1957);
T.D. Lee and C.N. Yang, ibid. 105, 1119 (1957); T.D.
Lee, K. Huang, and C.N. Yang, ibid. 106, 1135 (1957).
[29] J.P. Hansen, D. Levesque, and D. Schiff, Phys. Rev. A 3,
776 (1971).
[30] M.H. Kalos, D. Levesque, and L. Verlet, Phys. Rev. A 9,
2178 (1974).
[31] S. Shevchenko, Sov. J. Low Temp. Phys., 14, 533 (1988).
[32] One should note that the relation between the wave func-
tions in the two reference frames is given by ΨS(R, t) =
ΨS(R˜) exp(−i
Nmv
2
2h¯
t) exp(−imv
h¯
∑
i
z˜i).
[33] Y. Castin and R. Dum, Phys. Rev. A, 57, 3008 (1998)
[34] F. Dalfovo, Phys. Rev. B, 46, 5482 (1992).
[35] S. Giorgini, J. Boronat, and J. Casulleras, Phys. Rev. A
60, 5129 (1999).
[36] J. Boronat, J. Casulleras, and S. Giorgini, Phys B (Am-
sterdam) 284, 1 (2000).
[37] M. Rossi and L. Salasnich, Phys. Rev. A, 88, 053617
(2013)
[38] M. J. H. Ku, B. Mukherjee, T. Yefsah, and M. W. Zwier-
lein, arXiv:1507.01047
