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SKEIN THEORY AND WITTEN-RESHETIKHIN-TURAEV
INVARIANTS OF LINKS IN LENS SPACES
Patrick M. Gilmer
Louisiana State University
Abstract. We study the behavior of the Witten-Reshetikhin-Turaev SU(2) invari-
ants of an arbitrary link in L(p, q) as a function of the level r− 2. They are given by
1√
r
times one of p Laurent polynomials evaluated at e
2pii
4pr . The congruence class of r
modulo p determines which polynomial is applicable. If p ≡ 0 (mod 4), the meridian
of L(p, q) is non-trivial in the skein module but has trivial Witten-Reshetikhin-Turaev
SU(2) invariants. On the other hand, we show that one may recover the element in
the Kauffman bracket skein module of L(p, q) represented by a link from the collec-
tion of the WRT invariants at all levels if p is a prime or twice an odd prime. By a
more delicate argument, this is also shown to be true for p = 9.
This version: 7/6/98, First Version:1/28/98
§1 Introduction
We consider the Witten-Reshetikhin-Turaev SU(2) invariants {wr(M,J)}r≥2 ∈
C. [W,RT] These are the invariants of Witten at level r− 2. We specify the precise
version of the WRT invariant that we study near the beginning of §2.
LetM be a closed oriented 3-manifold. Let S(M) be the Kauffman bracket skein
module. Recall this is a module over Λ = Z[A,A−1]. Elements of S(M) are linear
combinations of links over Λ modulo the Kauffman relations. Let J be a framed
link in M, then J represents an element in S(M), called its skein class. We will use
the symbol J to represent a general skein element.
It is immediate from the definition of wr that wr(M,J) only depends on the
skein class of J. In fact we may extend the definition of wr to S(M), by extending
linearly, and sending A to −ar. Here and throughout, we adopt the notation that
ξg = e
2pii
g , and ar = ξ4r. We may study the behavior of wr on links in M by
calculating wr for generators of S(M).
Hoste and Przytycki [HP] have calculated the skein module for L(p, q). Through-
out this paper p will be an integer greater than one. S(L(p, q)) is the free Λ module
generated by [p2 ] + 1 generators: x0, x1, x2 · · · x[ p2 ]. Here x0 is given by the empty
link. We denote this by module by Λ(x0, x1 · · · x[ p
2
]). When L(p, q) is presented as
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−p/q surgery to the unknot, x1 is given by a meridian to this unknot, and xi is given
by i parallel meridians. We may consider µc, a meridian colored by c, as an element
in S(L(p, q)). By this, we mean one should place the skein element ec ∈ S(S1×D2)
defined in [BHMV1] into a tubular neighborhood of a meridian. The recursion def-
inition in S(S1 ×D2) for ec is ec = αec−1 − ec−2, e0 = 1, e−1 = 0. It is useful to
define ec for c negative as well, by running the above recursion formula backwards.
The recursion definition implies that αc ∈ Λ(e0, · · · , ec), for c ≥ 0. Here we let α
denote S1 × 0 with the standard framing in S1 ×D2. Thus S(L(p, q)) is also the Λ
module generated by : µ0, µ1, µ2 · · ·µ[ p
2
].
We wish to study wr(L(p, q), µc) for r ≥ 2, and p ≥ 2. We will be particularly
interested in 0 ≤ c ≤ [p
2
].
The answer involves generalized Gauss sums:
Gp(a, b) =
p−1∑
n=0
ξan
2+bn
p .
Section two of [LL] gives two convenient theorems which allow the evaluation
of such sums. We will refer these theorems frequently. For k ∈ Z, consider the
following generalized Gauss sum:
G±(p, q, c, k) = Gp(qk, qc + q ± 1).
Note that
G±(p, q, c, k) = G±(p, q, c, k + p) = G±(p, q, c+ p, k) = G±(p, q, c,−k).
For 0 ≤ k < p, define fp,q,c,k(z) to be the Laurent polynomial in C[z, z−1] :
i(−1)c+1√
2p
z12p s(q,p)+q(c
2+2c)
(
G+(p, q, c, k) z
2(c+1) −G−(p, q, c, k) z−2(c+1)
)
.
Here s(q, p) is a Dedekind sum. Then
fp,q,c,k(z) = −fp,q,c,p−k(z¯).
The following theorem in the case c is zero is Jeffrey’s formula [J] for wr(L(p, q)).
In §2, we will prove this theorem by adapting Jeffrey’s proof.
Theorem 1. If r ≡ k (mod p),
√
r wr(L(p, q), µc) = fp,q,c,k(ξ4pr)
Suppose J is a link in L(p, q), let [J ] =
∑[ p
2
]
c=0 CJ,c(A)[µc] ∈ S(L(p, q)). Note
CJ,c(A) ∈ Λ. Then
√
r wr(L(p, q), J) =
∑[ p
2
]
c=0 fp,q,c,r(ξ4pr)CJ,c(−ar). For 0 ≤ k < p,
let
(1.1) fJ,k(z) =
[ p
2
]∑
c=0
fp,q,c,k(z)CJ,c(−zp) ∈ C[z, z−1]
Since CJ,c has integral and therefore real coefficients,
(1.2) fJ,k(z) = −fJ,p−k(z¯)
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Corollary 1. If J is a link in L(p, q) (or any element of S(L(p, q))), then for each
0 ≤ k < p, there is a polynomial fJ,k(z) in C[z, z−1] such that for r ≡ k (mod p),
√
r wr(L(p, q), J) = fJ,k(ξ4pr).
Thus there are p Laurent polynomials which describe
√
r wr(L(p, q), J) as a func-
tion of ξ4pr. Each function is applicable if one restricts r to a particular congruence
class modulo p. Moreover the last p− [p2 ] − 1 of these polynomials are determined
in a simple way by the first [p2 ] + 1 of these polynomials.
In [G1], we showed that if J is a link in a connected sum of g S1 × S2 ’s, then
wr(S
3)g−1 wr(♯gS1×S2, J) is given by a rational function in ar for r large enough
(depending on J). We also gave examples where this formula fails for small r.
Moreover if g = 0 or one, this rational function is a Laurent polynomial. We were
interested in whether similar statements could be made about links in lens spaces.
This was the genesis of the present paper.
Lawrence and Rozansky have described the Witten-Reshetikhin-Turaev SU(2)
invariants of a Seifert rational homology sphere by a single holomorphic function
of r [LR]. See also [L1,L2]. They also show that Otsuki’s power series in h = q − 1
evaluated by setting q to be an rth root of unity converges r-adically to the r-th
Witten-Reshetikhin-Turaev invariant (associated to SO(3)), if r is an odd prime
which is relatively prime to the order of the first homology. Suppose we normalize
wr to be 1 on S
3 by dividing by wr(S
3). Then wr(S
3)−1wr(L(p, q), J) for fixed
congruence class of r modulo p is given by a rational function of ξ4pr. As we vary
the congruence class of r modulo p, we obtain different functions. Note the case
c = 0 in Theorem 1, which is really just a reinterpretation of Jeffrey’s result [J,
Theorem (3.4)], concerns L(p, q) with the empty link. Thus work of Lawrence and
Rozansky applies in this case, but describes the dependence on r in a different
way. We use several rational functions of ξ4pr. Lawrence and Rozansky use a single
holomorphic function of r. This holomorphic function is defined by a line integral.
Recently the r-adic convergence mentioned above has been extended to links in a
general rational homology sphere [R].
Using [LL], one may see that if p ≡ 0 (mod 4), and c is odd, then G±(p, q, c, k)
is zero.
Corollary 2. If p ≡ 0 (mod 4) and c is odd, wr(L(p, q), µc) = 0. Similarly, if
p ≡ 0 (mod 4) and c is odd and positive, wr(L(p, q), xc) = 0.
To see the last statement, we note: If c is odd and positive, αc ∈ Λ(e1, e3 · · · , ec) ⊂
S(S1×D2). In particular for any n ≥ 1, the meridian in L(4n, q) represents a non-
trivial skein class but has all WRT invariants trivial.
On the other hand, we can sometimes show that the skein class of a link may
be recovered from its WRT invariants. Suppose we are given
√
r wr(L(p, q), J) for
all r, then fJ,k is determined for all k in the range 0 ≤ k < p. This is because a
non-zero Laurent polynomial cannot have infinitely many roots. Let R denote the
field of rational functions in z with complex coefficients. Suppose the p× ([p2 ] + 1)
matrix [fp,q,c,k(z)]0≤k≤p,0≤c≤[ p
2
] over R has rank 1 + [p2 ]. Then we could solve the
set of equations (1.1) for CJ,c(−zp). Thus CJ,c(A) would be determined for all c.
Let S(L(p, q)) denote the skein module over R where A = −zp. This is the free R
module generated by framed links in S(L(p, q)) modulo the submodule generated by
isotopy and the usual Kauffman relations where now we take A to be −zp. We may
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then define wr for skein classes in S(L(p, q)) by sending z to ξ4pr. Equation (1.1)
will still hold but Equation (1.2) will not, as CJ,c(z) need not have real coefficients.
If [fp,q,c,k(z)]0≤k≤p,0≤c≤[ p
2
] over R has rank less than 1 + [p2 ], then there will be
non-trivial classes in S(L(p, q)) with trivial WRT invariants. In §3 and §4, we will
study the rank of this matrix to prove:
Theorem 2. Skein classes J ∈ S(L(p, q)) are determined by wr(L(p, q),J ) for all
r if and only if p is a prime or twice an odd prime
In particular, there is a non-trivial skein class J in S(L(9, q)) with trivial WRT-
invariants. The subset of skein classes with trivial WRT-invariants turn out to form
a one dimensional line in the R-vector space S(L(9, q)). Moreover this line does not
intersect the ordinary skein module S(L(9, q)), except at the trivial class. In this
way, we will prove in §5:
Theorem 3. Let q be prime to 9. Every skein class J in S(L(9, q)) is determined
by wr(L(9, q),J ) for all r.
§2 Proof of Theorem 1
This result is obtained by studying Jeffrey’s calculation of the WRT invariant
of lens spaces. However we must first relate this calculation to the skein theoretic
definition of the invariant.
We find it convenient to use the variant of the [BHMV2] TQFT defined in [G2],
where p1 structures are replaced, following Walker [Wa], with Lagrangian subspaces
and integers. A closed oriented surface (possibly empty) Σ together with a choice
of Lagrangian subspace of H1(Σ,Z) is an object of a cobordism category C2r. A
morphism from Σ to Σ′ is a compact oriented 3-manifold M, weighted by an inte-
ger w, and containing a (possibly empty) colored framed link J such that boundary
of M comes equipped with an identification with −Σ∐Σ′. For simplicity, we have
only describe some of the objects and morphism in C2r. The TQFT assigns mod-
ules V2r(Σ) to objects Σ. A morphism (M,J,w) from Σ to Σ
′, defines a linear
map Z2r(M,J,w) : V2r(Σ) → V2r(Σ)′. V2r(∅) is the ground ring k2r. If M has no
boundary, Z2r(M,J,w) is multiplication by < (M,J,w) >2r .
We can now specify the version of the WRT SU(2) invariant that we study.
wr(M,J) = ψ(< (M,J, 0) >2r). Here ψ : k2r → C is the homomorphism [MR, note
p.134] which sends A to −ar, and sends κ to ζa−1r . Here ζ = ξ8.
L(p, q) is obtained by gluing together two copies of S1×D2 by the self-homeomorphism
U of S1 × S1 given with respect to a meridian-longitude basis by the matrix
(
q b
p d
) ∈ SL(2,Z). L(p, q) weighted by an integer n as a morphism of the cobor-
dism category is denoted (L(p, q), n). Let Σ denote the torus S1 × S1 assigned the
Lagrangian subspace generated by the meridian [S1× 1]. For each integer c, let Hc
be the morphism from the empty set to Σ given by S1×D2 weighted zero, with the
core S1 × 0 with the standard framing colored by c. Let H˜c be this same manifold
(with the opposite orientation) viewed as a morphism from Σ to the empty set. In
C2r, we have that (L(p, q), 0) is the composition H˜0 ◦ C(U, 0) ◦H0. We let C(U,w)
denotes the mapping cylinder of U weighted by an integer w. More generally, we
have that L(p, q) weighted zero with the meridian colored c is given by the compo-
sition H˜c ◦ C(U, 0) ◦H0. Hc represents an element βc in V2r(Σ). As c ranges over
0 ≤ c ≤ r − 2, these elements form an orthonormal basis B. We will also need
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elements νs = (−1)s−1βs−1. By [BHMV1,6.3], they have the following symmetries
2.1 νl = ν2r+l and νl = −ν−l ∀l ∈ Z
Note that wr(L(p, q), (−1)l−1µl−1) will possess the same symmetries. Let B denote
the basis with elements νs: for 1 ≤ s ≤ r − 1.
As usual, we let S = ( 0 −1
1 0
), and T = ( 1 1
0 1
). Let J(m) = TmS. Then C(J(m), 0) =
C(T, 0)m ◦ C(S, 0), as the contribution of σ (Maslov index) in the formula for
the computation of the weight of a composition is zero. Following [J] we ex-
pand U = J(mt) ◦ J(mt−1) · · · J(m1), where mt = 0, and t > 1. Let Ui =
J(mi) · · · J(m1). Let ci denote the lower left entry in Ui. For 1 ≤ i ≤ t, define
wi by C(Ui, wi) = C(J(mi), 0) ◦ · · · ◦ C(J(m1), 0). So w1 = 0. For 1 < i ≤ t,
we have C(Ui, wi) = C(J(mi), 0) ◦ C(Ui−1, wi−1). Computing the contribution of
σ, one has that wi = wi−1 + sign(ci−1ci). Thus wt =
∑t
i=2 sign(ci−1ci). This is
the signature of the matrix WL of [J,Equation 3.6], at least assuming this ma-
trix is a definite matrix which we may insist without loss of generality. Note that
Trace(WL) =
∑
imi.
With respect to B, Z2r(T, 0) is given by Tˆl,j = δ
j
l (−A)l
2−1, and Z2r(S, 0) is
given by Sˆl,j = η2r[lj] [G2]. Here j and l range from 1 to r − 1. Also [k] denotes
the quantum integer A
2k−A−2k
A2−A−2 , and η2r is the scalar of [BHMV2] with ψ(η2r) =
−a2r−a−2r√
2r
i. Witten [W] used a unitary matrix representation Rr of SL(2,Z), with
Rr(S) = ψ(Sˆ) and Rr(T ) = arζ−1ψ(Tˆ ) = δjl ζal
2
r . In [J], Jeffrey found an explicit
formula for Rr
(
[ a b
c d
]
)
in terms of a, b, c, and d. With respect to B, we have
(ζa−1r )
3Sign(WL)ψ (Z2r(C(U, 0))) = ψ(Z2r(C(U,wt))) = (ζa
−1
r )
Trace(WL)Rr(U).
Since the Rademacher Φ-function is given by [J,3.2][KM]
Φ(U) = Trace(WL)− 3 Sign(WL),
we have
ψ (Z2r(C(U, 0))) =
(
ζa−1r
)Φ(U)Rr(U).
This is exactly the correction factor Jeffrey used to find the Witten invariant of
L(p, q) in the canonical framing[J, Lemma 3.3, Theorem 3.4]. We have for 1 ≤ l ≤
r − 1 :
wr(L(p, q), (−1)l−1µl−1) = ψ (< νl, Zr(C(U, 0))ν1 >) = (ζa−1r )Φ(U)Rr(U)l,1
Jeffrey [J,Theorem 3.4] derived and simplified an expression for (ζa−1r )
Φ(U)Rr(U)1,1.
One may adapt her calculation as follows. Extending [J, Equation (3.812 )] to the
case l 6= 1, we have in our notation
2.2 wr(L(p, q), (−1)l−1µl−1) = −i√
2rp
a−Φ(U)r ξ
b
4rq
p∑
n=1
∑
±
±ξ(qγ±1)24rpq
where γ = l + 2rn, and 1 ≤ l ≤ r − 1.
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Note that qγ2 ± 2γ modulo 4rp only depends on n modulo p. Let S±(l) de-
note the unordered list, with multiplicity, of the values of qγ2 ± 2γ modulo 4rp
as n varies from 1 to p. Then S±(l + 2r) = S±(l), and S±(−l) = S∓(l). So∑p
n=1
∑
±±ξ(qγ±1)
2
4rpq = ξ4rpq
∑p
n=1
∑
±±ξqγ
2±2γ
4rp remains the same when l is re-
placed by l+2r, and changes sign when l is replaced by −l. By (2.1), it follows that
(2.2) holds for all integers l.
As
(qγ ± 1)2 = q2l2 + 1± 2ql + 4rq(qrn2 + qln± n),
we have:
wr(L(p, q), µc) =
i(−1)c+1√
2rp
∑
±
±ξpb−pqΦ(U)+q2l2+1±2ql4rpq
p∑
n=1
ξ(qr)n
2+(ql±1)n
p
=
i(−1)c+1√
2rp
ξ
pb−pqΦ(U)+q2l2+1
4rpq
∑
±
±ξ±l2rpG±(p, q, c, r).
Here l denotes c + 1. This holds for all integers c. But now making use of 1 =
det(U) = qd− bp, and the definition of Φ, we have:
pb− pqΦ(U) + q2l2 + 1 = q2(l2 − 1) + 12pq s(d, p) = q2(l2 − 1) + 12pq s(q, p)
As in [J], we have noted that d ≡ q∗ (mod p), where q∗ is an integer with qq∗ ≡ 1
(mod p), and that s(d, q) = s(q∗, p) = s(q, p). Thus
√
r wr(L(p, q), µc) =
i(−1)c+1√
2p
ξ
12p s(q,p)+q(c2+2c)
4rp
∑
±
±ξ±2(c+1)4rp G±(p, q, c, r)
A key observation for this paper is that r enters the right hand side of this last
formula in only two places in ξ4rp which we may think of as a variable z and in
G±(p, q, c, r) where its contribution only depends on r (mod p).
Thus if r ≡ k (mod p), then
√
r wr(L(p, q), µc) = fp,q,c,k(ξ4pr).
§3 Proof of theorem 2 (only if part)
Using [LL] one may prove:
Lemma 1. If a 6≡ 0 (mod p), and b2 ≡ b′2 (mod p), then Gp(a, b) = Gp(a, b′).
Let #p denote the number of squares modulo p.
Lemma 2. The number of distinct columns appearing in either of the matrices
[G+(p, q, c, k)]1≤k<p,0≤c≤[ p
2
] or [G−(p, q, c, k)]1≤k<p,0≤c≤[ p
2
] is less than or equal to
#p.
Lemma 3. The rank of [fp,q,c,k(z)]0≤k<p,0≤c≤[ p
2
] is less than or equal to 1 + #p.
Proof. The columns of [fp,q,c,k(z)]1≤k<p,0≤c≤[ p
2
] are linear combinations of the columns
discussed in Lemma 2. Thus the rank of this matrix is less than or equal to #p.
[fp,q,c,k(z)]0≤k<p,0≤c≤[ p
2
] has one extra row. 
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Lemma 4. If p is not prime, twice an odd prime, four or nine, then #p < [
p
2 ].
Proof. Suppose (a, b) = 1, then Zab = Za ⊕ Zb as rings, and so #ab = #a#b. If
#a < [
a
2
], then the lemma holds for p = ab, where (a, b) = 1. If p satisfies the
hypothesis, then it can be written as a · b with (a, b) = 1, and a of one of the
following forms. In each case, we show why #a < [
a
2
].
(i) a = 2t with t ≥ 3. The case a = 8 may be easily checked, so suppose t ≥ 4.
Then every square is the square of a number in the range from zero to 2t−1. However
zero, 2t−2, and 2t−1 are in this range and have the same square.
(ii) a = s2t with s an odd prime and t ≥ 1. If t = 1, assume s ≥ 5, i.e. a 6= 9.
Then every square is the square of a number in the range from zero to [a
2
]. However
zero, st, and 2st, are in this range and have the same square.
(iii) a = s2t+1 with s an odd prime, and t ≥ 1. Then every square is the
square of a number in the range from zero to [a2 ]. However 0
2 = (st+1)2, and(
st+1+st
2
)2
=
(
st+1−st
2
)2
are the squares of numbers from this range.
(iv) a = s1 · s2, where s1 and s2 are distinct odd primes. So #a = #s1·s2 =
#s1 ·#s2 = (s1+1)2 · (s2+1)2 <
[
s1·s2
2
]
=
[
a
2
]
.
(v) a is four times an odd prime, nine times an odd prime (other than 3) , 2 · 9,
or 4 · 9. These cases are dealt with as in (iv). 
These lemmas yield the only if part of Theorem 2, except for the cases p = 4,
and p = 9.When p = 4, [fp,q,c,k(z)]0≤k<p,0≤c≤[ p
2
] has a column of zeros by the proof
of Corollary 2. When p = 9 direct calculation (see §5) shows this matrix has rank
four.
§4 Proof of theorem 2 (if part)
Let cˆ be defined by 0 ≤ cˆ ≤ p − 1 and cˆ ≡ q∗p(c − 1) − 1 (mod p). Note that
qcˆ+ q + 1 ≡ c (mod p). So that:
G+(p, q, cˆ, k) = Gp(qk, c)
Let ∆ and Γ be functions from {0, · · · [p2 ]} to {0, · · · p−1} such that ∆(0) = 0, and
Γ(0) = 0ˆ.We will show that [fp,q,c,k(z)]0≤k<p,0≤c≤[ p
2
] has rank 1+[
p
2 ] by showing the
determinant [fp,q,Γ(c),∆(k)(z)]0≤k≤[ p
2
],0≤c≤[ p
2
] is non-zero for some choice of Γ and
∆. It suffices to show the determinant of [G+(p, q,Γ(c),∆(k))(z)]0≤k≤[ p
2
],0≤c≤[ p
2
] is
nonzero.
Note
G+(p, q, cˆ, 0) = Gp(0, c) =
{
p, if c = 0
0, if c 6= 0.
Thus we only need to show [G+(p, q,∆(c),Γ(k))]1≤k≤[ p
2
],1≤c≤[ p
2
] is nonsingular over
C, for some ∆ and Γ. If p = 2, this matrix is a one by one matrix with entry
G2(1, 1) = 2. Thus we may assume p is an odd prime or twice an odd prime.
The case p is an odd prime.
Let t∗u be defined by tt
∗
u ≡ 1 (mod u), if t is prime to u. Define ∆(k) = k∗p , if
k 6= 0. Define Γ(c) = cˆ. We note that for k 6= 0, we have by [LL]
G+(p, q, cˆ, k
∗
p) = Gp(qk∗p , c) = ǫ(p)
(
qk∗p
p
) √
p
(
qλ
c2
p
)k
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Here qλp denotes the primitive pth root of unity ξ
−q∗( p+1
2
)2
p . Also ǫ(p) is one or
i accordingly as p is one or three modulo four, and
(
a
b
)
denotes a Jacobi symbol.
So the rows of det[G+(p, q, cˆ, k
∗)]1≤k≤ p
2
,1≤c≤ p
2
are non-zero multiples of the rows
of a Vandermonde matrix with a non-zero determinant. Here we make use of the
fact that the numbers qλ
c2
p , as c varies from 1 to [
p
2 ] are all distinct. For this it is
important that as c ranges over 1 ≤ c ≤ [p2 ], c2 does not repeat itself modulo p.
The case p is twice an odd prime s.
For this case, we define Γ by saying that Γ(0), Γ(1), · · · , Γ(s) in sequence are
given by 0ˆ, 2ˆ, 4ˆ, · · · , ˆ(s− 1),1ˆ,3ˆ,· · · sˆ. Also define ∆ by saying ∆(0),∆(1),· · · , ∆(s)
in sequence are given by 0, 2(1∗s), 2(2
∗
s), · · · , 2( s−12 )∗s , 1∗p, 3∗p, · · · , (s− 2)∗p, s. Since
p is even, q is odd, and cˆ ≡ c (mod 2). Thus for both Γ and ∆, even values come
first, and then odd values follow.
Next notice that by [LL]
G+(2s, q, cˆ, s) = G2s(qs, c) =
{
0, if c is relatively prime to s
2s, if c = s.
Thus the last row of [G+(p, q,Γ(c),∆(k))]1≤k≤s,1≤c≤s consists of all zeros except for
the last entry of 2s. Thus we only need to show [G+(p, q,Γ(c),∆(k))]1≤k≤s−1,1≤c≤s−1
has a nonzero determinant. For j relatively prime to s, and c 6≡ j (mod 2) by [LL]:
G+(2s, q, cˆ, j) = G2s(qj, c) = 0
Thus our matrix is a block matrix of the form [A 0
0 B
].
We now study the matrix A. For 1 ≤ d ≤ s−1
2
, and 1 ≤ j ≤ s−1
2
, by [LL] we
have:
G+(2s, q, ˆ(2d), 2j
∗
s ) = G2s(2qj∗s , 2d) = 2Gs(qj∗s , d) = 2ǫ(s)
(
qj∗s
s
) √
s
(
qλ
d2
s
)j
where now we let qλs be the primitive sth root of unity ξ
−q∗s ( s+12 )2
s . Thus the rows
of A are nonzero multiples of the rows of a Vandermonde matrix with a non-zero
determinant. Here it is important that as d ranges over 1 ≤ d ≤ s−1
2
, d2 does not
repeat itself modulo s.
Now we study the matrix B. For 1 ≤ d ≤ s− 2, and 1 ≤ j ≤ s− 2, with d and j
odd , by [LL] we have:
G+(2s, q, dˆ, j
∗
p) = G2s(qj∗p , d) = 2ǫ(s)
(
2qj∗p
s
) √
s
(
qω
d2
s
)j
where now we let qωs be the primitive sth root of unity ξ
−q∗p( s+12 )3
s . Let qθs be
the primitive sth root of unity qω
2
s . So
(
qω
d2
s
)j
= qωs
d2
(
qθ
d2
s
) j−1
2
. We may take a
nonzero factor of qω
d2
s out of each column . The rows of the resulting matrix are non-
zero multiples of the rows of a Vandermonde matrix with a non-zero determinant.
Here it is important that as d ranges over odd numbers such that 1 ≤ d ≤ s− 2, d2
does not repeat itself modulo s.
This completes the proof.
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§5 Proof of Theorem 3
There are only two lens spaces of order nine up to (not necessarily orientation
preserving) diffeomorphism: L(9, 1), and L(9, 4). Thus we need only concern our-
selves with q = 1 and q = 4.
Using Mathematica we have found that the subset of S(9, 1) with trivial WRT
invariants is spanned by (−z15 + z27)µ1+ (z12 − z24)µ2 − z15µ3+µ4. Similarly the
subset of S(9, 4) with trivial WRT invariants is spanned by (−z84+z108)µ0+(z60−
z72)µ2 − z30µ3 + µ4. No non-zero multiple of these elements lies in the ordinary
skein module over Λ.
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