Signal processing community has recently shown interest in Ramanujan sums, which were defined by S. Ramanujan in 1918. In this paper, we propose a family of sequences, termed here as orthogonal Ramanujan sums, c k q (n) and also derive their various properties. We also prove two new properties of the Ramanujan Sums, namely, shifted multiplication property and interpolation property. These properties are used to define higher order orthogonal Ramanujan sums. These sums are periodic in nature and are orthogonal for different values of k and q. Using orthogonal Ramanujan sums, a new representation of finite length signal is given, termed here as orthogonal Ramanujan periodic transform. The coefficients obtained using this transform can be divided into two parts, first coefficient gives smoothing component and the rest give the detail components of the signal. Further, application of the orthogonal Ramanujan sums in discrete wavelet transform is developed. Construction of Ramanujan wavelet analysis matrix for applying discrete wavelet transform on a signal is described. The application of this matrix on an image of size N × N , where N is divisible by integer q will result in q 2 − 1 detail components and one average component in transform domain. Some of the applications of this transform are also demonstrated, especially in the field of image processing.
I. INTRODUCTION
S .RAMANUJAN defined a family of trigonometric sum [20] as: c q (n) = q k = 1 ( k , q ) = 1 exp j 2 π k n q (1) where (k, q) = 1 implies that k and q are relatively prime. Various standard arithmetic functions like Mobius function μ(n), Euler's toient function φ(n), Von Mangoldt function and Riemann-zeta function ζ(s) were represented using these Ramanujan sums. Further Ramanujan proved that any finite energy signal x(n) can be represented by a linear combination of c q (n) which is called as Ramanujan Sum Expansion (RSE).
where α q s are RSE coefficients. Since the limits in the equation (2) are infinite therefore number of c q (n) required to represent any arbitrary function x(n) would be infinite. Carmichael [16] gave the formula below for the calculation of the RSE coefficients α q s
Planat et al. [10] , [11] showed that these sums can be used for analysis of long-period sequences and 1 f noise. Planat et al. in [11] have shown that the result obtained in [10] was quite ambiguous. Vaidyanathan [12] , [13] gave an impetus by giving two representations, namely, Ramanujan FIR Transform (RFT) and Ramanujan Periodic Transform (RPT) based on Ramanujan sums. Both RFT and RPT have been used to find the periodic structure in the signal. In [5] - [7] applications of RS have been shown in image processing by combining it with wavelet transform and new representation of signal is proposed. Time frequency analysis using Ramanujan sums is demonstrated in [8] , [15] . Recently application of Ramanujan sums in image processing in particular for finding edges and noise level estimation [3] is demonstrated. The main contributions of this paper can be summarised as follows:
r Two new properties of Ramanujan Sums have been derived which makes them suitable for multirate signal processing [4] . r Application of ORS in Discrete Wavelet Transform is also demonstrated. The organisation of this paper is as follows: Section II contains newly derived properties of Ramanujan Sums. In Section III, ORS are defined and some of its properties are proved. Orthogonal Ramanujan Periodic Transform(ORPT) is defined in Section IV. Section V contains Orthogonal Ramanujan Sums based Discrete Wavelet Transform. Experiments and results are illustrated in Section VI followed by concluding remarks.
II. PROPERTIES OF RAMANUJAN SUMS
Various Properties of Ramanujan Sums exists in literature [13] . In this section two new properties of the Ramanujan Sums are derived, which will be used later in paper. It is known that the product of two Ramanujan Sums also results in Ramanujan Sum, but the resultant is a shifted version. The shift can be identified from the result obtained in Theorem 2.1 which we term as shifted multiplication property.
Theorem 2.1: Shifted multiplication property: Given two arbitrary but fixed shifted Ramanujan sums c p,α 1 (n) and c q,α 2 (n) where α 1 and α 2 are shifts in the Ramanujan sums c p (n) and c q (n) respectively and p, q are two distinct primes, their product also forms a Ramanujan sequence, i.e.
, rewriting above equation, we get
Otherwise let us assume that,
From above part, right hand side can be written as:
where D is the delay in the resultant sequence and can be determined in the following way. Comparing both the sides in the above equation, we get:
(n − α 1 ) = (n − D) mod p and (n − α 2 ) = (n − D) mod q which can be further written as
Above set of equations form system of congruences which has unique solution modulo product pq using Chinese Remainder Theorem [21] ,which is given as:
This concludes the proof of Theorem 2.1. We now prove an important property of Ramanujan sum which we term as interpolation property.
Theorem 2.2: For any prime q, c q l (n) = q l−1 c q ( n q l −1 ), where l > 0 Proof 2.2: From definition of c q (n), c q l (n) can be written as
Let r 1 , r 2 , . . . , r s be the terms which are relatively prime to q. Therefore other terms which are relatively prime to q l are of the form
Using this, rewriting the above expression of c q l (n) c q l (n) = exp j 2 π r 1 n q l 1 + exp j 2 π n q l −1 + · · · + exp j 2 π ( q l −1 −1 ) n q l −1 + exp j 2 π r 2 n q l 1 + exp j 2 π n q l −1 + · · · + exp j 2 π ( q l −1 −1 ) n q l −1 . . .
+ exp
j 2 π r s n q l 1 + exp
Therefore c q l (n) = exp j 2 π r 1 n q l + exp j 2 π r 2 n q l + · · · + exp j 2 π r s n q l
This concludes the proof of Theorem 2.2.
The above theorem proves that higher order Ramanujan sums are upsammpled versions of lower order Ramanujan sums. Since any integer N can be written as p r 1 1 p r 2 2 . . . p r m m . Thereby using multiplicative property of Ramanujan sums [4] , we can write c N (n) = c p r 1 1 (n)c p r 2 2 (n) . . . c p r m m (n) Corollary: Using above theorem c N (n) can be written as
In this section we propose a family of sequences, termed here as Orthogonal Ramanujan Sums (ORS), and discuss some of its properties in the form of theorems.
Definition 3.1: Let us denote, for any prime q,
It can be seen from the definition that c k q (n) is periodic in n with period q. Also c 0 q (n) is the same as Ramanujan sum for a given prime q. Some of the examples of c k q (n), for one period, are shown below. For example:
Further it is clear that the terms in c k q (n) are integers only. Next we prove that sum of c k q (n), over one period, is zero and also derive an expression for energy in one period, to be used later.
Theorem 3.1: For any prime q, q −1 n =0 c k q (n) = 0 and
(∵ sum of c q (n) is zero over one period and for prime q we know that c q (n) = −1 when n = 0 for one period) This completes the first part. For any 'q' prime, c k q (n) has a particular form of k zeroes followed by q − 1 − k and rest of the entries as −1. So the norm is equal to
This concludes the proof of Theorem 3.1. Now we prove that c k q (n)'s are orthogonal for a fixed but arbitrary prime q where 0 ≤ k < q − 1.
Theorem 3.2:
For any fixed prime q, c k q (n)'s are orthogonal for 0 ≤ k < q − 1.
Proof 3.2: From definition 3.1 above, we have,
Substituting the values of c k 1 q (n) and c k 2 q (n), the above equation becomes
Assuming k 1 > k 2 , we get
Since k 1 > k 2 and q is prime, therefore c q (k 1 − k 2 ) = −1. Therefore
This concludes the proof of Theorem 3.2. Similar to orthogonality property of Ramanujan sums, next we prove that Orthogonal Ramanujan Sums also exhibit orthogonality property. To prove this we will use following lemma.
. For x[n] to be periodic
. Theorem 3.4: For prime q 1 and q 2 ,
Proof 3.4: Since q 1 and q 2 are prime hence lcm(q 1 , q 2 ) = q 1 q 2 . Also by definition, c k 1 q 1 (n) and c k 2 q 2 (n) are periodic with periods q 1 and q 2 respectively. Therefore inner product of c k 1 q 1 (n) and c k 2 q 2 (n) can be written as:
Expanding the right hand side we get,
and c k 2 q 2 (n) are periodic in n with period q 1 and q 2 respectively. Therefore above expression can be simplified as
Collecting the similar terms we get,
As we know that q −1 n =0 c k q (n) = 0. The above equation becomes < c k 1 q 1 (n), c k 2 q 2 (n) > = 0 This proves the claim that c k 1 q 1 (n) and c k 2 q 2 (n) are orthogonal. This concludes the proof of Theorem 3.4.
Until now c k q (n) has been defined for prime q, now to define c k q (n) for composite number, we use the orthogonality property of Ramanujan sums which states that Ramanujan sums c q 1 (n) and c q 2 (n) are orthogonal over lcm(q 1 , q 2 ) [12] .
Definition 3.2: Let q 1 and q 2 be any two distinct primes, define Orthogonal Ramanujan Sums as:
Corollary: Using Theorem 3.3 and let c k 1 k 2 q 1 q 2 (n) be as defined in Definition 3.2. Then
Since c k q (n) have been derived from Ramanujan sums and are orthogonal hence these are termed here as Orthogonal Ramanujan Sums (ORS).
In the previous section we have seen that any Ramanujan sequence, c N (n), can be represented as an interpolation of Ramanujan sums for prime divisors of N [2] . Similarly interpolation of Orthogonal Ramanujan Sums can be represented in the same way, i.e.,: Definition 3.3: For any prime q,
From definition it is clear that interpolated ORS, c k q l (n), are also orthogonal for different values of k.
Theorem 3.5: For arbitrary positive integer N, Orthogonal Ramanujan Sums can be expressed in terms of Orthogonal Ramanujan Sums of its prime factors as As we know that if we interpolate a signal c k 1 p 1 (n)by a factor of p 1 r 1 −1 then c k 1 p 1 r 1 (n − l) are pairwise orthogonal for 0 ≤ l ≤ p 1 r 1 −1 − 1 shifts. So total number of orthogonal sums are p 1 r 1 −1 for particular k 1 . From Theorem 2.2 we have p 1 − 1 orthogonal vectors from c k 1 p 1 (n). Therefore total number of orthogonal vectors for all possible values of k 1 are p 1 r 1 −1 (p 1 − 1) which is equal to φ(p 1 r 1 ). Now for generalised N = p r 1 1 p r 2 2 . . . p r m m , using above theorems, we can choose Orthogonal Ramanujan Sums
. This concludes the proof of Theorem 3.6.
IV. ORTHOGONAL RAMANUJAN PERIODIC TRANSFORM (ORPT)
Using Orthogonal Ramanujan Sums, Orthogonal Ramanujan Periodic Transform (ORPT) has been defined in this section.
Theorem 4.1: Any arbitrary signal x(n), of length N admits the following representation:
..,j m ;k 1 ,k 2 ...,k m are ORPT coefficients of x(n) which can be represented as :
and d i 's are divisor of N and each d i is of the form p r i 1 i1 p r i 2 i2 . . . p r i m im . Proof 4.1: In the previous section we have seen that Orthogonal Ramanujan Sums are pairwise orthogonal and contain integer entries only. Also for a given d we have φ(d) Orthogonal Ramanujan Sums. As we know that [4] for any N;
Where d i are divisors of N . Hence, for any N , we have N orthogonal sums. Using these orthogonal sums as a basis, any finite length signal x(n) of length N can be represented as shown in the theorem. This concludes the proof of Theorem 4.1.
Example: Consider N = 12. Its divisors are 1, 2, 3, 4, 6, 12. Therefore x(n) can be represented as: Orthogonal Ramanujan Sums can be normalised using Theorem 3.1. Similarly Orthonormal Ramanujan Periodic Transform of a finite length signal can be defined, in the normalised form as:
Since ORPT coefficients are inner product of signal and orthogonal Ramanujan sums. Therefore signal x(n) of length N can be represented as
where x N and β are column vectors of size N × 1 and R N be the N × N matrix which is the equivalent representation of ORPT.
By construction each column of R N are pairwise orthogonal. Hence R N is invertible and β = R −1 N x N . In an earlier work authors have shown that Ramanujan sums are basically first order derivative [3] . Hence β 1 is smoothing coefficient and β N (N > 1) can be interpreted as finer details of a signal. Few examples of R N matrix are
Observe that ORPT can also be used to find hidden periods of a finite length discrete signal, as was done in [12] , [13] because of the properties of the Orthogonal Ramanujan Sums.
V. ORS BASED DISCRETE WAVELET TRANSFORM
In this section ORS based Discrete Wavelet Transform are developed in finite dimension. In DWT a signal is decomposed into two parts: (i) a low-pass or smooth part and (ii) the high-pass or detail part, when the length of the signal is N which is divisible by 2 [2] . Now suppose N is divisible by q where 1 < q ≤ N , then we can decompose the signal in q components: one smooth component and q − 1 detail components. Let l 2 (Z N ) be a Ndimensional vector space. Now to generalise the discrete wavelet transform, we define few notations.
Definition 5.1: For any z ∈ l 2 (Z N 1 × · · · × Z N L ), define z(n 1 , . . . , n L ) = z(N 1 − n 1 , . . . , N L − n L ) ∀ n i and Z N i is ring of integers modulo N i for each i.
Definition 5.2: Motivated by the definition given in [9] , we define for general case a family of cyclically shifted delay operators as (S d 1 ,d 2 ,...,d L z)(n 1 , n 2 , . . . , n L ) = z(((n 1 − d 1 )) N 1 ,
This implies that S d 1 ,d 2 ,...,d L shifts z by d 1 , d 2 , . . . , d L circularly to n 1 , n 2 , . . . , n L respectively under modulo operation.
Definition 5.3: Suppose M ∈ N, the set of natural numbers, N = qM and u j ∈ l 2 (Z N ) where j = 1, 2 . . . q. For n ∈ Z, define system matrix P (n) as
Next we propose ORS based DWT to higher dimensions. Here we will show that for an L-dimensional signal we can generate a set of vectors, with integer entry only, which will span the space and are orthogonal. where 1 ≤ k i ≤ q i − 1 and i = 1, 2 . . . L Then the following property holds:
(i) z(n 1 , n 2 , . . . , n L ) +
z k 1 (n 1 , n 2 , . . . , n L ) + . . .
z k 1 k 2 (n 1 , n 2 , . . . , n L ) + . . .
where j = 0, 1, 2, . . . , (q 1 q 2 . . . q L − 1). The set B, given below, forms an orthonormal basis,
iff P (n 1 , n 2 . . . , n L ) is unitary, where ith column of P (n 1 , n 2 . . . , n L ) is written as n 2 , . . . , n L ) u i (n 1 + N 1 q 1 , n 2 , . . . , n L ) . . .
, . . . , n L ) . . .
, or the following conditions are satisfied.
1)
. . , n L + j L M L ) = 0 for j = m Proof 5.1: As can be seen from the definition that z k 1 (n 1 , . . . , n L ), z k 2 (n 1 ,...,n L ) . . . z k 1 ,k 2 ,...,k L (n 1 , . . . , n L ) are roots of unity. The sum of these will be non zero whenever each q i divides n i . This completes the proof of part (i). To prove part (ii), as we have
Since B is a orthonormal set hence we have < u j , S q 1 d 1 ,...,q L d L u j > = 1 when d i = 0 ∀i 0 elsewhere
Using equation (7), equation (6) can be written as
Taking DFT of equation (8) we get,
This proves condition (1). To prove condition (2), from orthonormal set B we have < u j , S q 1 d 1 ,q 2 d 2 ,. ..,q L d L u m > = 0 (9)
We also have
Using equation (9), equation (10) can be written as
Taking DFT of equation (11) we get,
This proves condition (2). Thus P (n 1 , n 2 . . . , n L ) is a unitary matrix. This completes the proof of Theorem 5.1. A special case of this theorem is given as problem for L = 2 in [9] , where q 1 = q 2 = 2. Now we will show that when N = qM , this can be used to define multiresolution akin to M-band wavelet system.
A. Construction of Ramanujan Wavelet Analysis Matrix
Ramanujan wavelet analysis matrix B, is constructed using the columns of ORPT matrix. Let N = qM , then the columns of R q , which are appended with N − q zero in each column, are used as u j for j = 1, 2, . . . , q.
is an orthonormal basis for l 2 (Z N ) then the system matrix P (n) is unitary or the following conditions are satisfied (from Theorem 5.1). 1) form ⎡ 
VI. EXPERIMENTS AND RESULTS
r Application in Decomposition/Compression: To demonstrate the applicability of this transform, consider a signal whose spectrum is as shown in Fig. 1 . The purpose is to segregate the three peaks. Dyadic decomposition of this signal using wavelet will result in two components: first component (low pass) will contain the first peak namely a whereas the second component (high pass) will contain two peaks b and c. All three peaks cannot be segregated by dyadic decomposition at first level. Further decomposition also will not help in separating peaks b and c. Hence using this approach of dyadic decomposition three peaks cannot be segregated. However if we use ORPT with q = 3, whose spectrum is shown in the Fig. 2 , we can segregate the signal into three bands with each containing individual peak. This is due to the fact that all but one filters of ORPT are of bandpass in nature by construction, thereby giving q-adic decomposition. This example clearly demonstrates the advantage of ORPT over wavelets. From Fig. 2 , it is clear that each column of ORPT divides frequency into different bands. This makes it suitable for multiresolution analysis. In Theorem 5.1 ORS based DWT is proposed in which construction of Ramanujan wavelet analysis matrix B is also shown. To show that analysis matrix B can be used for compression [18] , it is applied on Heavisine [19] signal, which is shown in Fig. 3(a) . Fig. 3(b) contains the coefficients. It can be observed that few coefficient contains most of the energy, hence Ramanujan wavelet analysis matrix can be used for compressing a signal. Extending this to two dimensions, application of Ramanujan wavelet analysis matrix on an image is shown. Suppose an image X of size N × N , where N = qM , is given. Matrix B is constructed based on R q and applied which will result in q 2 components in transformed domain out of which q 2 − 1 are detail components and one is smooth component. Let N = 510 = 3 × 170, original image is shown in Fig. 4 . Using R 3 , analysis matrix B is constructed and applied on X using Y = B XB. This will divide image into 9 parts which is shown in Fig. 5 . In this figure components which are shown in (a)-(g) have been normalised appropriately for display only. This can be applied recursively on the smooth component, as applied in Haar wavelet, with an advantage that each level can have different q. For above example of image where N = 510 = 5 × 3 × 34, application of B corresponding to 5 at first level and 3 at second level will result in Fig. 6 . Variation in entropy of the transformed image with divisors has also been studied. It has been found that as the value of divisor increases the entropy decreases upto a certain divisor, then starts increasing, as shown in Table I . This behaviour is consistent when applied recursively, which means that the entropy further decreases with recursions. It can be observed that as q increases the number of detail components increases. This results in concentration of energy in fewer coefficients which is shown in Fig. 7 . This shows cumulative energy is more concentrated in lesser number of pixels as q increases. In the above example if detail components (c), (f), (g), (h), (i) are made 0, let this be denoted byŶ , and image is reconstructed only using (a), (b), (d), (e) then we get imagê X = BŶ B , with mean square error of 1.4415, which is shown in Fig. 8 . Using this, we need to encode only 4 9 coefficients of the transformed image.
r Application in Edge Detection: To demonstrate that Ramanujan wavelet analysis matrix B can be used for edge detection too, in the transform domain smooth component, which is shown in (a) in Fig. 5 , is converted to zero. This will remove the smoothing component in the image and will keep the abrupt change in intensities intact. Then the image is reconstructed back which is shown in Fig. 8(b ). This figure clearly shows the edges present in the image, thereby demonstrating that edge detection can be done using Ramanujan wavelet analysis matrix. 
VII. CONCLUDING REMARKS
In this paper we have defined a family of sequences, Orthogonal Ramanujan Sums, c k q (n), various properties of these sums have been proved. Interpolation property and shifted multiplication property of Ramanujan Sums have been proved and these properties have been used to define higher order Orthogonal Ramanujan Sums. These sums are periodic in nature and are orthogonal for different values of k and q. Using Orthogonal Ramanujan Sums a new representation of finite length signal has been given, Orthogonal Ramanujan Periodic Transform. The coefficients obtained using this transform can be divided into two parts, first coefficient gives smoothing component and the rest give the varying nature of the signal. Further, ORS based Discrete Wavelet Transform has been developed in detail. It has been shown that multiresolution analysis can be done at any scale q when signal length is divisible by q. Construction of Ramanujan wavelet analysis matrix B for applying DWT has been shown. Application of this matrix on an image of size N × N , where N is divisible by integer q will result in q 2 − 1 detail components and one average component in transform domain. Some of the applications of this transform have been demonstrated in the field of image processing. It has been observed that entropy decreases with the increase in value of divisor, upto a certain divisor and then starts increasing. Optimum value of divisor for which entropy is minimum can further be explored. As we have shown that Orthogonal Ramanujan Sums have application in multiresolution analysis, hence it can be applied to other applications of image processing such as image segmentation, noise estimation and others. One can observe that Ramanujan wavelet analysis matrix B is sparse because R q is sparse, especially for higher q, hence it can be used in compressive sensing applications.
