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Abstract
We obtain results of existence and multiplicity of solutions for the second-order equation
x00 þ qðtÞgðxÞ ¼ 0; with xðtÞ deﬁned for all tA0; 1½ and such that xðtÞ-þN as t-0þ and
t-1: We assume g having superlinear growth at inﬁnity and qðtÞ possibly changing sign on
½0; 1:
r 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
Consider the second-order ordinary differential equation
x00 þ qðtÞgðxÞ ¼ 0; ð1Þ
where q : ½0; 1-R and g :R-R are continuous functions. We look for solutions of
Eq. (1) which are deﬁned in 0; 1½ and satisfy the blow-up boundary condition
xð0þÞ ¼ xð1Þ ¼ þN: ð2Þ
These kinds of singular boundary value problems, arising from questions of
geometry and mathematical physics, dates back to Bieberbach [3] and Rademacher
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[26] who initiated the study of the solutions of
Du ¼ f ðuÞ in O;
such that uðxÞ-þN as distðx; @OÞ-0: Further results were then obtained
by Keller [13], Osserman [24], Walter [30], Loewner and Nirenberg [18], Rhee
[27] and others. More recent contributions and extensions can be found in
[1,2,8,10,15,16,22,31] and the references therein. The study of radially symmetric
solutions of
Du ¼ wðjxjÞgðuÞ in O;
which present the blow-up phenomenon at the boundary of O leads to problem (1)–
(2) in the case of an annular domain, with the sign conditions on qðtÞ corresponding
to appropriate sign conditions on wðrÞ with r ¼ jxj: In [1,2,15,31], the authors
considered the situation in which wðrÞ > 0 for all r and this turns out to be equivalent
to the sign condition qðtÞo0 for all tA½0; 1: Recently, under the assumption of
monotonicity for g; the case of a weight function of constant sign but possibly
vanishing on some subset of its domain, was considered too (see [8] and the
references therein).
In this paper, under rather general assumptions of superlinear growth at
inﬁnity for the function g; which are related to the time-maps associated to
the autonomous equations x007gðxÞ ¼ 0; we obtain some results of existence
and also multiplicity for the solutions of (1)–(2) in situations where we may
assume qðtÞ vanishing or even changing sign on its domain. We follow a
topological approach according to which we prove the existence of un-
bounded continua of initial points in the phase-plane ðx; x0Þ such that
solutions starting at some ﬁxed time from points of these continua, will
blow-up at t ¼ 0 or, respectively, at t ¼ 1: The main assumption here is the
negativity (in a quite weak sense) of qðtÞ in a neighbourhood of 0 and 1: Indeed, we
remark that if we assume that qðtÞp0 for all t in a neighbourhood of 0 and 1; then it
turns out that our sign condition is also necessary for the existence of solutions
satisfying (2) (see Remark 1).
After having obtained this preliminary result, we can ‘‘glue’’ such continua by
means of solutions of (1) via a shooting-like technique. In this manner, according to
the sign of qðtÞ on a suitable compact subinterval of 0; 1½ we can either ﬁnd solutions
of (1)–(2) which are positive (and this will happen when qp0 on 0; 1½) or which have
a prescribed oscillatory behaviour (and this will happen when q > 0 on one or more
subintervals of 0; 1½).
We remark that the same technique can be applied to the search of solutions which
satisfy a suitable one-sided boundary condition (like, e.g., xð0Þ ¼ 0 or x0ð0Þ ¼ 0) and
explode at a precise time tn; with tn being ﬁxed a priori. Since, by standard rescaling
procedures, Eq. (1) can be obtained from ODEs of the form
u00ðrÞ þ cðrÞu0ðrÞ þ hðrÞf ðuðrÞÞ ¼ 0;
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our result, in principle, could be applied to the search of radially symmetric solutions
of different classes of PDEs (like, e.g., the self-similar solutions for semilinear heat
equations).
2. Main results
Consider Eq. (1), where q : ½0; 1-R and g :Rþ-R (for Rþ :¼ ½0;þN½) are
continuous functions and assume that
ðgþÞ gð0Þ ¼ 0 and there are 0oa0pb0 such that gðsÞ > 0 for sA0; a0,½b0;þN½:
We deﬁne
GðxÞ ¼
Z x
0
gðsÞ ds
and also
tðcÞ ¼ 1ﬃﬃﬃ
2
p
Z þN
c
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GðsÞ  GðcÞp ds;
for c > 0 sufﬁciently large (say c > b0). We remark that tðcÞ is the time along that
semi-trajectory of the planar autonomous system
x0 ¼ y; y0 ¼ gðxÞ;
which passes through ðc; 0Þ and is contained in the ﬁrst quadrant.
In the sequel, the following assumptions will be considered as well:
ðg0Þ
Z a0
0
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GðsÞp ds ¼ þN;
and
ðgNÞ lim
c-þN tðcÞ ¼ 0:
In [25, Appendix], dealing with the case when gðsÞ > 0 for all s > 0; it is proved that
a sufﬁcient condition for ðgNÞ to hold is that
lim
s-þN
gðsÞ
s
¼ þN;
Z þN 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GðsÞp dsoþN and lim infs-þN
GðssÞ
GðsÞ > 1; ð3Þ
for some s > 1: It may be interesting to observe that these conditions (with
another one that we do not need here) were assumed by McKenna et al. [22]
for the search of blow-up solutions at the boundary. As remarked in [22], the
third condition in (3) is always satisﬁed when g is monotone nondecreasing
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in a neighbourhood of inﬁnity. Indeed, if g satisﬁes such a monotonicity
property, then just the assumption
RþN 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GðsÞp dsoþN is enough for ðgNÞ:
With respect to ðg0Þ; we observe that it is satisﬁed if
(a1 > 0; M > 0: gðsÞpMs; for 0pspa1
and this clearly holds when g is locally Lipschitz continuous.
Our ﬁrst result is the following, where we denote by Rþ0 ¼0;þN½ the set of
positive real numbers and by px and py the projections of the R2-plane onto the x-
and the y-axis, respectively.
Lemma 1. Assume ðgþÞ; ðg0Þ and ðgNÞ and suppose that
1AftA½0; 1: qðtÞo0g:
Let 0pbo1 be such that qðtÞp0 for all tA½b; 1: Then, there is an unbounded
continuum Gð1ÞCRþ  R; with pxðGð1ÞÞ ¼ Rþ; such that for each ðx0; y0ÞAGð1Þ there is
a solution xðÞ of (1) with xðbÞ ¼ x0; x0ðbÞ ¼ y0; xðtÞ > 0 for all tAb; 1½ and xðtÞ-þ
N as t-1: Moreover, the localization of the branch Gð1Þ in the phase-plane can be
described as follows: there is d1 > 0 and
(i) there is e1 > 0 such that pyðGð1Þ-½0; e1½RÞCd1;þN½;
(ii) there is K1 > 0 such that pyðGð1Þ-K1;þN½RÞC N;d1½:
After this result is achieved, by a completely symmetric argument (just reversing
the time-direction), one can obtain the following:
Lemma 2. Assume ðgþÞ; ðg0Þ and ðgNÞ and suppose that
0AftA½0; 1: qðtÞo0g:
Let 0oap1 be such that qðtÞp0 for all tA½0; a: Then, there is an unbounded
continuum Gð0ÞCRþ  R; with pxðGð0ÞÞ ¼ Rþ; such that for each ðx0; y0ÞAGð0Þ there is
a solution xðÞ of (1) with xðaÞ ¼ x0; x0ðaÞ ¼ y0; xðtÞ > 0 for all tA0; a½ and xðtÞ-þ
N as t-0þ: Moreover, the localization of the branch Gð0Þ in the phase-plane can be
described as follows: there is d0 > 0 and
(1) there is e0 > 0 such that pyðGð0Þ-½0; e0½RÞC N;d0½;
(2) there is K0 > 0 such that pyðGð0Þ-K0;þN½RÞCd0;þN½:
An immediate consequence of Lemmas 1 and 2 can be given in the case when
ðq0Þ qðtÞp0 for all tA½0; 1 and 0; 1AftA½0; 1: qðtÞo0g:
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In fact, one can apply the above results with the choice a ¼ b ¼ 12 and, using a
result like [23, Lemma 3] prove that the corresponding continua Gð0Þ and Gð1Þ
intersect at some point ðrˆ; sˆÞARþ0  R: Consequently, there is a positive
solution xˆ of (1)–(2) with xˆð1=2Þ ¼ rˆ and xˆ0ð1=2Þ ¼ sˆ: This is summarized by the
following.
Theorem 1. Assume ðgþÞ; ðg0Þ; ðgNÞ and ðq0Þ: Then problem (1)–(2) has at least one
positive solution.
Remark 1. With respect to preceding works dealing with problem (1)–(2), we
do not assume that gðsÞ > 0 for all s > 0; but only for the s in a neighbourhood of
zero and inﬁnity. Moreover, our assumption ðgNÞ is more general than other
growth conditions at inﬁnity previously considered in the literature. In particular,
as remarked above, it is always satisﬁed if gðsÞ is monotone nondecreasing
for all s sufﬁciently large and
RþN
GðsÞ1=2 dsoþN: As to the sign condition
on the weight qðtÞ; we observe that ðq0Þ holds true when qðtÞp0 for all tA½0; 1
and qð0Þ; qð1Þo0; but it may be satisﬁed also when qð0Þ ¼ 0 or qð1Þ ¼ 0;
provided that in any neighbourhood of 0 and 1 there are points where q is
negative. Such a weak form of sign conditions was recently considered by C#ırstea
and Radulescu in [8] for PDEs, in the case of a monotone nonlinearity. We ﬁnally
point out that if qðtÞp0 for all t belonging to a neighbourhood of 0 and 1 (as
considered in all the previous works in this area), then the assumption
0; 1AftA½0; 1: qðtÞo0g is necessary for the existence of solutions satisfying the
boundary condition (2).
Remark 2. The same kind of results may be obtained for the p-Laplacian scalar
ODE
ðfpðu0ÞÞ0 þ qðtÞgðuÞ ¼ 0; ð4Þ
with fpðsÞ ¼ jsjp2s; for p > 1 or even for a more general f-Laplacian scalar ODEs
of the form
ðfðu0ÞÞ0 þ qðtÞgðuÞ ¼ 0;
with f : R-R an odd increasing homeomorphism satisfying suitable upper and
lower s-conditions (see [19]). The growth assumptions on g and G will have to be
modiﬁed accordingly. For instance, in the case of the p-Laplace operator, ðg0Þ has to
be replaced by
ðgp0Þ
Z a0
0
GðsÞ1=p ds ¼ þN:
In the same manner, the time-map tðÞ ¼ tpðÞ is now expressed by means of an
integral like kp
RþN
c
ðGðsÞ  GðcÞÞ1=p ds (with kp a suitable positive constant) and
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then ðgNÞ has to be changed to
ðgpNÞ limc-þN tpðcÞ ¼ 0:
Note that in this case, also the sufﬁcient condition (3) ensuring the fact that the time-
mapping is inﬁnitesimal at inﬁnity has to be modiﬁed into
lim
s-þN
gðsÞ
sp1
¼ þN;
Z þN
b0
GðsÞ1=p dsoþN; and lim inf
s-þN
GðssÞ
GðsÞ > 1; ð5Þ
for some s > 1 (cf. [22]). Like for the case p ¼ 2; also here, condition (5) may be
reduced just to the convergence of the integral at inﬁnity when g is monotone in a
neighbourhood of inﬁnity.
Remark 3. Denote by BðRÞ and B½R the open and the closed ball in RN ; with centre
in the origin and radius R > 0: Let O ¼ BðR2Þ\B½R1; with 0oR1oR2; be an annular
domain in RN ; and let w : ½R1;R2-Rþ be a continuous function such that
R1;R2AfrA½R1;R2: wðrÞ > 0g:
Then, as a consequence of Theorem 1 and Remark 2 we have:
Corollary 1. If g : Rþ-R is any continuous function satisfying ðgþÞ; ðgp0Þ and ðgpNÞ
and wðrÞ satisfies the above sign condition, then the boundary value problem
Dpu ¼ wðjxjÞgðuÞ; x AO;
uðxÞ-þN; as x -@O
(
ð6Þ
(with p > 1) has at least one radially symmetric positive solution.
Proof. The search of the radially symmetric solutions of (6) yields to the study of the
boundary value problem
ðfpðu0ðrÞÞÞ0 þ N1r fpðu0ðrÞÞ  wðrÞgðuðrÞÞ ¼ 0; rAR1;R2½;
uðrÞ-þN; as r-R1; r-R2;
(
ð7Þ
where 0 ¼ d
dr
denotes the differentiation with respect to r ¼ jxj and fpðsÞ ¼
jsjp2s; p > 1: If we consider now the change of variable t/rðtÞ; r/tðrÞ; where
tðrÞ ¼
Z r
R1
x
N1
p1 dx
  Z R2
R1
x
N1
p1 dx
 
;
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we transform problem (7) to
ðfpðx0ðtÞÞÞ0 þ qðtÞgðxðtÞÞ ¼ 0; tA0; 1½;
uðtÞ-þN; as t-0; t-1;
(
where qðtÞ ¼ wðrðtÞÞ=ðdt
dr
jr¼rðtÞÞ; and for this problem we can apply Theorem 1 with
Remark 2. &
Note that no other restriction on the growth of g is needed here. This result
answers a question raised in [22, Section 6]. Moreover, with respect to [22], we allow
more general conditions on g than those considered in [22, Theorem 2] and, as
remarked above, the assumption gðsÞ > 0 for all s > 0 is not required as well.
Furthermore, a general weight function is also permitted.
Another result which can be obtained by combining Lemmas 1 and 2, with the
strong oscillatory behaviour of the solutions for equations having superlinear growth
at inﬁnity [5,7,12,20,28], is the following:
Theorem 2. Let g : R-R be a continuous function with gð0Þ ¼ 0; gðsÞ > 0 for
sA0; a0 and satisfying ðg0Þ; ðgNÞ and
ðgsupÞ lim
s-7N
gðsÞ
s
¼ þN:
Assume that q : ½0; 1-R is a continuous function with
0; 1AftA½0; 1: qðtÞo0g
and there are a; b with 0oaobo1 such that qðtÞp0 for tA½0; a,½b; 1 and qðtÞX0 for
tA½a; b; with qc0 on ½a; b: We further suppose that q is of bounded variation on ½a; b
and it holds that if ½t1; t2C½a; b is any interval such that qðt1Þ ¼ 0 (or qðt2Þ ¼ 0Þ and
qðtÞ > 0 for all tAt1; t2½; then q is monotone in a right neighbourhood of t1 (or,
respectively, in a left neighbourhood of t2).
Then, there is mn; such that, for each n > mn; there exists a solution of (1)–(2) which
is positive on 0; a,½b; 1½ and has exactly 2n zeros in a; b½:
Remark 4. The assumption that q is of bounded variation in ½a; b and monotone at
the edges of the ‘‘positivity’’ subintervals of ½a; b is taken from [5,6,9], in order to
have the continuability of the solutions across the interval ½a; b:
Condition ðgsupÞ of superlinear growth at inﬁnity could be relaxed (like in [11,25])
to the assumption that the time-mapping associated to x00 þ gðxÞ ¼ 0 tends to zero as
the energy of the solutions tends to inﬁnity.
Similarly like in Remark 2, we could deal with more general p-Laplacian type
equations. In this case the superlinear growth assumption ðgsupÞ should be replaced
accordingly (e.g., assuming that lims-7N gðsÞ=fpðsÞ ¼ þN; or by a more
general time-mapping condition for the solutions of ðfpðx0ÞÞ0 þ gðxÞ ¼ 0Þ: Clearly,
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Theorem 2 can be applied to the search of radially symmetric solutions of PDEs in
annular domains. In fact, if we take a continuous function w : ½R1;R2-R with such
that the function t/ wðR1 þ tðR2  R1ÞÞ has the same properties like the qðtÞ of
Theorem 2, we can easily obtain a result which corresponds to Corollary 1 and
ensures the existence of solutions for (6) having prescribed nodal properties in the
subinterval of R1;R2½ where wp0:
The proof of Lemma 1 will be carried out through the following intermediate
steps.
First of all, we ﬁx a number b > b0 and take nAN with n > b: Then, we consider
the two-point boundary value problem
x00 þ qðtÞgðxÞ ¼ 0;
xðbÞ ¼ r; xð1Þ ¼ n
(
ð8Þ
with rA½0; b considered as a parameter. Using the Leray–Schauder Continuation
Theorem [17] and a connectivity argument ([20]), we can ﬁnd a compact connected
set SnC½0; b  C1ð½b; 1Þ of positive solution pairs ðr;xÞ of (8) such that for each
rA½0; b there is ðr; xÞASn; with xðbÞ ¼ r: From the assumptions, it is also possible to
see that there is N ¼ NðbÞ > 0; with N independent of n; such that jx0ðbÞjpN; for all
xASn: Thus, if we denote by Sn the image of Sn under the continuous map ½0; b 
C1ð½b; 1Þ U ðr; xÞ/ðr; x0ðbÞÞARþ0  R; we have that SnC½0; b  ½N;N is a
compact connected set, with pxðSnÞ ¼ ½0; b and for each ðx0; y0ÞASn there is a
solution of (1) with xðbÞ ¼ x0; x0ðbÞ ¼ y0 and xð1Þ ¼ n: As a next step, we let n-þ
N; and after some computations, we prove that there is a compact connected set
S ¼ SðbÞ; SC½0; b  ½N;N; with pxðSÞ ¼ ½0; b and, for each ðx0; y0ÞAS there is
a solution xðÞ of (1) on the interval ½b; 1½; with xðbÞ ¼ x0; x0ðbÞ ¼ y0 and xð1Þ ¼
þN: Finally, we make this construction for b ¼ k; letting k-þN:Having denoted
by Gk the corresponding continua SðkÞ; we prove that the Gk ‘‘converge’’ to an
unbounded continuum G with the desired properties. The convergence of the
continua in the ﬁrst and the second steps of the proof is based on a topological
lemma [14, p. 171] and on some locally uniform estimates for the solutions. In the
course of the proof of these intermediate steps, we obtain some additional properties
of the solutions that will be used to make more precise the localization of the
continuum Gð1Þ:
3. Proofs of the lemmas
We start with the proof of Lemma 1, following the lines indicated above. For all
this section we assume the hypotheses considered in Lemma 1.
Let us ﬁx b with
b > b0: ð9Þ
For convenience, we extend g to all the real line, with gðsÞo0 for all so0:
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Proposition 1. Let x be a nonnegative solution of (1) defined in an interval
½t1; t2C½b; 1: If t0A½t1; t2 is such that xðt0Þ ¼ min½t1;t2 x and x0ðt0Þ ¼ 0; then xðt0Þ >
0; unless x  0:
Proof. If xmin :¼ xðt0ÞXa0 the proposition is already proved, therefore we consider
the case xminoa0:Without loss of generality we can also suppose that either x0ðtÞ > 0
in t0; s2½ with xðs2Þpa0 or x0ðtÞo0 in s1; t0½ with xðs1Þpa0 (for some s1pt0ps2)
since, if xc0; there are s1 and s2 such that t1ps1pt0ps2pt2 and a :¼
xminomaxfxðs1Þ; xðs2Þgpa0 and we could substitute t0 either by
maxftA½t1; t2: xðtÞ ¼ xming or by minftA½t1; t2: xðtÞ ¼ xming: We develop the proof
when the ﬁrst situation occurs (namely, x0ðtÞ > 0 in t0; s2½ with xðs2Þpa0), the other
one being analogous.
We have that
x00ðtÞpjqjNgðxðtÞÞ;
for all tA½t0; s2: Multiplying by x0ðtÞ and integrating on ½t0; tC½t0; s2 yields that
x0ðtÞ2p2jqjNðGðxðtÞÞ  GðxminÞÞ
for all tA½t0; s2: Hence,Z a
xmin
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GðxÞp dxo
Z a
xmin
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GðxÞ  GðxminÞ
p dxp ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2jqjNq ðs2  t0Þo ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2jqjNq :
From ðg0Þ we have immediately that xmin > 0: &
Proposition 2. For any g > b and any nonnegative solution x of
x00 þ lqðtÞgðxÞ ¼ 0; lA½0; 1;
xðbÞ ¼ r
(
(for some l and r) with rA½0; b and x defined in a right maximal interval of
continuability contained in ½b; 1 there is tn ¼ tnðx;gÞAb; 1 such that
½b; tnðx;gÞ ¼ ftA½b; 1: xðtÞpgg:
Moreover, for each e > 0 there is Me ¼ MeðgÞ; with Me independent of x (and of l)
such that if tnðx;gÞXb þ e; then
jx0ðtÞjoMe; 8 tA½b; tn:
Proof. Consider g > b: If xðtÞpg for all tA½b; 1; we have tðx;gÞ ¼ 1: Otherwise, if
there is some tˆAb; 1 such that xðtˆ Þ > g; by the fact that x00ðtÞX0 for all t where
xðtÞXb0; and xðbÞpbog; it is easy to prove that there is unique t ¼ tnAb; tˆ ½ such
that xðtÞog for all tA½b; tn½ and xðtÞ > g for all t > tn where xðtÞ is deﬁned.
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We have that jx00ðtÞjojqjNK ; for all tA½b; tn; where K ¼ KðgÞ >
maxfjgðsÞj: 0pspgg: Since xðtnÞ > xðbÞ; we have at least one point where x0 > 0:
Hence, if x0p0 somewhere, then also x0 ¼ 0 at some point. If we assume that x0 > 0
on ½b; tn and also tnXb þ e; we immediately see that min½b;tn x0pg=e: Thus, in any
case, there is some t˜A½0; tn where jx0ðt˜Þjpg=e: Finally, using the bound on x00; we
have that
jx0ðtÞjoMeðgÞ :¼ ge þ ð1 bÞjqjNK ; 8 tA½b; t
n: &
Consider now the boundary value problem
x00 þ lqðtÞgðxÞ ¼ 0; lA½0; 1;
xðbÞ ¼ r; xð1Þ ¼ n
(
ð10Þ
with rA½0; b and n > b:
Observe that every solution of (10) is such that xðtÞoxð1Þ for each tA½b; 1½; and
must be nonnegative thanks to the fact that we extended g to be negative on  
N; 0½; hence we have that xðtÞ > 0 for all tAb; 1½ by Proposition 1.
It is known that we can write (10) as an operator equation of the form
xðtÞ ¼ jlðr; xÞðtÞ ¼ hrðtÞ  l
Z 1
b
Gðt; sÞqðsÞgðxðsÞÞ ds;
where G is the Green function for the homogeneous two-point boundary value
problem x00 ¼ w; xðbÞ ¼ xð1Þ ¼ 0 and hrðtÞ ¼ r þ nr1bðt  bÞ: The operator j :
½0; 1  ½0; b  C1ð½b; 1Þ-C1ð½b; 1Þ is completely continuous (with respect to the
C1-norm) and any solution of the operator equation
x ¼ jlðr; xÞ;
with lA½0; 1 and rA½0; b satisﬁes
0pxðtÞon þ 1; jx0ðtÞjoMn :¼ Mð1bÞðn þ 1Þ; 8tA½b; 1;
with Mð1bÞðn þ 1Þ deﬁned according to Proposition 2 (note that g ¼ n þ 1 and
therefore tn ¼ 1). Now, with respect to the open and bounded set OCC1ð½b; 1Þ;
deﬁned by
O ¼ fxAC1ð½b; 1Þ:  1oxðtÞon þ 1; jx0ðtÞjoMn; 8tA½b; 1g
we have that
degðI  j1ðr; Þ;O; 0Þ ¼ degðI  j0ðr; Þ;O; 0Þ ¼ degðI ;O; hrÞ ¼ 1:
Applying the Leray–Schauder Continuation Theorem [21] to the equation x ¼
f1ðr; xÞ; parameterized with respect to rA½0;b; we have that there is a compact
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connected setSnC½0; b  C1ð½b; 1Þ such that for each rA½0; b there is xAC1ð½b; 1Þ;
with ðr; xÞASn and x ¼ j1ðr; xÞ; that is, x is a solution of (8). The projection of Sn
via the operator ðr; xÞ/ðr; x0ðbÞÞ is a compact connected set SnC½0;b  ½Mn;Mn:
Claim 1. For each integer k; there are Lk > b and jk such that every solution x of (8),
with rA½0; b; satisfies xðtÞpLk for every tA½b; 1 1=k and each nXjk:
Proof. Assume, by contradiction, that for some k there is a sequence of solu-
tions xcn of Eq. (1) such that xcnðbÞA½0; b; xcnð1Þ ¼ cn and xcnð1 1=kÞ ¼
max½b;11=k xcn-þN as n-þN: By the assumption on q; there is a nontrivial
interval ½t1; t2C½1 1=k; 1 and a real number d > 0 such that qðtÞp d for each
tA½t1; t2 so that we have x00cnXdgðxcnÞ and x0 > 0 on ½t1; t2: Hence we have that
d
dt
½1
2
x0cnðtÞ2  dGðxcnðtÞÞX0 for all tA½t1; t2 and 12x0cnðtÞ2  dGðxcnðtÞÞX12x0cnðt1Þ2 
dGðxcnðt1ÞÞ > dGðxcnðt1ÞÞ; for all tA½t1; t2: From this, we have that x0cnðtÞ >ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2dðGðxcnðtÞÞ  Gðxcnðt1ÞÞÞ
p
and then, integrating on ½t1; t2 and using ðgNÞ; we ﬁnd
that
ﬃﬃﬃ
d
p
ðt2  t1Þp 1ﬃﬃﬃ
2
p
Z cn
xcn ðt1Þ
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GðxÞ  Gðxcnðt1ÞÞ
p dx-0; as n-þN;
since xlnðt1ÞXxcnð1 1=kÞ: Hence, a contradiction is found and the result is
proved. &
Claim 2. For each g > b; there are tgAb; 1½ and an index ig such that xðtÞ > g for all
tA½tg; 1 and each nXig; if x is any solution of (8) with rA½0; b:
Proof. Assume, by contradiction, that there is g > b and a sequence xcn of solutions
of Eq. (1) such that xcnðbÞA½0; b; xcnð1Þ ¼ cn-þN as n-þN and a sequence
tn-1 with xcnðtnÞ ¼ g: Without loss of generality, we can assume that tnXdAb; 1½;
for all n: By Proposition 2, there is a constant M ¼ MdbðgÞ such that jx0cnðtÞjoM;
for all tA½b; tn: Using x00pjqjNgðxÞ and x0 > 0 on ½tn; 1; we have that ddt½12x0cnðtÞ2 
jqjNGðxcnðtÞÞp0 for all tA½tn; 1 and therefore 12x0cnðtÞ
2  jqjNGðxcnðtÞÞp
1
2x
0
cn
ðtnÞ2  jqjNGðxcnðtnÞÞo12M2  jqjNGðgÞ; for all tA½tn; 1: Hence x0cnðtÞoﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M2 þ 2jqjNðGðxcnðtÞÞ  GðgÞÞ
p
and then, integrating on ½tn; 1; we ﬁnd thatZ cn
g
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
M2 þ 2jqjNðGðxÞ  GðgÞÞ
p dxo1 tn-0:
Hence, a contradiction is found and the result is proved. &
From Claim 1 we know that if we ﬁx an arbitrary constant b1Ab; 1½; there
is a constant R ¼ Rðb1Þ > b such that if n is sufﬁciently large, then xðtÞpR for
all tA½b; b1 and any solution of problem (8) with rA½0; b: Now, we
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apply Proposition 2 for g ¼ R and taking n sufﬁciently large ðxð1Þ ¼ n > RÞ in
order to have tn > b1: Hence there is N ¼ Mðb1bÞðgÞ such that jx0ðtÞjoN; for all
tA½b; b1: This proves that
SnC½0; b  ½N;N
for each n sufﬁciently large. Being the Sn all contained in a compact set, we can take
a subsequence (that we still indicate with ðSnÞn), such that lim infn-NSna|: A
classical result from the theory of continua (see [14, Section 47,II, p.171]) ensures
that
S ¼ SðbÞ ¼ lim sup
n-N
SnC½0; b  ½N;N
is a continuum. Note that pxðSÞ ¼ ½0; b:
Next, we describe how are the solutions of (1) with initial point in S:
Let us take ðr; sÞAS: By the assumption, there is a sequence ðrjn ; sjnÞASjn which
converges to ðr; sÞ: For each n; there is a solution xjn of (1) with xjnðbÞ ¼ rn; x0jnðbÞ ¼
sn and xjnð1Þ ¼ jn: From Claims 1 and 2, via Ascoli–Arzela` Theorem and a standard
diagonal argument, we have that a subsequence of the xjn converges (C
2-uniformly
on compact subsets of ½b; 1½) to a solution xˆ of (1) deﬁned on ½b; 1½; with xˆðbÞ ¼ r;
xˆ0ðbÞ ¼ s and xð1Þ ¼ þN: Therefore, we have proved that:
for each rA½0; b; there is sA½N;N such that ðr; sÞAS and for each ðr; sÞAS;
there is a solution x of Eq. (1) such that xðbÞ ¼ r; x0ðbÞ ¼ s and xð1Þ ¼ þN:
Our last goal is to analyse what happens when b-þN:
First of all, we note that the arguments in the proofs of Claims 1 and 2 are valid
for the solutions of (1) with rA½0; b and xð1Þ ¼ þN: Hence we have that
For each b > b0 there is N ¼ NðbÞ such that for each b1Xb it holds that
Sðb1Þ-ð½0; b  RÞC½0; b  ½N;N:
In fact, from Proposition 2 and Claim 2 (applied with g ¼ bþ 1) we see that any
solution of (1) with initial point in Sðb1Þ; but with xðbÞA½0; b satisﬁes
jx0ðbÞjpMðdbÞðbþ 1Þ :¼ NðbÞ:
We take now b ¼ k and deﬁne Gk :¼ SðkÞ and Nk ¼ NðkÞ: Moreover, by a
standard argument from real analysis, we can ﬁnd a continuous function f : Rþ0-R
þ
0
such that any solution x of (1) satisfying xðbÞ ¼ r and ðxðbÞ; x0ðbÞÞAGk for some
k > 0; is such that jx0ðbÞjpf ðrÞ:
Consider now k-þN: Using again the same topological lemma on continua
from [14, p. 171] we can prove that there is a closed unbounded connected set
Gð1ÞCRþ0  R ‘‘joining’’ x ¼ 0 with x ¼ þN in the phase-plane. Actually, to enter
rigorously in the setting of [14] which works for compact metric spaces, one should
ﬁrst compactify the set A ¼ fðr; sÞARþ  R: jsjpf ðrÞg; adding a point at inﬁnity:
A0 :¼A,fpNg: Then, by [14], lim supk-N GkCA0 contains a compact connected
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set XCB½1 joining x ¼ 0 and pN: If we consider now X\fpNg; we see that it must
contain a connected component Gð1Þ which is closed relatively to A and satisﬁes
Gð1Þ ¼ Gð1Þ,fpNg; so that pxðSÞ ¼ ½0;þN½:
By the way in which Gð1Þ is obtained and from the properties of the solutions with
initial value in Gk for t ¼ b; we have that for each rX0; there is sAR; with ðr; sÞAGð1Þ
and also for each ðr; sÞAGð1Þ there is at least one solution x of (1) with xðbÞ ¼
r; x0ðbÞ ¼ sA½f ðrÞ; f ðrÞ with xðtÞ deﬁned in ½b; 1½ and such that limt-1 xðtÞ ¼ þN:
As a last step, we observe that if xðbÞ ¼ r tends to zero, then x0ðrÞ cannot be too
small, otherwise, xðtÞ remains small for all tA½b; 1: To check this, it is sufﬁcient to
repeat a computation similar to that at the end of Proposition 1. Analogously, we
can prove (via a similar computation) that if xðbÞ ¼ r tends to inﬁnity, then x0ðrÞ
must be at least a little negative, otherwise, we would have a blow-up of the solution
before t ¼ 1: These remarks permit to check (i) and (ii) of Lemma 1 and thus we
conclude the proof. &
4. Proof of Theorem 2
For all this section, we assume the hypotheses considered in Theorem 2. We also
suppose that g is a locally Lipschitz continuous function in order to have the
uniqueness property for the initial value problems associated to (1). The general case
can be handled via a standard approximation procedure (e.g., using molliﬁers as in
[28] ) and observing that the estimates that we ﬁnd can be obtained in a uniform way
with respect to ‘‘small’’ perturbations of g:We remark again that the assumptions we
made about q in Theorem 2, ensures also the continuability of all the solutions of (1)
on the interval ½a; b: Hence, for every t; t0A½0; 1 and pAR2 we can deﬁne zðt; t0; pÞ ¼
ðxðt; t0; pÞ; x0ðt; t0; pÞÞ; where xð; t0; pÞ is the solution of (1) passing through the point
p at time t0 and the map p/zðt; t0; pÞ is a homeomorphism of R2 onto R2; for all
t; t0A½a; b:
Every solution of the following boundary value problem:
x00 þ qðtÞgðxÞ ¼ 0 tA½a; b;
ðxðaÞ; x0ðaÞÞAGð0Þ;
ðxðbÞ; x0ðbÞÞAGð1Þ
8><
>: ð11Þ
is also a solution of (1)–(2) by Lemmas 1 and 2. Moreover, the two continua Gð0Þ and
Gð1Þ lie in the closed right half-plane Hþ: By the continuability of the solutions there
exists Z > 0 such that for each peBðZÞ we have that zðt; s; pÞa0 for all t; sA½a; b:
Hence, there exists a unique continuous function y : ½a; b  ½a; b  ðHþ\BðZÞÞ-R
such that:
1. zðt; t0; pÞ ¼ ðjzðt; t0; pÞj cos yðt; t0; pÞ; jzðt; t0; pÞj sin yðt; t0; pÞÞ;
2. p
2
pyðt0; t0; pÞpp2 for every t0A½a; b and pAHþ\BðZÞ:
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Therefore, to prove Theorem 2 it is sufﬁcient to ﬁnd mn such that for every n > mn
there exists a point pAGð0Þ such that zðb; a; pÞAGð1Þ and yðb; a; pÞA  2np
p=2;2npþ p=2:
Let us state a ﬁrst lemma without proof: it concerns a well-known feature
of superlinear equations like (1) with a nonnegative weight function q; namely
the fact that solutions oscillates more and more as they become larger and larger in
C1-norm.
Lemma 3 (Butler [5, Lemma 1]). Let q and g be as in Theorem 2. Then:
lim
jpj-þN
yðb; a; pÞ ¼ N:
Now, let us set r0 ¼ minfjpj: pAGð0Þg; r1 ¼ minfjpj: pAGð1Þg and Ra ¼
maxfZ; r0;maxfjpj : jzðb; a; pÞjpr1gg þ 1: By connectivity arguments and the deﬁni-
tion of Ra; there is a connected, closed and unbounded portion of Gð0Þ which is
contained in R2\BðRaÞ and has nonempty intersection with @BðRaÞ: we continue to
call such a portion by Gð0Þ with a little abuse of notation. By Lemma 3 we have that
the image of the map yðb; a; Þ restricted to Gð0Þ contains the unbounded closed
interval  N; yn; with yn ¼ minfyðb; a; pÞ: jpj ¼ Ra; pAHþg:
We will show that a good choice is to take mn to be the least positive integer such
that
p
2
 2mnpoyn:
For every n > mn consider the value
Rn ¼ sup jpj: pAHþ\BðRaÞ and yðb; a; pÞX 2pn  p
2
n o
þ 1:
By the choice of mn and Lemma 3 we have that RaoRnoþN and Gð0Þ-@B½Rna|:
In particular there exists a compact and connected GnCGð0Þ-ðB½Rn\BðRaÞÞ such
that Gn-@B½Rna|aGn-@B½Ra: We would like to show that, as p ranges in Gn;
zðb; a; pÞ is forced to cross Gð1Þ; with xð; a; pÞ having exactly 2n zeros, but, in order to
do this, Gn should be the image of a continuous curve: therefore we approximate Gn
by means of images of continuous curves. To be precise, for every e > 0 let ge :
½0; 1-ðB½Rn\BðRaÞÞ-fxX0g be a continuous curve such that its image is
contained in a e-neighbourhood of Gn; and moreover satisﬁes jgeð0Þj ¼ Ra and
jgeð1Þj ¼ Rn: we are going to ﬁnd seA½0; 1 such that zðb; a; geðseÞÞAGð1Þ and
xð; a; geðseÞÞ has exactly 2n zeros in ½a; b: In fact, we have that yðb; a; geð0ÞÞXyn
by the deﬁnition of yn; yðb; a; geð1ÞÞo 2np p=2 by the deﬁnition of Rn; and
jzðb; a; geðsÞÞjXr1 for all sA½0; 1 by the deﬁnition of Ra: Therefore it is possible to
ﬁnd an interval ½s0; s1C½0; 1 such that yðb; a; geðs0ÞÞ ¼ 2npþ p=2; yðb; a; geðs1ÞÞ ¼
2np p=2; and 2np p=2oyðb; a; geðsÞÞo 2npþ p=2 for each sAs0; s1½: Since
Gð1Þ is connected, unbounded and intersects @Bðr1Þ; a simple connectivity arguments
J. Mawhin et al. / J. Differential Equations 188 (2003) 33–5146
in Hþ shows that there exists seA½0; 1 such that zðb; a; geðseÞÞAGð1Þ; moreover
yðb; a; geðseÞÞA  2np p=2;2npþ p=2; so that xð; a; geðseÞÞ has exactly 2n zeros
in ½a; b (note that yðb; a; geðseÞÞa 2np p=2 since Gð1Þ does not intersect the
negative vertical axis by Lemma 2).
Now, if we let e go to 0 along a suitable sequence, we have that geðseÞ-p0AGð0Þ
and xð; a; geðseÞÞ-xð; a; p0Þ C2-uniformly on ½a; b; in particular zðb; a; p0ÞAGð1Þ;
since Gð1Þ is closed, and yðb; a; p0ÞA  2np p=2;2npþ p=2; since y is continuous.
Therefore xðt; a; p0Þ is the desired solution. &
5. Related results
As a ﬁrst remark, we observe that a version of Theorem 1 can be obtained with
respect to nonlinearities which behave like exp x: With this respect, we have the
following.
Theorem 3. Suppose that ðq0Þ holds. Let g :R-R be a continuous function such that
(b0 > 0: gðsÞ > 0 8 jsjXb0
and assume ðgNÞ and Z
N
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃjGðsÞjp ds ¼ þN:
Then problem (1)–(2) has at least one solution.
Next, we discuss some possible variants of Theorem 2. In [5], and some recent
papers [25,29], some boundary value problems for the differential equation (1) are
studied for the case in which the weight function qðtÞ changes sign on a ﬁnite number
of intervals. We show now that the same situation can be considered with respect to
blow-up boundary conditions.
First of all, we describe the class of weights to which our result can be applied.
Throughout this section, we assume that q : ½0; 1-R is continuous and satisﬁes the
following:
ðq1Þ If IC½0; 1 is any interval such that qðtÞX0; for all tAI and qc0 on I ;
then q is locally of bounded variation in I and the set where qðtÞ > 0 is the
union of a ﬁnite number of open intervals. Moreover, if ½t1; t2CI is any
interval such that qðt1Þ ¼ 0 (or qðt2Þ ¼ 0) and qðtÞ > 0 for all tAt1; t2½; then q
is monotone in a right neighbourhood of t1 (or, respectively, in a left
neighbourhood of t2).
We need the hypothesis ðq1Þ in order to guarantee the continuability of the
solutions to the initial value problems for (1) in the intervals where q is nonnegative
(see [5,9]).
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With respect to the function g; we assume that g :R-R is continuous and satisﬁes
ðg1Þ gð0Þ ¼ 0; gðsÞs > 0 for sa0; gðsÞ=s is upper bounded for sa0 in a
neighbourhood of zero and
lim
s-7N
gðsÞ
s
¼ þN;
Z 7N 1ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
GðsÞp ds

oþN; and lim infs-7N GðssÞGðsÞ > 1:
We also use the following convention: by a half-plane we mean any of the two open
sets  N; 0½R; R 0;þN½ (which are the left and right half-planes of R2).
Let 0paobp1 and let kX0; be an integer. We say that q has k þ 1 humps in ½a; b
if there are 2k þ 1 consecutive adjacent nondegenerate closed intervals
Iþ1 ; I

1 ;y; I
þ
k ; I

k ; I
þ
kþ1;
such that qX0; qc0 on Iþi and qp0; qc0 on Ii and
½a; b ¼
[kþ1
i¼1
Iþi
 !
,
[k
i¼1
Ii
 !
:
Now we are in position to state the following variant of the main result in [25].
Lemma 4. Assume ðg1Þ and ðq1Þ: Let GaCA and GbCB be two unbounded connected
sets where A and B are two (not necessarily distinct) half-planes. We suppose also that
Ga and Gb are closed with respect to their domains. Let 0paobp1 and let kX0; be an
integer such that q has k þ 1 humps in ½a; b: Then, there are k þ 1 positive integers
nn1 ;y; n
n
kþ1 such that for each ðk þ 1Þ-uple n :¼ ðn1;y; nkþ1Þ; with ni > nni ; and each
k-uple d :¼ ðd1;y; dkÞ; with diAf0; 1g; such that
n1 þ?þ nk þ nkþ1 þ d1 þ?þ dk is even if A ¼ B and odd if AaB;
there is at least one solution x ¼ xn;dðÞ of (1) such that
ðxðaÞ; x0ðaÞÞAGa; ðxðbÞ; x0ðbÞÞAGb ð12Þ
and
1. xðÞ has exactly ni zeros in Iþi ; exactly di zeros in Ii and exactly 1 di changes of
sign of the derivative in Ii ;
2. for each i; jxn;dðtÞj þ jx0n;dðtÞj-þN; as ni-þN; uniformly in tAIþi :
The proof of Lemma 4 is a cumbersome but straightforward modiﬁcation of that of
the corresponding Theorem 1 in [25] (till to Step 5 in that proof). Therein, the case in
which Ga and Gb were the y-axis was considered. Also in [25], dealing with the
Sturm–Liouville Problem it is shown how to handle the case in which Ga and Gb are
lines. In [28], Struwe generalized the Sturm–Liouville conditions to a geometric
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boundary condition which includes (12). Here, one should modify the argument in
the proof of [25, Theorem 1] taking into account the boundary condition (12)
analogously like in Struwe’s theorem. We omit the corresponding details since they
do not involve any new result but only technicalities. A similar situation was already
encountered in [25, Theorem 2] and the possible proof was sketched after the
statement of Theorem 2 therein.
At this point, a direct combination of Lemmas 1, 2 and 4 gives the following.
Theorem 4. Assume ðg1Þ and ðq1Þ: Suppose that there are a; b with 0oaobo1 such
that qðtÞp0 for tA½0; a,½b; 1 and 0; 1AftA½0; 1: qðtÞo0g: Assume further there is
an integer kX0 such that q has k þ 1 humps in ½a; b: Then, there are k þ 1 positive
integers nn1 ;y; n
n
kþ1 such that for each ðk þ 1Þ-uple n :¼ ðn1;y; nkþ1Þ; with ni > nni ;
and each k-uple d :¼ ðd1;y; dkÞ; with diAf0; 1g; such that
n1 þ?þ nk þ nkþ1 þ d1 þ?þ dk is even;
there is at least one solution x ¼ xn;dðÞ of (1)–(2) such that:
1. xðÞ has exactly ni zeros in Iþi ; exactly di zeros in Ii and exactly 1 di changes of
sign of the derivative in Ii ;
2. for each i; jxn;dðtÞj þ jx0n;dðtÞj-þN; as ni-þN; uniformly in tAIþi :
We conclude by observing that the same technique can be used to obtain
solutions of (1) which blow-up at a given moment tnA0; 1 where
tnAftA½0; 1: qðtÞo0g:
If qðtÞp0; for all tA½0; tn; then Lemma 1 provides a continuum of initial points
Gð1Þ such that for each ðr; sÞAGð1Þ there is a solution of (1) with xð0Þ ¼ r; x0ð0Þ ¼ s
and xðÞ deﬁned in ½0; tn½ such that xðtÞ-þN as t-tn: In particular, as Gð1Þ
intersects the y-axis, we ﬁnd at least one positive solution of (1) which explodes at tn
and is such that xð0Þ ¼ 0; x0ð0Þ > 0: Similarly, one could obtain a positive solution
with x0ð0Þ ¼ 0; xð0Þ > 0 and having a blow-up at tn:
Such a result, which is in line with classical theorems on noncontinuable solutions
([4]), can be extended to the case in which the weight function has a certain number
of humps before tn:
Corollary 2. Assume ðg1Þ and ðq1Þ: Let tnAftA½0; 1: qðtÞo0g and let botn be
such that qðbÞ ¼ 0 and qðtÞp0 for all tA½b; tn: Suppose also that there is aA½0; b½
such that q has k þ 1 humps in ½a; b for some kX0 and, finally, assume also that
qðtÞp0 on ½0; a: Then, there are k þ 1 positive integers nn1 ;y; nnkþ1 such that for each
ðk þ 1Þ-uple n :¼ ðn1;y; nkþ1Þ; with ni > nni ; and each k-uple d :¼ ðd1;y; dkÞ; with
diAf0; 1g; there is at least one solution x ¼ xn;dðÞ of (1) defined on ½0; tn½; such that
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xð0Þ ¼ 0; xðtnÞ ¼ þN and:
1. xðÞ has exactly ni zeros in Iþi ; exactly di zeros in Ii and exactly 1 di changes of
sign of the derivative in Ii ;
2. for each i; jxn;dðtÞj þ jx0n;dðtÞj-þN; as ni-þN; uniformly in tAIþi :
Moreover, x0ð0Þ > 0 or x0ð0Þo0 according to n1 þ?þ nk þ nkþ1 þ d1 þ?þ dk is
even or odd.
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