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Underwater vehicle propulsion is usually performed exploiting hydraulic or elec-
trically operated propellers and hydraulic or electrically operated ducted jet
propulsors. Electrical motor propulsion is in general the most flexible solution
and it is growing in popularity because of its high efficiency both at high and
low advance speed, quick and simple deployment, low costs and encumbrance.
In the present work, the advantages of Permanent Magnet Synchronous Motors
(PMSM) for underwater propulsion are highlighted. In particular sensorless
control of PMSM permits reduced costs high reliability and performances. As
a test case, the development of the MARTA AUV propulsion system has been
developed. It is an Observation Class AUV for subsea archeology purposes.
Several motor control techniques are presented with the relative test results. In
particular, the author focused the research in the development of a technique
able to perform a reliable rotational speed and torque estimation. This indeed
would permit the exploitation of a vehicle dynamic model for the navigation al-
gorithm. Pool and field tests for the identification of the dynamic parameters of
the vehicle and of the propellers are presented. Finally, an off-line preliminary
validation of a navigation algorithms based on a dynamic model is presented
with encouraging results. In particular, the possibility to operate a position es-
timation of the vehicle less dependent on the on board sensors was highlighted.
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Introduction
The present work deals with the study of underwater propulsion systems applied
to small size underwater mobile robots developed and built by the Mechatronics
and Dynamic Modeling Laboratory (MDM Lab) of the Department of Industrial
Engineering of the Florence University. The laboratory carries out a scientific
activity concerning underwater robotics since 2010. The main projects the labo-
ratory has worked on so far, regard the development of Autonomous Underwater
Vehicles (AUV) for inspections of valuable underwater sites of archaeological in-
terest. In these years, two main projects have been carried out: THESAURUS
(TecnicHe per l’Esplorazione Sottomarina Archeologica mediante l’Utilizzo di
Robot aUtonomi in Sciami) [11] founded by Regione Toscana and ARROWS
(ARchaeological RObot systems for the World’s Seas) [12] an European funded
project (www.arrowsproject.eu). Other AUVs developed by the MDM Lab are
the Turtle and the FeelHippo vehicles which were designed for student com-
petitions [13],[14],[15],[16], SAUC-e and euRathlon. The laboratory has also
worked on a Remotely Operated Vehicle (ROV) called Nemo [17] which has
been realized and successfully employed for the monitoring, before the rescuing
operation, of the Costa Concordia wreck, Isola del Giglio, Italy. Research ac-
tivities performed by MDM Lab include: vehicle design and control [18], swarm
localization [11] and navigation [19], underwater communication [20], 2D and
3D geometric computational vision image/video representation [21], annotation
and retrieval, visual servoing [22],[23],[24],[25].
The need of developing new solutions in underwater robotics applications is
due to the growing importance of off-shore activities in the Oil and Gas field or
in general off-shore activities for energy production, and in many other fields of
application, such as biology, geology, archeology, etc.
The work concerning this PhD thesis has been carried on during the years
2015/2017 and has been intended as a support for the ARROWS and ARCHEO-
SUb projects.
ARROWS (ARchaeological RObot systems for the World’s Seas) was an FP7
European project which started in 2012 and lasted three years. The main pur-
pose of the project was to adapt and develop low cost autonomous underwater
vehicle technologies to significantly reduce the cost of archaeological operations,
covering the full extent of archaeological campaign. The activities of interest
concerned the development of vehicles able to perform fast and low cost hor-
izontal surveys of large areas of interest, the design of semi-automated data
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Figure 1: The TifOne AUV performing sea tests during the final demos of the
ARROWS project [1].
analyzing tools for underwater mapping and site and object relocation. Addi-
tive tasks concerned the development of small agile underwater robots able to
perform shipwreck penetration and internal mapping, soft excavation for diag-
nosis and excavation of fragile objects [1]. The MDM Lab of the University of
Florence worked in the project as coordinator and the main activity has con-
cerned the development of MARTA AUV, which is an autonomous underwater
vehicle characterized by high modularity and adaptability to the different kinds
of archaeological mission. The laboratory worked in each phase of the vehicle
development, from the mechanical design to the navigation and localization algo-
rithms design, the computer vision and the underwater communication. The ve-
hicle is composed of several modules, each one dedicated to a particular task (e.g.
propulsion, sensor payloads, power supply, etc.). This way, MARTA AUV can
be customized according to the mission profile to perform [12]. ARCHEOSUb
(Autonomous underwater Robotic and sensing systems for Cultural HEritage
discOvery conservation and in SiTu valorization) [26] project aims to develop
products and services in support of the discovery of new Underwater Cultural
Heritage (UCH) sites and of the surveying, conservation, protection, and val-
orization of new and existing ones. The project started in 2017 and it is in its
initial phases; it involves the development of small AUVs designed to be sent to
sites of interest, relying on in-situ underwater sensor network nodes for accurate
localization. Additional tasks of the project are the development of real time
communication of multimedia data and localization services for divers [26].
Underwater vehicle propulsion is usually performed exploiting hydraulic or
electrically operated propellers and hydraulic or electrically operated ducted
jet propulsors [27]. Hydraulic solutions are generally used when high torques
generation is required, although these systems suffer for poor energy conversion
efficiency, high encumbrances and weight. Concerning turbojet propellers they
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are mainly used when high advance speed are required because their efficiency
fades at low speed and they involve complex mechanical design. Electrical
motor propulsion is in general the most flexible solution and it is growing in
popularity because of its high efficiency both at high and low advance speed,
quick and simple deployment, low costs and encumbrance. The electric motors
used for these applications are mainly DC motors with permanent magnets and
induction motors [27].
Hence the work has been focused on the selection of an optimal propulsion
system according to the vehicle type and application. The study has regarded
motor selection, optimal control technique, propeller shape and size selection.
The solutions have been deeply investigated and tested both with test bench
and in field campaigns.
The first part of the work is described in chapter 2 and deals with Permanent
Magnet Synchronous Motors (PMSM) structure, principle of operation, math-
ematical modeling and control. In chapter 3 various PMSM sensorless control
techniques are described. These techniques have been studied and implemented
in order to test their functionality in chapter 4. This part of the work has been
carried out in cooperation with the Laboratory of Actuation Technology (LAT)
of the Saarland University. In particular their support has concerned the design
and implementation of the test bench electronics for the algorithm development
and validation. An overview of the various test bench solution, and motor drive
prototypes which have been designed during my thesis activities is shown in
chapter 5. Finally in chapter 6 experimental results performed in laboratory




Propulsion: State of the
Art
One of the most important research topic of the MDM Lab research group of the
Florence University is the design and development of underwater vehicles both
autonomous (Autonomous Underwater Vehicle), and remotely operated (Re-
motely Operated Vehicle). In particular the activity is mainly concentrated in
Observation Class and Mid Sized [27] ROVs and AUVs for underwater archae-
ologist purposes. Since 2010, the laboratory has designed and realized several
AUVs like the Typhoon-class [28], MARTA AUV [1], and the two didactic pur-
pose vehicles Turtle [14] and FeelHippo [15]. The laboratory activity has also
concerned the design of an Observation Class ROV called Nemo ROV [17] used
by the University of Florence to monitor the Costa Concordia wreck. The de-
sign of an efficient, reliable and cost effective customized propulsion system for
these vehicles hence is of key importance in order to maximize vehicle advance
speed, maneuverability and reliability.
There are two main families of actuators: Electrically or hydraulically driven
propeller and ducted jet propulsion (either electrically or hydraulically driven)
[27]. System type selection is made according to vehicle size, task and operating
conditions. When high torques are required, hydraulic systems are used while
Ducted jet propulsion is used to achieve high advance speed. Although the most
common is the electrically actuated propeller due to its versatility, efficiency and
easy deployment.
1.1 Hydraulically Driven Propellers
Hydraulic actuation is generally implemented when high torques are needed.
This although come at the expenses of efficiency, weight and costs. The hy-
1
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Figure 1.1: Hydraulic propulsion scheme [2].
draulic pumps which power these systems are indeed electrically driven, hence
the conversion from electrical to mechanical to hydraulic power involves losses
which affect the overall efficiency. Other losses are due to hydraulic lines and
components [29]. Also these systems are in general more complex and have
more parts with respect to electric ones. As a consequence, more maintenance
is needed and the consequences of a system failure could be severe especially in
terms of pollution and system recovery. Hydraulic system are also quite heavy
and cumbersome compared to electric ones.
Thus the high energy losses, costs and of hydraulic systems are justified just
in case the application requires high mechanical force. This, in general, is the
case when dealing with big vehicles or when manipulation tasks are required
from the vehicle and electrical actuators can not comply with the system re-
quirements. In this case, also if electric actuation would be sufficient for vehicle
propulsion, it is sometimes preferred the hydraulic one. Indeed if the electric
vehicle has to have a hydraulically powered tool, then a lot of the electric ve-
hicle benefit would be lost in the heavy-duty hydraulic system. For small size
Observation Class vehicles like MARTA AUV, hydraulic propulsion is thus not
advisable because of it is poor efficiency, high weight and dimension. Vehicles
exploiting hydraulic propulsion are: Atom Work Class ROV by SMD and the
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Figure 1.2: Hydraulic propulsion scheme [3].
UHD ROV Heavy Work Class by Schilling Robotics.
1.2 Electrically and Hydraulically Driven Ducted
Jet Propulsors
Waterjet propulsion is applied on a wide range of small high-speed vehicles.
It reaches top efficiency at high advance speed while at lower speed efficiency
fades. It is often applied where other propulsion forms can not be used for some
reason: typically for reasons of efficiency, cavitation extent, noise or immersion
and draught. The three main component of the waterjet are shown in figure
1.2: an inlet duct, a pump and a nozzle exit. The principle of operation of these
systems is that water is drawn through a ducting system by an internal pump
which adds energy after which the water is expelled aft at high velocity. The
thrust is generated as a result of the momentum increase imparted to the water
[10].
It can be actuated both hydraulically and electrically, and great maneuver-
ability can be reached with these systems, although with respect to propeller
actuated ones it is generally heavier, more complex and costly. Electrically
based waterjet propulsion is exploited by the Black Shadow by Rotinor, the
Sonobot by EvoLogics or the Seabob F7 by Seabob. Observation Class vehicles
like MARTA AUV require high maneuverability but, generally, at low advance
speed which as highlighted above is not an efficient working condition for water-
jets. Furthermore, because of its cost and complexity, simpler actuation system
are preferred.
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1.3 Electrically Driven Propellers
Concerning small and middle size AUV and ROV propulsion, electrically driven
propellers are by far the most used because of the simplicity of implementation,
efficiency and versatility. They operate efficiently over a wide range of advance
speed and the design simplicity reduces costs, maintenance and dimensions.
They are actuated with several electrical motors types according to the power
source, vehicle dimension and torque requirements. On observation-class ROV
systems, the DC motor, due to its power, availability, variety, reliability, and
ease of interface is the most popular. Permanent Magnet Synchronous Motor
(PMSM), however, is more efficient and reliable [30] and it is widely used for
underwater thrusters [27]. As an example the Typhoon vehicles, the Folaga
AUV, the REMUS AUVs, the Nemo ROV, the BlueROV2 ROV are moved
with PMSM actuated thrusters. Other motors which are commonly used are
the induction motors which although, as the PMSM, involve more complex
driving techniques with respect to the DC one. Observation-class AUVs are
mainly actuated with electrically operated propellers since low advance speed
and operational torques are generally required for these kind of vehicles. Other
examples of Observation Class and Mid Sized electrically actuated AUVs are
the SPARUS II AUV produced by Girona University [31], the SeaCat AUV
produced by Atlas Elektronik [32], the Folaga AUV produced by Graaltech [33]






Permanent Magnet Synchronous Motors are becoming increasingly popular for
both industrial and consumer applications thanks to their high efficiency, com-
pact form, reduced noise operation, high reliability, and low maintenance [30].
All of these positive characteristics came at the expense of an increased com-
plexity for what concerns the driving techniques.
The principle of operation is the same of the brushed DC motor; a direc-
tional magnetic field is generated by the permanent magnets of the rotor and
it interacts with a rotational magnetic field generated by the stator coils. Dif-
ferently from the Brushed DC motor in which the voltage commutation from
a coil to another is mechanical and it is performed automatically, in a PMSM,
coil switching is operated through an electronic control and it depends on rotor
position. For this reason, in order to operate a correct control of phase voltages,
it is necessary to know the mutual position between rotor and stator.
This can be obtained by placing sensors on the rotor shaft or by estimating
the rotor position through measurements of the motor electrical quantities. The
first approach named Sensored Control, generally exploits a three-phase inverter
which requires a rotor position sensor with which the inverter generates the
right commutation sequence on motor phases. For low demanding applications,
Hall sensors are used, while for high demanding application such as position
control or high dynamic speed control, resolvers and absolute position sensors
are used. Position sensors increase cost, motor size and the overall mechanic
complexity, they are often temperature sensitive, limiting the operation of the
motor. Also system reliability is affected by the introduction of additive wiring
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which connects the motor to the control logic. This limits the use of PMSM in
harsh conditions such as high operational temperatures or underwater operation.
PMSM sensorless control exploits measurements of stator and current voltages
in order to estimate the position of the rotor with respect to the stator. Clearly
there are some drawbacks concerning the use of such techniques such as limited
operational speed range, motor parameters dependence, higher implementation
complexity concerning both the control electronics and algorithm and higher
need of customization according to the application and kind of motor. PMSM
control is generally operated starting from a DC voltage source. Although the
control voltage and current which are supplied to the motor are not continuous
waveforms. If a motor control is preformed through mutually shifted square
waves on the three phases (the Six Step commutation technique), in this work,
they will be referred to as Brushless DC motors (BLDC); if a motor control
is performed through continuous waveforms (such as Field Oriented Control),
they will be referred to as Brushless AC Motors (BLAC). A sensorless control
approach is therefore convenient when low budget, high reliability and harsh
operational condition are required. This is the case of MARTA AUV where
cost reduction and low encumbrances are important design requirements. For
these reasons this PhD work has been focused on the research, development and
implementation of a sensorless PMSM control solution which could be integrated
in an underwater vehicle. The aim of the work has been the development of a
small size motor drive, highly reliable and able to perform sensorless speed and
torque estimation over a wide speed range.
2.1 Physical Laws Related to Electric Motor Op-
eration
Conversion from electrical to mechanical power is usually achieved thanks to
the interaction between current and magnetic field according to the Lorenz
force law,
F = il×B, (2.1)
where F is the force produced on a straight wire on which the current i
runs, l is the wire length B is the magnetic field density which crosses the wire
and the symbol × here is intended as the vector product. Considering a coil in
which a current i2 runs, crossed by a uniform induced field B as shown in figure
2.1 it is possible to use the force F to generate a rotational torque. According
to figure 2.1 the generated torque is:
τ = ilBd cos θ. (2.2)
According to (2.2) it is easy to understand that if the angle between the coil
and the the magnetic field density B is θ = 0 the torque is maximum while it
is zero when θ = pi2 . Equation (2.2) could be explained through magnetic fields
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Figure 2.1: Coil in a constant magnetic field [4].
interactions. The current running through a straight wire indeed generates a





where µ0 is the magnetic permeability in vacuum, r is the distance of a
generic point from the wire and r identifies the direction of the point with
respect to the wire. According to (2.3), inside the plane of the coil of figure 2.1,
current i generates a magnetic field directed orthogonally with respect to d and
l. The magnet generated field B and the coil generated one Bc are orthogonal
when θ = 0 and they are parallel when θ = pi2 . Hence (2.2) essentially quantifies
the force generated by the fact that the two magnetic fields tend to align.
In figure 2.1, B is produced through a couple of magnets; a directional field
however can be generated by two parallel coils. In that case the directional field
B is generated by a current is through these coils.
The interaction between magnetic fields and coils generate another important
effect described by Lenz’s law which is called electromotive force ,




Λ = Bld sin θ = Λm sin θ. (2.5)
This means that a variation of the magnetic flux linkage Λ through a coil
provokes a voltage drop at its terminals. According to these laws it is possible
to explain the operation of an electrical motor.
8CHAPTER 2. PMSM, PRINCIPLES OF OPERATION ANDMATHEMATICALMODEL
A
B
Figure 2.2: Scheme of a Permanent Magnet Synchronous Motor.
2.2 Permanent Magnet Synchronous Motor, Prin-
ciples of Operation and Mathematical Model
PMSM, usually is composed by a stator with three phases corresponding to three
windings and a rotor with permanent magnets. The principle of operation is the
following: a directional magnetic field is generated by the permanent magnets
of the rotor and it interacts with a rotational magnetic field generated by the
stator coils. The stator rotational magnetic field is generated by switching from
a coil to another and it is performed through a control electronics; this means
that each winding is supplied by a different phase and each of it is controlled
with a different waveform. The simplest scheme of a PMSM is shown in figure
2.2 [35].
It is a two phases PMSM. The stator coils are energized by the phases in a
way to generate a rotational magnetic flux. According to (2.2) the maximum
torque is delivered when the rotor and stator magnetic flux are orthogonal. This
although requires the control system to know the mutual orientation between
the rotor and the stator. For this reason an optimal commutation can be per-
formed when knowing the rotor position while it turns so that the power is
switched to each phase at the right time. It must be said that there are ap-
plications in which motor control is performed in open loop but this leads to
some disadvantages which will be illustrated later. A rotational magnetic flux is
obtained by processing a DC voltage and generating phase shifted voltage wave-
forms. According to figure 2.2 the power must be switched to winding A when
θ = ±pi2 and to winding B when θ = pi or θ = 0. Figure 2.3 roughly illustrates
the polarity of the voltage signals (VA and VB) which have to be delivered to
each phase according to the rotor position. It is also shown the back electromo-
9tive force (BEMF) induced in the coils terminals during the complete rotation.
VA and VB can have different waveform according to the driving technique.
The equivalent circuit of a two coils motor like the one in figure 2.2 is shown
in figure 2.4.
The two voltage generators VA and VB are the inverter generated signals,
RA and RB are the resistance of the two stator windings, LA and LB model the
coil inductance and the magnetic interactions between the two coils. A and B
model the BEMF induced in the stator coils by the flux linkage generated by
the rotor magnet.
BEMF behavior is dependent on motor geometry. Factors influencing its
shape are: magnet geometry, magnetization, stator core geometry, and the
winding distribution. All of these characteristics are related to the motor it-
self, and do not depend on the driving voltage. It varies from a sinusoidal
to a trapezoidal waveform. For description purposes, in formulas, a sinusoidal
approximation will be used.
According to the number of magnetic poles np, back electromotive force
frequency is ωe = npωr, where ωr is the rotor angular speed while ωe is called
electrical speed. Concerning the rotor position, θe = npθr, where θr is the rotor
angle while θe is called electrical angle and identifies the stator flux direction
with respect to a stationary reference frame.
Referring to the motor represented in figure 2.2 has one magnetic pole, thus it








Λm sin(θe − pi
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Where Λm has been defined in (2.5). It is possible to express a mathematical
model of the PMSM through the following equations:




VB = RBiB +
d
dt
LBiB + B .
(2.7)
For what concerns the electromechanical torque,






(iAA + iBB). (2.8)
Where W is the electric power. (2.8) can also be written as [35],
τtot = τA + τB = ΛmiA cos(θe) + ΛmiB cos(θe − pi
2
). (2.9)
Assuming, iA and iB sinusoidal with equal modulus i and shifted of
pi
2
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Figure 2.3: Induced back electromotive force on the two coils.
VA RA LA A
VB RB LB B
Figure 2.4: Equivalent motor circuit.
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VC RC LC C VC RC LC C
VA RA LA A
VB RB LB B
VA RA LA A
VB RB LB B
Star connected motor Delta connected motor
Figure 2.5: Electrical scheme of star and delta connected motors.
iA = i cos(θe),




(2.9) could be expressed as,
τtot = τA + τB = Λmi cos
2(θe) + Λmi cos
2(θe − pi
2
) = Λmi, (2.11)
which is the optimal condition in which generated torque is maximized.
As said at the beginning of the chapter normally PMSM have three phases
and a number of magnet pole pairs which depends on motor types. The elec-
tric model of a three phase motor is shown in figure 2.5. Model components
are totally equivalent to the two phase motor described in figure 2.4. Voltage















In this case the voltage waveforms are shifted of 2pi3 rad instead of
pi
2 rad Thus:
iA = i cos(θe),
iB = i cos(θe − 2pi
3
),





Also in this case, a balanced set of three phase currents has been assumed. For
what concerns the BEMF waveform:
A = Λmωr cos(θe),
B = Λmωr cos(θe − 2pi
3
),
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The first term of (2.12) models stator coils resistance and, for a balanced
three phase system, it is possible to assume RA = RB = RC = Rs [36]. Thus[
Rabc
]
is a 3 ∗ 3 diagonal matrix.
The second term of (2.12) model the fluxes and currents generated voltage






Laa Mba McaMab Lbb Mcb
Mac Mbc Lcc
 . (2.15)
Also in this case, assuming a balanced three phase system in (2.15) it is





represent phase self inductances and also in this case Laa =
Lbb = Lcc = Ls can be assumed.
Stator phase voltages VA, VB , VC in a three phase system, dimensionally, lie
on a plane and they are usually shifted of 2pi3 rad; thus they generate a two-
dimensional vector which can be expressed with a two-phase orthogonal stator
frame α and β. This is done through a mathematical transformation called
forward Clarke Transformation with which it is possible to express the same
voltage vector by using two vectors instead of three. This simplifies motor
model analysis and design of an appropriate driving technique by shrinking the
dimension of motor equations from three to two. By applying the direct Clarke
Transformation, a two-phase orthogonal stator axis called stationary reference























The resulting voltage vector has the same amplitude and phase as the three
phase reference frame resulting voltage vector. Motor equation can thus be




























































































[(Lq + Ld)− (Lq − Ld) cos(2θe)] ,
Lαβ = Lβα =
1
2
[(Lq − Ld) sin(2θe)] ,
(2.20)
Ld and Lq are the minimum and maximum self inductance of a single phase


















where RM and Rm are the maximum and minimum flux reluctance over an
entire electrical rotor revolution [38],[36]. it is interesting to note that according
to (2.20) the value of these inductances depends on rotor position. Reluctance
variation could be up to 200% when dealing with Internal Permanent Magnet
Synchronous Motors (IPMSM) and Ld > Lq while for Surface Mounted PMSM
the variation is usually around 5%-15% and Ld < Lq [38]. The expression of
the torque in α and β reference frame is the same as (2.9);
τtot = τA + τB + τC =
1
ωr
(iAA + iBB + iCC) =
3
2ωr
(iαα + iββ). (2.22)
Another representation of the two phase reference frame is the synchronous
reference frame which rotates at the electrical rotor speed. It is obtained by
applying the Park Transformation to a stationary reference frame as defined in
(2.23) [39]. It is defined by a two-phase orthogonal stator axis d and q with the
d¯ axis aligned with the rotor flux direction as shown in figure 2.6.
Since dq frame rotates synchronously with the rotor, the voltage and current
space vector is fixed in magnitude and direction with respect to the rotor. Thus,



















































Figure 2.6: Stationary and synchronous reference frame.
Where the apex r means that the quantities are referred to the rotor (syn-




















From (2.24) an expression of the direct Vd and quadrature Vq voltage com-
ponent is obtained:




Vq = Rsiq + Lq
d
dt











np[Λm + (Ld − Lq)id]iq. (2.28)
In (2.28) electromechanical torque is expressed as a function of the id and iq
currents and it has two components. The first part of the expressions concerns
the interaction between rotor flux and iq. Since the d-axis of figure 2.6 is
aligned along the flux direction, if a magnetic flux is generated along the q-axis
the two fluxes tend to align. As a result, electromechanical torque is generated
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Figure 2.7: Three phase drive scheme.
proportionally to the current along the q-axis according to (2.2). For this reason
the first component of (2.28) is called “alignment torque”. The second part
depends on motor salience and it is proportional both to id and iq, it is called
“reluctance torque”.
2.3 Motor Drive Structure and Principle of Op-
eration
PMSM are controlled with a specific electronics which is able to generate the
appropriate voltage waveform to be applied on motor phases. In order to do
this, motor drives include a logic stage which controls a power stage which
physically delivers electrical power to the motor. Basically these devices, convert
a continuous voltage into three phase sinusoidal voltage waveforms. The basic
scheme of a PMSM drive is shown in figure 2.7. The power stage is called three
phase H bridge and it is basically composed of 6 switches which are controlled
by the logic stage. By alternating which switches are on, voltage and current
flow can be directed in any desired direction.
To do this, the voltage and current waveform, have to be applied accordingly
with the rotor position, in order to maximize the electromechanical torque which
is generated. According to (2.2) it is possible to notice that the maximum
torque is generated when rotor and stator generated fluxes are orthogonal. For
this reason the rotor position has to be measured or estimated by the control
logic. Thanks to rotor position information, the control logic imposes an optimal
switching of the H bridge.

















































































Figure 2.8: Six steps commutation technique.
2.4 Six Step PWM Commutation Technique
Motor driving signal could be of many different waveforms according to the
driving technique. The six step commutation technique is one of the most used
due to its simplicity of implementation and robustness.
In figure 2.8 the six voltage steps are schematically shown driving a motor
with three windings and one magnetic pole pair during a complete electrical
rotation. The six steps correspond to the six different voltage phase settings
there illustrated. For this type of motor, switching from a step to another, will





Voltage amplitude VA, VB and VC is regulated by the duty-cycle of the





V step flux direction
VI step flux direction
Figure 2.9: Generate flux direction and corresponding pole pair.
Pulse Width Modulation (PWM) which is imposed by the control electronics.
By operating an optimal switching from a step to another, phase current peaks
and torque ripple are minimized. In figure 2.8 it is shown the optimal phase
voltage commutation according to a given phase voltage amplitude. In (2.11)
it has been shown that given a two phase BLDC motor with sinusoidal BEMF,
the optimal driving corresponds to condition (2.10), which means that the phase
currents waveforms (iA, iB) and the BEMF (A, B) are in phase. For a three
phase motor this condition corresponds to,
iA = i sin(θr),
iB = i sin(θ − 2pi
3
),




in phase with A, B and C . Under the assumption that the phase current
and voltage are in phase, the phase switching performed in figure 2.8 basically
is an approximation of these conditions. The approximation consists in the fact
that the phase voltage waveforms are squared, most of the times the BEMF
waveform is not sinusoidal and phase inductive effects shift currents with respect
to voltage.
In other words optimal switching means keeping the pole pair flux and stator
flux the most possibly orthogonal in order to maximize the torque. So, since
the stator generated flux can take six discrete directions, there will be a cor-
responding angular sector for the flux direction in which the applied torque is
maximized. In figure 2.9 it is shown the sixth step of the stator flux direction
and the corresponding angular sector in which the flux it is directed; when flux
direction has reached the switching position, the system has to switch to the
fifth step and the rotor will be moved to the next sector.
It is easy to understand that for a given rotor speed, there will be a corre-
sponding switching rate. Nevertheless the rotor speed do not just depend on
the switching rate, it also depends on the supplied voltage. The time the pole
pair flux vector takes to go through a certain angular sector decreases when in-
creasing the applied voltage. According to the voltage amplitude (VA, VB , VC),
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the control logic has to switch at a proper frequency so that an optimal “lock
condition” is kept.
If the commutation frequency is too slow with respect to the applied voltage,
commutation occurs late, resulting in high motor current and high torque ripple.
If the commutation frequency is too fast with respect to the applied voltage,the
motor can not accelerate fast enough to catch the next commutation, lock is lost
and the motor spins down. Thus it is necessary to apply an optimal switching
rate with respect to the applied voltage. This could be achieved through an
open loop or a closed loop control technique.
Open loop technique could be based on a look-up table which regulates the
phase voltage and the frequency according to the desired speed. This is made
possible by knowing the characteristics and the behavior of a certain motor in
nominal conditions. The problem of an open loop control is that, out of nominal
conditions, motor operation is inefficient and unreliable. For these reasons open
loop operation of a BLDC is used just in case of low demanding applications.
It is otherwise possible to use a closed loop regulation of the motor so as
to maintain the motor in lock condition and being able to set and monitor the
motor speed. In this case motor control can be performed also out of nominal
conditions. The rotor position information, which is necessary to operate a
closed loop control, can be gathered through position sensors or with sensorless
techniques. In general BLDC motors driving is performed through Hall sensors
which can sense the rotor position. More accurate techniques use rotational
position encoders. Similar information can be gathered from the BEMF by
sensing phase currents or voltage waveform on each phase or by measuring stator
inductance variation according to rotor position. These techniques do not need
position sensors and are thus called sensorless techniques. Their advantage is
that eliminating position sensors the drive is simpler, lighter and cheaper.
2.5 Space Vector Pulse Width Modulation Com-
mutation Technique
Space Vector Pulse Width Modulation (SVPWM) is a technique that optimize
the switching pattern of the three phase inverter described in section 2.3 in
order to generate a desired space vector voltage. With respect to the Six Step
control technique with which it is possible to generate six discrete voltage vector
directions, with the SVPWM, it is possible to generate a continuous rotating
voltage vector as a composition of the six directions shown in figure 2.8. Oth-
erwise, to generate a continuous rotating voltage vector, it would be necessary
to operate the driver switches shown in figure 2.7 in their linear region. This
would lead to a very accurate direction and amplitude control with low added
noise. Although it would came at the expense of a very high power dissipation
on the control electronics which means low overall efficiency. For this reason,
with the SVPWM it is possible to exploit both the control accuracy of a linear
power stage and the efficiency of the Six Step PWM control technique.














Figure 2.10: Discrete Voltage Vector directions V1,2...6 and position sectors
I, II....V I.
Drive Switches Cfg
(0 = OFF, 1= ON)
Step Vstep θstep T1 T2 T3 T4 T5 T6
1 V1 θ1 = 0
o 1 0 0 1 0 1
2 V2 θ2 = 60
o 1 0 1 0 0 1
3 V3 θ3 = 120
o 0 1 1 0 0 1
4 V4 θ4 = 180
o 0 1 1 0 1 0
5 V5 θ5 = 240
o 0 1 0 1 1 0
6 V6 θ6 = 300
o 1 0 0 1 1 0
7 V7 - 0 1 0 1 0 1
8 V8 - 1 0 1 0 1 0
Table 2.1: Driver switches configurations with respect to the different commu-
tation steps.
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Each of the above mentioned commutation step, corresponds to a certain
configuration of the power stage and it is described in Table 2.1. The switches
T1,2...6 to which the table refers to, are shown in figure 2.7. It is possible to note
that there are two more states/configurations in addition to the ones showed in
figure 2.10 corresponding to a null voltage applied to the three motor phases.
In figure 2.10 each of these steps (V1,2...6) are expressed with respect to the
α, β stationary frame. Given a desired voltage vector direction and amplitude
expressed in the same reference frame, it is possible to express it as a linear
combination of a couple of two spatially adjacent steps Vi and Vi±1. To do this,
appropriate weights have to be calculated in order to assign a duty-cycle to each
of the steps. If θe and Vref are the desired direction and voltage amplitude, Vi
and Vj the two steps delimiting the sector of interest and VDC the supply voltage,
the following equations have to be solved: [35]
Vref (θe) = Vi · ai + Vj · aj + V7 · a7 + V8 · a8,
Vref cos(θe) = VDC(ai cos(θi) + aj cos(θj)),
Vref sin(θe) = VDC(ai sin(θi) + aj sin(θj)),
ai + aj + a7 + a8 = 1,
a7 = a8.
(2.31)
Once the weights ai, aj , a7 and a8 are calculated, it is possible to define the
duty cycle corresponding to each state:
Ti = Ts · ai,
Tj = Ts · aj ,
T7 = Ts · a7,
T8 = Ts · a8,
(2.32)
where Ts is the PWM period. Differently from the Six Step commutation
technique, by using the SVPWM, it is possible to operate an accurate posi-
tion or torque control. It clearly requires a higher computational effort thus
it is employed in more demanding applications. Also using the SVPWM con-
trol technique it is possible to operate the motor in open loop control but the
resulting performance is lowered by poor electrical efficiency and dynamic per-
formance.
2.6 Permanent Magnet Synchronous Motors: com-
parison with other motor topologies
The popularity of the Permanent Magnet Synchronous Motors in various field
of application is due to their high energy efficiency, compact form, reduced noise
operation, high reliability, and low maintenance [30]. Brushless DC (BLDC) mo-







































Figure 2.11: Most common electric motors on the market.
both are PMSM. By convention, BLDC motors are controlled with squared volt-
age waveforms mutually shifted on the three phases and the back electromotive
force waveform that they induce on stator coils is approximately trapezoidal.
BLAC motors instead are controlled with continuous voltage waveform and they
produce a sinusoidal back electromotive force. In practical this difference means
that the BLAC motor can reach higher performances regarding motor position,
speed or torque control, efficiency and dynamic performance; they are gener-
ally also more expensive compared to the BLDC ones an more sophisticated
techniques are required for their control. There are although several motors
topologies present in the market, and the choice of the most suitable for a spe-
cific applications depends on many factors. In figure 2.11 a diagram of some of
the most common electric motors is shown.
The Brushed DC Motor is one of the most common electric motor, it is
widely used for commercial and industrial applications. Control techniques for
these motors are extremely easy and they could be operated over a wide range
of speed with considerable dynamic performance. As specified at the beginning
of the chapter, they are often used in underwater propulsion on a wide range of
vehicles. With respect to PMSM, these motors are easier to control and both the
motor and control electronics are generally cheaper. The downsides associated
with this kind of motor are, with respect to PMSM: limited speed range, low
dynamic performance due to high rotor inertia, low heat dissipation, low power
density, low reliability and high maintenance needs due to the creeping contacts
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of the armature. Also efficiency in terms of energy conversion is around 15-23%
lower with respect to PMSM [40].
Also induction motors are really common and widely available on the market:
they feature a very simple design, low price and robustness. Concerning the
control technique, they need an alternate voltage excitation hence it is more
complex with respect to Brushed DC motors. Although differently from PMSM,
rotor position is not required for operation. With respect to PMSM hence they
are cheaper and easier to control; the drawbacks consist in lower power density
due to the fact that permanent magnets produce more flux for their size than the
magnetic energy produced the induction motor. Also overall efficiency is lower
partially due to resistive losses in the copper bar and lower dynamic performance
[41], [42].
Concerning the other kind of motors listed in the scheme of Figure 2.11





Sensored control of PMSM is widely used in many field of application, for its
reliability, precision and simplicity of operation [43]. Also concerning the under-
water field of application [28] it has proven to be highly reliable, easy and quick
commissioning, thanks to the many widely tested commercial applications that
can be found on the market. Although the wiring required for position sen-
sors and the sensor itself, represents an additional cost and encumbrance. The
presence of additional electronics furthermore also constitutes a drawback in
terms of maintenance and reliability. A simpler, cheaper, more reliable, and
less cumbersome electronics would then be preferable when dealing with un-
derwater applications where space saving and reliability are crucial. The work
regarding this thesis was mainly focused on the improvement of the propulsion
system of MARTA AUV which is an Observation Class AUV. The vehicle has
been equipped with PMSM motors and it has the same propulsion setup as the
Typhoon vehicle, with four thrusters for sway, heave, and pitch motion and two
rear propellers for surge and yaw motion. MARTA AUV thruster configuration
is shown in Figure 6.2.
In order to efficiently operate vehicle navigation it is useful to operate a
precise speed or torque control of motor thruster. This can reduce navigation
hardware costs, improve diagnostic vehicle capability and increase navigation
accuracy. In general, speed control is operated through rotor position sensors;
this is the case of the Typhoon vehicles whose motors are equipped with Hall
position sensors. More advanced motor controllers as the BlueESC mounted
on the BlueROV2 ROV, exploit sensorless control speed feedback but a speed
control is not provided by the controller itself.
Also for the navigation strategy of MARTA AUV, speed measurement is
necessary but, with respect to the Typhoons vehicles, in this case, a sensorless
actuation system has been preferred, also for research purposes. The selection
was made in order to avoid the additional wiring required for position sen-
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sors and the sensor itself which represents an additional cost and encumbrance.
The presence of additional electronics furthermore also constitutes an additional
drawback in terms of maintenance and reliability. However, during this research
activity, it has not been possible to find commercial solutions exploiting a sen-
sorless speed and torque estimation for PMSM especially applied to underwater
propulsion. On the other hand, customized solutions designed by industrial mo-
tor control factories would be extremely expensive. Hence this work thesis has
been focused on the development of a complete propulsion solution exploiting a
PMSM controlled with a sensorless technique able to perform speed and torque
estimation. There are several kind of sensorless control techniques each of these
has its pros and cons according to the field of application and to the operating
conditions which are required.
3.1 Trapezoidal Control Sensorless Techniques
This family of techniques, is implemented in combination with the Six Steps
commutation technique illustrated in section 2.4 and they are based on the ob-
servation of the BEMF waveform on the three phases during motor operation.
Interest on motor generated BEMF behavior is due to the fact that its behav-
ior depends on rotor position. In Figure 2.8 it is shown the waveform of the
BEMF induced in each phase in an entire rotation. It is possible to notice that
depending on the rotor position it could be positive or negative with respect
to a reference voltage level called “star center level”. When the BEMF signal
crosses that level, it is called “zero crossing”. Zero crossings could be used as
a reference point to identify the rotor position; it can be seen that they occur
when the magnet generated flux and coil induced flux are parallel. So once
it is possible to detect them while the motor is turning, it is also possible to
estimate the rotor position and, consequently, its speed and the acceleration.
Zero crossing detection can be performed by sampling phases voltages during
rotation. BEMF voltage measurements indeed are taken from phase terminals
where the driving voltage is also delivered. So the BEMF can not be measured
when a phase is energized, because the driving voltage would hide the informa-
tion contained in it. Figure 2.8 shows that the Six Step commutation technique
leave one phase floating at each commutation step. The BEMF induced in the
floating phase, can then be measured on that phase.
The star center level represented in Figure 2.8 is a reference value which does
not necessarily correspond to the ground level. However this level is necessary
when wanting to detect the BEMF zero crossings. In a star connected motor
it is available in the star center of it. For delta connected motors and for star
connected motor in which the star center is not accessible this reference point
has to be estimated.






Figure 3.1: Phase readings during V I and V sector.
3.1.1 Sensorless Motor Control: Application Note 857 by
Microchip technique
In the Application Note 857 by Microchip [5] it is described a sensorless control
technique based on Six Step control. The motor speed is regulated by using
voltage amplitude as a control reference quantity. So according to the applied
voltage, the controller has to perform an optimal phase switching which repre-
sents the lock condition.
In this case the BEMF measurements are performed in just one of the motor
phases and through this measurement the controller is able to track the optimal
step switching ratio. By making the measurements on phase A, it is possible to









The control performs three measurements during these sectors. The first
reading is taken during sector V I when phase terminal A is actively driven high
as shown in Figure 3.1. This is a measurement of the applied voltage VDC . The
next two readings are taken during sector 5 when phase terminal A is floating. In
phase lock condition according to [5] criteria, while phase terminal A is switched
from high to floating the A has a zero crossing at
1
2 of the commutation period.
For this reason the second measurement is took at 14 of the commutation period
and the third reading is taken at 34 of the commutation. With these readings it
is possible to understand how the commutation frequency need to be adjusted
in order to track the phase lock condition:
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• Phase lock condition is respected if:
Reading2 > Vcc2 and Reading3 <
Vcc
2 .
• Commutation frequency is too slow if:
Reading2 < Vcc2 .
Indeed it means that the zero crossing occurs too early and the phase switch
occurs later, when the rotor has already reached the optimal switching position.
• Commutation frequency is too fast if:
Reading3 > Vcc2 .
This means that the phase commutation occurs when the rotor has not
reached the switching position.
So every time the lock condition is not fulfilled the controller updates a
commutation index which adjust the proper switching rate.
Since at standstill and low rotor speed BEMF waveform amplitude is too
low to control the motor, the controller has to generate a startup routine. Initial
switching is controlled in open loop by a look-up table in which according to
the applied voltage it is defined the corresponding optimal switching frequency.
When the motor turns fast enough the control is switched from the open loop
to the closed loop control. The system control flow chart is shown in Figure 3.2.
It is a very simple commutation technique and it is interesting to notice that
this kind of control do not need a star center reference value to detect the zero
crossing because it makes an estimation of it.
3.1.2 Sensorless Motor Control: Application Note 907 by
Microchip Technique
In the application note 907 by Microchip [6] it is described a BEMF based
technique for controlling a BLDC motors. It performs a zero crossing detection
on the three phases. As shown in Figure 2.8, in an electrical revolution two zero
crossings occur in each phase. Hence to perform sensorless control, the controller
basically measures the time T between two subsequent zero crossings on two
different phases. As shown in Figure 3.3 in optimal conditions T is equal to the
time that has to elapse between two subsequent phase switchings. Thus after
having measured the time elapsed between two subsequent zero crossings the
controller is able to give the right phase switching frequency. The commutation
after the second zero crossing indeed has to occur after T2 .
Also this method, needs a startup sequence since at standstill and low rotor
speeds there is no detectable BEMF.
The rotor is initially turned in a lock position with two subsequent phase
switching. Thanks to this positioning, the controller is supposed to know in






Figure 3.2: Flowchart of the AN857[5] control system.




























































Figure 3.3: Time elapsed between two zero crossing when optimal phase com-
mutation is performed.
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Figure 3.4: First start up method [6].
which position the rotor is. The startup sequence is composed of a first moment
in which the phase switching frequency spins the motor at 160 of the nominal
motor speed. It is then accelerated until 16 of the nominal speed. This is
the speed from which the controller switches from open loop to closed loop
operation. Of course the acceleration and the voltage delivered to the motor
from the controller must be tuned according to the type motor and the operating
conditions. A problem could be, that in open loop the switching frequency is
not optimal, for this reason the BEMF zero crossings could occur when the
corresponding phase energized. In this case, zero crossing can not be detected.
According to [6] at constant speed, when driving the motor in open loop, the
rotor is 90o (electrical) in advance with respect to the optimal position; in this
case BEMF zero crossing occur when the phases are energized. The Application
Note 907 by Microchip illustrates two ways of switching from the open to the
closed loop mode.
The first way suggests to accelerate the switching time in order to reduce
the angular error previously described. By doing this, the BEMF zero crossings
occur when the phases are not energized and the system can detect two subse-
quent zero crossings. In Figure 3.4 it is shown the acceleration phase (14) and
the two first zero cross detections (15)(16). After them the motor starts to turn
correctly (17) with the zero crossing occurring when the phase is not energized.
The second way illustrated in Note 907 by Microchip suggests to spin the
motor in open loop at a certain speed (enough to generate sufficient BEMF)
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Figure 3.5: Second start up method [6].
and then to de-energize for a rotation the three phases thus making possible to
detect the zero crossings. Of course this method is based on the assumption
that the lack of spin to the rotor caused by the de-energization of the phases
would not decrease significantly the rotor speed.
In Figure 3.5 it is shown the first part of the start up sequence (13) in which
the rotor turns in an incorrect angular phase shift with respect to the correct
one; in this part the zero crossings are not visible because they occur when the
corresponding phase is not energized. In (11) phases are de-energized indeed it
is possible to observe that BEMF signal has less ripple. It has to be noticed that
being all the three phases de-energized, BEMF is no more shifted of a 12VDC
offset normally seen when the drive is on. Thus it should be set a threshold
value at which the BEMF is compared (12). In this case the controller detects
the BEMF zero crossings on the three phases, so that it could gather rotor
direction, speed and position. The system is then transitioned to closed loop
operation (14).
A flowchart of the application note 907 is shown in Figure 3.6
3.1.3 Sensorless Motor Control: InstaSPINTM-BLDC by
Texas Instruments Technique
This technique is quite different from the previous ones because it is based on the
measurement of the stator induced magnetic flux instead of the BEMF voltage.










Figure 3.6: Flowchart of the Application Note 907 by Microchip control tech-
nique.
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This means that the BEMF is still sensed but, an integration of it is performed,
and the resulting quantity is magnetic flux.
During motor operation, the BEMF integration is performed at each step on
the floating phase after the zero crossing has been detected. For this technique
a star center reference has to be generated.
The integrated signal evolves quadratically as shown in Figure 3.7. Once
integration has started the control switches to the next step when an optimal
flux threshold is reached. The optimal threshold level depends on motor char-
acteristics and has to be tuned in order to perform optimal switching. It is
important to notice that this value is constant regardless of rotor speed. This is
due to the fact that according to (2.6), the BEMF amplitude is proportional to
the rotor speed. In Figure 3.8 it is schematically shown the BEMF integration
at a certain speed ωk and at
ωk
4 . In both cases, the integrated area is the same,
so the switching threshold is also the same. The method has the big advan-
tage that can control the motor even at a very low speed, when the produced
BEMF has a really low amplitude. Furthermore, being flux an integration of
the BEMF signal, it will be less noisy and, as a consequence, and easier to
be measured. The phase switching is self regulated according to the applied
voltage, and since it is not based on past information about rotor position, the
optimal commutation frequency is constantly tracked. This makes the system
robust for what concerns abrupt speed variations, and capable to optimize the
energy consumption.
The startup sequence consists into two subsequent step that put the rotor in
a certain position. After that, the system switches to the next step and starts to
integrate the BEMF. When the result of the integration reaches the threshold
value, the system switches to the next step and it can already operate in closed
loop. A flowchart of the InstaSPINTMtechnique is shown in Figure 3.9
3.1.4 Considerations About Trapezoidal Control Sensor-
less Techniques
The main advantages of Trapezoidal Control Sensorless Techniques are the sim-
plicity of implementation, low computational cost, simple and cheap hardware.
They can be applied to a wide range of PMSM regardless of their structure and
electrical characteristics and reliability. Their main drawback relies on limited
performance. Dynamic performance in general is bounded by the fact that the
switching control is not based on a rotor position estimation. The Six Step
control technique does not allow a precise tracking of the orthogonality condi-
tion between the stator and rotor generated flux which is also the maximum
torque generation condition. This influences the electrical efficiency. While it is
quite easy to perform a speed control, with these techniques it is not practical
to perform a torque control and in each case the accuracy is low. Concerning
the technique illustrated in subsection 3.1.1 and in subsection 3.1.2, it has the
main advantage of being extremely simple in terms of implementation and com-
putational cost. Although they could fail facing abrupt speed changes because
the step switching is based on a guess of what the optimal switching period is,
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Figure 3.8: BEMF integration at two different speed.
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System Initializing
Zero cross detection
Rotor positioned in step zero
Integration started
First step set
Wait until flux threshold
Switch to next step
is reached
Figure 3.9: Flowchart of the InstaSPINTMtechnique.
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according to previous commutation periods. The technique described in sub-
section 3.1.3, is the one that guarantees the best dynamic performance because
it performs switching according to an estimation of the rotor position. Also it
is the one that can operate the motor at the lower speed with respect to the
other two, since it exploits an integration of the BEMF waveform instead of the
BEMF itself.
3.2 Field Oriented Control (FOC) Techniques
Differently from trapezoidal control systems, in vector control based systems,
stator quantities are represented by vectors and a continuous control on the
amplitude and angle of these quantities is operated. This means that it is
possible to control also electromagnetic transients, which is necessary for high-
performance motor applications that are required to operate smoothly over the
full speed range, generate full torque at zero speed and have high dynamic
performance including fast acceleration and deceleration.
The most obvious solution, in order to achieve a more accurate control of
motor quantities is the generation of three sinusoidal currents on the three
phases and keep the rotor and stator generated magnetic flux orthogonal. The
three currents vary smoothly as the rotor turns so that the resulting current
space vector, which is proportional to the electromechanical torque, has con-
stant magnitude and generates a constant torque. This minimizes the torque
ripple and commutation spikes associated with trapezoidal commutation. To
do this, a precise rotor position information and current measurements are nec-
essary. They are needed to generate current reference signals and to operate
a closed loop control of these currents. In Figure 3.10 [44] a diagram of the
sinusoidal control is represented. Two of the motor winding are controlled in
current by a separated control loop thanks to a PI controller. The current on
the third phase, is imposed as the sum of the currents of the other two phases.
The encoder measured position is fed to a look-up table, in order to synthesize
two sinusoids phase shifted of 2pi3 rad one with respect to the other. The gener-
ated sine-waves amplitude is set proportional to the desired torque and fed to
the two PI controllers which impose the desired currents on rotor windings by
controlling the PWM generators. The illustrated technique represents a great
improvement with respect to the trapezoidal control techniques in terms of po-
sition and torque control precision and smoothness. Although, with sinusoidal
control, a motor can be efficiently operated only at low speed. This is due to the
limited bandwidth and gain of PI controllers which have to operate a sinusoidal
signal tracking. By increasing rotor speed, the current sinusoid frequency in-
crease proportionally and reference signal tracking lose precision. This results in
larger errors which perturbs the orthogonality condition between rotor and sta-
tor generated flux until they become parallel and no electromechanical torque is
generated anymore. As a consequence, efficiency decreases and maximum speed
is limited by the lack of generated torque.
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Figure 3.10: Sinusoidal control driver diagram.
Field Oriented Control (FOC) operates a control of the current space vector
directly in the synchronous reference frame mentioned in (2.23). By doing this,
it is possible to decouple torque and flux control in the PMSM. This means
that on the d-axis, the stator current component controls rotor flux, and on the
q-axis the current component controls rotor electromagnetic torque.
The two reference components are synchronous with the rotor electrical po-
sition. Hence, current space vector is fixed in magnitude and direction with
respect to the rotor, this results in a two coordinates time invariant system.
Thanks to this strategy, the control structure is totally similar to that of a field
excitation DC machine but without the drawbacks of the DC motor mechanical
commutations. With respect to the sinusoidal control above mentioned, in this
case, the reference quantities do not oscillate at a frequency that is proportional
to rotor speed so the controllers are not directly involved in the generation of the
sinusoidal waveforms of phase currents and voltages. Therefore maximum speed
is not limited by the frequency response of the current controllers, control tun-
ing is simpler and higher performances can be achieved. Usually electrical angle
between rotor and stator magnetic flux components are kept at pi2 . This indeed
is the condition to maximize the rotor electromechanical generated torque as
explained in (2.2).
The classical diagram of a FOC is shown in Figure 3.11 [45]
Its structure is not really different from the Sinusoidal Control schematic of
Figure 3.10 except for the fact that the controller output currents are not fed
directly to the PWM generator but two transformations are operated before:
the reverse Park Transformation from a two phase synchronous reference frame
to a two phase stationary reference frame and the reverse Clarke Transformation
from a two phase stationary reference frame to a three phase stationary reference
frame. This as mentioned above, greatly simplifies and enhances motor control.
Currents along the d and q axis, are imposed by setting a reference voltage
on the to axis. To operate a separate control on torque and flux channels, the
resulting currents along these axis, need to be mismatched. Currents expression
along d and q axis, can be obtained by solving equations (2.27) with respect to
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Figure 3.11: Field Oriented Control driver diagram.























These expression, can be managed more easily in the frequency domain.
Thanks to the Laplace transformation, the following expression of the syn-






vq − ωeLdid − ωeΛm
Lqs+Rs
. (3.4)
By eliminating the coupling terms between them a decoupling between torque
and flux reference is achieved. It can be done by imposing the following voltages
along d and q axis:
vd = v
∗
d − ωeLqiq, (3.5)
vq = v
∗
q + ωeLdid. (3.6)










Generally, the current component along the d-axis is set to zero while along
the q-axis a current is imposed in order to set the desired electromechanical
torque. According to (2.28) if id is set to zero, the “reluctance torque” compo-




npΛmiq = Ktiq, (3.9)
where Kt is called torque constant; it depends on motor geometry and construc-
tion quality. By estimating Kt a reference torque can be imposed.
The available sensorless techniques can be classified into two main categories
[8]. The first and most common category of sensorless techniques is based on the
fundamental model of the PMS machine. In this case the observation of the back
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EMF induced in the machine coils by the rotor magnets is used in combination
with observers to determine the rotor position. The observers are based on the
state space model of the machine and can be divided into three types: determin-
istic observers (e.g. MRAS, Luenberger Observer), probabilistic observers (e.g.
Kalman filter) and nonlinear observers (e.g. Sliding Mode Observer). Neverthe-
less, the back electromotive force induced by the rotor on the stator coils is null
at zero speed, therefore these techniques are not capable of working at standstill
and low speed ranges. The second category of techniques concerns the exploita-
tion of motor magnetic anisotropies. These techniques are able to estimate the
rotor position at standstill and low speeds, thus permitting the full speed range
operation of the PMS machine. In fact, differently from back EMF based meth-
ods, these techniques provide the rotor position by using motor anisotropies like
saliency, change of magnetic conductivity and saturation effects due to techno-
logical deviations. Among this category of techniques, signal injection based
methods have been particularly exploited. These methods exploit the injection
of high frequency voltage signals and require an observer for saliency track-
ing. In particular, the machine saliency create rotor/flux position-dependent
harmonics in the high frequency stator currents which can be signal-processed
to yield the required position. Several approaches have been realized and pro-
posed in the scientific community for different kind of machines, as IPMSM
and SPMSM (Interior and Superficial PMS motors), and anisotropies. These
techniques have been also investigated on induction motors.
3.2.1 Sliding Mode Observer Based Rotor Position Esti-
mation Technique
Most of the fundamental excitation based techniques described at the beginning
of the chapter, are highly performing in terms of efficiency and control accuracy.
One of the main concern regarding these techniques is low robustness facing
motor parameters uncertainty and variation. The Sliding Mode Observer (SMO)
technique due to its robustness is proposed to overcome these disadvantages.
Several studies [46], [47], [48], [49] have demonstrated the robustness facing
motor parameters variation and uncertainty of this technique.
SMO estimation is a model based technique, a preliminary identification of
motor parameters is consequently necessary. The scheme of a SMO based FOC
is shown in Figure 3.12.
The typical mathematical model of a PMSM in the two-axis αβ stationary
reference is described in (2.17). By solving it with respect to the derivative of
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Figure 3.12: SMO based field oriented control scheme [7].
If an a priori knowledge of the parameters R and L characterizing the motor





















where iˆα and iˆβ are the estimated currents and l1 is a constant observer
gain; i¯α and i¯β are current estimation mismatches (¯iα = iˆα − iα, i¯β = iˆβ − iβ)
Once the estimator equations are defined it is possible to define a sliding surface
as follows:
S = [Sα, Sβ ] . (3.14)
where,
Sα = iˆα − iα, (3.15)
Sβ = iˆβ − iβ . (3.16)
The error dynamics reaches zero when S = 0 which means that the observed
currents converged to the measured ones. A condition has to be calculated to
impose the error dynamics to converge on the sliding surface. It can be done










and by imposing the convergence condition:
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SS˙ < 0. (3.18)





















It is then possible to compute (3.18). For sake of simplicity, let us consider















(β i¯β − l1i¯βsign(¯iβ)) < 0.
(3.21)
The condition described in (3.21) is fulfilled by imposing the following:
l1 > max(|α| , |β |). (3.22)
When (3.22) and (3.22) are verified, the dynamics of the sliding surface and















By substituting (3.23) in (3.20) an estimation of the stator induced BEMF
is obtained: {
0 = α − l1sign(¯iα)






A description of the SMO operation, can be expressed by the schematic of
Figure 3.13.
The technique used to estimate the Back EMF is called bang-bang control
and, as shown in Figure 3.13 is implemented by using a sign(·) function. So
signals α and β are square waves with a low frequency component consisting
in the Back EMF signal and other higher frequency harmonics generated by the
switching of the sign(·) function. Hence, it is necessary to reject these harmon-
ics components in order to make the estimated signal exploitable. Signals α
and β are filtered with a low pass filter in order to reject switching harmonics.
Clearly the more accurate the filtering of this signal, the better the estimation
of the Back EMF. For this reason, the cut-off frequency of the low pass filters




Figure 3.13: SMO estimator schematic.
is a very important parameter in order to optimize SMO based filter operation
exploiting the bang-bang control.
Once BEMF signal estimations ˆα and ˆβ are available, it is necessary to
extract rotor speed and position information from it. The expression of α and
β is totally equivalent to A and B as defined in (2.6).
α = Λmωe cos(θe), (3.25)
β = Λmωe cos(θe − pi
2
). (3.26)
They are two sinusoidal waveform, shifted of pi2 and the argument of the







As a consequence the electrical speed, can be computed as the time derivative





Since the BEMF signals are estimated thanks to the SMO observer of Figure
3.13, the chattering due to the sign(·) function introduce an unavoidable noise
which makes this operation extremely inefficient. The estimation process can
consequently be performed thanks to a PLL as the one in Figure 3.14[7]. The
PLL guarantees good tracking performances to signal frequency and phase and
it is robust facing system disturbances. The following ∆e signal is obtained by
processing the output of the SMO observer:
∆e = −ˆα sin(θˆe)− ˆβ cos(θˆe). (3.29)









Figure 3.14: PLL schematic for rotor speed and position extraction.
By substituting (3.26) in (3.29) the following expression is obtained:
∆e = Λmωe cos(θe) sin(θˆe)− Λmωe sin(θe) cos(θˆe),
= −Λmωe sin(θˆe − θe).
(3.30)
Where ωe and θe are respectively electrical speed and position, ωˆe and θˆe
are the estimated ones. When θˆe − θe < pi6 , it is possible to approximate
sin(θˆe − θe) ≈ θˆe − θe. By minimizing the ∆e signal, the electrical position
estimation error is also minimized. It is therefore necessary to operate an error
rejection on ∆e to do it. This is achieved with a PI controller as shown in 3.14.
The PLL schematic represented in 3.14 can be simplified in order to analyze













At constant speed, electrical position θe is a ramp function, therefore the








Concerning BEMF signal estimation, a problem associated with the bang-
bang control described above is the fact that phase delay introduced by low pass
filtering the estimated BEMF is also present in rotor position estimation. Closed
loop motor control can not be operated if a phase delay is superposed to position
estimation. For this reason, it is necessary to achieve the right trade off between
rejected chattering and signal delay. Possible solutions, are the introduction of
an additional phase compensation to obtain the exact rotor position and the
use of a variable cut-off frequency filter in order to limit the introduced delay
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Figure 3.15: Equivalent PLL schematic.
l1H(i¯α) = ˆα
l1H(i¯β) = ˆβ
Figure 3.16: SMO estimator schematic with sigmoid instead if sign(·) function.
when the motor operating speed is increased. Other strategies which can be
exploited in order to reduce the unwanted chattering in the back EMF waveforms
include the use of an asymptotic observer [50] or the substitution of the sign(·)
function with a sigmoid function [51]. The replacement of the sign(·) function
with a continuous approximation near the sliding surface, is useful to reduce
the generation of high frequency harmonics while obtaining a good estimation
of the BEMF signals. Hence there is no need to low pass filtering the signal
and, as a consequence, to phase compensate the estimated position signal. The
resulting estimated signal indeed can be directly processed by the PLL and no
filter generated delay is added. The approach which has been adopted in this
work makes use of a sigmoid function as shown in Figure 3.16. The expression












where a is a positive constant and it can be tuned in order to adjust the
slope of the sigmoid function.
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3.3 High Frequency Injection Based Position Es-
timation Techniques
Fundamental model based sensorless estimation methods operate by controlling
the fundamental excitation (the motor driving signal) and by estimating the
BEMF of the machine. Although they work successfully at medium and high
rotor speeds, they fail at very low speed. Indeed, the rotor state information,
is due to the BEMF signal, whose amplitude and frequency is proportional to
the rotational speed. As a consequence, as the motor speed reduces, also the
magnitude and frequency of the induced motor voltage does, causing a loss of
information. Hence, with these methods, it is not possible to perform a position
control or to run applications requiring operation at low speeds or standstill.
For these reasons, High Frequency Current Injection based control tech-
niques have been investigated in order to operate PMSM in a wider range of
speed thus covering special needs such as vehicle propulsion system diagnostics
and very low operational speed. They are based on motor anisotropies and they
are referred to as signal injection methods, in which a second excitation signal
is injected into the motor winding to track the saliency of the motor. The rotor
spatial saliencies of permanent magnet machines could derive from the rotor
anisotropies (generally IPM - Internal Permanent Magnet motors) or from the
saturation induced by the rotor permanent magnets in the stator iron (gener-
ally SPM - Surface Permanent Magnet motors). By the way, there is a range of
motors in the middle which exploits surface mounted permanent magnets, still
showing rotor anisotropies. The work of this PhD thesis, was mainly focused on
the improvement of the MARTA AUV which exploits the BlueRobotics T200
described in subsection 6.2.1. These motors are SPM type, as a consequence
the methods that have been investigated were selected to be suitable for these
kind of machines.
Rotor saliencies are generally estimated through high frequency voltage com-
ponents which are either due to the PWM phase excitation or to an injected
signal superposed to the fundamental excitation. The high frequency compo-
nents are not meant to influence the electromagnetic torque, although from their
interaction with the motor spatial saliencies an information about the rotor po-
sition could be extracted. Indeed phase inductances vary during rotor revolution
with respect to the fundamental excitation [52]. Signal injection methods es-
sentially monitor this variation through voltage and/or current measurements
on the three phases.
Most of SPM motors show a single dominant anisotropy at each pole pair
caused by the magnet generated magnetic field and, in the corresponding direc-
tion, the stator iron is saturated[52]; hence the synchronous dq reference frame
is aligned with it, the d-axis (described in section 2.2) coinciding with the stator
most saturated region.
High frequency signal is referred to as a carrier if it is periodical with respect
to time. There are two main families of high frequency carriers: rotating car-
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rier and pulsating carrier. It is possible either to inject a voltage and monitor
the current or to inject a current and to monitor the voltage. By the way, a
voltage control loop has better performances in terms of bandwidth and, con-
cerning position estimation, using a current measured carrier to extract position
information guarantees a better rejection to nonlinear inverter effects [8]. So in
general a voltage carrier injection is operated. Concerning rotating carrier meth-
ods, the rotor position is tracked by generating a saliency image that directly
highlights rotor position. For pulsating carrier methods, the location of the
magnetic axis is estimated by extracting an error signal between the injection
(estimated) angle and the magnetic axis itself and by minimizing it.
When operating with HFCI techniques, some approximations of the PMSM
model explained in chapter 1 are useful. Starting from the two components























it is possible to hypothesize a very low motor operating speed. Hence ωe can
be approximated to zero. Furthermore, if the system is excited with a frequency
which is much higher than the motor fundamental frequency, it is possible to













which can be solved with respect to the currents iα and iβ by reversing the









2 [(Lq + Ld) + (Lq − Ld) cos(2θe)] 12 [(Ld − Lq) sin(2θe)]
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The expression of Ls is simplified by a transformation involving a change of
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L0 − L1 cos(2θe) −L1 sin(2θe)







Where λα and λβ are the components of the stator generated flux. Equation
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3.3.1 Rotating Carrier High Frequency Injection
Methods exploiting a high frequency rotating carrier injection operate a scan of
the circumferential profile of the machine magnetic anisotropy. This involves a
characterization of the spatial displacement of the anisotropy which represents
the rotor position information.
A rotating carrier on the stationary reference frame with amplitude Vi and











To substitute this expression in (3.43) it is necessary to integrate it and
apply a Park Transformation in the rotor reference frame. The expression of







[− cos (θi − θr)











[−Lq cos (θi − θr)
Ld sin (θi − θr)
]
. (3.46)
On the motor phase terminals the stationary reference frame currents are
available, thus expression (3.46) hast to be transformed in stator coordinates









Ld sin (θr) cos (θi − θr) + Lq cos (θr) sin (θi − θr)
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For a better understanding of the problem, (3.47) is expressed in exponential





















Expression (3.48) in turn, can be expressed as a single rotating vector is:
is = iα + jiβ = −j Vi






The current rotating vector in stator reference frame, is characterized by two
rotating sequences. The positive sequence of the injected signal is:
isp = −j
Vi
(L20 − L21)(ωi − ωr)
L0e
j(θi), (3.50)
while the negative sequence is given by:
isn = j
Vi
(L20 − L21)(ωi − ωr)
L1e
−j(θi−2θr). (3.51)
The positive sequence does not contain any interesting information about
rotor position and can be filtered off. The negative one does but it is modulated
at the injection frequency. As a consequence, it is necessary to operate a Park
Transformation into a frame rotating at the injected signal frequency:
isp = −j
Vi
(L20 − L21)(ωi − ωr)
L0e
j(θi) ∗ ej(θi) = −j Vi





(L20 − L21)(ωi − ωr)
L1e
−j(θi−2θr) ∗ ej(θi) = j Vi




The high frequency component of the positive sequence is easily canceled by
operating a low pass filtering. Rotor position can instead be extracted thanks
to an observer.
The method although has not been implemented in this work because it presents
the following drawbacks [38]:
• Load dependent error compensation is needed;
• Poor signal to noise ratio;
• Not efficient for low saliency machines such as SPM motors;
• A load model is necessary for the implementation of the observer. An
a priori knowledge of the working conditions is thus necessary and load
uncertainties can compromise the control efficiency.
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3.3.2 Pulsating Carrier High Frequency Injection
The principle of operation of Pulsating Carrier Injection techniques is totally
similar to the rotating carrier one; a high frequency carrier, is injected by adding
it to the fundamental driving components and the resulting signal measured on
the motor phases gets modulated by the existing rotor anisotropies. In this
case although the injected signal, rotates at the estimated rotor frequency. In
this case although, rotor position estimation, is obtained by rejecting the error
between the estimated ad actual rotor position. Such error signal is extracted
by processing current or voltage phase measurements.
Two similar pulsating carrier high frequency injection techniques have been
considered.
A pulsating carrier in the synchronous reference frame is injected along the










Although to inject this carrier along the d-axis, it is necessary to know rotor
orientation with respect to the stator. Hence the pulsating carrier is injected
along an estimated rotor position θˆe. The Park Transformation of equation










L0 − L1 cos(2θ˜e) −L1 sin(2θ˜e)






where θ˜e = θe − θˆe. The high frequency component of the stator generated


























Under the assumption that the main rotor saliency lies in the direction of
the rotor generated flux, the two current components ied and i
e
d contain informa-
tion about the error between the estimated and the actual rotor flux direction.
Basically the position estimation technique consists in injecting a certain signal
along the d-axis and minimizing the components of the injected signal along the
q-axis [8]. The d and q axis are indeed defined orthogonal. As a consequence,
when a sinusoidal voltage signal is injected along the estimated direction of the
d-axis a cosinusoidal magnetic flux density distribution is established along the
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Figure 3.17: High frequency Pulsating Carrier based position estimation scheme
according to [8].
same direction; if nothing interacts with the generated magnetic flux density
distribution, the flux linkage with the q-axis inductance is zero. This happens
when the rotor field is parallel with the estimated d-axis; in case there is an
angular displacement between the rotor permanent magnet field and the esti-
mated d-axis, the stator flux is partially deflected and this causes a flux linkage
with the q-axis. According to Lenzs law, the oscillating magnetic field through
the q-axis induces a BEMF whose amplitude is proportional to the derivative
of the flux linkage and, in this case, to the angular estimation error. Hence by
minimizing the injected signal components induced along the q-axis, also the
displacement between the estimated and actual d-axis is minimized. The main
difference among the various signal injection methods for rotor position estima-
tion concerns the processing technique of the currents in (3.56). According to [9]
in order to extract this information the measured q-axis current component has
to be first separated from the driving components at the fundamental frequency,
thanks to a bandpass filter centered on ωi. The signal is then demodulated at
a frequency equal to the injection one:




The demodulated signal contains a high frequency component at twice the
injected carrier frequency which is low pass filtered in order to eliminate it.






≈ Kerr θ˜e, (3.58)
where Kerr = 2
−L1Vi
ωi(L20−L21) . The result is an error signal proportional to the
difference between the estimated rotor position θˆe and the actual one θe. Hence
by operating feedback error rejection a rotor position estimation is performed.
Error rejection is performed thanks to a Phase Locked Loop (PLL) block as
shown in Figure 3.15. It is composed by a PI controller followed by an inte-
grator. As visible in Figure 3.17 the estimated position is then fed back to the
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Figure 3.18: High frequency Pulsating Carrier based position estimation scheme
according to [8].
system to perform direct and reverse Park Transformation and, if necessary, to
perform speed or position control. As explained, for signal demodulation, this
technique exploits the injected signal frequency in order to extract the position
information contained in the signal expressed in (3.54). Although the delays
and non-linearities introduced by the inverter degrade the performances of the
estimation technique especially during demodulation phase. Another way to ex-
tract the error position information from the estimated synchronous reference
frame currents (3.54) is explained in [8]. The main difference with respect to the
technique described in [9] is that in this case the position information contained
in the signal expressed in (3.54) is extracted by using the d-component mea-
sured current carrier. This makes the position estimation less sensitive facing
nonlinear inverter effects since both the position information and the reference
signal undergo the delays and nonlinear distortions of the inverter. Also in this
case, the ieq and i
e
d components are separated from the driving components at
the fundamental frequency, thanks to a bandpass filter centered on ωi. The
filtered signal ieq is then demodulated by multiplying it times sign(i
e
d).
Kerr θ˜e ≈ BPF (ieq · sign(ied)). (3.59)
The resulting signal is proportional to the difference between the estimated
and actual rotor angle. The theory under this position signal extraction tech-
nique is not described here for brevity and it is reported in [8].
A problematic aspect of this position estimation technique, is that once
the d-axis (the direction of rotor magnet in synchronous reference frame) ori-
entation has been estimated, it is not automatically defined if it corresponds
to the positive or negative flux direction. Hence it is not possible to operate
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position or speed control in the desired direction of rotation. Consequently a
preliminary flux polarity identification routine has to be executed before oper-
ating the motor. This information can be gathered by exploiting the stator iron
magnetization. Motor spatial saliency indeed influences the Ld value and it is
determined by stator iron magnetization. If a current is imposed along the d-
axis, no resulting torque is generated. However it influences iron magnetization
increasing or decreasing it depending on the flux polarity. In brief, if current
and rotor flux directions are the same, the magnetization of the stator iron will
increase driving the direct axis inductance Ld into deeper saturation [8]. The in-
ductance value is thus reduced. On the contrary, if current and rotor directions
are opposite, stator iron saturation will decrease while increasing the value of
Ld. This phenomena can be exploited by injecting two opposite direction volt-
age pulses along the d-axis. If the amplitude and width of these voltage pulses
is identical they will generate a corresponding current pulse, whose amplitude
is influenced by Ld. The current pulse having the higher amplitude indicates
the positive direction of the rotor axis.
Rotor polarity identification routine can be performed by previously acti-
vating the high frequency signal injection. The algorithm will consequently
estimate rotor orientation making possible to inject two opposite voltage pulses
along the d-axis. The resulting current peaks can thus be measured and com-
pared. However, the amplitude difference between the two peaks could be small
depending on motor characteristics. Consequently, errors can be made while de-
tecting the highest peak, also due to noise superposed to the current measured
signal, sample resolution, electrical constant of motor, sample frequency etc.
According to [9] and [8] the identification process of the highest current peak
is made by directly processing the current value. In [9] it is proposed a robust
method to identify the highest current peak consisting in estimating the cur-
rent attenuation gradient (due to Ld) during the positive and negative current
pulses. In Figure 3.19 the behavior of the current through an inductance as a
consequence of two opposite voltage pulses is shown. The blue line is related to
a constant inductance, the pink one represents the behavior of a variable value
inductance.
Concerning the rotor direction identification problem, in Figure 3.19 the pink
line represents the case in which the estimated direction coincides with the flux
one, indeed |Ipk+| > |Ipk−|. During the rising pulse edge (positive or negative),




(1− e−RsLd t), (3.60)






The behavior of (3.61) during a short time interval can be approximated as:

























Figure 3.19: Current pulse attenuation through an inductance. Blue: constant
inductance, Pink: variable inductance [9].
id(n+ 1) = id(n)e
−RsLd Ts = Kid(n), (3.62)
Where K represents the attenuation gradient and Ts is the sampling time.
Hence the rotor polarity direction can be defined by identifying K during the




has to be assumed. In the case of Figure 3.19 (|Ipeak+| > |Ipeak−|) the
positive current peak will be discharged more quickly thus K(Vpk+) > K(Vpk−).
The identification is realized through least square estimation. Given the follow-
ing linear model:
y(n) = Kx(n), (3.63)








y(n) = id(n+ 1), (3.65)
x(n) = id(n), (3.66)
K = e
−RsLd Ts . (3.67)
54 CHAPTER 3. SENSORLESS CONTROL TECHNIQUES FOR PMSM
Hence the current gradient attenuation can be performed during the fading
edge of the positive and negative peak and by comparing the two results.
In order to simplify and reduce the computational costs of the direction iden-
tification algorithm while overcoming noise problems highlighted above, the
authors proposed a different technique based on the integration of the current
pulse signals. In this case robustness facing electrical and sampling noise is
given by the low pass effect of the integration operation. Current integration is
operated after the voltage pulse has been triggered for a time that equals the
pulse duration. Since the Id current could be biased due to not perfect rotor
magnet symmetry, the bias component has to be sampled before peaks injection




The selection process of a reliable motor control strategy for underwater vehicle
propulsion has to be performed in order to obtain the right tradeoff among con-
trol performance, reliability, robustness facing the working conditions, simplicity
and space saving. The starting point of this PhD thesis work has been the per-
formance evaluation of the drive system initially mounted on the MARTA AUV.
It was a Robbe ROXXY 2827-35 BLDC motor driver. This kind of controller
has the advantage of being really cheap, reliable, and of small encumbrance.
Although it does not perform any kind of speed or torque control. It is con-
trolled through a servo signal reference which regulates the PWM duty-cycle
on the three phases and the rotation direction. For this reason, the propeller
speed depends on the torque which is applied to it and only a rough estimation
of it can be performed. Hence it has been necessary to find a more performing
alternative. Various control techniques have been tested. The selection criteria
which have been taken into account were in order of importance:
• Reliability of the control system;
• Motor operating at relatively high and variable torques;
• Need to operate a speed control over a wide range of speed;
• Reduced spaces and harsh operating conditions;
• Importance of a torque and speed feedback for vehicle navigation and
diagnostics.
Part of the sensorless algorithm implementation and tests have been carried
out in cooperation with the Laboratory of Actuation Technology (LAT) of the
Saarland University. In particular their support has concerned the design and
implementation of the test bench electronics for the algorithm development and
validation.
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4.1 InstaSPINTM-BLDC by Texas Instruments
Characteristics
The first technique that has been tested is the InstaSPINTM-BLDC by Texas
Instruments. It has been chosen because it is easy to implement, and because
of its robustness facing quick rotor speed variation and measurement noise.
Furthermore it makes possible to perform a reliable speed measurement. The
technique, described in subsection 3.1.3, can be performed by exploiting the Six
Steps control technique explained in section 2.4 and it is based on the BEMF
integration. This characteristic, is one of the reasons why it is so robust. Inte-
gration indeed acts like a low pass filter thus making the signal used to control
the motor less noisy. Essentially it consists in performing the BEMF integration
on the floating phase after a zero crossing is detected. The integration value
increases until a certain threshold is reached, then the inverter switches to the
next step. The threshold is set in order to perform an optimal time switching.
This way, the switching is not performed according to a control logic imposed
timing but according to the rotor position. This is another reason why the
technique is so robust facing abrupt speed changes which could not be detected
by the control logic.
The algorithm could be implemented both when driving the motor with
unipolar and bipolar PWM. Using star connected motors, bipolar PWM makes
the control much easier. For delta connected motors there is almost no differ-
ence. By the way, still bipolar PWM seemed easier to implement the control
when trying to understand how and were to sample the BEMF and to define
the optimal switching time.
The voltage waveform of a delta connected motor driven with bipolar PWM
is shown in Figure 4.1. In the figure it is also highlighted the interval in which
the integration on the floating phase has to be performed. It starts after the
zero crossing (which means that the phase voltage reaches the same level as the
star center reference voltage) and ends when the threshold integration level is
reached. As explained in subsection 3.1.3 this threshold level does not depend
on the speed.
For the development of the control algorithm it has been necessary to imple-
ment and test it on a motor. Hence a customized setup has been implemented;
in Figure 4.2 a scheme of the control setup is shown. The complete setup is
composed of a micro-controller, an interface to the micro-controller, a power
supply, and a power stage as illustrated in section 5.2.
4.1.1 InstaSPINTM-BLDC: Algorithm Parameters Setup
Once the control algorithm has been implemented, parameters tuning has been
performed. The first, most important parameter for motor control, is the sta-
tor induced flux threshold value. The optimal flux threshold is trimmed in
order to perform optimal switching. Optimizing phases switching consists in
keeping the BEMF as shown in Figure 2.8, the reason is explained in subsec-
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Figure 4.1: Voltage waveform with bipolar PWM.
Figure 4.2: Control setup scheme.
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Figure 4.3: Setup for sensorless algorithm tuning.
tion 3.1.3. Initially the motor has been operated through the position feedback
of an encoder as shown in Figure 4.3. Doing this, the switching position was
controlled through the encoder position information. Thanks to the encoder,
optimal phase switching conditions could be defined. By operating the motor in
these conditions, it has been possible to measure and define the flux level when
the controller has to switch from a phase to another. This level identifies the
optimal flux threshold.
In Figure 4.1 it is possible to see that the integration result is not always
positive but alternatively positive or negative. At each step it is necessary
to define the floating phase on which performing the integration as shown in
Figure 3.7. It should be noticed, by magnifying the voltage waveform, that
when a phase is floating, the voltage measured on it still depends on the PWM.
This is not just due to the noise superposed to the signal but it is mainly due
to the switching on the other two active phases.
In Figure 4.4 it is possible to see that it depends on the PWM state. This
can be easily explained considering that a delta connected motor was used for
algorithm development. In this motor type two windings are connected to a
single phase. For this reason, when the PWM signal is high on one phase,
there will be another phase set low and the third one floating. If a single ended
voltage measurement is performed, on the floating phase it is measured the
BEMF induced on the low phase winding. When the PWM signal is set low
instead it is measured the BEMF induced in the other one. This is illustrated
in Figure 4.5. In step 1 for example phase C is floating while phases A and
B switch from VDC to ground according to the PWM duty cycle. When the
PWM signal is set high, the phase A is connected to VDC while the phase B
is connected to the ground. Figure 4.5 shows that in this case (assuming that
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Figure 4.4: BEMF on the floating phase when PWM is set to HIGH and when
it is set to LOW.
LB = LC and RB = RC), the voltage sensed on phase C is the sum of the
star center reference voltage minus BEMF induced on phase B. When PWM is
set low, polarity is inverted and voltage sensed on phase C is the sum of the
star center reference voltage plus BEMF induced on phase C. By the way to
perform a consistent BEMF integration, just one of the two waveforms has to
be sampled and according to it an opportune flux threshold has to be selected.
In order do this, it is necessary to trigger the sampler at the right time selecting
the right part of the PWM cycle.
4.1.2 InstaSPINTM-BLDC: Algorithm Operation
The flowchart of the algorithm is illustrated in Figure 4.6. It is divided into two
main sections: the startup routine and the normal sensorless operation.
The first part of the startup routine, consist in positioning the rotor, by
setting a certain phase step. This because it is necessary to set a defined mutual
position between the rotor and the stator. Then the control switches to another
step and starts to integrate the BEMF signal on the floating phase. When the
flux threshold value is reached, the control switches to sensorless operation and
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Figure 4.5: Voltage on the floating phase when PWM is set to HIGH and when
it is set to LOW.
at the same time the next phase step is set. Sensorless mode consists in a loop
in which, after a new step is set, the system starts to integrate on the floating
phase. When the threshold is reached, the next step is set and so on. The
flowchart also shows that at each step, rotor speed is measured.
4.1.3 InstaSPINTM-BLDC: Rotor Speed Estimation
As specified at the beginning of this chapter, the aim of this work was not just
to design and implement a reliable control of the motor but also to perform
speed and torque estimation. As explained in section 2.4, Six Steps control
techniques do not allow torque control, speed control can instead be based on
an empirical speed estimation. As specified in chapter 2 an entire mechanical
rotation corresponds to np electrical rotations. Since each electrical rotation
is given by 6 phase steps, the inverter has to switch np · 6 times to complete
the mechanical one. So each step rotates the rotor of an angle of 2pinp·6rad.
Hence, the speed measurement can be obtained as the ratio between the step
angle width and the time between each step. It consists in measuring the time
elapsed between two subsequent steps. Each time a new step is set, a timer in
the control logic is started and it is reset when the next phase step is set. A
time interval ∆t is obtained and speed is computed according to (4.1).
ω =
2pi
np · 6 ·∆t . (4.1)
Speed measurement flowchart is shown in Figure 4.7
Thanks to the InstaSPINTMtechnique, the speed estimation is not based
on previous measurement but on the current step. This makes possible to
immediately detect an abrupt speed change which is very helpful when designing
a feedback control. In Figure 4.8 a comparison between encoder measured speed
and the speed estimated through the sensorless technique is shown.
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Figure 4.6: Sensorless algorithm flowchart.
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Figure 4.7: Speed estimation algorithm flowchart.
4.1.4 InstaSPINTM-BLDC: Speed Estimation Filtering
Raw signal obtained from the speed estimation technique described in subsec-
tion 4.1.3 is quite noisy especially at low speed. This is due to the fact that the
phase step duration could be not homogeneous due to signal to noise ratio re-
duction, not perfect rotor symmetry and quantization error of the ADCs. This
results in a high amplitude ripple superposed to the speed estimation. This is
visible in Figure 4.9, maximum ripple is verified at low speed while by increasing
the speed, the ripple diminishes.
Obviously it is not optimal to operate a feedback control with such a noisy
feedback signal. For this reason it is necessary to filter the estimated speed signal
that smothers it, thus making it suitable for our purposes. A possible solution
is to implement a low-pass Butterworth filter which operates a smoothing of
the measured signal. Speed signal has to be filtered in order to cut the high
frequency noise without influencing the speed variation dynamics. Butterworth









where n is the filter order and ωp the cutoff pulsation. So implemented the
filter attenuates of 3dB at the cutoff frequency. By operating a polynomial
approximation of the transfer function and by transforming it to discrete time,
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Figure 4.8: Comparison between encoder measured speed and sensorless esti-
mation.
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Figure 4.9: Unfiltered speed estimation signal.
H(z) =
b1 + b2z
−1 + · · ·+ bn−1z−n
1 + a2z−1 + · · ·+ an+1z−n . (4.3)
H(z) can be easily implemented in a micro-controller logic. To test and
implement the filter on the micro controller, to decide the filter order, it has been
used a Matlab script which computes the filter response to a generic sampled
signal and shows it in a graph. It it is possible to set the filter order, the
sampling frequency, and the cutoff frequency. The script computes the filter
parameters and shows its effects on the sampled signal also by showing a Fourier
transformation of the filtered signal frequency components. In Figure 4.10, 4.11
and 4.12 a comparison of the filter signal responses with a cutoff frequency of
100Hz and different filter orders is shown. The right trade-off between filter
complexity and optimal response has ended being a third order filter.
4.1.5 InstaSPINTM-BLDC: Feedback Speed Control De-
sign and Implementation
Once a speed estimation is available, it is possible to design a feedback speed
controller. The control that has been implemented is a classical PI controller
with feed forward. Controller input is the difference between the desired, and
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Figure 4.10: First order filtered signal.
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Figure 4.11: Second order filtered signal.
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Figure 4.12: Third order filtered signal.
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Figure 4.13: Feedback control scheme.
the measured speed, obtained through the sensorless control. Control scheme is
shown in Figure 4.13
As specified at the beginning of this chapter, the feedback control provides
a tracking of the reference speed signal. It is necessary when a precise speed
control is needed not just in steady condition but also when varying the speed.
In an open loop control indeed, speed would be influenced by environmental
condition, battery level, and motor characteristics thus resulting in an inaccu-
rate control. By operating a constant rejection of the error between the actual
speed and the desired one, the control adapts dynamically to those factors that
influence the rotor speed. Feedback control scheme is illustrated in Figure 4.13,
the speed error between the measured speed and the reference speed is rejected
through the PI controller. PI parameters are computed using a BLDC mathe-
matical model.
The system can be described by the angular momentum conservation law:
Jω˙r = τe − τr, (4.4)
where J is the rotor inertia, ωr is the rotor speed,
τe = kv
(
IA sin(θ) + IB sin(θ +
2pi
3






is the electrical torque and it is the three phase version of (2.9). For what
concerns the resistant torque τr which appears in (4.4):
τr = ωr|ωr|Kq0, (4.6)
it is proportional to friction constant which will be discussed later on (in
section 6.1) and to the square of the rotation speed.













(Vr − kvωr), (4.8)
where Rtot is the winding resistance plus the drain to source conduction
resistance of the two MOSFETs of the H-bridge, and Vr is voltage amplitude

















The reference voltage Vr can be set through the inverter in order to perform




ωr|ωr|Kq0 + Tmω˙c + ωc)−KP (ω − ωc)−KI
∫
(ω − ωc) dt,
(4.12)
where KI and KP are the feedback controller gains and ωc is reference speed.
By inserting (4.12) in (4.11) it is possible to obtain the error function of the
system,
Tme˙+ (KP + 1)e+KI
∫
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e = 0. (4.17)









s = − 1
Tc
(1±√1−D) = s+, s−. (4.19)
The error will converge to zero if,
Re(s+) < 0, (4.20)
Re(s−) < 0. (4.21)
Thus it is necessary to choose Tc > 0 and D > 0.
In addition to avoid overshoot it is necessary to choose 1 − D > 0 which
means D < 1.





According to these value it is possible to define the controller gains KI and














From Figure 4.14 and 4.15 it is possible to see how the controller increases
the motor performance by making possible not just to track the speed variation
but also to do it in a desired time lapse. In this case it is shown a step from
50rad/s to 100rad/ss.
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Figure 4.14: Step response without feedback controller.
Figure 4.15: Step response with feedback controller.
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Figure 4.16: Speed transition trajectory graph.
4.2 Motor Control Reference Signal Generation
During the rotational speed variation transients which are imposed to the motor
by the speed reference signal, it is important to avoid stress due to abrupt
speed changes. This in order to avoid mechanical stresses and excessive current
transients. For this reason each time a speed change is set, the control generates
a transition trajectory which links the current speed with the desired one. The
transition is characterized by ∆s which is the difference between the current and
the desired motor speed and ∆t which is the transition time, computed once a
desired acceleration is defined. The transition path is shaped in a way so that
the starting and the final accelerations are minimized, and the overall effort is
homogeneously distributed throughout the trajectory. In Figure 4.16 a graph
of the speed transition trajectory is given; it should be noticed that it consists
of a cubic curve which has zero derivative at the beginning (in t1) and at the
end (in t2).
These conditions can be expressed numerically,
ωd(t1) = ωd1, (4.26)
ωd(t2) = ωd2, (4.27)
ω˙d(t1) = 0, (4.28)
ω˙d(t2) = 0, (4.29)
where ωd1 and ωd2 are respectively the starting speed and final (desired)
speed. The transition could be described numerically starting from a generic
cubic curve (4.30).
4.2. MOTOR CONTROL REFERENCE SIGNAL GENERATION 73
ωd(t) = a3(t− t1)3 + a2(t− t1)2 + a1(t− t1) + a0. (4.30)
Curves parameters are computed according to the speed variation. It is quite
easy to notice that in t = t1,
ωd(t1) = a0, (4.31)
which is the speed value before the transition. Deriving (4.30), it is possible
to impose the acceleration equal to zero in t1,
ω˙d(t) = 3a3(t− t1)2 + 2a2(t− t1) + a1, (4.32)
ω˙d(t1) = a1. (4.33)
So the acceleration is zero in t1 if a1 = 0.
Acceleration equal to zero in t2 is obtained considering that,
ω˙d(t2) = 3a3(∆t)
2 + 2a2(∆t). (4.34)
So the acceleration is zero in t2 when:
a3 = − 2a2
3∆t
, (4.35)
a2 and a3 are calculated by imposing:
ωd(t2) = a3(∆t)
3 + a2(∆t)
2 + ωd(t1), (4.36)
where ωd(t2) is given. In equation (4.36), by replacing a3 with (4.35) the
following expression is obtained:
ωd(t2) = − 2a2
3∆t
(∆t)3 + a2(∆t)




) = ωd(t2)− ωd(t1), (4.38)
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So each time a new speed is set, the controller computes ∆s and calculates
the curve parameters. Then the speed transition is performed according to
the resulting values. Of course if ∆s is smaller than a predefined threshold,
the transition path is not computed because the speed variation is limited. An
immediate effect of the introduction of this transition trajectory can be remarked
by observing the current transient when a step speed variation is entered to the
system. Figure 4.17 shows a comparison between current transients with and
without the transition trajectory. It is quite clear how the current peaks are
limited when the speed is controlled with a variation path. This is of course
important for what concerns circuitry stress and conduction losses.
4.3 Implementation of a Field Oriented Control
Technique Based on Sliding Mode Observer
As highlighted in section 3.2, trapezoidal control systems cannot operate a con-
tinuous position or torque control. In addition to this, with these techniques,
it is not possible to control electromagnetic transients, which is necessary for
high-performance motor applications that are required to operate smoothly over
the full speed range, generate full torque at zero speed, and have high dynamic
performance including fast acceleration and deceleration. Position control for
what concerns underwater vehicles propulsion is generally unnecessary. Torque
control instead could be interesting for several reasons. A torque feedback can
be exploited from the navigation algorithms to operate diagnostics and to im-
prove navigation accuracy. For example, if there is a problem in a propeller such
as unexpected friction due to dirt or some of the propeller blades are broken,
a precise torque and position estimation can help to detect it and appropriate
countermeasures can be adopted. Concerning vehicle navigation, an accurate
speed and torque feedback can be used to exploit a dynamical model as ex-
plained in section 6.3. Hence Field Oriented Control sensorless techniques have
been investigated and tested in order to improve vehicle maneuverability, to
increase navigation accuracy and fault diagnosis capabilities. Due to the harsh
operating conditions and the required system reliability, it has been necessary
to select a control method that could guarantee appropriate performances in
variable operating conditions. Attention has been focused on a SMO based con-
trol algorithm, as described in subsection 3.2.1, because of its robustness facing
model variations and or uncertainties.
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Figure 4.17: Current transient comparison with and without predefined speed
path.
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Figure 4.18: Simulink R© scheme of a Permanent Magnet Synchronous Motor.
4.3.1 Sliding Mode Observer Algorithm Implementation
and Testing with the dSPACE Platform
The first algorithm implementation has been operated in Matlab Simulink R©
exploiting a mathematical motor as shown in Figure 4.18 [53]. This approach
has permitted a quick development of the algorithm which has been implemented
first with the Simulink R© blocks then in a Matlab function.
A first open loop estimation of the motor generated BEMF has been per-
formed by acquiring motor simulated currents and voltages. As explained in
subsection 3.2.1 from α and β it is possible to extract the rotor position.
Hence a good estimation of it is essential. In Figure 4.19 the simulated and es-
timated BEMF along the two stationary axes at different speed is shown. The
two signals have the same trend at each speed. This is remarkable especially at
low speed where signal to noise ratio is lower is shown.
The BEMF estimation is then fed to the PLL for the position and speed ex-
traction. In this case a PI controller tuning has been necessary. A preliminary
tuning has been performed thanks to a Simulink R© self tuning tool. The tool op-
erates a system linearization around the specified working point and calculated
PID gains in order to guarantee:
• Closed loop stability;
• Maximum disturbance rejection and input variation tracking;
• Maximum control robustness.
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Figure 4.19: BEMF estimation with Simulink R© implemented SMO algorithm
compared with the simulated one.
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Figure 4.20: Rotor position estimation with Simulink R© implemented SMO al-
gorithm compared with the simulated one.
After that, the parameters have been manually adjusted to obtain an optimal
output speed and position signal. In Figures 4.20 and 4.21 simulated and esti-
mated rotor position and speed trend is shown according to different rotational
speed.
To evaluate the estimation performances, the average error has been evalu-
ated over the speed range. Speed estimation position is shown in Figure 4.22. It
is possible to note that speed estimation error in stationary conditions has aver-
age value of zero, with a very low ripple amplitude superposed to it (≤ 5rpm).
During speed variation instead, there is a transient during which the observer
cannot track the position. Although speed error is limited in amplitude.
The following step has been the testing of the observer on a physical motor.
To do it, the Maxon386676 motor has been run with an independent test bench
driver the Texas Instruments T2000 LAUNCHXL-F28027F control logic plus
BOOSTXL-DRV8301 Inverter which performed speed and position measure-
ments. Thanks to the dSPACE MicroAutoBox II 1401/1501 platform, it has
been possible to run the Simulink R© implementation of the observer by feeding
it with real time measurements acquired with the DSPACE ADC peripherals.
The setup schematic of the experiment is shown in Figure 4.23. Current mea-
surements have been acquired from the LAUNCHXL-F28027F measurements
and conditioning electronics. Voltage measurements instead have been sam-
pled directly from the motor phases then scaled and filtered before feeding it to
the dSPACE ADCs. A focus about the dSPACE MicroAutoBox II 1401/1501
platform characteristics is presented in section 5.1.
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Figure 4.21: Rotor speed estimation with Simulink R© implemented SMO algo-
rithm compared with the simulated one.
Figure 4.22: Rotor speed error obtained by comparing the Simulink R© simulated
model speed and the SMO estimated one.
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Figure 4.23: Algorithm testing setup with the dSPACE MicroAutoBox II
1401/1501 platform.
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Figure 4.24: Phase current waveforms acquired with the dSPACE MicroAuto-
Box II 1401/1501 platform.
Speed estimation error with the dSPACE platform acquisitions.
Ref Speed Average Est Mean Err % Error Std Dev
rpm Speed rpm rpm rpm
2000 2003,30 -3,3029 -0,17% 18,67
4000 4006,93 -6,9367 -0,17% 24,06
6000 6010,51 -10,5131 -0,18% 26,56
8000 8013,19 -13,1935 -0,16% 27,41
10000 10020,13 -20,1314 -0,20% 27,35
12000 12021,12 -21,12 -0,18% 26,10
Table 4.1: Speed estimation error at various speed.
The SMO algorithm in the dSPACE platform has been executed at 10kHz; in
figures 4.24 and 4.25 current and voltage waveforms acquired with the dSPACE
ADCs are shown. Such a sampling frequency has been high enough to operate
speed and position estimation.
In this case, being the estimator operated in open loop it has not been
possible to compare the estimated position with the one measured with the
test bench. Hence only speed estimation has been compared with the reference
speed delivered to the test bench drive. In Figure 4.26 speed estimation error
at different speed is shown. Also in this case, error peaks occur in conjunction
with reference speed variations. By operating a filtering of the estimated speed,
it is clear how the average error is always under the 0.2% as visible in Table 4.1.
In addition to these speed estimation accuracy measurements, the algorithm
robustness has been tested. As specified in subsection 3.2.1 the SMO estimator,
operated is a model based one, hence it could suffer uncertainties and variations
of the motor model parameters. To evaluate the robustness of the developed
solution, tests have been carried on by monitoring algorithm performances while
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Figure 4.25: Phase voltage waveforms acquired with the dSPACE MicroAuto-
Box II 1401/1501 platform.
Figure 4.26: Speed estimation error between reference speed and SMO estimated
speed.
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Robustness test: K = 10.
Ref Speed Average Est % Error Std Dev
rpm Speed rpm rpm rpm
2000 2009 0,448 300
4000 4007 0,175 200
6000 6032 0,531 200
8000 8051 0,633 150
10000 10054 0,537 150
12000 12093 0,769 150
Table 4.2: Speed estimation error with model parameters disturbance. K=10.
Robustness test: K = 20.
Ref Speed Average Est % Error Std Dev
rpm Speed rpm rpm rpm
2000 2010 0,498 600
4000 4007 0,175 350
6000 6031 0,514 350
8000 8052 0,646 300
10000 10055 0,547 300
12000 12094 0,777 300
Table 4.3: Speed estimation error with model parameters disturbance. K=20.
varying model inductances and resistances. For the motor model, symmetric
phase impedances have been speculated. Hence, with reference to the motor
model described in section 2.2 the following approximations have been done:
• Rs = RA = RB = RC ,
• Ls = LA = LB = LC .
The parameters have been varied starting from the actual one and by mul-
tiplying it times K. In tables 4.2, 4.3, 4.4 and 4.5 the results of the robustness
test are shown for different values of K. The results of K=1 are listed in Table
4.1.
Robustness errors tests on experimental data, have highlighted that:
• For K ≤ 4, estimator performances are equal to those relatives to Table
4.1;
• For 4 ≤ K ≤ 40 estimation performances degrade with increased ampli-
tude of the ripple superposed to the estimated speed. Although the mean
value of the estimated quantity remains correct;
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Robustness test: K = 30.
Ref Speed Average Est % Error Std Dev
rpm Speed rpm rpm rpm
2000 2018 0,892 1000
4000 4014 0,349 500
6000 6032 0,531 400
8000 8051 0,633 400
10000 10053 0,527 400
12000 12091 0,753 400
Table 4.4: Speed estimation error with model parameters disturbance. K=30.
Robustness test: K = 40.
Ref Speed Average Est % Error Std Dev
rpm Speed rpm rpm rpm
2000 2022 1,088 1400
4000 4018 0,448 900
6000 6041 0,679 700
8000 8056 0,695 600
10000 10067 0,666 600
12000 12097 0,802 600
Table 4.5: Speed estimation error with model parameters disturbance. K=40.
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Figure 4.27: Estimated speed error comparison according to a stepped speed
reference profile.
• By further increase K, the estimator is no more able to perform speed or
position estimation.
According to these results it is possible to affirm that the system operates
robust speed position and speed estimation facing parameters uncertainties.
Speed estimation performances have been compared with the Texas In-
struments LAUNCHXL-F28027F + BOOSTXL-DRV8301 Inverter ones, The
LAUNCHXL-F28027F exploits a T2000 family micro-controller and it is pro-
grammed with a proprietary sensorless control technique for PMSM, which is
also based on a SMO filter. In the next sections the LAUNCHXL-F28027F board
filter will be referred to as the TI filter and the author’s developed solution as
the SMO filter. Although the complete control algorithm is not accessible for
commercial reasons, the TI filter could be considered a good comparison term
in order to assess the performances of the developed solution. On this purpose
a Matlab based acquisition interface has been developed. Thanks to this in-
terface, it has been possible to acquire in real-time the estimated values (rotor
position, speed, and torque) from the TI filter and compare it with the SMO
filter ones. Some experimental results of the comparison of the two filters are
visible in 4.27, 4.28, 4.29 and 4.30.
In Figure 4.27 it is shown a comparison between the TI filter estimated speed
and the SMO filter, according to a stepped speed reference profile. The overall
performance of the two filters is similar. By zooming in the graph, it is possible
to notice that the ripple amplitude, which affects the estimated signals, varies
according to the measured speed for both the TI and the SMO filter. In the
performed test, reference speed has been span from 700 to 12000kHz. When
dealing with BEMF based sensorless control systems the most critical task, is
controlling it at low speed with respect to the nominal speed. This because
BEMF signal decreases at low speed. The motor used for the tests, has a
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Figure 4.28: Speed measurement error of the two filters given a reference speed
of 700rpm.
Figure 4.29: Speed measurement error of the two filters given a reference speed
of 8000rpm.
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Figure 4.30: Speed measurement error of the two filters given a reference speed
of 10000kHz.
Standard deviation of the speed measurement error







Table 4.6: Speed estimation error standard deviation comparison between TI
filter and SMO filter.
nominal speed of 25000rpm so speed estimation is critical when reference speed
is below 2000rpm. In Figure 4.28 it is shown the measurement error of the two
filters given a reference speed of 700rpm. In this case the SMO filter seems to
perform better than the TI filter, although from Figure 4.27 it is clearly visible
how the SMO filter is slower when chasing a speed variation. The behavior of
the two filters is also highlighted in Table 4.6. In there it has been computed
the standard deviation of the speed measurement error at the various speed
step. The two filters have similar performances at high speed while from 700
to 3000rpm the SMO filter performs better in terms of average speed error. At
higher speed, ripple amplitude decrease as shown in Figure 4.29 and Figure 4.30.
The following step, has been the use of the developed estimation filter in a
motor control algorithm. This means that the rotor position estimation operated
by the SMO filter, is then fed to a control logic which operates the motor through
the power stage. To do this, a test board that could be controlled with the
dSPACE platform has been designed. This part of the work has been carried
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Test Bench Motor Characteristics





Inertia g · cm2 15.4
Magnetic Flux Wb 0.00197
Table 4.7: Electrical and mechanical characteristics of the test bench motor.
out in cooperation with the Laboratory of Actuation Technology (LAT) of the
Saarland University. The LAT has designed and realized, a dSPACE test bench
board, with which it has been possible to operate a PMSM motor control though
the dSPACE platform. The testing board is shown in Figure 5.2.
The dSPACE test board has a power stage for motor control, current and
voltage sensing electronics, a rotational encoder interface and communication
channels to communicate with the dSPACE. A FOC based control has been im-
plemented in Matlab Simulink R© with which it has been possible to operate an
open loop control of the motor. The control initially has been operated using
the rotational encoder measured speed. According to the rotor position, the
necessary coordinates transformations were operated and the right phase volt-
ages were imposed on the phases through a PWM generation algorithm. This
way the control imposes the orthogonality condition between rotor and stator
generated magnetic flux but the motor is operated without any speed or current
control. The developed estimator has been included in the control schematic
and run in parallel with the motor controller. Once the SMO estimator is acti-
vated, the estimated position signal can be feed to the PWM controller in place
of the encoder measured one. This is a fundamental step in order to operate
a closed loop control of the motor. In these conditions the rotor speed still
depends on phase voltage amplitude and on the torque applied to the rotor
but a controller can be implemented to operate speed or torque control. After
verifying that the controller could be operated correctly in open loop with the
position estimated signal, a speed controller has been implemented and tuned
according to the technique explained in section 3.2.
The following tests were made exploiting the dSPACE platform as a control
and acquisition logic, the dSPACE test board of Figure 5.2 as a power stage,
and a PMSM test bench motor coupled with a rotational encoder and a variable
torque load. Test bench motor characteristics are listed in Table 4.7:
The setup has been supplied with a bench power supply, delivering a max-
imum current of 2A, so speed and position measurements were taken imposing
low load torque on the motor shaft. In Figure 4.32 the rotor position compari-
son between measured and estimated position is shown while the motor is spun
at 100rpm. The same position comparison is shown at a speed of 500rpm in
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Figure 4.31: Test bench scheme for the implementation of the closed loop sen-
sorless control with the dSPACE platform.
Figure 4.33. Differently from previous measurements, in this case the motor is
controlled by exploiting the position and speed estimated signals.
In both graphs of figures 4.32 and 4.33, rotor position is expressed in radians.
It can be noticed that some times both the encoder and/or the estimated signal
do not reach the full scale value. This is due to the under-sampling of the
acquisition interface. The speed estimation comparison is show in figures 4.34,
4.35, 4.36 and 4.37. As seen in the open loop experiments, the ripple superposed
to the speed estimation, decreases by increasing the rotational speed.
The amplitude of the noise superposed to the speed estimation signal is
similar the one measured in the open loop tests. Although tests were performed
with different motors, robustness tests have highlighted that ripple amplitude is
highly influenced by model accuracy, so the performances in terms of estimation
accuracy are similar. Concerning the speed variation tracking performances in
Figure 4.38 it is shown the behavior of the estimator facing a stepped speed
reference profile.
In this case, with respect to the open loop measurements the speed estima-
tion is no more delayed with respect to the actual one. This because the motor is
controlled with the estimated position signal. Although, this does not interfere
with the system readiness. In Table 4.8 the average speed estimation error and
ripple amplitude are shown. With respect to the results of Table 4.1 the ripple
superposed to the speed estimation is almost the same, while the percentage
estimation error is drastically reduced. This means that the estimation error
recorded during the previous testing of the SMO filter was due to the open loop
estimation.
The same measurements have been taken by operating the motor with an
external load of 200mN ·m. The simulated load was imposed thanks to the
controlled rotational brake of Figure 4.31. Concerning the position estimation,
in Figure 4.39 a misalignment between measured and estimated torque is visible
but it appears as a ripple disturbance more than a constant error. By increasing
the rotational speed the misalignment is reduced; in Figure 4.40 rotor position
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Figure 4.32: Rotor position at 100rpm. Comparison between the encoder mea-
sured position and the estimated one.
Speed estimation error.
Ref Speed Average Est % Error Oscillations Amp.
rpm Speed rpm rpm rpm
500 500 0,05071 27,17
1000 1000 -0,02338 19,28
1500 1500 0,01333 14,13
Table 4.8: Speed estimation error at various speed operating the motor in closed
loop with the dSPACE platform.
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Figure 4.33: Rotor position at 500rpm. Comparison between the encoder mea-
sured position and the estimated one.
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Figure 4.34: Rotor speed estimation at 100rpm. Comparison between the en-
coder measured position and the estimated one.
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Figure 4.35: Rotor speed estimation at 500rpm. Comparison between the en-
coder measured position and the estimated one.
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Figure 4.36: Rotor speed estimation at 1000rpm. Comparison between the
encoder measured position and the estimated one.
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Figure 4.37: Rotor speed estimation at 1500rpm. Comparison between the
encoder measured position and the estimated one.
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Figure 4.38: Stepped speed reference profile. Comparison between the encoder
measured position and the estimated one.
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Figure 4.39: Rotor position at 100rpm. Comparison between the encoder mea-
sured position and the estimated one operating the motor with an external
torque of 200mN ·m.
estimation with an external load of 200mN ·m is shown. This is confirmed
by speed measurements. In Figure 4.41 and 4.42 a Comparison between the
encoder measured position and the estimated one is presented. It is interesting
to note that, although a constant speed reference is set, a periodic oscillation
appears both on the measured and estimated speed signal. This is due to
the speed controller which can not perfectly track the desired speed reference;
tracking oscillation amplitude indeed increases when increasing the rotational
speed. On the contrary, the misalignment between measured and estimated
speed is reduced at higher speed.
4.3.2 Implementation of the Sliding Mode Observer Al-
gorithm in an Embedded System
The final step, concerning the design of the SMO based sensorless control, has
been the implementation of the algorithm in an embedded system in C language.
For the development of the motor control algorithm a PIC32MZ2048EFH100 has
been used. A focus on the selection criteria and micro-controller characteristics
is presented in chapter 5.
For the development and testing of the solution, a test board has been de-
signed. The board will be referred to as PIC test board. This part of the work
98 CHAPTER 4. SENSORLESS ALGORITHM IMPLEMENTATION                         	
   
         
	

Figure 4.40: Rotor position at 100rpm. Comparison between the encoder mea-
sured position and the estimated one operating the motor with an external
torque of 200mN ·m.
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Figure 4.41: Rotor speed estimation at 100rpm. Comparison between the en-
coder measured position and the estimated one operating the motor with an
external torque of 200mN ·m.
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Figure 4.42: Rotor speed estimation at 900rpm. Comparison between the en-
coder measured position and the estimated one operating the motor with an
external torque of 200mN ·m.
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Figure 4.43: Schematic of the development setup of the SMO based sensorless
motor control algorithm on an embedded system.
has been carried on with and in the facility of the Laboratory of Actuation Tech-
nology (LAT) of the Saarland University. Their support has been fundamental
for the development of the embedded code motor control libraries and for the
test bench electronics.
The code has been implemented by replicating the Matlab code previously
implemented. As a development platform MPLAB R X IDE v3:61 has been
used. It is a Microchip free development tool that runs on Windows, Linux,
or Mac OS operating systems. As an algorithm debug tool a communication
interface has been developed. The interface runs in a Windows environment
and communicates with the micro-controller thanks to a USB communication
interface at a frequency up to 1kHz. Thanks to it, online analysis of the estima-
tion algorithm operation has been possible since each signal was available in real
time for trend analysis and comparison with the Matlab developed algorithm
results. The motor has been initially controlled with a sensored FOC without
any (position or speed) control. As for the preliminary development in Matlab
Simulink R© environment, the SMO estimator embedded code algorithm has been
first run in parallel with the open loop sensored control. This has permitted
the algorithm debug and to tune the estimator parameters. A scheme of the
algorithm development setup is shown in Figure 4.43.
This setup, permitted the comparison of the algorithm position and speed
estimation, with the encoder measured ones. Once a good position estimation
signal has been obtained, a FOC closed loop control has been implemented and
tuned according to the system characteristics as explained in section 3.2. Also
in this case, to avoid mechanical stresses and excessive current transients, a
transition trajectory which links current speed with the desired one has been
implemented (See section 4.2).
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The entire algorithm schematic is represented in Figure 4.44.
In figures 4.45 and 4.46 a comparison between estimated and measured rotor
position is shown with the motor turning at 500rpm and 1000rpm. Concerning
rotor speed estimation, in Figure 4.47, estimated, measured and reference speed
are shown for a range of speed which goes from 160 to 1800rpm. With respect to
the dSPACE implementation, it is interesting to see how the smothered reference
trajectory reduced the speed overshoot which is now visible only at high speed.
In figures 4.48 and 4.49 a zoomed view of the estimated speed is shown
at 136 and around 1200rpm. In both cases it is interesting to see how the
encoder measured and estimated speed coincides, and the displacement with
the reference speed is due to speed controller transients. In these graphs the
signals have been filtered with a low pass filter of 70Hz to highlight the mean
value.
4.4 Implementation of an High Frequency Sig-
nal Injection Technique Based on Pulsating
Vector
According to [38] and [52], rotating carrier frequency injection techniques, suf-
fer from poor signal-to-noise ratio and sensitivity to small saliencies. The T200
BlueRobotics motor selected for MARTA AUV propulsion is a Surface Mounted
type, so it shows low rotor anisotropy and the stator iron saturation is limited
by the wide rotor air-gap due to winding sealing. Furthermore rotating car-
rier techniques generally need to exploit low pass filtering near the fundamental
frequency which reduces the bandwidth for the control of the machine torque.
Using a pulsating carrier instead, more sensitivity to small saliencies is achieved
[38],[52]. As a consequence a pulsating carrier frequency injection method has
been selected and implemented. In particular the technique illustrated in subsec-
tion 3.3.1 from [8] shows less sensitivity facing the additional induced saliencies,
injected signal distortion and disturbances caused by the dead time effect.
4.4.1 Pulsating Carrier High Frequency Injection Based
Rotor Position Estimation Technique Implementa-
tion and Testing with the dSPACE Platform
Also concerning this technique, the first algorithm implementation has been
executed in Matlab Simulink R© exploiting a mathematical motor as shown in
Figure 4.18. This approach has permitted a quick development of the algorithm.
Also in this case, the algorithm can be operated in parallel with the motor model
control without interfering with it. The simulation permitted to understand
how the two algorithms performed the misalignment error estimation and to
evaluate its performances. Initially, a simulation frequency of 10kHz has been
selected with an injection carrier frequency of 1kHz. The selection criteria
of the simulation and carrier frequency was in accordance with examples in
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Figure 4.44: Flow schematic of the SMO based FOC control.
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Figure 4.45: Rotor position estimation at 400rpm.
Figure 4.46: Rotor position estimation at 850rpm.
4.4. PULSATING HFI ALGORITHM IMPLEMENTATION 105
Figure 4.47: Estimated and encoder measured rotor speed from 130 to 1800rpm.
Figure 4.48: Estimated and encoder measured rotor speed at 136rpm.
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Figure 4.49: Estimated and encoder measured rotor speed at 960 and 1500rpm.
literature see [8], [9], [52]. Both the methods explained in subsection 3.3.2
have been simulated. On the first phase of the work, the position estimation
algorithm has been implemented and run in parallel with the motor. This means
that initially, the motor control has been performed with the rotor position
information provided by the motor model and the High Frequency Injection
algorithm performed his own position estimation. This has permitted to tune
the Phase Locked Loop (PLL) parameters for an optimal position tracking.
A comparison between the simulated and estimated rotor position is shown
in Figure 4.50. In this case, rotor position is obtained by using the technique
described in [8]. In it, it is possible to see that initially, the HF (High Frequency)
pulsating signal is injected along a fixed direction, thus a sinusoidal signal is
produced as a misalignment estimation.
Once the position estimation algorithm is activated (in t = 1.5s of Figure
4.50), the position error tracking is started and the estimated position aligns
with the simulated one. After that, the simulated motor model has been con-
trolled in open loop with the HF estimated rotor position. This means that no
speed or torque control is performed, and a certain voltage is applied along the
q-axis of the motor synchronous reference frame. To do this, the rotor position
information is necessary for the stationary to synchronous transformation and
vice versa and it has been provided by the HF position estimator. In Figure
4.51 a comparison between the simulated and estimated rotor position is shown.
In Figure 4.52 the same signal are shown, in this case the technique described
in [9] has been used. In simulation, the two techniques showed similar perfor-
mances. Although, due to the less sensitivity facing nonlinear inverter effects,
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Figure 4.50: HF estimation algorithm: rotor position estimation and simulated
one.
the technique described in [8] has been selected for the experimental scenario
implementation.
Once the HF position estimation algorithm has been simulated successfully,
it has been possible to operate it in a motor control algorithm. This means that
the rotor position estimation obtained by the HF estimator, is fed to a control
logic which operates the motor through the power stage. By exploiting the
dSPACE based algorithm development setup shown in Figure 4.31, it has been
possible to test the SimulinkTMschematic which had been previously simulated.
Switching from the simulated to the experimental scenario in this case it has
been quite simple. The algorithm indeed does not exploit a mathematical motor
model, and the algorithm tuning has mainly concerned the injection frequency
and PLL parameters. The motor that has been used, is the out-runner PMSM
described in Table 4.7. For that kind of motor, the best estimation results
have been obtained with an excitation carrier of 2.6kHz frequency and 0.6V
amplitude. In Figure 4.53 reference and estimated speed during motor operation
is shown. In Figure 4.54 also position estimation is shown during a motor change
of rotation. It is possible to notice that the position estimation is performed
also at standstill. It is important to remark that using this kind of algorithms,
motor control is limited at around the 3% of the motor nominal speed [8].
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Figure 4.51: Motor model controlled with HF estimation algorithm according
to [8] technique. Rotor position estimation and simulated one.
Figure 4.52: Motor model controlled with HF estimation algorithm according
to [9] technique. Rotor position estimation and simulated one.
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Figure 4.53: High frequency injection technique, reference and estimated speed.
Figure 4.54: High frequency injection technique, estimated speed and position.
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Figure 4.55: High frequency injection technique, rotor polarity identification
routine.
4.4.2 Embedded Code Implementation and testing of the
Pulsating Carrier High Frequency Injection Based
Rotor Position Estimation Technique
Once it has been possible to operate a reliable estimation of the rotor posi-
tion, the algorithm has been implemented in embedded C language for the
PIC32MZ2048EFH100 micro-controller. The board that has been used for code
development and control testing is the one in Figure 5.6. The algorithm has
been completed by introducing the rotor polarity identification routine. For
the final implementation of the position estimation algorithm, the technique de-
scribed in [8] has been used. For the polarity identification the solution proposed
by the author in subsection 3.3.2 has been used because of its reliability and
low computational effort. The polarity identification routine consists in three
couples of opposite direction voltage pulses along the d-axis of the synchronous
reference frame. The corresponding current is then measured and integrated.
In Figure 4.55 the three couples of pulses and the corresponding current inte-
grals are highlighted. In this case, the estimated flux direction corresponds to
the positive rotor flux direction. Hence the positive voltage pulse results in a
higher current peak. Consequently, when a positive reference is set the rotor
start rotating in the positive direction.
Chapter 5
Testing Appliances
Developed and Used for the
Experimental Tests
In the present chapter, an overview of the testing appliances and control so-
lutions which have been developed during the PhD thesis work is presented.
These appliances have been implemented in order to test and produce experi-
mental results of the developed solutions. The work has involved the design and
implementation of customized prototype electronic boards for the development
of sensorless control techniques; this permitted the study and comparison of
several motor control techniques, data acquisition and performance assessment
of these techniques.
Concerning the design of the vehicle propellers, two test bench have been
implemented for the characterization of the propulsion system in a testing pool
of the MDM Lab of the Florence University.
Finally an integrated motor control drive has been developed; the controller
is able to perform sensorless control of PMSM over a wide range of speed, to
operate motor speed control and torque estimation.
5.1 dSPACE MicroAutoBox II 1401/1511 Plat-
form Characteristics
MicroAutoBox is a real-time system for performing fast function prototyping
in fullpass and bypass scenarios. It operates without user intervention, Mi-
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• Body control;
• Electric drives control;
• X-by-wire applications;
• Advanced driver assistance systems (ADAS);
• Aerospace applications.
It is essentially a real-time prototyping system that allows a rapid control
and monitoring of automation systems. It is characterized by great comput-
ing power, small dimensions and good robustness facing mechanical and ther-
mal shocks. This makes it optimal for those applications where a complex
and high performance control logic has to be operated in harsh conditions. It
can also be controlled through the most common communication buses such
as CAN, LIN, K/L line, FlexRay, and Ethernet. The system is associated
with ControlDeskNG R©, a programming environment that allows the creation
of control interfaces that are executed on a host system. Through this in-
terface, a real-time parameter tuning and signal monitoring can be operated
allowing to monitor and control mechanical and electrical systems in few easy
steps. Concerning the implementation of a motor control logic, the dSPACE
prototyping system has been selected because it can be programmed through
SimulinkTMschematics and it can be interfaced in semi-automatic mode with
various types of sensors and actuators such as encoders, load cells and posi-
tioners. Finally, acquisition and storage of simulation quantities and measured
signals can be easily performed.
All of these factors considerably increase the speed and simplicity of system
deploying by simplifying the steps related to the implementation of the interface
between electronics and control system, filtering design of the acquired signals
and control code design. System peripherals such as actuators, sensors, relays
and switches are controlled through the IO peripherals of the dSPACE which
connect the outputs and inputs of the control algorithm to the “real” outputs
and inputs of the peripherals.
The main characteristics of the dSPACE MicroAutoBox II 1401/1511 are
listed in Table 5.1:
The dSPACE system although is not provided with a motor control power
stage. Hence a prototyping motor control board has been designed dy the
Laboratory of Actuation Technology (LAT) of the Saarland University. The
board is illustrated in Figure 4.31. In it, it is possible to identify the power stage,
the signal conditioning electronics and the connectors to communicate with the
dSPACE peripherals. The board exploits the Texas Instrument Three phase
PWM motor driver DRV8332 which is a fully integrated three-phase driver,
including logic and the three phase H-bridge in a single package. It can supply
up to 8A continuous phase current per phase with peaks up to 13A. It can
manage supply voltages up to 50V. It could reach an efficiency up to 97% and
its internal logic manages by itself the switching of the 6 power MOSFETs of
the H-bridge managing autonomously shoot through problems. The developed
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Figure 5.1: dSPACE MicroAutoBox II 1401/1511 platform.
Board characteristics
Producer dSPACE GmbH
Processor IBM PPC 750GL, 900 MHz (incl. 1 MB level 2 cache)
Operating Frequency 150MHz
Supply Voltage 3.3V
Program Memory 16 MB main memory
6 MB MicroAutoBox/Host Communication
16 MB nonvolatile ash memory
Communication Peripherals RS232, USB, LIN, K / L line, FlexRay, Ethernet.
ADC Channels 16 * 16 Bit res
Analog Outputs 0-4.5V - 12 Bit
PWM outputs 40
Pin GPIO 80
On-board sensors 3-axis accelerometer Pressure sensor
Table 5.1: Main characteristics of the dSPACE MicroAutoBox II 1401/1511.
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Figure 5.2: Power stage and acquisition test board with controllable via
dSPACE platform.
system, compared with other dSPACE commercial devices for signal acquisition
proved to be a less noisy, compact and flexible solution.
5.2 Control Setup and Communication Interface
for the Development of the InstaSPINTM-
BLDC Control Technique
To develop the InstaSPINTM-BLDC sensorless control technique, an electrical
setup has been implemented on which the algorithm has been tested. The
control algorithm has been written in C++ and run on a Texas Instrument
TMS320F28335 micro-controller. It is a 32 bit microprocessor core and it is
internal clock can run up to 150MHz. The characteristics of this micro-controller
are listed in Table 5.2:
The TMS320F28335 has been exploited using an apposite prototyping board
provided by Texas Instruments (see Figure 5.3).
An apposite development board has been designed and realized to develop
the control. A top view of the board is shown in Figure 5.4. The board exploits
the Texas Instrument Three phase PWM motor driver DRV8332 which is a fully
integrated three-phase driver, including logic and the three phase H-bridge in
a single package. It can supply up to 8A continuous phase current per phase
with peaks up to 13A. It can manage supply voltages up to 50V . It could reach
an efficiency up to 97% and its internal logic manages by itself the switching of
the 6 power MOSFETs of the H-bridge managing autonomously shoot through
problems. 1
1The development board has been designed and realized by Dott. Ing. Emanuele Grasso










ADC Channels 16 * 12 Bit
Pin GPIO 88
Table 5.2: TMS320F28335 micro-controller characteristics.
Figure 5.3: TMS320F28335 prototyping board by Texas Instruments.
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Figure 5.4: Top view of the prototype control board containing the DRV8332.
To control the motor speed, to monitor the control parameters and the mea-
sured values (current, voltage, timing) a Matlab interface has been written. It
enables to communicate in real time with the micro controller, sending com-
mands and receiving the desired information. Received data can be displayed
in a graph or just numerically. This made easier to develop and debug the motor
control algorithm.
The complete board setup is illustrated in Figure 5.5. The micro-controller,
controls the DRV8332 inverter with three PWM signals and three Reset signals,
one for each branch of the three phase H-bridge. PWM signals control the
switching of the two MOSFETs of the corresponding branch (A, B or C). Reset
signals disable the corresponding branch of the inverter turning off both of the
MOSFETs. Voltage measured signals are then fed back to the micro controller in
order to perform the sensorless control. Before being fed to the micro-controller,
signal is filtered and scaled through a conditioning electronics.
5.3 PIC Test Bench Board Characteristics
For the development of the final implementation of the SMO based sensorless
control algorithm it has been necessary to design a new test board. This in order
to develop and test the algorithm in a micro-controller embedded code. The pro-
cessing unit selection is of key importance when designing a motor controller.
The factors influencing this choice are among all: device cost, performances,
encumbrance and reliability. Obviously the right trade-off among these param-
eters have to be selected, tuning the choice according to the application needs
of the Laboratory of Actuation Technology of the Saarland University
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Figure 5.5: Control setup circuit.
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PIC32MZ2048EFH100 characteristics
Producer Microchip Technology
Hardware Architecture 32 bit with FPU
Operating Frequency 252MHz
On-Chip Flash Memory 2048 KB
ADC resolution 12 Bit
Communication Peripherals UART, USB, SPI, CAN, I2C
Operating Voltage 3,3V
Number of Pin 100
Dimensions 16*16mm
Table 5.3: PIC32MZ2048EFH100 micro-controller characteristics.
and constraints. For small underwater vehicles such as MARTA AUV, reduced
encumbrance and low costs are important parameters together with high system
reliability demand. In the last 10 years, small size, high performances micro-
controllers such as the Microchip PIC32MZ family have been developed and
intensively used for industrial and automotive processes. Hence these devices
offer relatively high performances and reliability at low costs. For these reasons
for the development of the motor control algorithm a PIC32MZ2048EFH100
has been used. The characteristics of this micro-controller are listed in Table
5.3.
The board in Figure 5.6 is composed of two layers, a control logic and a power
stage layer. The control logic layer is composed of the following elements:
• Control unit (PIC32MZ2048EFH100 micro-controller);
• Signal conditioning electronics for filtering and scaling of the measured
quantities;
• USB communication interface for real time acquisition and monitoring of
the signals of interest;
• Control unit programming port.
The power stage layer is composed by the following elements:
• Power MOSFETs for phase current and voltage control;
• Integrated MOSFET controller interface (TI DRV8301);
• Voltage and current sensing electronics;
• Board voltage supply connector;
• Motor connector;
• Rotational encoder interface and connection;
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Figure 5.6: Algorithm development and testing board with the
PIC32MZ2048ECH100 micro-controller.
• Multipurpose buttons for board control.
The board can operate motors at up to 350W. The particular two layers
design makes the power stage board suitable for different control logics and
configurations.
Starting from the design layout of Figure 5.6 a smaller motor control drive
has been designed. This board has basically the same structure as the PIC test
bench board but without all the diagnostic and communication peripherals of a
testing device. The board has been designed and assembled in the MDM Lab
of the Department of Industrial Engineering of the University of Florence in
cooperation with the Laboratory of Actuation Technology (LAT) of the Saar-
land University. It was designed to control 350W motor power with minimized
board encumbrance and is meant to be a multipurpose low-cost motor drive
solution for any kind of application. Also in this case, a logic and power stage
layer were implemented as shown in Figure 5.7. The board is provided with
CAN bus communication peripheral in order to guarantee robust bi-directional
communication. The logic layer is provided with a computational unit, the
PIC32MZ2048ECH100 which operates the sensorless motor control and the ex-
ternal communication; also part of the signal conditioning electronics is placed
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Figure 5.7: Final motor drive design.
in the logic layer. This electronics consists in voltage and current analog sig-
nal filtering and rescaling. On the power stage layer, the three phase H-bridge
described in section 2.3 is controlled by a three phase H-bridge driver which
acts as an interface between the logic unit and the MOSFETs of the H-bridge.
Current measurement is preformed through shunt resistors placed in series with
the motor phases. Due to time constraints, field test campaigns and the inte-
gration of the developed solution on an operating vehicle has not been possible
yet. As a future work, it will be necessary to extensively test the device in var-
ious operating conditions in order to asses its reliability and robustness facing
temperature stress, electrical noise, and long time operation.
5.4 Test Bench for Bollard Thrust Test in a Pool
For the estimation of the Bollard thrust coefficients related to a certain propul-
sion system, it has been necessary to perform Bollard thrust tests in a testing
pool. This is one of the most common way to identify the first quadrant re-
sponse of a propeller and consequently to characterize its performances. To
execute these tests, it has been necessary to design and realize a measurement
test bench which operates a measurement of the propeller thrust.
The first solution that has been developed is a cheap and simple test bench
described in figures 5.8, 5.9, 5.10 and 5.11. The tested thruster is constrained
using an isostatic structure, composed of three joints, a cylindrical one (able to
suppress 4 degrees of freedom) and two links (each one able to suppress 1 degree
of freedom).
Neglecting the friction on all the other joints and referring to the scheme of
Figure 5.8, the longitudinal thrust of the propeller is balanced only by the
constraint of the longitudinal link L1, which is given by a simple traction-
compression load cell. With the same principle the torque Q applied to the
propeller can be measured by estimating the reaction torque on constraints. In
particular the force that can be measured with a traction-compression cell on
link L2 is directly proportional to the applied torque Q and inversely to the
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Figure 5.8: Scheme of the proposed testing device.
Figure 5.9: CAD of the proposed testing device.
Figure 5.10: Bollard Thrust Test Bench. First version.
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distance l between the axis of the link and the one of the cylindrical joint.
The main advantages of the proposed approach can be clearly understood
looking at the schemes of Figure 5.8, Figure 5.9 and at the photo of the testing
system (Figure 5.10):
• Modularity and Easy Customization: the system is modular and the mea-
surement range can be easily customized by changing the range of the
adopted traction-compression load cells or even by adjusting the distance
l. As a consequence, it is quite easy to adapt and replicate the same
measurement layout for the testing of different propulsion systems.
• Costs and Availability: the cost of a standard traction load cell is quite
lower with respect to torque sensors and more in general to corresponding
multi-axis sensors (especially water proof sensors).
• Design optimized for the using of fast prototyping techniques: as visible
in Figure. 6, the design of the system is optimized to exploit as much as
possible the usage of 3D printing.
Low cost anodized aluminum load cells have been used: since they are not
designed for underwater applications, they were protected using a plastic spray
film. The mechanical interface of the cell with the link was customized as visible
in Figure 5.11. In order to improve the measurement quality, signal-conditioning
units (cell amplifiers) had to be placed near to the cells. In this case, miniatur-
ized amplifiers were used (Figure 5.11). On the first implementation transducer
generated voltages were measured with a voltage meter.
Since rotor position sensors (generally Hall Sensors or Encoders) are not al-
ways present, in the proposed testing layout the rotational speed is estimated
through electric measurements directly performed on motor drive phases. In
particular, the fundamental harmonic drive component is extracted from the
driving voltage waveform through a spectrum analyzer. Additional measure-
ments performed on the tested motor and the corresponding sensors are mean
temperature of motor windings through a thermocouple in the stator windings
and the power absorbed by the motor drive through voltage and current sensors
on the DC source used to supply the motor.
Although this setup has been widely used for preliminary characterization of
the MARTA AUV propulsion system, the measurements showed a not sufficient
repeatability, especially in order to asses the performances of the developed sen-
sorless control described in chapter 4. The cause of measurements inaccuracy
were due to joint frictions and low repeatability of load cells measurements,
low flexibility facing different motor types that caused load cell misalignment.
Furthermore using that measurement configuration, the load cell and signal
conditioning electronic had to operate underwater. At low depth this was not
optimal and eventually caused a load cell malfunction, due to deteriorated seal-
ing. Another important problem related to that configuration was that the cell
measured the thrust in just one direction. This slowed measurement operations,
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Figure 5.11: Customized load cell interface (a) and miniaturized signal condi-
tioning unit (b).
Figure 5.12: Bollard Thrust test bench, second version
since each time the propeller rotation direction was changed, the bench had to
be partially disassembled and re-assembled for the new measurement. Hence,
in order to increase measurement accuracy, a new test bench has been designed
changing the test bench structure. The new design has a main rotational joint
in the center as shown in Figure 5.12 2. In this case, the thrust measurement
is obtained as the result of the ratio between the motor arm and the cell arm
(as highlighted in Figure 5.12) of the force exerted on the central joint. This
way the load cell do not have to operate in the water, there is no need to move
or replace it each time a new motor is tested and different arm ratios between
motor and cell arm can be configured in order to test propellers of different size.
The length of both arms indeed can be easily regulated in order to set different
force ratios. This improves test bench flexibility and accuracy.
As regards the load cell, a factory calibrated one has been selected, able to
2A special thank to Per.Ind. Andrea della Valle of the DIEF for his precious help designing
and assembling the test bench.




Rated Output VDC 0±10
Combined Error %FS ±0.1
Non Linearity %FS ±0.1
Hysteresis %FS ±0.1
Repeatability %FS ±0.1
Creep (30 min) %FS ±0.1
Zero Balance %FS ±0.1
Temp Effect on SPAN %FS/10C ±0.1
Temp Effect on ZERO %FS/10C ±0.1
Input Resistance Ω 725±25
Output Resistance Ω 700±1
Recommended Excitation VDC 24
Insulation Resistance MΩ ≥5000
Compensated Temp Range C -10 to 40
Operating Temp Range C -20 to 55
Safe Overload %FS 120
Ultimate Overload %FS 150
Table 5.4: TAS510 load cell characteristics.
perform load measurements both in compression and traction. The character-
istics of the TAS510 load cell shown in Figure 5.13 are listed in Table 5.4. The
cell is provided with the SIC-A2, a factory calibrated cell amplifier.
For what concerns rotor speed estimation, the measurement of the funda-
mental motor excitation frequency performed in the previous test bench, was
quite inaccurate with a measure uncertainty of the 10%. Hence a different
method has been adopted, placing an Hall sensor by the motor shaft as shown
in Figure 5.14. Thanks to rotor permanent magnet generated field, hall sensor
generates a square wave whose duty-cycle is proportional to the rotational speed.
In this case speed uncertainty is due to motor magnet asymmetry; anyway for
the T200 BlueRobotics motors presented in subsection 6.2.1, the measurement
error is under 5%. Another improvement with respect to the previous measure-
ment setup has concerned the measured signals acquisition method. In this case,
a custom load cell and rotor speed signal acquisition board has been designed
together with a graphical user interface. Thanks to this interface, it is possible
to monitor and store the measured quantities for further processing.
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Figure 5.13: TAS510 load cell and related SIC-A2 amplifier.
Figure 5.14: Hall sensor placed by rotor magnets for speed estimation.






The work regarding this thesis was initially focused on the improvement of the
existing propulsion system of MARTA AUV. For this reason, comparative field
tests have been carried out to demonstrate the improvement which could have
been reached with the solutions proposed during the PhD research activity.
In particular, when a new propulsion layout is designed or it is necessary to
test an newly implemented one, testing assessment campaigns are performed to
evaluate the performance of the developed solutions.
For these reasons, concerning the vehicle propulsion system, it has been
necessary to set-up a test bench to measure its performances in static conditions.
The implementation of this test bench is described in section 5.4. Other field test
experiments exploiting the on board sensors of the AUV have been performed
to highlight the proposed improvement and to validate the test bench results.
The first implementation of the MARTA AUV propulsion system is illus-
trated in Figure 6.2. It is composed of six thrusters used to control all the
degrees of freedom of the vehicle, except the roll one. This propulsion layout
is quite similar to other existing torpedo-shaped vehicles, e.g. the Folaga AUV
produced by Graaltech [33]. A PMSM motor coupled with a fixed pitch pro-
peller through an epicycloidal gearbox controls each thruster. The two rear
propulsion thrusters are intended to perform surge and yaw motions. They are
not incorporated in the hull as the vertical and lateral thrusters are. For this
reason, the propellers used for the rear thrusters are different from the lateral
and vertical ones. Rear thrusters are equipped with Ka-4-70 propeller type
ducted with a 19-A nozzle; the other four thrusters, due to the particular con-
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Torque Constant 5.53 mNm/A





Planetary gearbox reduction ratio 1:3.8 or 1:14
Table 6.1: Maxon386676 Motor electrical and dynamic characteristics [54].
ditions they work in, are equipped with customized propellers type. In order to
obtain a modular system, with simplified maintenance, on the first propulsion
setup each propeller exploits the same electric motor and actuation system: a
PMSM 100W Maxon motor with main data reported in Table 6.1.
Each motor is controlled with a commercial hobby sensorless drive system
performing a very robust sensorless motor control based on the BEMF zero
crossing technique explained in subsection 3.1.1. This kind of controller has the
advantage of being really cheap, reliable, and of small encumbrance. Although it
does not perform a real speed or torque control. It is controlled through a servo
signal reference which regulates the PWM duty-cycle on the three phases and
the rotor direction. For this reason, the propeller speed depends on the torque
which is applied to it and only a rough estimation of it can be performed.
Concerning the motor sealing, MARTA AUV has an operating depth of over
100 meters, hence these kind of motors have to be protected from the external
pressure and from the contamination of the surrounding water. External pres-
sure compensation and protection of the electrical and mechanical components
from corrosion and excessive overheating is obtained with an inert liquid. This
solution corresponds to the layout of Figure 6.1. The motor case is filled with
an inert fluid such as an halogenated hydrocarbon (as example Florinert), a
dielectric oil (silicon or carbon based) or a bio-compatible organic oil in order
to preserve the surrounding environment from any contamination.
Finally, attention has to be payed to MARTA AUV navigation system. Ini-
tially it was implemented without a vehicle dynamical model and based on
a kinematic one with the support of other navigation sensors such as DVL
(Doppler Velocity Log), FOG (Fiber Optic Gyro), IMU (Inertial Measurement
Unit) and a pressure sensor. Although this navigation strategy proved to be
accurate and efficient, it is strongly dependent on the on board sensor data and
could be improved thanks to the knowledge of the AUV dynamics [55].
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Figure 6.1: MARTA AUV motor sealing, first implementation.
Figure 6.2: MARTA AUV propulsion layout.
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6.1 Propulsion System Modeling
Navigation strategies of underwater vehicles are mainly based on on board sen-
sors such as GPS, DVL, Depth Sensor, Acoustic Positioning Sensor and inertial
sensors. A common approach is the fusion of the data provided by these sensor
to operate an estimation of the vehicle position and an adequate navigation
strategy. With the inertial on board sensors it is possible do develop a vehi-
cle kinematic model and operate a dead-reckoning navigation. However purely
kinematic based model simplifies too much the real behavior of the vehicle thus
is unsuitable to accurately describe the evolution of its navigation state and,
in absence of other sources of information, frequent resurfacing are needed to
reset the position estimation filter. More information can be gathered by ex-
ploiting a dynamic model of the vehicle; these informations concern the force
and the moment exerted on the vehicle by the propellers and they are obtained
by modeling the hydrodynamics and the propulsion system of the vehicle itself.
The latter is achieved by an experimental characterization of the propeller be-
havior on the four quadrant of operation and by defining a relation between the
propeller rotational speed and the corresponding generated thrust and torque.
The thrust delivered by a propeller along the shaft direction, can be expressed
by the following equation:
Tp = ρn
2d4Kt(J), (6.1)
while the resistant torque needed to move the propeller is expressed by the
following:
τr = ρn|n|d5Kq(J), (6.2)
where the following symbols are adopted:
• n Hz rotation speed;
• ρ kgm3 is the fluid density;
• u ms advance speed;
• d m is the propeller diameter;
• J = unde is a dimensionless advance coefficient;
• p m is the propeller pitch.
Concerning Kt and Kq are respectively the thrust and torque dimensionless
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Figure 6.3: Thrust, torque and efficiency coefficient patterns of a Ka − 4 − 70
screw series propeller ducted with a 19-A nozzle as a function of J and the pd [10].
In (6.1), (6.2) and (6.3) it is highlighted the dependency of these coefficients
on the advance one. According to the propeller type, experimentally derived
curves of these coefficients exist in literature. In Figure 6.3 the coefficient pat-
terns obtained with a Ka-4-70 screw series propeller for different pitch/diameter
ratios are shown. It is important to highlight that being dimensionless coeffi-
cients there is no unit of measure in the ordinates axis and for sake of readability
of the graph, the Kq coefficient has been plotted ten times its actual value. Com-
pared with the Kt and efficiency coefficients indeed, Kq is significantly smaller.
With these values it is possible to obtain an estimation of the propeller delivered
torque and thrust according to the rotational and advance speed of the propeller
itself.
A possible approach, starting from these charts, is the generation of three-
dimensional look-up tables depending on the advance and rotational speed. Al-
though the use of these reference curves is not always convenient in order to
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develop a navigation strategy. The results would be hardly exploitable in a
mathematical model in which, as an example, function derivatives should be
calculated at each iteration. Furthermore, in literature just a limited range of
the coefficient is represented. Negative advance speed range is not represented
as well as the values of J higher than the ones for that Kt or Kq are null. As
a consequence, another possible approach, is the generation of an analytical
expression of these coefficients in order to achieve a trade-off between computa-
tional efficiency and model accuracy [56], [55]. In particular, since the propeller
generated moments can be neglected if appropriate vehicle design criteria are
followed, the analysis is concentrated on the definition of a function expressing
the generated propeller thrust as a function of J and n:
Tp = f(n, J). (6.4)
From Figure 6.3 it can be noticed that the trend of Kt as a function of J , can
be approximated with a negative slope linear function in the positive rotational
and advance speed range. For this reason, an approximated expression of Kt(J)
can be determined by properly identifying the parameters of:
Kt(J) = −aJ + b. (6.5)





which can be substituted in (6.6):
Tp
ρn2d4
= −aJ + b. (6.7)
Hence the resulting expression of the propeller thrust is given by a linear
function whose parameters depend on the rotational speed n while the indepen-
dent variable J is a function of the advance speed:
Tp(n, J) = −aρn2d4J + bρn2d4 = mt(n)J + qt(n). (6.8)
To define mt(n) and qt(n) it is necessary to define where the function crosses
the abscissa and ordinate axes. The intersection with the x-axis is obtained for
a null value of the propeller thrust Tp = 0 which is verified when the propeller
is not rotating (n = 0) or when Kt = 0 which means that the fluid linear
momentum is not modified by the propeller. The first case is obviously not of
interest, the second case instead corresponds to J = pd ⇔ u = pn. Hence, the
function defined in (6.8) crosses the abscissa in (pd , 0). The intersection with
the y-axis is obtained for a null value of the advance coefficient J = 0. T0(n) is
called Bollard Thrust and it is the propeller thrust delivered at a given n when
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u = 0, as a consequence it is only dependent on the rotational speed. Thus the
ordinate axis is crossed in (0, T0(n)). It is possible to define the parameters of
(6.8) as:


























An analytical expression of T0(n) is obtained by experimental measurements
of the propeller thrust in bollard conditions. From (6.10) it can be seen that
it has a parabolic trend with respect to the propeller rotational speed and it is



















The expression of (6.13) is still relative to the propeller first quadrant of
operation. By making a set of assumptions [55], it is possible to define a more
general expression of the thrust. Concerning the second quadrant of operation
(J < 0, n > 0) it is reasonable to assume that the working point is close to the
ordinate axis indeed it is generally an unwanted condition. For this reason, the
thrust in that region can be considered constant and equal to T0(n). Concerning
the behavior of the propeller, when (J > pd , n > 0), it is a condition in which the
propeller does not deliver any thrust because the propeller is not able to modify
the flow direction; still, this condition does not impose a negative thrust, for this
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reason the propeller contribution can be considered null in that range of advance
speed. The third and the fourth quadrants can be obtained by mirroring the
behavior of the propeller in the first and second quadrant respectively. This
condition is true in case the propeller has a symmetrical behavior concerning
both the reverse and the forward thrust. In case a not symmetrical propeller is
used, two thrust coefficients can be identified: a positive thrust coefficient K0+
concerning quadrants I and II and a negative coefficient thrust K0− concerning
quadrants III and IV . Under these assumption it is possible to obtain an
expression of the propeller thrust on the four quadrants [55]:
T (n, u) =
(
K0+/− −




Where g(x) is a piecewise function defined in the following way:
g(x) =

0 if x ≤ 0
x if 0 < x ≤ |n| · p
|n| · p if x > |n| · p
(6.16)
The resulting function is continuous but not differentiable and it makes
possible to determine the thrust on the longitudinal direction as a function of
the propeller rotational speed n and the velocity of the fluid along the thrust
direction u.
6.2 Propulsion Field Test and Parameter Iden-
tification
A first improvement of the initial navigation strategy of MARTA AUV has been
the introduction of a dynamic model. For this reason in addition to the iden-
tification of the propeller characteristic parameters described in section 6.1, a
rough estimation of a law which would relate the propeller speed and the motor
reference has been performed thanks to pool tests. It consisted in measuring
the rotational propeller speed with an external Hall sensor placed on the rotor
shaft, and in creating a function interpolating the measured speed as a func-
tion of the reference servo signal fed to the motor controller. Clearly the actual
propeller speed is influenced by several factors as water density, vehicle battery
level, rotor friction and vehicle advance speed. As a consequence the level of
accuracy of this estimation is quite low and highly dependent on environmental
conditions. Other propulsion layout improvements have concerned the propeller
design. This in order to establish the optimal shape and dimensions of MARTA
AUV rear propellers and thrusters. It has been necessary to test different pro-
pellers of various dimensions and pitch over diameter (p/d) ratio. Concerning
the structure of MARTA AUV shown in Figure 6.2, in the next sections, the
author will refer to the two motors on the vehicle tie deputed to the surge and
yaw motion as “rear propellers”. The other motors incorporated on the hull
deputed to the pitch, heave and yaw motion will be called “thrusters”.
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6.2.1 Bollard Thrust Test for the Characterization and
Optimization of MARTA AUV Propellers
Concerning propulsion layout optimization, the choice of the optimal propeller
shape depends on various factors. The propeller type has been chosen in order
to obtain a good performance at a relatively low advance speed by minimizing
the design and testing costs. There is a wide and complete literature about Ka-
4-70 series propellers ducted with a 19-A nozzle [10], [57], [58]; for this reason
it can be easily adapted to a specific application without sophisticate fluid dy-
namics testing. The propeller parameters which have been investigated were the
diameter, the number of blades and the pitch over diameter (p/d) ratio. These
parameters had to be tuned according to the motor characteristics. Clearly
given a fixed rotational speed, the more the propeller diameter and pitch over
diameter ratio are high, the higher the thrust is. Although the optimal layout
depends also on the motor electrical power consumption, the working condition
(maximum current, thermal stress) and desired advance speed. With the test
bench illustrated on section 5.4 the following measurements have been taken.
In Figure 6.4 and Figure 6.5 the delivered thrust is plotted as a function of
the power absorbed by the motor and of the rotor speed considering different
propeller diameters. For these measurements, it has been used a gearbox with
a reduction ratio of 1:14 and a p/d ratio of the propellers of 1.4. These mea-
surements made possible to define optimal propellers dimensions. Obviously,
the main criteria is to maximize the thrust delivered by the propeller while
maintaining optimal working conditions of the motor and minimum power con-
sumption. The Maxon motor described in Table 1 reaches its optimal working
point at a speed around 28000rpm. According to Figure 6.4 the best perfor-
mance in terms of power consumption is obtained with a propeller of 85mm in
diameter. Of course the use of propellers with lower diameter guarantee bet-
ter working conditions as shown 6.5 but power efficiency has been privileged.
According to Figure 6.4 the optimal choice is thus a 85mm diameter propeller.
It is important to notice that the thrust measurements of Figure 6.4 and
Figure 6.5 were performed without a nozzle. By adding it, it is possible to
obtain an increase in terms of thrust which is between 20% and 30%, as shown
in 6.6 and Figure 6.7. The same can be observed considering the thrust delivered
by the propeller as a function of the power absorbed by the motor driver; in
that case at a fixed current value, the use of nozzle causes an increase in terms
of thrust of more than 90%.
Vertical and lateral thrusters are incorporated in the hull of MARTA AUV
as shown in Figure 6.8. This limits the water flow conveyed by the propeller
and it complicates the design a proper nozzle in order to maximize the thrust.
In these conditions a Ka-4-70 propeller was not efficient: for this reason it has
been designed a customized propeller like the one showed in Figure 6.9.
For the selection of thruster propeller, a fixed propeller diameter has been
used because it had to fit the vehicle thruster tunnels. These holes are partially
clogged by the motor itself and its supports, for this reason it has been used
the largest possible propeller diameter to maximize the conveyed flow. Hence to
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Figure 6.4: MARTA AUV rear propellers: delivered thrust as a function of the
electrical power absorbed by the motor for various propellers diameters.
Figure 6.5: MARTA AUV rear propellers: delivered thrust as a function of the
speed for various propellers diameters.
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Figure 6.6: MARTA AUV rear propellers: delivered thrust as a function of the
electrical power absorbed by the motor for an 85mm diameter propeller.
Figure 6.7: MARTA AUV rear propellers: delivered thrust as a function of the
speed for an 85mm diameter propeller.
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Figure 6.8: Thruster incorporated in the hull of the vehicle.
Figure 6.9: Thruster propellers design.
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Figure 6.10: Thrust measurement configuration for thruster propellers.
determine the optimal propeller geometry, various shapes have been tested, by
varying just the number of blades and the p/d ratio. To simulate the effects of
the hull, in which the propeller is incorporated, measurements have been taken
with the propeller turning inside a mockup of the hull channel. Measurement
setup is shown in Figure 6.10. Due to the working conditions and to the partic-
ular shape of the propeller, it is difficult to achieve the thrust delivered by the
Ka-4-70 propeller ducted with the nozzle. Figure 6.11 and Figure 6.12 show the
thrust delivered by various configurations of the thruster propellers. According
to Figure 6.12 the propeller which delivers the higher thrust for a given motor
electrical power is the 86mm diameter, 5 blades propeller with a p/d ratio of
1.4. It is also the one which delivers the highest thrust as a function of the
speed.
The execution of bollard thrust tests in a testing pool is one of the most
common way to identify the first quadrant response of a propeller, calculating
the values of the thrust coefficient Kt(J) for a null value of the advance coeffi-
cient J . These information can be exploited if the propeller speed information
is available during navigation in order to feed a dynamical model of the vehicle
for pose estimation during navigation as described in section 6.3. According to
the bollard tests described above, for the rear thrusters, it has been selected the
Ka-4-70 series propeller ducted with a 19-A nozzle with 85mm diameter and a
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Figure 6.11: MARTA AUV thrusters: thrust as a function of the rotor speed
for various propellers configurations.
Figure 6.12: MARTA AUV thrusters: thrust as a function of the motor electrical
power for various propellers configurations.
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Figure 6.13: Thrust coefficient of the Ka-4-70 series propeller, 85mm diameter
ducted with a 19-A nozzle.
p/d ratio of 1.4. A 86mm diameter 5 blades propeller with a p/d ratio of 1.4
has been selected for the thrusters. The parameters of interest can be sourced
by using the speed thrust measurements above shown according to (6.14). The
Ka-4-70 series propeller has a symmetric layout, for this reason the behavior
of the first and third quadrant can be considered equivalent[55]. Thus a sin-
gle value of K0 is identified by taking into account the thrust measurement of
the propeller operating in the positive direction. From Figure 6.13 a value of
K0 ≈ 0.044 is measured.
The same parameter is estimated by taking into account the above selected
propeller for the vehicle thrusters. In Figure 6.14 it is shown that for a thruster
propeller with 86mm diameter, 5 blades and a p/d ratio of 1.4, a value of
K0 ≈ 0.017 is measured. The value highlights the difference in terms of thrust
between the two propellers. The thruster propeller is clearly less performing in
terms of maximum thrust. This is due to the non optimal shape of the propeller
itself and to the clogging effect of the motor which limits the fluid flow through
the tube. The low performance of the thrusters limits the maneuverability of
the vehicle also due to its length which is approximately 3.7m. Also concerning
the rear propeller maximum thrust, it has often being found not sufficient to
operate in scenarios where moderate current drift were present.
Consequently, more performing motor control systems have been investi-
gated and tested in order to obtain higher performances in terms of maximum
thrust, reliability, encumbrance and cost.
As regards the propulsion layout, a further improvement concerned the intro-
duction of a new propulsion system. The BlueRobotics T200 thruster is a
commercial complete propulsion system with its own electrical motor, propeller
and duct. It is shown in Figure 6.15.
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Figure 6.14: Thrust coefficient of the thruster propeller.
Figure 6.15: BlueRobotics T200 Thruster.
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Coil Resistance 0.18± 0.01Ω
Coil Inductance 0.077± 0.008mH
Table 6.2: BlueRobotics T200 Thruster electrical and dynamic characteristics
[59]
6.2.2 Bollard Thrust Test for the Characterization of the
T200 Thruster System
Differently from the Ka-4-70 series propeller, the BlueRobotics T200 has its own
customized propeller that is not symmetric, for this reason different values of
thrust are measured when operating the motor in positive or negative direction.
Also for the T200 thrusters Bollard Thrust tests have been performed in order
to asses the performances of the propulsion system and to identify its dynamic
parameters. In Figure 6.16 it is shown the thrust delivered by the propeller
as a function of the rotational speed. These results are in accordance with
the results presented in the BlueRobotics official website. By comparing 6.17
and 6.6 it is clear how the behavior of the T200 propeller and the previous
one is not really different in terms of efficiency. Concerning the Bollard thrust
instead, it is interesting to note that compared to the behavior of the Ka-4-
70 series propeller above measured there is a remarkable increase in terms of
maximum thrust. This is due to the higher power of the T200 motor which
permits operate at higher currents with respect to the Maxon386676 motor.
The T200 thruster can be operated at up to 350W continuously while the
windings of Maxon386676 would quickly be damaged in these operating condi-
tions. In addition to that, the epicycloidal gearbox which is mounted on the
rotor shaft of the Maxon in order to reduce the motor generated torque, reduces
the conversion efficiency and limits the rotational speed of the propeller. The
gearbox indeed has an efficiency of 80%, needs to be lubricate and its optimal
input rotational speed is 8000rpm. To reach a thrust of around 50N it would be
necessary to impose an input speed of around 30000rpm which would quickly de-
grade the gearbox itself. The T200 thruster, instead, can operate in direct drive
thanks to a lower Kv coefficient thus avoiding the limits imposed by a gearbox.
It has sealed woundings and operates directly in contact with the water, so it
has good heat dissipation properties and do not need to be lubricate. Another
important advantage is the compact design of the T200 thrusters and the fact
that they do not need oil filling for the motor seal housing. The previous and
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Figure 6.16: Bollard thrust of the T200 thruster as a function of the propeller
rotational speed.
Figure 6.17: Bollard thrust of the T200 thruster as a function of the motor
electrical power.
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Figure 6.18: Rear propeller setup. With Maxon386676 motor on the left and
with T200 BlueRobotics on the right.
Figure 6.19: Thruster setup. Motor fastening system exploiting an expansion
clamp.
the proposed setups are shown in Figure 6.18.
The same motors have been used for the thrusters propellers. In this case it
has not been possible to use the nozzle and the propeller of the T200 system. A
propeller similar to the one used for the previous configuration has been designed
because symmetric propeller was needed. Two solutions have been designed.
The first one was based on the design of the previous implementation, as shown
in Figure 6.8. The motor is held through an expansion clamp which is fixed to
the hull thanks to friction as shown in Figure 6.19.
Bollard thrust measurements of this configuration were performed using the
same setup as in Figure 6.10. Three different propellers have been tested: a
three blades propeller with pd = 1.2 ratio, a three blades propeller with
p
d = 1.4
ratio and a two blades propeller with pd = 0.6 ratio. As visible in Figure 6.20
the improvement in terms of maximum thrust with respect to Figure 6.11 is re-
markable; compared with the results of the previous configuration the maximum
trust is almost doubled.
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Figure 6.20: First configuration. Bollard thrust of the T200 motor in the tube
for various propeller configurations as a function of the propeller rotational
speed.
Figure 6.21: First configuration. Bollard thrust of the T200 motor in the tube
for various propeller configurations as a function of motor electrical power.
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Figure 6.22: Second configuration proposed for the MARTA AUV thrusters.
The two blades propeller with pd = 0.6 ratio has been selected, being the
one which delivers the highest thrust. By comparing the thrust trend as a
function of the motor electrical power of Figure 6.21 with the one of Figure
6.12 it is interesting to note an improvement in terms of efficiency of around
the 12%. The improvement in terms of maximum thrust is mainly due to the
increased motor power. Concerning the efficiency, the new setup does not use
any gearbox and the motor encumbrance is reduced. Hence the power conversion
efficiency is increased as well as the water flux through the hull hole. A further
improvement of the thruster setup has been designed and tested in the pool. It
exploits a different fastening system of the motor to the vehicle hull as shown in
Figure 6.22. Pool tests have been performed with the two blades, pd = 0.6 ratio
propeller. Compared to the configuration shown in Figure 6.19 the clogging
effect due to the motor supports is further reduced. This implies just a slight
increase of the maximum bollard thrust but it makes the thrust trend in the
two propeller direction more symmetric as visible in Figure 6.23.
The rear propellers are mainly operated to deliver a positive advance thrust
to the vehicle, so a reduced negative direction thrust is not really important. The
thrusters instead are operated in both directions, so the proposed improvement
increases the vehicle maneuverability. The solution is thus quite promising but
it has not been implemented on the vehicle yet.
Also for the T200 thrusters and rear propellers, it has been calculated the
advance coefficient K0. Being the thrust trend not symmetrical in the two
rotating directions, two coefficients have been estimated K0+ for the positive
thrust and K0− for the negative one. K0 trend as a function of the rotor speed
is plotted in Figure 6.24.
The two coefficients have been computed according to Figure 6.24 as an aver-
age of the various thrust and speed samples, thus resulting in K0+ ≈ 0, 016 and
K0− ≈ 0, 012. The same measurements have been computed for the thrusters.
Also in this case, the resulting K0 is lower with respect to the rear propellers
one. From Figure 6.25 an average value of K0+ ≈ 0, 0052 and K0− ≈ 0, 0039
was obtained in the testing pool.
Once the propeller parameters are identified it is possible to estimate the
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Figure 6.23: Second configuration. Bollard thrust of the T200 motor in the tube
as a function of motor electrical power.
Figure 6.24: First configuration. Thrust coefficient of the T200 rear propeller
in the two operating direction.
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Figure 6.25: First configuration. Thrust coefficient of the T200 thruster in the
two operating direction.
thrust delivered by the propeller if the propeller speed is known. With the
commercial hobby drive systems described at the beginning of the chapter, it
is not possible to precisely operate a propeller rotational speed control. Indeed
it does not just depend on the reference value imposed to the drive but also on
the operating propeller conditions such as applied torque and battery level. In
Figure 6.3 the graph shows that when the propeller advance speed in the positive
direction increases, the torque applied to the propeller decreases. This means
that with the commercial hobby drivers, a reliable estimation of the propeller
thrust can be obtained only at low advance speed. By operating the motor with
a drive which performs a feedback speed control it is possible to set a desired
speed regardless of these conditions. Furthermore, if also the torque delivered
to the propeller by the motor is known, it is possible to operate an estimation
of the advance speed of the propeller itself by relating the propeller rotational
speed with the generated torque.
On this purpose a sensorless control algorithm has been implemented and tested
as presented in section 4.3. The testing of the SMO based control solution has
been performed through pool tests to evaluate its performances and potential.
In figures 6.26 and 6.27 the thrust delivered by the T200 propeller with respect
to the rotational speed in the first and third quadrant of operation respectively
it is shown. The measurement has been performed with the test bench presented
in section 5.4. In figures 6.28 and 6.29 the same measurements are presented
but in this case they are estimated values. The propeller thrust is estimated
thanks to the T200 propeller thrust coefficients previously identified. Although
test bench measured values are quite noisy, it is interesting to see the good
matching between measured and estimated values. The tests were carried out
with the PIC test bench board presented in section 5.3 which cannot manage
large current loads. So it has not been possible to perform a test over the entire
speed range of interest.
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Figure 6.26: Bollard Thrust bench measurement. T200 propeller measured
thrust with respect to measured rotational speed. First quadrant of operation.
Figure 6.27: Bollard Thrust bench measurement. T200 propeller measured
thrust with respect to measured rotational speed. Third quadrant of operation.
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Figure 6.28: T200 propeller estimated thrust with respect to the estimated
rotational speed. First quadrant of operation.
Figure 6.29: T200 propeller estimated thrust with respect to the estimated
rotational speed. Third quadrant of operation.
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Figure 6.30: T200 q-axis drive current with respect to the estimated rotational
speed. First quadrant of operation.
Concerning the torque estimation, in figures 6.30 and 6.31 it is possible to
see how the rotating frame q-axis current described in subsection 3.2.1 is related
to the rotational speed at a null value of the advance speed. Synchronous frame
q-axis current, as explained, is proportional to the motor generated torque.
Hence it is possible to identify a coefficient which relates the rotational speed
with the motor generated torque. As a reference for the identification of this
parameter, the LaunchXL-F28027 + Boostxl-DVR8301 driver has been used.
The controller which is produced by Texas Instruments, is a complete test bench
motor control solution and it performs sensorless position, speed and torque
estimation. In figures 6.32 and 6.33 a comparison of the torque estimation as
a function of the propeller rotational speed between the two systems is shown.
In the two graphs, the results obtained with the developed experimental set-
up are referred to as “SMO torque” while the results obtained with the Texas
Instruments set-up are referred to as “Texas torque”.
In (6.2) the dependence of the resistant torque needed to move the propeller
from the rotational and advance speed is highlighted. Hence a law expressing
the vehicle advance speed as a function of the generated torque and of the
rotational speed can be experimentally extracted by performing navigation test
fields. Concerning this thesis, it has not been possible to operate these tests
but further investigation could be carried on to obtain an improvement of the
vehicle navigation accuracy due to additive information availability. Another
important information that can be obtained by monitoring the q-axis current is
related to unwanted propeller frictions due to dirt or rust. These factors could
damage the propeller and motor and diminish the overall vehicle efficiency. In
this case current monitoring could be used as a real time diagnostic.
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Figure 6.31: T200 q-axis drive current with respect to the estimated rotational
speed. Third quadrant of operation.
Figure 6.32: T200 motor estimated torque with respect to the estimated rota-
tional speed. First quadrant of operation.
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Figure 6.33: T200 motor estimated torque with respect to the estimated rota-
tional speed. Third quadrant of operation.
6.3 Vehicle Dynamics: Modeling and Parame-
ters Estimation
In order to model the behavior of an underwater vehicle, a kinematic and dy-
namic model of a rigid body is defined. The body freely moves into a fluid
with which interaction cannot be considered negligible as water. Two different
reference frames are introduced:
• “Body” frame < b > : reference frame with origin Ob placed in the
center of mass of the body and axes lined up to the main inertia axes of
the body itself. In case of a vehicle of regular shape, xb axis is longitudinal,
pointing to the forward motion, zb axis is vertical downward and yb axis
is set out in order to form a right-handed frame with the other two axes;
• “Fixed” frame < n >: inertial reference frame, described for the ana-
lyzed scene as the frame with origin On placed on the surface and axes
lined up to the ones of a NED (North-East-Down) frame. xn axis heads
to the north, yn axis heads to the east and zn axis to the bottom.








with η1 = [x y z]
>








with ν1 = [u v w]
>








with τ 1 = [X Y Z]
>
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Figure 6.34: Reference frames for underwater vehicle modelling.
where η represents the vector of position (η1) and orientation (η2) in the
fixed frame < n >, ν includes the components of linear (ν1) and angular (ν2)
speeds, expressed in the body frame < b > and τ are the forces (τ 1) and torques
(τ 2) applied to the vehicle, expressed in the body frame < b >.
As concerns the nomenclature of the degrees of freedom:
• x motion along xb axis is defined surge motion;
• y motion along yb axis is defined sway motion;
• z motion along zb axis is defined heave motion;
• ϕ rotation around xb axis is defined roll motion;
• ϑ rotation around yb axis is defined pitch motion;
• ψ rotation around zb axis is defined yaw motion.
It is easily possible to link the quantities expressed in the fixed frame < n >




b (η2) ν1 , (6.18)
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where Rnb (η2) is the rotation matrix between < b > and < n > that, as a
function of the Euler Roll-Pitch-Yaw angles (RPY) [ϕ, ϑ, ψ]
T
, is equal to:
Rnb (η2) =
cψcϑ −sψcϕ + cψsϑsϕ sψsϕ + cψcϕsϑsϕcϑ cψcϕ + sψsϑsϕ −cψsϕ + sψcϕsϑ
−sϑ sϕcϑ cϕcϑ
 , (6.19)
using for the generic angle α
cα = cos (α) , sα = sin (α) . (6.20)
As regards instead the orientation part:
η˙2 = T
n
b (η2) ν2 , (6.21)




cϑ sϕsϑ cϕsϑ0 cϕcϑ −cϑsϕ
0 sϕ cϕ
 . (6.22)
As notable from (6.22), the RPY angle representation has a singularity when
ϑ = (2n+1)pi2 , with n ∈ N . This problem could be overcome by introducing an
alternative representation of the orientation of redundant type, e.g. using the
components of the unitary quaternion. In short, the relationship linking vectors
η˙ and ν is expressed like this:








Using equation (6.23) it is possible to write also relationships between the
time derivatives of the same quantities:
η˙ = Jnb ν ⇔ ν = (Jnb )−1 η˙
η¨ = Jnb ν˙ + J˙
n
b ν ⇔ ν˙ = (Jnb )−1
(




leaving out the explicit dependence from the variables to simplify the notation.
Vehicle dynamic model of an underwater vehicle is used in conjunction with
the kinematic one to perform position estimation during navigation. To obtain
it, some fluid-dynamic parameters characterizing the vehicle have to be identi-
fied. These parameters are needed in order to define a mathematical expression
of an analytical model which relates forces and moments acting on the AUV to
vehicle speed and propeller rotational speed.
The motion of an AUV is governed by the following dynamic equations:
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M ν˙ + C(ν)ν +D(ν)ν + g(η) = τ (ν,uc), (6.26)
where M is the mass matrix, C is the centrifugal and Coriolis matrix, D
is the drag matrix, g is the gravity and buoyancy vector and τ (ν,u) are the
resultant forces and torques acting on the vehicle (uc are the control signals of
the vehicle motors, i. e. the motor rotational speeds). These physical quantities,
not reported here for reasons of brevity, are reported in [60] and [61]. Under the
assumption of uniform motion of the vehicle, it is possible to neglect Coriolis
and inertial contributions. If the vehicle moves on an xy plane in earth fixed
reference frame, also the gravitational contribution is negligible along the x
direction in body-fixed reference frame. Consequently the dynamics equation is
simplified:
D(ν)ν = τ (ν,uc). (6.27)
Damping force contributions, in the x direction of the body-fixed reference





Where ρ kgm3 is sea water density, Am
2 is the reference area of the AUV, ums is
the advance speed along x and Cx is a dimensionless damping coefficient of the
vehicle along x. According to [63], when dealing with torpedo shaped bodies,
the reference area of the AUV, could be computed as the product of the vehicle
length times its diameter A = Ld. MARTA AUV has a length of L = 3, 7m
and a diameter of d = 0.18m. The thrust along the x direction in body-fixed
reference frame is given by two rear propellers together delivering:





Where T rightp and T
left
p are the right and left propeller thrust, as described in












The thrust coefficients relative to the various thruster configurations have
been estimated through pool tests described in subsection 6.2.1. The missing
parameter of (6.30) is the Cx previously described. By having measurements
or good estimations of u and n while the vehicle navigates, it is possible to
solve (6.30) with respect to Cx. An estimation of the advance speed is given by
the on board DVL while a law relating the propeller rotational speed with the
servo signal used to control the motors has been extracted thanks to the pool
measurements. In order to acquire all the necessary quantities, field tests have
been performed being MARTA AUV navigating at different known constant
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Figure 6.35: Graph of the vehicle advance speed measured with the on board
DVL during field test in Roffia Lake.
longitudinal speed. In Figure 6.35 it is shown the advanced speed measurement
obtained thanks to the DVL.
The Cx is a constant value and it is computed for different speed to increase
the accuracy of the estimation. Clearly the DVL measured speed is not constant,
so an average value of it has been extracted in these sectors in which a constant
speed reference had been set. The expression of the Cx as a function of u and
n is:
Cx = 2(2K0)
(n2 − nup )
ρLdu2
. (6.31)
The average results of advance speed and propeller rotational speed mea-
surements are listed in table 6.3. According to these values, it is possible to
compute an average Cx = 0.11.
Table 6.3: Advance speed and propeller rotational speed measurements.






The advance speed measurements taken during the field tests in Roffia Lake
can be used also for a partial validation of the vehicle model parameters esti-
mation and T (n, u) estimation described in (6.15). The measurements shown in
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Figure 6.36: Vehicle thrust delivered in bollard condition and measured with
the test bench.
Figure 6.35 were taken, being vehicle started several times from a null advance
speed, by imposing different cruise speed. As shown in Figure 6.35 each time
a new speed is set, the vehicle is initially accelerated until it reaches the target
cruise speed. In the initial phase, the advance speed is null or very low, so the
thrust delivered by the two rear propellers can be approximated to the bollard
thrust measured in a test pool. In these condition (6.26) can be approximate by
considering just the inertial contribution along the x-axis in the in body-fixed
reference frame.




Where m is the vehicle mass of about 80kg. By solving (6.32) with respect
to (6.12) the following expression is obtained:
mu˙ = K0n
2, (6.33)





According to (6.15) the maximum thrust delivered by a propeller is when
u ≤ 0 and it corresponds to the previously measured bollard thrust value. This
condition can be approximated to the condition of maximum measured accel-
eration which is obtained by operating a time derivative of the DVL measured
speed. Of course being the vehicle equipped with two rear propellers, the thrust
is twice the one measured in the pool.
In Figure 6.36 a comparison between the thrust measured with a test bench
and estimated through the time derivative of the advance speed is presented.
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6.4 Parameter Validation: Navigation Field Tests
Once the dynamic parameters are estimated, it is possible to operate a navi-
gation strategy based on a dynamical model of the vehicle. Most of the AUV
navigation system filters described in literature and used on several vehicles,
are based on the Kalman Filter (KF) [64]and on the Extended Kalman Filter
(EKF) [65], [66], [67], a KF extension which can be employed on nonlinear dy-
namical systems. In general these methods make use of kinematic or dynamic
vehicle models.
These methods often exploit sets of sensors for the navigation, including In-
ertial Measurement Units (IMU) [68], [69], or Fiber Optic Gyros (FOG) [70],
[19] to measure vehicle orientation, Pressure Sensors (PS) for depth measure-
ments, Doppler Velocity Logs (DVL) [68] to measure the vehicle translational
velocity and acoustic localization systems based on range measurements [71],
[72], [73], or on Ultra-Short BaseLine (USBL) [74], [75], [76].
In the MDM Lab of the Department of Industrial Engineering of Florence, an
innovative navigation technique has been developed exploiting an UKF [55], [77].
Such filter is based on the Unscented Transform (UT), a deterministic sampling
technique which allows the propagation of a Random Variable (RV) undergo-
ing a generic non-linear transformation without requiring the computation of
derivatives. This filter makes use of simplified kinematic and dynamic models
of the vehicle and it is aimed to offer a good trade-off between the accurate
reproduction of vehicle motion and the demand for computational resources.
By doing this, the filter can be exploited in real-time without simplifying too
much the physical behavior of the AUV.
The filter was experimentally validated exploiting the data acquired during
several test field with the TifOne and TifTwo vehicles [67], [28]. The two vehi-
cles exploit sensored motors for the propulsion, so an accurate rotational speed
estimation is performed and the necessary vehicle physical parameters have been
estimated in order to use the dynamical model of the vehicle. In Figure 6.37
[77], the TifOne AUV, navigating in dead reckoning, performs an autonomous
mission through five way-points which form a square-shaped path. In this case,
navigation is performed thanks to a DVL, an IMU and an USBL which operates
as an underwater GPS.
With the data gathered during these test, the proposed UKF-based naviga-
tion filter has been validated offline in a Matlab environment. The UKF based
navigation algorithm has been compared with the standard EKF-based ones
using different sensor combinations. In the first combination called “Configu-
ration One” (Figure 6.37), the DVL, the USBL, the IMU and the depth sensor
were used for position estimation. In the second one called “Configuration Two”
(Figure 6.38), the USBL data was not provided for the estimation algorithm, in
the third one (Figure 6.39), neither the USBL and the DVL data was provided
to the algorithm. As a ground truth, the GPS fix are also highlighted as well
as the USBL fix. In Figure 6.37 the performances of the two filters are totally
similar, the two dotted lines concerning the EKF and the UKF based algorithm
are superposed. The same happens when the DVL, the pressure sensor and the
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Figure 6.37: AUV position estimation comparing an UKF and an EKF based
algorithm. Configuration One.
IMU are used for position estimation as visible in Figure 6.38. In Figure 6.39
the position estimation operated by the two algorithms is shown. It is the case
in which only the IMU and pressure sensor data are used. In this case the UKF-
based navigation algorithm turns out to be more robust than the EKF-based
one. The proposed algorithm thus can be exploited especially when reduced sets
of sensors are employed, reduced measurements are available and the navigation
algorithm relies more on the model-based prediction step[77]. This is particu-
larly important in order to reduce vehicle cost and facing sensors failures. On
board navigation sensors above listed indeed, highly affect the final cost of the
vehicle when dealing with low size AUVs and for non military purposes.
According to these results, the solution has been applied also to MARTA
AUV. Also in this case, an identification of the dynamic parameters of the
vehicle has been necessary (section 6.3). In addition, since the motors mounted
on the vehicle do not have any position or speed sensor, it has been necessary to
estimate a law which would relate the propeller speed and the motor reference
(subsection 6.2.1). The validation of the proposed algorithm has been carried
on exploiting a data-set of sensors acquisitions including Doppler Velocity Log
- DVL, Pressure Sensor, Inertial Measurement Unit - IMU, single-axis Fiber
Optic Gyro - FOG, and Global Positioning System - GPS on surface. The
data was gathered during a mission performed in La Spezia (Italy) in October
2016. With the results obtained during these measurements campaigns, the
authors validated (offline) an UKF-based navigation state estimation algorithms
for underwater vehicles [78]. In this case also an estimation of the direction and
the magnitude of a priori unknown marine currents was performed [79]; the
currents estimation is performed during the navigation of the AUV together
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Figure 6.38: AUV position estimation comparing an UKF and an EKF based
algorithm. Configuration Two.
Figure 6.39: AUV position estimation comparing an UKF and an EKF based
algorithm. Configuration one.
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Figure 6.40: Simultaneously estimated vehicle trajectory and sea currents during
the field test.
with the estimation of the vehicle navigation state. The performed mission
consisted of a lawn-mower path at a constant depth. A very low current was
present on the surface during the demonstration day. The mission lasted about
1300s with a starting point indicated with a green dot in Figure 6.40. MARTA
AUV reached the desired depth of about 7m before starting to move towards the
first way-point of the lawn-mower path, it traveled the whole path controlling
its depth and then it surfaced on the ending point (the blue dot). In Figure
6.40 the estimated path is shown along with the estimated direction of the
sea current during the mission represented at intervals of 5 seconds (for the
sake of plot intelligibility) by the red arrows. After a first period of transient
behavior corresponding to the immersion phase, the estimated direction of the
sea current remains, during the whole mission, approximately at a constant
value (both magnitude and direction) coherent with what expected from the
on-field experience. Direction and the low intensity of the estimated current
are coherent with what observed during the experimentation. Regarding the
vehicle propulsion side, an improvement could came from a better estimation
of the propeller rotational speed and thus on the delivered thrust. This clearly
would influence the accuracy of the navigation algorithm dynamic model which,
as shown above, plays an important role in the reliability and robustness of the
system.
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Chapter 7
Conclusions
The development of underwater appliances for exploration, patrolling and study
of sub-sea environment is growing in importance and the field of operation
concerns a wide spectrum of applications, from industrial application (mainly
Oil&Gas) fields, to military, underwater archeology, underwater geology, tourism,
etc.
In the Mechatronics and Dynamic Modeling Laboratory (MDM Lab) of the
Department of Industrial Engineering of the Florence University, research ac-
tivities regarding the development of UUVs (Unmanned Underwater Vehicles)
are carried on since 2010. The activity involves several research fields and ex-
pertise, from mechanical design, to computer vision, control theory, soft and
power electronics design. The activities described in this thesis work have been
developed mainly in the framework of the European FP7 project ARROWS,
and concerned the development of the propulsion system of the MARTA AUV,
an Autonomous Underwater Vehicle for underwater archeology exploration and
mapping.
The work was intended to develop a customized propulsion system from
the propeller selection and design, to the selection of the actuation strategy,
electronic design and control strategy.
Several commercial AUV, similar to MARTA AUV, exploit PMSM actuators
for vehicle propulsion. It is a motor technology that can be considered mature
and which is often exploited thanks to its performances in terms of efficiency
and reliability. Hence, in chapter 1 an overview of PMSM operation and control
techniques was presented. It is also highlighted the possibility of operating the
motor with a customized sensorless technique, this in order to reduce actuation
system costs, maintenance and encumbrances and to improve its reliability. In
chapter 3 several sensorless control techniques were presented highlighting the
pros and cons of each one with respect to the application of interest. Some of
these techniques have been implemented and tested in order to evaluate their
performances and compare the results. The implementation process of these
techniques is described in chapter 4 with the experimental results. In particular
the most interesting results have been obtained with a Sliding Mode Observer
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based sensorless control technique which showed interesting performances con-
cerning the operational speed range, speed and torque estimation, robustness
facing system parameters variations and efficiency. In chapter 5 an overview of
the testing appliances and control solutions which have been developed during
the work is presented. These appliances have been implemented in order to
test and produce experimental results of the developed solutions. In chapter 6
experimental results of the developed propulsion system were given. In partic-
ular, in the first part of the chapter, it is shown the propeller selection process.
Subsequently, propeller parameters identification theory is explained with the
related experimental results. Finally, it is explained how the possibility of oper-
ating the propulsion system by performing propeller rotational speed and torque
estimation improves navigation performances. The additional information pro-
vided thanks to this control techniques indeed permits a more accurate position
estimation also in absence of very important navigation sensors like the DVL or
the USBL.
As a result of this thesis work, a sensorless control algorithm and a custom
motor drive controller have been designed and implemented. The system was
designed to be integrated in underwater vehicles, it operates PMSM in sensor-
less control performing speed control and providing an estimation of the rotor
generated torque.
Due to time constraints it has not been possible to extensively test the devel-
oped solution in real scenarios such as AUVs navigation field test campaigns.
Hence as a further development of this work it will be necessary to perform
endurance and stress test of the motor drive in order to verify its reliability
and highlight possible failure causes. This process will consist both in pool test
and navigation field campaigns. Finally, further attention has to be paid to the
exploitation of the torque estimation in order to integrate this information in
the vehicle navigation algorithm and improve its performances.
Concerning my personal work experience, this activity has represented an impor-
tant step in terms of acquired expertise in the promising field of electric motor
sensorless control. The theoretical and applied operational approach involved
the development of several skills both related to practical and theoretical issues.
This expertise hopefully will be applied to further development of underwater
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