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Abstract
We obtain estimates for certain oscillatory integrals with polynomial phase. These estimates are
stated in terms of roots of various derivatives of the phase polynomial.
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1. Introduction
This paper is concerned with estimates for integrals
b∫
a
eiλp(t) dt, (1.1)
where p(t) is a polynomial with real coefficients and of degree n  1. In the series of
papers [1,2] Oberlin obtains estimates for such integrals in order to study convolution
operators supported on curves. His estimates, which are functions of the coefficients of p,
are expressed in terms of resultants of various derivatives of p, and hence may be thought
of as depending on the distances between the roots of those derivatives. Motivated in
part by Oberlin’s results, Wainger (oral communication) posed the general problem of
finding estimates for the integrals (1.1) which are phrased in terms of the roots of various
derivatives of p and give the optimal rate of decay as λ→∞. In this paper we provide a
partial solution to this problem:
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B.H. Felkel / J. Math. Anal. Appl. 280 (2003) 424–440 425Theorem 1.1. Let p(t) be a monic polynomial of degree n  1. Assume for some j ,
1 j  n− 1, we have
p(j)(t)=Aj
n−j∏
k=1
(t − xk), where x1 < · · ·< xn−j ,
so that
p(j+1)(t)=Aj+1
n−j−1∏
k=1
(t − uk) with u1 < · · ·< un−j−1.
Let
K(s)=
s−1∏
k=1
|xs − uk|
n−j−1∏
k=s
|xs−1 − uk| =
∏
{k: uk<xs}
|xs − uk|
∏
{k: uk>xs }
|xs−1 − uk|.
Then ∣∣∣∣∣
b∫
a
eiλp(t) dt
∣∣∣∣∣ Cn|λ|−1/(j+1)
n−j∑
s=1
K(s)−1/(j+1).
(An empty product is defined to be one, and x0 is defined to be x1.)
Theorem 1.2. Let p(t) be a monic polynomial of degree n  1 and for some j , 1  j 
n− 1, let
p(j)(t)=Aj
N∏
k=1
(t − yk)mk =Aj
n−j∏
k=1
(t − xk),
where yk < yk+1, xk  xk+1, and
∑N
k=1 mk = n− j . Let M = max1kN {mk}. So
p(j+M)(t)=Aj+M
n−j−M∏
k=1
(t − uk)
with u1 < · · ·< un−j−M . Then∣∣∣∣∣
b∫
a
eiλp(t) dt
∣∣∣∣∣ Cn|λ|−1/(j+M)
n−j∑
s=M
[
K(s)
]−1/(j+M)
,
where
K(s)=
s−M∏
k=1
|xs − uk|
n−j−M∏
k=s−M+1
|xs−M − uk|.
(An empty product is defined to be one, and x0 is defined to be x1.)
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Theorem 3′ of [1] and Theorem 1.1 of this paper yield the same conclusion. Throughout
this paper p(t) will denote a polynomial with real coefficients and n will denote its degree.
We will say A is equivalent to B and will write A ∼ B if there exists a constant C,
depending only on n, such that A/C  B  CA. The proof of Theorem 1.1 is contained
in Section 2. The proof requires four lemmas which are proved in Section 2. The proof of
Theorem 1.2 is in Section 3 and its proof requires three lemmas whose proofs are also in
Section 3. Section 4 explores the sharpness of Theorem 1.2.
2. Proof of Theorem 1.1
Lemma 2.1. If p(t)=A∏nk=1(t−xk), where x1 < · · ·< xn and p′(t)=An∏n−1k=1 (t − uk)
with u1 < · · ·< un−1, then
|xs − us | ∼ |xs+1 − us | ∼ |xs+1 − xs | for all s = 1, . . . , n− 1.
Proof. By Rolle’s theorem it may be assumed that xk < uk < xk+1 for all k = 1, . . . , n−1.
The logarithmic derivative is
p′(t)
p(t)
=
n∑
k=1
1
t − xk .
Thus, for 1 s  n− 1,
0 = p
′(us)
p(us)
=
n∑
k=1
1
us − xk =
s∑
k=1
1
us − xk +
n∑
k=s+1
1
us − xk
or
n∑
k=s+1
1
xk − us =
s∑
k=1
1
us − xk . (2.1)
Note that all of the terms in (2.1) are positive. Hence
1
us − xs 
n∑
k=s+1
1
xk − us 
n− s
xs+1 − us .
Also by (2.1),
s
us − xs 
n∑
k=s+1
1
xk − us 
1
xs+1 − us .
Hence
us − xs
s
 (xs+1 − us) (n− s)(us − xs).
Now
xs+1 − us  xs+1 − xs = (xs+1 − us)+ (us − xs)
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us − xs  s(xs+1 − us)
by the above, so that
(xs+1 − us)+ (us − xs) (xs+1 − us)+ s(xs+1 − us)= (s + 1)(xs+1 − us).
Thus, |xs+1 − us | ∼ |xs − us | ∼ |xs+1 − xs |. ✷
Lemma 2.2. If p(t) and p′(t) are as in Lemma 2.1 and αs = (us−1 + xs)/2 for s =
2, . . . , n, then
|αs − uk| ∼
{ |xs − uk| if k < s,
|xs−1 − uk| if k  s.
Proof. Case 1: k < s. Fix 2 s  n and 1 k  s − 1. Then uk  us−1 < αs , so that
|αs − uk| = αs − uk = (αs − us−1)+ (us−1 − uk)= (xs − us−1)/2+ (us−1 − uk)
∼ (xs − us−1)+ (us−1 − uk)= xs − uk = |xs − uk|.
Case 2: k  s. Fix 2 s  k  n− 1. Then αs  xs  us  uk , so that
|αs − uk| = uk − αs = (uk − xs)+ (xs − αs)= (uk − xs)+ (xs − us−1)/2
∼ (uk − xs)+ (xs − us−1),
which by Lemma 2.1 is equivalent to
(uk − xs)+ (xs − xs−1)= |uk − xs−1|. ✷
Lemma 2.3. If p(t) and p′(t) are as in Lemma 2.1 and βs = (us + xs)/2 for s =
1, . . . , n− 1, then
|βs − uk| ∼
{ |xs+1 − uk| if k < s,
|xs − uk| if k  s.
Proof. Case 1: k < s. Fix 1 k < s  n− 1. Then uk < xs < βs , so that
|βs − uk| = βs − uk = (βs − xs)+ (xs − uk)= (us − xs)/2+ (xs − uk)
∼ (us − xs)+ (xs − uk),
which by Lemma 2.1 is equivalent to
(xs+1 − xs)+ (xs − uk)= xs+1 − uk = |xs+1 − uk|.
Case 2: k  s. Fix 1 s  k  n− 1. Then βs < us  uk , so that
|βs − uk| = uk − βs = (uk − us)+ (us − βs)= (uk − us)+ (us − xs)/2
∼ (uk − us)+ (us − xs)= uk − xs = |xs − uk|. ✷
Proof of Theorem 1.1. The case n= 1 is trivial.
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For 1  s  n − j − 1 define as = (xs + us)/2 and bs = (xs+1 + us)/2. With αs =
(us−1 + xs)/2 and βs = (us + xs)/2 as defined above, notice that as = βs and bs = αs+1.
Furthermore, if we let α1 =−∞ and βn−j =∞, then
as < us < bs for 1 s  n− j − 1 and αs < xs < βs for 1 s  n− j.
Define Is = (as, bs] ∩ [a, b] for 1 s  n− j − 1 and Js = (αs, βs ] ∩ [a, b] for 1 s 
n− j . See Fig. 1 for an illustration of the case a < x1 < xn−j < b.
The intervals {Is} and {Js} constitute a partition of [a, b], so that∣∣∣∣∣
b∫
a
eiλp(t) dt
∣∣∣∣∣
n−j−1∑
s=1
∣∣∣∣∣
∫
Is
eiλp(t) dt
∣∣∣∣∣+
n−j∑
s=1
∣∣∣∣∣
∫
Is
eiλp(t) dt
∣∣∣∣∣.
We now derive some estimates that will be useful for applying Van der Corput’s
lemma. Note that |p(j)| has no local minimum on [as, bs], since the only critical point
on p(j) on this interval is at us , which is a local maximum for |p(j)|. Hence on Is ,
|p(j)(t)|min(|p(j)(as)|, |p(j)(bs)|).
Also since |p(j+1)| has no critical points on (−∞, u1) ⊃ (α1, β1), it must be strictly
decreasing so that |p(j+1)(t)| |p(j+1)(β1)| on J1. Similarly |p(j+1)| is strictly increasing
on Jn−j so that |p(j+1)(t)| |p(j+1)(αn−j )| on Jn−j . Note also that for 2 s  n−j −1,
|p(j+1)| has no local minimum on [αs,βs ], since the only possible critical point of p(j+1)
on this interval would be the root of p(j+2) between us−1 and us . This critical point
is a local maximum for |p(j+1)|. Hence on Js for 2  s  n − j − 1, |p(j+1)(t)| 
min(|p(j+1)(αs)|, |p(j+1)(βs)|).
By Van der Corput’s lemma [3, p. 332],∣∣∣∣∣
∫
Js
eiλp(t) dt
∣∣∣∣∣ C|λp(j+1)(αs)|1/(j+1) +
C
|λp(j+1)(βs)|1/(j+1)
for 2 s  n− j − 1. So,
∣∣p(j+1)(αs)∣∣∼ n−j−1∏
k=1
|αs − uk| =
s−1∏
k=1
|αs − uk|
n−j−1∏
k=s
|αs − uk|,
which, by Lemma 2.2, is equivalent to
s−1∏
|xs − uk|
n−j−1∏
|xs−1 − uk| =K(s).k=1 k=s
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∣∣p(j+1)(βs)∣∣∼ n−j−1∏
k=1
|βs − uk| =
s−1∏
k=1
|βs − uk|
n−j−1∏
k=s
|βs − uk|,
which, by Lemma 2.3, is equivalent to
s−1∏
k=1
|xs+1 − uk|
n−j−1∏
k=s
|xs − uk| =
(
s−1∏
k=1
|xs+1 − uk|
)
|xs − us |
n−j−1∏
k=s+1
|xs − uk|.
By Lemma 2.1, the above is equivalent to(
s−1∏
k=1
|xs+1 − uk|
)
|xs+1 − us |
n−j−1∏
k=s+1
|xs − uk| =K(s + 1).
By Van der Corput’s lemma,∣∣∣∣∣
∫
J1
eiλp(t) dt
∣∣∣∣∣ C|λp(j+1)(β1)|1/(j+1) .
Similarly,
∣∣p(j+1)(β1)∣∣∼ n−j−1∏
k=1
|β1 − uk|,
which, by Lemma 2.3, is equivalent to
n−j−1∏
k=1
|x1 − uk| =K(1).
Recall x0 = x1 in the definition of K(1). Also,∣∣∣∣∣
∫
Jn−j
eiλp(t) dt
∣∣∣∣∣ C|λp(j+1)(αn−j )|1/(j+1) .
We have that
∣∣p(j+1)(αn−j )∣∣∼ n−j−1∏
k=1
|αn−j − uk|,
which, by Lemma 2.2, is equivalent to
n−j−1∏
k=1
|xn−j − uk| =K(n− j).
This finishes the estimates on | ∫
Js
eiλp(t) dt|. So we have, for s = 1, . . . , n− j − 1, that∣∣∣∣∣
∫
eiλp(t) dt
∣∣∣∣∣ Cn|λ|−1/(j+1)[K(s)−1/(j+1)+K(s + 1)−1/(j+1)] (2.2)
Js
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∫
Jn−j
eiλp(t) dt
∣∣∣∣∣ Cn[|λ|K(n− j)]−1/(j+1). (2.3)
Before considering∣∣∣∣∣
∫
Is
eiλp(t) dt
∣∣∣∣∣ for 1 s  n− j − 1,
we obtain the following lemma.
Lemma 2.4. If p(t) and p′(t) are as in Lemma 2.1 and as = (xs + us)/2 and bs =
(xs+1 + us)/2 for 1 s  n− 1, then
|as − xk| ∼ |bs − xk| ∼
{ |xs+1 − uk| if k  s,
|xs − uk−1| if k > s.
Proof. Case 1: k  s. Note that as > xs  xk . Thus
|as − xk| = as − xk = (as − xs)+ (xs − xk)= 12 (us − xs)+ (xs − xk).
By Lemma 2.1 this expression is equivalent to
(xs+1 − xs)+ (xs − xk)= xs+1 − xk = (xs+1 − xk+1)+ (xk+1 − xk).
Again by Lemma 2.1 this is equivalent to
(xs+1 − xk+1)+ (xk+1 − uk)= |xs+1 − uk|.
Case 2: k > s. If k > s, then as < us < xs+1 < xk < uk so that
|as − xk| = xk − as = (xk − us)+ (us − as)= (xk − us)+ 12 (us − xs).
This is equivalent to
(xk − us)+ (us − xs)= xk − xs = (xk − xk−1)+ (xk−1 − xs),
which is equivalent to
(uk−1 − xk−1)+ (xk−1 − xs)= |xs − uk−1|.
Case 1(b): k  s. By similar reasoning bs > us > xs  xk . Thus
|bs − xk| = bs − xk = (bs − us)+ (us − xk)= 12 (xs+1 − us)+ (us − xk).
This expression is equivalent to
(xs+1 − us)+ (us − xk)= xs+1 − xk = (xs+1 − xk+1)+ (xk+1 − xk).
By Lemma 2.1 this is equivalent to
(xs+1 − xk+1)+ (xk+1 − uk)= |xs+1 − uk|.
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|bs − xk| = xk − bs = (xk − xs+1)+ (xs+1 − bs)= (xk − xs+1)+ 12 (xs+1 − us).
By Lemma 2.1 this is equivalent to
(xk − xs+1)+ (xs+1 − xs)= xk − xs = (xk − xk−1)+ (xk−1 − xs),
which is equivalent to
(uk−1 − xk−1)+ (xk−1 − xs)= |xs − uk−1|. ✷
Now consider | ∫
Is
eiλp(t) dt| for 1 s  n− j − 1.
Case 1. Assume |Is |> (|λ|K(s + 1))−1/(j+1). It follows from Van der Corput’s lemma
that ∣∣∣∣∣
∫
Is
eiλp(t) dt
∣∣∣∣∣ C|λp(j)(as)|1/j +
C
|λp(j)(bs)|1/j .
(Observe that in the case j = 1, one may consider separately the integrals over I+s =
Is ∩ [as, us) and I−s = Is ∩ [us, bs), since p′ is monotone on each of these intervals.)
Note that
∣∣p(j)(as)∣∣∼ n−j∏
k=1
|as − xk| =
s∏
k=1
|as − xk|
n−j∏
k=s+1
|as − xk|
which, by Lemma 2.4, is equivalent to
s∏
k=1
|xs+1 − uk|
n−j∏
k=s+1
|xs − uk−1|.
This expression can be rewritten as(
s∏
k=1
|xs+1 − uk|
)
|xs − us |
n−j−1∏
k=s+1
|xs − uk| =K(s + 1)|xs − us |.
Recall that |xs − us | = 2|as − us | and |xs+1 − us | = 2|bs − us |. Since |bs − as | =
bs − as = (bs − us)+ (us − as)∼ (xs+1 − us)+ (xs − us)= xs+1 − xs and |xs+1 − xs | ∼
|xs − us |, we have that
|xs − us | ∼ |bs − as | |Is |.
By Case 1 hypothesis |Is |> (|λ|K(s + 1))−1/(j+1). So
|xs − us | C
(|λ|K(s + 1))−1/(j+1).
Hence
K(s + 1)|xs − us | C
(
K(s + 1))j/(j+1)|λ|−1/(j+1).
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Similarly,
∣∣p(j)(bs)∣∣∼ n−j∏
k=1
|bs − xk| =
s∏
k=1
|bs − xk|
n−j∏
k=s+1
|bs − xk|,
which, by Lemma 2.4, is equivalent to
s∏
k=1
|xs+1 − uk|
n−j∏
k=s+1
|xs − uk−1|.
This is greater than or equal to C(K(s + 1))j/(j+1)|λ|−1/(j+1) as before.
Case 2. Assume |Is | (|λ|K(s + 1))−1/(j+1). Thus∣∣∣∣∣
∫
Is
eiλp(t) dt
∣∣∣∣∣ |Is | (|λ|K(s + 1))−1/(j+1).
Hence∣∣∣∣∣
∫
Is
eiλp(t) dt
∣∣∣∣∣ Cn[|λ|K(s + 1)]−1/(j+1) for all s = 1, . . . , n− j − 1. (2.4)
The estimates (2.2), (2.3), and (2.4) give the desired result. ✷
3. Proof of Theorem 1.2
Theorem 1.2 generalizes Theorem 1.1 to the case when the phase is allowed to have
repeated real roots in some derivative. Its proof proceeds by induction on the maximum
number of repeated roots.
Lemma 3.1. Suppose
p(t)=A
N∏
k=1
(t − yk)mk
is a real polynomial where yk < yk+1 and m1 + · · · +mN = n. Let
p′(t)=A1(t − y1)m1−1(t − ξ1)(t − y2)m2−1 . . . (t − ξN−1)(t − yN)mN−1
with yk < ξk < yk+1. Then
|ys − ξs | ∼ |ys+1 − ξs | ∼ |ys − ys+1| for 1 s N − 1.
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p′(t)
p(t)
=
N∑
k=1
mk
(t − yk) .
Thus for a fixed s, 1 s N − 1,
0 = p
′(ξs)
p(ξs)
=
N∑
k=1
mk
(ξs − yk) .
Therefore
0 =
s∑
k=1
mk
(ξs − yk) +
N∑
k=s+1
mk
(ξs − yk)
so that
N∑
k=s+1
mk
(yk − ξs) =
s∑
k=1
mk
(ξs − yk) . (3.1)
By (3.1) it is seen that
ms+1
(ys+1 − ξs) 
n
(ξs − ys) .
Hence (ξs − ys) C(ys+1 − ξs). Also by (3.1) it is seen that
n
(ys+1 − ξs) 
ms
(ξs − ys) .
Hence (ξs − ys) C(ys+1 − ξs).
Note also that
|ys+1 − ys | = (ys+1 − ξs)+ (ξs − ys)∼ (ys+1 − ξs)+ (ys+1 − ξs)= 2(ys+1 − ξs).
Therefore |ys+1 − ys | ∼ |ys+1 − ξs | ∼ |ys − ξs |. ✷
Lemma 3.2. Let
p(t)=A
N∏
k=1
(t − yk)mk =A
n∏
k=1
(t − xk),
where m1 + · · · +mN = n, yk < yk+1, and xk  xk+1. Let
p′(t)=A1
n−1∏
k=1
(t −wk) with wk wk+1.
Also let M = max1iN {mi} and
p(M)(t)=AM
n−M∏
(t − uk) with u1 < · · ·< un−M.
k=1
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|xs+1 − uk| ∼ |ws − uk|
for all M  s  n− 1 and 1 k  s −M + 1.
Proof. We express the derivatives of p in the following way:
p(j)(t)=Aj
n−j∏
k=1
(t −w(j,k)) with w(j,k) w(j,k+1),
where 0  j M , A = A0, w(0,k) = xk , w(1,k) = wk , and w(M,k) = uk . The following
proposition is an easy consequence of Rolle’s theorem:
Proposition 3.1. With p(j) as above and with 1 j M , it follows that
w(j−1,k) w(j,k) w(j−1,k+1) for 1 k  n− j.
For the moment fix s, M + 1 s  n− 1. From Proposition 3.1 the following string of
inequalities is obtained:
us−M =w(M,s−M) w(M−1,s−M+1) w(M−2,s−M+2)  · · ·w(1,s−1)
=ws−1  xs ws. (3.2)
From (3.2) and the fact that uk  us−M for all 1  k  s −M , it is seen that uk  xs 
ws  xs+1 for all 1 k  s −M . Thus
|xs+1 − uk| = (xs+1 − xs)+ (xs − uk),
which, by Lemma 3.1, is equivalent to
(ws − xs)+ (xs − uk)= |ws − uk|.
Thus
|xs+1 − uk| ∼ |ws − uk|
for all M + 1 s  n− 1 and 1 k  s −M .
It must now be shown that for M  s  n− 1
|xs+1 − us−M+1| ∼ |ws − us−M+1|.
From Proposition 3.1 it can also be seen that
w(M−1,s−M+1)  us−M+1 w(M−1,s−M+2)  · · ·w(1,s) =ws  xs+1. (3.3)
This implies that
w(M−1,s−M+1) ws  xs+1 and w(M−1,s−M+2) ws  xs+1.
By Lemma 2.1 applied to p(M−1) it is seen that
|us−M+1 −w(M−1,s−M+1)| ∼ |us−M+1 −w(M−1,s−M+2)|
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|us−M+1 −w(M−1,s−M+2)| ∼ |w(M−1,s−M+1)−w(M−1,s−M+2)|.
Therefore
|ws −w(M−1,s−M+1)| =ws −w(M−1,s−M+1)
= (ws −w(M−1,s−M+2))+ (w(M−1,s−M+2) −w(M−1,s−M+1))
∼ (ws −w(M−1,s−M+2))+ (w(M−1,s−M+2) − us−M+1)= |ws − us−M+1|.
That is,
|ws −w(M−1,s−M+1)| ∼ |ws − us−M+1|. (3.4)
Also,
|xs+1 −w(M−1,s−M+1)| = xs+1 −w(M−1,s−M+1)
= (xs+1 −w(M−1,s−M+2))+ (w(M−1,s−M+2)−w(M−1,s−M+1))
∼ (xs+1 −w(M−1,s−M+2))+ (w(M−1,s−M+2)− us−M+1)= |xs+1 − us−M+1|.
That is,
|xs+1 −w(M−1,s−M+1)| ∼ |xs+1 − us−M+1|. (3.5)
Recall from (3.2) that xs w(M−1,s−M+1). Thus
|xs+1 −w(M−1,s−M+1)|
= xs+1 −w(M−1,s−M+1) = (xs+1 − xs)+ (xs −w(M−1,s−M+1))
∼ (ws − xs)+ (xs −w(M−1,s−M+1))= |ws −w(M−1,s−M+1)|.
That is,
|xs+1 −w(M−1,s−M+1)| ∼ |ws −w(M−1,s−M+1)|. (3.6)
Hence, by (3.4), (3.5), and (3.6), it is established that
|xs+1 − us−M+1| ∼ |ws − us−M+1|. ✷
Lemma 3.3. Under the same hypotheses as Lemma 3.2,
|ws−M − uk| ∼ |xs−M − uk| for M  s  n− 1 and s −M + 1 k  n−M.
(Note: Define w0 =w1 and x0 = x1.)
Proof. Recall that w(j−1,k)  w(j,k)  w(j−1,k+1) and w(0,k) = xk , w(1,k) = wk , and
w(M,k) = uk . For the moment fix s, M + 1 s  n− 1 and let s −M + 1 k  n−M .
The following string of inequalities is thus obtained:
uk =w(M,k) w(M−1,k) w(M−2,k)  · · ·w(1,k)
=wk  xk  xs−M+1 ws−M  xs−M.
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|ws−M − uk| = uk −ws−M = (uk − xs−M+1)+ (xs−M+1 −ws−M),
which, by Lemma 3.1, is equivalent to
(uk − xs−M+1)+ (xs−M+1 − xs−M)= uk − xs−M = |xs−M − uk|.
So
|ws−M − uk| ∼ |xs−M − uk| for M + 1 s  n− 1
and
s −M + 1 k  n−M.
If s = M it must be shown that |w1 − uk| ∼ |x1 − uk| for 1  k  n −M . By taking
s =M + 1 it is seen that |w1 − uk| ∼ |x1 − uk| for 2  k  n−M . What remains to be
shown is that |w1−u1| ∼ |x1−u1|. Note that if m1  2 then x1 =w1 and the result follows
immediately.
Assume that m1 = 1. Then, by Rolle’s theorem and Lemma 3.1,
x1 <w1 < x2 and |x1 −w1| ∼ |x2 −w1| ∼ |x2 − x1|. (3.7)
From Rolle’s theorem or Proposition 3.1, we also obtain two other strings of inequalities:
x1 <w1 =w(1,1) w(2,1)  · · ·w(M−1,1) w(M,1) = u1 w(M−1,2), (3.8)
x2 w2 =w(1,2) w(2,2)  · · ·w(M−1,2). (3.9)
By Lemma 2.1 applied to p(M−1) we have
|w(M−1,1) − u1| ∼ |w(M−1,2) − u1| ∼ |w(M−1,2) −w(M−1,1)|. (3.10)
Thus, by (3.8),
|u1 −w1| = u1 −w1 = (u1 −w(M−1,1))+ (w(M−1,1) −w1),
which, by (3.10), is equivalent to
(w(M−1,2) −w(M−1,1))+ (w(M−1,1) −w1)=w(M−1,2) −w1.
From (3.7) and (3.9) it follows that this expression can be rewritten as
(w(M−1,2) − x2)+ (x2 −w1),
which, by (3.7), is equivalent to
(w(M−1,2) − x2)+ (x2 − x1)= |w(M−1,2)− x1|.
Hence
|u1 −w1| ∼ |w(M−1,2) − x1|. (3.11)
Also, by (3.8),
|w(M−1,2) − x1| =w(M−1,2) − x1 = (w(M−1,2) −w(M−1,1))+ (w(M−1,1) − x1),
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(u1 −w(M−1,1))+ (w(M−1,1) − x1)= u1 − x1 = |u1 − x1|.
That is,
|w(M−1,2) − x1| ∼ |u1 − x1|. (3.12)
From (3.11) and (3.12) we see that
|u1 − x1| ∼ |u1 −w1|. ✷
Proof of Theorem 1.2. The case n= 1 is trivial. The proof proceeds by induction on M .
If M = 1, then the theorem is just a restatement of Theorem 1.1. Thus, assume that the
above result holds when max1kN {mk} = L and assume also that max1kN {mk} =
L+ 1.
Let
p(j+1)(t)=Aj+1
N ′∏
k=1
(t − vk)ak =Aj+1
n−j−1∏
k=1
(t −wk),
where vk < vk+1 and wk wk+1.
The degree of p(j+1) is n− j − 1,
max
1kN ′
{ak} = max
1kN
{mk − 1} = L,
and
p(j+L+1)(t)=Aj+L+1
n−j−L−1∏
k=1
(t − uk),
where u1 < · · ·< un−j−L−1.
Applying the inductive hypothesis to p(j+1) one obtains∣∣∣∣∣
b∫
a
eiλp(t) dt
∣∣∣∣∣ Cn|λ|−1/(j+1+L)
n−j−1∑
s=L
[
K(s)
]−1/(j+1+L)
,
where
K(s)=
s−L∏
k=1
|ws − uk|
n−j−1−L∏
k=s−L+1
|ws−L − uk|.
Recall that w0 =w1.
We will now show that K(s)∼K ′(s + 1), where
K ′(s)=
s−L−1∏
k=1
|xs − uk|
n−j−L−1∏
k=s−L
|xs−L−1 − uk|.
Note that if this is established then
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s=L
[
K(s)
]−1/(j+1+L) ∼ n−j−1∑
s=L
[
K ′(s + 1)]−1/(j+1+L)
=
n−j∑
s=L+1
[
K ′(s)
]−1/(j+1+L)
.
Hence∣∣∣∣∣
b∫
a
eiλp(t) dt
∣∣∣∣∣ C|λ|−1/(j+L+1)
n−j∑
s=L+1
[
K ′(s)
]−1/(j+1+L)
and thus the result follows by induction on M .
To establish that K(s)∼K ′(s + 1) it is enough to show that
|ws − uk| ∼ |xs+1 − uk| for L+ 1 s  n− j − 1 and 1 k  s −L (3.13)
and
|ws−L − uk| ∼ |xs−L − uk| for L s  n− j − 2 and
s −L+ 1 k  n− j −L− 1. (3.14)
Apply Lemma 3.3 to p(j) which has degree n− j and maximum multiplicity L+ 1. Thus
|ws−L−1 − uk| ∼ |xs−L−1 − uk|
for L+ 1 s  n− j − 1 and s −L k  n− j −L− 1. Reindexing (let s = s + 1) we
get (3.14). Similarly Lemma 3.2 applied directly to p(j) establishes (3.13). ✷
4. Sharpness
Consider
1∫
−1
eiλt
3
dt.
It is a consequence of Proposition 3 [3, p. 334] and a partition of unity argument that there
exists some constant C such that
1∫
−1
eiλt
3
dt = Cλ−1/3 +O(λ−2/3) as λ→∞.
So a decay rate of λ−1/3, as λ→∞, is the best possible decay rate for the phase p(t)= t3.
Now consider
1∫
−1
eiλpδ(t) dt,
where pδ is defined by p′ (t)= t (t − δ) and pδ(0)= 0. Think of δ as “small.”δ
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1∫
−1
eiλpδ(t) dt = Cδλ−1/2 +O(λ−1) as λ→∞. (4.1)
Note that, as δ→ 0, pδ(t)→ p(t)= t3. Hence Cδ must grow to ∞ as δ→ 0, since λ−1/3
is the best possible decay rate for a phase of t3. This leads to the question of how Cδ
behaves as δ→ 0. That is the point addressed in Theorems 1.1 and 1.2 of this paper. For
the above example let
C(δ)= lim sup
λ→∞
λ1/2
∣∣∣∣∣
1∫
−1
eiλpδ(t) dt
∣∣∣∣∣.
In the argument for (4.1) it can be shown that C(δ)= Cδ−1/2 and Theorem 1.1 shows that
C(δ) is bounded by a multiple of δ−1/2 as δ→ 0. That is,
lim sup
δ→0
δ1/2C(δ) C
for some real constant C.
More generally, let p(0)= 0 and
p′(t)=A1
N∏
k=0
(t − ykδ)mk for mk  1.
Also let the degree of p′ be n− 1=∑Nk=0 mk . Let M = max1kN {mk}. Consider
I (λ)=
B∫
A
eiλp(t) dt.
For any fixed δ, it is easy to see that
lim sup
λ→∞
|λ|1/(M+1)∣∣I (λ)∣∣= C(δ) <∞.
As δ decreases to 0, the roots of p′ all approach 0, forcing p′ to become more singular.
Hence we expect C(δ)→∞ as δ→ 0. As one measure of the sharpness of Theorem 1.2,
we show that it gives the optimal C(δ) in this situation.
Theorem 1.2 states that∣∣∣∣∣
B∫
A
eiλp(t) dt
∣∣∣∣∣ Cn|λ|−1/(1+M)
n−1∑
s=M
[
K(s)
]−1/(1+M)
,
where
K(s)=
s−M∏
|xs − uk|
n−1−M∏
|xs−M − uk|,
k=1 k=s−M+1
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n−1−M∏
k=1
(t − uk) with u1 < · · ·< un−1−M,
and
p′(t)=A1
n−1∏
k=1
(t − xk) with xk  xk+1.
It can be shown that each term in the product K(s) is equivalent to δ. Hence Theorem 1.2
states that∣∣I (λ)∣∣Cn|λ|−1/(1+M)δ−(n−M−1)/(M+1).
Using a partition of unity argument, Proposition 1, the corollary to Proposition 2, and
Proposition 3 of [3, pp. 331–334], one may check that if M = mJ , then there exist A
and B with A< y0δ < · · ·< yNδ < B such that, as λ→∞,∣∣I (λ)∣∣= a0|λ| −1(1+M) δ −(n−M−1)(M+1) +O(|λ| −2(1+M) δ −(2n−M−1)(M+1) )
+
∑
k =J
O
(|λ| −1(1+mk) δ −(n−mk−1)(mk+1) ).
Thus
lim sup
λ→∞
|λ|1/(M+1)∣∣I (λ)∣∣= Cδ −(n−M−1)(M+1) .
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