This paper is devoted to the simulation of acoustic, electromagnetic and elastodynamic wave propagation problems in a unified manner. We focus on the finite integration technique for the spatial discretization of the first-order wave equation systems using lowest order elements. A universal framework of staggered grids is set up in which the application of the finite integration technique for acoustics, electromagnetics and elastodynamics can be combined. This framework offers opportunities to get generic and more efficient implementations. The mimetic properties of the discretization technique are outlined. For the time integration, the use of a class of higher order time integrators with close resemblance to the classical leapfrog method is discussed. It is shown that for the considered wave propagation problems higher order time integrators compare favourably to the classical second leapfrog order scheme, even in combination with a low order spatial discretization.
Introduction
Wave propagation phenomena are typically described by hyperbolic partial differential equations (PDEs). To solve such PDEs, one usually has to resort to numerical methods. The finite difference time domain (FDTD) method [22, 29] , the finite element method (FEM) [2] , the finite integration technique (FIT) [27] and the discontinuous Galerkin method (DG) [14] are well known spatial discretization methods. Recently, several of these methods, e.g., the electromagnetic FIT [27] or Whitney element methods [2] , have been recognized as mimetic discretizations. Mimetic methods organize the spatial discretization to mimic the continuous problem as well as possible such that canonical properties of the continuous problem are transferred to the discrete problem. For time integration, a multitude of time integration schemes exists [11] . For solving wave equations, a second order leapfrog-like method is typically used [1, 19, 22] .
In this paper, we consider numerical methods to solve the acoustic, electromagnetic and elastodynamic wave equations. For this, we opt for the finite integration technique in the spatial domain. This technique is equipped with a concise notation [28] , is related to differential form theory [4] , and has been implemented for the electromagnetic case as a mimetic discretization [6] . Its equivalence with FDTD for the electromagnetic wave equation is described in e.g., [4, 28] . We will apply FIT to the acoustic, electromagnetic or elastodynamic wave equation reformulated as a system of first order PDEs, and refer to the corresponding methods as AFIT [19] , EMFIT [27] or EFIT [9] respectively. In the following equations, we denote the spatial and temporal coordinates with x = (x 1 , x 2 , x 3 ) and t respectively. We mention that the number of lines under a symbol indicates the order of the tensor field.
The first considered model is the acoustic wave propagation problem, described by the system
It couples the pressure p(x, t) [Pa] and the velocity v(x, t) [m/s], using the bulk modulus K(x, t) [Pa] and the mass density ρ(x, t) [kg/m 3 ]. In this paper the dot above a symbol indicates the time derivative. An applied volume force density f(x, t) [N/m 3 ] may be included in the model. The second system concerns the electromagnetic wave propagation problem, which can be described by the system
It couples the electric and magnetic field strength E(x, In this paper we will highlight the resemblance between the FIT and the FDTD approaches, and show that both methods result in mimetic discretization, which allows a unified numerical analysis. A concise notation for staggered grids is essential, which we introduce in this paper. Next, we show that all three considered wave propagation problems fit the same semi-discrete formulation using either FIT or FDTD. This is advantageous for designing multi-physics coupled solvers as needed for e.g., non-destructive testing (NDT) applications. Finally, we show that higher order time integration methods are more efficient to obtain a pre-set accuracy level than the classical leapfrog method under certain conditions.
The remainder of the paper is structured as follows. The concise notation for a generic set of staggered grids is introduced in Section 2. FDTD and FIT methods for acoustic, electromagnetic and elastodynamic wave propagation are discussed in Section 3, and lead to a generic semi-discrete equation. In Section 4, a class of higher order time integration methods is suggested to solve the semi-discrete equation. Extensive numerical results are presented in Section 5, followed by a discussion in Section 6. In particular, the accuracy order and the complexity of the suggested higher order methods are compared to the leapfrog scheme and to the fourth order Runge-Kutta method. Conclusions of the study are summarized in Section 7.
Unified framework for staggered grids
Historically, the electromagnetic wave equation (2) was the first of the three considered problems to be solved with FIT. From the start of EMFIT, staggered grids were used to allocate degrees of freedom (dofs) on edges and facets of the mesh [27] . This allocation is used to guarantee that the continuity characteristics of the discrete fields mimic those of the continuous fields. E.g., the electric field E has tangential continuity on material interfaces, which can easily be realized by allocating the electric field dofs on edges. As a second and more general example, we note that the normal components of fields representing fluxes are continuous, which is realized by allocating the dofs representing these fields on facets. In a later stage FIT was also applied to the problems (1) and (3) [1, 19] . Here a different strategy was employed: staggered grids were used to allocate dofs on shifted nodes. This resulted in the same spatial discretization as with FDTD methods. Both approaches, allocation of dofs on edges, facets, and volumes versus on shifted nodes, are valuable as will be argued in the current and the following sections. In this paper, we will generalize the above two staggered grid approaches, and show that they can both be used on all three problems. For this, we construct eight staggered grids, starting from a structured mesh. We use tensor-product grids for which there is a one-to-one relation between the nodal coordinates and a grid index (i x , i y , i z ), with i j = 1, . . . , I j and I j the number of nodes in j-direction (j = x, y, z) or a canonical index i = 1 . . . N := I x I y I z , which runs over all nodes in the mesh. We restrict ourselves to equidistant Cartesian grids, which allow a more intuitive introduction of the concise notation. Generalization to non-equidistant grids is in principle straightforward, as shown in [1] .
Concise notation for staggered grids
First consider the primary grid G, consisting of primary nodes n i , primary edges e and primary volumes v i (Fig. 1a) . The upper index j indicates the direction of the edges and facets, i.e., the axis parallel to an edge or the axis parallel to the normal vector on a facet. Seven additional grids, staggered with respect to each other, are constructed by shifting the primary grid by half a cell width in one, two or three directions. The uni-axially shifted grids and their corresponding nodes, edges, facets and volumes are denoted by ∼ G j , ∼ n Table 1 summarizes the relations between the mesh elements, i.e., nodes, edges, facets and volumes, that were just introduced. The first row displays all nodes of the different staggered grids: the primary node n ix,iy,iz , the three uni-axially shifted nodes, the three bi-axially shifted nodes an the tri-axially shifted node. Rows two, three and four hold the x-, y-and z-edges respectively. Rows four, five and six hold the z-, yand x-facets. In the bottom row all volumes are listed. The organization of the table entries is such that all elements of one column are co-located i.e, the centre of all these elements coincide. The diagonal holds the mesh elements of the primary grid. The anti-diagonal holds all mesh elements of the dual grid. The mesh elements that should be in the blank cells are not named, since they are not required for this paper.
Application of the finite integration technique
The continuous problems are discretized in space by applying the integral formulations of the equations in systems (1), (2) and (3) on appropriate mesh elements, in particular facets and volumes, of the computational domain. E.g., the second equation of (2) is typically integrated over primary facets, while the second equation of (3) is integrated over uni-axially shifted cells. The choice of which mesh elements are used for which fields, is guided by the requirement that the discrete fields should have the same continuity properties as the continuous fields. The subsequent expansion of the resulting integrals, by using additivity of integration boundaries, leads to central difference stencils. This procedure localizes the components of the unknown fields at certain positions in a cell. The unique stencils for the different problems, as summarized by Marklein in [19] , are shown in Figure 2 . Despite the uniqueness of these stencils, there is still a choice at which mesh elements the dofs should be allocated, as will be discussed in Section 3.2. The different components of the tensor fields are not co-located, i.e., they are represented at different mesh elements. As a consequence, material parameters need to be available at different mesh elements. This will result in non-co-location of material information, which will be discussed in Section 3.4. The scheme with non-co-located tensor components guarantees appropriate interface conditions at material jumps by construction.
Semi-discrete problem
The use of FIT to derive the semi-discrete formulation of the acoustic, electromagnetic and elastodynamic problem, leads to a matrix equation of the form
with u and v vectors containing the dofs. The matrices M u and M v are discrete Hodge operators, i.e., the discrete counterparts of the material relations. The matrices K and K T are discrete topological operators (gradient, divergence, vector gradient, vector divergence, curl). Vector j contains the discrete source field. The discretization by FIT for all three problems has been described in detail in [1, 19, 27] . Table 1 : Overview of the relation between the nodes, edges, facets and volumes of the primary, uni-, bi-and tri-axially shifted grids, as introduced in Section 2. We use the underlined indices i x = i x − 1, i y = i y − 1 and i z = i z − 1, for a more compact notation.
In the following subsections, we introduce a general description of how the dofs in system (4) are defined and how the matrices are constructed. We provide and substantiate the necessary properties to justify the name "mimetic allocation". First the discrete topological operators need to preserve the properties of their continuous counterparts exactly. Secondly, every continuous integral relation requires an exact discrete counterpart. Finally, the existence of a conservation law must imply stability of the discretization.
The generic description that we introduce here, shows that the difference between the considered allocations, and hence between FIT and FDTD, is a matter of where the metric information of the problem, i.e., edge widths, facet surfaces and cell volumes, enters system 4. Hence both methods are mimetic discretization methods when applied to the considered problem. This shared classification allows a unified numerical analysis.
Topological operators
The matrices K and K T are discrete counterparts of topological operators. Every row of K and K T contains a few 1 and −1 elements as a result of difference stencils. Details about the construction of these matrices are given in [21] , and will not be repeated here. We do however note that, in total, there are ten topological matrices, since all five operators have both a primary and a dual discrete counterpart. As shown in [2, 16, 17, 19] , these discrete operators have the same properties as their continuous equivalents, which is the first requirement for mimetic discretizations. Depending on the allocation of the dofs, the pure topological matrices may have to be multiplied by a diagonal matrix containing sizes of certain mesh elements, as is done in [1, 19] .
Degrees of freedom
Dofs can be associated with the nodes of the set of staggered grids (nodal allocation) or with other mesh elements of the set of staggered grids (mimetic allocation). Nodal allocation is common for acoustic and elastodynamic wave propagation whereas mimetic allocation is typical for electromagnetic problems. As a key point in this paper, we show in Table 2 that both allocation choices are applicable to all three problems in a unified way and we indicate the equivalence of both.
The mimetic allocation defines the dofs on mesh elements according to the theory of differential forms [23, 24] . This choice results in a discrete equivalent of the integral theorems of vector calculus (Green, Gauss, Stokes), which corresponds to the second requirement of mimetic discretizations [2, 16] . The use of Table 2 : Tables (a) , (b) and (c) act as masks for Table 1 and indicate the nodal allocations (black) and mimetic allocations (grey) (see Section 3.2) for AFIT, EMFIT and EFIT respectively. For EMFIT (b), two mimetic allocations are indicated, depending on the chosen tensor fields to describe the problem: the electric field strength E and the magnetic field strength H (dark grey) or the electric displacement D and the magnetic induction B (light grey).
non-nodal dofs results in pure topological operators, i.e., sparse matrices with only elements from the set {−1, 0, 1} in a very structured way, which leads to a more efficient implementation. The nodal allocation approach, most frequently used in acoustics and elastodynamics [1, 19] , complies with the traditional FDTD discretizations, but results in more complex topological operators. Mimetic dofs allocated at mesh elements, are transferred into nodal dofs by division by the corresponding mesh elements' sizes. As a consequence, the systems resulting from nodal discretizations as e.g., FDTD, only differ from those related to the corresponding mimetic discretization by a shift of metric information from the Hodge operators M u and M v and the topological operators K and K T to the dofs u and v.
Hodge operators
The discrete Hodge operators M u and M v have been studied thoroughly in the electromagnetic case [3, 15] . Rather than describing these matrices for the three problems and for both allocations one by one, we introduce a more unified approach. Consider a material equation f(x) = αg(x) with nth order tensor fields f(x), g(x) and a tensorial material parameter α of appropriate order. We denote the dofs of f(x) and g(x) by a and b respectively. They are allocated on mesh elements with the same centre node. The discretization of the material equation at a centre node i is then of the form
The operator E(a) indicates the size of the mesh element at which dof a is allocated. The definition and allocation of the material parameters α i will be discussed in Section 3.4. As an example we consider the electromagnetic material relation
where B [T] is the magnetic induction. Note that the dofs b of B are allocated on primary facets and the dofs h of H on dual edges. These allocations are indicated in columns five, six and seven of Table 2b . For this case, relation (5) becomes
where A i is the surface of the primary facet at which b i is allocated and l i is the length of the corresponding dual edge at which h i is allocated. Note that this material relation is expressed at bi-axially shifted nodes because those coincide with the component locations of both B and H. Note also that the inverse of these operators can easily be obtained for models with isotropic material distributions. This will be useful, for example, in combination with explicit time integration schemes.
Allocation of the material parameters
There are several possibilities for the allocation of the material parameters. In this paper we opt for the most commonly used technique. This approach uses a conformal material grid as primary grid, i.e., every primary cell is homogeneously filled with material. The material information of each cell is represented by one tensorial material parameter, which is allocated at the centre of the primary cell i.e., the dual nodes. This also implies that material jumps must be located at primary facets. Since the dofs are allocated at shifted nodes, the material parameters have to be averaged out to the shifted nodes at which the dofs are allocated. In this paper we will use the shifted volumes for the averaging process. It is however possible to choose other grids e.g., rotated grids [20] .
Let V be the dual cell of the node N i.e., the volume that is mentioned in the same column as N in Table 1 and let v i be the cell of which ∼ ∼ ∼ n i is the centre. Then we obtain the material parameter α N allocated at N from the primary mesh parameters by volumetric averaging, i.e.,
Energy
When studying wave propagation problems, it is essential to monitor the energy properties of the discretized problem. For all three wave propagation problems considered in this paper, the Poynting theorem [18, 19] states that the change in time of the stored energy should equal the energy per unit time entering the model through the boundaries or via the source field. This theorem is an energy conservation law and should hold exactly for the discretized problem as well. It can be shown that the conservation of the discrete energy is a necessary and sufficient condition for stability of the scheme [21] . This is the third and final requirement for a discretization scheme to be considered mimetic. Hence we conclude that all the presented methods are mimetic discretization methods.
Time integration
Apart from the spatial discretization of the continuous problem, the semi-discrete problem has to be discretized and integrated in time. This is realized by applying time stepping schemes. As we proposed a spatial discretization method that can provide the inverse Hodge operators, it makes sense to use an explicit time stepping scheme. It is of course possible to use implicit methods, but these generally do not improve efficiency nor accuracy for wave propagation problems as shown in e.g., [10] . On the other hand implicit methods can be advantageous in certain specific problems e.g., electromagnetic problems with damping as shown in [26] . In the next subsections, we first recall the classical second order leapfrog method, followed by the introduction of a second order composition method. Next, the composition method is generalized to higher order variants [12, pp. 152-158].
Classical leapfrog method
The leapfrog method is by far the most commonly used method to solve wave propagation problems [22] . This method is also known under different names, such as the Yee-scheme [29] or the Störmer-Verlet-scheme [13] . The scheme computes the dofs of the various tensor fields at different time instants; it is conditionally stable and has second order accuracy:
Second order composition method
The second order composition method or CO2 method, see section III.5.4 of [11] , was first used as a time integration method for solving the Maxwell wave equation by Botchev and Verwer in [5, 26] . The main difference with the leapfrog method is that both dofs are available at full time steps, which is advantageous for calculating the discrete energies of the problem. The calculation rule is
Note that one additional equation has to be solved compared to the leapfrog scheme. However, the first equation of system (9) is nearly identical to the last equation of the previous time step. By storing the vector
in a temporary variable in the last stage, and reusing this in the first stage of the next step, the additional computational cost is limited to one vector addition. Remark 4.1. As noted in remark 3.1 in [5] , the CO2 method is equivalent to the leapfrog scheme in some aspects. This can be seen by substituting the last stage of (9) into the first stage. Hence, we will regard both methods as equivalent and use CO2 as the reference method.
Higher order composition methods
The CO2 method can easily be adapted to higher order schemes. In general, the time stepping can be described by s stages as follows.
for k from 1 to s. This is followed by a final step
The intermediate time instants t [11, pp. 152-158] . In this paper we will consider the 4th (CO4) and 6th (CO6) order composition rules.
Models and results
In this section we present simulation results for wave propagation problems in acoustics, electromagnetics and elastodynamics. We do this by considering three academic models, for which an analytical solution is available, and two technically relevant problems. All academic models use an equidistant mesh on a unit cube ([0, 1] 3 [m 3 ]). First we use the models to verify the accuracy order of the presented time integration methods by solving the problem on a certain time interval [0, T ] and refining the time step size, while keeping the mesh fixed. Secondly, we compare the efficiency of the different methods for every model. For the academic models, the analytical solution is used as the reference solution to compute the error. For the technically relevant problems, no analytical solution is known. For the first application, the results of commercial software is used. For the second application, we verify the results of a certain time integrator by using the results of this method computed with a time step size which is smaller than the finest displayed time step, as a reference solution. The discussed time integration methods will be compared to the classical four stage fourth order Runge-Kutta method (RK4).
In the following subsection, we first introduce the three academic models, together with an accuracy and efficiency plot. In Sections 5.4 and 5.5, an electromagnetic and elastodynamic application are introduced.
Acoustic model
For the acoustic model we consider a unit cube of air (K = 101000 Pa, ρ = 1.269 kg/m 3 ) and a volume force density f = f x , f y , f z , with
The analytical solution is
The angular velocities are chosen to be (ω x , ω y , ω z ) = (1, 10, 100) rad/s. The used equidistant mesh with cell width ∆ xyz = 2 −6 m assures at least 1100 cells per wave length. The normal components of the velocity at the boundary of the computational domain are set equal to the normal components of the analytical solution for the velocity. Figures 3a and 3b show the accuracy and efficiency plots for this model.
Electromagnetic model
The electromagnetic model is borrowed from [5] and concerns a forced vibration in a unit cube of vacuum (ε = 8.85 10 −12 F/m, µ = 1.26 10 −6 H/m). The source field is given by:
The analytical solution
H(x, y, z, t) = β(t)H stat (x, y, z),
E stat (x, y, z) = (sin(πy) sin(πz), sin(πx) sin(πz), sin(πx) sin(πy)) , with scalar time-dependent functions
For this model, we choose n = 3 and ω k = 10 12 k rad/s. An equidistant mesh with cell width ∆ xyz = 2 −4 m is used. As boundary conditions, the tangential components of the electric field are set equal to the tangential components of the analytical solution for the electric field. Figures 4a and 4b show the accuracy and efficiency plots for this model. 
Elastodynamic model
The elastodynamic model on a unit cube of aluminium (ρ = 2700 kg/m 3 , Poisson's ratio ν = 0.33, Young's modulus E = 70 [GPa]) with the volume force density field f = f x , f y , f z , with
has the analytical solution
The wave numbers are chosen to be (k x , k y , k z ) = (π, π, π)10 −2 m −1 . The used equidistant mesh with cell width ∆ xyz = 2 −3 m assures at least 800 cells per wave length. As boundary conditions, the shear stresses at the boundaries are set to the values of the analytical solution for the shear stresses. Figures 5a and 5b show the accuracy and efficiency plots for this model. 
Electromagnetic application
In this section the first eigenfrequency of a resonating cavity is investigated. For this we consider a cylindrical cavity with radius 4 mm and height 2.5 mm. In this vacuum (ε = ε 0 , µ = µ 0 ) cylinder, a stem with radius 1 mm, permittivity ε = 4ε 0 and permeability µ = µ 0 is placed. A perfectly electric boundary condition (PEC) is set on the full surface of the cavity. The reference solution of 22 GHz is obtained with the eigenmode solver of the commercial software CST MICROWAVE STUDIO [8] . The used mesh and first eigenmode are shown in Figure 6 . We search for eigenfrequencies in the range from 1 GHz to 100 GHz, since the maximal cell width in the used mesh is 0.148 mm, there are at least 20 cells per wavelength. For the A modulated Gaussian pulse in space and time is applied to the centre of the mesh, namely:
with f peak = 50 GHz, (x 0 , y 0 , z 0 ) = (0, 0, 1.25) mm and σ = 1 mm. After using CO2 for 50000 time steps with time step size ∆t = 1 512 10 11 s, the Fourier transform of the electric field E at (x 0 , y 0 , z 0 ) is taken. The plot of this result is shown in Figure 7 . The peaks in the spectrum indicate the resonating frequencies.
The smallest eigenvalue is the most important one and is found at 21.5 GHz. The corresponding eigenmode consists of an axial electric field and an azimuthal magnetic field. This matches the results obtained from CST MICROWAVE STUDIO as shown in Figure 6b .
Elastodynamic application
The final example concerns a steel bracket (Mass density ρ = 7850 kg/m 3 , Poisson's ratio ν = 0.29, Young's modulus E = 200 [GPa] ) that is part of a landing gear of an airplane (Fig. 8a) . This device has been the subject of non-destructive testing experiments to detect defects [25] . For this model, we use EFIT on a non-equidistant Cartesian tensor-product grid. The boundaries are modelled to be stress free. The source field is again a modulated Gaussian pulse as introduced in equation (21) with f peak = 500 Hz applied at an arbitrary position in the bracket. All initial conditions are set to zero. The used mesh provides at least 100 cells per wave length for f max = 1 kHz. Figures 9a and 9b show the accuracy and efficiency plots for this model.
Discussion
The coarsest time step size used in all simulations is the largest possible that fulfils the Courant-FriedrichsLewy condition [7] . In the AFIT convergence plot (Fig. 3a) , we see that all time integration methods reach the spatial discretization error even with the coarsest time step size. This indicates that there is no benefit from using higher order methods. In this case it might be advantageous to use implicit time integration methods in order to be able to use larger time step sizes. For the other two cases, we observe that the Figure 7 : Spectrum of all components of the electric field at (x 0 , y 0 , z 0 ) = (0, 0, 1.25) mm in the cylindrical resonator shown in Figure 6 . The first peak is located at f = 21.5 GHz, which is up to 2 digits accurate. Also the other peaks match eigenfrequencies found with CST MICROWAVE STUDIO with the same accuracy. Note that the spectrum of the x-and y-component coincide due to the symmetry of the geometry. The height of the peaks is irrelevant in this procedure. coarsest time step size does not necessarily lead to the most accurate solution when the second order method is used. Hence, the use of higher order methods, e.g., RK4, can be advantageous when coarse time steps are considered. We note that in some cases a larger time step size results in a more accurate solution as e.g., CO2 in Figure 3a . This behaviour is not surprising due to the resemblance with the leapfrog and Strömer methods, which can suffer from small instabilities for small step sizes as argued in [13, III.10] .
The convergence plot for the elastodynamic application to the bracket (Fig. 9a) shows that the theoretical accuracy order of all methods is achieved. For the academic models, we see that the error stagnates before double precision is reached. This is due to the fact that these error curves include both the error of the spatial discretization and the error of the time integration. In the case of the bracket model, the spatial discretization error is not incorporated.
Looking at the efficiency plots (Figs. (3-5, 9 )(b)), we can conclude that in general the CO2 method is faster than the higher order methods, but reaches less accurate results due to a slower convergence. So, when results with a low accuracy are sufficient, the classical method should be the preferred method. However, when results with a higher accuracy are desired, we notice that the higher order methods reach the spatial discretization error in less computation time than the classical method. Hence, it can be advantageous to use higher order methods when simulating wave equation problems, even when only a low order spatial discretization is used. From these results we learn that RK4 is at least as efficient as the fourth order composition method CO4. It is also not always better to use the highest possible order, since lower order methods may have a better error constant, as can be observed for both elastodynamic models.
The two presented applications suffer from the use of staircase meshes. In this paper no effort has been made to overcome this problem, however many specific solutions can be fitted in the presented unified framework.
Conclusions
In this paper, a general framework of eight staggered grids was presented. It was shown that the spatial discretization of various wave propagation problems, such as the acoustic, electromagnetic and elastodynamic wave propagation can all be fitted in this framework. Using this framework, we have established the relation between mimetic and nodal discretizations of these problems. Consequently, results from mimetic discretization theory also hold for the classical approaches. In addition, it was shown that for these problems, if high accuracy is desired, it is time-efficient to use higher order time integration methods.
