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THE INTEGRALS AND INTEGRAL TRANSFORMATIONS CONNECTED WITH THE 
JOINT VECTOR GAUSSIAN DISTRIBUTION
Abstract. In many applications it is desirable to consider not one random vector but a number of random vectors with the 
joint distribution. This paper is devoted to the integral and integral transformations connected with the joint vector Gaussian 
probability density function. Such integral and transformations arise in the statistical decision theory, particularly, in the dual 
control theory based on the statistical decision theory. One of the results represented in the paper is the integral of the joint 
Gaussian probability density function. The other results are the total probability formula and Bayes formula formulated in 
terms of the joint vector Gaussian probability density function. As an example the Bayesian estimations of the coefficients 
of the multiple regression function are obtained. The proposed integrals can be used as table integrals in various fields of 
research. 
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ИНТЕГРАЛЫ И ИНТЕГРАЛЬНЫЕ ПРЕОБРАЗОВАНИЯ, СВЯЗАННЫЕ С СОВМЕСТНЫМ 
ВЕКТОРНЫМ ГАУССОВСКИМ РАСПРЕДЕЛЕНИЕМ
Аннотация. Во многих приложениях желательно рассматривать не один случайный вектор, а набор случайных 
векторов с совместным распределением. Данная статья посвящена интегралам и интегральным преобразованиям, 
связанным с совместной векторной гауссовской функцией плотности вероятности. Такие интегралы и преобразова-
ния возникают в теории статистических решений, в частности в теории дуального управления, которая базируется 
на теории статистических решений. Одним из представленных результатов является интеграл от совместной вектор-
ной гауссовской функции плотности вероятности. Другие результаты – это формула полной вероятности и формула 
Байеса, сформулированные в терминах совместной векторной гауссовской функцией плотности вероятности. В ка-
честве примера получены байесовские оценки коэффициентов множественной функции регрессии. Предложенные 
интегралы могут быть использованы как табличные интегралы в различных областях исследований
Ключевые слова: байесовские оценки, совместное векторное гауссовское распределение, многомерные инте-
гралы, формула полной вероятности, формула Байеса, множественная функция регрессии.
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Introduction. The integrals connected with probability distributions are used in many applications, 
one of them being the statistical decision theory, or, in other words, the Bayesian approach in statistics 
[1–4]. The statistical decision theory attracts much attention due to the ability to formulate problems in 
strict mathematical form and to process data in real time. One of the technical problems solved by the 
statistical decision theory is the dual control problem [5]. The equations of dynamic programming in the 
dual control problem contain the integrals connected with the multivariate probability distributions. The 
integrals and integral transformations connected with the vector Gaussian distribution were considered 
in papers [6, 7]. However, it is desirable to consider not one separate random vector, but a number of ran-
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dom vectors. In this paper, the results of works [6, 7] are generalized for the case of the joint Gaussian 
distribution.
1. Integrals connected with the joint vector Gaussian distribution. The random kΞ-component 
vector 1( ,..., )T kΞΞ = Ξ Ξ  is distributed by the Gaussian (or normal) law if its probability density function 
has the following form: 
 
11 1( ) exp ( ) ( ) ,








 ξ = - ξ - ν ξ - ν 
 π  
(1)
where 1( ,..., )T k Ξξ = ξ ξ  is the row vector of the arguments, 1( ,..., )k
T
ΞΞ Ξ Ξν = ν ν  is the row vector of the 
parameters, , ,( ),   , 1, ,i jd d i j kΞ Ξ Ξ= =  is the symmetric positive definite (kΞ × kΞ)-matrix of the 
parameters, 1d -Ξ  is the matrix inverse to the ,   | |d dΞ Ξ  is the determinant of the matrix dΞ, and T is the 
transpose symbol. The parameters vΞ and dΞ are the mathematical expectation and variance-covariance 
matrix of the random vector Ξ respectively.
The following integral connected with function (1) was proved in [6]:
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Ξ
- -   - ξ ξ + ξ ξ = π   




where 1 ,( ,..., ),   ( ),   , 1, ,T k i jA a i j kΞ Ξξ = ξ ξ = =  is the symmetric positive definite matrix, 
1( ,..., )T kB B B Ξ=  is the row vector, A
–1 is the matrix inverse to the A, 1| |A-  is the determinant of the 
matrix A–1, and kE Ξ is the kΞ-dimensional Euclidean space.
In some cases, it is desirable to consider not one random vector with the Gaussian distribution, but 
several random vectors with the joint Gaussian distribution. This case is possible to study by partition-
ing the vector 1 2( , ,..., )T kΞξ = ξ ξ ξ  with kΞ components into m vectors with 1 2, , ,..., mk k k  components, 
1 2 ... ,mk k k kΞ+ + + =  so that the vector ξT in (1) is ( )1 2, ,..., ,T T T Tmξ = ξ ξ ξ  where 1 2, ,...,T T Tmξ ξ ξ  are the 
row vectors. Let as partition also the vector 1( ,..., )k
T
ΞΞ Ξ Ξν = ν ν  in (1) into m vectors with 1 2, , ,..., mk k k
components, so that ( ),1 ,2 ,, ,..., ,T T T T kΞΞ Ξ Ξ Ξν = ν ν ν  and partition the rows and columns of the matrix 1d -Ξ  
into m groups of rows and columns, agreed with the partitioning of the vectors ξT and TΞν , so that 
,1 ( ),   , 1, ,i jd d i j m-Ξ Ξ= =  where 
,i jdΞ  are blocks of the matrix 
1.d -Ξ  As a result, we get the following 
expression instead of formula (1):
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(3)
We will call expression (3) as the joint Gaussian probability density function of the random vectors 
1 2, ,..., .mΞ Ξ Ξ  It is supposed that the matrix , ,( ),   , 1, ,i jd d i j mΞ Ξ= =  in (1) is partitioned into the blocks 
corresponding to the blocks of the matrix 1,d -Ξ  so that the dΞ,i,i is the variance-covariance matrix of the 
random vector Ξi, and the , , ,  ,i jd i jΞ ≠  is the covariance matrix of the random vectors Ξi, Ξj. The vΞ,i is 
the mathematical expectation of the random vector ξi.
Let us formulate the task of generalizing formula (2) to the case of many vector variables, i. e. the 














provided the matrix A is the symmetric positive definite and the vector ξT consists of m vectors.
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In order to solve this task, we partition the kΞ-component vectors ξ
T and BT into m vectors with 
1 2, ,..., ,mk k k  components, 1 2 ... ,mk k k k+ + + =  i. e. represent them in the forms of 1 2( , ,..., )T T T Tmξ = ξ ξ ξ  
and 1 2( , ,..., )T T T TmB B B B=  so that the vectors Tiξ  and 
T
iB  consist of the same numbers of components. We 
partition also the rows of the matrix ,( ),  , 1, ,i jA a i j kΞ= =  into m groups of rows and the columns into 
m groups of columns, coordinated with the partition of the vectors ξT and BT. As a result, we obtain the 
matrix with block elements Ai,j (the so-called block matrix), which we will denote
 ,( ),    , 1, .i jA A i j m= =  (5)
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  − ξ ξ + ξ ξ = − ξ ξ + ξ ξ ξ       
∑ ∑ ∑∫ ∫ 
 
(6)
Let us proceed to the calculation of integral (6).
The application to the block matrix A = (Ai,j) (5) of the generalized (block) Gauss algorithm [8] gives 
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(7)
If i > j then the blocks ( 1),
i
i jA
−  in (7) is qual to zero ( )( 1), 0 .ii jA − =  The determinant of the block upper 
triangular matrix G (7) is equal to the product of the determinants of the diagonal blocks and the same 
as the determinant of the matrix A [8]:
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The matrix A can be represented in the form of





 is the block diagonal matrix
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We denote the diagonal blocks of the matrix D


















Let us suppose that we can find in the block form the inverse matrix 1 ,( ),  , 1, .i jG G i j m− = =  The 
replacing of variables
 1x G z−=  (11)
transforms the integrated function 
1( ) exp
2
T TF x A B = − ξ ξ + ξ 
 
 in (4) to the following function of the
argument z: 
1( ) exp ,
2
TF z z Pz Dz = − + 
 
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where
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,
we have the following function of the argument ( ),  1,iz z i m= =  (zi are vectors):
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As it is known, the following equality is fulfilled when the variables are replaced:
 ( ) ( ) ,F x dx J F z dz=∫ ∫  (14)
where J is the Jacobian of the transformation (11): 
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Let us rewrite function F(z) (13) as the function of the elements of its matrices:
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Substituting (15) into (14), we obtain
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The integral in the right-hand side of expression (16) is the integral of type (2). In such a case
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or in block-matrix form
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Let us come back in (18) from the matrices D and D

 to the matrices A and B. Since 1| | | |D A-=  (formula 
(10)), 1 1 TD GA G- -=

 (formula (8)) and 1TD B G -=  (formula (12)), then
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1 1 1 1 1( ) ,T T T T TDD D B G GA G G B B A B- - - - -= =
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It should be taken into account that the matrices A and B in (19) are block matrices, i. e. ,( ),  ( ),i j iA A B B= =  
, 1, ,i j m=  and one deals with the block operations of inversion and of multiplication.
Let us summarize the obtained result in the form of the following theorem.
T h e o r e m  1 (the integral connected with the joint Gaussian distribution of the random vectors). If 
A = (Ai,j), , 1, ,i j m=  is the square block symmetric positive definite matrix, A
–1 = (Ai,j) is the block matrix 
inverse to the matrix 1,( ),  | |i jA A A-=  is the determinant of the matrix A–1, 1 2( , ,..., )T T T Tmξ = ξ ξ ξ  is the 
vector composed of vectors 1 2, ,...,T T Tmξ ξ ξ  and permitting the block multiplication Aξ, ki is the number 
of the scalar components of the vector ξi, ( )1 2 1 2... ,   , ,...,T T T Tm mk k k k B B B B+ + + = =  is the vector of 
the parameters composed of vectors 1 2, ,...,T T TmB B B  and permitting the block multiplication ,Ti iB ξ  then 
equalities (19) are fulfilled.
2. Total probability formulae for the joint vector Gaussian distribution. 
T h e o r e m  2 (total probability formula for the joint vector Gaussian distribution). Let 
1 2( , ,..., )T T T TmΞ = Ξ Ξ Ξ  be a random vector composed of vectors 1 2, ,..., ,T T TmΞ Ξ Ξ  kΞ,i the number of 
the scalar components of the vector Ξi, 1, ,i m=  f(ξ) the probability density function of the vector Ξ
T, 
,1 ,2 ,... mk k k kΞ Ξ Ξ Ξ= + + +  the number of the scalar components of the vector Ξ, f(y/ξ) the conditional 
probability density function of the random vector Y, kY the number of the scalar components of the vec-
tor Y, and Ek,Ξ the kΞ-dimensional Euclideal space. If in the total probability formula
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kE
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where Si,j are the blocks of a block symmetric positive definite matrix S = (Si,j), , 1, ,  
T
ii j m V=  are the 
blocks of a block matrix ( ) ,  1, ,T TiV V i m= =  W is a scalar, and the probability density function f(ξ) is 
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(22)
where ,i jdΞ  are the blocks of a block symmetric positive definite matrix ( ),1 ,,  , 1, ,   i j T id d i j m-Ξ ΞΞ= = ν  are 
the blocks of a block matrix ( ), ,  1, ,T T i i mΞ Ξν = ν =  then integral (20) (the total probability formula) is 
defined by the following expression
11 1 1( ) ( / ) ( ) exp
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where A, B, C are determined by formulae (24), (25), (26). In order to integrate the received function we 
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∑∫
The proof is completed.
The functions ( / )f y ξ  and f(ξ) in total probability formula (20) are usually given not in the form of 
expressions (21), (22), but in the natural for the Gaussian distribution form. In this case, theorem 2 takes 
the form of theorem 3, more convenient for the practical utilization.
T h e o r e m  3. Let 1 2( , ,..., )T T T TmΞ = Ξ Ξ Ξ  be a random vector composed of vectors 1 2, ,..., ,T T TmΞ Ξ Ξ  
kΞ,i the number of the scalar components of the vector Ξi, 1, ,i m=  f(ξ) the probability density function of 
the vector Ξ, ,1 ,2 ,... mk k k kΞ Ξ Ξ Ξ= + + +  the number of the scalar components of the vector Ξ, f(y/ξ) the 
conditional probability density function of the random vector Y, kY the number of the scalar components 
of the vector Y, and EkΞ  the kΞ-dimensional Euclideal space. If in the total probability formula
( ) ( / ) ( )
kE
f y f y f d
Ξ
= ξ ξ ξ∫
the conditional probability density function f(y/ξ) has the following form
11 1( / ) exp ( ) ( )





f y y h d y h
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     = - - ξ - ξ       π  
∑ ∑
where 1 2( , ,..., )mh h h h=  is a matrix composed of (kY × kΞ,i)-matrices (blocks) hi, 1, ,i m=  and the 
probability density function f(ξ) has the following form
11 1( ) exp ( ) ( )








 ξ = - ξ - ν ξ - ν = 




1 1exp ( ) ( ) ,
2(2 ) | |
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= - ξ - ν ξ - ν  π  
∑ ∑
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where ,iΞν  are blocks of the matrix ,( ),iΞ Ξν = ν  corresponding to the blocks of the random vector Ξi 
,1, ,   i ji m dΞ=  are the blocks of the symmetric positive definite matrix ( ),1 ,  , 1, ,i jd d i j m-Ξ Ξ= =  then 
integral (20) (the total probability formula) is defined by the following expression:
11 1( ) ( / ) ( ) exp ( ) ( )

















2(2 ) | |Y
Tm m
i i Y i i
k i iY












Y Y Y i i j j
i j
D d hd h d h d hΞ Ξ
= =
= + = + ∑ ∑
This theorem is the generalization of the theorem proved in [7].
3. The Bayes formula for the joint vector Gaussian distribution. 
T h e o r e m  4 (the Bayes formula for the joint vector Gaussian distribution). Let ( )1 2, ,...,T T T TmΞ = Ξ Ξ Ξ  
be a random vector composed of vectors 1 2, ,..., ,T T TmΞ Ξ Ξ  kΞ,i the number of the scalar components of the 
vector Ξi, f(ξ) the probability density function of the vector Ξ, ,1 ,2 ,... mk k k kΞ Ξ Ξ Ξ= + + +  the number of 
the scalar components of the vector Ξ, ( / )f y ξ  the conditional probability density function of the ran-
dom vector Y, and kY the number of the scalar components of the vector Y. If in the Bayes formula
 
( ) ( / )( / )





f f yf y
f f y d
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the conditional probability density function f(y/ξ) is represented in the form
,
1 1 1
1 1 1( / ) exp ,
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f y S V W
d = = =
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  π
∑ ∑ ∑
where Si,j are the blocks of a block symmetric positive definite matrix S = (Si,j), , 1, ,   
T
ii j m V=  is the 
blocks of a block matrix ( ) ,  1, ,T TiV V i m= =  W is a scalar, and the probability density function f(ξ) is 




1 1( ) exp ( ) ( )
2(2 ) | |
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(29)
where ,i jdΞ  are the blocks of a block symmetric positive definite matrix ( ),1 ,,  , 1, ,   i j T id d i j m-Ξ ΞΞ= = ν  are 
the blocks of a block matrix ( ), ,  1, ,T T i i mΞ Ξν = ν =  then the posterior probability density function f(ξ/y) of 
the random vector Ξ defined by the Bayes formula (28), has the following form:
11 1( / ) exp ( ) ( )
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B B d V d V-Ξ Ξ ΞΞ
=
 







i i k k
k
D B D BΞ Ξ Ξ Ξ
=
Ν = Ν = = ∑
P r o o f. Let us note that the given theorem is formulated in the same conditions and notations as 
theorem 2. In this case the numerator of the Bayes formula (28) is defined by expression (27) and the 
denominator by the total probability formula (23). Dividing (27) by (23), we get the formula
( ) ( )1 1(0) ( 1),1,1
1( / )










1 1 1 1 1
1 1exp ,
2 2
m m m m mT T T i j
i i j j i i i j
i j i i j
A B B A B
= = = = =
 
× - ξ ξ + ξ -  
 
∑ ∑ ∑ ∑ ∑
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1 1( / ) exp ( ) ( ) ,
2(2 ) | |
m m T

























We will be convinced in the equality between (31) and (32) by multiplication in (32) given expression (33). 
The matrix , ,( ),    , 1, ,i jd d i j mΞ Ξ= =  in formula (29) is the block priory variance-covariance matrix of
the random vector ( )1 2, ,..., ,T T T TmΞ = Ξ Ξ Ξ  the matrices ,i jdΞ  are the elements (blocks) of the block inverse
matrix ( ),1 ,  , 1, ,i jd d i j m-Ξ Ξ= =  and the vector ( ),1 ,2 ,, ,...,T T T T mΞ Ξ Ξ Ξν = ν ν ν  is the block priory mathematical 
expectation of the random vector ( )1 2, ,..., .T T T TmΞ = Ξ Ξ Ξ  The matrix A = (Ai,j) in the Bayes formula (32)
is the posterior variance-covariance matrix of the random vectors Ξ ,( cov( , / )i j i jA y= Ξ Ξ  that we de-
note now 1 ,, ,( ) ( ).i ji jD D A A-Ξ Ξ= = =  The vector ,, , ,
1 1
( ) ,   1, ,
m mi j
i j i j j
j j
A B D B i mΞ Ξ Ξ
= =
   
Ν = Ν = = =      
   
∑ ∑
in the Bayes formula (32) is the posterior mathematical expectation of the random vector
( ) ( )1 2 ,, ,...,   ( / ) .T T T Tm i iE yΞΞ = Ξ Ξ Ξ Ν = Ξ  
This completes the proof of theorem 4.
4. Example. Multiple Bayesian regression. We consider an example of obtaining the Bayes es-
timations of the coefficients of the multiple regression function. Let 1 1( , ,..., )X
T
nx x x x=  be the vector 























Ξ∑  is the regression function of Y on x. In contrast to the classical case, we consider the case 
when the vector of the basis functions ( )1 2, ,...,T T T Tmh h h h=  contains not the scalar components, but is
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represented as a set of the vector components 1 2, ,..., ,  ( ),  1,2,..., .T T T T Tm i ih h h h h x i m= =  The vector 
( )1 2, ,...,T T T TmΞ = Ξ Ξ Ξ  is the vector of the coefficients of the regression function which is represented, 
like the vector h, by a set of its vector components 1 2, ,..., .T T TmΞ Ξ Ξ  Each vector Ξi has the ikΞ  scalar com-
ponents. Let the vector coefficients 1 1, ,..., mΞ Ξ Ξ  have the mean values 1 2, ,..., mΞ Ξ Ξν ν ν  and the covari-
ance matrices , , ,  , 1,2,..., ,i jd i j mΞ =  so that , ,( )i jd dΞ Ξ=  is the block variance-covariance matrix of the 






1 1( ) exp ( ) ( ) ,     ... ,
2(2 ) | |
m
m m i jT
i i j j
k i j
f d k k k
dΞ
Ξ Ξ Ξ Ξ ΞΞ
= =Ξ
 




where ,i jdΞ  are the blocks of the matrix 
,1 ( )i jd d-Ξ Ξ=  inverse to the matrix , ,( ).i jd dΞ Ξ=
Let us formulate the task of finding the Bayes estimations kΞ









Ξ∑  on the basis of independent measurements 1 1 2 2( , ),  ( , ),..., ( , ).n nx y x y x y
Let the regression function be the function of two variables x1, x2 in the following form:
2 2
1 1 2 2 1 1 2 2 3 1 2 ,x x x x x xϕ = α + β + β + g + g + g
where 1 2 1 2 3, , , , ,α β β g g g  are the unknown coefficients, and we wish to divide these coefficients into 
3 vectors representing the intercept, linear, and quadratic parts of the regression function. Then we have 
to choose the following vectors of the coefficients:
1 2 1 2 3 1 2 3,     ( , ),     ( , , ),T TΞ = α Ξ = β β Ξ = g g g
and the following vectors of the basis functions:
( )2 21 2 1 2 3 1 2 1 21,     ( , ),     , , .T Th h x x h x x x x= = =
We will use theorem 4 for solving the task. The set of the measurements ( ),   1, ,y y nµ= µ =  is the 






1 1( / , ) ( / , ) exp .
2(2 ) | |Y
n n m T
Y j j
n jY
f y x f y x d y h
d
-
µ µ µ µ
µ= =µ=








1 1 1( / , ) exp ,
2 2(2 ) | |Y
m m mT T
i i j j j j
n i j jY
f y x S V W
d = = =
  Ξ = - ξ ξ + ξ - 




which is supposed in theorem 4. Since we have in (35)
2
, , , , ,
1 1 1 1 1
,     
    
                      
   
m m m m mT T T T T
j j i i j j i i j j
j i j i j
u h h h h h
then
( )2 21 1 1 1, , , ,
1 1 1 1 1 1 1
,
n n n m mT T T
y Y i Y i j j i Y hh i j j
i j i j
d u d u d h h d S- - - -µ µ µ µ
µ= µ= = = µ= = =
 
= = Ξ Ξ = Ξ Ξ  
 
∑ ∑ ∑ ∑ ∑ ∑ ∑
where 
, , , , , , , ,
1 1
,     ( ) ,     , 1, .
n nT T
hh i j i j hh hh i j i jS h h S S h h i j mµ µ µ µ
µ= µ=
 
= = = =  
 
∑ ∑
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In such a case we obtain the following expression for Si,j in (36):
1 1 1
, , , , , ,
1
,     ( ) ,     , 1, .
n T
i j Y hh i j Y i j i j Y hhS d S d h h S S d S i j m- - -µ µ
µ=
= = = = =∑
Further, since in (35)
1 1 1
, , ,
1 1 1 1 1
,
n m m n mT T T
Y j j Y j j Y yh j j
j j j
d y h d y h d S- - -µ µ µ µ
µ= = = µ= =
 
Ξ = Ξ = Ξ  
 
∑ ∑ ∑ ∑ ∑
where
, , , ,
1 1
,     ( ) ,     , 1, ,
n nT T T T T
yh j j yh yh j jS y h S S y h i j mµ µ µ µ
µ= µ=
 
= = = =  
 
∑ ∑
then we obtain the following expression for TjV  in (36):
( ) ( )1 1 1 1, , ,
1
,     ,     1, .
nT T T T T T T
j Y yh j Y j j Y yh j Y yhV d S d y h V V d S d S j m- - - -µ µ
µ=
= = = = = =∑
The probability density function f(ξ) (34) is presented easily in the following form:
, , ,
, , ,
1 1 1 1 1 1
1 1 1( ) exp ,
2 2(2 ) | |
m m m m m mi j i j i jT T T
i j i j i j
k i j j i i j
f d d d
dΞ
Ξ Ξ ΞΞ Ξ Ξ
= = = = = =Ξ
  
ξ = - ξ ξ + ν ξ - ν ν    π  
∑ ∑ ∑ ∑ ∑ ∑
 
supposed in theorem 4. 
Thus, on the basis of theorem 4 (formula (30)), the joint posterior probability density function of the 
coefficients 1 1, ,..., mΞ Ξ Ξ  has the following form:
11 1( / , ) exp ( ) ( )
2(2 ) | |
T
k





 ξ = - ξ - Ν ξ - Ν = 
 π  
,
, , , ,
1 1 1 1
1 1exp ,
2(2 ) | |
Tm m m mi j
i i k k j j l l
k i j k l
D B D D B
DΞ
Ξ ΞΞ
= = = =Ξ
     = - ξ - ξ -       π  
∑ ∑ ∑ ∑
where 
( ) ( ), ,1 1 1 1, , , , , ,
1
,     ( ) ,     , 1, ,
ni j i j T
Y hh i j Y hh hh hh i j i jD D d d S d d S S S h h i j m- - - -Ξ Ξ µ µΞ Ξ
µ=
 
= = + = + = = =  
 
∑
, 1 1 1
, , , ,
1 1
( ) ,     ( ) ,     .
m ni j
i j Y yh i Y yh yh yh i i
j
B B d d S d d S S S y h D B- - -Ξ Ξ Ξ µ µ Ξ ΞΞ
= µ=
   
= = ν + = ν + = = Ν =     
  
∑ ∑
The NΞ and the DΞ, are the block posterior mathematical expectation and the block posterior vari-
ance-covariance matrix of the random vector Ξ respectively. 
The calculations are performed in the following order. The parameters of the un-
known block vector parameter Ξ distribution are given: the block variance-covariance matrix 
, ,( ),   , 1, ,i jd d i j mΞ Ξ= =  and the block vector of mathematical expectation ( ), ,  1, .T T i i mΞ Ξν = ν =  
Then the block matrix ( ),1 i jd d-Ξ Ξ=  inverse to the matrix dΞ  is calculated. Further, the block matri-
ces ( )1 1, , ,( ),  ( ),  ( ) ,  1, ,hh hh i j yh yh j j Y yhS S S S B B d d S i m- -Ξ Ξ= = = = ν + =  are calculated. After that the 
block matrix ( ) ( ), ,1 1 , , ,  , 1, ,i j i j Y hh i jD D d d S i j m- -Ξ Ξ Ξ= = + =  is formed and the inverse to it block matrix
, ,( ),  , 1, ,i jD D i j mΞ Ξ= =  is calculated. Finally, the block vector of the posterior mathematical expectation
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D BΞ ΞΝ =  is defined. For performing these operations we need the programs of transposing, multiplying 
and inverting of the block matrices.
Conclusion. The results obtained in this paper are aimed at solving the dual control problems for-
mulated in works [9, 10]. The sequence of the control actions in the dual control of the multivariate sto-
chastic objects is defined by the functional equations of the dynamic programming [9], which contain 
the integrals like the integrals calculated in this article. One of the practical examples is the task of the 
optimal allowance distribution as the task of the dual control considered in work [10]. 
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