In this paper, we present a framework for categorical data analysis which allows such data sets to be explored using a rich set of techniques that are only applicable to continuous data sets. We introduce the concept of separability statistics in the context of exploratory categorical data analysis. We show how these statistics can be used as a way to map categorical data to continuous space given a labeled reference data set. This mapping enables visualization of categorical data using techniques that are applicable to continuous data. We show that in the transformed continuous space, the performance of the standard k-nn based outlier detection technique is comparable to the performance of the k-nn based outlier detection technique using the best of the similarity measures designed for categorical data. The proposed framework can also be used to devise similarity measures best suited for a particular type of data set.
Introduction
Categorical data (also known as nominal or qualitative multi-state data) has become increasingly common in modern real-world applications. Table 1 shows a sample of a categorical data set. These data sets are often rich in information and are frequently encountered in domains where large-scale data sets are common, e.g., in network intrusion detection. However, unlike continuous data, categorical data attribute values cannot be naturally mapped on to a scale, making most continuous data analysis techniques inapplicable in this setting: Table 2 lists common exploratory analysis techniques for continuous data and categorical data. As one can see, many techniques that are applicable to continuous data have no natural analogues in the categorical space.
When exploring the characteristics of a multidimensional continuous data set, we might begin by looking at one attribute at a time. We could compute the mean, percentiles, variance and skewness, or construct a box plot, histogram or nonparametric density cap-shape cap-surface · · · habitat Class convex smooth urban poisonous convex smooth grasses edible bell smooth meadows edible convex scaly urban poisonous convex smooth grasses edible · · · Table 1 : Sample of the Mushroom Data Set from the UCI Machine Learning Repository [2] .
function. This would give us an idea of the range and overall distribution of each attribute. However, with categorical data we can only look at the mode or an unordered histogram. With ordinal data (ordered categorical data), we may also be able to look at percentiles but for the most part the situation is similar to categorical data.
Other techniques that are extremely valuable in exploring continuous data including factor analysis techniques such as PCA, or multidimensional scaling can give us an idea about the variability of the data across all attributes. Multivariate techniques such as these are not even applicable in the categorical setting. Regardless of our final goal in analyzing a continuous data set, all of the above steps would help us understand its characteristics. On the other hand, when given a categorical data set many of these exploratory steps cannot naturally be extended to the new setting, leaving a huge "gap" as can be seen from Table 2 . Thus, there is a need for elemental approaches for exploring the characteristics of a categorical data set.
In this paper, we propose a framework for categorical data analysis which seeks to address some of the limitations in analyzing categorical data sets. We seek to utilize underlying data characteristics for categorical data analysis, in the spirit of data-driven similarity measures. Specifically, we introduce the concept of separability statistics, which characterize the differences between a given instance and a labeled reference data set. Each statistic essentially represents a distance between an instance and the reference data set (i.e., the statistic allows mapping of the categorical data into a 1-dimensional continuous space). Therefore, using these statistics and a reference data set, one can map any collection of categorical instances (including those from the reference data set) to a multidimensional continuous space.
The key strength of the framework proposed in this paper is its ability to analyze a given data set with respect to a reference data set. In the transformed space, unseen instances similar to the reference data set will tend to occupy the same region that is occupied by instances from the reference data set. By contrast, instances that are different (we call this the novel class) will tend to be mapped to other regions, at least for some of the dimensions. This transformation of categorical data to continuous space can be utilized in practice for a variety of purposes.
Clustering and outlier detection require a similarity measure when applied to categorical data. In previous work [7] , we have shown that the choice of similarity measure significantly affects overall performance. The proposed framework provides the capability to define a better similarity measure for a particular categorical data set; we will demonstrate this in the context of outlier detection, although one can extend this to other data mining tasks such as classification as well.
To illustrate the utility of separability statistics, let us consider a simple example. The Mushroom Data Set is a well-known categorical data set available from the UCI Machine Learning Repository [2] . This data set has 22 categorical attributes describing the various characteristics of a mushroom and a class which denotes whether a mushroom is edible or poisonous; the number of values taken by each of the attributes ranges between 2 and 12. While one can always explore the data set using techniques in Table 2 such as an unordered histogram, these techniques are limited in what they can reveal about the joint distribution of the attributes. Table 1 shows the first few data instances in the Mushroom data set over a subset of the attributes. Using the methods to be discussed in this paper, this data set was mapped to a continuous space for visualization. Figure 1 shows the data instances in this transformed space with markers defined by the true labels: it is evident that the classes are well separated in this space. This allows the analyst to visually explore the classes in the Mushroom data set, which is not easy to do for the original categorical data set.
in the context of exploratory categorical data analysis.
• We show how the statistics can be used as a way to map categorical data to continuous space given a labeled reference data set.
• This mapping enables visualizing of categorical data using techniques that are applicable to continuous data.
• We show that in the transformed space, the standard k-nn based outlier detection technique (designed for continuous space) works as well as the knn based outlier detection technique that uses the best of the similarity measures designed for categorical data.
• The proposed framework can be used to devise similarity measures best suited for a particular type of data set. We will demonstrate this in the context of outlier detection.
Related Work
Data with categorical attributes has been studied for a very long time, dating back at least a century when Karl Pearson [20, 21] introduced the χ 2 test for independence between categorical attributes. The traditional exploratory techniques used are contingency tables, the chi-square statistic, unordered histograms and pie charts [1] . Friendly [11] proposed several sophisticated statistical techniques such as Sieve Diagrams and Mosaic Displays to view k-way contingency tables, and Multiple Correspondence Analysis (MCA), to handle multivariate categorical data sets, though most techniques are limited to attributes that take few possible values. Fernandez [10] discusses several exploratory techniques for categorical data from a data mining perspective.
There have been a number of studies directed at categorical data in the visualization community [4, 6, 15, 16] . In particular, one direction in visualization has been to order the categories using the information present in the data [5, 19] . One such technique, called Distance Quantification Classing (DQC), was proposed by Rosario et al. [23] to order the categories present in a class variable in a categorical data set with respect to the predictor variables. None of the techniques directly address the problem of analyzing a categorical data set with respect to a reference data set, which is the focus of our paper.
A number of unsupervised learning algorithms have been proposed for categorical data, e.g. CLICKS by Zaki and Peters [30] , CLOPE by Yang et al. [29] , ROCK by Guha et al. [14] , CACTUS by Ganti et al. [12] , COOLCAT by Barbará et al. [3] , and other techniques by Gibson et al. [13] and Huang [17] . Most of these techniques use some notion of similarity when comparing instances. Similarity measures that are devised using the framework proposed in this paper can be plugged in to many such algorithms.
Separability Statistics
In this section we present a set of data-driven separability statistics that can be calculated for a given test data set with respect to a reference data set. Each statistic allows mapping of the categorical data into a 1-dimensional continuous space. The statistics are meant to differentiate instances in the reference data set from instances in other data sets. Since, for categorical data, the difference can be characterized in many different ways, a variety of separability statistics are possible. We only consider a few in this paper.
The discussion of the separability statistics is organized in the following manner: we will begin by discussing the intuition behind each of the statistics, including motivating examples, and then proceed to formally define the statistics. For now, let us refer to the four statistics as d m , f m , n x and f x . Let us also consider the simple categorical data set shown in Table 3 , and the following two data instances:
The statistic d m essentially captures the extent to which a given instance has matching values with instances in the reference data set. This is driven by the intuition that an instance belonging to the same class as the reference class will, on average, have more matching values with the reference class than an instance belonging to a different class. The procedure to map categorical data to continuous space will be discussed in Section 4. For the purposes of the example being discussed with instances y and z, a brief outline is as follows: each statistic is computed by comparing a given instance with every instance in the reference data set, and then taking the average. For the instance y, the values corresponding to the first and last rows of the data set would be 3 and 1 respectively. The final value of this statistic for the instances y and z is 1.5 and 0.6, respectively.
The statistic f m takes into account the frequency of matching values between an instance and reference data set. One way to think of this statistic is as a frequency-weighted version of the statistic d m . The key intuition here is that in addition to the importance of more matching values, instances belonging to the reference class will also tend to match on relatively frequent values, while instances not belonging to the reference class will tend to match on infrequent values. This is important in situations where an attribute in the reference data set takes a very large number of values (e.g. the IP address in a network intrusion data set) thus making the odds of any match high. The value of this statistic for the instances y and z is 6.7 and 2.6, respectively. The statistic n x is a function of the arity of the mismatching attributes between an instance and a reference data set. In particular, the value of the statistic is higher when the mismatching attributes have lower arity, i.e. they take fewer values. The idea is that if an instance mismatches on an attribute that takes very few values across many instances in the reference class, then it is unlikely that it belongs to the class (simply because there are few opportunities to not match). The value of this statistic for the instances y and z is -5.45 and -7.90, respectively.
The statistic f x looks at the frequency of mismatching attribute values between an instance and a reference data set. In a sense, this statistic is the "complement" of the f m statistic and the intuition is also related to n x ; if the frequency of mismatching values is high between a given instance and most members of the reference class is high, then this means the instance often mismatches with the reference class on values that are common in the reference class. Thus, it is unlikely that the instance belongs to the same class as the reference class. The value of this statistic for the instances y and z is -1.57 and -2.725, respectively.
The values assigned by the four statistics for instances y and z suggest that y belongs to the reference class and z does not. This is somewhat difficult to conclude just by looking at the instances and the reference data set, but by examining the underlying quantities behind the statistics one can see that it is indeed reasonable to say that y and z belong to different classes. In particular, we have seen how the statistics map an instance between categorical space and continuous space based on several key underlying characteristics of the data set. Table 4 lists the notation that will be used in the subsequent discussions.
Formal Definition
Set of categorical values taken by a i in T n i
Number of values taken by a i (= |A i |) f i (x) Number of times a i takes value x in T Table 4 : Notation used in the paper.
Given a pair of categorical data instances z ∈ D and y ∈ T , we define a partitioning of attribute set A into A m and A x , such that, z i = y i , ∀i ∈ A m and z i = y i , ∀i ∈ A x . A m denotes the set of matching attributes and A x denotes the set of mismatching attributes for the pair z, y.
We compute the following quantities for the pair z, y:
Thus, for every pair of categorical data instances z ∈ D and y ∈ T we have the following 4-tuple: d m , f m , n x , f x zy . For a test instance z we get a |T | × 4 matrix of the above mentioned 4-tuple, denoted as:
Let z k denote a row vector containing top k th value for each column of M z , such that:
For a given value of k, we define a set of 4 statistics denoted as the row vector z k .
The reason to choose the top k th value from each column of M z instead of a parameter independent value, such as the mean of the column, is to avoid issues due to multiple modes existing in the reference data set, T . If a very small value of k, such as 1, is chosen, the statistics can get affected by the presence of outliers in T . We have empirically observed that 5 ≤ k ≤ 15 is a reasonable value of k for a variety of data sets. A set of statistics can be defined using multiple values of k to reduce the sensitivity on k.
Each of the four statistics mentioned in Equation 3.6 are motivated from the following observations in context of two instances z 1 , z 2 ∈ D and y ∈ T , such that z 1 is similar to instances (generated by the same distribution as T ) in T while z 2 is different from the instances in T (not generated by the same distribution as T ):
The above mentioned arguments indicate that if test instances z ∈ D are transformed or mapped to z k , then the instances similar to T will map to the same region, while the instances different from T will map to a different region.
It should be noted that all of the above four observations might not necessarily hold true at the same time for a given data set. But one or more of them will likely hold true and hence by mapping the data into the joint space, one can distinguish between the two types of test instances. 
Relationship to Similarity Measures
There have been several data driven similarity measures proposed for categorical data sets [7] . Table 5 lists four popular similarity measures that have been defined to measure similarity S(z, y), between a pair of data instances.
We argue that the similarity of a test instance z to its k th nearest neighbor in T using a data driven similarity measure, can be expressed as a function of one or more of the canonical statistics listed in Equation 3.6. Column 3 in Table 5 indicates the particular test statistic that corresponds to each similarity measure.
As an illustrative example, consider the similarity measure Goodall listed in Table 5 . Let us consider a test instance z and the reference data set T . The Goodall similarity of z with an instance y ∈ T can be written as:
where A m and A x denote the set of attributes in which z and y match and mismatch, respectively. Note that we approximate i∈Am f i (z i ) 2 with
The similarity of z to its k th nearest neighbor in T , using the Goodall, is equal to the k th largest value of S(z, y)∀y ∈ T , and can be written as:
Thus we have shown how the Goodall similarity measure is related to the separability statistic f mk . Similar relations can be shown for other similarity measures. It may be argued that any similarity measure defined for categorical instances (such as the ones listed in Table 5 and others discussed in [7] ) maybe used as a potential separability statistic in addition to the ones listed in Equation 3.6. But the statistics proposed in this paper are canonical and the similarity measures can be viewed as functions of one or more of the proposed statistics.
Mapping Data to Continuous Space
In this section we describe the process of mapping categorical data into a continuous space using the separability statistics discussed in Section 3.
For each categorical test instance in D, we first obtain the corresponding separability statistics as shown in Equation 3.6 with respect to the reference set T , using one or more values for k. The characteristic of this mapping is that test instances that belong to the reference class have lower values for each statistic than test instances that belong to the novel class. We denote the mapped test data set with D.
The reference data set T can also be mapped into a continuous space with respect to itself in the same manner as described above. We denote the mapped reference data set with T . If the instances in T belong to a few dominant modes, one would expect the reference instances to map to similar values for each of the separability statistics.
Before further processing of the mapped data sets D and T , it is desirable to normalize the data, since the different statistics can take different ranges of values. Each column of the mapped data set D is znormalized to bring all statistics to the same scale. The mapped training data set T is also normalized but in a slightly different manner; the difference being that the z-normalization of each column in T is done using the column means and standard deviations obtained from the mapped test data set. This is important, because if the z-normalization of T is done with respect to itself, the reference instances might have different normalized values for the statistics than the similar instances in the test set, which is not desirable. Figure 2 highlights the significance of the normalization, as described above, using the Mushroom data set. The plot 2(a) shows the mapped data using the raw statistics f mk and n xk . 
2(b).
If both reference and test data sets are normalized with respect to the test data set, the reference instances are normalized in the same fashion as the test instances belonging to the reference class, as can be seen in Figure  2 (c) which is a scaled down version of the raw data in Figure 2 (a).
Visualization
The separability statistics described in Section 3 allows for the visual exploration of any categorical data set. The data is first transformed as discussed in Section 4. Since the resulting data space is continuous, it is suitable for visualization. In particular, it allows the analyst to visually explore aspects such as separation between modes, size and the number of modes.
There are multiple ways to visualize the transformed continuous space, the simplest of which involve looking at pairs of dimensions or projections along specific subsets. Other mechanisms can be used to visualize continuous space such as tours in the GGobi system [26] and those in the Orca system [25] . We refer the reader to the recent work by Wickham et al. [28] and Lawrence et al. [18] for a discussion of high-dimensional data visualization systems. In this paper, we will discuss two ways, one which utilizes dimensionality reduction and another with histograms.
Two-dimensional Scatter Plots.
In order to reduce the number of dimensions to two for the purpose of visualization, we will use the well-known principal components analysis (PCA) technique [8] . The role of PCA here is to give more emphasis to the statistics that exhibit more separability and filter out those that are close to unimodal. For this paper we have chosen PCA for its simplicity, however, there are other dimensionality reduction techniques that may be better suited for this task; we will not discuss other techniques since they are out of the scope of this paper.
To illustrate the use of our proposed framework for visualization, we will consider an example with a real data set. The data set has been partitioned into a labeled reference data set and a test data set. The test data set is then mapped to continuous space using the procedure discussed in Section 4. The resulting space T is 4-dimensional and each column is normalized; PCA is applied to the data set and the leading two principal components are preserved. The data set T is then projected on to the two leading principal components resulting in a 2-dimensional data set, with the number of rows being the number of test instances.
We can now visually explore the two-dimensional space; in this case we will use a scatter plot. The idea is that instances that have similar values for the statistics will end up in the same region of the plot, while those that have different values will be in different regions. The key observation is that the instances that have different values are likely to be from a different class than the reference data set. Figure 3 shows the scatter plot for the KDD1 data set, which has 29 attributes, some of which take hundreds of values. Note that the labels of the test data set were examined only after the data was mapped to this space. The test data set contained instances from the reference class as well as instances that did not belong to the reference class. It is evident that the separability statistics were effective in distinguishing the classes. In particular, note that the instances belonging to the reference class were mapped to the same region, even though some of these instances came from the test class for which the label was unknown during the analysis. Another advantage of a dimensionality reduction technique is that it returns a linear combination of the statistics which is optimal in some sense. The weights from the linear combination can then be used to design a similarity measure for the data set (this aspect will be further discussed in Section 6.1).
Histograms.
Since the separability statistics are directly capturing important characteristics of the underlying data, it is very useful to examine their distribution using a histogram. In this section, we will discuss exploring the distribution of a single statistic. As stated earlier, if a statistic assigns different values to a set of instances compared to the reference class, they are likely to be from a different class than the reference data set. Therefore, the distribution of the statistic will be unimodal (with low variance) when all instances are from the same class. One way to examine the distribution of a statistic is using a histogram. The histogram will essentially show to what extent the distribution departs from a low variance unimodal behavior. Figure 4 shows histograms of the four statistics for the KDD1 data set (the labels were examined only after the histogram was constructed). In this case, it is apparent that the distribution of all the statistics are multi-modal with high variance. If we were to generate this plot without knowing the labels, we would observe that the f m and d m statistics exhibited a high degree of multi-modality, while the other two statistics were somewhat multi-modal. Therefore, f m and d m would be considered the best separating statistics for this data set. Looking at Figure 4 , taking the labels into account we see that this is indeed the case. Based on these histograms, the conclusion for the KDD1 data set would be that the reference class can be distinguished from other classes using properties related to the d m statistic (more matching values) and the f m statistic (more matches on frequent values).
Utility of Separability Statistics for Outlier Detection
In this section we illustrate the utility of the separability statistics in semi-supervised outlier detection. Here the objective is to separate outliers from normal instances in a given test data set, with respect to a reference (training) data set which is assumed to contain only normal instances. We use a nearest neighbor based outlier detection technique (kN N ) [22, 27] which assigns the outlier score of a test instance as equal to the distance of the test instance to its k th nearest neighbor in the reference data set. The distance can be computed using any distance measure. If a measure computes similarity, the outlier score of a test instance is inverse of the similarity to its k th nearest neighbor. We experimented with two kN N based outlier detection techniques using the separability statistics. In the first variation (denoted as kN N Euc), we assign an outlier score to each test instance in D using T as the reference data, using Euclidean distance as the distance measure.
In the second variation of kN N (denoted as kN N P CA), we use Principal Component Analysis (PCA) to project the mapped data sets, D and T , to a lower dimensional space. PCA is performed on the mapped test data set D. The top principal components that capture 90% of the variance in the test data are chosen. Both test and reference data sets are projected along these top principal components. Outlier scores are assigned to test instances using Euclidean distance in this projected space. Both variations combine the four statistics when computing distance between instances.
The motivation behind using PCA is that the statistics that can discriminate between normal and outliers in the test data tend to have higher variance than the statistics that do not discriminate between normal and outliers. By using PCA, we can capture the statistics with greater discriminative power.
To evaluate the performance of any technique, we count the number of true outliers in the top n portion of the sorted outliers scores of the test instances, where n is the number of actual outliers. Let o be the number of actual outliers in the top p predicted outliers. The accuracy of the algorithm is measured as o n . We compare the two variants described above with 14 different categorical similarity measures on several publicly available data sets. Four of these similarity measures are listed in Table 5 . The other ten measures have been developed in different contexts, and have been evaluated in [7] . The details of the data sets are summarized in Table 6 . Fourteen of these data sets are based on the data sets available at the UCI Machine Learning Repository [2] , while two are based on network data generated by SKAION Corporation for the ARDA information assurance program [24] . Nine of these data sets were purely categorical while seven (kd1,kd2,kd3,kd4,sk1,sk2,cen) had a mix of continuous and categorical attributes. Continuous variables were discretized using the MDL method [9] . Another possible way to handle a mixture of attributes is to compute the similarity for continuous and categorical attributes separately, and then do a weighted aggregation. In this study we converted the continuous attributes to categorical to simplify comparative evaluation.
For each test data set there is a corresponding normal reference data set, and a labeled test data set. The results are summarized in Table 7 . The row stt denotes the performance of kN N when using the best separability statistic as the only attribute. The best statistic is indicated in the last row. We make several observations from the results in Table 7 .
The performance of the similarity measures depends on the data set, which is expected, since the measures are data-driven. This also indicates that the ability of the underlying statistic to distinguish between normal and outliers depends on the data set. Since each similarity measure is a function of one statistic, we observe that the similarity measure which uses the best statistic for a given data set, is generally the best performer.
The performance of kN N Euc technique (using all Table 6 : Description of public data sets used for experimental evaluation. Each test data sets contains normal and outliers in ratio 10:1.
separability statistics) is one of the best on average. This result shows that when all statistics are used together, the performance can often be better than using them individually, though in several cases the performance deteriorates considerably when all statistics are used (such as for cn2 and sk2). The kN N P CA technique performs better on average than all 14 data driven similarity measures and the kN N Euc technique. This shows that PCA is able to capture a better combination of the separability statistics automatically than captured by the similarity measures. Moreover, it also shows that using all statistics may not be optimal for several data sets, and an optimal subset is required to be selected. For some data sets we observe that kN N P CA does not perform as well as using a single best discriminating statistic which is shown in the row stt (the corresponding statistic is shown in row ind). This shows that PCA might not always be able to determine the best combination of the statistics.
The performance of the best statistic (row stt) is the best for most of the data sets. In some cases, such as sk1 and ms2, the combination of statistics (using Euclidean distance or PCA) outperforms the single best statistic.
Designing a Better Similarity Measure
The results in Table 7 show that for many data sets, a combination of the separability statistics can result in better performance than using them individually. PCA is one way to obtain such a combination, but as the results indicate, it might not always provide the optimal combination. If a labeled validation data set is present, one can visually inspect the histograms for different statistics, and select the ones that provide maximum separation between the normal and outliers. We argue that using this approach we can arrive at an optimal subset of separability statistics. A similarity measure can then be designed to use this subset.
To verify the above hypothesis we conducted the following experiment. We selected data sets sk1 and sk2 from Table 7 . For each data set, the test data is split into equal sized validation and test sets. We first map the validation set into continuous space and analyze the histograms for each separability statistic, making use of the labels for the validation instances. We then select a subset of the statistics that best separate the normal points and outliers. Figures 5 and 6 show the per-statistic histograms for sk1 and sk2 data sets, respectively.
We observe that for sk1, statistics 1 and 3 (d mk and f xk ) show maximum separability between normal and outliers in the corresponding validation data set. Similarly, for sk2, statistics 3 and 4 (f xk and n xk ) show maximum separability between normal and outliers in the validation data set. We then apply the Euclidean distance based kN N technique on the test data set using the best subset of statistics. Table 8 summarizes the performance of kN N using different similarity measures and the performance of kN N using the best subset of statistics on the two data Table 7 : Performance of similarity measures and separability statistics on public data sets using kN N (k = 10). Table 8 : Outlier detection performance for sk1 and sk2 data sets (k = 10). Row eucs shows the results using the best subset of statistics.
sets. The results show that while none of the statistics individually perform as well (maximum accuracy is 0.78 for f xk in sk1 and 0.69 for f xk in sk2), the combination of the two best statistics (from the histograms as well as results of statistics on the validation data set), has accuracy of 0.82 for both data sets.
The results also indicate that the other two combination methods, viz., Euclidean and PCA, are slightly worse than the optimal combination, but still outperform all similarity measures as well as the individual statistics.
Thus, given a validation data set, a better subset of statistics can be selected by either using the histograms or by observing the results of individual statistics on the validation data set.
Concluding Remarks and Future Research Directions
This paper presents a framework to analyze categorical data. It is clear from the discussion in the previous sections that there is a tremendous gap between exploratory data analysis techniques for continuous and categorical data sets. This paper is an attempt towards bridging this gap. By mapping categorical data to continuous space, we open up the possibility of utilizing exploratory techniques that are available for continuous data to be applied to categorical data. The key strength of the proposed framework is its ability to analyze a given test data set with respect to a reference data set. We have demonstrated how this property can be used for visualization as well as outlier detection. In both applications, the framework is used to distinguish between instances belonging to the reference class(es) against the instances belonging to a novel class. Visualization allows an analyst to understand the data, set optimal parameters (such as number of nearest neighbors k), as well as choose or design optimal similarity measures using the proposed statistics. We believe that this framework can be extended in several directions, and discuss some future directions for research here.
The separability statistics, discussed in Section 3, are inspired from different similarity measures that have been proposed for categorical data. Many other such canonical statistics can be developed, which can be used to distinguish between instances that belong to the reference class against the other instances, e.g., a statistic that captures the correlation between different attributes.
Note that each of the separability statistics as well as their combinations can serve as distance/similarity measures. We showed that one can select an appropriate subset of separability statistics (or their linear combination, e.g. using PCA) in a supervised setting. This opens up the possibility for devising entirely new distance/similarity measures for categorical data sets.
In this paper we have used two standard visualization techniques, viz., histograms and 2-D plots of data projected on top two principal components. Other visualization and exploratory techniques that are applied to continuous data (see Table 2 , [18] , [25] ), can also be applied to the mapped data.
We have demonstrated the discriminative power of the framework in the context of outlier detection, but one can extend it for other data mining tasks such as classification and clustering. Moreover, the concept of analyzing a test data set with respect to a reference data set can also be extended to continuous data. Specifically, using a set of separability statistics (similar to the ones proposed in Section 3), continuous data can also be analyzed in the same framework.
Another possible extension to the proposed framework is to analyze a categorical data set with respect to itself. If the data mostly contains instances belonging to one or a few dominant modes, and a few outliers, the outliers should, in principle, appear different than the normal instances in the mapped space. Thus, the framework can be used for tasks such as unsupervised outlier detection or noise removal.
