Multilevel image thresholding is an important technique for image processing. However, the computational complexity of multilevel image thresholding grows exponentially with the increase in the number of thresholds when using the exhaustive searching method. To address this problem, a plenty of heuristic algorithms are applied to search the optimal thresholds. In this paper, an improved flower pollination algorithm (IFPA) using Tsallis entropy as its objective function is presented to find the optimal multilevel thresholding. In the IFPA, three modifications are utilized to enhance the flower pollination algorithm (FPA). First, an adaptive switch probability method is used to balance the local and global pollination. Second, a new local pollination strategy is adopted to avoid the population falling into local optimum. Third, an crossover and selection operations are applied to the FPA which can increase the diversity of the population, then enhancing the performance of the FPA. Subsequently, three different algorithms such as FPA, GSA and DE are introduced to compare with the IFPA in the experiments. The experimental results demonstrated that the IFPA can search out the optimal thresholds effectively, accurately and can obtain the best image segmentation quality.
I. INTRODUCTION
Image segmentation is used to extract the section of interest from an acquired image which is regarded as a pretreatment step in image processing [1] . In recent decades, image segmentation techniques have been widely used in different filed [2] . Among the popular segmentation techniques, thresholding segmentation method has attracted a lot of attentions. Numerous different thresholding approaches have been proposed in the literature [3] . Thresholding is based on the gray image histogram and it partitions the image using a set of proper thresholds. A threshold value or several threshold values often used in image segmentation. Bilevel global thresholding is used to divide an image into two The associate editor coordinating the review of this manuscript and approving it for publication was Omar Sultan Al-Kadi . regions (foreground region and background region). Suppose an image has multiple targets, bilevel threshold value maybe not acquire appropriate results. Hence, there is necessary to take advantage of multilevel thresholding which can segment the image into multiple parts [4] .
In the face of multilevel thresholding problem, the computational complexity grows exponentially as the number of threshold value increases. It is a challenging task for traditional exhaustive methods because of the high time consumption. Inspired by the natural life system, researchers have proposed numerous heuristic algorithms to solve complicated problems [5] , such as particle swarm optimization (PSO) [6] , ant colony optimization (ACO) [7] , differential evolution (DE) [8] and artificial bee colony (ABC) [9] . With the deepening of research, a plenty of novel swarm intelligence algorithms are conceived, in which different kinds of evolutionary VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ algorithms are applied to solve various optimization problems. Such as gravitational search algorithm (GSA) [10] , social spider optimization (SSO) [11] , cuckoo search (CS) [12] , flower pollination algorithm (FPA) [13] , firefly algorithm (FA) [14] , bat algorithm (BA) [15] , gray wolf algorithm (GWA) [16] , whale optimization algorithm (WOA) [17] , brain storm optimization (BSO) [18] and so on. Among them, the FPA is a popular heuristic algorithm that imitates the pollination behavior of flowering plants. unlike the DE, PSO and above mentioned other algorithms. The FPA has a very small number of parameters, and it is very easy to implement; Moreover, the FPA has high performance in solving challenging problems in unknown search spaces. Therefore, compared with other heuristic algorithms, the FPA shows good results for solving various real-life optimization problems from different field such as global optimization problems [19] , wireless sensor network [20] , feature selection [21] , multiple objective problems [22] and many others [23] , [24] . Though the standard FPA works well for many applications, it can still be improved when dealing with complex problems in real life. Many variants of FPA have been proposed by modification, hybridization and parameter-tuning to solve different problems. Rodrigues et al. developed a binary flower pollination algorithm (BFPA) for feature selection, the results showed that BFPA provided better results than PSO, HSA and FA [25] . Metwalli et al. proposed a chaosbased flower pollination algorithm (CFPA) to solve fractional programming problems in which the chaos theory in the enhancement of local search, the experimental results showed that the performance of CFPA is better than others algorithms [26] . Shen et al. presented a modified FPA (MFPA) to searching the optimal multilevel thresholding. Their proposed method modified the local and global pollination, the simulation results demonstrated the superiority of the MFPA [27] . The hybridization of FPA with simulated annealing (SA) for engineering optimization problems, called (FPSA), was shown in [28] . In the method, SA was used to enhance the local pollination. FPSA had a better performance than other techniques in the literature. In brief, the perfect search behavior of the FPA variants mainly depends on seeking a suitable balance between exploitation and exploration forces [29] . Exploitation involves an intensive search of existing solutions that have been explored previously, nevertheless exploration is the ability to search and discover new regions of the search space for further possibilities [30] .
In this paper, a new FPA variant called IFPA is proposed aiming to enhance the exploration and exploitation ability of the FPA. An adaptive switch probability is used to balance the local and global pollination. A new local pollination strategy is adopted to prevent the population from premature. In addition, the crossover and selection strategies are conceived to increase the diversity of the population. To validate and assure the efficiency of the IFPA, we applied the algorithm to multilevel thresholding image segmentation. A set of test images are used to evaluate the performance of the proposed algorithm in which three different algorithms are introduced to compare with the IFPA. Furthermore, some practical engineering images are utilized to test the image segmentation quality of the IFPA. All the experimental results show the superiority of the proposed algorithm in terms of the objective function value, image segmentation quality.
The rest of the paper is organized as follows: Section II shows the concepts of Tsallis entropy. The flower pollination algorithm is described in section III. The improved flower pollination algorithm is presented in section IV. Experiments and performance analysis are discussed in section V. Conclusions are drawn in section VI.
II. THEORY OF THE MULTILEVEL IMAGE THRESHOLDING
An image should be segmented into more than two regions if the image contains multiple different targets in practical applications [31] . Therefore, multilevel thresholding image segmentation based on the image gray histogram is proposed to segment the image into different regions. The process of image segmentation involves acquire the best objective function value by utilizing the intelligent optimization algorithm and then getting close to the optimal thresholds.
A. PIXEL GROUPING BASED ON THRESHOLDING
A gray image can be segmented into different regions based on the different threshold values [32] . Assume that an image can be represented by L gray levels and let each pixel gray value be denoted by C(x, y), then the output image I (x, y) can be represented as:
where x and y are the coordinates of the pixels, t i (i = 1. . . , m) is the threshold value, m is the number of the threshold value, and M i (i = 1. . . , m) is the partial region of the segmented image.
B. TSALLIS ENTROPY
Tsallis entropy is one of the earliest methods used in bilevel thresholding and has been applied to multilevel thresholds by researchers recently. An effective image segmentation criterion, it is widely used in practical applications [33] . Let p i = p 0 , p 1 . . . , p L−1 be the probability distribution of the L gray levels in a given image, where these gray levels are in the range {0,1. . . , L-1}. Then p i can be calculated by:
where h(i) denotes the number of occurrences of gray level i and N denotes the total number of pixels in the image. Based on fractal theory, Shannon entropy can be extended to Tsallis entropy which in image segmentation can be defined as:
where q denotes the entropy index. Suppose that the image is decomposed into two independent parts, A 1 and A 2. For each part, the Tsallis entropy can be expressed as:
The Tsallis entropy satisfies the pseudo-additive, and the total Tsallis entropy of the image is measured by:
The Tsallis entropy in part A 1 and part A 2 can be maximized; therefore, an optimum threshold value should be considered to achieved the segmentation of the gray image. This optimum value is obtained by maximizing the objective function for bilevel thresholds.
Obviously, the Tsallis entropy can be simply extended to multilevel thresholding when the image can be divided into m+1parts. The optimal multilevel thresholding problem becomes into an m-dimensional optimization problem, where the parameter m signifies the number of thresholding. The multilevel image thresholding based on Tsallis entropy can be expressed as the following formulas:
where
The total Tsallis entropy of multilevel image thresholding can be calculated by:
Optimal multilevel thresholding [t 1 , t 2 . . . , t m ] for a given image can be determined by maximizing the objective function.
III. THE FLOWER POLLINATION ALGORITHM
Flower pollination algorithm which inspired from the nature of the flower pollination process was proposed by Yang in the year 2012 [13] . The FPA mainly composed of two basic forms: biotic pollination which pollinators such as insects, butterflies and others move the pollen to a long distance. This pollination process can also be considered as global pollination with potential Lévy flights properties. Abiotic pollination is another form of pollination which does not need pollinators. It can be achieved by wind and diffusion, so the pollen travel a relatively close distance, this pollination process often be regarded as local pollination. Besides, flower constancy has been evolved. In this case, pollinators only visit a fixed set of flowers without exploring new flower types. Although natural flower pollination is a complex process, but it can be simplified into the following rules: Rule1: Biotic and cross-pollination can be regarded as a global pollination process in which the pollinators move in a way that obeys Lévy flights.
Rule2: The local pollination is performed by abiotic and self-pollination process.
Rule3: Flower constancy can be involved due to the similarity of two flowers.
Rule4: The switching between local and global pollination are determined by a switch probability P ∈ [0,1].
According to the above-discussed four rules, a flower pollination based algorithm can be conceived, known as FPA. In the global pollination step, pollen are carried by pollinators, and pollen can be transported over a long distance because pollinators can often fly or move long distances. Therefore, the first rule can be converted to a mathematical expression which can be described as follows:
where x t i stand for the pollen i at iteration t; gbest is the current best solution; also, γ is a scaling factor; L is a step size drawn from Lévy flights as:
where, (λ) is the standard gamma function with an index λ, and a large steps (s > s 0 >0) which is generated by the following transformation formula [34] : where u and v are two random samples drawn from a Gaussian normal distribution with mean equals zero, and standard deviations δ u and δ v can be expressed as:
In addition, if the random number is higher than the switch probability (P), the algorithm will execute local search, so the local pollination can be described by:
where x t j and x t k are two randomly selected solutions; the variable ε is derived from a uniform distribution in the range [0, 1].
The pollination process can be either local or global, so the switch probability controls the interaction between the two types of pollination (Rule 4). The basic steps of the FPA can be summarized as the pseudo code shown in TABLE 1.
IV. THE IMPROVED FLOWER POLLINATION ALGORITHM
Although the FPA have been successfully to address all kinds of optimization problems. It still has some drawbacks [35] , such as time consuming and premature convergence for some difficult problems. Hence, some modifications were proposed to overcome these drawbacks. At present, the improvement of the FPA is mainly focused on to accelerate the convergence and to improve the balance between exploration and exploitation [36] . Therefore, the first method to improve the FPA is to amend the parameters setting which also be known as modified FPA; the second way is to combine FPA with others algorithms which also called hybrid FPA. Multilevel thresholding image segmentation is a NP hard optimization problem, a lot of others heuristic algorithms are applied to obtain the optimal thresholds [37]- [38] , but few of studied the performance of FPA on multilevel thresholds. In the following, an improved FPA to further heighten the performance of standard FPA is applied to multilevel thresholding.
A. ADAPTIVE SWITCH PROBABILITY
The switch probability (P) controls the exploitation and exploration processes of the FPA, as a result, the global and local pollination depend on the switch probability which plays a very important role on the performance of the FPA. In order to guide the algorithm to a fast and efficient convergence, an adaptive switch probability is presented. The general equation for adaptive switch probability is given by:
where P max and P min are initially user-defined. t max is the total number of iterations, t is the current generation, f max,t , f min,t and f aver , t are the maximum fitness value, minimum fitness value and average fitness value, respectively, at iteration t. Such that, the switch probability is related to fitness values of the individuals and the number of iterations. At the beginning of the iteration, the population evolution is more efficient, so the switch probability is depend on the number of t; at the end of the iteration, the parameter t is approximate to t max , so the switch probability is mainly affected by fitness values. Hence, it can be makes the algorithm more reliable in global search and local search. 
B. MODIFIED LOCAL POLLINATION
In the local pollination of the standard FPA, a random number ε is used in equation (18), so the algorithm is easy to get into local optimal. A modified self-pollination strategy is proposed, in which a Cauchy distribution is introduced, and a polynomial is added. The modified strategy can make significant sense for the algorithm, Therefore, the capacity of escaping from local optimal and avoiding premature convergence is improved. The modified self-pollination strategy is given by:
where x t i , x t j , x t m and x t n represent pollen taken from different flowers of the same plant species at iteration t and gbest is the current best solution; F from a Cauchy distribution.
C. CROSSOVER AND SELECTION STRATEGIES
In each iteration, the best solution is obtained only by local or global pollination in the original FPA. The individuals of the population are lack of communication. So the rate of convergence is slower and the population is prone to premature. In order to overcome this problems. After local and global pollination, a crossover and selection operations are used, in which the diversity of the population will be improved. The crossover operation depends on a user-defined crossover rate (CR). CR is a random number between 0 and 1. Thus, for each trial individual r t i is created in the following way:
where x t i is a target individual and y t i is a new generated individual after global and local search.
Finally, a selection operation is performed to determine whether the target individual or the trial individual will survive in the next generation. At iteration t = t+1, if the trial individual yields a better value of the objective function, it will replace its target individual in the next generation. The corresponding equation is as follow:
where f (.)is the function to be maximized. In this section, an improved algorithm known as the IFPA is proposed. The pseudo code of the IFPA is shown in TABLE 2.
V. EXPERIMENTS AND ANALYSIS
Through comparisons and contrasts of images, data, and graph analysis in the experiments to show the superiority of the proposed IFPA. The proposed maximum Tsallis entropybased IFPA has been tested on a set of benchmark images. These classic images are widely used in the multilevel image segmentation literature to test different methods; they are the six classic images from the Berkeley segmentation data set and Benchmarks 500 and are named ''Lena'', ''Pepper'', ''Cameraman'', ''Goldhill'', ''Barbara'' and ''Baboon''. The sizes of all images used in this experiment are 512×512, expect for the ''cameraman'' image which is 256×256. These original test images and their histograms are shown in FIG-URE 1. Note that it each image corresponds to a different histogram that can better test algorithms.
The experiments were carried out on a Lenovo laptop with an Intel core i7 processor and 8 GB of memory, running Windows 10 system. The algorithm was developed via the global optimization toolbox of MATLAB R2018a. In the following sections, the IFPA will be compared with the FPA, the GSA and the DE. The comparison with different algorithms are mainly used to test the advantages of the IFPA.
To avoid the randomness in the results, appropriate performance indicators must be used to compare the effectiveness of these methods. Image quality measurement is evaluated using the root mean square error (RMSE) and peak signal-to-noise ratio (PSNR). The RMSE value is calculated by: 
where, MSE represents the mean square error. A higher value of PSNR indicates a better quality of segmented image. All the algorithms are tested under the same conditions. Generally, the experimental test thresholds are m = 2,3,4,5. The number of maximum iterations is set as 300 per experiment, and the population size is 20. All the experiments were repeated 30 times. The corresponding key parameters of the four algorithms which were taken from references are listed in Table 3 [6], [10] , [13] .
A. THE MULTILEVEL THRESHOLDING IMAGE SEGMENTATION WITH DIFFERENT ALGORITHMS
The purpose of this section is to demonstrate the segmentation effect. For the DE algorithm and the GSA, FPA and IFPA, TABLE 4 shows the corresponding optimal thresholds and   TABLE 5 shows the corresponding objective function fitness value and computation time.
The analysis in TABLE 4 shows all the threshold values seem to be the same when the same m value is taken, with slight differences. Moreover, the thresholds of the IFPA and DE fluctuate slightly. On the other hand, to clearly show the performance of IFPA. It can be observed from the TABLE 5 that all the test images with different algorithms can acquire relatively high objective function fitness values and that objective function values also increased with the increase in m value. Generally, the IFPA and the DE algorithm show similar objective function values that are higher than those of the GSA and FPA, but the difference range is always less than 0.2. In addition, the IFPA has the least CPU timing among the four algorithms. Moreover, an analysis of TABLE 6 shows that the RMSE of IFPA is the smallest and the PSNR of IFPA is the highest. The performance of the DE algorithm is close to that of the IFPA, but the GSA and FPA show slightly worse segmentation effects. The computational results are consistent with the information in TABLE 4 and TABLE 5 . The experimental results have provided the outstanding performance, accuracy and convergence of the proposed algorithm in comparison to the other three algorithms. 
B. THE PERFORMANCE OF THE IFPA IN PRACTICAL APPLICATION
In order to further demonstrate the superiority of the IFPA in multilevel image segmentation. Four test images come from practical engineering application which named ''Yeast'', ''Head-CT'', ''Cygnus-loop'' and ''Pos-ADI'' are shown in FIGURE 2. We can easy to find out that the test images can be divided into 3 parts, 4 parts, 5 parts and 6 parts, respectively. Corresponding, we present 2-level, 3-level, 4-level and 5-level thresholding to segment the test images. It is very useful for comparative experiments. The experimental test results are displayed in FIGURE 3. Comparing the image quality with four algorithms after segmentation from the visual. These figures show the effectiveness of the IFPA. For instance, the output with 3-level thresholding of Yeast image using the IFPA seems qualitatively better as compared to the other algorithms. Similarly, all the image segmentation results Also reveal the fact that the qualitatively by our method is best. And our method can effectively separate multiple objects and background when increasing the number of thresholds. In comparison with the IFPA, the image segmentation effect of DE is similar to that of the IFPA, but DE is not effectively segment the image of the ''Yeast'', and other two algorithms can not effectively segment the image''Yeast'' and ''Head-CT''.
To measure the image segmentation effect more accurately, the statistical indicators SSIM and FSIM are utilized [27] , [33] . The SSIM is used to compare the structures of the original image and the segmented image. The SSIM is given as follows:
where, µ C and δ C respectively represent the pixel mean and variance of the original image, µ I and δ I represent the pixel mean and variance of the segmented image, respectively; δ CI is the covariance of the original image and the segmented image, and C 1 and C 2 are the constants. Here, C 1 = C 2 = 6.5025. A higher value of the SSIM indicates better performance.
In addition, the FSIM is employed to measure the feature similarity between two images. It is calculated between two images C and I as:
where in TABLE 4, TABLE 5,  TABLE 6 and TABLE 7 and Image segmentation results in FIGURE 3 show that the IFPA demonstrates better time efficiency than the other algorithms and excellent segmentation quality and has obvious advantages, especially over the FPA, in convergence performance. Therefore, it can be safely concluded that the IFPA is a highquality desirable image segmentation method with high efficiency. 
VI. CONCLUSION
In this paper, an improved flower pollination algorithm is proposed for multilevel thresholding image segmentation. Three modifications are adopted. First, the adaptive switch probability is used to enhance the local pollination. Second, a local pollination strategy is utilized to avoid the algorithm falling into local optimal. Third, an crossover and selection operations are guide to increase the diversity of the population. The purpose of the three strategies is to improve the exploration and exploitation ability of the original FPA in search space. The validity of our modification is demonstrated by different experiments. In the experiment, the DE algorithm, the GSA and the FPA are introduced to compare with the IFPA. the results proved that the IFPA is highly efficient in stability, accuracy, CPU timing and image segmentation quality for multilevel image thresholds. The future work, will be focused to adaptive the parameters in which the parameters automatically and adapt their values according to the variety of different problems.
