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SUMMARY
This thesis focuses on pioneering the application of symmetry-adapted perturbation
theory (SAPT) to organocatalysis. Understanding the effect of non-covalent interactions in
transition states would enable rational catalyst design. Industrial reactions that produce
chiral products would be benefited by greater selectivity toward the desired enantiomer
or stereoisomer. One way to achieve this is by optimizing the non-covalent interactions
in the transition state such that the transition states leading to the preferred products
are the most stabilized. SAPT allows for the analysis of the fundamental components
of non-covalent interactions between two monomers in the transition state: electrostatics,
exchange-repulsion, induction/polarization, and London dispersion. Its variants, which are
also applied throughout, allow for an even more fine-grained analysis of these interactions.
Functional group SAPT (F-SAPT) and atomic SAPT (ASAPT) provide the aforementioned
decomposition of the interaction energy into contributions of pairs of functional groups (F-
SAPT) or pairs of atoms (ASAPT).
For the first time, we have applied F-SAPT and ASAPT to organocatalysis in order to
quantify non-covalent interactions in transition states of two reactions. The first reaction,
in which we applied only F-SAPT, was the proline-catalyzed intermolecular aldol reaction
between benzaldehyde and cyclohexanone, according to the Houk-List mechanism.3 In this
reaction, a favorable electrostatic interaction between the NCHδ+ group of the enamine
intermediate and the δ−O=C of benzaldehyde was thought to be of central importance
in determining the dominant product of the reaction. However, direct quantification of
this contact through the use of F-SAPT revealed that this contact is destabilizing in all
transition states, and further analysis revealed that large negative charges on the close
nitrogen and oxygen atoms was responsible for this destabilization. The quantification of
a C–H/π interaction between the cyclohexene group of the enamine intermediate and the
xvi
benzaldehyde phenyl ring confirmed the presence of this interaction in the form of stabilizing
dispersion and electrostatics; however, unfavorable exchange-repulsion causes this contact
to be destabilizing overall. A contact between an ortho-hydrogen of the phenyl and an
oxygen of the carboxylic acid group of the enamine was confirmed to be stabilizing by F-
SAPT. Ultimately, F-SAPT analysis showed that non-covalent stabilization was not the
primary factor in determining the dominant product of the reaction.
Additionally, F-SAPT and A-SAPT were applied to an enantioselective allyl addition
to a fluoroketone. Experimentalists hypothesized that certain non-covalent interactions
between specific atoms and functional groups in the transition states contributed to the
enantioselectivity of the reaction. Our A-SAPT analysis confirmed the presence of the
favorable H · · · F contact that was thought to be most influential in determining the ex-
perimentally observed product ratio. The presence of other atom-atom contacts used to
explain the relative product ratios were also confirmed on the basis of A-SAPT analysis.
F-SAPT was used to show that interactions between the substrate phenyl or ortho-methyl
phenyl groups and phenyl of the organoboron catalyst, which were previously thought to
be unfavorable due to steric hindrance, are actually favorable π-π interactions.
These applications of F-SAPT have also provided inspiration for the creation of tools to
automate input generation. The job set up for these types of analyses can be quite a tedious
process for larger transition states in organocatalysis. Software has been written to allow
users to make custom inputs through the use of a popular molecule viewer’s graphical user
interface. In addition to this software development, the design and substitution of a low-cost
method, local second-order Møller-Plesset perturbation theory (LMP2), for a more costly
method, second-order Møller-Plesset perturbation theory (MP2), in double hybrid density
functional theory is discussed. A preliminary analysis of its accuracy on a small database
of non-covalent interactions suggests that interaction energies of the canonical method may
be routinely reproduced.
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CHAPTER I
INTRODUCTION
This chapter will introduce the theory necessary to understand the rest of the thesis. For
further clarification, it is recommended that the reader consult external resources, such as
“Modern Quantum Chemistry: Introduction to Advanced Electronic Structure Theory” by
Attila Szabo and Neil Ostlund.72
1.1 Brief Introduction to Electronic Structure Theory
1.1.1 Schrödinger Equation
Electronic structure theory seeks to describe molecular interactions at the subatomic level
through consideration of the distribution of electrons with respect to stationary nuclei,
which requires the application of quantum mechanics. For many electronic structure theory
applications, and this thesis, the non-relativistic time-independent Schrödinger equation is
used.
ĤΨ = EΨ (1)
In the equation above, the operator Ĥ is the non-relativistic time-independent Hamil-
tonian, and Ψ and E are the wavefunction and energy of the system, respectively.
Ĥ = −1
2
∑
i
∇2i −
∑
A
1
2MA
∇2A −
∑
A,i
ZA
rAi
+
∑
A>B
ZAZB
RAB
+
∑
i>j
1
rij
(2)
The Hamiltonian defined above accounts for all non-relativistic energy contributions in a
molecular system. 12
∑
i∇2i represents the sum of the kinetic energy of all electrons i, where
∇2 is the Laplacian of the ith electron.
∑
A
1
2MA
∇2A represents the sum of the kinetic energy
of each nucleus A, and MA is the mass of each nucleus.
∑
A,i
ZA
rAi
is the Coulombic attraction
of each nucleus A with each electron i.
∑
A>B
ZAZB
RAB
is the Coulombic repulsion between all
1
pairs of nuclei A and B, otherwise known as the nuclear repulsion energy. Finally,
∑
i>j
1
rij
,
similarly, is the Coulombic repulsion between all pairs of electrons i and j.
In typical applications of this equation, and in the following work, the Born-Oppenheimer
Approximation is invoked. This approximation assumes that the nuclei of a system remain
in a stationary position R relative to the electronic coordinates r. This is a sensible ap-
proximation due to electrons being orders of magnitude less massive than atomic nuclei
(mass of proton or neutron: 1.67 x 10−27 kg, mass of electron: 9.11 x 10−31 kg). The Born-
Oppenheimer Approximation implies that the kinetic energy of the nuclei,
∑
A
1
2MA
∇2A,
is zero since a stationary position is assumed for the nuclei with respect to the electrons.
The Born-Oppenheimer Approximation also implies that the nuclear repulsion energy piece,∑
A>B
ZAZB
RAB
, will be constant since RAB is fixed. Only the “electronic Hamiltonian” will
be considered in the subsequent discussion:
Ĥ = −1
2
∑
i
∇2i −
∑
A,i
ZA
rAi
+
∑
i>j
1
rij
. (3)
With the electronic Hamiltonian being given, the main task of electronic structure theory
computations is to solve for the rest of the Schrödinger equation, the wavefunction Ψ and
the energy E. Ψ represents an eigenstate, and E represents an eigenvalue, or energy of
the molecular system. With the wavefunction, useful properties of a molecular system can
be derived, such as multipole moments or polarizabilities, and the energy of the system
will be obtained. The following sections are concerned with techniques for finding the
wavefunctions and the associated energies.
1.1.2 Hartree-Fock Theory
Hartree-Fock is the most approximate ab initio method used to solve the electronic Schrödinger
Equation. Through this method, one can arrive at an approximate wavefunction, or rather,
molecular orbitals. This approximation is equivalent for solving for the energy of a molecular
system in a mean field of the electrons.
The electronic Hamiltonian described above can be written in two parts:
2
h(i) = −1
2
∇2i −
∑
A
ZA
riA
(4)
v(i, j) =
1
rij
(5)
The first operator h(i) is known as the one-electron operator because it accounts for the
energetics of a single electron. As discussed in the previous section, this operator includes
the kinetic energy of the ith electron and the interaction of the ith electron with each nucleus,
A. The second operator is a two-electron term which accounts for the interaction of electron
i with electron j. These two operators in addition to the nuclear repulsion energy make up
the Hamiltonian.
Hartree-Fock works under the assumption that the wavefunction, Ψ, can be represented
by single Slater determinant, shown below. This is a specially crafted mathematical con-
struct that enforces the antisymmetry of the wavefunction, in accordance with Pauli exclu-
sion principle for fermions.
Ψ =
1√
N !
∣∣∣∣∣∣∣∣∣∣∣∣∣
χ1(x1) χ2(x1) . . . χN (x1)
χ1(x2) χ2(x2) . . . χN (x2)
...
...
. . .
...
χ1(xN ) χ2(xN ) . . . χN (xN )
∣∣∣∣∣∣∣∣∣∣∣∣∣
(6)
When a Slater determinant is used in combination with the electronic Hamiltonian, the
energy of the system can be written in terms of sums over occupied orbitals a and b like:
〈Ψ|Ĥ|Ψ〉 =
∑
a
〈a|h|a〉+ 1
2
∑
ab
〈ab||ab〉 (7)
Clemens Roothan developed a method of finding the orbitals, or Slater determinant,
that gives the minimum energy, which is known to be the best guess due to the variational
principle.
FC = SCε (8)
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Here, F is what is known as the Fock operator, C is the matrix of orbital coefficients,
S is the overlap matrix, and ε is the energy of the system.
Sµν = (µ|ν) (9)
The above equation is known as a psuedo-eigenvalue equation because the Fock operator,
F , depends on the eigenstate, C.
Fµν = hµν +
∑
i
∑
λσ
C?λiCσi(2[µν|λσ]− [µσ|λν]) (10)
This equation can be solved for iteratively. Iterations will terminate once a suitable
threshold is reached, i.e. a small numerical change in energy or orbitals.This Self Consistent
Field procedure, similarly to other methods of computational chemistry, provides the lowest
energy possible by fitting the orbital coefficients C to a set of given basis functions χ̃.
χi =
∑
µ
Cµiχ̃µ (11)
For this thesis, only Gaussian type orbitals (GTO) are used for basis sets.
χ̃GTOµ (x, y, z) = Nx
lymzne−αr
2
(12)
Here, x, y, and z represent coordinates in space, l+m+ n sum up to the total angular
momentum of the orbital represented, N is a normalization factor, and r is the Euclidean
distance from the atomic center. In general, the more flexibility afforded by the basis set,
i.e. more functions, the more accurate answer can be achieved.
1.1.3 Symmetry-Adapted Perturbation Theory
Symmetry-adapted perturbation theory (SAPT) will be used throughout this thesis.73
Namely, zeroth-order SAPT (SAPT0) is used in this work. This approximately equates
to using a Hartree-Fock wavefunction to describe both monomers and using second-order
perturbation theory to describe the interaction between the monomers. SAPT treats the
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interaction between two monomers as a perturbation and solves for the corresponding inter-
action energy. The primary benefit of using SAPT is the energy decomposition it provides
in terms of electrostatics, exchange-repulsion, induction/polarization, and London disper-
sion. This makes it a useful tool for probing the physical origins for interactions throughout
chemistry.
In addition to SAPT, two partitions of this method are used here: atomic SAPT (AS-
APT) and functional-group SAPT (F-SAPT). Essentially, these two methods offer a finer
grained analysis of the interactions between monomers. A standard SAPT procedure, with
exactly two monomers, is still performed, and the canonical overall interaction energy will
be recovered by both methods. ASAPT yields the decomposed interaction energy between
a pair of atoms, with each atom of the pair belonging to a separate monomer in the un-
derlying SAPT computation. F-SAPT yields the decomposed interaction energy between
pairs of functional groups, with each functional group of the pair belonging to a separate
monomer of the underlying SAPT computation.
The F-SAPT interpretation ensures user-designated functional groups retain an integral
number of localized electrons and protons and treats the σ bond linking these functional
groups (link bond) as retaining a proton and electron from each of the atoms involved in
the bond. Adding a proton from each atom involved is necessary to make the link bond
fragments neutral and avoid large oscillations in the partitioning of SAPT electrostatics.
To avoid treating the link bond as a separate entity in F-SAPT analysis, it is fractionally
assigned to the functional groups it bounds in what is known as “reduced analysis”. The
assignment can be weighted by the ratio of orbital atomic charges of the atoms that the
fragmented bond is between (links by charge), or half of the link bond can be assigned to
each fragment involved in the bond (links 50-50). The results for either partitioning are
qualitatively essentially the same when chemically separable fragments are chosen.50 Here,
“chemically separable” refers to functional groups that are linked by at most a σ bond.
This precludes functional groups that are bound by aromatic, double, etc. bonds because
the multiple bond provides resonance between the functional groups, so that they are not
electronically distinct and do not necessarily each contain an integer number of electrons as
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assumed by F-SAPT. For further explanations, the reader should reference work by Parrish
et al.50,51
The SAPT Hamiltonian can be written like:
Ĥ = F̂ + Ŵ + V̂ (13)
Here, F̂ represents the sum of the Fock operators for each monomer, Ŵ represents
the sum of intramonomer correlation operators for each monomer, and V̂ represent the
interaction between the monomers. For the SAPT0 method, which is the only version of
SAPT utilized by this thesis, the interaction energy computed can be represented as follows:
ESAPT0int = E
HF
int + E
(20)
disp + E
(20)
exch−disp. (14)
The EHFint term is the Hartree-Fock interaction energy and is computed in a SAPT
computation using the supersystem approach:
EHFint = E
HF
dimer − EHFmonomerA − EHFmonomerB. (15)
EHFdimer is the energy of both monomers in the dimer geometry, the “supersystem”, and
EHFmonomerA and E
HF
monomerB are the energies of each monomer in isolation. The last two terms
of the sum above (E
(20)
disp and E
(20)
exch−disp) represent the London dispersion contribution of
the aforementioned energy decomposition. The EHFint term can be decomposed into the
additional terms (electrostatics, exchange-repulsion, and induction/polarization) like:
EHFint = E
(10)
elst + E
(10)
exch + E
(20)
ind,resp + E
(20)
exch−ind + δE
HF
int (16)
The first term in the above equation represents the contribution from electrostatic in-
teractions, the second term represents the contribution from exchange-repulsion, and the
last three terms summed together represent the contributions from induction/polarization.
The δEHFint term is purely the contribution needed to retrieve the Hartree-Fock interac-
tion energy and is included in the induction/polarization component throughout this the-
sis. Electrostatic contributions can be stabilizing (charge-penetration, favorable Coulombic
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interaction, etc.) or destabilizing (unfavorable Coulombic interaction or multipole inter-
action, etc.). Exchange-repulsion contributions should always be destabilizing, and induc-
tion/polarization and London dispersion contributions should always be stabilizing. How-
ever, it must be noted that for ASAPT and F-SAPT, some individual contributions to
the induction/polarization term for a given pair of atoms or functional groups can actu-
ally be destabilizing, but the sum of these contributions will result in an overall stabilizing
induction/polarization term.51
1.2 Post Hartree-Fock Methods of Electron Correlation
Electron correlation is formally defined as the energy difference of the exact non-relativistic
electronic energy and Hartree-Fock energy (EHF ) of a system.
Ecorrelation = Eexact − EHF (17)
In order to capture this energy, more advanced theories are required.
1.2.1 Møller-Plesset Perturbation Theory
Møller-Plesset Perturbation Theory (MPPT)46 is the cheapest ab initio method that may
be used to account for electron correlation. It uses perturbation theory, typically to second-
order (known as MP2), to account for electron correlation as a perturbation λV̂ to the
aforementioned Hartree-Fock Hamiltonian Ĥ0, where λ is an arbitrary parameter to control
the size of the perturbation V̂ .
Ĥ = Ĥ0 + λV̂ (18)
The perturbation is defined as the difference in the electronic Hamiltonian and the
Hartree-Fock potential.
V̂ =
∑
i<j
1
rij
− V̂ HF (19)
The wavefunction and energy are represented as a power series expansion in λ.
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(Ĥ0 + λV̂ )(
m∑
i=0
λi|Ψ(i)n 〉) = (
m∑
i=0
λiE(i)n )(
m∑
i=0
λi|Ψ(i)n 〉) (20)
The equation to be solved can be formed by equating all terms with λ to the same
power k, where k is considered the order of the perturbation theory. As stated above, this
is typically truncated at k = 2, or second-order perturbation theory. For instance, when
k = 2, the following perturbation expansions is formed:
H0|Ψ(2)n 〉+ V̂ |Ψ(1)n 〉 = E(0)n |Ψ(2)n 〉+ E(1)n |Ψ(1)n 〉+ E(2)n |Ψ(0)n 〉 (21)
Solving this equation for the second-order energy, E(2), yields the following:
E2n = 〈Ψ(0)n |V̂ |Ψ(1)n 〉. (22)
Now, only Ψ
(1)
n needs to be defined to determine the MP2 correlation energy, which can
be solved for using the first order expansion.
|Ψ(1)n 〉 =
∑
m 6=n
〈Ψ(0)m |V̂ |Ψ(0)n 〉
E
(0)
n − E(0)m
|Ψ(0)m 〉 (23)
By combining these definitions, the MP2 energy can be expressed.
E
(2)
0 =
∑
m6=0
|〈Ψ(0)0 |V̂ |Ψ
(0)
m 〉|2
E
(0)
0 − E
(0)
m
(24)
The above equation can be expressed in terms of two-electron integrals in the molecular
orbitals. These are computed via a transformation of the atomic orbital integrals computed
by Hartree-Fock. More on this operation is discussed in the section pertaining the den-
sity fitting approximation, 1.3. Typically, higher than second-order perturbation theory is
avoided due to the fact that it is not systematically improvable nor necessarily convergent
at higher levels. Even second-order perturbation is subject to divergence problems if E
(0)
0
and E
(0)
m become close in energy in the above expression. However, MP2 generally serves as
a good estimate of electron correlation effects despite being notorious for overbinding π-π
interactions.1
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1.2.2 Local MP2
Another way of decreasing the cost of electronic structure computations is through mak-
ing local correlation approximations. These approximations rely on the idea that electron
motions are correlated only if they are in close proximity. The following discussion of local
correlation will concern the work on local MP2 of Werner and Pulay.54,62,81
The general algorithm of local MP2 is performed in the following steps:
1. Localize Orbitals
2. Determine Pair Domains and Classes
3. Compute Two-Electron Integrals
4. Solve for Amplitudes Iteratively
Localizing the orbitals involves transforming the canonical orbitals using a unitary trans-
formation, which implies the energy of the system does not change, in order to make them
more amenable to chemical intuition and less diffuse. By making the orbitals localized,
meaningful estimates can be made to predict the strength of orbital interactions a priori.
This procedure can be done through multiple well known localization algorithms, for exam-
ple those of Boys10 or Pipek-Mezey.53 Local molecular orbitals (LMOs) are defined in the
atomic orbital basis {χµ} by a matrix of coefficients L:
|φi〉 =
∑
µ
|χµ〉Lµi, (25)
where |φi〉 is now being used to represent an LMO. From these local orbitals, virtual or-
bitals are produced in the form of projected atomic orbitals (PAOs) that are non-orthogonal
functions that span the virtual space:
|φ̃r〉 = (1−
m∑
i
|φi〉〈φi|)|χµ〉 =
∑
µ
|χµ〉Pµr. (26)
A tilde will be used to signify terms that are in the PAO basis. Additionally, the matrix
P can be computed through the following matrix equation:
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P = 1− LL†S, (27)
where S is the standard overlap matrix. With the LMOs and PAOs defined, it is now
possible to form orbital domains. Orbital domains make it possible to limit the number of
atomic orbital integrals that are transformed into the LMO basis. These orbital domains,
[i], are a subset of PAOs that are the most relevant for each LMO. They are formed by
first sorting all atoms by their Mulliken charge contribution to LMO i. Then for each LMO
i, atoms from the sorted list are added one at a time to a list of relevant atoms until the
Boughton-Pulay threshold (BP Threshold) is met.9
1−
∫
(φi − φ̃i)2dr ≥ BP Threshold (28)
Here, φ̃i is an approximation of the orbital represented by the selected atoms.
|φ̃i〉 =
∑
A∈[i]
∑
µ∈A
|χµ〉L̃µi (29)
Once the BP Threshold is met, the PAOs, r or s, that are formed by atomic orbitals
at an atom center in the list of relevant atoms are considered part of orbital domain [i].
Then, united pair domains [ij] are formed by taking the union, [i]∪ [j], of the corresponding
pair domains. Each pair domain is classified by a distance-based hierarchy according to the
closest contact between atoms in each respective pair domain. This classification is used
to determine the theoretical treatment for the electron correlation between each pair of
occupied LMOs i and j, and the computational costs are reduced by requiring less rigorous
computations for each distance regime:
• Strong Pairs: R < 2 Bohr: Local Coupled Cluster
• Weak Pairs: 2 ≤ R < 8 Bohr: Local MP2
• Distant Pairs: 8 ≤ R < 15 Bohr: Multipole Approximation to Local MP2
• Very Distant Pairs: R ≥ 15 Bohr: Neglect
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These approximations, together with the restriction of the virtual orbital space to only
the PAO’s in the united pair domain [ij] for each pair of occupied LMOs i and j, makes
the computational cost independent of molecular size. In this thesis, integrals computed in
the “Strong Pair” regime were computed with MP2 instead of coupled cluster. All integral
transformations can be density fitted, and the problem size can be further reduced by
applying techniques described by Werner, Manby, and Knowles.81
The local MP2 energy can be written in terms of the two-electron integrals, K̃ijrs =
(ri|sj), as shown below.
E =
∑
ij∈P
∑
r,s∈[ij]
(2T̃ ijrs − T̃ jirs)K̃ijrs (30)
Here, P is the list of ij pairs that considered in the LMP2 computation, and r and s are
the PAOs associated with the united pair domain [ij]. Local MP2 is an iterative method
which aims to update the amplitudes, T̃ ijrs, such that the residual term as derived from the
Hylleraas functional is minimized.62
Rij = K̃ij + F̃ T̃ ijS̃ + S̃T̃ ijF̃ −
∑
k
S̃[FikT̃
kj + FkjT̃
ik]S̃ (31)
In the above equation, F̃ and S̃ are the Fock and overlap matrix in the PAO basis,
respectively. Work by Werner and company suggests that it may be faster to compute
the summation term with small matrix multiplies, S̃ × T̃ kj × S̃, for each k inside the
summation. However, our studies suggest that it is much faster on modern hardware to
form the matrix produced by the summation and compute one large matrix multiply outside
of the summation.
In addition to the density fitting approximation mentioned above, a multipole expansion
can be used to approximate the two-electron integrals (ri|sj) as shown below.
K̃ijrs ≈
∑
lm
∑
l′m′
QrilmU
ir,js
lm,l′m′Q
sj
l′m′ (32)
Qrilm is the m
th multipole moment of order l computed at the center of the charge
distribution ρir = φiφ̃r and U
ir,js
lm,l′m′ is the interaction operator. Typically, this expansion
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is truncated at l = 3.28 This interaction operator computes the interaction between the
multipoles Qrilm and Q
sj
l′m′ .
U ir,jslm,l′m′ =
V ir,jslm,l′m′
Rl+l′+1
(33)
R is the distance between the centers of the interacting multipole, and l and l′ are the
orders of the multipole expansion about the center of charge distribution ρri and ρsj , respec-
tively. V ir,jslm,l′m′ describes the interaction between the multipole centers and its forms can be
found in “The Theory of Intermolecular Forces” by Anthony Stone.71 Also, “asymmetric
pair domains” are required for this expansion to converge. “Asymmetric pair domains” are
the subsets of PAOs (r and s) in the pair domain [ij] that only belong to exactly one of the
orbital domains [i] or [j].28 This is due to the inverse dependence on R in the interaction
operator, Rl+l
′+1. Charge distributions that are too close will cause the interaction to blow
up.
For integrals approximated with a multipole expansion, the multipole expansion can be
computed at some point of origin, 0, and inexpensively translated to other centers R.29
Qri:Rrilxlylz =
∑
kxkykz
(−Rrix)lx−ky(−Rriy)ly−ky(−Rriz)lz−kzQri:0kxkykz (34)
Here, Qri:0kxkykz is the multipole moment of charge distribution ρri determined at the
origin and has been converted from spherical polar coordinates to Cartesian coordinates
through transformations that can be found in “The Theory of Intermolecular Forces” by
Anthony Stone.71 Qri:Rrilxlylz is the Cartesian multipole of charge distribution ρri that has been
translated to center Rri. Rrix is the x coordinate of the center, Rri, of the translated
multipole. Similarly, Rriy and Rriz are the y and z coordinates. After translation, these
Cartesian moments can be converted back into spherical polar coordinates for use in the
interaction formula above.
1.2.3 Coupled-Cluster Theory
Coupled-Cluster Theory55,56,65 is a more rigorous method used to account for electron
correlation and is often used to compute what are considered to be the most accurate
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energetics in quantum chemistry, known as the “Gold Standard”. It features an exponential
ansatz that is expanded in a Taylor series and dramatically adds to the number of terms
present and the accuracy of the energetic description.
|Ψ〉 = eT̂ |Φ0〉 (35)
As previously stated, this wavefunction can be represented by Taylor expansion in T̂ .
eT̂ |Φ0〉 = (1 +
1
1!
T̂ 1 +
1
2!
T̂ 2 +
1
3!
T̂ 3 + ...)|Φ0〉 (36)
T̂ is known as the cluster operator and controls the number of excitations of the wave-
function that are taken into account.
T̂ = T̂1 + T̂2 + T̂3 + ... (37)
The order of coupled cluster is determined by where the cluster operator is truncated.
For instance, if T̂ is terminated at T2, only up to double excitations (T̂1 and T̂2) are taken
into account, and this is known as coupled cluster singles and doubles (CCSD).
T̂1|Φ0〉 =
∑
i,a
tai |Φai 〉 (38)
T̂2|Φ0〉 =
∑
i>j,a>b
tabij |Φabij 〉 (39)
Here, tai and t
ab
ij are what is known as the singles and doubles amplitudes, respectively,
which are the coefficients of the CCSD wavefunction. |Φai 〉 is a singly excited determi-
nant which is generated by substituting occupied molecular orbital i for a virtual orbital a.
Similarly, |Φabij 〉 is a doubly excited determinant and is generated by making the same substi-
tution of i for a in addition to the substitution of occupied molecular orbital j for a virtual
molecular orbital b. This level of coupled-cluster is even more accurate than MP2 and can
be systematically improved by increasing the level of excitations taken into account (for ex-
ample triple or quadruple excitations); however, this will result in a prohibitively expensive
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computation on modern hardware in terms of wall time and memory. The aforementioned
“gold standard” of computational chemistry is achieved by performing CCSD plus a pertur-
bative triples estimate, known as CCSD(T). This is already often a prohibitively expensive
computation and can only be done routinely on systems that are less than 100 atoms, even
when a host of approximations are made.
1.3 Density Fitting
A common bottleneck in electronic structure computations is the computation and storage
of two-electron integrals. Density fitting is a widely used to technique to greatly reduce the
memory requirements of storing these integrals by reducing these integrals from four-index
to three-index objects.27,30,31,63,64,80 Two-electron integrals are represented in the following
manner:
(pq|rs) =
∫
dr1
∫
dr2φp(r1)φq(r1)
1
r12
φr(r2)φs(r2). (40)
These integrals can alternatively written in terms of densities, ρpq, and approximated
by what is known as a fitting basis set χ:
ρ̄pq(r) =
Nfit∑
P
dpqP χP (r) (41)
Others have shown that fitting for the coefficients dpqP can be achieved through the
equation below.15,16
dpqP =
∑
Q
(pq|Q)[J−1]PQ (42)
In the above equation, the three-index quantity (pq|P ) is defined as
(pq|P ) =
∫
dr1
∫
dr2φp(r1)φq(r1)
1
r12
χP (r2), (43)
and the JPQ matrix, or Coulomb metric, is defined as
JPQ =
∫
dr1
∫
dr2χP (r1)
1
r12
χQ(r2). (44)
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Now, the original integrals equations can be computed with summation below.
(pq|rs) =
∑
PQ
(pq|P )[J−1]PQ(Q|rs). (45)
Performing this approximation formally reduces the scaling of the most expensive two-
electron integral transformations in MP2. For instance, the canonical integral transfor-
mation of atomic orbitals that is necessary to compute the equations for MP2 is formally
O(N5).
N = NoccN
4
AO. (46)
However, when density fitting is applied, this scaling is reduced to O(N4).
N = NoccN
2
AONaux. (47)
Here, Nocc is the number of occupied orbitals, Nvirt is the number of virtual orbitals,
Naux is the number of auxiliary functions, and NAO is the number of atomic orbitals. In
general, NAO is greater than Nocc and Nvirt, which leads to the speedup seen in practice.
Additionally, the storage required for the transformation is reduced from O(N4) to O(N3).
The first transformation step of canonical MP2 requires the costly storage of (iν|λσ) in-
tegrals, a four-index quantity. In comparison, the most memory intensive step of density
fitted MP2 is the storage of (ia|P ) intermediates, a three-index quantity.
1.4 Organization of Thesis
The rest of this thesis will concern both published and unpublished works that make use
of the material in the introduction. The next two chapters will focus on the examination
of non-covalent interactions in organocatalysis through the use of SAPT and its variants.
After that, the next chapter will focus on the implementation and substitution of local
MP2 in a double hybrid DFT, B2PLYP. Finally, algorithms and tools designed to aid and
automate input generation for F-ISAPT computations will be discussed.
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CHAPTER II
EXAMINATION OF NON-COVALENT INTERACTIONS IN THE
HOUK-LIST MECHANISM
2.1 Summary
Rational design of catalysts would be aided by a better understanding of how non-covalent
interactions stabilize transition states. Here, we apply the newly-developed Functional-
Group Symmetry-Adapted Perturbation Theory (F-SAPT) to quantify non-covalent inter-
actions in transition states of the proline-catalyzed intermolecular aldol reaction between
benzaldehyde and cyclohexanone, according to the Houk-List mechanism [Bahmanyar et
al., J. Am. Chem. Soc. 2003, 125, 2475]. A recent re-examination of this organocat-
alytic reaction by Rzepa and co-workers [Armstrong et al., Chem. Sci. 2014, 5, 2057]
used electron density analysis to identify three key non-covalent interactions thought to
influence stereoselectivity: (1) a favorable electrostatic interaction (originally identified by
Houk and List) between the NCHδ+ group of the enamine intermediate and the δ−O=C
of benzaldehyde; (2) a C–H/π interaction between the cyclohexene group of the enamine
intermediate and the benzaldehyde phenyl ring; (3) a stabilizing contact between an or-
tho-hydrogen of the phenyl and an oxygen of the carboxylic acid group of the enamine.
These three interactions have been directly computed using F-SAPT, which confirms the
stabilizing interaction between an ortho-hydrogen and the carboxylic acid in the (S,S ) and
(R, S ) transition state stereoisomers. F-SAPT analysis also finds stabilizing dispersion and
electrostatic interactions due to a C–H/π interaction between the cyclohexene and phenyl
groups in the (S,S ) and (R,R) transition states. However, unfavorable exchange-repulsion
cancels the attractive terms that favor these stereoisomers. Surprisingly, the interaction
thought to be most important for stereoselectivity, the NCHδ
+ · · · δ−O=C interaction, is
actually found to be repulsive due to the negative charge on the nitrogen. Hence, our results
indicate that geometric analysis and/or density-based analysis does not necessarily produce
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a reliable picture of non-covalent stabilization. As confirmed by high-level coupled-cluster
computations, intermolecular interaction energies are strongest for the (R,R) transition
states, which are not the experimentally favored products. This suggests that at least for
this reaction, stereoselectivity is also strongly dependent on the energy required to distort
the reacting molecules into the transition state geometry.
2.2 Introduction
Catalytic design would benefit greatly from a more detailed understanding of the factors
influencing transition state energetics. As recognized by the “distortion-interaction” model
of Ess and Houk20 and the “activation strain” model of Bickelhaupt and co-workers,21 the
two factors determining the energy of a transition state are (1) the strain energy required
to deform the reactants into the transition state geometry, and (2) the stabilization coming
from intermolecular interactions between the reactants. Indeed, a seminal paper by Houk,
List, and co-workers3 proposes that non-covalent interactions (NCI) that stabilize transition
states can determine the stereoselectivity of proline-catalyzed aldol reactions. Rzepa and co-
workers2 have recently re-examined this reaction and claim that inspection of non-covalent
interactions “is shown to be a useful tool for the design of alternative reactants.”
In their study, Rzepa and co-workers used the NCIPLOT program,13 which provides
a 3D color-coded map based on the values of the density, the reduced density gradient,
and the Laplacian of the density. Johnson et al.34 found an empirical correlation between
various combinations of these quantities and the type and qualitative strength of NCI.
Relying on this density-based analysis, Rzepa and co-workers identified additional sources
of non-covalent stabilization of transition states in proline-catalyzed aldol reactions.
The density-based NCI analysis provides a simple and intuitive way to visualize in-
termolecular interactions. However, it does not provide energetics for these interactions.
Symmetry-adapted perturbation theory (SAPT)33,73 does provide energetics for NCI, and
it also provides the fundamental components of these interactions: electrostatics, induc-
tion/polarization, London dispersion forces, and steric exchange-repulsion. Such informa-
tion is very helpful in understanding NCI,70 but for catalytic design, even more fine-grained
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information would be useful: one would also like to know the non-covalent stabilization
or destabilization between individual pairs of functional groups. Fortunately, this informa-
tion is now available through functional-group SAPT (F-SAPT), recently developed by our
group.50
Here we apply F-SAPT to the proline-catalyzed aldol reaction in order to quantify the
strength of the NCI proposed by Houk and co-workers3 and by Rzepa and co-workers2
as being important for transition state stabilization and stereoselectivity for the proline-
catalyzed aldol reaction of benzaldehyde and cyclohexanone.
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(S)-Proline
O
O OH
O OH
O OH
O OH
(S,R) anti
(S,S) syn
(R,R) ent-syn
(R,S) ent-anti
H
O
N
O
OH N
O
OH
+ +
Figure 1: The proline-catalyzed reaction between benzaldehyde and cyclohexanone along
with the four possible stereochemical outcomes [(S,R) anti, (S,S ) syn, (R,R) ent-syn, and
(R,S ) ent-anti ]. Proline catalyzes the reaction by reacting with cyclohexanone to form a
reactive enamine intermediate.
Four different stereoisomers can result from this reaction, as illustrated in Figure 12.
The (S,R) anti and (S,S ) syn products appear in near equal product ratios, 45-47% and
43-45% respectively.3 Likewise, the (R,R) ent-syn and (R,S ) ent-anti stereoisomers have
product ratios of 5-7% and 3-5% respectively.3 Four stereoisomers are possible because the
carbon-carbon double bond that takes part in the C–C bond formation can exist on the
same side or the opposite side of the carboxylic acid group in the enamine intermediate, and
because the phenyl group of benzaldehyde can be oriented in two different ways relative to
the enamine intermediate, as illustrated in Figure 2. Rzepa and co-workers2 have identified
four low-lying conformers for each of these four families of transition states (see Figure 3),
leading to a total of 16 relevant possible transition state structures.
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Figure 2: Transition states, without specified conformations, leading to each possible
stereoisomer [(S,R) anti, (S,S ) syn, (R,R) ent-syn, and (R,S ) ent-anti ] of the product.
The stereochemistry is determined by the relative orientations of the phenyl group of ben-
zaldehyde and the forming carbon-carbon bond.
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Figure 3: The four low-lying conformations for each transition state stereoisomer. The
pyrrolidinyl ring is puckered away from benzaldehyde in conformers 1 and 3, and puckered
towards it in conformers 2 and 4. Cyclohexene adopts a chair conformation in conformers
1 and 2, and a boat conformation in conformers 3 and 4.
Here we assess non-covalent stabilization in all 16 of Rzepa’s transition state geometries
for the proline-catalyzed aldol reaction. We directly compute the strength of interactions
postulated2,3 to be important to transition state stabilization (see Figure 4) including (a)
NCHδ+ · · · δ−O=C electrostatic interactions between the NCH group of the pyrrolidinyl
fragment and the C=O bond of the aldehyde, (b) C–H/π interactions between the cy-
clohexene ring of the enamine intermediate and the phenyl group of benzaldehyde, and
(c) favorable electrostatic interactions between a δ+H ortho-hydrogen of the phenyl group
from benzaldehyde and the hydroxyl oxygen of the carboxylic acid group of the enamine
intermediate.
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Figure 4: The (S,S ) syn 1 transition state, with the three hypothesized sources of non-
covalent stabilization: NCHδ
+ · · · δ−O=C, C–H/π, and carboxylic acid · · · ortho-hydrogen
2.3 Computational Methods
Symmetry-adapted perturbation theory (SAPT)33 offers the advantage of decomposing
molecular interactions into components of electrostatics, exchange-repulsion, induction/polarization,
and London dispersion forces. F-SAPT further improves upon this by providing interaction
components for each pair of (user-defined) functional groups. Here we use F-SAPT based
on the SAPT0 truncation of the perturbation series, which is essentially a second-order
intermolecular perturbation theory based on a Hartree–Fock description of the monomers,
in a developers’ version of Psi4.74 Despite its lack of intramolecular correlation, SAPT0
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provides reliable results for NCI49 due to cancellation of errors when coupled with a jun-
cc-pVDZ basis set,48 which is the standard Dunning aug-cc-pVDZ basis17,36 less diffuse
functions on hydrogen atoms and d diffuse functions on heavy atoms.
The appropriate fitting basis sets are used for the density fitted algorithms: self-consistent
field (SCF) procedure uses jun-cc-pVDZ-JK, and two-body contributions from SAPT0 (dis-
persion and exchange-dispersion) use jun-cc-pVDZ-RI.78 Additionally, the core orbitals elec-
trons of heavy atoms were constrained to be doubly occupied (“frozen”) in all computations.
The transition state was partitioned into the functional groups shown in Figure 5 for
F-SAPT analysis. As seen in Figures 2 and 5, a proton is being transferred from the
carboxylic acid of the enamine intermediate to the benzaldehyde reactant. Standard SAPT
(and F-SAPT) analysis requires two interacting monomers, and hence we partition the
system into the original reactants for the purpose of the F-SAPT procedure. This choice
avoids the positive and negative charges that would result from working with the monomers
where the proton is accounted as already transferred, and these charges would tend to
overwhelm other SAPT terms and thus complicate the analysis. For the F-SAPT analysis,
benzaldehyde was considered as a phenyl group plus an aldehyde group, and the enamine
intermediate was considered as a five membered pyrrolidinyl nitrogen containing ring, a
carboxylic acid group, and a cyclohexene ring. In this work, we use the transition state
geometries previously obtained by Rzepa and co-workers.2
All molecular pictures generated using F-SAPT are colored with a red-white-blue color
palette according to the interaction each functional group experiences with the included
functional groups of the other monomer. Red signifies an attractive interaction, and blue
signifies a repulsive interaction. The color spectrum in all images becomes saturated at ±
25 kcal mol−1 unless otherwise stated. Our F-SAPT analysis is supplemented in some cases
by consideration of atomic charges, which we obtained using natural population analysis
from NBO 5.0 in Q-Chem with the def2-TZVP basis set.22,68,77
This is the first application of F-SAPT to transition states, and so it is important to as-
sess the reliability of the results, particularly because the intermolecular interaction will be
strong in a transition state featuring bond breaking and/or bond forming between the SAPT
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Figure 5: The fragmentation scheme used for all F-SAPT analyses in this work, unless
otherwise stated. There are five distinct fragments in total for the two monomers. Enamine
intermediate: 1) carboxylic acid, 2) cyclohexene, 3) pyrrolidinyl. Benzaldehyde: 4) aldehyde
and 5) phenyl.
monomers, as this one does. Figure 27 of the Ancillary Material compares F-SAPT0/jun-
cc-pVDZ interaction energies of the two reacting molecules in the transition state to results
from coupled-cluster theory with perturbative triple substitutions [CCSD(T)],56 estimated
in the complete-basis-set (CBS) limit using a focal-point approach.18 Specifically, we es-
timate the CBS limit of second-order Møller-Plesset perturbation theory (MP2) and then
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correct this for higher-order correlation effects present in CCSD(T) but absent in MP2 by
adding the difference between CCSD(T) and MP2, δ
CCSD(T)
MP2 , evaluated in a cc-pVDZ basis
set. The MP2/CBS values were estimated using a standard two-point Helgaker extrapo-
lation25 of the correlation energies. MP2 and CCSD(T) results employed density fitting
approximations, and CCSD(T) results also employed MP2 frozen natural orbitals,14 and
truncated orbitals with occupation numbers less than 10−6. All of these computations were
performed using Psi4.74
The comparison in Figure 27 shows that both model chemistries predict nearly identical
trends with respect to the relative interaction energies; however, F-SAPT0/jun-cc-pVDZ
substantially overestimates the overall relative interaction energies (by ∼ 5-12 kcal mol−1,
or 40-60%). This large discrepancy can be attributed to the large energetic perturbations
caused by the transfer of a proton and the formation of a carbon-carbon bond between
the two SAPT monomers in the transition state. Fortunately, the energetic ordering of the
transition states in terms of their intermolecular interaction energies is in nearly perfect
agreement between F-SAPT0/jun-cc-pVDZ and CCSD(T)/CBS, which gives reason to be-
lieve F-SAPT is able predict the correct trends of interactions between functional groups.
Additionally, we expect the largest errors in the F-SAPT analysis to be for the aldehyde
· · · carboxylic acid pair, where a proton is being transferred, and for the aldehyde · · · cy-
clohexene pair, where a C–C bond is being formed. Fortunately, the three hypothesized
sources of NCI stabilization in the literature that are the focus of the present study are not
between those pairs of functional groups.
2.4 Results and Discussion
Rzepa and co-workers recognized2 three sources of non-covalent stabilization using a density-
based analysis.34 As illustrated in in Figure 4, they were as follows:
1. Significant stabilization between the oxygen of the aldehyde and a nearby hydrogen
on the pyrrolidinyl fragment in (S,R) anti and (S,S ) syn transition states [NCHδ+ · · ·
δ−O=C]. Houk and co-workers noticed these close contacts in their original study3
and argued that they were key in the selectivity to the (S,R) anti and (S,S ) syn
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transition states. The authors attribute this to be the dominant NCI contact of the
aforementioned transition states due to its electrostatic nature.
2. A CH/π hydrogen bond interaction between a hydrogen on cyclohexene and the phenyl
group on benzaldehyde for the (S,S ) syn transition states.
3. The (S,S ) syn transition states exhibit a stabilizing interaction between the ortho-
hydrogen on the phenyl group of benzaldehyde with the hydroxyl oxygen of carboxylic
acid.
Below we directly assess each of these reported sources of NCI transition state stabiliza-
tion using F-SAPT.
2.4.1 NCHδ
+ · · · δ−O=C Interactions
A geometric inspection of the transition states shows that (S,S ) and (S,R) are likely to
exhibit the strongest interaction between the NCH on the pyrrolidinyl fragment and the
C=O on the aldehyde. This is due to the hydrogen in NCH being within 2.43 - 2.59 Å of
the aldehyde oxygen for both transition states. (R,R) and (R,S ) both have longer contact
distances, from 3.10 - 3.22 Å, which likely leads to a weaker interaction in these transition
states.
Figure 6 provides a visual representation of the electrostatic interactions between the
reacting molecules in two of the transition states considered, namely the (S,R) 1 and (R,R)
1 conformers. Figure 28 in the Ancillary Material displays the results for all 16 transition
states. As previously mentioned, these F-SAPT figures are color coded such that red frag-
ments are attracted to the other monomer, and blue fragments are repulsed by the other
monomer; white fragments have net interaction energies near zero. Surprisingly, the hy-
pothesized electrostatic stabilization between the NCHδ
+
group of the pyrrolidinyl fragment
and the δ
−
O=C carbonyl group of the aldehyde is not evident in the F-SAPT visualizations.
Instead, the pyrrolidinyl fragment is nearly white for the two conformers of Figure 6, and
remains nearly white or slightly blue for all the other conformers in Figure 28; this indicates
that the pyrrolidinyl fragment has no net electrostatic attraction to the benzaldehyde. The
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Electrostatics:
Figure 6: The electrostatic interaction between the benzaldehyde monomer and the entire
enamine intermediate is visualized for (S,R) anti 1 (left) and (R,R) ent-syn 1 (right) using
the terms from an F-SAPT0/jun-cc-pVDZ decomposition. Deeper red indicates a stronger
attraction, and deeper blue indicates stronger repulsion.
aldehyde group is deep red for all 16 transition states, indicating a strong attraction to
the enamine intermediate; however, from the color coding of the enamine intermediate, evi-
dently the stabilizing interactions with the aldehyde group involve primarily the transferring
proton from the carboxylic acid and the bond formation with the cyclohexene ring.
Figure 7 presents a breakdown of the interactions between each fragment in benzalde-
hyde (the aldehyde and phenyl groups) with each fragment of the enamine intermediate (the
pyrrolidinyl group, the carboxylic acid group, and the cyclohexene ring). The Aldehyde · · ·
Pyrrolidinyl panel of Figure 7 displays the interaction energy components between the alde-
hyde group and the pyrrolidinyl group, and it confirms that the electrostatic interaction is
repulsive (in the range of 0-2 kcal mol−1) for all transition states considered.
Houk and List3 expected the (S,R) and (S,S ) transition states to be more stabilized by
NCHδ
+ · · · δ−O=C interactions than (R,R) and (R,S ) transition states due to their closer H
· · · O contacts. According to Figure 7, the (S,R) and (S,S ) geometries exhibit somewhat less
repulsive electrostatics in general, but there are several exceptions for particular conformers.
Given the disagreement between the F-SAPT results and the expectations from the
literature regarding the favorability of the NCHδ
+ · · · δ−O=C contacts, we examined these
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Figure 7: The F-SAPT predicted energetic components of the interaction between each of
the fragments are plotted at the F-SAPT0/jun-cc-pVDZ level of theory. Only the first two
letters of the stereochemical designation along with the corresponding conformer number
are used to represent each possible transition state.
interactions in more detail by computing atomic charges for the transition state geometries
using a natural population analysis (NPA) at the B3LYP/def2-TZVP level of theory. Atom-
centered point charges are a rather crude representation of the true electrostatic interactions,
but such an analysis is easier to understand. Figure 8 presents the atomic charges for the
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Figure 8: The primary charges involved in determining the favorability of the interaction
between NCHδ
+
of the enamine intermediate and δ
−
O=C of benzaldehyde for the (S,R)
anti 1 transition state.
most relevant atoms to the NCHδ
+ · · · δ−O=C contact for the (S,R) 1 transition state;
results for the other transition states are similar, and a summary of the Coulomb interactions
for all transition states is presented in Figures 33 – 36 of the Ancillary Material.
Using the NPA charges, the Coulomb interaction between the nearest hydrogen of the
NCH2 group and the oxygen of the aldehyde group is, as expected, strongly attractive (∼ 17-
19 kcal mol−1 for the geometries with a close contact, and ∼ 14-16 kcal mol−1 for geometries
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with a farther contact). However, the interaction between the pyrrolidinyl nitrogen and the
aldehyde oxygen is repulsive and of even greater magnitude (∼ 24-26 kcal mol−1). In the
point-charge model, next most attractive contacts are (1) the more distant hydrogen of the
NCH2 interacting with the aldehyde oxygen (∼ 9-12 kcal mol−1), and (2) the negatively
charged carbon of NCH2 interacting with the positively charged aldehyde carbon (∼ 5-7
kcal mol−1). These favorable contacts are canceled out by the interaction of the aldehyde
oxygen with the negative NCH2 carbon (∼ 13-15 kcal mol−1) and by the repulsion between
the positive aldehyde carbon and the positive NCH2 hydrogens (∼ 4 to 8 kcal mol−1 per
contact). Other attractive interactions (N · · · H, C · · · H, C · · · C) are much weaker and
are not sufficient to overcome the strength of the repulsive interactions.
Thus the F-SAPT analysis does not confirm the hypothesized electrostatic stabilization
due to NCHδ
+ · · · δ−O=C contacts. Instead, the electrostatic interaction between the alde-
hyde group and the pyrrolidinyl group is found to be slightly repulsive. (This remains true
if we perform alternative F-SAPT computations in which we isolate just the NCH2 group
of the pyrrolidinyl ring, instead of treating the pyrrolidinyl group as a whole). A simple
analysis using atom-centered charges shows that although the Hδ
+ · · · Oδ− interaction is
attractive as expected, the nitrogen is sufficiently negative that the Nδ
− · · · Oδ− overcomes
this attraction, and the overall electrostatics are repulsive.
Having analyzed the electrostatics of the aldehyde · · · pyrrolidinyl interaction in detail,
let us consider the other fundamental components of the interaction. In Figure 7 we see
that the most attractive interaction between these groups is not electrostatics, but London
dispersion forces (∼ 2-4 kcal mol−1). Dispersion is somewhat more favorable for the (S,R)
and (S,S ) transition states than for the other stereoisomers. This is presumably a result of
the closer NCH · · · O=C contacts in these geometries. On the other hand, these geometries
also feature larger exchange-repulsion, so that the overall aldehyde · · · pyrrolidinyl interac-
tion is not more favorable for these transition states. Induction is weakly destabilizing or
near zero for most of the transition states. (The overall induction term must be attractive
instead of repulsive, but when we look at any pair of fragments in F-SAPT, the contri-
bution from that particular pair can be repulsive; this just means that the polarization of
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each monomer in response to the other monomer leads to a new electron distribution that
is overall more favorable, but from the point of view of certain functional groups, the local
interaction might become less favorable).
The total aldehyde · · · pyrrolidinyl interaction energies are overall repulsive, and roughly
similar across all transition states except for (R,S ) 1 and (R,S ) 2, which are noticeably less
destabilized than the others. These two conformers feature among the least destabilizing
exchange-repulsion and electrostatic terms, perhaps because they are among those with the
longer NCH · · · O=C contacts. The relative favorability of these two conformers for the
aldehyde · · · pyrrolidinyl part of the NCI between the reactants does not correlate with the
experimentally observed preference for the (S,R) and (S,S ) products.
2.4.2 C–H/π Interaction
Dispersion:
Figure 9: The dispersion interaction between the phenyl group and the entire enamine
intermediate is visualized for (S,S ) syn 1 (left) and (S,R) anti 1 (right) using our F-
SAPT0/jun-cc-pVDZ decomposition. In this figure, aldehyde interactions are excluded.
Attractive C–H/π interactions between an aliphatic C–H group and an aromatic π
system have been observed in many systems,47 and Krenske and Houk have argued that
they may control the stereochemical outcome of numerous addition reactions involving
aromatic substituents.38 These interactions are typically stabilizing by ∼ 1 to 5 kcal mol−1,
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and previous work using SAPT suggests59 that this stabilization arises from two sources: (1)
London dispersion forces, and (2) an electrostatic attraction between the partial positive
charge on the hydrogen and the negatively charged π face of the aromatic. Dispersion
contributions are about 1.6x larger than electrostatic contributions for the prototype CH4
· · · benzene interaction.59
Rzepa and co-workers2 claim that C–H/π interactions lead to large dispersion stabiliza-
tion for the (S,S ) transition states. Indeed, geometric analysis of these transition states
shows a favorable C–H/π contact geometry; the nearest C–H bond is directly over and
oriented towards the π cloud of the phenyl group, and with contact distances of 2.58 - 2.65
Å between the nearest hydrogen of cyclohexene and the center of mass of the carbons of
the phenyl ring. This favorable contact could help explain the experimental preference for
(S,S ) products, although not the nearly equal amount of (S,R) products. However, geomet-
ric analysis also shows similarly favorable C–H/π interactions (2.58 - 2.72 Å separation) for
the (R,R) transition states, which do not lead to an experimentally favored product. For
the other transition state stereoisomers, the C–H/π arrangement is not as favorable, and
the contact distances are typically larger, 3.21 - 3.38 Å.
The presence of favorable C–H/π contacts between the phenyl and cyclohexene groups
is also supported by the dispersion and electrostatic components of our F-SAPT analysis.
Figure 9 illustrates a stronger dispersion interaction between cyclohexene and the phenyl
group for the (S,S ) 1 geometry, which features a close C–H/π contact, than in the (S,R) 1
transition state, which does not. (For simplicity, this figure shows the F-SAPT dispersion
only between the phenyl group and the enamine intermediate, with the aldehyde contribu-
tions suppressed.)
The Phenyl · · · Cyclohexene panel of Figure 7 displays each component of the phenyl
· · · cyclohexene interaction for all 16 transition states, and it confirms that the geometries
with the closer C–H/π contacts, (S,S ) and (R,R), have greater dispersive stabilization (∼
10-11 kcal mol−1) than the (R,S ) and (S,R) geometries (∼ 7-8 kcal mol−1). All transition
states have similar, stabilizing electrostatic contributions (∼ 7-8 kcal mol−1) except for
(R,R) 3, (R,R) 4, (R,S ) 1, and (R,S ) 2 (∼ 9-10 kcal mol−1). In all cases where a favorable
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C–H/π interaction is expected, the dispersion contribution is 1.2 to 1.4 times greater than
electrostatics, roughly in accordance with the 1.6 ratio for CH4 · · · benzene.59 Induction
contributions are stabilizing or close to zero for all transition states.
Thus, for the attractive components of the interaction, there seems to be a preference
for the (S,S ) and (R,R) transition state stereoisomers, consistent with their more favorable
C–H/π geometries, although the (R,S ) 1 and (R,S ) 2 conformers are also rather favorable
due to their having the most attractive electrostatic interactions. Unfortunately, however,
the transition states with the most favorable attractive components are not necessarily the
ones with the most favorable total interaction energies. For the phenyl · · · cyclohexene
interactions, Figure 7 shows that the transition states with the most favorable attractions
also tend to have the most unfavorable exchange-repulsion terms. When all the contribu-
tions are added to yield the total non-covalent interaction energies, the (R,S ) 1 and (R,S )
2 transition states are most stabilized (∼ 2-3 kcal mol−1) while (S,S ) 3 and (S,S ) 4 are
the most destabilized (∼ 1 kcal mol−1). All other transition states are either stabilized or
destabilized by about 1 kcal mol−1 or less. Unfortunately, and perhaps surprisingly, these
results for the total interaction energies between the phenyl and cyclohexene groups do not
correlate with the presence or absence of good C–H/π contacts.
2.4.3 Phenyl ortho-Hydrogen · · · Carboxylic Acid
A geometric inspection of the transition states for the ortho-hydrogen · · · carboxylic acid
contact reveals contact distances of 2.18-2.32 Å for (S,S ) and (R,S ) transition states. In
these transition states, the ortho-hydrogen is oriented towards an oxygen in the carboxylic
acid, while the (S,R) and (R,R) transition states feature an ortho-hydrogen that is neither
close (∼ 4.9 Å) nor oriented correctly. Therefore, we expect to see non-covalent stabilization
through electrostatics and dispersion for (S,S ) and (R,S ) transition states but not (S,R)
and (R,R).
An F-SAPT illustration of this interaction is presented in Figure 10; aldehyde inter-
actions have been suppressed for simplicity. The (S,S ) transition state pictured has a red
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Electrostatics:
Figure 10: The electrostatic interaction between the phenyl group and the enamine inter-
mediate is visualized for (S,S ) syn 1 (left) and (R,R) ent-syn 1 (right) at the F-SAPT0/jun-
cc-pVDZ level of theory. In this figure, aldehyde interactions are excluded.
phenyl group, indicating that it interacts favorably with the enamine intermediate. A signif-
icant part of this favorable electrostatic interaction is actually due to the cyclohexyl group,
as indicated by its red color. The carboxylic acid group is nearly white, indicating little
net electrostatic attraction between it and the phenyl group. However, in the (R,R) tran-
sition state pictured in the right of Figure 10, the phenyl group is less red (less favorable
interactions with the enamine intermediate) and the carboxylic acid group is now slightly
blue, indicating an unfavorable electrostatic interaction with the phenyl group. Hence,
the close contact and favorable alignment between the phenyl ortho-hydrogen and the car-
boxylic oxygen allows for a favorable electrostatic contact that compensates for an otherwise
unfavorable phenyl · · · carboxylic interaction.
More detail is provided by Figure 7, which presents all the components for the phenyl · · ·
carboxylic interaction for all 16 transition state conformers. The Figure shows a dramatic
difference between the (R,S ) and (S,S ) transition states vs. the (S,R) and (R,R) transition
states. The (R,S ) and (S,S ) geometries experience significant dispersion stabilization (∼ 2
kcal mol−1), whereas this stabilization is about 0.5 kcal mol−1 or less for other geometries.
Likewise, (R,S ) and (S,S ) geometries feature significant stabilizing induction contributions
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(1-2 kcal mol−1), whereas induction is negligible for other geometries. The electrostatic con-
tributions for (S,R) and (R,R) geometries are destabilizing by about 4 kcal mol−1, whereas
they are about zero or weakly stabilizing for (R,S ) and (S,S ) geometries. The significantly
more favorable attractive interactions between the phenyl and carboxylic acid groups in
the (R,S ) and (S,S ) transition states are opposed by larger exchange-repulsion contribu-
tions, which are typically around 4-5 kcal mol−1; exchange-repulsion is nearly negligible for
the (S,R) and (R,R) geometries. Nevertheless, the overall interaction energies between the
phenyl and carboxylic acid groups are substantially more favorable for the (R,S ) and (S,S )
transition states, which feature close contacts between the phenyl ortho-hydrogen and the
hydroxyl oxygen of the carboxylic acid.
2.4.4 Summary of Non-Covalent Interactions and Comparison to Experiment
A seemingly favorable NCHδ+ · · · δ−O=C interaction, identified by geometric analysis3 and
apparently confirmed by electron-density-based analysis2 using the NCIPLOT program,13
exists in the (S,R) and (S,S ) transition states, which correspond to the experimentally
favored stereoisomer products. However, in this case apparently the correlation is fortu-
itous, because direct computation of the interaction between the aldehyde and pyrrolidinyl
fragments yields repulsive interaction energies, with similar values for all transition states
except for smaller destabilization for the (R,S ) 1 and (R,S ) 2 conformers. The expected
electrostatic attraction between the NCHδ+ and δ−O=C moieties is found to actually be
repulsive due to the large partial negative charge on the nitrogen.
An aromatic CH/π interaction between a hydrogen on the cyclohexene ring and the
phenyl group of benzaldehyde was noted2 for the (S,S ) transition states, which correspond
to one of the two favored products. However, this contact also exists for the unfavored (R,R)
transition states. The dispersion component of the F-SAPT analysis shows a preference
for these stereoisomers, while the electrostatic interaction is similar for all stereoisomers
except for a preference for two (R,R) and two (R,S ) conformers. However, when all SAPT
components are added up, the overall interaction energies between the cyclohexene and
phenyl groups are actually more favorable for the (R,S ) 1 and (R,S ) 2 conformers, which
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lack the proposed CH/π interaction.
Finally, density-based analysis with NCIPLOT also suggested favorable stabilizing in-
teractions between an ortho-hydrogen of the phenyl ring and the hydroxyl oxygen of the
carboxylic acid.2 This interaction is present in the (S,S ) and (R,S ) transition states. F-
SAPT analysis clearly supports the favorability of these contacts, which lead to substantially
more favorable non-covalent interactions between the phenyl and carboxylic acid groups in
these stereoisomers.
Thus, out of three hypothesized stabilizing interactions, one turns out to be destabi-
lizing, another turns out to be canceled by exchange-repulsion forces, and only the third
is confirmed by direct computation. The overall interaction between the pyrrolidinyl and
aldehyde groups favors the (R,S ) 1 and (R,S ) 2 conformers, as does the overall interaction
between the cyclohexene and phenyl groups. Unfortunately, these are not the experimen-
tally favored stereoisomers of the products. The overall interaction between the phenyl and
carboxylic acid groups favors the (S,S ) and (R,S ) stereoisomers. While the (S,S ) stereoiso-
mers are one of the favored products experimentally, the (R,S ) isomers are not. Thus, none
of the hypothesized non-covalent interactions seems to control the stereoselectivity.
Figure 11 presents the total SAPT interaction energies between the two reacting molecules,
summed over all interacting pairs of fragments. The total SAPT interaction energies are
similar for many of the transition states, but with a noticeable preference for the (R,R)
stereoisomers and a less pronounced preference for the (S,S ) 3 and (S,S ) 4 conformers. The
stronger stabilizing interaction energies for the (R,R) stereoisomers are primarily a result
of a preference for these stereoisomers in the very strong interaction between the reacting
aldehyde and carboxylic acid groups (see Figure 7). We note that the total SAPT inter-
action energies also fail to correlate well with the experimentally observed preference for
(S,R) and (S,S ) products. This strongly suggests that stereoselectivity in this reaction is
not solely governed by non-covalent interactions, but is also substantially influenced by de-
formation energies (the other half of the “distortion-interaction” model of transition states20
mentioned in the introduction).
Our primary goal in this paper has been to directly analyze the proposed non-covalent
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Figure 11: The total SAPT decomposition of the energetics in each transition state is plot-
ted at the SAPT0/jun-cc-pVDZ level of theory. This plot only accounts for total monomer
interactions, meaning the energetics are for the whole enamine intermediate interacting with
benzaldehyde.
interactions in the Houk-List model of proline-catalyzed aldol reactions. However, given
that we have computed CCSD(T)/CBS energies for the transition states, it is interesting to
explore whether these higher-level results exhibit better agreement with experimental prod-
uct ratios than the B3LYP-D3/TZVP/SCRF=DMSO results of Rzepa and co-workers.2
That study predicted a product ratio of 99.3 (S,R) : 0.7 (S,S ), compared to an experimen-
tal3 ratio of 45-47 : 43-45. Table 1 presents the relative electronic energies of the transition
states computed at the B3LYP-D3/TZVP/SCRF=DMSO level of theory (∆Esolv) and the
corresponding relative Gibbs free energies at 298K (∆∆Gsolv). We then present results
using our gas-phase CCSD(T)/CBS estimates for the transition state energies (∆Egas). We
were unable to perform solvent corrections and/or thermodynamic corrections to our bare
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CCSD(T)/CBS B3LYP-D3/TZVP Experiment
Isomer Conf. ∆Egas ∆∆Gsolv % Pop. ∆Esolv ∆∆Gsolv % Pop. % Pop.
(S,R) anti 1 0.00 0.00 98.81 0.00 0.00 99.30 45-47
2 0.45 0.15 0.25 -0.05
3 2.77 3.45 1.47 2.15
4 2.58 3.33 1.07 1.82
(S,S ) syn 1 1.37 2.79 0.98 1.57 2.99 0.68 43-45
2 1.65 2.84 1.73 2.92
3 3.35 5.38 2.70 4.73
4 2.81 5.07 1.96 4.22
(R,R) ent-syn 1 7.42 9.18 0.00 5.24 7.00 0.01 5-7
2 5.01 6.91 3.19 5.09
3 8.05 9.72 5.87 7.54
4 6.45 8.03 4.30 5.88
(R,S ) ent-anti 1 6.26 5.84 0.21 7.51 7.09 0.01 3-5
2 3.37 3.35 5.35 5.33
3 8.13 7.60 8.36 7.83
4 5.57 4.90 6.43 5.76
Table 1: The relative total energies of the transition states (∆E), relative Gibbs free ener-
gies at 298K (∆∆G), and percent populations are listed for the CCSD(T)/CBS estimates
obtained in this work and the previous best estimate by Rzepa and co-workers2 at the
B3LYP-D3/TZVP/SCRF=DMSO level of theory. CCSD(T)/CBS (∆∆G) results include
solvent and thermodynamic corrections obtained at the B3LYP-D3/TZVP/SCRF=DMSO
level. Experimentally measured3 product ratios are presented for comparison.
electronic energy differences at the coupled-cluster level, so we simply applied these cor-
rections as determined by Rzepa and co-workers at the B3LYP-D3/TZVP/SCRF=DMSO
level to obtain approximate CCSD(T)/CBS ∆∆Gsolv values.
The ∆∆Gsolv values are fairly consistent between the B3LYP-D3/TZVP and CCSD(T)/CBS
levels of theory, although differences can be as large as 2.2 kcal mol−1. Nevertheless, pre-
dicted product ratios are very similar between B3LYP-D3/TZVP and CCSD(T)/CBS; both
predict about 99% of (S,R) and about 1% of (S,S ). Unfortunately this leaves the discrep-
ancy with experiment unresolved. However, we note that Rzepa and co-workers did not
seek any pre-reactive complexes of the two reactants; if such complexes experience signifi-
cant stabilization, they might influence the relative barrier heights and hence the product
ratios. Additionally, the noticeable differences in energetics between the B3LYP-D3/TZVP
and CCSD(T)/CBS might be taken to indicate that the B3LYP-D3/TZVP transition state
geometries might change significantly if they could be re-optimized at higher levels of theory
(unfortunately, this would be rather expensive computationally).
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2.5 Conclusions
The “distortion-interaction” model20 and the “activation strain” model21 state that transi-
tion state energetics are determined by non-covalent interaction energies and by the energy
required to deform the reactants into the transition state geometry. In principle, a better
understanding of non-covalent interactions could be used to reduce barrier heights and/or
control stereoselectivity. The recently-developed functional-group partitioning of symmetry-
adapted perturbation theory (F-SAPT)50 provides a theoretical tool for directly computing
non-covalent interactions between pairs of functional groups. The present study represents
its first application to analyzing non-covalent interactions in transition states. We have
studied the proline-catalyzed aldol reaction between benzaldehyde and cyclohexanone as
a simple model system for which several stabilizing non-covalent interactions have been
hypothesized to play a role in stereoselectivity.
Of the three previously-hypothesized stabilizing non-covalent interactions, F-SAPT con-
firms only one, a favorable contact between an ortho-hydrogen of the phenyl group and the
hydroxyl oxygen of the carboxylic acid. A hypothesized CH/π interaction between a hydro-
gen of cyclohexene and phenyl is found to have favorable attractive terms but is canceled
by unfavorable exchange-repulsion terms. A hypothesized stabilizing NCHδ+ · · · δ−O=C
contact thought to control stereoselectivity is found to actually be repulsive due to the
negative charge on the nitrogen. These contacts were thought to be stabilizing on the basis
of a geometric analysis of the transition state and chemical intuition, and/or on the basis
of electron density analysis via the NCIPLOT program,13 which relies on correlations be-
tween the properties of the electron density and what are typically found to be favorable
non-covalent interactions. The reaction studied appears to provide a challenge for such
geometry and/or density-based analysis.
F-SAPT is also challenged by the transition states studied; the usual accuracy49 of the
underlying SAPT0/jun-cc-pVDZ approach is degraded for the present system, no doubt be-
cause the transferring proton and the forming carbon-carbon bond lead to a very strong in-
teraction between the monomers (the theory assumes modest to weak interactions). Never-
theless, comparison against CCSD(T)/CBS results shows that although the relative overall
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SAPT0 interaction energies have errors of several kcal mol−1, they demonstrate essentially
the same energetic ordering as CCSD(T)/CBS, meaning that they should be reliable in
predicting trends. Additionally, the non-covalent interactions hypothesized in the literature
to control stereoselectivity are not between functional groups that are forming bonds, and
hence F-SAPT should be more reliable for these particular pairs of functional groups.
Whether one uses F-SAPT or the high-quality CCSD(T)/CBS results, interaction ener-
gies between the two reactants do not correlate well with either the experimentally observed
product ratios or with the differences between the CCSD(T)/CBS total energies of the
transition states, which include geometry deformation effects. This indicates that, for the
present reaction, the “distortion” terms of the “distortion-interaction” model are at least
as important as the interaction terms for understanding stereoselectivity. It remains to be
seen whether other classes of reactions are more completely controlled by the interaction
terms.
Relative energies of the transition states computed with CCSD(T)/CBS are in reason-
ably good agreement with previous B3LYP-D3/TZVP results. Either approach, when cor-
rected for solvent effects and thermodynamic corrections, estimates around a 99:1 product
ratio for (S,R) : (S,S ) stereoisomers, compared to experimental results showing a roughly
equal proportion of these isomers. We hypothesize that better agreement with experiment
may require searching for pre-reactive complexes and/or obtaining higher-quality transition
state geometries.
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CHAPTER III
ANALYSIS OF TRANSITION STATE STABILIZATION BY
NON-COVALENT INTERACTIONS IN THE ADDITION OF
ORGANOBORON REAGENTS TO FLUOROKETONES
3.1 Summary
This work seeks to apply symmetry-adapted perturbation theory (SAPT) to the recent
study of Hoveyda and co-workers [K. A. Lee et al., Nat. Chem. 2016, 8, 768] where an allyl
addition to a ketone became enantioselective when the ketone was fluorinated. Through the
application of atomic SAPT (A-SAPT) and functional-group SAPT (F-SAPT), the non-
covalent interactions between specific atoms and functional groups in the transition states
associated with the fluoroketone reactions can be quantified. Our A-SAPT analysis confirms
that a H · · · F contact thought to enhance stereoselectivity shows a strong preference for
one of the transition states leading to the experimentally observed product enantiomer.
Other key atom-atom contacts invoked to rationalize relative transition state energies are
also found to behave as expected based on chemical intuition and contact distances. On the
other hand, hypothesized steric clashes between substrate phenyl or ortho-methyl phenyl
groups and the catalyst are not supported by F-SAPT computations, and indeed, these are
actually favorable π-π interactions.
3.2 Introduction
In the activation-strain21 or distortion-interaction20 models, transition state (TS) barrier
heights are the sum of the deformation energy penalties the reactants must pay to adopt
the TS structure and the non-covalent interaction energy between the reactants. Design of
more effective catalysts would be aided by a better understanding of these contributions
to the energy. Indeed, several recent studies have explored the idea of improving the se-
lectivity of organocatalytic reactions by tuning non-covalent interactions in the transition
state.38,43,58,66,67,82
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Figure 12: Enantioselective addition of an allyl group to fluoroketones, through a complex
formed between the allyl-boron reagent and an aminophenol catalyst.
Recently, Hoveyda and co-workers40 hypothesized that electrostatic interactions between
a positively charged ammonium moiety and a fluorine atom on the substrate could enhance
enantioselectivity in the addition of allyl and allenyl groups to fluoroketones in reactions
like those in Figure 12. The catalyst is generated by reacting an aminophenol molecule
with an organoboron reagent bearing the allyl or allenyl group to be added, and reactions
using several different trifluoro-methyl ketone substrates were examined. Density functional
theory (DFT) was used to locate possible TS structures for the simplest substrate, 1,1,1-
trifluoroacetone (reaction A of Figure 12), and the lowest-energy TS was one that featured
the hypothesized H · · · F interaction. When experiments were performed using a variety of
trifluoroketone substrates, the desired enantiomer was obtained with a high enantiomeric
excess in most cases. For example, substrate 2,2,2-trifluoroacetophenone (reaction B in
Figure 12) led to an enantiomeric ratio of 96:4. This contrasts with an enantiomeric ratio
of 32:68 (i.e., the other enantiomer is preferred) for the non-fluorinated substrate. Both the
DFT and experimental results are consistent with the hypothesis that H · · · F interactions
40
help stabilize the transition states leading to the desired products.
To rationalize the relative energies of the possible TS’s, Hoveyda et al.40 invoked various
additional non-covalent interactions shown in Figure 13, based on the TS geometries and
chemical intuition. We recently reported4 a quantum mechanical study on the Houk-List
mechanism for intermolecular aldol additions showing that chemical intuition is not neces-
sarily reliable for understanding how non-covalent interactions might stabilize or destabilize
the transition state. The original hypothesis for the origin of the stereoselectivity in that
reaction was that the TS leading to the dominant product is stabilized by a favorable
NCHδ+ · · ·δ−O=C H-bonding contact. However, direct computation of the strength of this
contact using functional-group symmetry-adapted perturbation theory (F-SAPT)50 showed
that this is in fact a destabilizing interaction (due to repulsion between negative partial
charges on the N and O atoms), and its strength in the possible transition state structures
does not correlate with the observed product ratios.
In this paper, we seek to quantify the various non-covalent interactions that Hoveyda
et al.40 suggest are important in stabilizing or destabilizing the transition state structures
for the organoboron catalyzed addition of an allyl unit to a fluoroketone substrate. We use
F-SAPT and also the atomic version, A-SAPT.51 Unlike our previous study of the Houk-
List mechanism, here we find that chemical intuition about the nature of these contacts is
mostly supported by the A-SAPT and F-SAPT analysis.
3.3 Theoretical Methods
Symmetry-adapted perturbation theory33 (SAPT) decomposes the interaction energy be-
tween two monomers in terms of electrostatics, exchange-repulsion, induction/polarization,
and London dispersion forces.33 Atomic SAPT (A-SAPT)51 and functional-group SAPT
(F-SAPT)50 offer a more fine-grained analysis by partitioning densities to provide these
same energetic components between interacting pairs of atoms or functional-groups of each
monomer. These methods are based upon SAPT using Hartree–Fock monomer wavefunc-
tions, with intermolecular interactions treated through second-order, and with intramolec-
ular electron correlation neglected (sometimes abbreviated SAPT0). In this work, we use
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Figure 13: Transition state structures for the reaction between trifluoro-methyl ketones
and organoboron catalyst complexes from Figure 12, using the numbering from Hoveyda
and co-workers. Also shown are the non-covalent interactions suspected to determine the
enantioselectivity of the reaction: repulsion between the oxygen of the carbonyl group of
the fluoroketone and aryloxy oxygen of the catalyst complex in red; attraction between the
carbonyl oxygen and the ammonium proton of the organoboron reagent in purple; attraction
between a fluorine of the fluoroketone and the ammonium proton in green; repulsion of a
fluorine of the fluoroketone and the aryloxy oxygen of the catalyst complex in blue.
A-SAPT and F-SAPT to probe specific interactions between monomers in the transition
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Figure 14: Interaction energies are sorted by the strength of the counterpoise-corrected
MP2/aTZ estimate within each reaction family (A, B, and C) and are plotted relative
to the lowest interaction energy estimated within each model chemistry (exchange-scaled
sSAPT0/jaDZ and MP2/aTZ).
state. Here, the monomers will be defined as the positively charged organoboron catalyst-
complex, and the neutral fluoroketone substrate. We employed DFT transition state ge-
ometries reported by Hoveyda and co-workers,40 and we use their naming scheme, in which
the transition states are labeled II-V, with II and IV leading to the experimentally favored
product enantiomer (see Figure 13). A letter a-c after a TS label indicates a particular
reaction, A, B, or C, as shown in Figure 12.
SAPT0 provides unusually large induction and dispersion components for closely inter-
acting systems, such as a doubly hydrogen bonded complex or a transition state.4,39,49 This
breakdown is due to the perturbative approach underlying SAPT and also a breakdown
of the single-exchange (S2) approximation used in computing the exchange-induction and
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exchange-dispersion terms.39 In our previous study of non-covalent stabilization of tran-
sition states in proline-catalyzed aldol reactions,4 we found that exchange-scaled SAPT
(sSAPT) provided substantially improved results, consistent with its superior performance
for other strongly-interacting systems like doubly hydrogen-bonded systems.39,49 To exam-
ine the quality of the SAPT interaction energies for the systems of this study, ranging from
73 – 83 atoms, we have chosen to use counterpoise corrected (CP)11 second-order Møller-
Plesset perturbation theory (MP2),46 with Dunning’s correlation-consistent aug-cc-pVTZ
basis set17 as our benchmark. Because MP2 can overbind π-π interactions,1 we have verified
the computed interaction energies for TS’s with potential for π-π interactions are within
1 kcal mol−1 of the CP-corrected ωB97X-V/aug-cc-pVTZ level of theory, which has been
shown to produce accurate interaction energies for a variety of complexes12 (see Figure 38
of the Ancillary Material for details).
As in our previous study applying F-SAPT to transition states,4 exchange-scaling gen-
erally improves relative interaction energies, as seen in Figure 40 of the Ancillary Material.
With exchange-scaling, sSAPT relative and absolute interaction energies differ by at most
1.9 kcal mol−1 and 7.9 kcal mol−1, respectively, from CP-corrected MP2/aTZ results for
the systems studied, which have large total interaction energies in the range 37-60 kcal
mol−1. For reaction A, sSAPT and MP2 agree that TS IVa is stabilized by 4-6 kcal mol−1
compared to the others, and that the other TS’s have similar interaction energies (although
MP2 and sSAPT disagree about whether IIIa is slightly stabilized or slightly destabilized
compared to IIa and Va). For reaction B, sSAPT and MP2 agree that IIb is the most stable,
followed by Vb and IVb at about 2 kcal mol−1 less stable, followed by IIIb which is much
less stable. For reaction C, MP2 and sSAPT agree that IIc is the most stable, followed
closely by Vc, with IVc being significantly less stable, and with IIIc being even less stable.
An exchange-scaled version of A-SAPT has been implemented in a developer’s version of
Psi4 as described previously for F-SAPT.4 It must be noted that the energetic quantities
provided by SAPT or its A-SAPT or F-SAPT variants, e.g., the electrostatic interaction
between a substrate fluorine and a hydrogen of the catalyst, cannot be directly observed
by experiment; nevertheless, this type of analysis has been shown to effectively illuminate
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interaction motifs, such as hydrogen bonding and C–H/π interactions.4,50–52
3.4 Results and Discussion
Hoveyda and co-workers obtained TS’s for several substrates, including reactions A-C from
Figure 12. Transition states II and IV lead to the preferred enantiomer of the product,
while transition states III and V lead to the opposite enantiomer. For reaction A, IV is
the lowest-lying TS, with II and V lying 2.6–3.7 kcal mol−1 higher in energy [depending on
the density functional, either M06-2X or ωB97X-D with a 6-311++G(2df,2pd) basis]. III
lies higher still, at 5.5 kcal mol−1 above IV. Reaction B, with R = phenyl, features similar
energetics, but II and V are slightly closer in energy to IV (lying 1.5–3.2 kcal mol−1 higher),
and III is slightly destabilized (7.6–8.3 kcal mol−1 above IV). For reaction C, II and IV are
closer to each other (within 1.2 kcal mol−1), and which is lower depends on the functional
used. V lies slightly higher at 1.4–1.8 kcal mol−1, while III lies substantially higher (7.1–8.3
kcal mol−1). In all cases, either transition state IV or II, both of which lead to the preferred
product, are found to be the lowest in energy.
These TS relative energies are rationalized by Hoveyda and co-workers primarily on the
basis of various stabilizing or destabilizing non-covalent interactions (although of course
distortion energies also play a role in determining the total TS energies). The key H · · ·
F interaction thought to engender enantioselectivity (in green, Figure 13) is hypothesized
to stabilize both II and IV, which both lead to the preferred product. This contact should
be stronger in II than IV because the distance between the H and F atoms is ∼ 2.0 Å
in II, but ∼ 4.1 Å in IV. However, IV lies energetically below II for reactions A and B,
and possibly for reaction C (depending on the functional used). Hoveyda and co-workers
hypothesize that II is destabilized relative to IV because of an electrostatic repulsion between
the carbonyl oxygen and the aryloxy oxygen of the catalyst complex (O · · · O interaction
in red, Figure 13).
Hoveyda and co-workers hypothesize that TS’s III and V lie higher in energy than II
and IV because they lack the stabilizing H · · · F contact, and also because they feature
repulsive interactions between the aryloxy oxygen of the catalyst complex and either the
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carbonyl oxygen (O · · · O contact in red in Figure 13, for III) or a fluorine (O · · · F contact
in blue in Figure 13, for V). Finally, the transition states are thought to be stabilized by
a favorable electrostatic contact between the carbonyl oxygen and the ammonium proton
(H · · · O contact in purple in Figure 13). This contact is expected to be more favorable in
TS’s V and IV than in II and III, due to a shorter H · · · O distance, and this is expected
to be one reason why V lies lower in energy than III.
In addition to atom-atom contacts, steric interactions between the organoboron catalyst
and bulkier R-groups (benzene and o-methylbenzene) of the substrate are expected to play a
role in altering the enantioselectivity of reactions B and C. As a result of the steric clashing,
the substrate is expected to deform into a higher energy geometry in the transition state as
well. Hoveyda and co-workers argue that these two effects combine to reduce the preference
for TS IV in reaction B and completely eliminate the preference for TS IV in reaction C
(with TS II becoming essentially isoenergetic).40
In the following discussion, we will analyze the aforementioned interactions hypothesized
by Hoveyda and co-workers to determine the enantioselectivity of reactions A-C. For the
atom-atom interactions, this will be done within the A-SAPT model, and functional group
interactions will be assessed using the F-SAPT model. Figures 15-17 show the A-SAPT
predicted energetics for the interactions under study in Reactions A-C, in terms of the
usual SAPT decomposition: electrostatics, exchange-repulsion, induction/polarization, and
London dispersion.
3.4.1 H · · · F
Hoveyda and co-workers note that the H · · · F interaction is most pronounced in TS II
by virtue of it having the closest contact (∼ 2.0 Å), but is also close enough (∼ 4.1 Å)
to exhibit a substantial stabilizing effect in IV. Both of these TS’s lead to the preferred
product enantiomer.
As seen in Figures 15 – 17, A-SAPT indicates that the H · · · F total interaction is
indeed most stabilizing in II, followed by IV, as predicted by Hoveyda and co-workers.
This interaction is dominated by electrostatics in all TS’s. In fact, II is the only TS to
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Figure 15: Exchange-scaled A-SAPT/jaDZ analysis of the interactions in transition states
for Reaction A in terms of electrostatics, exchange-repulsion, induction, and dispersion.
Each panel corresponds to an atom-atom interaction depicted in Figure 13.
have noticeable contributions from components other than electrostatics. With respect to
electrostatics, II is stabilized by 18 – 20 kcal mol−1 and IV is stabilized by 7 – 9 kcal
mol−1 across reactions A-C, making II the most stabilized from this interaction by far, as
expected from having the closest contact distance by more than a factor of two. III and
V are slightly less stabilized by this contact than IV, due to their larger contact distances
(0.7 – 0.8 Å longer). In this case, A-SAPT confirms chemical intuition that the energetics
of this contact should correlate with distance. Although II has the shortest distance and
thus greatest stabilization due to this contact, Figure 14 indicates that IV is overall more
stabilized by non-covalent interactions in the case of reaction A. This indicates that other
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Figure 16: Exchange-scaled A-SAPT/jaDZ analysis of the interactions in transition states
for Reaction B in terms of electrostatics, exchange-repulsion, induction, and dispersion.
Each panel corresponds to an atom-atom interaction depicted in Figure 13.
contacts are also significant in determining the TS energetics.
3.4.2 H · · · O
Hoveyda and co-workers imply that TS’s IV and V should exhibit the strongest H · · ·
O interaction because the chair conformation allows for a shorter contact distance. The
authors suggest that this contact is one of the reasons that IV lies energetically below II. In
all TS’s of reactions A-C, the electrostatics component of the interaction is dominant and
stabilizing by 19 – 23 kcal mol−1, while induction is a slightly stabilizing component (1 – 3
kcal mol−1). The exchange-repulsion component is slightly destabilizing (< 1 kcal mol−1),
and dispersion is negligible.
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Figure 17: Exchange-scaled A-SAPT/jaDZ analysis of the interactions in transition states
for Reaction C in terms of electrostatics, exchange-repulsion, induction, and dispersion.
Each panel corresponds to an atom-atom interaction depicted in Figure 13.
TS’s IV and V are clearly the most stabilized by this contact for reaction A, as expected
by Hoveyda and co-workers on the basis of the contact distances (however, TS IV is slightly
more stabilized despite a slightly longer distance, 2.59 vs 2.55 Å). V is the most stabilized
TS in reactions B and C, despite having a longer contact distance than IV in reaction B
(2.55 vs 2.54 Å). The contact in II becomes similarly stabilized as in IV for reactions B and
C despite not having the chair conformation, and thus featuring a longer contact distance
(about 2.80 Å in both reactions vs about 2.54 Å in IV). In reaction C, II is actually more
stabilized by this interaction than IV. Across all three reactions, the hypothesis that V is
stabilized relative to III by the H · · · O contact is supported by the A-SAPT analysis.
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3.4.3 O · · · O
The aryloxy oxygen and carbonyl oxygen contact represents a close (2.39 – 2.57 Å), desta-
bilizing interaction for all transition states of reactions A-C. However, it is expected to
be more destabilizing in II and III due to a slightly closer contact distance (2.39 – 2.46
Å) in these TS’s as compared to IV and V (2.52 – 2.57 Å). The O · · · O interaction is
destabilizing by more than 40 kcal mol−1 across all examined TS’s and is dominated by
electrostatics (consistently around 30 kcal mol−1). There are also considerable contributions
from exchange-repulsion, which are markedly more destabilizing for TS’s II and III (19 – 23
kcal mol−1) than IV and V (13 – 16 kcal mol−1) for reactions A-C. Induction/polarization
and London-dispersion are relatively negligible components of all the O · · · O interactions,
accounting for around 3 – 5 kcal mol−1 destabilization and around 2 – 3 kcal mol−1 stabi-
lization, respectively.
As a result of the difference in exchange-repulsion, the total O · · · O interaction of IV
and V (42 – 48 kcal mol−1) is substantially less destabilizing than in II and III (51 – 57
kcal mol−1) across all of the reactions. This difference in destabilization predicted by A-
SAPT is consistent with Hoveyda and co-workers’ hypothesis that the O · · · O interaction
causes II to be energetically higher than IV for reactions A and B. Although the trends
of this interaction remain the same for reaction C, the total DFT energy of IIc is either
slightly lower than that of IVc, or very slightly higher, depending on the density functional
employed,40 which suggests that other factors must contribute to the energetic ordering for
that reaction.
3.4.4 O · · · F
Repulsion between the aryloxy and fluorine in Va is hypothesized by Hoveyda and co-
workers to make it less preferred than IVa, despite Va having presumably similar O · · ·
O and H · · · O interactions to IVa. This difference is expected due to the distance of the
contact in V being around 2.7 Å, and over 4.4 Å for the other TS’s, with IVa having the
longest contact distance by a margin of ∼ 0.5 Å (similar distances are seen in reactions B
and C). Indeed, in reactions A-C, A-SAPT reflects Hoveyda and co-workers’ expectations:
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TS IV minimizes the destabilizing effect of the O · · · F interaction (9 – 10 kcal mol−1) and
V maximizes the destabilization (19 – 21 kcal mol−1).
Across all reactions, the electrostatic component is destabilizing (9 – 13 kcal mol−1 for
II, III, and IV, and 17 – 19 kcal mol−1 for V). This is the only significant component of
the interaction except in TS V, where the atoms are close enough for exchange-repulsion
to become a minor contributor (2 – 3 kcal mol−1). Thus, the A-SAPT results confirm the
hypothesis that the O · · · F contact is destabilizing in V compared to IV or the other TS’s.
Thus, the present A-SAPT analysis of the H · · · F, H · · · O, O · · · O, and O · · · F
contacts are all consistent with the rationalizations of the DFT relative energies of the
transition states reported by Hoveyda and co-workers.40
3.4.5 Steric Interactions in Reaction B
In reaction B, the methyl substituent of the fluoroketone substrate is replaced with a phenyl
group. The DFT energies computed by Hoveyda and co-workers show that TS IV is now
only 1.5–2.8 kcal mol−1 below II, compared to 2.6–3.3 kcal mol−1 for reaction A. They
rationalize the decreased preference for TS IV by citing potentially destabilizing steric
interactions between the bulk of the catalyst complex and the newly introduced phenyl
group of the fluoroketone substrate. This hypothesis is supported by distortion of the
carbonyl to phenyl O=C-C-C dihedral angle (32o out of plane) in the substrate, which
contributes to the removal of favorable π conjugation between the phenyl group and the
carbonyl in TS IVb.
F-SAPT analysis shows that the interaction of the phenyl group of the substrate with the
catalyst complex is slightly less favorable in IVb (-0.5 kcal mol−1) than IIb (-0.6 kcal mol−1)
as seen in the top left panel of Figure 18; this is in accord with the expectations of Hoveyda
and co-workers, but the energy difference is very small. Comparing the interaction between
the phenyl group of the substrate and the phenyl group of the catalyst complex, shown in
the top right panel of Figure 18, the exchange-repulsion is larger in IVb (5.5 kcal mol−1)
than in IIb (0.4 kcal mol−1), as expected due to the much closer center of mass distance
between the phenyl rings in IV (4.78 Å vs 6.73 Å). However, the structure of IVb places the
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Figure 18: Exchange-scaled F-SAPT/jaDZ analysis of various interactions between the
whole organoboron catalyst, phenyl, CNBO “chair”, and the (Me)2N-CO-CH-t-butyl
“chain” of the organoboron catalyst with the phenyl of the substrate in transition states
for Reaction B in terms of electrostatics, exchange-repulsion, induction, and dispersion.
closer phenyl rings in a favorable geometry for a π-π interaction, as shown in Figure 19 (the
geometry is intermediate between an offset-stacked and a tilted T-shaped configuration),
while the structure of IIb features a longer distance and poor relative orientation for a π-π
interaction.
This favorable π-π geometry in IVb leads to stabilizing electrostatic contributions of
4.0 kcal mol−1 and London dispersion stabilization of 4.2 kcal mol−1 that overcome the
higher exchange repulsion, leading to an overall phenyl-phenyl interaction energy of -2.6
kcal mol−1 in IVb. In IIb, the electrostatic component is destabilizing by 0.4 kcal mol−1,
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Figure 19: The π faces of IIb (left) do not align as favorably for π-π interactions as they
align in IVb (right).
and London dispersion is stabilizing by 0.5 kcal mol−1 for the phenyl-phenyl interaction.
This results in a total phenyl-phenyl interaction that is nearly zero (0.1 kcal mol−1) in IIb.
Thus, with regard to the phenyl-phenyl interaction, Hoveyda and co-workers are correct that
the exchange-repulsion term is larger in IVb than IIb, but one might not have expected that
a favorable π-π interaction will overcome this repulsion.
The interaction between a t-butyl substituent of the phenyl group on the catalyst and
the phenyl of the substrate presents another possibility for increased steric repulsion in TS
IVb relative to IIb. However, F-SAPT analysis shows this interaction in IVb is overall
attractive (-0.8 kcal mol−1) due to attractive electrostatic and dispersion terms overcoming
a large, destabilizing exchange-repulsion term (4.2 kcal mol−1). The same interaction in IIb
is similarly stabilizing (-0.6 kcal mol−1); however, individual components in this case are
quite small because of the greater separation between the t-butyl and the phenyl group.
The phenyl group of the fluoroketone substrate also has significant interactions with the
central CNBO “chair” of the catalyst in both IIb and IVb, as seen in the bottom left panel
of Figure 18. In fact, among interactions involving the substrate phenyl, this interaction
makes the largest difference towards destabilizing IV compared to II as one moves from
Reaction A to reaction B (it shifts the relative interaction energies by 4.1 kcal mol−1).
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In IVb, there is a close contact (2.39 Å) between a hydrogen of the substrate phenyl and
a hydrogen of the chair unit, leading to significant destabilizing exchange-repulsion and
electrostatic terms. In IIb, the closest phenyl–CNBO contact is much more distant (3.27
Å), reducing the unfavorable interactions and yielding an overall 3.4 kcal mol−1 interaction
energy preference for IIb over IVb. By contrast, in Reaction A, the CNBO chair / substrate
methyl interaction is much more similar in IIa and IVa, and IVa is actually slightly preferred
by this interaction (by 0.7 kcal mol−1).
The most significant remaining interaction involving the substrate phenyl group is a
rather unfavorable electrostatic interaction between the phenyl group and the (Me)2N-CO-
CH-t-butyl “chain” of the catalyst, which further destabilizes the relative interaction energy
of IIIb compared to what it was in IIIa (by about 4 kcal mol−1, see bottom right panel of
Figure 18).
Finally, although it does not directly involve the substrate R group (methyl or phenyl),
we note that the catalyst chair / substrate carbonyl interaction is significantly less stabilizing
in IVb relative to IIb (-3.9 kcal mol−1) than it was in IVa relative to IIa (-8.3 kcal mol−1,
see Ancillary Material). This interaction includes the incipient bond formation between the
catalyst boron atom and the carbonyl oxygen of the substrate, which involves large energy
components. IVa and IVb feature similar contact distances (1.59 and 1.58 Å, respectively),
and IVb is 4.0 kcal mol−1 more stabilized by this contact than IVa (although the difference
is only about 9% for this large interaction energy). By contrast, the geometry of IIb
allows for a much closer contact (1.54 Å) than is possible in IIa (1.62 Å), meaning that
the improvement in the interaction energy of IIb vs. IIa is much larger (8.4 kcal mol−1).
Thus, differences in the transition state geometries mean that the catalyst chair / substrate
carbonyl interaction also contributes to the decreased preference of TS IV vs TS II as one
moves from Reaction A to Reaction B.
To summarize this section, we have investigated a hypothesis of Hoveyda and co-
workers40 to explain why the DFT energy gap between TS’s IV and II is reduced by
0.5–1.1 kcal mol−1 in Reaction B compared to Reaction A. Those researchers suggested
that the decreased preference for IV is due to larger steric repulsions between the catalyst
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and the substrate, due to the larger R group in Reaction B (phenyl) compared to reaction
A (methyl). The expected steric clash between the phenyl of the substrate and the phenyl
of the catalyst is, contrary to prior expectations, stabilizing in TS IVb due to a favorable
π-π interaction. Likewise, the substrate phenyl has favorable interactions with the t-butyl
group off the catalyst phenyl (which are similar in magnitude for TS’s IVb and IIb). The
biggest direct contributor to the destabilization of IVb vs IIb involving the substrate phenyl
is the interaction of the substrate phenyl with the central CNBO chair of the catalyst, but
this contribution is canceled by the previously mentioned substrate phenyl interactions that
are more favorable for IVb than IIb, so that the net phenyl · · · catalyst interactions are
approximately equal for IVb and IIb. The most important change in the relative interaction
energies of IV and II as one moves from Reaction A to Reaction B seems to be a change
in the interaction between the catalyst CNBO chair and the substrate carbonyl, where IV
shows a reduced preference over II in Reaction B compared to Reaction A, which is caused
by a more favorable bond formation geometry in IIb compared to IIa.
Finally, we note that in terms of just interaction energies, IVb is 2.4 kcal mol−1 less
stable than IIb, whereas IVa is 4.5 kcal mol−1 more stable than IIa (see Figure 14). The
fact that IVb remains below IIb according to Hoveyda’s DFT computations is attributed
to differences in reactant distortion energies. Indeed, at the MP2/aTZ level of theory, we
compute that the distortion energy of IIb is nearly 6 kcal/mol greater than that of IVb (see
Figure 41 of the Ancillary Material).
3.4.6 Steric Interactions in Reaction C
In reaction C, an ortho-methyl substituent has been added to the phenyl group of the
substrate. Hoveyda and co-workers found that this addition reduced the enantiomeric ratio
to 83:17, compared to 96:4 for Reaction B.40 They hypothesized that the additional steric
bulk from the methyl group led to more repulsion between the substrate and the catalyst’s
phenol moiety, thus destabilizing the transition states (IIc and IVc) that lead to the preferred
enantiomer; the other two transition states (IIIc and Vc) orient the R group of the substrate
away from the phenol group of the catalyst, and are not affected by the additional steric
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Figure 20: Exchange-scaled F-SAPT/jaDZ analysis of various interactions between the t-
butyl, phenyl, and CNBO “chair” of the organoboron catalyst with the ortho-methyl group
of the substrate in transition states for Reaction C in terms of electrostatics, exchange-
repulsion, induction, and dispersion.
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bulk of the methyl group. The DFT results tend to support this hypothesis. Transition
state Vc is now only 1.4 or 1.8 kcal mol−1 (M06-2X or ωB97X-D) above the most stable
transition state (either IIc or IVc, depending on the functional); in Reaction B, the gap is
somewhat larger, 1.7 or 3.2 kcal mol−1, respectively. This makes the non-preferred reaction
pathway less unfavorable. (Transition state III remains higher in energy by several kcal
mol−1).
Moreover, the notion that this decreased preference for IIc and IVc relative to Vc is
due to steric clashes between the R group of the substrate and the phenol moiety of the
catalyst is supported by the transition state geometries. TS IVc demonstrates an even
larger distortion away from planar conjugation for the carbonyl and phenyl groups of the
substrate (O=C-C-C angle of ∼ 55o) than was seen for Reaction B (∼ 32o). In TS IIc,
there is a close 2.33 Å contact between the ortho-methyl substituent and the t-butyl group
of the catalyst.
SAPT analysis supports the idea that TS’s II and IV are destabilized relative to V as
the ortho-methyl substituent is added to the substrate phenyl ring. As shown in Figure 14,
for Reaction B, TS V has about the same amount of interaction energy stabilization as IV,
while II has an additional 2-3 kcal mol−1 of stabilization. For Reaction C, the gap between
II and V is reduced to only ∼ 1 kcal mol−1 (II remains more stable), while IV’s interaction
energy is now 7 kcal mol−1 less favorable than II’s. (The fact that IVc’s DFT energy is very
similar to those of IIc and Vc, despite IVc having a much less stabilizing interaction energy,
is due to its having a lower deformation energy than IIc and Vc; MP2/aTZ computations
show that IIc and Vc have deformation energies ∼ 8 kcal mol−1 higher than IVc, see Figure
41 of the Ancillary Material).
F-SAPT analysis provides more detailed information on the origins of these differences in
non-covalent interaction energies. Here, we examine interactions between the ortho-methyl
portion of the substrate vs the t-butyl, phenyl, and CNBO “chair” portions of the catalyst.
The results are presented in Figure 20.
For the interaction of the t-butyl group off of the phenyl of the organoboron catalyst
with the ortho-methyl of the substrate, IIc is expected to have the strongest destabilizing
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interaction due to it having the closest contact distance (2.33Å). Indeed, as seen in the top
left panel of Figure 20, IIc has the most destabilizing interaction according to F-SAPT.
However, the substantial 2.2 kcal mol−1 exchange repulsion for this contact is mostly can-
celed by a -1.3 kcal mol−1 dispersion interaction; the overall contact including electrostatic
terms also is repulsive by only 0.5 kcal mol−1. This same interaction is negligible in IIIc
and Vc, and is weakly stabilizing (-0.4 kcal mol−1) in IVc.
A close contact between the phenyl group of the organoboron catalyst and the ortho
methyl of the substrate is expected to result in steric clashing for TS IVc (C · · · H distance
of 2.51 Å). According to F-SAPT analysis (bottom panel, Figure 20), the interaction is
most destabilizing in IVc (1.3 kcal mol−1). IIc’s interaction is stabilizing by an almost
equal magnitude (1.0 kcal mol−1).
Though not explicitly mentioned by Hoveyda and co-workers, the CNBO unit of the
organoboron catalyst appears to sterically clash with the ortho-methyl group in IIIc, con-
tributing to the relative interaction energy of III being even higher in reaction C than it
was in reaction B (see Figure 14). F-SAPT analysis confirms that IIIc is destabilized by
this contact (by 1.6 kcal mol−1), although IVc and Vc are substantially stabilized (by 2.1
kcal mol−1 and 3.8 kcal mol−1, respectively, middle panel of Figure 20). As anticipated,
exchange-repulsion is the most destabilizing component of the interaction IIIc (4.0 kcal
mol−1), and is large enough to overcome the stabilizing dispersion and induction terms
(which sum to 2.7 kcal mol−1). IVc and Vc have significant electrostatic stabilization for
this contact, with additional stabilizing dispersion and induction contributions. The signif-
icant stabilization of Vc by this contact contributes to the nearly equal interaction energies
of IIc and Vc in Figure 14.
Overall, F-SAPT analysis supports the idea that steric clashes involving the methyl
substituent on the substrate phenyl lead to a less favorable interaction energy of IVc relative
to Vc. The t-butyl · · · ortho-methyl contact also destabilizes IIc vs Vc, but by a modest
amount that is approximately canceled by a more favorable phenyl · · · methyl contact in
IIc vs Vc. Perhaps surprisingly, favorable contacts between the methyl substituent and the
CNBO “chair” of the catalyst are also substantially stabilizing for Vc vs the other transition
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states.
3.5 Conclusions
Work by Hoveyda and co-workers revealed that the oraganoboron catalyzed allyl addition to
a ketone substrate results in an enantioselective reaction upon adding fluorines to the ketone
substrate.40 When acetophenone is the substrate, the preferred enantiomer is produced with
low efficiency (32:68 e.r.); however, the fluorinated ketone (2,2,2-trifluoroacetophenone)
produces the desired enantiomer through transition states II and IV in an enantioselective
reaction (96:4 e.r.). Hoveyda and co-workers posit that this enhanced selectivity is due
to the presence of a stabilizing electrostatic interaction between a fluorine of the ketone
substrate and a nearby ammonium proton in the transition states leading to the dominant
product. Additional non-covalent interactions are invoked to explain the relative energies
of the transition states as obtained by density functional theory. The current work has
analyzed these claims by direct quantification of non-covalent interactions using the atomic
and functional group partitions of symmetry-adapted perturbation theory (A-SAPT and
F-SAPT).
As hypothesized by Hoveyda and co-workers, A-SAPT confirms that there is a large sta-
bilization of the transition states due to the non-covalent interaction between the substrate
fluorine atom and the ammonium proton of the catalyst, and that this stabilization is much
greater for one of the transition states (II) leading to the preferred enantiomer. This stabi-
lization is almost entirely electrostatic in nature. Other atom-atom interactions proposed to
influence the enantioselectivity of the reaction by Hoveyda and co-workers (carbonyl oxygen
of the substrate interacting with the ammonium proton of the organoboron catalyst, the
carbonyl oxygen interacting with a nearby oxygen in the CNBO unit of the organoboron
catalyst, and the oxygen of the CNBO unit of the organoboron catalyst interacting with the
nearest fluorine of the fluoroketone substrate) are also confirmed by our A-SAPT analysis.
We examined three reactions studied by Hoveyda and co-workers; in Reaction A, the
R group of the trifluoro-methyl ketone substrate is a methyl group, whereas in Reactions
B, and C, the methyl of the substrate is replaced by a phenyl group or an ortho-phenyl
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group, respectively. For reactions B and C, the bulkier R-group was expected to destabilize
the transition states through steric clashing with the organoboron catalyst. However, F-
SAPT analysis shows that this interaction is actually a stabilizing π-π interaction, and it
contributes to the overall preference for TS IV.
Overall, this work has directly confirmed a majority of the non-covalent interactions
that were thought to play a role in the enantioselectivity of the organoboron catalyzed
allyl addition to a fluoroketone through the application of A-SAPT and F-SAPT. F-SAPT
analysis suggests that some interactions that may be seen as sterically repulsive according
to chemical intuition are actually stabilizing when electrostatic and dispersion interactions
are quantified. The results of this study suggest that these SAPT partitions can be used to
directly assess the relative strengths on non-covalent interactions in future organocatalysis
research.
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CHAPTER IV
SUBSTITUTION OF LOCAL MP2 IN B2PLYP
4.1 Summary
Double hybrid density functional theory (DH-DFT) combines hybrid density functional
theory with a more rigorous description of long range dispersion from Møller-Plesset second-
order perturbation theory (MP2). Unfortunately, the computational cost of MP2 is fairly
steep, scaling as O(N5) where N is proportional to molecular size. However, there are
lower scaling yet accurate methods to account for electron correlation, such as local MP2
(LMP2). This work serves as a systematic investigation of the effect of substituting LMP2
for MP2 in double hybrid DFT. Statistics from S22 database computations in the cc-pVDZ
and cc-pVTZ basis sets show that the average difference between the canonical B2PLYP
and local B2PLYP (LB2PLYP) results is 0.189 kcal mol−1 and 0.529 kcal mol−1 on average
with and without counterpoise correcting, respectively.
4.2 Introduction
Fifty years after its introduction, density functional theory (DFT) has become an invalu-
able tool for applications throughout chemistry and physics.37 Pure DFT has achieved this
popularity because of its ability to provide wavefunction theory (WFT) quality results for
a lower cost than the cheapest WFT method, Hartree-Fock.12 Despite its great utility, pure
DFT has its drawbacks, including inadequate descriptions of exchange and correlation. To
correct for this, Hartree-Fock exchange has been added to the exchange-correlation func-
tional in many approaches, termed hybrid DFT functionals,6,7 which makes this class of
methods approximately the same cost as Hartree-Fock, but with higher accuracy.
Double hybrid DFT was first introduced by Grimme in 2006 and was intended to cap-
ture electron correlation more accurately than previous hybrid DFT functionals by adding
a term from second-order perturbation theory to the exchange-correlation functional.23 Un-
fortunately this addition means that the cost is now dominated by the high order scaling
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O(N5) of MP2. To reduce this additional computational expense, one may consider using
local correlation approximations for the MP2 component.
The local approximation was largely pioneered by Saebø and Pulay54 and has been
further developed into its modern form by other groups, such as Werner et al.26,62 Local
correlation versions of MP2 and coupled-cluster theory have been implemented and applied
to study large systems,62,81 including the protein crambin.60 Asymptotically linear scaling
has been achieved by the use of local methods in these cases. Additionally, the local approx-
imation has been shown to reduce basis set superposition error (BSSE), which opens up the
possibility of avoiding the expensive counterpoise correction for van der Waals dimers.26
The current study specifically aims to compare B2PLYP with local MP2 (LB2PLYP)
to B2PLYP on the basis of interaction energies. Other work has shown that B2PLYP is
highly accurate for predicting many molecular quantities of interest (vibrational properties,
interaction energies, etc.)8,12 , which is promising for our new approach. Recently, Sharkas
et al. have computed lattice energies for molecular crystals with DH-DFT using periodic
LMP2 in conjunction with B2PLYP and other DH-DFT functionals,69 and they found it to
be the worst performing DH-DFT functional tested. However, periodic LMP2 was found
to generally perform better than all DFT functionals tested. There was no comparison to
canonical B2PLYP reported in their study, as we are presenting here.
4.3 Theoretical Methods
4.3.1 DH-DFT Methods
The DH-DFT method B2PLYP23 is named for its components: B for B88 exchange func-
tional,5 2 for second-order perturbation theory and the number of parameters used, and
PLYP for perturbative correlation in addition to the LYP functional.41 The exchange-
correlation functional for B2PLYP can be written as a linear combination:23
Exc = (1− ax)EGGAx + axEHFx + bEGGAc + cEPT2c , (48)
where ax = 0.53, b = 0.73 and c = 0.27. Here, the E
GGA
x and E
HF
x terms account for the
exchange energy captured using Kohn-Sham (KS) orbitals with the Generalized Gradient
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Approximation (GGA) and Hartree-Fock (HF), respectively. Similarly, the EGGAc and E
PT2
c
terms account for the correlation energy captured using GGAs and second order Møller-
Plesset perturbation theory (MP2), respectively. The value chosen for the HF exchange
mixing parameter, ax, indicates that just over half of the exchange is being accounted for
by a HF description and the rest of exchange is coming from the GGA approximation. As
prescribed by Grimme, b = 1 − c, where it can be seen a majority (73%) of the electron
correlation is being accounted with the GGA approximation. This much smaller percentage
(27%) accounted for by MP2 means the ultimate result of the B2PLYP functional will not
be greatly affected by the MP2 contribution if it is not large. In the present work, we
consider how B2PLYP results are affected if we invoke the local correlation approximation
for EPT2c , yielding what we will designate as local B2PLYP, or LB2PLYP.
4.3.2 Local Correlation Methods
A local MP2 procedure inspired by Schütz et al.62 was used to compute the second-order
perturbation term in the above B2PLYP ansatz for this work. For this method, the orbitals
are localized using a localization scheme, such as the Boys or Pipek-Mezey methods.10,53 It
is known that the Pipek-Mezey scheme preserves σ−π symmetry but otherwise yields similar
results to Boys.26 Boys localization was chosen for this work. The local molecular orbitals
(LMOs) span the occupied space in LMP2, and a set of non-orthogonal projected atomic
orbitals (PAOs) span the virtual space. LMOs are only allowed to excite into a spatially
close subset of PAOs, or orbital domain, that is assigned according to a procedure developed
by Boughton and Pulay.9 Finally, the electron pairs are treated differently depending on
the separation distance of the LMOs. For instance, pairs within 1 Bohr of each other are
considered strong pairs and are treated fully within the local MP2 methodology. The pairs
between 1 and 8 Bohr away are called weak pairs and are treated with full LMP2 as well.
If pairs are further apart, 8 to 15 Bohr (distant pairs), a multipole approximation may be
used, and, if the pairs are more than 15 Bohr apart, they may be neglected entirely without
much loss of energy.26 Please see section 1.2.2 for more details on how this procedure works.
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4.3.3 Computations
In order to gauge the performance of LB2PLYP, the interaction energies for Hobza’s S22 test
set of van der Waals dimers35 was considered. This set contains 8 hydrogen bonded dimers,
7 dispersion dominated dimers, and 7 dimers of mixed character. Benchmark energies for
the S22 test set were taken from more recent data in the S22B revision.45 All LB2PLYP
computations were performed with the open source Psi4 quantum chemistry package74 un-
der the frozen core approximation and using a density fitted SCF procedure. Grimme’s -D3
dispersion correction24 was applied to all computations in this work because it has been
recommended to generally provide the best results for general non-covalent interactions by
Burns et al.12 The Boys localization procedure was used throughout to obtain local orbitals
from the Kohn-Sham orbitals. The LMP2 code, as recommended by Werner et al,26 em-
ployed a Boughton-Pulay threshold of 0.02 and fully treated all pairs within 15 Bohr using
the traditional MP2 equations. Additionally, the density fitting approximation was applied
for the two-electron integrals required in LMP2. Combinations of overlap functions corre-
sponding to eigenvalues smaller than 1.0e-6 were discarded from the overlap matrix when
orthogonalizing the PAOs to avoid numerical problems. All computations either made use
of the cc-pVDZ (DZ) or cc-pVTZ (TZ) basis sets and associated JKFIT76 and RI79 fitting
basis sets for the SCF and LMP2 density fitting procedures, respectively.
4.4 Results and Discussion
We first consider a comparison of the B2PLYP and LB2PLYP results for the interaction
energies of the van der Waals dimers of the S22 test set. Figures 21 and 22 show these
results in the DZ and TZ basis sets, respectively, and the reference CCSD(T) complete
basis set limit [CCSD(T)/CBS] values. Both counterpoise corrected (CP) and uncorrected
(unCP) results are presented. Figure 23 plots the mean difference in interaction energies
between LB2PLYP and B2PLYP for S22 and its previously mentioned subsets. Last, Fig-
ure 24 provides a breakdown comparison of the mean absolute error statistics (MAEs) for
LB2PLYP and B2PLYP vs. the reference CCSD(T)/CBS values over S22 and the same
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Figure 21: The results for interaction energy calculations on the S22 database using the
B2PLYP and LB2PLYP with and without counterpoise correcting in the cc-pVDZ (DZ)
basis set. Also, the reference values from the S22B revised benchmarks are plotted. The x-
axis corresponds to the S22 dimer number, and the y-axis represents the interaction energy
(IE) of the dimer in kcal mol−1.
subsets. Additionally, all data is presented in the form of Tables 2 – 5 for future reference.
4.4.0.1 LB2PLYP vs B2PLYP
Our primary goal is to show that LB2PLYP provides similar results to B2PLYP for a
diverse group of non-covalent interactions. The maximum difference between LB2PLYP
and B2PLYP in both basis sets was the unCP computation for adenine-thymine dimer in
a parallel geometry (S22 #15): 1.830 and 1.721 kcal mol−1 for the DZ and TZ basis set,
respectively, out of a benchmark CCSD(T)/CBS interaction energy of 11.730 kcal mol−1
(i.e. around 15%). The mean average difference between IEs from LB2PLYP and B2PLYP
for the S22 test set are shown in Figure 23. It can immediately be seen that, on average,
the difference in IE between the local and canonical result is always under ∼0.65 kcal mol−1
regardless of the choice of basis set and counterpoise correction. For all of S22, improving
the basis from DZ to TZ translates to CP results becoming ∼0.03 kcal mol−1 farther apart
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Figure 22: The results for interaction energy calculations on the S22 database using the
B2PLYP and LB2PLYP with and without counterpoise correcting in the cc-pVTZ (TZ)
basis set. Also, the reference values from the S22B revised benchmarks are plotted. The x-
axis corresponds to the S22 dimer number, and the y-axis represents the interaction energy
(IE) of the dimer in kcal mol−1.
and unCP results becoming ∼0.06 kcal mol−1 closer.
Increasing the basis set does not have much of an effect on how the B2PLYP variants
compare across the subsets of S22. In all subsets, an increase in basis set size causes the
unCP results to agree more closely on average. Notably, the unCP results for DD complexes
are on average ∼0.1 kcal mol−1 closer in the larger cc-pVTZ basis. The interaction energies
computed by the two versions of B2PLYP for HB complexes become closer by ∼0.04 kcal
mol−1, and the MX complexes stayed virtually the same, becoming more similar by ∼0.01
kcal mol−1 in the larger basis set. The CP results only become closer, by ∼0.02 kcal mol−1,
in for the HB subset. In the DD and MX subsets, the results become farther apart by ∼0.02
and 0.1 kcal mol−1, respectively.
The counterpoise correction has a similar effect for all of the subsets: the CP results
are in better agreement than unCP. For CP results, HB and DD systems have an average
66
 0
 0.1
 0.2
 0.3
 0.4
 0.5
 0.6
 0.7
 0.8
 0.9
S22 HB DD MX
M
e
a
n
 A
b
so
lu
te
 I
E
 D
iff
e
re
n
ce
 (
kc
a
l/
m
o
l)
System
S22 B2PLYP-D3 vs LB2PLYP-D3
DZ CP
DZ unCP
TZ CP
TZ unCP
Figure 23: Mean absolute interaction energy differences between B2PLYP-D3 and
LB2PLYP-D3 are plotted for S22 and the hydrogen bonding (HB), dispersion dominated
(DD), and mixed interaction (MX) subsets of S22 computed in the cc-pVDZ (DZ) and cc-
pVTZ (TZ) basis sets. Both results with (CP) and without the counterpoise correction are
presented in kcal mol−1.
agreement of∼0.15 kcal mol−1 no matter the basis set, and the MX results have∼0.2 or∼0.3
kcal mol−1 agreement in the DZ and TZ basis sets respectively. For unCP computations,
the HB subset had the closest agreement on average at ∼0.45 kcal mol−1 in either basis set.
The DD subset had the worst agreement on average at ∼0.62 kcal mol−1 in either basis set.
The DD agreement was in between the other subsets on average at ∼0.57 kcal mol−1 in the
DZ basis and ∼0.43 kcal mol−1 in the TZ basis set.
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4.4.0.2 LB2PLYP vs CCSD(T)/CBS
Judging from the MAEs in Fig 24, one can see that the errors in all approaches test decrease
with an increase in basis set size. In the DZ basis, the MAE for all of S22 ranges from ∼1.0-
1.5 kcal mol−1 for all approaches. The MAEs decrease to range from ∼0.3-0.8 kcal mol−1 in
the TZ basis. Additionally, both B2PLYP variants yield relatively accurate results whether
counterpoise correcting or not. Considering the S22 test set as a whole, the CP results for
both B2PLYP variants give slightly lower MAEs than the unCP results. Notably, however,
the CP results are more accurate for hydrogen bonding dominated interactions while the
unCP results are better for dispersion dominated interactions.
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Table 2: Computed interaction energies for B2PLYP variants in the cc-pVTZ basis and
benchmark values are listed.
S22 Ref LB2PLYP-D3-CP LB2PLYP-D3-unCP B2PLYP-D3-CP B2PLYP-D3-unCP
1 -3.133 -2.536 -5.271 -2.567 -5.528
2 -4.989 -4.841 -8.082 -4.847 -8.326
3 -18.753 -17.649 -23.502 -17.580 -23.916
4 -16.062 -14.388 -19.661 -14.502 -20.325
5 -20.641 -18.758 -23.329 -19.125 -23.844
6 -16.934 -15.789 -20.392 -16.175 -20.986
7 -16.660 -15.045 -20.312 -15.315 -20.870
8 -0.527 -0.224 -0.339 -0.241 -0.416
9 -1.472 -0.999 -1.596 -1.063 -1.870
10 -1.448 -0.961 -1.280 -0.981 -1.591
11 -2.654 -0.940 -1.985 -1.121 -2.763
12 -4.255 -2.380 -4.029 -2.639 -4.808
13 -9.805 -7.244 -10.837 -7.511 -11.779
14 -4.524 -2.130 -3.747 -2.458 -4.961
15 -11.730 -7.834 -12.445 -8.637 -14.275
16 -1.496 -1.467 -1.825 -1.484 -1.999
17 -3.275 -2.759 -3.750 -2.781 -4.085
18 -2.312 -1.806 -2.329 -1.831 -2.657
19 -4.541 -4.029 -4.546 -4.078 -4.942
20 -2.717 -1.993 -2.603 -2.129 -3.185
21 -5.627 -4.556 -5.601 -4.798 -6.371
22 -7.097 -6.327 -9.814 -6.399 -10.071
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Table 3: Computed interaction energies for B2PLYP variants in the cc-pVTZ basis and
benchmark values are listed.
S22 Ref LB2PLYP-D3-CP LB2PLYP-D3-unCP B2PLYP-D3-CP B2PLYP-D3-unCP
1 -3.133 -2.952 -4.061 -3.038 -4.275
2 -4.989 -4.902 -6.322 -4.991 -6.583
3 -18.753 -18.824 -20.372 -18.765 -20.760
4 -16.062 -15.716 -17.180 -15.711 -17.544
5 -20.641 -20.321 -21.399 -20.235 -21.745
6 -16.934 -16.536 -17.900 -16.886 -18.584
7 -16.660 -15.774 -17.256 -16.161 -17.990
8 -0.527 -0.304 -0.323 -0.330 -0.379
9 -1.472 -1.263 -1.423 -1.350 -1.620
10 -1.448 -1.217 -1.288 -1.288 -1.521
11 -2.654 -1.722 -2.139 -1.999 -2.772
12 -4.255 -3.656 -3.976 -3.559 -4.488
13 -9.805 -8.350 -9.658 -8.914 -10.833
14 -4.524 -3.267 -3.959 -3.689 -4.932
15 -11.730 -9.548 -11.248 -10.414 -12.969
16 -1.496 -1.503 -1.611 -1.544 -1.731
17 -3.275 -2.960 -3.895 -3.087 -4.198
18 -2.312 -2.008 -2.454 -2.124 -2.735
19 -4.541 -4.380 -4.513 -4.615 -4.941
20 -2.717 -2.336 -2.562 -2.514 -2.974
21 -5.627 -5.032 -5.526 -5.320 -6.133
22 -7.097 -6.659 -7.908 -6.777 -8.244
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Table 4: Mean absolute errors (MAEs) relative to benchmark values for S22 interaction
energy computations in the cc-pVDZ basis are listed.
System LB2PLYP-D3-CP LB2PLYP-D3-unCP B2PLYP-D3-CP B2PLYP-D3-unCP
S22 1.182 1.407 1.018 1.779
HB 1.166 3.340 1.009 3.803
DD 1.139 0.323 0.995 0.317
MX 1.233 0.665 1.046 1.287
Table 5: Mean absolute errors (MAEs) relative to benchmark values for S22 interaction
energy computations in the cc-pVTZ basis are listed.
System LB2PLYP-D3-CP LB2PLYP-D3-unCP B2PLYP-D3-CP B2PLYP-D3-unCP
S22 0.526 0.531 0.346 0.800
HB 0.327 1.045 0.202 1.473
DD 0.548 0.275 0.410 0.198
MX 0.682 0.306 0.417 0.738
4.5 Conclusions
This study presents a performance comparison for a local version of the popular DH-DFT
functional, B2PLYP, and its canonical form. DH-DFT functionals add a second-order per-
turbation theory term to account for electron correlation, which typically entails MP2. This
addition dominates the previous cost of DFT making this approach unfeasible for large sys-
tems. By making the local approximation, larger systems should be accessible with the
same high accuracy of canonical B2PLYP. The benchmark was performed using S22, which
revealed a similar performance with the differences between the local and canonical ver-
sions of B2PLYP being ∼0.65 kcal mol−1 different on average regardless of basis set or
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counterpoise correction choices. Our results show that LB2PLYP can replicate the quality
of B2PLYP through the use of a local correlation method.
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Figure 24: Mean absolute errors vs CCSD(T)/CBS reference values for S22 and the hydro-
gen bonding (HB), dispersion dominated (DD), and mixed interaction (MX) subsets of S22
computed in the cc-pVDZ (DZ) and cc-pVTZ (TZ) basis sets are presented in kcal mol−1.
73
CHAPTER V
AUTOMATION OF WORKFLOWS INVOLVING F-ISAPT
5.1 Summary
Functional group and/or intramolecular symmetry-adapted perturbation theory (F-ISAPT)
require tedious input files to begin the computation and perform the subsequent analysis.
The following steps are required to form these inputs: A) monomers must be separated
from the supersystem representation of a Protein Data Bank file or an XYZ file into the
appropriate input sections and B) the fragments of each monomer must be specified by
listing the fragment name and associated atom indices. This is easy to do for systems that
are less than 30 atoms but quickly becomes intractable for systems that are any larger (i.e.
50+ atoms). I have developed Python-based tools for our collaborators at Bristol-Myers
Squibb and students in our group that greatly facilitate F-ISAPT users with this process.
One of the tools automatically generates all required fragment files and inputs given a
Protein Data Bank file. Also, a visual representation of the generated fragmentation scheme
is made for viewing with the PyMOL molecular visualization software. Finally, the other
tool uses PyMOL as an interface for selecting custom fragmentation schemes and generates
all required inputs.
5.2 Motivation
For all F-ISAPT computations, there are two rather tedious steps to setting up the input
associated input files:
1. Separate the geometry into monomers for the main input file
2. Separate the monomers into functional groups for ‘fA.dat’ and ‘fB.dat’ files
The first item is a standard requirement for SAPT computations; however, this can
be complicated if starting with a geometry that has monomers with “overlapping” atoms.
Here, “overlapping” refers to the atoms of a geometry file not being ordered with respect
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of the monomer which encompasses each atom. For the above scenario, a standard search
algorithm, such as breadth-first search, can be employed to group the atoms by monomer.
However, when explicit solvent is required for an ISAPT computation, there will be many
monomers that will need to be extracted. Having each monomer separated may be of little
use when there are many monomers. Additionally, in transition state geometries, there may
not be a clear separation of monomers. It would be of value to have a tool that is able to
specify the desired monomers for an input through a simple, intuitive mechanism.
The second item of separating monomers into functional-groups is specific to F-SAPT
analysis. The input files for this type of analysis are structured like the following example
for methanol:
OH 1 3
Methyl 2 4 5 6
Here, ‘OH’ represents a hydroxyl fragment of methanol, and ‘Methyl’ represents the
CH3 fragment of the methanol monomer. This example is easy enough to do by hand but
captures the most tedious part of creating this type of input. The atoms for the fragments
do not necessarily retain any particular order in the input geometry. As a result, the atoms
associated with each functional group have discontiguous atom ranks. Notice that the ‘OH’
atom numbers skip ‘2’, and the ‘Methyl’ atom numbers skip ‘3’. This is easy enough to spot
for a small input geometry in a molecular viewer with the atom ranks shown; however, this
quickly becomes tedious in practice to designate even a few functional groups with input
geometries of more than 50 atoms are used.
5.3 Solutions
Two solutions have been drafted to solve this problem. One solution pertains to the special
case that the user has a geometry from the Protein Data Bank and wishes to fragment the
system in such a way that is consistent with that of Parrish et al., Chem. Eur. J 2017, 23,
7887. The other solution pertains to the more general case that a user has an XYZ file of
Cartesian coordinates that are not in any particular order with respect to the atoms.
75
5.3.1 Protein Data Bank
As described in the study on the nature of the binding differences of chloro vs methyl aryl
substituted fact Xa inhibitors,52 the protein model system may be fragmented into peptide
bonds, N-terminus caps, C-terminus caps, and amino acid sidechains. Additionally, free
amino acids should be single fragments, and the ligand may be a single fragment as well.
The information needed to combine all fragments in this desired way is given in a
properly formatted PDB file. Atoms belonging to peptide bonds have an atom type of
‘N’, ‘C’, ‘O’, and ‘H’. The peptide bonds the identified atoms belong to can be realized by
performing a breadth-first search (BFS) procedure to gather the peptide bond fragments.
Amino acid residues, C-termini, and N-termini all have unique residue numbers and can
be grouped into fragments on the basis of this ID. Finally, atoms not belonging to the
protein are labeled as heteroatoms, ‘HETATM’. These atoms belong to solvent and ligand
molecules. By default, solvent molecules are included in fragment A with the protein, and
ligand molecules as a whole are considered fragment B and are not fragmented more finely.
5.3.1.1 Instructions
Input: well-formed PDB, option for which monomer the solvent belongs to (default: solv mon
= “A”)
Output: Psi4 input file, fA.dat and fB.dat fragmentation files
To use (in PyMOL):
1. Open PDB in PyMOL
2. Run aa chopper.py in PyMOL (Note: this step can also be achieved by opening the
script and .pdb simultaneously, perhaps through aliasing)
3. Type ’chop’, or ’chop(solv mon=“C”)’ to put solvent in monomer C
This will produce:
1. A colored fragmentation scheme along with fragment names
2. A working input file with some sensible defaults
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3. fsapt/fA.dat and fsapt/fB.dat files for post-analysis
• Warning: it will overwrite any fA.dat or fB.dat files living in fsapt/ in the current
working directory
• PDB file must have ’.pdb’ extension
• Input file produced will have the same name as PDB, with extension ’.in’
• Assumes there is only one ligand, and it is its own fragment
• Assumes solvent does not carry charge and belongs to monomer A
• Assumes well-formed PDB supplied with correct atom types for atoms partici-
pating in peptide bond
4. Fragment names will be as follows:
• N-terminus caps: Chain AminoAcidAbbreviation+ResidueNumber NTC
• C-terminus caps: Chain AminoAcidAbbreviation+ResidueNumber CTC
• Sidechain caps: Chain AminoAcidAbbreviation+ResidueNumber CS
• Sidechains: Chain AminoAcidAbbreviation+ResidueNumber SC
• Peptide bonds: Chain ResidueNumberOfAA1 ResidueNumberOfAA2 PEPT
• Free Amino Acids: Chain AminoAcidAbbreviation+ResidueNumber FREE
• Ligand: LIG ResidueName ResidueNumber
• Solvent: SOLV ResidueName ResidueNumber
5. A PyMOL file named the same as the given PDB file, but with .pml extension
• This will produce the same visualization as described above when opened with
PyMOL
• This can be done by typing ’pymol -l NAME OF FILE.pymol’
To use (in terminal):
1. Type ’python aa chopper.py FILENAME.pdb’, or ’python aa chopper.py solv mon =
“C” FILENAME.pdb’ to put solvent in monomer C
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This will produce all of the same files described above.
5.3.2 XYZ
In the case that only the XYZ coordinates and atoms are provided, custom selections can
be made through the PyMOL interface.61 The process of fragmenting in this way occurs in
the following steps:
• Select all border atoms of fragment
• Name fragment with ‘ A’ or ‘ B’ at the end of the fragment name
• Run ‘fisapt’ script
Border atoms in this context are defined as atoms the are in a user-desired fragment
and connect to other parts of the molecule that are not included in this fragment.
This will produce the fragment files ‘fA.dat’ and ‘fB.dat’ and the input file. The software
that takes care of this is broken into a part that grabs the input from the PyMOL interface
and a part that produces the desired files given the user input.
The algorithm that produces the desired input files is represented by the psuedocode
below.
Algorithm 1 Producing the desired fragments from a user’s input of border atoms.
Require: Remove all selected atoms from copy of geometry
for selection ∈ selections do
Add atoms of selection back to copy of geometry
BFS to find fragments
Find fragment containing atoms of selection
Add rest of fragment to selection and save selection
Remove atoms of selection for copy of geometry
end for
return selections
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5.3.3 PyMOL Interface
The PyMOL interface can be used to gather user input via its graphical user interface,
which eliminates the tedious aspect of select atoms by the atom ID. The details of PyMOL’s
application programming interface can be difficult to find on the internet, but below are a
few collected examples of commands that were instrumental in building these tools.
• ‘from pymol import cmd’ - grabs the command ‘cmd’ object that can be used to
perform scriptable PyMOL operations
• ‘cmd.select(“(“+frag+“)”, selection)’ - adds the atom ids in ‘selection’ to the selection
named ‘frag’
• ‘cmd.set color(“color ”+frag, color)’ - defines ‘color frag’ by ‘color’, which is a three
element list of floats between 0 and 1 representing RGB values
• ‘cmd.color(“grey”, “(”+frag+“)”) - colors fragment ‘(frag)’ a PyMOL defined color
“grey”
• ‘cmd.color(”color ”+frag, “(”+frag+“)”)’ - colors fragment ‘(frag)’ the color defined
by ‘color frag’
• ‘fil name = cmd.get names(“all”)[0]+“.xyz”’ - grabs file name, which is 0th element
of ‘names’
• ‘cmd.show(”sticks”, “all”)’ - shows stick representation of molecule
• ‘frag names = cmd.get names(“all”)[1:]’ - gets all of the selection names, skips 0th
element because that is geometry name
• ‘cmd.iterate(“(”+name+“)”,“stored.list.append((name,rank))”)’ - iterates over all atoms
in geometry and returns name of atom and its rank on each iteration
• ‘cmd.extend(“fisapt”,fisapt)’ - names Python function ‘fisapt’, not in double quotes,
“fisapt”
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Below is an example instance of the tool being used with the PyMOL interface to
designate F-ISAPT fragments in hexaphenylbenzene. The selection process just require
the border atoms to be added as selections in the PyMOL graphical user interface, named
‘Phenyl A’ and ‘Phenyl B’ in this example. Additionally, the fragment C is determined by
the border atoms in selection ‘ISAPT C’, as shown in Figure 25. Once the tool is executed,
the rest of the selection is filled in as shown in Figure 26. The fragmentation scheme shown
is simultaneously written to the necessary input files to perform an F-SAPT analysis.
Figure 25: The necessary selections, shown by pink squares, to designate fragment C are
shown. Only the border atoms, or atoms that connect to fragments not to be included in
the selection, are necessary to include when using the input generation tool.
5.4 Conclusion
This code greatly simplifies the task of creating input files for the F-ISAPT analysis of large
geometries and also reduces the chance for error. The problem of transcribing atom IDs
from molecule viewers to input files has been reduced to selecting border atoms through
PyMOL’s interface. A visual representation of the fragmentation scheme chosen is provided
each time a fragmentation is made and can be used to verify that the desired fragmentation
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Figure 26: After the input generation tool is executed, the fragments are colored. The
entire selection of fragment C is shown by the pink squares. Fragment A and B are colored
by warm and cool colors, respectively.
scheme has been produced. The PyMOL commands necessary to build this tool are included
in this text and make it possible to build more additional tools for input generation and
data visualization in the future.
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CHAPTER VI
CONCLUSIONS AND OUTLOOK
In this thesis, symmetry-adapted perturbation theory (SAPT) has been applied to two
organocatalytic reactions: a proline-catalyzed intramolecular aldol reaction and an organoboron-
catalyzed allyl addition to fluoroketones. The functional-group and atomic partitions of
SAPT (F-SAPT and ASAPT) have been used to understand the non-covalent interactions
involved in the transition states for these reactions in terms of electrostatics, exchange-
repulsion, induction/polarization, and London dispersion. An understanding of these in-
teractions and their effect on the relative product ratios of the reactions has potential to
fuel rational catalyst design in the future. For instance, a pendant functional group could
be added to a catalyst to make a racemic reaction selective. This work has sought to show
that these partitions of SAPT can be used to rationalize experimental and other theoretical
results in terms of directly quantified non-covalent interactions.
Our work on the proline-catalyzed intermolecular aldol reaction between benzaldehyde
and cyclohexanone according to the Houk-List mechanism runs counter to previous attempts
to rationalize the reaction outcome using chemical intuition alone. F-SAPT analysis shows
that the NCHδ+ · · ·δ−O=C contact that was thought to be the primary source of stabiliza-
tion for this reaction was in fact destabilizing and non-preferential to the transition state
leading to the dominant product. This analysis was corroborated by modeling the Coulom-
bic interaction of this contact in the transition state with natural population analysis (NPA)
charges. The NPA charges showed that the nitrogen of pyrrolidinyl and oxygen of benzalde-
hyde, which are in close contact in the transition state, both carry large negative charges
and make the contact destabilizing overall. Additional contacts, including a C–H/π inter-
action between the cyclohexene group of the enamine intermediate and the benzaldehyde
phenyl ring and the hydrogen bonding interaction between an ortho-hydrogen of the phenyl
and an oxygen of the carboxylic acid, were probed. F-SAPT confirmed the presence of both
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of these interactions; however, the C–H/π interaction between the cyclohexene and phenyl
groups was shown to be destabilizing in all cases. Only the hydrogen bonding interaction
between the ortho-hydrogen of the phenyl and oxygen of the carboxylic acid was confirmed
as preferentially stabilizing for the transition states leading to the major products in the
Houk-List mechanism.
F-SAPT and ASAPT were used to assess contacts in organoboron-catalyzed allyl addi-
tions to fluoroketones that were hypothesized to contribute to the enantioselectivity of the
reaction. ASAPT is in agreement for all atom-atom contacts as stabilizing or destabilizing
as suggested by the authors of the study. The primary contact of interest was a hydrogen
bonding interaction between a fluorine of the fluoroketone and an ammonium proton of the
organoboron catalyst. ASAPT shows that this contact was indeed present as evidenced by
its pronounced electrostatic stabilization, and was preferentially stabilizing the transition
states postulated to be stabilized by this contact in the literature. F-SAPT analysis was
also used to reveal a π-π interaction that was thought to be destabilizing. Due to the
proximity of the phenyl groups and their reduced conjugation in the transition state, this
contact was previously thought to present a source of steric hindrance. However, F-SAPT
showed substantially stabilizing electrostatic and dispersion interactions which contribute
to an overall stabilizing interaction.
These applications of the F-SAPT and ASAPT partitions to organocatalysis have pio-
neered the way for future studies of this nature. Exchange-scaling has been added to these
methods and shown to track well with CCSD(T)/CBS relative interaction energies, within
1–4 kcal mol−1 out of total interaction energies of 37–69 kcal mol−1. Our results for the
fluoroketones fit chemical intuition. For the Houk-List mechanism, our results contradicted
previous chemical intuition, but in retrospect and after additional atomic charge analy-
sis, they also seem very chemically reasonable. Hence, these proof-of-concept studies have
shown that we have a method that is both chemically reasonable and that quantitatively
reproduces high-level quantum mechanical interaction energies to a reasonable accuracy.
Future studies can confidently apply the methodology tested here to reactions which have
not been probed experimentally.
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Software tools have also been produced to simplify the process of input generation for
both functional-group and intramolecular SAPT (F-ISAPT) methods, which aided in the
studies mentioned above. These tools include software that can automatically produce
all inputs required from a protein data bank file and software that allows the user to
make custom selections through the PyMOL interface. In the future, these tools could
be combined into more a general software that can serve any molecular file type. This
could be achieved by adding a feature to automatically recognize functional groups, such
as the algorithm for identifying functional groups of organic molecules described by Ertl.19
Such a program could automatically generate fragmentation schemes without requiring any
user input. This is desirable for performing future organocatalysis research and at drug
companies that are looking to use F-ISAPT for high throughput work flows. Additionally,
the F-SAPT results that the fragmentation schemes yield could be plotted to automate the
path from input to analysis.
The local B2PLYP studies of this thesis aimed to probe the viability of substituting
local MP2 for canonical MP2 in double hybrid density functional theory. Such a substi-
tution would make B2PLYP applicable to larger systems by reducing the computational
cost of canonical MP2. The study presented here tests local B2PLYP’s ability to reproduce
interaction energies for the S22 database. Local B2PLYP nearly reproduces B2PLYP for
the entire test set by predicting average interaction differences of 0.65 kcal mol−1. The next
step in completing this assessment would require testing larger systems and systems that
may not be easy to localize. Large protein-drug complexes or extended aromatic systems
would certainly challenge local B2PLYP’s ability to reproduce B2PLYP.
It is important to note that the applications of F-SAPT and ASAPT to organocatalysis
presented here, which are the primary focus of this thesis, entirely rely on analysis of
non-covalent interactions in the transition state. Non-covalent interactions can stabilize
transition states and effectively lower a reaction barrier height relative to the reactants
in infinite separation. However, stabilizing interactions between reactants or a reactant
and catalyst could lead to a pre-reactive complex that would effectively raise a barrier
height by lowering the energy of the starting reactants. For our analyses, we have made
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the assumption that the lowest energy configuration of the reactants is the reactants in
isolation. However, if some transition states being compared were reached through different
pre-reactive complexes (or no pre-reactive complex at all), the computed relative barrier
heights would not be able to be fairly compared. For future studies, it would be interesting
to analyze the intrinsic reaction coordinates leading to each transition state of selective
reactions, and obtain a SAPT analysis along the reaction path. This would ensure that
relative barrier heights are fairly compared and would also reveal how the non-covalent
interactions change during the course of the reaction. Additionally, the studies presented
here exclusively used a gas phase model. Accounting for solvent in our models would likely
screen, or reduce, the magnitude of the non-covalent interactions. Currently, there is not an
implicit solvent model for SAPT, which could be developed in the future. This means that
explicit solvent molecules would have to be added to the transition state geometry in order
to incorporate any effects of solvent. In addition to screening, explicit solvent molecules
in the transition state structures could result in unexpected non-covalent interactions that
were entirely neglected in our studies.
Another potential point of interest would be exploring the effect of multipoles introduced
by the F-SAPT fragmentation procedure. The simplest example of this effect is the fluorine
dimer in a parallel geometry. When the fluorine atoms of each diatomic molecule are
taken as separate fragments, F-SAPT analysis with the jun-cc-pVDZ basis shows that the
fluorines diagonal to each other have stabilizing electrostatic interactions (-1.67 kcal mol−1
at 4.0 Å F2 center of mass separation), and the fluorines directly across from each other
have destabilizing electrostatic interactions (1.74 kcal mol−1 at 4.0 Å F2 center of mass
separation). This is presumably due to the analysis being performed on fragments that
have electron densities representative of their molecular environment, but it is unclear how
much of these interactions may be an artifact of the F-SAPT partitioning scheme.
Finally, there is a wealth of other reactions where non-covalent interactions are suspected
to determine the selectivity.32,42,44,57,75 It is the hope of the author that the tools and
methodologies of this thesis will be used to provide SAPT based analyses of these and other
organocatalytic reactions.
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APPENDIX A
EXAMINATION OF NON-COVALENT INTERACTIONS IN THE
HOUK-LIST MECHANISM
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Figure 27: Estimated CCSD(T)/CBS, SAPT0/jun-cc-pVDZ, sSAPT0/jun-cc-pVDZ rela-
tive interaction energies, in increasing order of the CCSD(T)/CBS values. CCSD(T)/CBS
values were estimated as DF-MP2/aug-cc-pV(T,Q)Z + δ
CCSD(T)
MP2 /cc-pVDZ.
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Figure 28: The total electrostatic interaction, as predicted by F-SAPT0/jun-cc-pVDZ,
between each fragment and the other monomer is displayed for all considered transition
states. Each row consists of transition states leading to the (S,R) anti, (S,S ) syn, (R,S )
ent-anti, and (R,R) ent-syn transition states respectively. The columns consist of the
possible conformations (1,2,3, and 4 respectively) of each transition state. The color scale
for the images becomes saturated at ± 25 kcal mol−1.
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Figure 29: The total exchange interaction, as predicted by F-SAPT0/jun-cc-pVDZ, of each
fragment with the other monomer is displayed for all considered transition states. Each row
consists of transition states leading to the (S,R) anti, (S,S ) syn, (R,S ) ent-anti, and (R,R)
ent-syn transition states respectively. The columns consist of the possible conformations
(1,2,3, and 4 respectively) of each transition state. The color scale for the images becomes
saturated at ± 25 kcal mol−1.
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Figure 30: The total induction term, as predicted by F-SAPT0/jun-cc-pVDZ, for each
fragment interacting with the other monomer is displayed for all considered transition states.
Each row consists of transition states leading to the (S,R) anti, (S,S ) syn, (R,S ) ent-
anti, and (R,R) ent-syn transition states respectively. The columns consist of the possible
conformations (1,2,3, and 4 respectively) of each transition state. The color scale for the
images becomes saturated at ± 25 kcal mol−1.
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Figure 31: The total dispersion interaction, as predicted by F-SAPT0/jun-cc-pVDZ, be-
tween each functional group with the other monomer is displayed for all considered tran-
sition states. Each row consists of transition states leading to the (S,R) anti, (S,S ) syn,
(R,S ) ent-anti, and (R,R) ent-syn transition states respectively. The columns consist of
the possible conformations (1,2,3, and 4 respectively) of each transition state. The color
scale for the images becomes saturated at ± 25 kcal mol−1.
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Figure 32: The total interaction, as predicted by F-SAPT0/jun-cc-pVDZ, of each functional
group with the other monomer for all considered transition states. Each row consists of
transition states leading to the (S,R) anti, (S,S ) syn, (R,S ) ent-anti, and (R,R) ent-syn
transition states respectively. The columns consist of the possible conformations (1,2,3, and
4 respectively) of each transition state.
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Figure 33: The classical Coulombic interaction between the partial charges on each of the
atoms involved in the interaction between NCH2 of the pyrrolidinyl fragment and the CHO
of the aldehyde of fragment in kcal mol−1 for the (S,R) anti transition states. Here, H1
designates the proton of NCH2 that is closer to the aldehyde, and H2 designates the proton
that is farther from the aldehyde.
92
-20
-15
-10
-5
 0
 5
 10
 15
 20
 25
 30
N
..
.C
N
..
.H
N
..
.O
C
..
.C
C
..
.H
C
..
.O
H
1
..
.C
H
1
..
.H
H
1
..
.O
H
2
..
.C
H
2
..
.H
H
2
..
.O
In
te
ra
c
ti
o
n
 (
k
c
a
l 
m
o
l-
1
)
Contact
SS 1
-20
-15
-10
-5
 0
 5
 10
 15
 20
 25
 30
N
..
.C
N
..
.H
N
..
.O
C
..
.C
C
..
.H
C
..
.O
H
1
..
.C
H
1
..
.H
H
1
..
.O
H
2
..
.C
H
2
..
.H
H
2
..
.O
In
te
ra
c
ti
o
n
 (
k
c
a
l 
m
o
l-
1
)
Contact
SS 2
-20
-15
-10
-5
 0
 5
 10
 15
 20
 25
 30
N
..
.C
N
..
.H
N
..
.O
C
..
.C
C
..
.H
C
..
.O
H
1
..
.C
H
1
..
.H
H
1
..
.O
H
2
..
.C
H
2
..
.H
H
2
..
.O
In
te
ra
c
ti
o
n
 (
k
c
a
l 
m
o
l-
1
)
Contact
SS 3
-20
-15
-10
-5
 0
 5
 10
 15
 20
 25
 30
N
..
.C
N
..
.H
N
..
.O
C
..
.C
C
..
.H
C
..
.O
H
1
..
.C
H
1
..
.H
H
1
..
.O
H
2
..
.C
H
2
..
.H
H
2
..
.O
In
te
ra
c
ti
o
n
 (
k
c
a
l 
m
o
l-
1
)
Contact
SS 4
Figure 34: The classical Coulombic interaction between the partial charges on each of the
atoms involved in the interaction between NCH2 of the pyrrolidinyl fragment and the CHO
of the aldehyde of fragment in kcal mol−1 for the (S,S ) syn transition states. Here, H1
designates the proton of NCH2 that is closer to the aldehyde, and H2 designates the proton
that is farther from the aldehyde.
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Figure 35: The classical Coulombic interaction between the partial charges on each of the
atoms involved in the interaction between NCH2 of the pyrrolidinyl fragment and the CHO
of the aldehyde of fragment in kcal mol−1 for the (R,S ) ent-anti transition states. Here, H1
designates the proton of NCH2 that is closer to the aldehyde, and H2 designates the proton
that is farther from the aldehyde.
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Figure 36: The classical Coulombic interaction between the partial charges on each of the
atoms involved in the interaction between NCH2 of the pyrrolidinyl fragment and the CHO
of the aldehyde of fragment in kcal mol−1 for the (R,R) ent-syn transition states. Here, H1
designates the proton of NCH2 that is closer to the aldehyde, and H2 designates the proton
that is farther from the aldehyde.
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Figure 37: Deformation energies estimated at the CCSD(T)/CBS level are plotted against
(R − Re)2, where R is the O–H bond length in the carboxylic acid group, and Re is its
value in the isolated enamine intermediate. CCSD(T)/CBS values were estimated as DF-
MP2/aug-cc-pV(T,Q)Z + δ
CCSD(T)
MP2 /cc-pVDZ.
96
APPENDIX B
ANALYSIS OF TRANSITION STATE STABILIZATION BY
NON-COVALENT INTERACTIONS IN THE ADDITION OF
ORGANOBORON REAGENTS TO FLUOROKETONES
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Figure 38: The chosen reference method, counterpoise-corrected MP2/aTZ was tested
against counterpoise-corrected ωB97X-V/aTZ on two systems where π-π interactions were
suspected, due to aligned π faces. MP2/aTZ estimates are within 1 kcal mol−1 of ωB97X-
V/aTZ indicating no large overbinding.
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Figure 39: Interaction energies are plotted relative to the most negative interac-
tion energy estimated within each model chemistry (SAPT0/jaDZ, exchange-scaled
sSAPT0/jaDZ, counterpoise-corrected MP2/aTZ, counterpoise-corrected MP2/aTZ +
counterpoise-corrected δ[CCSD(T)/DZ]).
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Figure 40: Interaction energies are plotted relative to the most negative interaction energy
estimated within each model chemistry (SAPT0/jaDZ, exchange-scaled sSAPT0/jaDZ and
MP2/aTZ).
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Figure 41: The relative deformation energy of each transition state, as computed with
MP2/aTZ, is plotted with respect to the minimum deformation energy in each reaction
family (A, B, and C).
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New York: Academic Press, 1966.
[11] Boys, S. F. and Bernardi, F., “The calculation of small molecular interactions by
the differences of separate total energies. Some procedures with reduced errors,” Mol.
Phys., vol. 19, no. 4, pp. 553–566, 1970.
[12] Burns, L. A., Vázquez-Mayagoitia, Á., Sumpter, B. G., and Sherrill, C. D.,
“Density-functional approaches to noncovalent interactions: A comparison of disper-
sion corrections (DFT-D), exchange-hole dipole moment (XDM) theory, and specialized
functionals,” J. Chem. Phys., vol. 134, p. 084107, 2011.
101
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