Abstract. We prove that the "naive"convolution Dirichlet series D 2 (s) attached to a degree 2 Siegel Hecke cusp form F , has a pole at s = 1. As an application, we write down the asymptotic formula for the partial sums of the squares of the eigenvalues of F with an explicit error term. Further, as a corollary, we are able to show that the abscissa of absolute convergence of the (normalized) spinor zeta function attached to F is s = 1.
Introduction
Let F be a Siegel cusp form of degree 2 and integral weight k which is an eigenform for all the Hecke operators T (n) with eigenvalues λ F (n) (which are necessarily real) and not a Saito-Kurokawa lift. We normalize the eigenvalues by setting λ n := λ F (n)/n k−3/2 for the rest of the paper. Let us denote the two natural Dirichlet series attached to the sequences (λ n ) n≥1 and (λ Both these series are absolutely convergent for Re(s) > 1 since we know that λ F (n) ≪ ε n ε for any ε > 0 (see sect. 2 for the notation) as a consequence of the Ramanujan-Petersson conjecture, proved by Weissauer (see [14] ).
We call D 2 (s) the "naive"convolution attached to F . For an elliptic Hecke cusp form f , the "naive"convolution D 2,f (s) attached to f is essentially (up to elementary factors) the Rankin-Selberg L-function L(s, f ⊗ f ). Thus its analytic properties follow from well known properties of L(s, f ⊗ f ) and its Euler-product is easy to write down. The situation is quite different when the degree is 2 (and higher). On the one hand, the series D 1 (s) is well studied and we know that D 1 (s) = ζ(2s + 1)
where Z(s) :=Z F (s + k − 3/2) andZ F (s) is the spinor-zeta function attached to F . The analytic properties of Z(s) are well known (see [1] for example). In fact it admits an analytic continuation to the entire complex plane and also has the expected Euler product and functional equation.
On the other hand, the series D 2 (s) turns out not to be a well-behaved one. We do not know much of it's "good"analytic properties, which are crucial for obtaining informations about the eigenvalues λ n (say about the growth of λ n as a function of n). In particular, nothing is known about the analytic continuation and the location of the possible poles of D 2 (s).
The aim of this article is to prove the following theorem. See sect. 3 for the proof. Our proof relies on the recent result of the functorial transfer of GSp(4) automorphic representations to GL(4) in [12] . In particular, we use [12, Theorem 5.2.3] regarding the analytic properties of the Rankin-Selberg L-function attached to the eigenform F .
We recall that Weissauer's theorem (cf. above) implies that the abscissa of absolute convergence σ 0 of Z(s) is less than or equal to 1. Note that in this connection it was shown previously in [5] that σ 0 ≤ 3/2 and improved to σ 0 ≤ 19/18 in [6] . Implicit in the proof of Theorem 1.1 is the following corollary, see sect. 3. Once we have Theorem 1.1, the Wiener-Ikehara theorem (see e.g. [10] ) immediately implies the following asymptotic formula:
for large x, where we have used the standard "small-o"notation in analytic number theory. However, it is of interest in analytic number theory to get an explicit error term in the above. For example, such an error term gives rise to non-trivial estimates of the eigenvalues. In this regard, we prove the following theorem, see sect. 4. Theorem 1.3. For large x, and any η > 0,
where the implied constant depends only on η.
Remark 1.4. The constant 31/32 might not be the best possible in this regard. However, we believe that our method would not give rise to a significantly better bound than that in Theorem 1.3.
In the context of eigenvalues of cusp forms, it is interesting to know about the existence of nonzero eigenvalues in short intervals. For elliptic cusp forms, this was asked by J. P. Serre in his seminal paper [13] . As an immediate consequence of Theorem 1.3, we have the following corollary in this direction. Corollary 1.5. For every η > 0 there exist a constant C > 0 depending on F and η, such that λ n = 0 for some n in the interval [x, x + Cx 31/32+η ] for x large.
As another straightforward application of Theorem 1.3, we record in Corollary 4.3 some non-trivial upper bounds for λ n for n in a set of positive upper natural density.
Notation and preliminaries
For basic facts about Siegel modular forms we refer to [3] . We denote the space of degree 2 Siegel cusp forms of weight k for the Siegel modular group
where ∆ 2,n is the set of integral symplectic similitudes of size 4 and scale n and
, Z is an element of the Siegel upper half plane of degree 2.
The space S k (Γ 2 ) has a basis consisting of simultaneous eigenfunctions of all the T (n). The space of Saito-Kurokawa lifts, denoted by S * k (Γ 2 ), are the lifts of elliptic cusp forms of full level and weight 2k − 2. They can be characterized in terms of the non-entireness of the spinor zeta function attached to the eigenforms.
Then it is well known that the λ F (n) are real and multiplicative: if (m, n) = 1, then λ F (mn) = λ F (m)λ F (n). To this data, one attaches several L-functions, e.g., the standard zeta function and the spinor zeta function Z(s) (normalised as in the Introduction).
We will adopt the standard notation s = σ + it (σ, t ∈ R) throughout this paper. The function Z(s) admits the following Euler product:
Here
, and the complex numbers α 0,p , α 1,p , α 2,p are the Satake parameters of F . We will drop the suffix p when there is no confusion. By the Ramanujan-Petersson conjecture (now a theorem due to Weissauer),
Using this together with (1.1), summing the geometric series and observing that σ 0 (n) ≪ ε n ε , it follows that |λ n | ≪ ε n ε for any ǫ > 0. This shows in particular that Z(s) converges absolutely for σ > 1. For the well-known analytic properties of Z(s) we refer the reader to [1] .
be the Rankin-Selberg L-function attached to F ; so that we have by definition
as a polynomial in X := p −s . It has been proved recently in [12] , that L(s, F ⊗ F )
has an analytic continuation to the entire complex plane with the exception of two simple poles at s = 0, 1 with positive residue at s = 1. Furthermore, the "completed" L-function satisfies a functional equation and is bounded in vertical strips. We refer the reader to [12] for details, especially to Theorem 5.2.3 in that paper.
As is standard in analytic number theory, we have used a(x) ≪ ε b(x) (where 3. Pole at s = 1 of the "naive"convolution
In this section we wish to prove that D 2 (s) has a meromorphic continuation to σ > 1/2 with a simple pole at s = 1. However, as mentioned in the Introduction, D 2 (s) is not a very well behaved series. Hence we will factorize D 2 into two more tractable parts with the hope of gaining something out of it. This is the content of the following lemma, which is essentially adapted from [2] with more details. See also Remark 3.2.
In the rest of the paper, we abbreviate
Lemma 3.1. For σ > 1 one has the factorization
is an Euler product, with each H p (X) a polynomial of degree ≤ 15 in X. It's coefficients are polynomials in the numbers β i and are absolutely bounded. Furthermore, H(s) converges absolutely for σ > 1/2 (so it is holomorphic in this region) and for some absolute constant A > 0, we have uniformly in σ > 1/2,
Remark 3.2. In [2, Proposition 2] a result similar to that in the above lemma has been proved for the Fourier coefficients λ π (n) of an irreducible, cuspidal representation π of GL(m, A Q ) where A Q is the ring of adeles of Q. If we appeal to the result on the transfer of the GSp(4) automorphic representation ρ F attached to a cuspidal Siegel eigen form F to a "nice"representation of
, we get that λ n = λ π (n) only for square-free integers n. Thus our lemma is different from that in [2] .
Proof of Lemma 3.1. We look at the p-Euler factor of D 1 (s) as a rational function in X:
where the last equality is by partial fraction expansion; c i are rational functions in the β i 's. From this, we calculate the coefficient of X δ from both sides to get
Hence by clearing off the denominator, we get the existence of the Euler factors H p (X). Clearly the degree in X of H p (X) is at most 15. From the equality
it is clear that the coefficients of H p (X) are polynomials in the β i . Further since the β i are of absolute value 1 and λ p δ are bounded by quantities depending only on δ (see Remark 4.4 for example), we see that for all primes p, all the coefficients of H p (X) are absolutely bounded.
The reason for the absolute convergence of H(s) in σ > 1/2 is the same as in [2] : the coefficient of X in H p (X) is zero. Indeed as a polynomial in X, differentiating both sides of the equation
with respect to X we get
Putting these together, we have by (3.2) that
We now turn to the estimate claimed for H(s). In the polynomial defining H p (X), let A > 0 be an integer such that the coefficients of X 2 are absolutely bounded by A for each prime p. Such an A exists by the above. Thus
where G p (s) := 1 + Ap −2s + |h p 3 |p −3s + · · · |h p 15 |p −15s .
Now let us look at the Dirichlet series
Clearly, the p-Euler factor G 1,p (σ) of G 1 (σ) satisfies
This shows that the series G 1 (σ) converges absolutely in σ > 1/3. Hence Granting the claim for the moment, we show how to complete the proof of Theorem 1.1. First of all, since the pole of L(s) at s = 1 is simple, the claim shows that the same is true for D 2 (s). Thus it follows by Landau's theorem on Dirichlet series with non-negative coefficients that the abscissa of absolute convergence of D 2 (s) is s = 1. Then by the Wiener-Ikehara theorem we obtain for sufficiently large
where the constant
is non-zero since D 2 (s) has a simple pole at s = 1 and hence necessarily positive, from (3.5). Thus it remains to prove the claim.
Proof of the claim: Suppose to the contrary, i.e., assume that H(1) = 0. Then D 2 (s) has no pole at s = 1 and since it has non-negative Dirichlet coefficients, by Landau's theorem (since D 2 (s) extends to a holomorphic function in a neighbourhood of s = 1) we get that D 2 (s) is convergent for σ > 1 − ε for some ε > 0. Then from the above in particular we have for any
This follows from the classical formula for the abscissa of convergence of a Dirichlet series.
Hence D 2 (1) makes sense and is at least 1. This shows that H has a simple zero at s = 1. Since s = 1 is within the region of absolute convergence of H, this implies that precisely one Euler factor, say H q , where q is a prime, has a zero at s = 1 and for primes p = q, H p does not vanish at s = 1.
Let us now remove the q-Euler factors from the Dirichlet series under consideration. So we define for G, which is one of
Now we note thatD 2 (s) converges absolutely for σ > 1 (since it is a sub-series of D 2 (s)) and has a pole at s = 1. The assertion about the pole follows from the fact thatH does not vanish at s = 1 and thatL has a pole at s = 1, since L q does not vanish at s = 1. Indeed, this is immediate as each q-Satake parameter has absolute value 1. FurthermoreD 2 (s) has non-negative Dirichlet coefficients. So by Landau's theorem,D 2 has abscissa of absolute convergence σ = 1.
By an argument similar to that in [5] we will prove that the abscissa of absolute convergence ofD 1 is s = 1. First of all we easily see that the sum (n,q)=1 |λ n | diverges. Otherwise the partial sums of the series will be absolutely bounded, which will show that the same is true for the partial sums of
Hence this will imply thatD 2 converges absolutely in σ > 0, whereas we have seen above thatD 2 has it's abscissa of absolute convergence at s = 1.
ClearlyD 1 (being a sub-series ofD 1 ) converges absolutely in σ > 1. On the contrary suppose that the abscissa of absolute convergence ofD 1 is less that 1. Then we have for some c > 0
By Cauchy-Schwartz inequality, we get (as in [5] )
for any κ > 0. Choosing κ small enough we get a contradiction to the fact that
Note that we can write the above expression for σ a since the series n≤x,(n,q)=1 λ 2 n diverges, since otherwiseD 2 (s) will converge absolutely for σ > 0. Thus σ a (D 1 ) = 1.
We now observe that D 1 (s) also has σ a (D 1 ) = 1. This is obvious, sincẽ
and for two Dirichlet series g(s), h(s), we have σ a (gh) ≤ max{σ a (g), σ a (h)}. The finite product above has σ a = −1/2. So if σ a (D 1 ) < 1, then so will be σ a (D 1 ).
Hence we obtain σ a (D 1 ) ≥ 1 and thus σ a (D 1 ) = 1.
Now we are in a position to complete the proof of the claim. Recall from (3.6) that for any ε ′ > 0, we have
This in turn implies by the
Cauchy-Schwartz inequality that
Choosing ε ′ small enough shows that D 1 (s) converges absolutely for σ > 1 − γ for some γ > 0. This contradicts the fact that σ a (D 1 ) = 1. This completes the proof of the claim and hence that of the theorem.
Proof of Corollary 1.2. The penultimate paragraph of the preceding proof showed that σ a (D 1 ) = 1. Now from (1.1), we have
The asymptotic result
In this section, we show the asymptotic result in Theorem 1.3. For that, we first prove a "convexity"estimate for the Rankin-Selberg L-function L(s).
Lemma 4.1. Let 2 > σ > 1. Then for 1 − σ < δ < σ we have,
Proof. Let us recall (see [12, p.79] ) that the completed Rankin-Selberg L-function L * (s), has an analytic continuation to C except simple poles at s = 0, 1. Moreover, it satisfies the following functional equation:
where
We next recall the (trivial) bound:
which is obtained using (2.1) with the fact that the Satake parameters β j therein are of absolute value 1; and the trivial estimate |ζ(σ)| ≤ σ/(σ − 1) for all σ > 1.
We then proceed in the usual manner (see [8] for example) by estimating the ratios of Gamma factors to get
Putting these estimates together, we arrive at
The "strong convexity"principle (see [8, Lemma 1] for example) then completes the proof. We omit the details.
Proof of Theorem 1.3. The proof is by the truncated version of Perron's formula given in [9] . Let us write for x, σ > 1,
Let us recall the version of Perron's formula we will use here in the present setup. For x ≥ 2 and S, T ≥ 2 we have that
First we note that for σ > 1 (resp. δ > 1/2) by partial summation (resp. by Lemma 3.1),
We wish to shift the line of integration to the line σ = δ, with 1/2 < δ < 1. Using the fact that H(s) converges absolutely in σ > 1/2, by the residue theorem we get, A(x) = cx + I 1 + I 2 (+) − I 2 (−) + I 3 + I 4 , where
Im(s)=±T,δ≤Re(s)≤σ
We set T = x α , S = x β (α > β > 0) which will be chosen later. 
and similarly
For estimating I 3 , we fix a small η > 0 and note that |λ 2 n | ≪ η n η for all n.
Thus Remark 4.2. We now make a remark about sequences which are bounded away from zero. Let (a n ) n≥1 be a sequence of real numbers with the property that for large x,
Then there exist α > 0 such that |a n | ≥ α, for infinitely many n. In other words, the sequence (a n ) is bounded away from 0. Thus, as an application of Theorem 1.3, it follows that the sequence (λ n ) n≥1 is bounded away from zero. We note that in fact one can take α = 1/16. This is due to [11, Lemma 5.3] .
We next collect a few straight forward implications of Theorem 1. We see that this trivial bound does not imply any of the conclusions of Corollary 4.3. Hence the interest in them.
