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Abstract
In this paper we obtain a multivariable Nehari type theorem for Hankel operators,
extending the classical result as well as Treil–Volberg generalization. The result is based on a
new generalization of the noncommutative commutant lifting theorem which extends to
several variables the commutant lifting result obtained by Treil and Volberg, and recently
generalized by Biswas, Foia-s, and Frazho.
An extension of I.S. Iokhvidov–Ky Fan theorem is obtained and used to prove a
multivariable Adamian–Arov–Krein type theorem for generalized Hankel operators. As
consequences, we obtain Carathe´odory and Nevanlinna–Pick type interpolation results for
‘‘meromorphic’’ operators on Fock spaces (resp. operator-valued meromorphic functions on
the unit ball of Cn).
The Nehari type results are used to obtain descriptions of Hankel operators acting on Fock
spaces or weighted Fock spaces (multivariable Dirichlet type spaces) and to solve new
‘‘weighted’’ interpolation problems (e.g. Sarason) for noncommutative analytic Toeplitz
algebras, which have consequences to the operator-valued analytic interpolation in the unit
ball of Cn: Moreover, using central intertwining liftings, we obtain explicit formulas for certain
solutions of the weighted interpolation problems.
As another application of the generalized noncommutative commutant lifting theorem, we
derive an abstract interpolation problem for multipliers. This is used to solve a left tangential
Nevanlinna–Pick type interpolation problem with operatorial argument for noncommutative
analytic Toeplitz algebras.
r 2003 Elsevier Science (USA). All rights reserved.
MSC: primary 47A57; 47A13; 47B35; secondary 47A45; 47H10
Keywords: Nehari problem; Hankel operator; Commutant lifting; Interpolation; Toeplitz operator;
Isometric dilation; Fock space; Free semigroup
E-mail address: gpopescu@math.utsa.edu.
1The author was partially supported by an NSF Grant.
0022-1236/03/$ - see front matter r 2003 Elsevier Science (USA). All rights reserved.
doi:10.1016/S0022-1236(03)00078-8
1. Introduction
Let X :¼ ½X1;y; Xn; XiABðYÞ; and T :¼ ½T1;y; Tn; TiABðHÞ; be two
sequences of bounded linear operators (n ¼ 1; 2;y; or n ¼N) on Hilbert spaces.
Suppose Hþ is an invariant subspace under each Ti; i ¼ 1;y; n; and let H ¼
H"Hþ be the corresponding orthogonal decomposition. A generalized Hankel
operator is deﬁned as a bounded linear operator G :Y-H satisfying the following
relations:
GXi ¼ PTiG for any i ¼ 1;y; n;
where P is the orthogonal projection from H onto H: A bounded operator
A :Y-H is called multiplier (or intertwining) with respect to X and T if AXi ¼
TiA; i ¼ 1;y; n: We remark that if n ¼ 1; X1 is the unilateral shift on Y :¼ H2ðTÞ;
T1 is the bilateral shift on H :¼ L2ðTÞ; and Hþ :¼ H2ðTÞ; then G is the classical
Hankel operator.
One of the main goals of this paper is to obtain a multivariable Nehari type
theorem [15] for generalized Hankel operators. In order to do this, we need to add
some additional structure on the ﬁxed sequences of operatorsX andT: We prove, in
Section 4, that if
jjX1y1 þ?þ Xnynjj2Xjjy1jj2 þ?þ jjynjj2; yiAY;
jjT1h1 þ?þ Tnhnjj2pjjh1jj2 þ?þ jjhnjj2; hiAH;
then G :Y-H is a Hankel operator if and only if there exists a multiplier
A :Y-H such that G ¼ GA; where GAy :¼ PAy; yAY: In this case, we can choose
A such that jjGjj ¼ jjAjj: When n ¼ 1; we obtain Treil–Volberg theorem from [35],
which extends [15].
Actually, a more general result is obtained. We show that if T is a row
contraction, X is an arbitrary sequence of operators on Y; and G :Y-H is a
Hankel operator, then there exists a multiplier A :Y-H such that G ¼ GA if and
only if there exists a positive operator PABðYÞ such that
½X 	i PXjn
nX½dijPn
nX½dijG	Gn
n:
In this case, we can choose A such that A	ApP: We should mention that, when
n ¼ 1; we ﬁnd Biswas–Foia-s–Frazho generalization [7] of Treil–Volberg theorem
[35]. The results of this section are used to obtain descriptions of Hankel operators
acting on Fock spaces or weighted Fock spaces (multivariable Dirichlet type spaces).
In most of the cases, the multipliers are multi-analytic operators. For basic results
concerning multi-analytic operators we refer to [18,19,23].
Our multivariable Nehari type result is based on a generalization of the
noncommutative commutant lifting theorem [17,21] (see also [27,29,30] for different
proofs and extensions, and [10,33] for the classical case when n ¼ 1), which is
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obtained is Section 2. This generalization extends to several variables the commutant
lifting result obtained by Treil and Volberg [35] and generalized by Biswas et al. [7].
Extending some ideas from [7] (n ¼ 1), and [30] (nX2), we develop, in Section 3,
two formulas for a special lifting called the central intertwining lifting, in our new
setting. This provides a constructive new proof for the generalized noncommutative
commutant lifting theorem of Section 2, and explicit formulas for certain solutions
of the interpolation problems considered in Section 6 as well as for those considered
in [3,8].
In Section 5, we obtain a multivariable version of Iokhvidov–Ky Fan theorem [13]
which will be used to prove an Adamian–Arov–Krein type theorem [1] for
generalized Hankel operators. More precisely, if G :Y-H is a generalized Hankel
operator and skðGÞ; k ¼ 0; 1;y is the sequence of its singular numbers, then we
prove that
skðGÞ ¼ inffjjGjMjj :MCY; codimMpk; XiMCM; i ¼ 1;y; ng
and the inﬁmum is attained. A version of this formula in terms of multipliers is also
considered. As consequences, we obtain Carathe´odory and Nevanlinna–Pick type
interpolation results for ‘‘meromorphic’’ operators on Fock spaces (resp. operator-
valued meromorphic functions on the unit ball of Cn).
The multivariable Nehari type results of Section 4 are used in Section 6 to solve
new weighted interpolation problems (e.g. Sarason) for noncommutative analytic
Toeplitz algebras. Moreover, using the central intertwining lifting from Section 3, we
obtain explicit formulas for certain solutions of the weighted interpolation problems
for FNn #BðH;KÞ; the weakly-closed operator space generated by the spatial tensor
product.
The noncommutative analytic Toeplitz algebra FNn is the weakly-closed algebra
generated by the left creation operators S1;y; Sn on the full Fock space F 2ðHnÞ on n
generators, and the identity. This algebra and its norm-closed version (the
noncommutative disc algebra An) were introduced by the author in [20] in
connection with a noncommutative von Neumann inequality. We established a
strong connection between the algebra FNn and the function theory on the open unit
ball Bn of C
n through our von Neumann inequality [20] (see also [22,24,26,27]). In
particular, we proved that there is a weakly-continuous, completely contractive
homomorphism
F : FNn -H
NðBnÞ; ½Fð f Þðl1;y; lnÞ ¼ f ðl1;y; lnÞ;
where f ¼ f ðS1;y; SnÞAFNn and ðl1;y; lnÞABn: Due to this connection, the
interpolation problems for FNn provide also interpolation results for H
NðBnÞ; the
Hardy space of bounded analytic functions in Bn: We mention that interpolation
problems for noncommutative analytic Toeplitz algebras were considered in
[2,3,8,23,25,27,28,30].
As another application of the generalized noncommutative commutant lifting
theorem of Section 2, we derive, in Section 7, an abstract interpolation problem for
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multipliers. This is used to solve a left tangential Nevanlinna–Pick interpolation
problem with operatorial argument for noncommutative analytic Toeplitz algebras,
extending the result from [11] (n ¼ 1) and [25] (nX2). We mention that interpolation
problems with norm constraints for operator-valued functions with operatorial
arguments were considered in [11,12,31] (n ¼ 1), and [25] (nX2). We remark that all
the results of this paper are true if n ¼N; in a slightly adapted version. In a future
paper, we will consider other applications of the ‘‘almost’’ commutant lifting
theorem (see Theorem 5.5) to meromorphic interpolation in several variables.
2. Generalized noncommutative commutant lifting theorem
Let Hn be an n-dimensional complex Hilbert space with orthonormal basis
e1; e2;y; en; where nAf1; 2;yg or n ¼N: We consider the full Fock space of Hn
deﬁned by
F 2ðHnÞ :¼ "
kX0
H#kn ;
where H#0n :¼ C1 and H#kn is the (Hilbert) tensor product of k copies of Hn: Deﬁne
the left creation operators Si : F
2ðHnÞ-F 2ðHnÞ; i ¼ 1;y; n; by
Sic :¼ ei#c; cAF 2ðHnÞ:
Let Fþn be the unital free semigroup on n generators g1;y; gn; and the identity g0:
The length of aAFþn is deﬁned by jaj :¼ k; if a ¼ gi1gi2?gik ; and jaj :¼ 0; if a ¼ g0:
We also deﬁne ea :¼ ei1#ei2#?#eik and eg0 ¼ 1: It is clear that fea : aAFþn g is an
orthonormal basis of F 2ðHnÞ: If T1;y; TnABðHÞ (the algebra of all bounded linear
operators on the Hilbert space H), deﬁne Ta :¼ Ti1Ti2?Tik ; if a ¼ gi1gi2?gik and
Tg0 :¼ IH:
Let us recall from [16–18] a few results concerning the noncommutative dilation
theory for sequences of operators (see [33] for the classical case n ¼ 1). A sequence of
operators T :¼ ½T1;y; Tn; TiABðHÞ; i ¼ 1;y; n; is called row contraction if
T1T
	
1 þ?þ TnT	npIH: We say that a sequence of isometriesV :¼ ½V1;y; Vn on a
Hilbert space K+H is a minimal isometric dilation (m.i.d.) of T if the following
properties are satisﬁed:
(i) V 	i Vj ¼ 0; for all iaj; i; j ¼ 1;y; n;
(ii) V 	j jH ¼ T	j ; for all j ¼ 1;y; n;
(iii) K ¼ WaAFþn VaH:
If V satisﬁes only condition (i) and PHVi ¼ TiPH; i ¼ 1;y; n; then V is called
isometric lifting ofT: The minimal isometric dilation ofT is an isometric lifting and
is uniquely determined up to an isomorphism [17]. Let us consider a canonical
realization of it on Fock spaces. Deﬁne the operator DT :"nj¼1H-"
n
j¼1H by
DT :¼ ðI"n
j¼1 H T	TÞ
1=2; and set D :¼ DTð"nj¼1HÞ; where "nj¼1H denotes the
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direct sum of n copies of H: Let Di :H-1#DCF 2ðHnÞ#D be deﬁned by
Dih :¼ 1#DTð0;y; 0|ﬄﬄﬄ{zﬄﬄﬄ}
i1 times
; h; 0;yÞ:
Consider the Hilbert space K :¼H"½F2ðHnÞ#D and deﬁne Vi :K-K by
Viðh"xÞ :¼ Tih"½Dih þ ðSi#IDÞx ð2:1Þ
for any hAH; xAF 2ðHnÞ#D: Notice that
Vi ¼
Ti 0
Di Si#ID
" #
ð2:2Þ
with respect to the decompositionK ¼H"½F 2ðHnÞ#D: It was proved in [17] that
the sequenceV :¼ ½V1;y; Vn is the minimal isometric dilation ofT: LetH0 :¼H
and
Hk :¼Hk1
_ _
jaj¼1
VaHk1
0
@
1
A if kX2:
Note that K ¼ WNk¼0Hk; HkCHkþ1; and all subspaces Hk are invariant under
each V	i ; i ¼ 1;y; n: On the other hand, we have H1 ¼H"D and
Hk ¼H" "
jajpk1
ea#D if kX2:
Denote V0 :¼T and Vk :¼ ½V1;k;y; Vn;k if kX1; where Vi;k :¼ PHk VijHk ; i ¼
1;y; n; and PHk is the orthogonal projection fromK ontoHk: Note that Vi;k; i ¼
1;y; n; are partial isometries with orthogonal ﬁnal spaces and initial spaceHk1: It
is easy to see thatV is also the minimal isometric dilation ofVk; V
	
i jHk ¼ V 	i;k; and
V 	i ¼ SOT- lim
k-N
V 	i;kPHk
for any i ¼ 1;y; n: On the other hand, let us mention that the sequence Vkþ1 is
the one-step dilation of Vk; i.e., Hkþ1 ¼Hk"DVkð"nj¼1HkÞ; and, for each
i ¼ 1;y; n;
Vi;kþ1ðx"yÞ ¼ Vi;kx"DVkð0;y; 0|ﬄﬄﬄ{zﬄﬄﬄ}
i1 times
; x; 0;yÞ
for any xAHk and yADVkð"nj¼1HkÞ:
Let TiABðHÞ; T 0iABðH0Þ; i ¼ 1;y; n; be operators such that T :¼ ½T1;y; Tn
and T0 ¼ ½T 01;y; T 0n are row contractions. Let V :¼ ½V1;y; Vn be the minimal
isometric dilation of T on a Hilbert space K+H; and V0 :¼ ½V 01;y; V 0n be the
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minimal isometric dilation ofT0 on a Hilbert spaceK0+H0: Let AABðH;H0Þ be a
contraction ðjjAjjp1Þ satisfying ATi ¼ T 0i A; i ¼ 1;y; n: A contractive intertwining
lifting of A is a contraction BABðK;K0Þ satisfying BVi ¼ V 0i B; i ¼ 1;y; n; and
PH0B ¼ APH: The noncommutative commutant lifting theorem (see [17,21]) states
that there always exists a contractive intertwining lifting B of A with jjBjj ¼ jjAjj
(see [10,33] for the classical case).
Let T :¼ ½T1;y; Tn; TiABðHÞ; i ¼ 1;y; n; be a row contraction, and let V :¼
½V1;y; Vn; ViABðKÞ; i ¼ 1;y; n; be its minimal isometric dilation onK*H: Let
Y be a Hilbert space and X :¼ ½X1;y; Xn; XiABðYÞ; i ¼ 1;y; n; be an arbitrary
sequence of operators. Consider CABðY;HÞ with the intertwining property
CXi ¼ TiC; for any i ¼ 1;y; n:
We say that C˜ABðY;KÞ is an intertwining lifting of C with respect to X and V if
C˜Xi ¼ ViC˜; for any i ¼ 1;y; n;
and PHC˜ ¼ C; where PH is the orthogonal projection fromK toH: Moreover, we
say that CkABðY;HkÞ; k ¼ 1; 2;y; is a k-step intertwining lifting of C if
CkXi ¼ Vi;kCk; for any i ¼ 1;y; n;
and PHCk ¼ C:
The following result is a generalization of the noncommutative commutant lifting
theorem (see [17,21]) and a multivariable version of Biswas–Foia-s–Frazho theorem
[7] (n ¼ 1).
Theorem 2.1. Let X :¼ ½X1;y; Xn; XiABðYÞ; i ¼ 1;y; n; be an arbitrary sequence
of operators on a Hilbert space Y: Let T :¼ ½T1;y; Tn; TiABðHÞ; i ¼ 1;y; n; be a
row contraction, andW :¼ ½W1;y; Wn be an isometric lifting ofT on a Hilbert space
G*H: If CABðY;HÞ satisfies the intertwining property
CXi ¼ TiC for any i ¼ 1;y; n;
then there exists an intertwining lifting of C with respect to X and W if and only if
there exists a positive operator PABðYÞ such
½X 	i PXjn
nX½dijPn
nX½dijC	Cn
n: ð2:3Þ
Moreover, in this case there exists an intertwining lifting Cˆ :Y-G of C such that
Cˆ 	CˆpP:
Proof. Let V :¼ ½V1;y; Vn; ViABðKÞ; i ¼ 1;y; n; be the minimal isometric
dilation of T on K :¼H"½F2ðHnÞ#D: Assume that C˜ is an intertwining lifting
of C with respect to X and V; and let P :¼ C˜	C˜: Since V	i Vj ¼ dijIK; i; j ¼ 1;y; n;
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we have
½X 	i PXjn
n ¼ ½C˜	V 	i VjC˜n
n ¼ ½dijC˜	C˜n
n: ð2:4Þ
The second inequality in (2.3) follows from the fact that PHC˜ ¼ C:
Conversely, assume that there exists a positive operator PABðYÞ such that (2.3)
holds. First, we show that there exists a one-step intertwining lifting C1ABðY;H1Þ
of C; i.e.,
(i) C1Xi ¼ Vi;1C1; i ¼ 1;y; n;
(ii) PHC1 ¼ C;
and C	1C1pP: We need to ﬁnd Y :Y-1#D such that the operator C1 :¼ ½CY 
satisﬁes the required properties. Taking into account (2.2), we can see that condition
(i) is equivalent to
C
Y
" #
Xi ¼
Ti 0
Di 0
" #
C
Y
" #
;
for any i ¼ 1;y; n: Hence, we infer that Y must satisfy the relation
YXi ¼ DiC; i ¼ 1;y; n: ð2:5Þ
For any"nj¼1 yjA"
n
j¼1 Y; we prove that
Xn
j¼1
DjCyj



p X
n
j¼1
ðP  C	CÞ1=2Xjyj



: ð2:6Þ
Indeed, since CXi ¼ TiC; i ¼ 1;y; n; and using the inequalities from (2.3),
we have
Xn
j¼1
DjCyj




2
¼ "n
j¼1
C	
 
D2T "
n
j¼1
C
 
"
n
j¼1
yj
 
; "
n
j¼1
yj
  
¼ ð½dijC	Cn
n  ½C	T	i TjCn
nÞ "
n
j¼1
yj
 
; "
n
j¼1
yj
  
¼ ð½dijC	Cn
n  ½X 	i C	CXjn
nÞ "
n
j¼1
yj
 
; "
n
j¼1
yj
  
p ð½X 	i PXj n
n  ½X 	i C	CXjn
nÞ "
n
j¼1
yj
 
; "
n
j¼1
yj
  
¼ ½X 	i ðP  C	CÞXj n
n "
n
j¼1
yj
 
; "
n
j¼1
yj
  
¼
Xn
j¼1
ðP  C	CÞ1=2Xjyj




2
:
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Therefore, there is a contraction Z0 :
Wn
j¼1 ðP  C	CÞ1=2XjðYÞ-D such that
Z0
Xn
j¼1
ðP  C	CÞ1=2Xjyj
 !
¼
Xn
j¼1
DjCyj:
Extend Z0 to a contraction Z : ðP  C	CÞ1=2Y-D: Now deﬁne Y :Y-1#D by
setting Y :¼ ZðP  C	CÞ1=2: Note that
YXiy ¼ ZðP  C	CÞ1=2Xiy ¼ DiCy;
for any yAY; i ¼ 1;y; n: Therefore, relation (2.5) is satisﬁed. Now, since Z is a
contraction, we have
jjC1yjj2p jjCyjj2 þ jjðP  C	CÞ1=2yjj2
¼/Py; yS:
Hence, C	1C1pP and the proof of the ﬁrst step is complete.
Now we prove by induction over k ¼ 1; 2;y that there exists Ck :Y-Hk;
a k-step intertwining lifting of C satisfying the properties
(ak) CkXi ¼ Vi;kCk; for any i ¼ 1;y; n;
(bk) PHCk ¼ C;
(gk) C
	
kCkpP:
Assume that Ck1 :Y-Hk1 is a ðk  1Þ-step intertwining lifting of C; satisfying
(ak1), (bk1), and (gk1). SinceVk is the one-step lifting ofVk1; we apply step one
of our proof to the operator Ck1; where Vk1 replaces T: Hence, we infer that
there exists a one-step lifting Ck :Y-Hk of Ck1 such that CkXi ¼ Vi;kCk; for any
i ¼ 1;y; n; C	kjHk1 ¼ C	k1; and C	kCkpP: It is clear now that
PHCk ¼ PHPHk1Ck ¼ PHCk1 ¼ C:
Therefore, fCkgNk¼1 is a sequence of k-step intertwining liftings Ck :Y-HkCK of
C: SinceH1CH2C? is a sequence of nested subspaces and, if m4k; PHk Cm ¼ Ck;
a standard argument shows that the sequence fCkgNk¼1 is strongly convergent to an
operator C˜ :Y-K and C˜	C˜pP: Now, using ðakÞ and the fact that Vi;k converges
strongly to Vi as k-N; we infer that C˜Xi ¼ ViC˜; i ¼ 1;y; n; C˜	jH ¼ C	; and
C˜	C˜pP:
Since W is an isometric lifting of T on the Hilbert space G*H; it admits a
reducing decomposition Wi ¼ V 0i"Ui; i ¼ 1;y; n; on G ¼K0"K0; where V0 :¼
½V 01;y; V 0n is a m.i.d. of T and K0 ¼
W
aAFþn
WaH: To see this, note that K
0 is
invariant under each Wi; i ¼ 1;y; n: Using the lifting property, we infer that T	i ¼
W 	i jH: Therefore, K0 is also invariant under W 	i ; i ¼ 1;y; n; and V 0i ¼ WijK0:
According to [17], V0 is unitarily equivalent to V :¼ ½V1;y; Vn; the canonical
G. Popescu / Journal of Functional Analysis 200 (2003) 536–581 543
m.i.d. of T: Consider the isometry F :K-G deﬁned by Fk :¼ Uk"0; where
U :K-K0 is the unitary operator satisfying U jH ¼ IH and UVi ¼ V 0i U for any
i ¼ 1;y; n: This clearly shows that FVi ¼ WiF; i ¼ 1;y; n: Now, let Cˆ :¼
FC˜ABðY;GÞ: For any yAY and i ¼ 1;y; n; we have
WiCˆ y ¼WiUC˜y ¼ V 0i UC˜y
¼UViC˜y ¼ UC˜Xiy ¼ Cˆ Xiy:
On the other hand, we have
Cˆ 	jH ¼ C˜	F	jH ¼ C	:
Moreover, Cˆ 	Cˆ ¼ C˜	F	FC˜pP: Therefore, Cˆ is an isometric lifting of C with
Cˆ 	CˆpP: This completes the proof. &
Let us remark that condition (2.3) in the theorem can be replaced by the following:
there exists a positive operator QABðYÞ such that
½X 	i QXjn
n ¼ ½dijQn
nX½dijC	Cn
n: ð2:7Þ
In the particular case when P is the identity operator and X is a sequence of
isometries with orthogonal ranges, Theorem 2.1 gives us the noncommutative
commutant lifting theorem [17,21] (see [33] for the classical result).
Corollary 2.2. Let T :¼ ½T1;y; Tn be a row contraction and V :¼ ½V1;y; Vn be an
isometric lifting of T: If X :¼ ½X1;y; Xn is a sequence of isometries with orthogonal
ranges and C is a contractive intertwining of X with T; then there exists a contractive
intertwining lifting Cˆ of C:
We should mention that, as in the classical case, the general setting of the
noncommutative commutant lifting theorem can be reduced to that of Corollary 2.2.
To prove this, consider X :¼ ½X1;y; Xn to be a row contraction on E and let
U :¼ ½U1;y; Un be an isometric lifting of X on a Hilbert space Y*E: Let T :¼
½T1;y; Tn be a row contraction onH and V :¼ ½V1;y; Vn be an isometric lifting
of T on a Hilbert space K*H: Note that if C :E-H satisﬁes CXi ¼ TiC; i ¼
1;y; n; then the operator CPE :Y-H satisﬁes ðCPEÞUi ¼ TiðCPEÞ; i ¼ 1;y; n:
Moreover, Cˆ is a contractive intertwining lifting of C if and only if Cˆ is a contractive
intertwining lifting of CPE: In particular, the set of all contractive intertwining
liftings of C coincides with the set of all contractive intertwining liftings of CPE:
We use now Theorem 2.1 to obtain the following multivariable version of Treil–
Volberg lifting theorem [35].
Theorem 2.3. Let Z :¼ ½Z1;y; Zn; ZiABðGÞ; and let T :¼ ½T1;y; Tn; TiABðHÞ;
be a row contraction. Let W :¼ ½W1;y; Wn be an expanding dilation of Z
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on E*G; i.e.,
W	WX1; W 	i ðGÞCG; and PGWijG ¼ Zi;
and let V :¼ ½V1;y; Vn be an isometric lifting of T on a Hilbert space K*H: Let
C :G-H be a bounded operator such that CZi ¼ TiC; i ¼ 1;y; n: Then there exists
Cˆ : E-K such that
Cˆ Wi ¼ ViCˆ ; i ¼ 1;y; n;
C ¼ PHCˆ jG; Cˆ ðG>ÞCH>;
and jjCˆ jj ¼ jjCjj:
Proof. Let C0ABðE;HÞ be deﬁned by C0 :¼ CPG; where PG is the orthogonal
projection from E onto G: Note that jjC0jj ¼ jjCjj and let us prove that C0Wi ¼
TiC0; i ¼ 1;y; n: If gAG; then we have
C0Wig ¼ C0PGWig ¼ CZig ¼ TiCg ¼ TiC0g:
On the other hand, if gAG>; then C0Wig ¼ TiC0g ¼ 0: Now, applying Theorem 2.1
when P ¼ IE; we ﬁnd CˆABðE;KÞ such that Cˆ Wi ¼ ViCˆ ; i ¼ 1;y; n; jjCˆ jj ¼ jjC0jj;
and Cˆ 	jH ¼ C	0 : Hence we get PHCˆ ¼ C0 ¼ CPG and therefore PHCˆ jG ¼ C;
where PH is the orthogonal projection fromK ontoH: The proof is complete. &
Corollary 2.4. Let C be a contractive intertwining ofX :¼ ½X1;y; Xn; XiABðYÞ; with
the row contraction T :¼ ½T1;y; Tn; TiABðHÞ: Let V :¼ ½V1;y; Vn; ViABðKÞ; be
an isometric lifting of T and assume that
jjX1y1 þ?þ Xnynjj2Xjjy1jj2 þ?þ jjynjj2; yiAY:
Then there exists a contractive intertwining lifting Cˆ of C with respect to X and V
such that jjCˆ jj ¼ jjCjj:
Remark 2.5. In the particular case when ½X 	i PXjn
n ¼ ½dijPn
n; Theorem 2.1 is a
consequence of the noncommutative commutant lifting theorem.
Proof. We use the same notation as in Theorem 2.1. Since
P1=2½X1;y; Xn "
n
j¼1
yj
 


2¼Xn
j¼1
jjP1=2yjjj2; "
n
j¼1
yjA"
n
j¼1
Y;
we can deﬁne W :¼ ½W1;y; Wn on"nj¼1 P1=2Y by setting
WiP
1=2yi :¼ P1=2Xiyi; yiAY: ð2:8Þ
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Note that W1;y; Wn are isometries with orthogonal ranges. Since C	CpP; there
exists a contraction Z : P1=2Y-H such that C ¼ ZP1=2: Using the intertwining
relations CXi ¼ TiC; i ¼ 1;y; n; and (2.8), we infer that
ZWiP
1=2 ¼ CXi ¼ TiZP1=2
and therefore ZWi ¼ TiZ for any i ¼ 1;y; n: Now we apply the noncommutative
commutant lifting theorem to the intertwining Z of the row contractions
½W1;y; Wn and ½T1;y; Tn; when ½U1;y; Un is an isometric lifting of
½T1;y; Tn on G*H: Hence, there exists a contractive intertwining lifting
Z˜ :P1=2Y-G of Z such that Z˜Wi ¼ UiZ˜; i ¼ 1;y; n; and PHZ˜ ¼ Z: Deﬁne
Cˆ :Y-G by Cˆ :¼ Z˜P1=2: Using relation (2.8), one can deduce that Cˆ is an
intertwining lifting of C satisfying Cˆ 	CˆpP:
Moreover, if Cˆ is an intertwining lifting of C satisfying Cˆ 	CˆpP; then Cˆ admits a
unique factorization of the form Cˆ ¼ Z˜P1=2; where Z˜ : P1=2Y-G is a contraction.
Using (2.8), it follows that Z˜ is also a contractive intertwining lifting of Z with
respect to ½W1;y; Wn and ½U1;y; Un: Therefore, the relation Cˆ ¼ Z˜P1=2 provides
a one to one correspondence between the set of all intertwining liftings Cˆ of C
satisfying Cˆ 	CˆpP and the set of all intertwining liftings Z˜ of Z: &
3. Central intertwining lifting in several variables
In this section we obtain two formulas for a special lifting called the central
intertwining lifting, in our new setting. This provides a constructive new proof for
the generalized noncommutative commutant lifting theorem of Section 2, and
explicit formulas for certain solutions of the interpolation problems considered in
Section 6 as well as for those considered in [3,8].
We keep the notation from Section 2. Let X :¼ ½X1;y; Xn; XiABðYÞ; and
PABðYÞ be a positive operator such that
½X 	i PXjn
nX½dijPn
n:
Let T :¼ ½T1;y; Tn; TiABðHÞ; be a row contraction and V be its minimal
isometric dilation onK*H: If C is an intertwining of X withT such that C	CpP;
denote M :¼ Wnj¼1 DCXjðYÞ; where DC :¼ ðP  C	CÞ1=2; and deﬁne the operator
o :M-D" "
n
j¼1
DCY
 
"Y
by setting
o
Xn
j¼1
DCXjyj
 !
:¼ DT "
n
j¼1
Cyj
 
" "
n
j¼1
DCyj
 
"½X 	i PXj  dijP1=2 "
n
j¼1
yj
 
:
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We claim that the operator o is an isometry. Indeed, since CXi ¼ TiC; i ¼ 1;y; n;
we have
Xn
j¼1
DCXjyj




2
¼
Xn
i;j¼1
/X 	i PXjyj ; yiS
Xn
i;j¼1
/dijPyj ; yiS
þ
Xn
i;j¼1
/dijPyj ; yiS
Xn
i;j¼1
/dijC	Cyj ; yiS
þ
Xn
i;j¼1
/dijC	Cyj ; yiS
Xn
i;j¼1
/X 	i C
	CXjyj ; yiS
¼ ½X 	i PXj  dijPn
n "
n
j¼1
yj
 
; "
n
j¼1
yj
  
þ ½dijD2C n
n "
n
j¼1
yj
 
; "
n
j¼1
yj
  
þ ½C	ðdij  T	i TjÞCn
n "
n
j¼1
yj
 
; "
n
j¼1
yj
  
¼ ½X 	i PXj  dijP1=2n
n "
n
j¼1
yj
 


2þXn
j¼1
jjDCyj jj2
þ DT "
n
j¼1
C
 
"
n
j¼1
yj
 


2: ð3:1Þ
Let PD :D"ð"nj¼1DCYÞ"Y-D be the orthogonal projection onto D; and let
Pi :D" "
n
j¼1
DCY
 
"Y-DCY
be deﬁned by Piðh"ð"nj¼1 yjÞ"yÞ :¼ yi: Using the deﬁnition of o; we deduce that
PDoDCX ¼ DT "
n
j¼1
C
 
and
PjoPMDCXiy ¼ dijDCy; for any yAY; i; j ¼ 1;y; n: ð3:2Þ
Now, let V :¼ ½V1;y; Vn be the canonical minimal isometric dilation of T on the
Hilbert space K :¼H"½F2ðHnÞ#D and let BP :Y-K be deﬁned by
BPy :¼ Cy"
X
sAFþn
es#ðPDoPMÞEsDCy; yAY; ð3:3Þ
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where PM is the orthogonal projection onto M; Eg0 :¼ IDCY; and
Es :¼ ðPikoPMÞðPik1oPMÞ?ðPi1oPMÞ;
where s :¼ gi1gi2?gikAFþn : The operator BP is called the central intertwining lifting
of C with respect to X; the minimal isometric dilation V of T; and the positive
operator P:
Theorem 3.1. Let T :¼ ½T1;y; Tn; TiABðHÞ; be a row contraction and V :¼
½V1;y; Vn; ViABðHÞ be its minimal isometric dilation on K*H: Let PABðYÞ be a
positive operator and let X :¼ ½X1;y; Xn; XiABðYÞ; be such that
½X 	i PXjn
nX½dijPn
n:
If C is an intertwining of X with T such that C	CpP; then the operator BP given by
(3.3) is an intertwining lifting of C and B	PBPpP:
Proof. Using relation (3.2) and the form of the isometries in V (see (2.1), (2.2)),
we infer that ViBP ¼ BPXi; i ¼ 1;y; n; provided that BP is a bounded
operator. Obviously PYBP ¼ C: It remains to show that BP is bounded and
B	PBPpP:
To this end, note that the inequality
jjPDzjj2pjjzjj2 
Xn
i¼1
jjPizjj2
holds for any zAD"ð"nj¼1DCðYÞÞ"Y: If yAY; then we have
Xm
k¼0
X
jsj¼k
jjðPDoPMÞEsDCyjj2
p
Xm
k¼0
X
jsj¼k
jjoPMEsDCyjj2 
Xn
i¼1
jjðPioPMÞEsDCyjj2
 !
p
Xm
k¼0
X
jsj¼k
jjEsPMDCyjj2 
Xn
i¼1
jjEsgi PMDCyjj2
 !
¼ jjPMDCyjj2 
X
jaj¼mþ1
jjEaPMDCyjj2
pjjPMDCyjj2;
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for any m ¼ 1; 2;y : This implies that BP is a bounded operator. Moreover, we
have
jjBPyjj2 ¼ jjCyjj2 þ
X
sAFþn
jjPDoPMEsDCyjj2
p jjCyjj2 þ jjPMDCyjj2pjjCyjj2 þ jjDCyjj2
p/Py; yS:
Therefore, B	PBPpP and the proof is complete. &
LetW :¼ ½W1;y; Wn; WiABðGÞ; be any isometric lifting ofT on a Hilbert space
G*H; and let V :¼ ½V1;y; Vn; ViABðKÞ; be the m.i.d. of T: Then there is a
unique isometry F intertwining V with W; i.e., F :K-G; FjH ¼ IH; and FVi ¼
WiF; i ¼ 1;y; n: If C is an intertwining of X withT; and CC	pP; then Bˆ :¼ FBP
is an intertwining lifting of C with respect to X and W; and Bˆ Bˆ 	pP:
Remark 3.2. If X :¼ ½X1;y; Xn; XiABðYÞ; is an isometry and P ¼ cIY; cAC; then
the operator BP; given by (3.3), is the central intertwining lifting of C obtained
in [30].
In what follows we obtain a more explicit formula for the central intertwining
lifting BP; under the assumption that P  C	C is strictly positive. Note that when
P ¼ I ; the condition is equivalent to C being a strict contraction. This formula will
lead to a quotient formula for computing the central intertwining lifting in the setting
of n-tuples of operators on Fock spaces, and will be used in Section 6.
Assume P  C	C is strictly positive. Then the operator ½X 	i D2CXj n
n is invertible,
where DC :¼ ðP  C	CÞ1=2: Indeed, let y :¼"nj¼1 yj; yjAY; be such that
/½X 	i D2CXjn
ny; yS ¼ 0: Hence, we infer that DC
Pn
j¼1 Xjyj ¼ 0 and thereforePn
j¼1 Xjyj ¼ 0: Using (3.1), we have
Pn
j¼1 jjDCyj jj2 ¼ 0: Since DC is strictly positive,
we deduce yj ¼ 0; j ¼ 1;y; n:
Let Y :¼ DC ½X1;y; Xn and notice that Y 	Y is invertible on"nj¼1 Y: Hence, the
range of Y is closed and equal to M; and the operator R :¼ YðY 	YÞ1Y 	 is a self-
adjoint projection with range M: Moreover, we have
PM ¼ DC ½X1;y; Xn½X 	i D2CXj1n
n
X 	1
^
X 	n
2
64
3
75DC : ð3:4Þ
Now let XCABð"ni¼1Y;YÞ be deﬁned by
XC :¼ D2C ½X1;y; Xn½X 	i D2CXj1n
n: ð3:5Þ
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Using the deﬁnition of o and relations (3.4), (3.5), we obtain
PioPM ¼DCPi½X 	i D2CXj1n
n
X 	1
^
X 	n
2
64
3
75DC
¼DCPiX	CD1C :
Hence, PioPMDC ¼ DCPiX	C and, if s :¼ gi1?gik ; then
EsDC ¼ ðPikoPMÞ?ðPi1oPMÞDC ¼ DCPikX	C?Pi1X	C : ð3:6Þ
Now, using (3.6), (3.4), (3.5), and (3.2), we obtain
ðPDoPMÞEsDC ¼PDoPMDCPikX	C?Pi1X	C
¼PDoDC ½X1;y; Xn½X 	i D2CXj 1n
n
X 	1
^
X 	n
2
64
3
75DCDCPikX	C?Pi1X	C
¼DT "
n
j¼1
C
 
X	CPikX
	
C?Pi1X
	
C :
Therefore,
ðPDoPMÞEsDC ¼ DT "
n
j¼1
C
 
X	CPikX
	
C?Pi1X
	
C :
Now substituting this into the formula for BP we get
BPy :¼ Cy"
X
sAFþn
s¼gi1?gik
es#DT "
n
j¼1
C
 
X	CPikX
	
C?Pi1X
	
Cy; yAY; ð3:7Þ
where XC is given by (3.5).
A sequence X :¼ ½X1;y; Xn; XiABðYÞ; of isometries with orthogonal ranges is
called orthogonal shift if limk-N
P
jsj¼k jjX 	syjj2 ¼ 0 for any yAY: We refer to [17]
for more on n-tuples of orthogonal isometries and Wold decompositions.
Lemma 3.3. Let X :¼ ½X1;y; Xn; XiABðYÞ; be an orthogonal shift with wandering
subspace L :¼ Tni¼1 ker X 	i ; and let T :¼ ½T1;y; Tn; TiABðHÞ; be a row contrac-
tion. If CABðY;HÞ satisfies CXi ¼ TiC; i ¼ 1;y; n; and P  C	C is strictly positive,
then
Y ¼
_
fXsðP  C	CÞ1L : sAFþn g:
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Proof. Assume that there exists yAY such that y is orthogonal to XsD2C L; for each
sAFþn : Hence, the vector D
2
C X
	
sy is in
Wn
i¼1 XiðYÞ and therefore
D2C X
	
sy ¼ ½X1;y; Xn
yg1s
^
ygns
2
64
3
75 ð3:8Þ
for some vectors ygisAY; i ¼ 1;y; n: Hence, and denoting W :¼ ½X 	i D2CXjn
n; we
obtain
X 	sy ¼ D2C ½X1;y; Xn
yg1s
^
ygns
2
64
3
75
and
½X1;y; XnW1
X 	1
^
X 	n
2
64
3
75X 	sy ¼ ½X1;y; Xn
yg1s
^
ygns
2
64
3
75:
This relation together with (3.8) imply
D2C ½X1;y; XnW1
X 	1
^
X 	n
2
64
3
75X 	sy ¼ X 	sy:
Using (3.5), the latter relation becomes
XC
X 	1
^
X 	n
2
64
3
75X 	sy ¼ X 	sy; ð3:9Þ
for any sAFþn : Let XC ¼ ½Y1;y; Yn be the matricial form of XC as an operator
from "ni¼1 Y to Y: Using (3.9) when s ¼ g0; we get
y ¼
Xn
i¼1
YiX
	
i y: ð3:10Þ
Similarly, if s ¼ gi; we get
X 	i y ¼
Xn
j¼1
YjX
	
j X
	
i y: ð3:11Þ
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Combining (3.10) with (3.11) and iterating this process, we obtain, for each kAN;
y ¼
Xn
i1;y;ik¼1
Yi1?Yik X
	
ik
?Xi1y: ð3:12Þ
Since Y 	i ¼ PiX	C ; i ¼ 1;y; n; relation (3.6) implies Yi1?Yik ¼ DCE	sD1C : There-
fore, (3.12) becomes
y ¼
X
jsj¼k
DCE	sD
1
C X
	
sy; ð3:13Þ
where
Es :¼ ðPikoPMÞðPik1oPMÞ?ðPi1oPMÞ;
for s :¼ gi1gi2?gikAFþn : Note that if i1;y; ik1 are ﬁxed and ikAf1;y; ng; then we
have Xn
ik¼1
E	sEspðPMo	Pi1Þ?ðPMo	Pik1ÞðPik1oPMÞ?ðPi1oPMÞ:
Using a similar argument for ik1;y; i1; we obtainX
jsj¼k
E	sEspI :
Now, it is easy to see thatX
jsj¼k
ðDCE	sD1C ÞðDCE	sD1C Þ	pjjD1C jj2jjDC jj2I
and relation (3.13) implies
jjyjj2pjjD1C jj2jjDC jj2
X
jsj¼k
jjX 	syjj2: ð3:14Þ
Since X is an orthogonal shift, relation (3.14) implies y ¼ 0; and the proof is
complete. &
We need to recall from [18–20,22,23] a few facts concerning multi-analytic
operators on Fock spaces. The noncommutative analytic Toeplitz algebra FNn was
introduced in [20] as the algebra of left multipliers of the full Fock space F2ðHnÞ:
This algebra can be identiﬁed with the weakly-closed algebra generated by the left
creation operators S1;y; Sn on the full Fock space F2ðHnÞ; and the identity.
We say that a bounded linear operator MABðF2ðHnÞ#K; F2ðHnÞ#K0Þ is multi-
analytic (or S-analytic) if
MðSi#IKÞ ¼ ðSi#IK0 ÞM for any i ¼ 1;y; n: ð3:15Þ
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Note that M is uniquely determined by the operator y :K-F 2ðHnÞ#K0; which is
deﬁned by yk :¼ Mð1#kÞ; kAK; and is called the symbol of M: We denote M ¼
My: Moreover, My is uniquely determined by the ‘‘coefﬁcients’’ yaABðK;K0Þ;
which are given by
/yak; k0S :¼ /yk; ea#k0S ¼ /Myð1#kÞ; ea#k0S; kAK; k0AK0; aAFþn :
Note that
P
aAFþn
y	ayapjjMyjj2IK: We can associate with My a unique formal
Fourier expansion
MyB
X
aAFþn
Ra#ya; ð3:16Þ
where Ri :¼ U	SiU ; i ¼ 1;y; n; are the right creation operators on F2ðHnÞ and U is
the (ﬂipping) unitary operator on F2ðHnÞ mapping ei1#ei2#?#eik into
eik#?#ei2#ei1 : Since My acts like its Fourier representation on ‘‘polynomials’’,
we will identify them for simplicity. The set of multi-analytic operators in
BðF 2ðHnÞ#K; F2ðHnÞ#K0Þ coincides with RNn #BðK;K0Þ; where RNn ¼
U	FNn U is the commutant of the noncommutative analytic Toeplitz algebra F
N
n
(see [23,30]). As in [22], using the noncommutative von Neumann inequality, one can
show that if 0oro1; then
My ¼ SOT  lim
rs1
XN
k¼1
X
jaj¼k
rjajRa#ya;
where the series converges in the uniform norm for each rAð0; 1Þ; and the limit is
taken in the strong-operator topology (SOT). A multi-analytic operator My (resp. its
symbol y) is called inner if My is an isometry. We call My (resp. its symbol y ) outer if_
fðSa#IK0 Þyk: kAK; aAFþn g ¼ F 2ðHnÞ#K0:
Let us remark that one can obtain similar results for R-analytic operators just
replacing the left creation operators S :¼ fS1;y; Sng by R :¼ fR1;y; Rng:
In what follows, using the results of this section, we obtain a quotient formula for
computing the central intertwining lifting when the n-tuples X;T consist of
operators acting on Fock spaces.
Theorem 3.4. LetZ be a Hilbert space and let P be a positive operator on F2ðHnÞ#Z
satisfying
½ðS	i#IZÞPðSj#IZÞn
nX½dijPn
n:
Let HCF 2ðHnÞ#Y be an invariant subspace for each S	i#IY; i ¼ 1;y; n; and let
TiABðHÞ be defined by
T	i :¼ ðS	i#IYÞjH; i ¼ 1;y; n:
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Let CABðF 2ðHnÞ#Z;HÞ be an intertwining operator for fSi#IZgni¼1 and fTigni¼1;
such that P  C	C is strictly positive. Then the central intertwining lifting Cˆ of C
with respect to fSi#IZgni¼1; fSi#IYgni¼1; and P; is a multi-analytic operator
MARNn #BðZ;YÞ uniquely determined by the relation
MR ¼ N; ð3:17Þ
where N; R are bounded operators defined by
N :Z-F 2ðHnÞ#Y; Nz :¼ CðP  C	CÞ1ð1#zÞ; and
R :Z-F2ðHnÞ#Z; Rz :¼ ðP  C	CÞ1ð1#zÞ;
and R is outer.
Proof. The central intertwining dilation of C is an operator
Cˆ : F2ðHnÞ#Z-F2ðHnÞ#Y satisfying Cˆ ðSi#IZÞ ¼ ðSi#IYÞCˆ ; i ¼ 1;y; n:
Therefore, there exists a multi-analytic operator MARNn #BðZ;YÞ such that Cˆ ¼
M: According to the remark following Theorem 3.1, Cˆ ¼ FBP; where F is an
isometry with FjH ¼ I ; and BP is given by (3.7). Since ðS	i#IZÞð1#zÞ ¼ 0; i ¼
1;y; n; we can use relation (3.5) when X ¼ ½S1#IZ;y; Sn#IZ; to deduce that
X	CD
2
C ð1#zÞ ¼ 0: Taking into account formula (3.7) for the central intertwining
dilation BP; we obtain
MRz ¼MD2C ð1#zÞ ¼ FBPD2C ð1#zÞ
¼FCD2C ð1#zÞ ¼ CD2C ð1#zÞ
¼Nz; ð3:18Þ
for any zAZ: Applying Lemma 3.3 when X ¼ ½S1#IZ;y; Sn#IZ; we infer that_
fðSa#IZÞRz: zAZ; aAFþn g ¼ F2ðHnÞ#Z:
which proves that R is outer. Note that relation (3.17) implies
MðSa#IZÞR ¼ ðSa#IYÞN; aAFþn : ð3:19Þ
Since R is outer, relation (3.19) uniquely determines the multi-analytic operator M:
The proof is complete. &
Let us remark that in the particular case whenZ ¼ Y ¼ C; relation (3.19) implies
j ¼ lim
n-N
pn#N;
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where M ¼ Mj and fpngCF 2ðHnÞ is a sequence of polynomials in F2ðHnÞ such that
limn-N pn#R ¼ 1: Note that such a sequence exists because R is outer in F2ðHnÞ:
We should also remark that one can obtain a version of Theorem 3.4 when
S1;y; Sn are replaced by the right creation operators. Such a version will be used in
Section 6.
4. Multivariable Nehari type problem
Let X :¼ ½X1;y; Xn; XiABðYÞ and T :¼ ½T1;y; Tn; TiABðHÞ: Suppose Hþ is
an invariant subspace under each Ti; i ¼ 1;y; n; and let H ¼H"Hþ be the
corresponding orthogonal decomposition. Denote by P and Pþ the orthogonal
projections ofH ontoH andHþ; respectively. A generalized Hankel operator is
deﬁned as a bounded linear operator G :Y-H satisfying the following relations:
GXi ¼ PTiG for any i ¼ 1;y; n: ð4:1Þ
A bounded operator A :Y-H which is an intertwining of X with T is also called
multiplier. Note that if A is a multiplier, then GAy :¼ PAy; yAY; is a Hankel
operator. Indeed, since PTiPþ ¼ 0; we have
GAXiy ¼PAXiy ¼ PTiAy
¼PTiPAy þ PTiPþAy
¼PTiGAy
and jjGAjjpjjAjj:
Theorem 4.1. Let X :¼ ½X1;y; Xn; XiABðYÞ and T :¼ ½T1;y; Tn; TiABðHÞ be
such that
jjX1y1 þ?þ Xnynjj2Xjjy1jj2 þ?þ jjynjj2; yiAY;
jjT1h1 þ?þ Tnhnjj2pjjh1jj2 þ?þ jjhnjj2; hiAH: ð4:2Þ
Given a Hankel operator G :Y-H; there exists a multiplier A :Y-H such that
G ¼ GA and jjGjj ¼ jjAjj:
Proof. Since G satisﬁes relation (4.1), it intertwines X with T :¼
½PT1jH;y; PTnjH: Let V :¼ ½V1;y; Vn; ViABðKÞ; be the m.i.d. of T on
a Hilbert space K*H: This implies
V 	i ðHÞCH and V 	i jH ¼ T	i ; i ¼ 1;y; n:
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Since T	i ðHÞCH; i ¼ 1;y; n; we have
V	i ðHÞCH and V 	i jH ¼ T	i jH; i ¼ 1;y; n:
Therefore,V is an isometric lifting ofT: Since G is an intertwining of X withT;
according to Corollary 2.4, there exists #G :Y-K with the properties
#GXi ¼ Vi #G; i ¼ 1;y; n;
jjGjj ¼ jj #Gjj; and #G	jH ¼ G	: Deﬁne A :¼ PH #GABðY;HÞ and note that
G ¼ PH #G ¼ PHPH #G ¼ PHA; ð4:3Þ
and jjGjjpjjAjjpjj #Gjj: Therefore, jjGjj ¼ jjAjj ¼ jj #Gjj: On the other hand, the
commutation relation #GXi ¼ Vi #G; i ¼ 1;y; n; implies
PH #GXi ¼ PHVi #G ¼ PHViPH #Gþ PHViPK~H #G: ð4:4Þ
Since V 	i ðHÞCH; we have PHViPK~H ¼ 0 for any i ¼ 1;y; n: Now, relation (4.4)
is equivalent to
PH #GXi ¼ ðPHVijHÞPH #G;
whence AXi ¼ TiA; i ¼ 1;y; n: Therefore, AABðY;HÞ is a multiplier. Using
relation (4.3), we obtain G ¼ GA and jjAjj ¼ jjGjj: The proof is complete. &
We remark that if n ¼ 1; X1 is the unilateral shift on Y :¼ H2; T1 is the bilateral
shift on H :¼ L2ðTÞ; and Hþ :¼ H2; then Theorem 4.1 gives the classical Nehari
theorem [15].
Let us also remark that Theorem 4.1 is equivalent to Theorem 2.3. One
implication was already proved. It remains to show that Theorem 4.1 implies
Theorem 2.3. To prove this, assume the hypotheses of the latter theorem
and let G :E-H be deﬁned by GjG :¼ C and GjE~G :¼ 0: The equality CZi ¼
TiC; i ¼ 1;y; n; can be written as
GWi ¼ PHViG; i ¼ 1;y; n:
Therefore, G is a generalized Hankel operator with values inH: Using Theorem 4.1,
we ﬁnd a multiplier Cˆ : E-K such that Cˆ Wi ¼ ViCˆ ; i ¼ 1;y; n; G ¼ PHCˆ ; and
jjGjj ¼ jjCˆ jj ¼ jjCjj: Note that G ¼ PHCˆ implies Cˆ ðG>ÞCH>: This completes the
proof of the equivalence.
Corollary 4.2. If GA is a generalized Hankel operator, then
jjGAjj ¼ inffjjA  F jj : F :Y-H is a multiplier such that FðYÞCHþg: ð4:5Þ
Moreover, there exists an optimal multiplier F	 such that jjGAjj ¼ jjA  F	jj:
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Proof. Denote the inﬁmum in (4.5) by g: If F :Y-H is a multiplier such that
FðYÞCHþ; then GF ¼ 0: Hence,
jjGAjj ¼ jjGA  GF jj ¼ jjPðA  FÞjjpjjA  F jj
and jjGAjjpg: Since GA is a generalized Hankel operator, we use Theorem 4.1 to ﬁnd
a multiplier B :Y-H such that GA ¼ GB and jjGAjj ¼ jjBjj: Setting F	 :¼ A  B; we
have F	ðYÞCHþ and
jjGAjj ¼ jjBjj ¼ jjA  F	jjXg:
The proof is complete. &
Theorem 4.3. Let T :¼ ½T1;y; Tn; TiABðHÞ; be a row contraction and PABðYÞ be
a positive operator. If X :¼ ½X1;y; Xn; XiABðYÞ; satisfies the inequality
½X 	i PXjn
nX½dijPn
n
and G :Y-H is a Hankel operator with G	GpP; then there exists a multiplier
A :Y-H such that G ¼ GA and A	ApP:
Proof. The proof is similar to that of Theorem 4.1. The only difference is that one
uses Theorem 2.1 instead of Corollary 2.4. &
Let us remark that Theorem 4.3 is equivalent to Theorem 2.1. One implication was
already proved. It remains to show that Theorem 4.3 implies Theorem 2.1. To prove
this, let us consider CABðY;HÞ such that CXi ¼ TiC; i ¼ 1;y; n; and assume that
PABðYÞ is a positive operator satisfying relation (2.3). Setting G :¼ C; we have
GXi ¼ PHWiG; i ¼ 1;y; n;
and G	GpP: Applying Theorem 4.3 to the Hankel operator G; we ﬁnd a multiplier
Cˆ :Y-G; i.e., Cˆ Xi ¼ WiCˆ ; i ¼ 1;y; n; such that G ¼ GCˆ and Cˆ 	CˆpP: Hence,
C ¼ PHCˆ and the proof is complete.
Corollary 4.4. Let GA be a generalized Hankel operator and PABðYÞ be a positive
operator such that
½X 	i PXjn
nX½dijPn
n:
Then there exists a multiplier B :Y-H such that
GB ¼ 0 and ðA  BÞ	ðA  BÞpP
if and only if G	AGApP:
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Proof. The proof is similar to that of Corollary 4.2. The only difference is that one
uses Theorem 4.3 instead of Theorem 4.1. &
The results of this section can be applied, in particular, when Y is a weighted Fock
space. More precisely, let us deﬁne the weighted full Fock space F 2n ðoaÞ to be the
Hilbert space with complete orthogonal system f fa : aAFþn g and the weights
/fa; faS :¼ oa40; aAFþn :
Suppose that, for each i ¼ 1;y; n;
ogiaXoa; aAF
þ
n ; ð4:6Þ
and
sup
aAFþn
ogia
oa
oN: ð4:7Þ
Let Vi : F
2
n ðoaÞ-F 2n ðoaÞ be deﬁned by Vifa :¼ fgia; i ¼ 1;y; n; aAFþn : The
boundedness of Vi is guaranteed by (4.7). On the other hand, relation (4.6) implies
½V 	i Vjn
nX½dijIF2n ðoaÞn
n:
In the particular case when oa ¼ jaj þ 1; aAFþn ; conditions (4.6) and (4.7) are
satisﬁed and F 2n ðoaÞ is a Dirichlet type space. Therefore, Theorem 4.1 and Corollary
4.2 can be applied when Y :¼ F2n ðoaÞ; X :¼ ½V1;y; Vn;T :¼ ½S1;y; Sn; andHþ is
an invariant subspace under S1;y; Sn: We recall that there is a complete
characterization of the invariant subspaces under S1;y; Sn (see [18,23]) in terms
of sequences of orthogonal inner operators in RNn :
Other consequences to meromorphic interpolation on Fock spaces and weighted
interpolation for noncommutative analytic Toeplitz algebras will be considered in
the next sections.
5. Multivariable Adamian–Arov–Krein theorem
Let BABðYÞ be a self-adjoint operator on a Hilbert space Y and let P;Pþ be the
orthogonal projections onto the spectral subspaces corresponding to ðN; 0Þ and
½0;NÞ; respectively. Consider the subspaces Y :¼ PY; Yþ :¼ PþY; and their
signatures kðBÞ :¼ dimY and kþðBÞ :¼ dimYþ; respectively. We recall that if
kðBÞoN; then it coincides with the number of negative eigenvalues of B; counted
with their multiplicities. Assume that B :¼ PBjY is invertible and denote by
KþB :¼ fyAY :/By; ySX0g
the cone of all B-nonnegative vectors. We need to recall from [34] (see also [35,
Lemma 5.1]) a few well-known results concerning the maximal subspaces (with
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respect to the inclusion) contained in KþB : Assume that M is a subspace in K
þ
B :
ThenM is a maximal subspace ofKþB if and only if PþM ¼ Yþ: In this case there
exists a unique bounded operator (called angle operator) KM :Y
þ-Y deﬁned by
KMðPþyÞ :¼ Py; yAM; and
M ¼ fx þ KMx: xAYþg:
Moreover, the set
LB :¼ fKM :M is a maximal subspace in KþBg
is convex and compact in the weak topology of BðYþ;YÞ: On the other hand,
if rank B is ﬁnite, then M is a maximal subspace of KþB if and only if
codim M ¼ rank B: Let us also recall the following lemma due to Iokhvidov [13]
and based on a result of Fan [9].
Lemma 5.1. Let B be a Hausdorff locally convex linear topological space and A be a
convex compact subset of B: Let f :A
A-B be a continuous mapping satisfying
the following properties:
(i) f ðy; lz1 þ ð1 lÞz2Þ ¼ lf ðy; z1Þ þ ð1 lÞf ðy; z2Þ; y; z1; z2AA; 0plp1:
(ii) For any yAA there exists zAA such that f ðy; zÞ ¼ 0:
Then there exists y0AA such that f ðy0; y0Þ ¼ 0:
In what follows we obtain a multivariable version of Iokhvidov–Fan theorem [13].
Theorem 5.2. Let BABðYÞ be a self-adjoint operator on a Hilbert space Y with B
invertible. Let XiABðYÞ; i ¼ 1;y; n; be such that
X1K
þ
B þ?þ XnKþBCKþB ð5:1Þ
and PþXiP is a compact operator for any i ¼ 1;y; n: Then there exists a maximal
subspace M of KþB which is invariant under each X1;y; Xn:
Proof. LetM be a maximal subspace ofKþB : According to (5.1), the span
Wn
i¼1 XiM
is a subspace of KþB : Let N be a maximal subspace of K
þ
B containing
Wn
i¼1 XiM;
and let KN be its angle operator. Let yAM and y ¼ yþ þ y be its decomposition
with respect to Yþ"Y: Using the deﬁnition of the angle operator KM; we have
KMyþ ¼ y; yAM: ð5:2Þ
Hence,
Xiy ¼ Xiyþ þ XiKMyþ; i ¼ 1;y; n: ð5:3Þ
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On the other hand, for each i ¼ 1;y; n; we have the decomposition Xiy ¼
y
ðiÞ
þ þ yðiÞ ; with yðiÞþ AYþ and yðiÞ AY: Since XiyAN for any yAM; i ¼ 1;y; n; we
have
KNy
ðiÞ
þ ¼ yðiÞ ; yAM; i ¼ 1;y; n: ð5:4Þ
Now, using (5.3), we deduce that
y
ðiÞ
þ ¼ PþXiy ¼ PþXiyþ þ PþXiPKMyþ
and
yðiÞ ¼ PXiy ¼ PXiyþ þ PXiPKMyþ:
Hence, relation (5.4) is equivalent to
PXiyþ þ PXiPKMyþ ¼ KNðPþXiyþ þ PþXiPKMyþÞ;
for any yAM: Therefore, since PþM ¼ Yþ; the inclusion
Wn
i¼1 XiMCN is
equivalent to
PXiPþ þ PXiPKM ¼ KNðPþXiPþ þ PþXiPKMÞ ð5:5Þ
for any i ¼ 1;y; n; as operators in BðYþ;YÞ: Now let us deﬁne the function
f :LB 
 LB-Bð"ni¼1Yþ;YÞ by setting
f ðY ; ZÞ :¼ ½f1ðY ; ZÞ;y; fnðY ; ZÞ;
where
fiðY ; ZÞ :¼ ZðPþXiPþ þ PþXiPYÞ  ðPXiPþ þ PXiPY Þ;
for any i ¼ 1;y; n: We have proved that for any YALB there exists ZALB such that
f ðY ; ZÞ ¼ 0: Since PþXiP is a compact operator for each i ¼ 1;y; n; the function
f is continuous in the weak operator topology. On the other hand, LB is a convex
compact subset of BðYþ;YÞ in the weak operator topology. Since f satisﬁes the
hypotheses of Lemma 5.1 when A ¼ LB; B ¼ Bð"ni¼1 Yþ;YÞ; and BðYþ;YÞ is
identiﬁed with a subspace of Bð"ni¼1Yþ;YÞ by the mapping T/½T 0 ? 0; we
ﬁnd Z0ALB such that f ðZ0; Z0Þ ¼ 0: This shows that there exists a maximal subspace
M of KþB such that Z0 ¼ KM and Eq. (5.5) holds when M ¼N: Using this
equation on vectors of type Pþy; yAM; we infer that KMðPþXiyÞ ¼ PXiy; for any
i ¼ 1;y; n; and yAM: Since KM is an angle operator we obtain
Xiy ¼ PþXiy þ PXiy ¼ PþXiy þ KMðPþXiyÞAM;
for any i ¼ 1;y; n; and yAM: Hence, M is an invariant subspace under each
X1;y; Xn; and the proof is complete. &
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Now we can obtain a multivariable version of Adamian–Arov–Krein theorem [1]
for generalized Hankel operators. We recall that the singular numbers sk ¼ skðAÞ;
k ¼ 0; 1;y; of an operator AABðH;KÞ on Hilbert spaces are deﬁned by
skðAÞ :¼ inffjjAjMjj :M is a subspace of H; codimMpkg: ð5:6Þ
Theorem 5.3. Let G :Y-H be a generalized Hankel operator as defined in Section
4, and let sk ¼ skðGÞ; k ¼ 0; 1;y be the sequence of its s-numbers. Then
skðGÞ ¼ inffjjGjMjj :MCY; codimMpk; XiMCM; i ¼ 1;y; ng ð5:7Þ
and the infimum is attained.
Proof. Since the inequality ‘‘p’’ in (5.7) is trivial, it is enough to show that there
exists a subspace MCY invariant under each X1;y; Xn; with codimMpk and
jjGjMjjpsk: This will imply jjGjMjj ¼ sk; so relation (5.7) holds and the inﬁmum is
attained.
To prove this, let B :¼ s2kI  G	GABðYÞ; where sk is the kth singular number of G;
as deﬁned by (5.6). Note that the operator B is invertible because rankPpk and
B is injective on Y: The cone KþB of B-nonnegative vectors satisﬁes
KþB ¼ fyAY : jjGyjjpskjjyjjg:
If y1;y; ynAK
þ
B ; then using (4.1) and inequalities (4.2), we have
jjGX1y1 þ?þ GXnynjj2 ¼ jjPT1Gy1 þ?þ PTnGynjj2
p jjT1Gy1 þ?þ TnGynjj2
p jjGy1jj2 þ?þ jjGynjj2
p s2kðjjy1jj2 þ?þ jjynjj2Þ
p s2kjjX1y1 þ?þ Xnynjj2:
Hence,
jjGðX1y1 þ?þ XnynÞjjpskjjX1y1 þ?þ Xnynjj;
whence X1y1 þ?þ XnynAKþB : Therefore, we have proved that
X1K
þ
B þ?þ XnKþBCKþB :
Since rankPþXiPpk; it is clear that PþXiP; i ¼ 1;y; n; are compact operators.
Now we can use Theorem 5.2 to ﬁnd a subspace MCKþB which is maximal and
invariant under each X1;y; Xn: Since rank BoN and due to the maximality ofM;
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we infer that codimM ¼ rank Bpk: On the other hand, the inclusion MCKþB
shows that jjGyjjpskjjyjj; yAM: Therefore, jjGjMjjpsk and the proof is
complete. &
Using Theorem 4.1, we can reformulate Theorem 5.3 in terms of multipliers.
Theorem 5.4. Let G :Y-H be a generalized Hankel operator and let skðGÞ;
k ¼ 0; 1;y be the sequence of its s-numbers. Then
skðGÞ ¼ inffjjAjj : A :M-H is a multiplier; PA ¼ GjMg; ð5:8Þ
where the infimum is taken over all the subspaces MCY such that codimMpk; and
XiMCM; i ¼ 1;y; n: Moreover, the infimum is attained.
Proof. IfMCY is an invariant subspace under each X1;y; Xn; then GjM :M-H
is also a generalized Hankel operator, i.e.,
ðGjMÞðXijMÞ ¼ PTiðGjMÞ; i ¼ 1;y; n:
Applying Theorem 4.1 to GjM; we ﬁnd a multiplier A :M-H; i.e., AðXijMÞ ¼ TiA;
i ¼ 1;y; n; such that jjGjMjj ¼ jjAjj and GjM ¼ PA: Now, it is clear that Theorem
5.3 implies relation (5.8), and the proof is complete. &
When k ¼ 0; we obtain
s0ðGÞ ¼ jjGjj ¼ inffjjAjj : A :Y-H is a multiplier; PA ¼ Gg;
that is, Corollary 4.2.
Now we can prove the following almost commutant lifting theorem.
Theorem 5.5. Let Z :¼ ½Z1;y; Zn; ZiABðGÞ; and let T :¼ ½T1;y; Tn; TiABðHÞ;
be a row contraction. Let W :¼ ½W1;y; Wn be an expanding dilation of Z on E*G;
i.e.,
W	WX1; W 	i ðGÞCG and PGWijG ¼ Zi;
and let V :¼ ½V1;y; Vn be an isometric lifting of T on a Hilbert space K*H:
Let C :G-H be a bounded operator such that CZi ¼ TiC; i ¼ 1;y; n; and
kðI  C	CÞoN: Then kðI  C	CÞpk; where k is a nonnegative integer, if and
only if there exists a contraction Cˆ : E0-K such that
(i) Cˆ WijE0 ¼ ViCˆ ; i ¼ 1;y; n;
(ii) PHCˆ ¼ CPGjE0; i ¼ 1;y; n;
where E0CE is an invariant subspace under each Wi; i ¼ 1;y; n; and codimE0pk:
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Proof. Due to relation (5.6) and Theorem 5.3, it is easy to see that skðGÞp1 if and
only if the inequality kðI  G	GÞpk holds. Using this observation and Theorem 5.4
for the Hankel operator G :¼ CPGABðE;HÞ with respect to the ﬁxed sequences of
operators W :¼ ½W1;y; Wn and V :¼ ½V1;y; Vn; the result follows.
The particular case when n ¼ 1 was considered in [4,6]. In what follows we
consider some applications of Theorem 5.5 to meromorphic interpolation on
Fock spaces. Let E be a subspace of F 2ðHnÞ#H: A bounded operator
M : E-F2ðHnÞ#K is called meromorphic if E is an invariant subspace under each
Si#IH; i ¼ 1;y; n; and
MðSi#IHÞjE ¼ ðSi#IKÞM; i ¼ 1;y; n:
Using Theorem 2.1 from [18], one can prove that M is meromorphic if and only if
there exist a Hilbert spaceL and some multi-analytic operators FARNn #BðL;KÞ;
CARNn #BðL;HÞ satisfying the following properties:
(i) C is inner;
(ii) E ¼ CðF2ðHnÞ#LÞ;
(iii) MC ¼ F :
Note that M is uniquely determined (up to unitary equivalence) by the above
conditions. We say that M has order pk if codim Epk:
Let Ppm be the set of all polynomials in F2ðHnÞ of degreepm: We denote by Ppm
the orthogonal projection from F 2ðHnÞ#H0 onto Ppm#H0; whereH0 is a Hilbert
space. The following theorem is a Carathe´odory type interpolation result for
meromorphic operators on Fock spaces.
Theorem 5.6. Let k; m be nonnegative integers and Q :¼Pjajpm Ra#CðaÞ be a
polynomial in RNn #BðH0;K0Þ: Then there exists a contractive meromorphic operator
of order pk
M :MCF 2ðHnÞ#H0-F 2ðHnÞ#K0
such that PpmM ¼ PpmQjM if and only if kðI  Q	PpmQÞpk:
Proof. Let
E :¼ F 2ðHnÞ#H0; G :¼ Ppm#H0; Wi :¼ Si#IH0 ; i ¼ 1;y; n;
and deﬁne ZiABðGÞ by Zi :¼ PGðSi#IH0 ÞjG; i ¼ 1;y; n: Similarly, let
K :¼ F2ðHnÞ#K0; H :¼ Ppm#K0; Vi :¼ Si#IK0 ; i ¼ 1;y; n;
and deﬁne TiABðHÞ by Ti :¼ PHðSi#IK0 ÞjH; i ¼ 1;y; n: Now, apply Theorem
5.5 to the operator CABðG;HÞ deﬁned by C :¼ PHQjG; and the result follows. &
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Note that we can reformulate this theorem as follows. The condition kðI 
Q	PpmQÞpk holds if and only if there exist a Hilbert spaceN0; some multi-analytic
operators FARNn #BðN0;K0Þ and CARNn #BðN0;H0Þ such that
(i) jjF jjp1 and C is inner;
(ii) dim½CðF 2ðHnÞ#N0Þ>pk;
(iii) F and QC have the same Fourier coefﬁcients of order aAFþn ; jajpm:
Let us remark that when k ¼ 0 we ﬁnd the Carathe´odory type interpolation result
from [19]. The case when n ¼ 1 was considered by Krein and Langer [14].
Another consequence of Theorem 5.5 is the following Nevanlinna–Pick type
interpolation result for meromorphic operators on Fock spaces.
Theorem 5.7. Let k; m be nonnegative integers, l1;y; lm be m distinct points in Bn
and let BjABðH0;K0Þ; j ¼ 1;y; m; where H0;K0 are Hilbert spaces. Then there
exist a Hilbert space N0; some multi-analytic operators FARNn #BðN0;K0Þ and
CARNn #BðN0;H0Þ such that
(i) jjF jjp1 and C is inner;
(ii) FðljÞ ¼ BjCðljÞ; j ¼ 1; 2;y; m;
(iii) dim½CðF 2ðHnÞ#N0Þ>pk;
if and only if the negative signature of the operator matrix
IH0  BjB	i
1/lj; liS
 m
i;j¼1
ð5:9Þ
does not exceed k:
Proof. For each j ¼ 1;y; m; let lj :¼ ðlj1;y; ljnÞABn and, for a :¼ gj1gj2?gjp in Fþn ;
let lja :¼ ljj1ljj2?ljjp and ljg0 :¼ 1: Deﬁne zljAF2ðHnÞ by setting
zli :¼
X
aAFþn
liaea
and note that /zli ; zljS ¼ 11/lj ;liS: Consider the subspaces
E :¼ F2ðHnÞ#H0; G :¼ spanfzlj : j ¼ 1;y; mg#H0;
let Wi :¼ Si#IH0 ; i ¼ 1;y; n; and ZiABðGÞ be given by Zi :¼ PGðSi#IH0 ÞjG; i ¼
1;y; n: Similarly, consider the subspaces
K :¼ F 2ðHnÞ#K0; H :¼ spanfzlj : j ¼ 1;y; mg#K0;
let Vi :¼ Si#IK0 ; i ¼ 1;y; n; and TiABðHÞ be deﬁned by Ti :¼ PHðSi#IK0 ÞjH;
i ¼ 1;y; n: Since fzlj : j ¼ 1;y; mg are linearly independent, we can deﬁne
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CABðG;HÞ by setting
C	ðzlj#k0Þ :¼ zlj#B	j k0; k0AK0;
for any j ¼ 1;y; m: It is easy to check that CZi ¼ TiC; i ¼ 1;y; n: On the other
hand, if
Pm
j¼1 zlj#h
0
jAG; a straightforward computation shows that
ðIG  CC	Þ
Xm
i¼1
zli#h
0
i;
Xm
j¼1
zlj#h
0
j
* +
¼
Xm
i;j¼1
/zli ; zljS/ðIH0  BjB	i Þh0i; h0jS
¼
Xm
i;j¼1
IH0  BjB	i
1/lj ; liS
 
h0i; h
0
j
 
:
Since kðI  C	CÞ ¼ kðI  CC	Þ; we infer that kðI  C	CÞ coincides with the
negative signature of the operator matrix (5.9).
Now, applying Theorem 5.5 to the operator C; we ﬁnd a contractive meromor-
phic operator CˆABðE0;K0Þ of order pk such that PHCˆ ¼ CPGjE0: Therefore,
E0 ¼ C½F2ðHnÞ#N0 for some Hilbert space N0 and an inner operator
CARNn #BðN0;H0Þ; and CˆC ¼ F for some contractive multi-analytic operator
FARNn #BðN0;K0Þ: Note that
/Fðzlj#h0Þ; zlj#k0S ¼ /zlj ; zljS/FðljÞh0; k0S; h0AN0; k0AK0:
On the other hand, one can use the relation PHCˆ ¼ CPGjE0 to show that
/Fðzlj#h0Þ; zlj#k0S ¼ /zlj ; zljS/BjCðljÞh0; k0S; h0AN0; k0AK0:
Therefore, FðljÞ ¼ BjCðljÞ; for any j ¼ 1;y; m; and the proof is complete. &
Note that the mappings l/FðlÞ and l/CðlÞ are operator-valued bounded
analytic functions in the unit ball Bn: In the particular case when k ¼ 0 we ﬁnd
again the Nevanlinna–Pick type interpolation result for analytic Toeplitz
algebras, obtained in [3,8]. We should mention that the case n ¼ 1 was considered
by Ball [5].
Now, we consider the scalar case when nX2: Let k; m be nonnegative integers,
l1;y; lm be m distinct points in Bn and let bjAC; j ¼ 1;y; m: According to
Theorem 5.7, there exist multi-analytic operators FiARNn and CiAR
N
n ; where dX1
or d ¼N; and i ¼ 1;y; d; such that
(i) jj½F1?Fd jjp1 and ½C1?Cd  is inner;
(ii) FiðljÞ ¼ bjCðljÞ; j ¼ 1; 2;y; m; and i ¼ 1;y; d;
(iii) dim½C1ðF2ðHnÞÞ"?"CdðF2ðHnÞÞ>pk;
if and only if the negative signature of the matrix
1 bjbi
1/lj; liS
 m
i;j¼1
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does not exceed k: If ka0; then we must have dX2: This follows from the fact that
the range of a nontrivial inner operator in RNn has inﬁnite codimension in F
2ðHnÞ:
A tangential version of the Nevanlinna–Pick interpolation for meromorphic
operators on Fock spaces can also be obtained. More precisely, let k; m be
nonnegative integers, l1;y; lm be m distinct points in Bn; qjAH0 and pjAK0;
j ¼ 1;y; m; where H0;K0 are Hilbert spaces. Then there exist a Hilbert space N0;
some multi-analytic operators FARNn #BðN0;K0Þ and CARNn #BðN0;H0Þ such
that
(i) jjF jjp1 and C is inner;
(ii) FðljÞ	pj ¼ CðljÞ	qj; j ¼ 1; 2;y; m;
(iii) dim½CðF 2ðHnÞ#N0Þ>pk;
if and only if the negative signature of the matrix
/pi; pjS/qi; qjS
1/lj; liS
 m
i;j¼1
does not exceed k: The proof is similar to that of Theorem 5.7 when we take
G :¼ spanfzlj#qj : j ¼ 1;y; mg; H :¼ spanfzlj#pj : j ¼ 1;y; mg;
and CABðG;HÞ is deﬁned by C	ðzlj#pjÞ :¼ zlj#qj ; j ¼ 1;y; m: We leave the
details to the reader.
6. Weighted interpolation problems for noncommutative analytic
Toeplitz algebras
Let S :¼ ½S1;y; Sn; where S1;y; Sn are the left creation operators on the full
Fock space F2ðHnÞ: Following [19,23], a bounded operator M : F 2ðHnÞ#H-
F2ðHnÞ#K is called S-Toeplitz if
ðS	i#IKÞMðSj#IHÞ ¼ dijM; i; j ¼ 1;y; n: ð6:1Þ
We have the following characterization for S-analytic operators.
Lemma 6.1. Let M : F 2ðHnÞ#H-F 2ðHnÞ#K be an S-Toeplitz operator and let
P :¼ M	M: Then
½ðSi#IHÞ	PðSj#IKÞn
nX½dijPn
n ð6:2Þ
and the equality holds if and only if M is a multi-analytic operator.
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Proof. If fjAF 2ðHnÞ#H; j ¼ 1;y; n; then
½ðSi#IHÞ	PðSj#IKÞn
n "
n
j¼1
fj
 
; "
n
j¼1
fj
  
¼ M½S1#IH;y; Sn#IH "
n
j¼1
fj
 


2
X
S	1#IK
^
S	n#IK
2
64
3
75M½S1#IH;y; Sn#IH "n
j¼1
fj
 



2
¼ ½dijMn
n "
n
j¼1
fj
 


2:
Therefore, inequality (6.2) holds. If M is multi-analytic operator, then the
intertwining relation MðSi#IHÞ ¼ ðSi#IKÞM; i ¼ 1;y; n; together with S	i Sj ¼
dijI ; i; j ¼ 1;y; n; show that the equality in (6.2) holds. Conversely, assume that
relation (6.2) is an equality. Taking into account that M isS-Toeplitz and S1;y; Sn
are isometries with orthogonal ranges, we infer that
M½S1#IH;y; Sn#IH "
n
j¼1
fj
 


2
¼ ½dijM	Mn
n "
n
j¼1
fj
 
; "
n
j¼1
fj
  
¼
Xn
j¼1
jjMfjjj2 ¼
Xn
j¼1
jjðS	j#IKÞMðSj#IHÞfjjj2
¼
Xn
j¼1
jjðSjS	j#IKÞMðSj#IHÞfjjj2
¼
Xn
j¼1
ðSjS	j#IKÞMðSj#IHÞfj




2
:
In particular, for each j ¼ 1;y; n; we have
jjMðSj#IHÞfjjj2 ¼ jjðSjS	j#IKÞMðSj#IHÞfjjj2;
which implies
MðSj#IHÞfj ¼ðSjS	j#IKÞMðSj#IHÞfj
¼ðSj#IKÞMfj:
Hence, M is multi-analytic and the proof is complete. &
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Let R :¼ ½R1;y; Rn; where R1;y; Rn are the right creation operators on the full
Fock space F2ðHnÞ: We remark that one can obtain a similar result to Lemma 6.1 for
R-Toeplitz operators and multi-analytic operators with respect to R:
In what follows we consider an important class of generalized Hankel operators
on Fock spaces. Let NCF 2ðHnÞ#K be an invariant subspace for each
R	i#IK; i ¼ 1;y; n: We denote by H a generalized Hankel operator with respect to
X :¼ ½R1#IH;y; Rn#IH;
T :¼ ½R1#IK;y; Rn#IK and
H :¼N:
Therefore, H : F2ðHnÞ#H-N and relation (4.1) becomes
HðRi#IHÞ ¼ PNðRi#IKÞH; i ¼ 1;y; n:
Theorem 4.1 implies H ¼ HA; where A : F 2ðHnÞ#H-F 2ðHnÞ#K is a multiplier,
i.e., AðRi#IHÞ ¼ ðRi#IKÞA; i ¼ 1;y; n: Therefore, the operator A must be in
FNn #BðH;KÞ: Let us remark that ifN :¼ F2s ðHnÞ; the symmetric Fock space, then
we obtain a description of all Hankel operators G : F 2ðHnÞ-F2s ðHnÞ:
Another important particular case is the following. If J is a w	-closed right ideal of
FNn ; we denote byNJ :¼ Jð1Þ> the orthogonal of the range of J in F2ðHnÞ: In this
case the Hankel operators are considered with respect to X; T; and H :¼
NJ#K: We remark that, in this particular setting, Corollary 4.2 implies that if
FAFNn #BðH;KÞ; then
dNðF; J#BðH;KÞÞ ¼ jjHFjj:
This result was obtain by Sarason [32] if n ¼ 1; and by Arias–Popescu [3] and
Davidson–Pitts [8] (see also [25,27,30] for extensions and different proofs) when
nX2: In this setting, using the characterization of the invariant subspaces under each
R1#IH;y; Rn#IH (see [18, Theorem 2.2]) and Theorem 5.3, we obtain
skðHFÞ ¼ inf
C
dNðFC; J#BðG;KÞÞ;
where the inﬁmum is taken over all inner operators CAFNn #BðG;HÞ; with G a
Hilbert space such that dim½CðF2ðHnÞ#GÞ>pk: In particular, we infer that kðI 
H	FHFÞpk if and only if there is C as above such that dNðFC; J#BðG;KÞÞp1:
Our hyper-weighted Sarason interpolation problem for the tensor product
FNn #BðH;KÞ is the following.
Theorem 6.2. Let NCF 2ðHnÞ#K be an invariant subspace for each R	i#IK; i ¼
1;y; n: If FAFNn #BðH;KÞ and T : F 2ðHnÞ#H-F 2ðHnÞ#K is an R-Toeplitz
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operator, then there exists GAFNn #BðH;KÞ such that PNG ¼ 0 and
ðF GÞ	ðF GÞpT	T
if and only if
H	FHFpT	T :
Proof. According to the variant of Lemma 6.1 for R-Toeplitz operators, we have
½ðRi#IHÞ	T	TðRj#IKÞn
nX½dijT	T n
n:
Now, we apply Corollary 4.4 in the particular case when P :¼ T	T ; the n-tuples
X;T are given as above, and GA is the Hankel operator HF associated with
X;T;H :¼N; and the multiplier F: The proof is complete. &
Corollary 6.3. Let FAFNn #BðH;KÞ and let J be a w	-closed right ideal of FNn :
If the operator T : F2ðHnÞ#H-F2ðHnÞ#K is R-Toeplitz, then there exists
GAJ#BðH;KÞ such that
ðF GÞ	ðF GÞpT	T
if and only if
H	FHFpT	T :
Proof. Since NJ#K is invariant under each R	i#IK; i ¼ 1;y; n; we apply
Theorem 6.2 to ﬁnd GAFNn #BðH;KÞ such that PNJ#KG ¼ 0 and
ðF GÞ	ðF GÞpT	T :
Now, according to [3] (see also [8]), PNJ#KG ¼ 0 if and only if GAJ#BðH;KÞ:
The proof is complete. &
Setting n ¼ 1 in Corollary 6.3, we obtain the hyper-weighted Sarason interpolation
problem for HN; i.e., given f ; mAHN with m inner, and jALN; then there exists
hAHN such that
jjð f  mhÞvjjpjjTjvjj; vAH2;
where Tj is the classical Toeplitz operator with symbol j; if and only if
H	f HfpT	jTj;
where Hf is the Hankel operator associated with Hþ :¼ mH2:
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Now, let F;YAFNn #BðH;KÞ and let J be a w	-closed right ideal of FNn : Then,
according to Corollary 6.3, when T ¼ Y; there exists GAJ#BðH;KÞ such that
ðF GÞ	ðF GÞpY	Y ð6:3Þ
if and only if
H	FHFpY	Y: ð6:4Þ
This is what we call the weighted Sarason interpolation problem for FNn #BðH;KÞ:
Note that when n ¼ 1; H ¼K ¼ C; J :¼ mHN; m; yAHN with m inner and y
outer, we obtain the weighted Sarason interpolation for HN (see [7]). Moreover,
when y ¼ 1; we obtain the classical Sarason interpolation theorem [32].
Let us remark that if Y	Y H	FHF is strictly positive, Theorem 3.4 can be used to
explicitly compute a solution of the weighted Sarason interpolation problem for the
tensor product FNn #BðH;KÞ: To this end, deﬁne N :¼ HFD2HFð1Þ and R :¼
D2HFð1Þ: Since HF intertwines Ri with PNJ#KRijNJ#K; i ¼ 1;y; n; according to
the version of Theorem 3.4 corresponding to X :¼ ½R1#IZ;y; Rn#IZ; the central
intertwining lifting of HF is some operator CAFNn #BðH;KÞ satisfying CR ¼ N;
C	CpY	Y; and PNJ#KC ¼ HF: Therefore, C ¼ F G for some
GAJ#BðH;KÞ: Hence, we have N ¼ CR ¼ FR  GR and
GR ¼ FR  N: ð6:5Þ
Since R are outer, the solution G of the weighted Sarason interpolation problem for
the operator space FNn #BðH;KÞ is uniquely determined by relation (6.5).
Theorem 6.4. Let F;YAFNn #BðH;KÞ with Y outer and let J be a w	-closed right
ideal of FNn : Then there is a solution to the weighted Sarason interpolation problem for
FNn #BðH;KÞ if and only if HF admits a factorization of the form HF ¼ HY; where
H : F 2ðHnÞ#K-NJ#K is a contractive Hankel operator.
Moreover, the set of all solutions G is given by G ¼ F FY; where FAFNn #BðKÞ
is such that H ¼ HF and jjF jjp1:
Proof. If HF ¼ HY for some contraction H; then H	FHFpY	Y and Corollary 6.3
(when T :¼ Y) shows that there exists a solution to the weighted Sarason
interpolation problem.
Conversely, assume that (6.4) holds. Then, there exists a contraction H from
rangeY to NJ#K such that HF ¼ HY: Since Y is outer we have rangeY ¼
F2ðHnÞ#K: On the other hand, since YðRi#IHÞ ¼ ðRi#IKÞY; i ¼ 1;y; n; and
PNJ#KðRi#IKÞPNJ#K ¼ PNJ#KðRi#IKÞ; i ¼ 1;y; n;
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we have
HðRi#IKÞY ¼HYðRi#IHÞ ¼ HFðRi#IKÞ
¼PNJ#KFðRi#IHÞ ¼ PNJ#KðRi#IKÞF
¼PNJ#KðRi#IKÞPNJ#KF
¼PNJ#KðRi#IKÞHY: ð6:6Þ
Since Y is outer, we infer that
HðRi#IKÞ ¼ PNJ#KðRi#IKÞH; i ¼ 1;y; n:
Therefore, H : F 2ðHnÞ#K-NJ#K is a contractive Hankel operator. Using
Theorem 4.1 in our particular setting, we ﬁnd FAFNn #BðKÞ such that H ¼ HF and
jjF jjp1: Since HF ¼ HFY; we deduce PNJ#KðF FYÞ ¼ 0: Hence, G :¼ F FY
is in J#BðH;KÞ: The proof is complete. &
Note that there exists a unique solution of the weighted Sarason interpolation
problem if there is a unique FAFNn #BðKÞ such that H ¼ HF and jjF jjp1:
In what follows, we use the FNn -functional calculus for row contractions [22] to
further investigate the weighted Sarason interpolation problem for the noncommu-
tative analytic Toeplitz algebra FNn : Let us remark that one can obtain a version of
the following theorem for the operator space FNn #BðH;KÞ; in a similar manner.
For the sake of simplicity, we prove it only for FNn :
Theorem 6.5. Let J be a w	-closed two-sided ideal of FNn and let j; yAF
N
n with y
outer. Then there is a solution to the weighted Sarason interpolation problem for FNn if
and only if
jðT1;y; TnÞ	jðT1;y; TnÞpyðT1;y; TnÞ	yðT1;y; TnÞ; ð6:7Þ
where Ti :¼ PNJ SijNJ ; i ¼ 1;y; n:
Proof. Assume that (6.7) holds. Then there exists a contraction G :NJ-NJ
satisfying jðT1;y; TnÞ ¼ GyðT1;y; TnÞ: Since J is a two-sided ideal of FNn ; NJ is
invariant under each S	1;y; S
	
n : Therefore, using relation PNJ Si ¼ PNJ SiPNJ ;
i ¼ 1;y; n; and the WOT-continuous FNn -functional calculus for row contractions,
we infer that
PNJ f ðS1;y; SnÞ ¼ f ðT1;y; TnÞPNJ ; fAFNn : ð6:8Þ
Hence, we have
Hj ¼ jðT1;y; TnÞPNJ ¼ GyðT1;y; TnÞPNJ ¼ GPNJyðS1;y; SnÞ:
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Since GPNJ : F
2ðHnÞ-NJ is a contraction, Theorem 6.4 shows that there exists a
solution to the weighted Sarason interpolation problem.
Conversely, according to Theorem 6.4, we can assume Hj ¼ Hy; where
H : F 2ðHnÞ-NJ is a contractive Hankel operator. Now, let us prove that
H ¼ HPNJ : ð6:9Þ
SinceN>J is invariant under each S1;y; Sn; according to [18] (see also [23]), we ﬁnd
orthogonal inner elements gjARNn such that
N>J ¼"
N
j¼1
gjðF2ðHnÞÞ:
Note that, for any hAF2ðHnÞ; we have
HgjyðS1;y; SnÞh ¼HyðS1;y; SnÞgjh ¼ Hjgjh
¼PNJjðS1;y; SnÞgjh
¼jðT1;y; TnÞPNJ gjh ¼ 0: ð6:10Þ
Since y is outer, we have HðN>J Þ ¼ 0 and therefore relation (6.9) holds. Using this
relation, we obtain
jðT1;y; TnÞPNJ ¼Hj ¼ HyðS1;y; SnÞ
¼HPNJyðS1;y; SnÞ ¼ HPNJyðT1;y; TnÞPNJ : ð6:11Þ
Since HPNJ is a contraction, we obtain
PNJjðT1;y; TnÞ	jðT1;y; TnÞPNJpPNJyðT1;y; TnÞ	yðT1;y; TnÞPNJ :
Hence, the result follows and the proof is complete. &
In what follows we present weighted versions for Nevanlinna–Pick and
Carathe´odory type interpolation problems for the tensor product FNn #BðH;KÞ;
which extend the corresponding results from [3,8,23]. The results are consequences of
Theorem 6.2.
For each j ¼ 1;y; k; let lj :¼ ðlj1;y; ljnÞABn and, for a :¼ gj1gj2?gjm in Fþn ; let
lja :¼ ljj1ljj2?ljjm and ljg0 :¼ 1: Deﬁne zljAF2ðHnÞ; j ¼ 1;y; k; by
zlj :¼
X
aAFþn
ljaea:
Let N :¼ spanfzlj : j ¼ 1;y; kg#K and note that if FAFNn #BðH;KÞ; then
PNF ¼ 0 if and only if FðljÞ ¼ 0 for any j ¼ 1;y; k:
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Theorem 6.6. Let l1;y; lk be k distinct points in Bn; let BjABðH;KÞ; j ¼ 1;y; k;
and YAFNn #BðH;KÞ: Then there exists F in FNn #BðH;KÞ; such that FðljÞ ¼ Bj ;
j ¼ 1; 2;y; k; and F	FpY	Y if and only if
H	F HFpY	Y;
where FAFNn #BðH;KÞ is any fixed operator satisfying FðljÞ ¼ Bj; j ¼ 1; 2;y; k;
and HF is the Hankel operator associated with F and H :¼N:
Note that HF does not depend on the particular choice of F : On the other hand, it
is easy to construct F satisfying the required conditions (e.g. [3]).
Our weighted version of the Carathe´odory type interpolation problem for the
tensor product FNn #BðH;KÞ is the following. Let Pm be the set of all polynomials
in F 2ðHnÞ of degree pm:
Theorem 6.7. Let p :¼Pjajpm Sa#BðaÞ and Y be in FNn #BðH;KÞ: Then there
exists an operator G ¼Pjaj4m Sa#WðaÞ in FNn #BðH;KÞ such
ðp þ GÞ	ðp þ GÞpY	Y
if and only if H	p HppY	Y; where Hp is the Hankel operator associated with p and the
subspace H :¼ Pm#K:
This theorem extends the corresponding result from [23]. Using the remarks
preceding Theorem 6.4, we can obtain explicit formulas for certain solutions of these
interpolation problems when Y	Y H	F HF (resp. Y	Y H	p Hp) is strictly positive.
7. An abstract interpolation problem and applications
Let H; H0 be Hilbert spaces and ﬁx two n-tuples of operators T :¼ ½T1;y; Tn;
TiABðHÞ and T0 :¼ ½T 01;y; T 0n; T 0iABðH0Þ: A bounded linear operator
M :H-H0 is called multiplier (or intertwining of T with T0) if
MTi ¼ T 0i M; i ¼ 1;y; n: ð7:1Þ
LetV;Z; andW be some ﬁxed n-tuples of operators on the Hilbert spacesH;K;
and E; respectively. Let MABðH;KÞ and NABðE;KÞ be multipliers. Our abstract
interpolation problem is to ﬁnd necessary and sufﬁcient conditions for the existence
of a multiplier CABðE;HÞ such that
MC ¼ N:
In this section, we solve this interpolation problem when W	WX1; V is a row
isometry, andZ is an arbitrary n-tuple of operators. This result is used to solve a left
G. Popescu / Journal of Functional Analysis 200 (2003) 536–581 573
tangential Nevanlinna–Pick type interpolation problem with operatorial argument
for noncommutative analytic Toeplitz algebras.
Theorem 7.1. Let V :¼ ½V1;y; Vn; ViABðHÞ; be a row isometry and W :¼
½W1;y; Wn; WiABðEÞ; be such that W	WXI : Let Z :¼ ½Z1;y; Zn; ZiABðKÞ;
be an n-tuple of operators, and MABðH;KÞ; NABðE;KÞ be multipliers. Then there
exists a multiplier CABðE;HÞ such that MC ¼ N and jjCjjp1 if and only if
MM	  NN	X0: ð7:2Þ
Proof. Assume that there exists a multiplier CABðE;HÞ such that MC ¼ N and
jjCjjp1: Then, we have
NN	 ¼ MCC	M	pMM	:
Conversely, assume that MM	XNN	: Then there exists an operator
L : range M	-E such that LM	 ¼ N	 and jjLjjp1: Since MABðH;KÞ is a
multiplier, we have the intertwining relations
V	i M
	 ¼ M	Z	i ; i ¼ 1;y; n:
Hence, it is clear that range M	 is an invariant subspace under each V 	i ; i ¼ 1;y; n:
Denote H0 :¼ range M	 and let T 0iABðH0Þ be deﬁned by
T 0	i :¼ V	i jH0; i ¼ 1;y; n:
Then ½V1;y; Vn is an isometric lifting of ½T 01;y; T 0n on the Hilbert space H*H0:
Now, let C : E-H0 be deﬁned by C :¼ L	; and note that MC ¼ N: Since M; N are
multipliers and H0 :¼ range M	; we have
MCWi ¼NWi ¼ ZiN ¼ ZiMC
¼MViC ¼ MPH0ViC ¼ MT 0i C:
Since MjH0 is one-to-one, we obtain
CWi ¼ T 0i C; i ¼ 1;y; n:
SinceW :¼ ½W1;y; Wn satisﬁesW	WX1 and ½V1;y; Vn is an isometric lifting of
½T 01;y; T 0n; we use Theorem 2.3 to ﬁnd C :E-H such that
CWi ¼ ViC; i ¼ 1;y; n;
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jjCjj ¼ jjCjj; and PH0C ¼ C: Therefore,C is a multiplier and jjCjjp1: Now it is easy
to see that
MC ¼ MPH0C ¼ MC ¼ N:
The proof is complete. &
Let us remark that if we request jjCjjpg in Theorem 7.1, then (7.2) should be
replaced by g2MM	  NN	X0:
Given the multipliers MABðH;KÞ and NABðE;KÞ; we may consider the
optimization problem
dNðM; NÞ :¼ inffjjFjj :F : E-H is a multiplier and MF ¼ Ng: ð7:3Þ
Using Theorem 7.1, we obtain the following result.
Theorem 7.2. dNðM; NÞoN if and only if there exists an operator
C :E-range ðM	Þ such that MC ¼ N: Moreover, in this case C is uniquely
determined and there exists a multiplier C : E-H such that MC ¼ N and
dNðM; NÞ ¼ jjCjj ¼ jjCjj:
Proof. Assume dNðM; NÞoN: Then there exists a multiplier O :E-H such that
MO ¼ N: Choosing C :¼ PH0O; where H0 :¼ range M	; we have MC ¼ N and
jjCjjpjjOjj: Note that the operator C does not depend on the particular choice of O:
Therefore, jjCjjpdNðM; NÞ: On the other hand, assume MC ¼ N for some
CABðE; range M	Þ: Since MjH0 is one-to-one, C is unique. According to the proof
of Theorem 7.1, there exists a multiplier C : E-H such that MC ¼ MC ¼ N and
jjCjj ¼ jjCjjpdNðM; NÞ: Hence, jjCjj ¼ dNðM; NÞ and the proof is complete. &
Assume now that P :¼ MM	 is strictly positive and let C : E-range M	 be deﬁned
by C :¼ M	P1N: Note that MC ¼ N: Using Theorem 7.2, we infer that
dNðM; NÞoN: Moreover, a straightforward calculation shows that
dNðM; NÞ2 ¼ jjC	Cjj ¼ jjP1=2Njj2
¼ jjP1=2NN	P1=2jj;
which is equal to the spectral radius of the operator NN	ðMM	Þ1: Therefore, if
MM	 is strictly positive, then there always exists C solving the optimization problem
(7.3) and
jjCjj ¼ dNðM; NÞ ¼ rðNN	ðMM	Þ1Þ1=2:
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In what follows, we use the results of this section to solve a left tangential
Nevanlinna–Pick type interpolation problem with operatorial argument for
noncommutative analytic Toeplitz algebras. First, let us mention the following
consequence of Theorem 7.1.
Corollary 7.3. Let B : F2ðHnÞ#K-Y and C : F2ðHnÞ#H-Y be bounded
operators such that
BðRi#IKÞ ¼YiB;
CðRi#IHÞ ¼YiC; ð7:4Þ
for some operators YiABðYÞ; i ¼ 1;y; n: Then there exists FAFNn #BðH;KÞ such
that BF ¼ C and jjFjjp1 if and only if BB	  CC	X0:
Proof. Using Theorem 7.1, we infer that BB	  CC	X0 if and only if there exists a
multiplier F : F2ðHnÞ#H-F2ðHnÞ#K; i.e.,
FðRi#IHÞ ¼ ðRi#IKÞF; i ¼ 1;y; n;
such that BF ¼ C and jjFjjp1: Hence, F is a multi-analytic operator, i.e., F is in
FNn #BðH;KÞ: The proof is complete. &
As in [16], the spectral radius associated with a sequence of operators Z :¼
½Z1;y; Zn; ZiABðYÞ; is given by
rðZÞ :¼ lim
k-N
X
jaj¼k
ZaZ
	
a




1=2k
¼ inf
k-N
X
jaj¼k
ZaZ
	
a




1=2k
:
Note that if Z1Z
	
1 þ?þ ZnZ	norIY with 0oro1; then rðZÞo1: Any element f in
FNn #BðH;YÞ has a unique Fourier representation
fB
X
aAFþn
Sa#AðaÞ
for some operators AðaÞABðH;YÞ such that
P
aAFþn
A	ðaÞAðaÞpjjf jj2I : If rðZÞo1; it
makes sense to deﬁne the evaluation of f at ðZ1;y; ZnÞ by setting
f ðZ1;y; ZnÞ :¼
XN
k¼0
X
jaj¼k
ZaAðaÞ: ð7:5Þ
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Note that the series converges in norm. Indeed, it is enough to observe that
X
jaj¼k
ZaAðaÞ



p
X
jaj¼k
ZaZ
	
a




1=2 X
jaj¼k
A	ðaÞAðaÞ




1=2
p jjf jj
X
jaj¼k
ZaZ
	
a




1=2
:
Now, using the fact that the spectral radius of Z is strictly less than 1, the norm
convergence of series (7.5) follows.
Given CABðH;YÞ; we deﬁne the controllability operator WfZ;Cg : F2ðHnÞ#
H-Y associated with fZ; Cg by setting
WfZ;Cg
X
aAFþn
ea#ha
0
@
1
A :¼XN
k¼0
X
jaj¼k
Z*aCha;
where *a is the reverse of a :¼ gi1?gikAFþn ; i.e., *a :¼ gik?gi1 : Since rðZÞo1; note
that WfZ;Cg is a well-deﬁned bounded operator. We call the positive operator
P :¼ WfZ;CgW 	fZ;Cg the controllability grammian for fZ; Cg: Note that
P ¼
XN
k¼0
X
jaj¼k
ZaCC
	Z	a; ð7:6Þ
where the series converges in norm. As in the classical case (see [11]), we say that the
pair fZ; Cg is controllable if P is strictly positive. We remark that P is the unique
solution of the Lyapunov equation
P ¼
Xn
i¼1
ZiPZ
	
i þ CC	: ð7:7Þ
To see this, it is enough to observe that if P is a solution of (7.7), then
P ¼
X
jaj¼m
ZaPZ
	
a þ
Xm1
k¼0
X
jaj¼k
ZaCC
	Z	a ; m ¼ 1; 2;y :
On the other hand, since rðZÞo1; we infer that limm-N jj
P
jaj¼m ZaPZ
	
a jj ¼ 0 and
P is given by (7.6).
Let H; K; and Yi; i ¼ 1;y; m; be Hilbert spaces and consider the operators
Bj :K-Yj; Cj :H-Yj; j ¼ 1;y; m
Zj :¼ ½Zj1;y; Zjn : "
n
i¼1
Yj-Yj; j ¼ 1;y; m; ð7:8Þ
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such that rðZjÞo1 for any j ¼ 1;y; m: The left tangential Nevanlinna–Pick
interpolation problem with operatorial argument for the tensor product
FNn #BðH;KÞ is to ﬁnd F in FNn #BðH;KÞ such that jjFjjp1 and
½IY#BjÞFðZjÞ ¼ Cj; j ¼ 1;y; m: ð7:9Þ
Now, we use Theorem 7.1 to solve the left tangential Nevanlinna–Pick
interpolation problem with operatorial argument for noncommutative analytic
Toeplitz algebras.
Theorem 7.4. The left tangential Nevanlinna–Pick interpolation problem with data Zj ;
Bj ; and Cj; j ¼ 1;y; m; has a solution if and only if the operator matrix
XN
k¼0
X0
jaj¼k
Zja½BjB	k  CjC	kZ	ka
2
4
3
5m
j;k¼1
ð7:10Þ
is positive semidefinite.
Proof. Deﬁne the following operators:
B :¼
B1
^
Bm
2
64
3
75: K-"m
j¼1
Yj; C :¼
C1
^
Cm
2
64
3
75: H-"m
j¼1
Yj;
and Y :¼ ½Y1;?; Yn; where Yi is the diagonal operator deﬁned by
Yi :¼
Z1i 0 0
0 Z2i 0
^ ^ ^
0 0 Zmi
2
6664
3
7775 : "mj¼1Yj-"mj¼1 Yj;
for each i ¼ 1;y; n: Note that rðYÞo1 and if FAFNn #BðH;KÞ has the Fourier
representation FB
P
aAFþn
Sa#AðaÞ; then
½ðIH#BÞFðYÞ ¼ C ð7:11Þ
if and only if
XN
k¼0
X
jaj¼k
ZjaBjAðaÞ ¼ Cj;
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for each j ¼ 1;y; m: Therefore, relation (7.9) is equivalent to (7.11). Note that the
operator matrix (7.10) is positive semideﬁnite if and only if
XN
k¼0
X
jaj¼k
Ya½BB	  CC	Y 	aX0: ð7:12Þ
A simple calculation shows that
XN
k¼0
X
jaj¼k
Ya½BB	  CC	Y 	a ¼ WfY ;BgW 	fY ;Bg  WfY ;CgW 	fY ;Cg; ð7:13Þ
where WfY ;Bg and WfY ;Cg are the controllability operators, associated with fY ; Bg
and fY ; Cg; respectively. On the other hand, a straightforward computation on the
elements of the form eb#h; hAH; bAFþn ; shows that relation (7.11) holds if and
only if
WfY ;BgF ¼ WfY ;Cg: ð7:14Þ
Note also that
WfY ;BgðRi#IKÞ ¼ YiWfY ;Bg;
WfY ;CgðRi#IHÞ ¼ YiWfY ;Cg: ð7:15Þ
Now, using relations (7.13), (7.14), and Corollary 7.3, we ﬁnd FAFNn #BðH;KÞ;
such that jjFjjp1 and relation (7.9) holds. This completes the proof. &
Let lj :¼ ðlj1;y; ljnÞ; j ¼ 1;y; m; be distinct points in Bn; the open unit ball of
Cn: Consider the particular case when Zji :¼ ljiIYj ; j ¼ 1;y; m; and i ¼ 1;y; n; and
note that
XN
k¼0
X
jaj¼k
Zja½BjB	k  CjC	kZ	ka
2
4
3
5m
j;k¼1
¼ BjB
	
k  CjC	k
1/lj; liS
 m
j;k¼1
:
If we setH ¼K and Y1 ¼? ¼ Ym; we ﬁnd again the left tangential Nevanlinna–
Pick interpolation problem for the noncommutative analytic Toeplitz algebra FNn ;
which was obtained in [25].
We can associate with the left tangential Nevanlinna–Pick interpolation problem
for the tensor product FNn #BðH;KÞ an optimization problem of type (7.3), where
the role of the multipliers M and N is played by the controllability operators WfY ;Bg
and WfY ;Cg: Then, Theorem 7.2 and the remarks that follow can be stated in this
particular setting.
Let Zþ be the set of nonnegative integers. For each n-tuple p :¼ ðp1;y; pnÞAZnþ;
let jpj :¼ p1 þ?þ pn and p! :¼ p1!?pn!: Let Z :¼ ðZ1;y; ZnÞ; ZiABðYÞ; be an
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n-tuple of commuting operators and denote Zp :¼ Zp11 ?Zpnn : If f ðl1;y; lnÞ :¼P
pAZnþ
lpAðpÞ is in HNðBnÞ#BðH;KÞ; i.e., an operator-valued bounded analytic
function in the unit ball Bn; then we deﬁne the evaluation of f at Z by setting
f ðZÞ :¼
XN
k¼0
X
pAZnþ
jpj¼k
ZpAðpÞ;
provided that the series converges in norm.
As a consequence of Theorem 7.4, we can deduce the following operator-valued
Nevanlinna–Pick type interpolation problem with operatorial argument for
HNðBnÞ#BðH;KÞ:
For each j ¼ 1;y; m; letZj be an n-tuple of commuting operators onYj such that
rðZjÞo1; and let Bj; Cj be as in (7.8). If the operator matrix
X
pAZnþ
jpj!
p!
Z
p
j ðBjB	k  CjC	kÞZ	pk
2
4
3
5m
j;k¼1
is positive semideﬁnite, then there exists fAHNðBnÞ#BðH;KÞ such that jjf jjNp1
and
ðBjf ÞðZjÞ ¼ Cj; j ¼ 1;y; m:
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