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A CLASS OF C∗-ALGEBRAS GENERALIZING BOTH GRAPH
ALGEBRAS AND HOMEOMORPHISM C∗-ALGEBRAS IV,
PURE INFINITENESS.
TAKESHI KATSURA
Abstract. This is the final one in the series of papers where we introduce and study
the C∗-algebras associated with topological graphs. In this paper, we get a sufficient
condition on topological graphs so that the associated C∗-algebras are simple and purely
infinite. Using this result, we give one method to construct all Kirchberg algebras as
C∗-algebras associated with topological graphs.
0. Introduction
The classification theory of simple separable nuclear C∗-algebras by K-theory has been
rapidly developed recently. This classification was completed for the purely infinite case
independently by Kirchberg [Ki] and Phillips [P]. Recall that a simple C∗-algebra is said
to be purely infinite if every non-zero hereditary C∗-subalgebra has an infinite projection.
Definition. A Kirchberg algebra is a simple, separable, nuclear, purely infinite C∗-algebra
satisfying the universal coefficient theorem of [RS].
Theorem (Kirchberg, Phillips). Two non-unital Kirchberg algebras A and B are isomor-
phic if and only if (K0(A), K1(A)) ∼= (K0(B), K1(B)), and two unital Kirchberg algebras
A and B are isomorphic if and only if (K0(A), [1A], K1(A)) ∼= (K0(B), [1B], K1(B)).
See Rørdam’s book [Rø] for detailed definitions and a proof of the above theorem
(note that in [Rø] a Kirchberg algebra is not assumed to satisfy the universal coefficient
theorem). There are many ways to construct Kirchberg algebras, and all pairs (G0, G1) of
countable abelian groups appear as K-groups of non-unital Kirchberg algebras, and for all
g ∈ G0 there exists a unital Kirchberg algebra A with (K0(A), [1A], K1(A)) ∼= (G0, g, G1)
(see [Rø, Subsection 4.3]).
One way to construct Kirchberg algebras is by graph algebras. A graph algebra is a
C∗-algebra associated with a (directed) graph, which generalizes Cuntz-Krieger algebras
defined in [CK] (see [Ra] for a definition and properties of graph algebras). We know
a necessary and sufficient condition on graphs so that the associated graph algebras are
simple and purely infinite, and in this case the graph algebras become Kirchberg algebras
(see [Ra, Remark 4.3]). However we cannot construct all Kirchberg algebras by graph
algebras because K1-groups of graph algebras are always free. Spielberg constructed all
non-unital Kirchberg algebras mixing the constructions of graph algebras and the higher
rank graph algebras [Sp1].
In this paper, we examine for which topological graphs the associated C∗-algebras
are simple and purely infinite. We also construct all Kirchberg algebras as C∗-algebras
associated with topological graphs. A topological graph is a quadruple E = (E0, E1, d, r)
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consisting of the set of vertices E0 and the set of edges E1 which are locally compact
spaces, and two continuous maps d, r : E1 → E0 which indicate the domains and the
ranges of edges, respectively. The domain map d is assumed to be locally homeomorphic.
When E0 is discrete, a topological graph E = (E0, E1, d, r) is nothing but an ordinary
graph, which we call a discrete graph in this paper. In [Ka2], we introduce a way to
associate a C∗-algebra O(E) to a topological graph E, which uses a construction of C∗-
algebras from C∗-correspondences (see [Ka5]). When a topological graph E is a discrete
graph, the C∗-algebra O(E) is isomorphic to the graph algebra of E.
The author thinks that topological graphs are kinds of dynamical systems. The triple
(E1, d, r) can be considered as a continuous multi-valued map from E0 to itself (which we
call a topological correspondence in [Ka2]). For each natural number n ∈ N = {0, 1, 2, . . .},
the triple (En, dn, rn) consisting of the set En of paths with length n and the domain
and range maps dn, rn : En → E0 is the n-times iteration of (E1, d, r), and the map
N ∋ n 7→ (En, dn, rn) defines a (multi-valued) action of the semigroup N on E0. We can
think that the C∗-algebra O(E) is a crossed product of this action. There has been many
works on constructing Kirchberg algebras by crossed products (for example [A], [LS]),
but they used non-amenable groups because (ordinary) crossed products of commutative
C∗-algebras by amenable groups never be Kirchberg algebras. Our work in this paper is
related to these studies although the C∗-algebras associated with topological graphs are
regarded as crossed products by the abelian semigroup N. We note that singly generated
dynamical systems introduced by Renault in [Re] are examples of topological graphs, and
the construction of C∗-algebras in [Re] from singly generated dynamical systems using
groupoids is the same as the one here considering them as topological graphs. For these
C∗-algebras, there were some works on pure infiniteness (see for example [H]), and it
seems that our work here has a large overlap with them (cf. [Ka7]).
We are going to explain the two main results in this paper. In [Ka4], we extended many
notions of dynamical systems such as orbits and minimality to topological graphs, and
got equivalent conditions on topological graphs E for the associated C∗-algebras O(E) to
be simple (see Proposition 1.11). In Section 2 of this paper, we introduce the notion of
contracting topological graphs (Definition 2.7), and prove the following theorem which is
the first main theorem of this paper.
Theorem A. For a minimal and contracting topological graph E, the C∗-algebra O(E)
is simple and purely infinite.
A topological graph E = (E0, E1, d, r) is said to be second countable if both E0 and E1
are second countable. A topological graph E is second countable if and only if O(E) is
separable ([Ka2, Proposition 6.3]), and in this case O(E) satisfies the universal coefficient
theorem ([Ka2, Proposition 6.6]). Since a C∗-algebra associated with a topological graph
is always nuclear ([Ka2, Proposition 6.1]), we get the following corollary of Theorem A.
Corollary B. For a second countable, minimal, contracting topological graph E, the
C∗-algebra O(E) is a Kirchberg algebra.
The other main theorem of this paper is the following which follows from Proposition
6.5 and Proposition 6.11.
Theorem C. All Kirchberg algebras appear as C∗-algebras of topological graphs.
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Although there had been already many ways to construct Kirchberg algebras, it is
important to give a new construction in order to attack some open problems. For exam-
ple, construction of Kirchberg algebras as graph algebras was used to show that many
Kirchberg algebras are semiprojective (see [Sp2, Sz3]). In Appendix B, we discuss the pos-
sibility that our construction of Kirchberg algebras may extend the known results on the
semiprojectivity of Kirchberg algebras (Remark B.8). For another example, a new con-
struction of Kirchberg algebras may help to produce actions on them. In [Sp3], Spielberg
used the construction in [Sp1] to show that all prime-order automorphisms of K-groups
of Kirchberg algebras are induced by automorphisms of Kirchberg algebras having the
same order. In [Ka8], we will extend his result using our construction.
This paper is organized as follows. In Section 1, we recall definitions of topological
graphs and the C∗-algebras associated with them. We also recall the 6-term exact se-
quence of K-groups of such C∗-algebras and the criterion for their simplicity proved in
[Ka4]. In Section 2, we introduce the notion of contracting topological graphs, and prove
Theorem A. Section 3 is devoted to give some examples of contracting topological graphs
and some remarks. In Section 4 and Section 5, we give a method to create topological
graphs such that the associated C∗-algebras are Kirchberg algebras and their K-groups
are computable. We note that a similar construction can be found in [D]. In Section 6,
we use the method in Section 5 to get all Kirchberg algebras as C∗-algebras associated
with topological graphs, and thus prove Theorem C.
1. Preliminaries
We recall the definitions of topological graphs and their C∗-algebras. For the detail,
see [Ka2].
Definition 1.1. A topological graph E = (E0, E1, d, r) consists of two locally compact
spaces E0 and E1, and two maps d, r : E1 → E0, where d is locally homeomorphic and r
is continuous.
From a topological graph E = (E0, E1, d, r), we can define a C∗-correspondence Cd(E1)
over C0(E
0) by
Cd(E
1) = {ξ ∈ C(E1) | 〈ξ, ξ〉 ∈ C0(E0)},
where the inner product 〈·, ·〉 is defined by
〈ξ, η〉(v) =
∑
e∈d−1(v)
ξ(e)η(e)
for ξ, η ∈ Cd(E1) and v ∈ E0, and the left and right actions are defined by
(fξg)(e) = f(r(e))ξ(e)g(d(e))
for f, g ∈ C0(E0), ξ ∈ Cd(E1) and e ∈ E1. Note that the set of compact supported
continuous functions Cc(E
1) is contained in Cd(E
1). The left action defines the ∗-homo-
morphism pir from C0(E
0) to the C∗-algebra L(Cd(E1)) of all adjointable operators on
the Hilbert C0(E
0)-module Cd(E
1) such that pir(f)ξ = fξ.
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Definition 1.2. Let E = (E0, E1, d, r) be a topological graph. We define an open subset
E0rg of E
0 by
E0rg = {v ∈ E0 | there exists a neighborhood V of v
such that r−1(V ) ⊂ E1 is compact, and r(r−1(V )) = V },
and a closed subset E0sg of E
0 by E0sg = E
0 \ E0rg.
When E0 is discrete, we have E0rg = {v ∈ E0 | 0 < |r−1(v)| < ∞}. The restriction of
the ∗-homomorphism pir to the ideal C0(E0rg) is an injection into the ideal K(Cd(E1)) of
L(Cd(E1)) which is the closed span of the operators θξ,η ∈ L(Cd(E1)) for ξ, η ∈ Cd(E1)
defined by θξ,η(ζ) = ξ〈η, ζ〉.
Definition 1.3. For a topological graph E, the C∗-algebra O(E) is the universal C∗-al-
gebra generated by the images of a ∗-homomorphism t0 : C0(E0) → O(E) and a linear
map t1 : Cd(E
1)→ O(E) satisfying
(i) t1(ξ)∗t1(η) = t0(〈ξ, η〉) for ξ, η ∈ Cd(E1),
(ii) t0(f)t1(ξ) = t1(pir(f)ξ) for f ∈ C0(E0) and ξ ∈ Cd(E1),
(iii) t0(f) = ϕ(pir(f)) for f ∈ C0(E0rg),
where ϕ : K(Cd(E1))→ O(E) is the ∗-homomorphism defined by ϕ(θξ,η) = t1(ξ)t1(η)∗ for
ξ, η ∈ Cd(E1), which is well-defined by (i).
The following proposition helps computations of the K-groups of O(E).
Proposition 1.4 ([Ka2, Corollary 6.10]). For a topological graph E, the following se-
quence is exact;
K0(C0(E
0
rg)) −−−−→
ι∗−[pir]
K0(C0(E
0)) −−−→
t0
∗
K0(O(E))x y
K1(O(E)) t
0
∗←−−− K1(C0(E0)) ι∗−[pir]←−−−− K1(C0(E0rg)),
where ι : C0(E
0
rg)→ C0(E0) is the inclusion map, and [pir] : Ki(C0(E0rg))→ Ki(C0(E0)) is
the composition of the map (pir)∗ : Ki(C0(E0rg))→ Ki
(K(Cd(E1))) induced by the ∗-homo-
morphism pir : C0(E
0
rg)→ K(Cd(E1)) and the map Ki
(K(Cd(E1)))→ Ki(C0(E0)) induced
by the Hilbert C0(E
0)-module Cd(E
1).
We set d0 = r0 = idE0 and d
1 = d, r1 = r. For n = 2, 3, . . ., we recursively define a
space En of paths with length n and domain and range maps dn, rn : En → E0 by
En = {(e, µ) ∈ E1 × En−1 | d1(e) = rn−1(µ)},
dn((e, µ)) = dn−1(µ) and rn((e, µ)) = r1(e). For each n ∈ N, dn is a local homeomorphism
from En to E0 and rn is continuous. Note that there exists a natural isomorphism
En+m = {(µ, ν) ∈ En × Em | dn(µ) = rm(ν)}
for n,m ∈ N. For each n ∈ N, we can define a C∗-correspondence Cdn(En) over C0(E0)
similarly as Cd(E
1). This C∗-correspondence Cdn(En) is naturally isomorphic to the n-
times tensor products of the C∗-correspondence Cd(E1), and using this fact we can define
a linear map tn : Cdn(E
n)→ O(E) such that
tn(ξ)∗tn(η) = t0(〈ξ, η〉), t0(f)tn(ξ) = tn(pirn(f)ξ)
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for f ∈ C0(E0) and ξ, η ∈ Cdn(En) (see [Ka2, Section 2]). Recall that the norm of
ξ ∈ Cdn(En) is defined by ‖ξ‖ = ‖〈ξ, ξ〉‖1/2, and the map tn is isometric.
We recall from [Ka4] conditions on a topological graph E such that the C∗-algebraO(E)
is simple. We set E∗ =
∐∞
n=0E
n. By extending dn and rn, we get a local homeomorphism
d∗ : E∗ → E0 and a continuous map r∗ : E∗ → E0.
Definition 1.5. We define the positive orbit space Orb+(v) of v ∈ E0 by
Orb+(v) = {r∗(µ) ∈ E0 | µ ∈ E∗, d∗(µ) = v}.
An infinite path is a sequence µ = (e1, e2, . . . , en, . . .) with ei ∈ E1 and d(ei) = r(ei+1)
for each i = 1, 2, . . .. The set of all infinite paths is denoted by E∞. For an infinite path
µ = (e1, e2, . . . , en, . . .) ∈ E∞, we define its range r∞(µ) ∈ E0 to be r(e1).
Definition 1.6. For v ∈ E0, a negative orbit of v is either a finite path µ ∈ En with
rn(µ) = v and dn(µ) ∈ E0sg, or an infinite path µ ∈ E∞ with r∞(µ) = v.
For each negative orbit µ = (e1, e2, . . . , en) ∈ En of v ∈ E0 with n ∈ N ∪ {∞}, the
negative orbit space Orb−(v, µ) is defined by
Orb−(v, µ) = {v, d(e1), d(e2), . . . , d(en)} ⊂ E0.
Definition 1.7. We define the orbit space Orb(v, e) of v ∈ E0 with respect to a negative
orbit e of v by
Orb(v, µ) =
⋃
v′∈Orb−(v,µ)
Orb+(v′).
Definition 1.8 (cf. [Ka4, Proposition 8.9]). A topological graph E is said to be minimal
if the orbit space Orb(v, µ) is dense in E0 for every v ∈ E0 and every negative orbit µ of
v.
A path l = (e1, . . . , en) ∈ En for n ≥ 1 is called a loop if rn(l) = dn(l), and the vertex
rn(l) = dn(l) is called the base point of the loop l. A loop l = (e1, . . . , en) is said to be
without entrances if r−1(r(ek)) = {ek} for k = 1, . . . , n.
Definition 1.9 ([Ka2, Definition 5.4]). A topological graph E is said to be topologically
free if the set of base points of loops without entrances has an empty interior.
Definition 1.10 ([Ka4, Definition 8.4]). A topological graph E is said to be generated by
a loop l if E0 is discrete and every negative orbits are in the form (µ, l, l, . . .) ∈ E∞ with
some µ ∈ E∗.
Proposition 1.11 ([Ka4, Theorem 8.12]). For a topological graph E, the following con-
ditions are equivalent:
(i) The C∗-algebra O(E) is simple.
(ii) E is minimal and topologically free.
(iii) E is minimal and not generated by a loop.
We need the following lemma in the next section which is a consequence of the technical
result [Ka2, Proposition 5.10].
Lemma 1.12. Let E = (E0, E1, d, r) be a topologically free topological graph, and v0 be
an element of E0 with Orb+(v0) = E
0. For a non-zero positive element x ∈ O(E), there
exist a ∈ O(E) and f ∈ C0(E0) which is 1 on some neighborhood V0 of v0 such that
‖a∗xa− t0(f)‖ < 1/2.
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Proof. Take a non-zero positive element x ∈ O(E). Set ε = ‖Ψ (x)‖/5 > 0 where
Ψ : O(E)→ O(E)γ is the faithful conditional expectation defined by
Ψ (x) =
∫
T
γz(x)dz,
using the gauge action γ on O(E). Choose a non-zero positive element y ∈ O(E) with
‖x−y‖ < ε that is a finite sum of elements in the form tn(ξ)tm(η)∗. Since E is topologically
free, there exist a0 ∈ O(E) and a positive function f0 ∈ C0(E0) such that ‖a0‖ ≤ 1,
‖f0‖ = ‖Ψ (y)‖ and ‖a∗0ya0 − t0(f0)‖ < ε by [Ka2, Proposition 5.10] (see [Ka2, Remark
5.11]). Since
‖f0‖ = ‖Ψ (y)‖ > ‖Ψ (x)‖ − ε = 4ε,
there exists a non-empty open set V such that f0(v) > 4ε for v ∈ V . Since Orb+(v0) is
dense in E0, we can find µ ∈ En with dn(µ) = v0 and rn(µ) ∈ V . Choose a neighborhood U
of µ ∈ En such that the restriction of dn to U is injective, and f0(v) > 4ε for all v ∈ rn(U).
We can find ξ ∈ Cc(U) ⊂ Cdn(En) such that ‖ξ‖2 < (4ε)−1 and f = 〈ξ, pirn(f0)ξ〉 ∈ C0(E0)
is 1 on some neighborhood V0 of v0. We set a = a0t
n(ξ) ∈ O(E). Then we have
‖a∗xa− t0(f)‖ = ‖tn(ξ)∗a∗0xa0tn(ξ)− tn(ξ)∗t0(f0)tn(ξ)‖
≤ ∥∥a∗0xa0 − t0(f0)∥∥‖tn(ξ)‖2
≤ (‖a∗0(x− y)a0‖+ ‖a∗0ya0 − t0(f0)‖)‖ξ‖2
< (ε+ ε)(4ε)−1
= 1/2
We are done. 
2. Contracting topological graphs
In this section, we define contracting topological graphs, and prove Theorem A.
Definition 2.1. Let n,m be positive integers, and set k = min{n,m}. For two subsets
U ⊂ En and U ′ ⊂ Em, we define U ⋔ U ′ ⊂ Ek by U ⋔ U ′ = (U |k) ∩ (U ′|k) where
U |k = {(e1, e2, . . . , ek) ∈ Ek | (e1, e2, . . . , en) ∈ U}
and U ′|k is defined similarly.
Note that for U, U ′ ⊂ En, U ⋔ U ′ = U ∩ U ′. The following follows from [Ka2, Lemma
2.4] easily.
Lemma 2.2. Let n,m be positive integers, and U ⊂ En and U ′ ⊂ Em be open sets
satisfying U ⋔ U ′ = ∅. Then for any ξ ∈ Cc(U) ⊂ Cdn(En) and η ∈ Cc(U ′) ⊂ Cdm(Em),
we have tn(ξ)∗tm(η) = 0.
Definition 2.3. Let E = (E0, E1, d, r) be a topological graph. We say that a non-empty
open subset V of E0 is a contracting open set if its closure V is compact and there exist
non-empty open subsets Uk ⊂ Enk for k = 1, 2, . . . , m with nk ≥ 1 satisfying
(i) rnk(Uk) ⊂ V for k = 1, 2, . . . , m,
(ii) Uk ⋔ Ul = ∅ for k 6= l,
(iii) V (
⋃m
k=1 d
nk(Uk).
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If an open subset V of E0 with compact closure satisfies V ( dn((rn)−1(V )) for some
n ≥ 1, then it is contracting. The converse is not true in general (see Example 3.2).
Lemma 2.4. If a topological graph E has a contracting open set V , then there exist non-
zero elements x, y ∈ O(E) satisfying x∗xx = x, x∗xy = y, x∗y = 0 and t0(f)x = x for all
f ∈ C0(E0) which is 1 on V .
Proof. Take non-empty open subsets Uk ⊂ Enk for k = 1, 2, . . . , m satisfying (i), (ii)
and (iii) in Definition 2.3. Since V (
⋃m
k=1 d
nk(Uk), there exists k0 ∈ {1, 2, . . . , m} with
dnk0 (Uk0)\V 6= ∅. Then we can find non-empty open sets U ′k0 , U0 ⊂ Uk0 with U ′k0 ∩U0 = ∅
and V ⊂ ⋃k 6=k0 dnk(Uk) ∪ dnk0 (U ′k0). Replacing Uk0 by U ′k0 and setting n0 = nk0, we get
non-empty open subsets Uk ⊂ Enk for k = 0, 1, 2, . . . , m satisfying
(i)’ rnk(Uk) ⊂ V for k = 0, 1, 2, . . . , m,
(ii)’ Uk ⋔ Ul = ∅ for k, l ∈ {0, 1, 2, . . . , m} with k 6= l,
(iii)’ V ⊂ ⋃mk=1 dnk(Uk).
By (iii)’, we can find ξk ∈ Cc(Uk) ⊂ Cdnk (Enk) for k = 1, . . . , m such that g =
∑m
k=1〈ξk, ξk〉 ∈
C0(E
0) is 1 on V . Set x =
∑m
k=1 t
nk(ξk). Then for f ∈ C0(E0) which is 1 on V , we have
t0(f)x = x by (i)’. By (ii)’ and Lemma 2.2, we get
x∗x =
m∑
k,l=1
tnk(ξk)
∗tnl(ξl) =
m∑
k=1
tnk(ξk)
∗tnk(ξk) = t0(g).
Since g is 1 on V , we have x∗xx = x. Take ξ0 ∈ Cc(U0) ⊂ Cdn0 (En0) with ξ0 6= 0, and set
y = tn0(ξ0). Then it is easy to check x
∗xy = y and x∗y = 0. We are done. 
Lemma 2.5. If a topological graph E is minimal and has a contracting open set, then the
C∗-algebra O(E) is simple and has an infinite projection.
Proof. Let E be a minimal topological graph having a contracting open set. It is easy to
see that a topological graph generated by a loop does not have a contracting open set.
Hence by Proposition 1.11, the C∗-algebra O(E) is simple. By Lemma 2.4, there exists
x ∈ O(E) with x∗xx = x and x∗x 6= xx∗. Such an element is called a scaling element in
[BC], and a simple C∗-algebra containing a scaling element has an infinite projection (see
[Ka1, Proposition 4.2]). Hence the C∗-algebra O(E) has an infinite projection. 
Remark 2.6. There may be a good chance to show that O(E) is purely infinite under the
assumption of Lemma 2.5, though the author could not prove it.
Definition 2.7. We say that a topological graph E is contracting at v0 ∈ E0 if Orb+(v0) =
E0, and any neighborhood V0 of v0 contains a contracting open set V ⊂ V0. We simply
say that E is contracting if E is contracting at some v0 ∈ E0.
Now we show Theorem A which says that for a minimal and contracting topological
graph E, the C∗-algebra O(E) is simple and purely infinite.
Proof of Theorem A. Let E be a minimal topological graph which is contracting at v0. By
Lemma 2.5, the C∗-algebra O(E) is simple and has an infinite projection p. To show that
O(E) is purely infinite, it suffices to see that for each non-zero positive element x0 ∈ O(E),
the hereditary subalgebra x0O(E)x0 of O(E) generated by x0 has a projection which is
equivalent to the infinite projection p.
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Take a non-zero positive element x0 ∈ O(E). By Lemma 2.5 and Proposition 1.11, E
is topologically free. Hence by Lemma 1.12, there exists a ∈ O(E) and f ∈ C0(E0) which
is 1 on some neighborhood V0 of v0 such that ‖a∗x0a− t0(f)‖ < 1/2. Since there exists a
contracting open set V ⊂ V0 and f is 1 on V , there exist non-zero elements x, y ∈ O(E)
satisfying x∗xx = x, x∗xy = y, x∗y = 0 and t0(f)x = x by Lemma 2.4. Since y∗y 6= 0 and
O(E) is simple, we can find b1, . . . , bl ∈ O(E) such that
l∑
k=1
b∗ky
∗ybk = p.
Set b =
∑l
k=1 x
kybk ∈ O(E). Then we have b∗t0(f)b = b∗b = p. This implies ‖b‖ = 1.
Therefore we get
‖b∗a∗x0ab− p‖ = ‖b∗(a∗x0a− t0(f))b‖ < 1/2.
Let χ be the characteristic function of an open interval (1/2, 3/2). Then χ(b∗a∗x0ab) is a
projection which is equivalent to p. The projection q = χ(x
1/2
0 abb
∗ax1/20 ) ∈ x0O(E)x0 is
equivalent to χ(b∗a∗x0ab), hence to the infinite projection p. We are done. 
Remark 2.8. The author does not know whether the converse of Theorem A is true or
not.
3. Examples and remarks
In this section, we give examples of minimal contracting topological graphs, and state
some problems and remarks.
A minimal topologically free discrete graph E is contracting if and only if it has a
loop. Thus for a discrete graph E, the C∗-algebra O(E) is purely infinite if E is minimal,
topologically free, and has a loop. The author does not know whether this is true for a
topological graph E.
Problem 3.1. Suppose that a topological graph E is minimal, topologically free. Is O(E)
purely infinite when E has a loop?
It is known that for a minimal topologically free discrete graph E, having a loop is not
only sufficient but also necessary for the C∗-algebra O(E) to be purely infinite (see the
remark after Proposition 5.13). However the following example shows that this is not the
case for general topological graphs E.
Example 3.2. Set E0 = R and E1 = R× {0, 1}. We define two maps d, r : E1 → E0 by
d(x, 0) = d(x, 1) = x, r(x, 0) = x +
√
2 and r(x, 1) = x − 1. Then the topological graph
E = (E0, E1, d, r) has no loop, but O(E) is simple and purely infinite. In fact, all v0 ∈ E0
satisfies Orb+(v0) = E
0 and E is contracting at all v0 ∈ E0 because all non-empty open
subsets of E0 with compact closure are contracting. Note that if V ⊂ E0 is small enough,
there is no n ≥ 1 with V ⊂ dn((rn)−1(V )).
Remark 3.3. The C∗-algebra O(E) in the above example is naturally isomorphic to the
crossed product O2 ⋊α R, where the action α : R y O2 is defined by αt(S0) = e
√
2tiS0,
αt(S1) = e
−tiS1 for t ∈ R and for the standard generators S0, S1 of the Cuntz algebra
O2 (see [Ka6]). By computing the K-groups, we see that O(E) ∼= O2 ⊗ K where K is
the C∗-algebra of the all compact operators on the separable infinite dimensional Hilbert
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space. A similar example can be obtained by replacing R to R/2piZ. In that case, the
C∗-algebra is isomorphic to O2 ⋊α Z ∼= O2.
Although the topological graph in Example 3.2 has no loop, it has many “approximate
loops”.
Definition 3.4. An approximate loop is a sequence {en}n∈N in E1 such that d(en) =
r(en−1) for n = 1, 2, . . . , and that for every neighborhood V of d(e0) infinitely many n
satisfy r(en) ∈ V . The vertex v = d(e0) ∈ E0 is called the base point of the approximate
loop e.
For a loop l = (e1, e2, . . . , ek) based on v0 ∈ E0, the sequence {e′n}n∈N defined by
e′kl−j = ej is an approximate loop based on v0. When E
0 is discrete, every approximate
loops have this form.
Problem 3.5. Suppose that a topological graph E is minimal and topologically free. Are
the following two conditions for v0 ∈ E0 equivalent?
(i) v0 is the base points of two distinct approximate loops,
(ii) E is contracting at v0 ∈ E0.
The following fact may be worth to remark.
Lemma 3.6. Let E be a minimal topological graph. If v0 ∈ E0 is a base point of an
approximate loop, then we have Orb+(v0) = E
0.
Proof. Since v0 is a base point of an approximate loop, either v0 is a base point of a
loop or v0 is not isolated in Orb
+(v0). In both cases, [Ka4, Proposition 4.4] implies
that the closed set Orb+(v0) is invariant and hence there exists a negative orbit µ of v0
with Orb(v0, µ) ⊂ Orb+(v0) (see [Ka4, Proposition 4.11]). Since E is minimal, we have
Orb+(v0) = E
0. 
For the topological graph E in Example 3.2, every vertices are base points of infinitely
many approximate loops.
Problem 3.7. Suppose that a topological graph E is minimal, topologically free. If there
exists v0 ∈ E0 which is the base points of two distinct infinite loops, then is O(E) purely
infinite? How about the converse?
The existence of one approximate loop is not sufficient for pure infiniteness of O(E) as
the following example shows.
Example 3.8. Define a topological graph E = (E0, E1, d, r) by E0 = T, E1 = T, d(x) = x
and r(x) = e2piiθx where θ ∈ R \ Q. Then E is minimal, topologically free, and every
vertices of E are base points of approximate loops. However O(E) is not purely infinite.
In fact, O(E) is isomorphic to the irrational rotation algebra Aθ. Note that for each
v0 ∈ E0, there exists only one approximate loop whose base point is v0.
We finish this section by giving a method to construct a topological graph E so that
the C∗-algebra O(E) is a Kirchberg algebra with a given pair of countable abelian groups
as its K-groups. This construction is a special case of the construction in [Ku].
Let G0 and G1 be countable abelian groups. There exists a locally compact second
countable space X such that Ki(C0(X)) ∼= Gi for i = 0, 1 (for a proof, see [B1, Corollary
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23.10.3]). Let us choose a sequence {vn}n∈N in X so that for all non-empty open set
V ⊂ X , the set {n ∈ N | vn ∈ V } is infinite. Let us set E0 = X , E1 = X × N and
define two maps d, r from E1 to E0 by d(x, n) = x and r(x, n) = vn for (x, n) ∈ E1. Then
the C∗-algebra O(E) arising from the topological graph E = (E0, E1, d, r) satisfies the
following.
Proposition 3.9. The C∗-algebra O(E) is a Kirchberg algebra with Ki(O(E)) ∼= Gi for
i = 0, 1.
Proof. It is clear to see that E is minimal, and contracting at vn ∈ E0 for every n.
Hence O(E) is a Kirchberg algebra by Corollary B. It is also clear to see E0rg = ∅. Now
Proposition 1.4 shows Ki(O(E)) ∼= Ki(C0(E0)) ∼= Gi for i = 0, 1. 
By this proposition, we can see that the C∗-algebra O(E) does not depend on the
choices of the sequence {vn}n∈N. When X is one point or a closed interval [0, 1], the
C∗-algebra O(E) constructed as above is isomorphic to the Cuntz algebra O∞. When X
is a half-open interval (0, 1], the C∗-algebra O(E) is isomorphic to O2 ⊗K.
By this construction, we get all non-unital Kirchberg algebras, but do not get all unital
ones. The C∗-algebra O(E) is unital if and only if X is compact (see [Ka3, Proposition
7.1]), and in this case the isomorphism K0(C0(X)) ∼= K0(O(E)) in the above proof sends
[1C0(X)] ∈ K0(C0(X)) to [1O(E)] ∈ K0(O(E)). Since [1C0(X)] ∈ K0(C0(X)) satisfies the
property that Z[1C0(X)] is a direct summand of K0(C0(X)), so does [1O(E)] ∈ K0(O(E))
for a topological graph E constructed from the compact space X as above. Therefore
by this construction we cannot get unital Kirchberg algebras A such that Z[1A] is not a
direct summand of K0(A), such as the Cuntz algebras On for n <∞ or unital Kirchberg
algebras A with K0(A) ∼= Q or [1A] = 0. For a method to get all unital Kirchberg algebras
from topological graphs, see Section 6.
4. Topological graphs En,m
In this and the next sections, we give a way to construct a minimal contracting topo-
logical graph such that one can control the K-groups of the associated C∗-algebras.
Take n ∈ Z+ = {1, 2, . . .} and m ∈ Z. We define a topological graph En,m =
(E0, E1, d, r) by E0 = E1 = T, d(z) = zn and r(z) = zm. We first compute the K-
groups of the C∗-algebra O(En,m) using Proposition 1.4. To this end, we need to know
the subset E0rg ⊂ E0 and the map [pir].
Lemma 4.1. When m = 0 we have E0rg = ∅, and when m 6= 0 we have E0rg = E0.
Proof. When m = 0, the image of r is {1}. Hence E0rg = ∅. When m 6= 0, the map r is a
surjective proper map. Hence E0rg = E
0. 
When m 6= 0, both the K0-group and the K1-group of C0(E0rg) = C0(E0) = C(T)
are isomorphic to Z whose generators are given by [1] and [u] respectively, using the
unit 1 and the generating unitary u of C(T). Thus when m 6= 0 the homomorphisms
[pir] : Ki(C0(E
0
rg))→ Ki(C0(E0)) for i = 0, 1 are determined by the images of [1] and [u].
For each k ∈ Z, we define ξk ∈ Cd(E1) = C(T) by ξk(z) = zk/
√
n. Then it is not
difficult to see Cd(E
1) = span{ξk | k ∈ Z} and
〈ξk′, ξk〉 =
{
ul if k − k′ = nl for l ∈ Z,
0 if k − k′ /∈ nZ.
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One can check the following by direct computations.
Lemma 4.2. For k, k′ ∈ Z, we define j, j′ ∈ {0, 1, . . . , n− 1} and l, l′ ∈ Z by k = j + nl
and k′ = j′ + nl′. Then the map
K(Cd(E1)) ∋ θξk ,ξk′ 7→ ej,j′ ⊗ ul−l
′ ∈Mn ⊗ C(T)
defines an isomorphism, where {ej,j′}n−1j,j′=0 are the matrix units of the n×n matrix algebra
Mn.
By Lemma 4.2, the C∗-algebra K(Cd(E1)) has the unit which we denote by I ∈
K(Cd(E1)). Define a unitary U ∈ K(Cd(E1)) by
U =
n−1∑
j=0
θξj+1,ξj ∈ K(Cd(E1)).
Then we have Uξk = ξk+1 for all k ∈ Z. The image of U under the isomorphism in Lemma
4.2 is
n−2∑
j=0
ej+1,j ⊗ 1 + e0,n−1 ⊗ u ∈Mn ⊗ C(T),
which is a generator of K1(Mn ⊗ C(T)) ∼= Z. One can see that [I] ∈ K0
(K(Cd(E1)))
and [U ] ∈ K1(K(Cd(E1))) correspond to n[1] ∈ K0(C0(E0)) and [u] ∈ K1(C0(E0)), re-
spectively, under the isomorphism Ki
(K(Cd(E1))) ∼= Ki(C0(E0)) determined by the full
Hilbert C0(E
0)-module Cd(E
1).
Lemma 4.3. When m 6= 0, the map [pir] : K0(C(E0rg)) → K0(C(E0)) sends [1] to n[1],
and the map [pir] : K1(C(E
0
rg))→ K1(C(E0)) sends [u] to m[u].
Proof. This follows from the facts pir(1) = I and pir(u) = U
m, and the above computations.

Now we can compute the K-groups of the C∗-algebra O(En,m).
Proposition 4.4. The pair of the K-groups
(
K0(O(En,m)), K1(O(En,m))
)
is as follows:
m = 0 m = 1 m 6= 0, 1
n = 1
n ≥ 2 (Z, Z)
(Z⊕ Z, Z⊕ Z)
(Z⊕ Z/(n− 1)Z, Z)
(Z, Z⊕ Z/|m− 1|Z)
(Z/(n− 1)Z, Z/|m− 1|Z)
The element [1] ∈ K0(O(En,m)) corresponds to 1 when m 6= 1, and to (0, 1) when m = 1.
Proof. The case m = 0 follows from Proposition 1.4 and Lemma 4.1, and the case m 6= 0
follows from Proposition 1.4 and Lemma 4.3. 
Note that the C∗-algebra O(E1,1) is isomorphic to C(T × T). Next we determine for
which n,m the topological graph En,m is minimal and contracting.
Proposition 4.5. When m ∈ nZ, the topological graph En,m is not minimal.
When m /∈ nZ, En,m is minimal and contracting, hence O(En,m) is a Kirchberg algebra.
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Proof. The infinite path 1∞ = (1, 1, . . .) ∈ E∞ is a negative orbit of 1 ∈ E0, and we have
Orb(1, 1∞) = {1} when m ∈ nZ. Hence in this case, En,m is not minimal.
Suppose m /∈ nZ. Let p, q ∈ Z be the relatively prime integers with p > 0 and
q/p = m/n. From m /∈ nZ we get p ≥ 2 and q 6= 0. For e2piiθ ∈ E0, we have
r
(
d−1(e2piiθ)
)
= r
({e2pii(θ+j)/n | j = 0, 1, . . . , n− 1})
= {e2pii(θ+j)m/n | j = 0, 1, . . . , n− 1}
= {e2pii(θ+j)q/p | j = 0, 1, . . . , p− 1}
= {e2pii(θq+j)/p | j = 0, 1, . . . , p− 1},
where in the last equality we use the fact that q is relatively prime to p. By induction on
k ∈ N, we can show
rk
(
(dk)−1(e2piiθ)
)
=
{
e2pii(θq
k+j)/pk
∣∣ j = 0, 1, . . . , pk − 1}.
Since p ≥ 2, we have Orb+(e2piiθ) = E0 for every e2piiθ ∈ E0. Hence En,m is minimal.
We will show that En,m is contracting at 1 ∈ E0. To do so, it suffices to show that for
any ε > 0 there exists k such that dk
(
(rk)−1(Vε)
)
= E0 where Vε = {e2piiθ | −ε < θ < ε}
is a neighborhood of 1. Similarly as above, we see
dk
(
(rk)−1(e2piiθ)
)
=
{
e2pii(θp
k+j)/qk
∣∣ j = 0, 1, . . . , |q|k − 1}.
Hence
dk
(
(rk)−1(Vε)
)
=
|q|k−1⋃
j=0
{e2pii(θpk+j)/qk | −ε < θ < ε}.
Thus dk
(
(rk)−1(Vε)
)
= E0 when k is large enough that 2εpk > 1. We are done. 
5. Topological graphs E ×n,m T
Let E = (E0, E1, d, r) be a discrete graph. Let n : E1 → Z+ and m : E1 → Z be two
maps. We define two continuous maps d˜, r˜ : E1 × T → E0 × T by d˜(e, z) = (d(e), zn(e))
and r˜(e, z) = (r(e), zm(e)) for (e, z) ∈ E1 × T. Since n(e) ≥ 1 for all e ∈ E1, the map d˜ is
locally homeomorphic. Hence we get a topological graph (E0 × T, E1 × T, d˜, r˜).
Definition 5.1. We denote by E ×n,m T the topological graph (E0 × T, E1 × T, d˜, r˜)
defined as above.
Example 5.2. Let E = ({v}, {e}, d, r) be the graph consisting of one vertex and one loop.
For n ∈ Z+ and m ∈ Z, we denote two maps e 7→ n and e 7→ m by the same symbols
n,m. Then the topological graph E ×n,m T is isomorphic to the topological graph En,m
constructed in the previous section.
Example 5.3. Let E = ({v, w}, {e}, d, r) be the graph consisting of two vertices and one
edge with d(e) = v and r(e) = w. For n ∈ Z+ and m ∈ Z, we denote two maps e 7→ n and
e 7→ m by the same symbols n,m. Then one can verify that the C∗-algebra O(E ×n,m T)
is isomorphic to Mn+1 ⊗ C(T) when m 6= 0, and to
(
Mn+1 ⊗ C(T)
) ⊕ C(T) when m = 0
(see Remark C.4).
Take a discrete graph E = (E0, E1, d, r) and two maps n : E1 → Z+, m : E1 → Z, and
fix them. We first compute the K-groups of the C∗-algebra O(E ×n,m T).
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Definition 5.4. We define E0m ⊂ E0 by
E0m = {v ∈ E0 | 0 < |r−1(v) \m−1(0)| <∞}.
If m−1(0) = ∅, then we have E0m = E0rg. In general, E0m need not contain nor be
contained in E0rg.
Lemma 5.5. We have
(E ×n,m T)0rg =
(
(E0rg ∩ E0m)× T
) ∪ ((E0sg ∩ E0m)× (T \ {1})).
Proof. It is routine to check that for v ∈ E0rg ∩ E0m the restriction of r˜ to r˜−1({v} × T) =
r−1(v)× T is a proper surjection onto {v} × T, and that for v ∈ E0sg ∩E0m the restriction
of r˜ to r˜−1({v} × (T \ {1})) is a proper surjection onto {v} × (T \ {1}). This proves the
inclusion
(E ×n,m T)0rg ⊃
(
(E0rg ∩ E0m)× T
) ∪ ((E0sg ∩ E0m)× (T \ {1})).
For v ∈ E0sg ∩ E0m, we have (v, 1) /∈ (E ×n,m T)0rg because r˜−1(v, 1) = r−1(v) × {1} is
not compact. Finally take v ∈ E0 \ E0m. The set r−1(v) \ m−1(0) is either empty or
infinite. If r−1(v) \m−1(0) = ∅ then the image of the restriction of r˜ to r˜−1({v} × T) is
{v}×{1}, and if |r−1(v)\m−1(0)| =∞ then r˜−1(v, z) is not compact for all z ∈ T. Hence
(v, z) /∈ (E ×n,m T)0rg for (v, z) ∈ (E0 \ E0m)× T. This completes the proof. 
For v ∈ E0, let pv and uv be the unit and the generating unitary of C({v} × T) ⊂
C0((E ×n,m T)0), respectively. Then
ZE
0 ∋ (kv)v∈E0 7→
∑
v∈E0
kv[pv] ∈ K0
(
C0((E ×n,m T)0)
)
,
ZE
0 ∋ (kv)v∈E0 7→
∑
v∈E0
kv[uv] ∈ K1
(
C0((E ×n,m T)0)
)
are isomorphisms. By similar isomorphisms, we have
ZE
0
rg∩E0m ∼= K0
(
C0((E ×n,m T)0rg)
)
, ZE
0
m ∼= K1
(
C0((E ×n,m T)0rg)
)
by Lemma 5.5.
Lemma 5.6. For w ∈ E0rg∩E0m we have [pir˜]([pw]) =
∑
e∈r−1(w) n(e)[pd(e)], and for w ∈ E0m
we have [pir˜]([uw]) =
∑
e∈r−1(w)m(e)[ud(e)].
Proof. This follows from Lemma 4.3. 
Let I0 : Z
E0rg∩E0m → ZE0 and I1 : ZE0m → ZE0 be the embedding maps. Define an
E0 × (E0rg ∩E0m)-matrix N by Nv,w =
∑
e∈d−1(v)∩r−1(w) n(e) for v ∈ E0 and w ∈ E0rg ∩E0m.
Note that Nv,w = 0 if there exists no e ∈ E1 with d(e) = v and r(e) = w. Similarly, we
define an E0 × E0m-matrix M by Mv,w =
∑
e∈d−1(v)∩r−1(w)m(e).
Proposition 5.7. We have
K0
(O(E ×n,m T)) ∼= coker(I0 −N)⊕ ker(I1 −M),
K1
(O(E ×n,m T)) ∼= ker(I0 −N)⊕ coker(I1 −M).
Proof. This follows from Proposition 1.4 and Lemma 5.6. 
Corollary 5.8. The C∗-algebra O(E ×n,m T) is unital if and only if E0 is finite. In this
case, the following holds.
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(i) the element [1O(E×n,mT)] in K0(O(E×n,mT)) corresponds to the image of (1, . . . , 1) ∈
ZE
0
in coker(I0 −N) via the isomorphism in Proposition 5.7,
(ii) both K0(O(E ×n,m T)) and K1(O(E ×n,m T)) are finitely generated,
(iii) the rank of K1(O(E ×n,m T)) does not exceed the one of K0(O(E ×n,m T)).
Next we examine conditions on E, n,m for the topological graph E×n,mT to be minimal
or contracting. For µ = (e1, . . . , ek) ∈ Ek with k ≥ 1, we define Tkµ by
Tkµ = {z = (z1, . . . , zk) ∈ Tk | zn(ei)i = zm(ei+1)i+1 for i = 1, . . . , k − 1}.
Define two maps dµ, rµ : T
k
µ → T by dµ(z) = zn(ek)k and rµ(z) = zm(e1)1 for z = (z1, . . . , zk) ∈
Tkµ. Then it is easy to see
(E ×n,m T)k = {(µ, z) | µ ∈ Ek, z ∈ Tkµ},
and two maps d˜k, r˜k : (E ×n,m T)k → E0 × T are expressed as d˜k(µ, z) = (dk(µ), dµ(z))
and r˜k(µ, z) = (rk(µ), rµ(z)).
Definition 5.9. For e ∈ E1, we define p(e) ∈ Z+ by
p(e) =
{
1 if m(e) = 0,
n(e)/
(
n(e), |m(e)|) if m(e) 6= 0.
Recursively, for µ = (e, ν) ∈ Ek+1 with e ∈ E1 and ν ∈ Ek, we define p(µ) ∈ Z+ by
p(µ) =
{
1 if m(e) = 0,
n(e)p(ν)/
(
n(e)p(ν), |m(e)|) if m(e) 6= 0.
Lemma 5.10. Let µ ∈ Ek and ν ∈ El with k, l ≥ 1 and dk(µ) = rl(ν), and set µ′ =
(µ, ν) ∈ Ek+l. Then we have p(µ) | p(µ′).
Proof. When k = 1, the conclusion is clear from the definition of p(·). Now we can
prove the statement by the induction on k using the fact that p | p′ implies np/(np,m) |
np′/(np′, m) for n,m, p, p′ ∈ Z+. 
Lemma 5.11. Let us take µ ∈ Ek with k ≥ 1. For z0 ∈ T, we get
rµ(d
−1
µ (z0)) = {zke2piij/p(µ) | j = 0, 1, . . . , p(µ)− 1}
for some element zk ∈ T.
Proof. The proof goes by induction on k. The case for k = 1 can be shown easily (see
the proof of Proposition 4.5). Suppose that we have proved the statement for k, and take
µ = (e, ν) ∈ Ek+1 with e ∈ E1 and ν ∈ Ek. By the assumption of the induction, we
obtain
rµ(d
−1
µ (z0)) = re
(
d−1e (rν(d
−1
ν (z0)))
)
= re
(
d−1e ({zke2piij/p(ν) | j = 0, 1, . . . , p(ν)− 1})
)
for some element zk ∈ T. Take z′k+1 with (z′k+1)n(e) = zk, and set zk+1 = (z′k+1)m(e). Then
rµ(d
−1
µ (z0)) = re
({z′k+1e2piij/n(e)p(ν) | j = 0, 1, . . . , n(e)p(ν)− 1})
= {zk+1e2piijm(µ)/n(e)p(ν) | j = 0, 1, . . . , n(e)p(ν)− 1}
= {zk+1e2piij/p(µ) | j = 0, 1, . . . , p(µ)− 1}.
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This completes the proof. 
Corollary 5.12. For µ ∈ Ek, rµ(d−1µ (1)) = {e2piij/p(µ) | j = 0, 1, . . . , p(µ)− 1}.
Proof. Follows from Lemma 5.11. 
For µ = (e1, e2, . . . , en, . . .) ∈ E∞, we set
T∞µ = {z = (z1, . . . , zk, . . .) ∈ T∞ | zn(ei)i = zm(ei+1)i+1 for i = 1, 2, . . .}.
Then we have (E ×n,m T)∞ = {(µ, z) | µ ∈ E∞, z ∈ T∞µ }. For every µ ∈ Ek with
k ∈ N ∪ {∞}, we denote by 1k the element (1, . . . , 1) ∈ Tkµ.
Proposition 5.13. The topological graph E×n,mT is minimal if and only if the following
two conditions are satisfied:
(i) for every v0 ∈ E0, every negative orbit µ0 of v0 and every v ∈ E0,
sup{p(µ) | µ ∈ E∗, d∗(µ) ∈ Orb−(v0, µ0), r∗(µ) = v} =∞,
(ii) for every v0 ∈ E0rg \ E0m and every v ∈ E0,
sup{p(µ) | µ ∈ E∗, d∗(µ) = v0, r∗(µ) = v} =∞.
Proof. Suppose that the topological graph E×n,mT is minimal. Take v0 ∈ E0, a negative
orbit µ0 ∈ Ek of v0 with k ∈ N ∪ {∞}. Then (µ0, 1k) ∈ (E ×n,m T)k is a negative orbit
of (v0, 1) ∈ E0 × T. For v ∈ E0, we set Lv = {µ ∈ E∗ | d∗(µ) ∈ Orb−(v0, µ0), r∗(µ) = v}.
Then,
{z ∈ T | (v, z) ∈ Orb((v0, 1), (µ0, 1k))} =
⋃
µ∈Lv
rµ(d
−1
µ (1))
=
⋃
µ∈Lv
{e2piij/p(µ) | j = 0, 1, . . . , p(µ)− 1}
by Corollary 5.12. Since E ×n,m T is minimal, Orb((v0, 1), (µ0, 1k)) is dense in E0 × T.
This shows {p(µ) | µ ∈ Lv} = ∞ for all v ∈ E0. Next we take v0 ∈ E0rg \ E0m. Then
(v0, 1) ∈ (E ×n,m T)0 is a negative orbit of (v0, 1). Now in a similar way as above, we get
sup{p(µ) | µ ∈ E∗, d∗(µ) = v0, r∗(µ) = v} =∞.
for all v ∈ E0. Thus (i) and (ii) are satisfied.
Conversely, suppose that two conditions (i) and (ii) are satisfied. Take (v0, z0) ∈ E0×T,
and a negative orbit (µ0, z) ∈ (E ×n,m T)k for k ∈ N ∪ {∞}. Then either µ0 ∈ Ek is a
negative orbit of v0 ∈ E0, or k <∞ and dk(µ0) ∈ E0rg \E0m by Lemma 5.5. For both cases,
the conditions (i) and (ii) together with Lemma 5.11 shows that Orb((v0, z0), (µ0, z)) is
dense in E0 × T. Thus E ×n,m T is minimal. 
By Proposition 5.13, if E×n,mT is minimal, then so is E. For a minimal discrete graph
E which is not generated by a loop, there exists a beautiful dichotomy (see [Sz1, Theorem
18], [DT, Remark 2.16]);
O(E) is simple and purely infinite ⇐⇒ E has a loop,
O(E) is a simple AF-algebra ⇐⇒ E has no loop.
For minimal topological graphs in the form E ×n,m T, we also have a similar dichotomy
(see the remark after Proposition 5.16).
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A circle algebra is a C∗-algebra which is isomorphic to A ⊗ C(T) for some finite di-
mensional C∗-algebra A. Let’s say a C∗-algebra is an AT-algebra if it is isomorphic to an
inductive limit of quotients of circle algebras. For separable C∗-algebras, this notion coin-
cides with the one in literatures (see [Rø, Proposition 3.2.3]). The proof of the following
lemma is done in Appendix C.
Lemma 5.14. Let F 0 ⊂ E0 and F 1 ⊂ E1 be finite subsets satisfying d(F 1), r(F 1) ⊂
F 0. If the finite graph F = (F 0, F 1, d|F 1, r|F 1) has no loops, then the C∗-subalgebra of
O(E ×n,m T) generated by t0(C(F 0 × T)) and t1(C(F 1 × T)) is isomorphic to a quotient
of a circle algebra.
Proposition 5.15. If E has no loop, O(E ×n,m T) is an AT-algebra.
Proof. This follows from Lemma 5.14. 
Proposition 5.16. When E ×n,m T is minimal, the following conditions are equivalent;
(i) E ×n,m T is contracting,
(ii) E ×n,m T has a loop,
(iii) E has a loop,
(iv) O(E ×n,m T) is simple and purely infinite.
If moreover both E0 and E1 are countable, then the above equivalent conditions are also
equivalent to
(iv)’ O(E ×n,m T) is a Kirchberg algebra.
Proof. By Theorem A, we get (i)⇒(iv). As explained before Corollary B, we have
(iv)⇔(iv)’ when E0 and E1 are countable. By Proposition 5.15, we get (iv)⇒(iii). It
is easy to see (ii)⇔(iii). We will show (iii)⇒(i). Take a loop e0 in E. Let v0 ∈ E0 be
the base point of the loop e0. The infinite path e
∞
0 = (e0, e0, . . .) is a negative orbit of
v0 ∈ E0. By Proposition 5.13, we have
sup{p(µ) | µ ∈ E∗, d∗(µ) ∈ Orb−(v0, e∞0 ), r∗(µ) = v} =∞
for every v ∈ E0. For µ ∈ E∗ with d∗(µ) ∈ Orb−(v0, e∞0 ) and r∗(µ) = v, there exists
ν ∈ E∗ with r∗(ν) = d∗(µ) and d∗(ν) = v0. Then µ′ = (µ, ν) ∈ E∗ satisfies d∗(µ′) = v0,
r∗(µ′) = v and p(µ) ≤ p(µ′) by Lemma 5.10. Hence we get
sup{p(µ) | µ ∈ E∗, d∗(µ) = v0, r∗(µ) = v} =∞
for every v ∈ E0. This shows that Orb+((v0, 1)) is dense in E0 × T. We will show that
E ×n,m T is contracting at (v0, 1). To do so, it suffices to show that for all ε > 0, there
exist k ∈ Z+ and an open subset U ⊂ (E ×n,m T)k such that r˜k(U) ⊂ {v0} × Vε and
d˜k(U) = {v0} × T where Vε = {e2piiθ | −ε < θ < ε}. For ε > 0, there exists µ ∈ Ek with
k ≥ 1 and dk(µ) = rk(µ) = v0 such that 1/p(µ) < 2ε. By Lemma 5.11, rµ(d−1µ (z0))∩Vε 6= ∅
for all z0 ∈ T. Therefore the open subset U = {µ} × r−1µ (Vε) ⊂ (E ×n,m T)k satisfies
r˜k(U) ⊂ {v0} × Vε and d˜k(U) = {v0} × T. Thus E ×n,m T is contracting at (v0, 1). We
are done. 
By Propositions 5.15 and 5.16, we get a dichotomy;
O(E ×n,m T) is simple and purely infinite ⇐⇒ E has a loop,
O(E ×n,m T) is a simple AT-algebra ⇐⇒ E has no loop,
when E ×n,m T is minimal.
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6. Construction of all Kirchberg algebras
In this section, we construct all Kirchberg algebras from topological graphs. We first
show that the class of C∗-algebras O(E×n,mT) considered in the previous section contains
all non-unital Kirchberg algebras.
We denote by Z∞ the group of sequences x = (xk)∞k=1 such that xk = 0 for all but
finite k, and by M∞(Z) the set of integer-valued matrices S = (Sk,l)∞k,l=1 such that for
each l, we have Sk,l = 0 for all but finite k. An element S in M∞(Z) is considered as a
group homomorphism from Z∞ to itself by (Sx)k =
∑∞
l=1 Sk,lxl for x = (xk)
∞
k=1 ∈ Z∞.
We denote by I ∈ M∞(Z) the identity homomorphism. The set M∞(N) is the subset of
M∞(Z) consisting of the matrices whose entries are in N.
Take the pair N ∈ M∞(N) and M ∈ M∞(Z) such that Nk,l = 0 implies Mk,l = 0. We
define a discrete graph E = (E0, E1, d, r) by E0 = Z+, E
1 = {(k, l) ∈ Z+×Z+ | Nk,l ≥ 1},
d : E1 ∋ (k, l) 7→ k ∈ E0 and r : E1 ∋ (k, l) 7→ l ∈ E0. Define n,m : E1 → Z by
n(k, l) = Nk,l and m(k, l) = Mk,l for (k, l) ∈ E1.
Definition 6.1. Let N ∈ M∞(N) and M ∈ M∞(Z) such that Nk,l = 0 implies Mk,l = 0.
We denote by EN,M the topological graph E ×n,m T defined as above.
Lemma 6.2. If M has no columns that are identically zero, then we have E0 = E0rg = E
0
m
and
K0
(O(EN,M)) ∼= coker(I −N)⊕ ker(I −M),
K1
(O(EN,M)) ∼= ker(I −N)⊕ coker(I −M).
Proof. The former is easy to see, and the latter follows from Proposition 5.7. 
Remark 6.3. Similarly as above, from two finite matrices N ∈ MK(N) and M ∈ MK(Z)
such that Nk,l = 0 implies Mk,l = 0, we can construct the topological graph EN,M . When
K = 1, EN,M ’s are examples considered in Section 4. In this case, the construction of
the C∗-algebra O(EN,M) can be compared with the one of the Cuntz-Krieger algebras in
[CK], and Deaconu considered a similar construction in [D] and proved the above lemma
in his situation.
The following lemma is inspired by [Sz2, Lemma 1.1].
Lemma 6.4. For countable abelian groups G0 and G1, there exist N ∈ M∞(N) and
M ∈ M∞(Z) satisfying the following:
(i) Nk,l = 0 implies Mk,l = 0,
(ii) Nk,k ≥ 2, Mk,k = 1 for all k ∈ Z+,
(iii) for all (k, l) ∈ Z+ × Z+, there exist (ki, li) with Nki,li ≥ 1 for i = 0, 1, . . . , m such
that k0 = k, li = ki+1 for i = 0, . . . , m− 1, and lm = l,
(iv) there exist exact sequences
0 −−−→ Z∞ I−N−−−→ Z∞ −−−→ G0 −−−→ 0,
0 −−−→ Z∞ I−M−−−→ Z∞ −−−→ G1 −−−→ 0.
Proof. Since G0 and G1 are countable, there exist injective homomorphisms T, S : Z
∞ →
Z∞ with coker T ∼= G0 and coker S ∼= G1. Let us set T+, T−, |S| ∈ M∞(N) by T+k,l =
max{Tk,l, 0}, T−k,l = max{−Tk,l, 0} and |S|k,l = |Sk,l| for k, l ∈ Z+. We have T = T+−T−.
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Define X ∈M∞(N) by
Xk,l =
{
1 if |k − l| ≤ 1,
0 if |k − l| ≥ 2.
Define N ∈M2(M∞(N)) and M ∈M2(M∞(Z)) by
N =
(
2I T+ + |S|+X
I I + T− + |S|+X
)
, M =
(
I S
I I
)
.
Let I(2) ∈M2(M∞(Z)) be the identity homomorphism on Z∞ ⊕ Z∞. We have
I(2) −N =
( −I −T+ − |S| −X
−I −T− − |S| −X
)
=
(
I 0
I I
)( −I 0
0 T
)(
I T+ + |S|+X
0 I
)
Since the middle matrix in the above product is injective and its cokernel is isomorphic
to G0, and since the left and right matrices are invertible in M2(M∞(Z)), I(2) − N is
injective and its cokernel is isomorphic to G0. In a similar way, we can show that I
(2)−M
is injective and its cokernel is isomorphic to G1. We define a bijection
Z∞ ⊕ Z∞ ∋ ((xk), (yk)) 7→ (zk) ∈ Z∞
by z2k−1 = xk and z2k = yk for k ∈ Z+, and consider N,M ∈ M∞(Z) using it. We had
already seen that N,M satisfy (iv). It is easy to see that these satisfy (i) and (ii). Since
N2k,2k−1, N2k−1,2k, N2k,2k+2, N2k+2,2k ≥ 1 for k ∈ Z+, we get (iii). We are done. 
Proposition 6.5. For countable abelian groups G0 and G1, take N ∈ M∞(N) and M ∈
M∞(Z) satisfying (i) to (iv) in Lemma 6.4. Then the C∗-algebra O(EN,M) is a non-unital
Kirchberg algebra with Ki(O(EN,M)) ∼= Gi for i = 0, 1.
Proof. First we show that EN,M is minimal. Take k, l ∈ E0 arbitrarily. By (iii) in Lemma
6.4, there exists µ ∈ E∗ with d∗(µ) = k and r∗(µ) = l. For j = 1, 2, . . ., we define
µj = ((l, l), (l, l), . . . , (l, l), µ) where (l, l) ∈ E1 is repeated j-times. Then µj ∈ E∗ satisfies
d∗(µj) = k and r∗(µj) = l. Since m(l, l) = 1, we have p(µj) = n(l, l)jp(µ). Since
n(l, l) ≥ 2, we get
sup{p(µ) | µ ∈ E∗, d∗(µ) = k, r∗(µ) = l} =∞.
By Proposition 5.13, EN,M is minimal. Since E has a loop, EN,M is a Kirchberg algebra
by Proposition 5.16. Since E0 ×T is not compact, O(EN,M) is not unital. Finally we get
Ki(O(E)) ∼= Gi by Lemma 6.2 and (iv) in Lemma 6.4. 
When a unital C∗-algebra A is in the form O(E ×n,m T), Corollary 5.8 implies that
both K0(O(E ×n,m T)) and K1(O(E ×n,m T)) are finitely generated and that the rank
of K1(O(E ×n,m T)) does not exceed the one of K0(O(E ×n,m T)). Thus most of unital
Kirchberg algebras do not appear by the construction studied so far. In Appendix A, we
see that these two conditions are the only obstructions for a unital Kirchberg algebra to
be in the form O(E ×n,m T) (Proposition A.1).
We introduce a general way to change a given topological graph to a new topological
graph whose C∗-algebra is simple and unital. Combining this and the construction in
Proposition 6.5, we get all unital Kirchberg algebras as C∗-algebras of topological graphs.
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Let E = (E0, E1, d, r) be a topological graph with non-compact E0. Then the C∗-alge-
bra O(E) is not unital. In [Ka3, Definition 7.2], we constructed the one-point compact-
ification E˜ = (E˜0, E1, d, r) of E, and showed that O(E˜) is isomorphic to the unitization
of O(E) ([Ka3, Proposition 7.4]). Note that the C∗-algebra O(E˜) never be simple. We
modify this construction to get simple C∗-algebras.
Definition 6.6. Let E = (E0, E1, d, r) be a topological graph with non-compact E0. For
w ∈ E0, we define a topological graph E˜w = (E˜0, E1∐E˜0, dw, rw) such that E˜0 = E0∪{∞}
is the one-point compactification of E0, and two maps dw, rw : E
1 ∐ E˜0 → E˜0 are defined
by
dw|E1 = d, dw|E˜0 = idE˜0, rw|E1 = r, and rw(E˜0) = {w}.
In the statement and the proof of the next proposition, note that the positive orbit
space Orb+(w) of w ∈ E˜0 considered in the topological graph E˜w coincides with the one
of w ∈ E0 considered in the original topological graph E.
Lemma 6.7. The topological graph E˜w is minimal if and only if Orb
+(w) is dense in E0.
In this case, the C∗-algebra O(E˜w) is simple.
Proof. Suppose that Orb+(w) is dense in E0. Then for every v ∈ E˜0, Orb+(v) is dense in
E˜0 because w ∈ Orb+(v) and E0 is dense in E˜0. Hence E˜w is minimal. Conversely suppose
that E˜w is minimal. Since r
−1
w (∞) = ∅, we have ∞ ∈ (E˜w)0sg. Hence the minimality of
E˜w implies that Orb
+(∞) is dense in E˜0. Since Orb+(∞) = {∞}∪Orb+(w), we see that
Orb+(w) is dense in E0. This completes the proof of the former part. Since E˜0 is not
discrete, E˜w is not generated by a loop. Hence Proposition 1.11 implies the latter. 
Lemma 6.8. If E is contracting, then E˜w is also contracting.
Proof. Easy to see. 
Lemma 6.9. Suppose w ∈ E0rg. Let ϕw : K0(C0(E0rg)) → Z be the map induced by the
∗-homomorphism C0(E0rg) ∋ f 7→ f(w) ∈ C and the natural isomorphism K0(C) ∼= Z.
Then there exists an exact sequence
K0(C0(E
0
rg)) −−−−−−−−−−→
(ι∗−[pir])⊕(−ϕw)
K0(C0(E
0))⊕ Z −−−→ K0(O(E˜w))x y
K1(O(E˜w)) ←−−− K1(C0(E0)) ι∗−[pir]←−−−− K1(C0(E0rg)),
such that [1] ∈ K0(O(E˜w)) is the image of (0, 1) ∈ K0(C0(E0))⊕ Z.
Proof. When w ∈ E0rg, we have (E˜w)0rg = E0rg. Two injections K0(C0(E0)) → K0(C(E˜0))
and Z ∋ n 7→ n[1] ∈ K0(C(E˜0)) give an isomorphism K0(C0(E0))⊕Z ∼= K0(C(E˜0)). The
group K1(C(E˜
0)) is naturally isomorphic to K1(C0(E
0)). Under these isomorphisms, the
exact sequences in Proposition 1.4 becomes the desired one. 
Now we mix the above idea with the construction from the previous section to get all
unital Kirchberg algebras as C∗-algebras of topological graphs.
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Lemma 6.10. For countable abelian groups G0, G1 and an element g ∈ G0, there exist
N ∈M∞(N) and M ∈M∞(Z) satisfying (i), (ii), (iii) in Lemma 6.4 and
(iv)’ there exist exact sequences
0 −−−→ Z∞ (I−N)⊕(−ϕ)−−−−−−−→ Z∞ ⊕ Z pi−−−→ G0 −−−→ 0
0 −−−→ Z∞ I−M−−−→ Z∞ −−−→ G1 −−−→ 0
such that ϕ : Z∞ ∋ (xk)∞k=1 7→ x1 ∈ Z and pi(0, 1) = g.
Proof. Take a surjective homomorphism pi′0 : Z
∞ → G0 such that ker pi′0 has an infinite
rank. Fix an isomorphism T ′ from {(xk)∞k=1 ∈ Z∞ | x1 = 0} to ker pi′0. Take a ∈ Z∞ with
pi′0(a) = g, and define T : Z
∞ → Z∞ by
T ((xk)
∞
k=1) = −x1a+ T ′((0, x2, x3, . . .)).
We define pi0 : Z
∞ ⊕ Z→ G0 by pi0(x, n) = pi′0(x) + ng. Then the sequence
0 −−−→ Z∞ T⊕ϕ−−−→ Z∞ ⊕ Z pi0−−−→ G0 −−−→ 0
is exact and the image of (0, 1) is g ∈ G0. Take S ∈ M∞(Z) which is injective and whose
cokernel is isomorphic to G1. Using these T, S, we get N ∈ M∞(N) and M ∈ M∞(Z)
by the same way as in the proof of Lemma 6.4. These N,M satisfy (i), (ii), (iii) and
(iv)’. 
For countable abelian groups G0, G1 and an element g ∈ G0, take N ∈ M∞(N) and
M ∈ M∞(Z) satisfying the conditions in Lemma 6.10. We set F = EN,M and w = (1, 1) ∈
Z+ × T = F 0.
Proposition 6.11. The C∗-algebra O(F˜w) is a unital Kirchberg algebra with(
K0(O(F˜w)), [1], K1(O(F˜w))
) ∼= (G0, g, G1).
Proof. By using Lemma 6.10, we see that the topological graph F is minimal and contract-
ing in a similar way to the proof of Proposition 6.5. Hence O(F˜w) is a unital Kirchberg
algebra by Lemmas 6.7 and 6.8. Now we get(
K0(O(F˜w)), [1], K1(O(F˜w))
) ∼= (G0, g, G1)
by Lemma 6.9 and the condition (iv)’ in Lemma 6.10. 
By Propositions 6.5 and 6.11, we get Theorem C. In [Ka8], we see that the construction
here can be used to produce various actions on Kirchberg algebras.
Appendix A. Unital Kirchberg algebras
As explained in the remark after Proposition 6.5, if a unital Kirchberg algebra A is in
the form O(E×n,mT), then both K0(A) and K1(A) are finitely generated abelian groups,
and the rank of K1(A) does not exceed the one of K0(A). We will prove the converse.
Take finitely generated abelian groups G0 and G1 such that the rank of G1 does not
exceed the one of G0. Let l0 ∈ N be the difference of the ranks of G0 and G1. Then, there
exist L ∈ Z+, T ∈ ML,L−l0(N) and S ∈ML(N) with
G0 ∼= coker T ⊕ kerS, G1 ∼= ker T ⊕ coker S.
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Take T˜ ∈ ML(N) such that its restriction to ML,L−l0(N) is T (for example, set T˜k,l = 0
for l > L− l0). We set X ∈ML(N) by
Xk,l =
{
1 if |k − l| ≤ 1,
0 if |k − l| ≥ 2.
Let us denote by I the identity matrix in ML(N). We set N,M ∈M2L(N) by
N˜ =
(
2I T˜ + S +X
I I + S +X
)
, M =
(
I S
I I
)
.
We denote by N the restriction of N˜ to M2L,2L−l0(N). Let I1 be the identity matrix in
M2L(N), and I0 be its restriction to M2L,2L−l0(N). In a similar way to the proof of Lemma
6.4, we see
coker(I0 −N) ∼= coker T, ker(I0 −N) ∼= ker T,
coker(I1 −M) ∼= coker S, ker(I1 −M) ∼= ker S.
We define a discrete graph E = (E0, E1, d, r) as follows. Set E0 = {1, 2, . . . , 2L}. Set
Ω = {(k, l) ∈ E0 ×E0 | N˜k,l ≥ 1}, and
E1 = Ω ∐ {el,p | 2L− l0 + 1 ≤ l ≤ 2L, p = 1, 2, . . .}.
We define d, r : E1 → E0 by d(k, l) = k, r(k, l) = l for (k, l) ∈ Ω and d(el,p) = 1, r(el,p) = l.
We define n,m : E1 → N by n(k, l) = N˜k,l, m(k, l) = Mk,l for (k, l) ∈ Ω and n(el,p) = 1,
m(el,p) = 0. In a very similar way to the proof of Proposition 6.5, we see that O(E×n,mT)
is a Kirchberg algebra. We compute its K-groups. We have E0rg = {1, 2, . . . , 2L− l0} and
E0m = {1, 2, . . . , 2L}. The matrices I0, I1, N,M defined before Proposition 5.7 are nothing
but the ones defined here. Hence Proposition 5.7 and the above computation show that
the unital Kirchberg algebra A = O(E ×n,m T) satisfies Ki(A) ∼= Gi for i = 0, 1. Since
(1, . . . , 1, 1, . . . , 1) is the image of (−1, . . . ,−1, 0, . . . , 0) ∈ Z2L−l0 (here −1 is repeated
L-times, and 0 is repeated (L− l0)-times) under I0 −N , we have [1A] = 0.
Now take G0 and G1 as above, and take g ∈ G0 with g 6= 0. We will construct a
discrete graph E ′ and the two maps n′, m′ using N˜ ,M defined above so that the C∗-alge-
bra A′ = O(E ′ ×n′,m′ T) is a unital Kirchberg algebra with(
K0(A
′), [1A′], K1(A′)
) ∼= (G0, g, G1).
Take N˜ ,M ∈ M2L(N) as above. We may assume that ker(I1 −M) = 0 by choosing T, S
in the beginning of the above proof so that ker S = 0. Hence there exists a surjection
pi : Z2L → G0 such that ker pi is the image of I0 −N . As shown above, pi(1, 1, . . . , 1) = 0.
Take a = (a1, a2, . . . , a2L) ∈ Z2L with pi(a) = g. By adding (b, b, . . . , b) ∈ ker pi ⊂ Z2L for
a suitable b ∈ Z, we may assume min{ak | k = 1, 2, . . . , 2L} = 0. Then there exists k with
ak ≥ 1 because g 6= 0. Take k0 with ak0 = 0. We define N˜ ′ = (N˜ ′k,l)2Lk,l=0 ∈M1+2L(N) by
N˜ ′k,l =

2 for k = 0 and l = 0,
2N˜k0,k0 − 2 for k = 0 and l = k0,
2N˜k0,l for k = 0 and l 6= 0, k0,
ak for k 6= 0 and l = 0,
N˜k,l for 1 ≤ k, l ≤ 2L.
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Let N ′ be the restriction of N˜ ′ to M1+2L,1+2L−l0(N). Let I
′
1 be the identity matrix in
M1+2L(N), and I
′
0 be its restriction to M1+2L,1+2L−l0(N). We define
pi′ : Z1+2L ∋ (x0, x1, . . . , x2L) 7→ pi(x1, . . . , x2L) + (2xk0 − x0)g ∈ G.
Then one can verify that pi′ is a surjective homomorphism, pi′(1, 1, . . . , 1) = g, and ker pi′
is the image of I ′0 − N ′ : Z1+2L−l0 → Z1+2L. Thus pi′ defines an isomorphism coker(I ′0 −
N ′) ∼= G0 which sends the image of (1, 1, . . . , 1) ∈ Z1+2L to g ∈ G. Similarly, we define
M ′ ∈M1+2L(N) by
M ′k,l =

2 for k = 0 and l = 0,
0 for k = 0 and l 6= 0,
1 for k 6= 0 and l = 0,
Mk,l for 1 ≤ k, l ≤ 2L.
Then ker(I ′1−M ′) ∼= ker(I1−M) = 0, and we have an isomorphism G1 ∼= ker(I ′0−N ′)⊕
coker(I ′1−M ′). From the two matrices N˜ ′,M ′ ∈M1+2L(N), we define a discrete graph E ′
and the two maps n′, m′ similarly as above. In a similar way to the proof of Proposition
6.5, one can show that the C∗-algebra A′ = O(E ′ ×n′,m′ T) is a unital Kirchberg algebra
satisfying (
K0(A
′), [1A′], K1(A′)
) ∼= (G0, g, G1)
(because N˜ ′0,0 = M
′
0,0 = 2 we need to modify the proof). Now we have shown the following.
Proposition A.1. A unital Kirchberg algebra A is in the form O(E ×n,m T) if and only
if both K0(A) and K1(A) are finitely generated, and the rank of K1(A) does not exceed
the one of K0(A).
By the above construction, we prove the following. Recall that a discrete graph E =
(E0, E1, d, r) is said to be finite if both E0 and E1 are finite sets.
Proposition A.2. A unital Kirchberg algebra A is in the form O(E ×n,m T) for a finite
discrete graph E if and only if K0(A) and K1(A) are finitely generated abelian groups with
same rank.
Appendix B. Generators of O(E ×n,m T) and their relations
Recall that for a topological graph E a pair (T 0, T 1) of maps satisfying the three
conditions in Definition 1.3 is called a Cuntz-Krieger E-pair. When a pair (T 0, T 1) only
satisfies (i) and (ii), then we call it a Toeplitz E-pair. The C∗-algebra generated by the
universal Toeplitz E-pair is denoted by T (E).
Take a discrete graph E = (E0, E1, d, r) and two maps n : E1 → Z+ andm : E1 → Z. In
this appendix, we will present a generator of the C∗-algebra O(E×n,mT) and its relations.
For each v ∈ E0, let pv, uv ∈ O(E ×n,m T) be the images of the unit and the generating
unitary of C({v} × T) ⊂ C0(E0 × T) under the ∗-homomorphism t0 : C0(E0 × T) →
O(E ×n,m T). For e ∈ E1 and k ∈ Z, we define se,k = t1(ξe,k) where ξe,k ∈ Cd˜(E1 × T) is
defined by ξe,k(e
′, z) = 0 for e′ 6= e and ξe,k(e, z) = zk/
√
n(e).
Lemma B.1. The set of elements {pv, uv}v∈E0 and {se,k}e∈E1,k∈Z in O(E×n,mT) satisfies
the following.
(i) u∗vuv = uvu
∗
v = pv for v ∈ E0,
(ii) {pv}v∈E0 are mutually orthogonal projections,
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(iii) s∗e,kse,k = pd(e) for e ∈ E1, k ∈ Z,
(iv) {se,ks∗e,k}e∈E1,0≤k<n(e) are mutually orthogonal projections,
(v) se,kud(e) = se,k+n(e) for e ∈ E1, k ∈ Z,
(vi) ur(e)se,k = se,k+m(e) for e ∈ E1, k ∈ Z,
(vii) pv =
∑
e∈r−1(v)
∑n(e)−1
k=0 se,ks
∗
e,k for v ∈ E0rg ∩ E0m,
(viii) pv − uv =
∑
e∈r−1(v)\m−1(0)
∑n(e)−1
k=0 (se,k − se,k+m(e))s∗e,k for v ∈ E0sg ∩ E0m.
Proof. It follows from the direct computation. 
A partial isometry whose initial and final projections coincide is called a partial unitary.
For a partial unitary u with u∗u = uu∗ = p, we set u0 = p and u−n = (u∗)n for n ≥ 1.
The C∗-algebra O(E ×n,m T) is the universal C∗-algebra generated by {pv, uv}v∈E0
and {se,k}e∈E1,k∈Z whose relations are listed in Lemma B.1. By reducing the number of
generators, we get the following.
Proposition B.2. Let B be a C∗-algebra generated by a family {Uv}v∈E0 of partial uni-
taries with orthogonal ranges and a family {Se,k}e∈E1,0≤k<n(e) of partial isometries with
orthogonal ranges satisfying the following;
(i) S∗e,kSe,k = U
∗
d(e)Ud(e) for e ∈ E1 and 0 ≤ k < n(e),
(ii) Ur(e)Se,k = Se,k+m(e) for e ∈ E1 and 0 ≤ k < n(e),
(iii) U∗vUv =
∑
e∈r−1(v)
∑n(e)−1
k=0 Se,kS
∗
e,k for v ∈ E0rg ∩ E0m,
(iv) U∗vUv − Uv =
∑
e∈r−1(v)\m−1(0)
∑n(e)−1
k=0 (Se,k − Se,k+m(e))S∗e,k for v ∈ E0sg ∩ E0m,
where in (ii) and (iv) Se,k+m(e) is defined by Se,k+m(e) = Se,k′U
l
d(e) using unique k
′ ∈
{0, 1, . . . , n(e) − 1} and l ∈ Z with k +m(e) = k′ + n(e)l. Then there exists a ∗-homo-
morphism ρ : O(E ×n,m T)→ B with ρ(uv) = Uv and ρ(se,k) = Se,k.
Proof. We can define a ∗-homomorphism T 0 : C0(E0×T)→ B by sending the generating
unitary of C({v}×T) ⊂ C0(E0×T) to Uv for each v ∈ E0. For k ∈ {0, 1, . . . , n(e)−1} and
l ∈ Z, we set Se,k+n(e)l = Se,kU ld(e). We define a linear map T 1 : Cd˜(E1×T)→ B by sending
ξe,k ∈ Cd˜(E1×T) defined by ξe,k(e′, z) = 0 for e′ 6= e and ξe,k(e, z) = zk/
√
n(e) to Se,k for
e ∈ E1 and k ∈ Z. By (i), the map T 1 is well defined and satisfies T 1(ξ)∗T 1(η) = T 0(〈ξ, η〉)
for ξ, η ∈ Cd˜(E1 × T). By (ii), the pair (T 0, T 1) is a Toeplitz (E ×n,m T)-pair, and one
can verify that it is a Cuntz-Krieger (E ×n,m T)-pair from (iii) and (iv). Thus we get a
∗-homomorphism ρ : O(E ×n,m T)→ B with ρ(uv) = Uv and ρ(se,k) = Se,k. 
Remark B.3. By the above proof, we see that if the families {Uv} and {Se,k} only satisfy
(i) and (ii), then we get a ∗-homomorphism ρ : T (E ×n,m T)→ B.
Corollary B.4. For a finite graph E, the C∗-algebra O(E ×n,m T) is finitely presented,
that is, O(E ×n,m T) is the universal C∗-algebra generated by finite elements satisfying
finite relations.
Note that we have E0sg ∩E0m = ∅ for a finite graph E. Hence in this case the condition
(iv) in Proposition B.2 is void.
Proposition B.5. A Kirchberg algebra A such that K0(A) and K1(A) are finitely gener-
ated abelian groups with same rank is finitely presented.
Proof. Combine Proposition A.2 and Corollary B.4. 
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Example B.6. Let A be the unital Kirchberg algebra with(
K0(A), [1A], K1(A)
) ∼= (Z/pZ, 1,Z/qZ)
for two integers p, q with p, q ≥ 2. Set n = 1 + p ∈ Z+. Then either 1 + q or 1− q is not
in nZ. Let m be such an integer. Then the C∗-algebra O(En,m) considered in Section 4
is isomorphic to A by Proposition 4.4 and Proposition 4.5. Thus by Proposition B.2 the
C∗-algebra A is the universal C∗-algebra generated by a unitary u and a family {sk}n−1k=0
of isometries such that
∑n−1
k=0 sks
∗
k = 1 and usk = sk′u
l for k′ ∈ {0, 1, . . . , n− 1} and l ∈ Z
with k+m = k′+nl. If we set sk+nl = skul and set si,k = si+mk for i = 0, 1, . . . , d−1 and
k = 0, 1, . . . , n/d− 1 where d = (n, |m|), then we have usi,k = si,k+1 for 0 ≤ k < n/d − 1
and usi,n/d−1 = si,0um/d. Thus the C∗-algebra A is also the universal C∗-algebra generated
by a unitary u and a family {si,k}0≤i<d,0≤k<n/d of isometries satisfying
∑
i,k si,ks
∗
i,k = 1 and
the two relations above. In particular, when n and |m| are mutually prime, the C∗-algebra
A is the universal C∗-algebra generated by two elements u and s with
(i) u∗u = uu∗ = s∗s =
∑n−1
k=0 u
kss∗(u∗)k = 1,
(ii) uns = sum.
Example B.7. Let A be the unital Kirchberg algebra with(
K0(A), [1A], K1(A)
) ∼= (Zn, 0,Zn ⊕ F )
where n ∈ N and F is a finite abelian group. Take natural numbers q1, . . . , qK such that
K1(A) ∼=
⊕K
k=1Z/qkZ. By adding 1 to the list q1, . . . , qK if necessary, we may assume
that K is even. Then the two matrices N,M ∈MK(N) defined as
N =

3 1
2 1
2
. . .
. . . 1
1 2
 , M =

1 q1
1 q2
1
. . .
. . . qK−1
qK 1

satisfy the analogous conditions of (i), (ii), (iii) in Lemma 6.4 and
ker(I −N) = coker(I −N) = 0, ker(I −M) ∼= K0(A), and coker(I −M) ∼= K1(A).
Then the C∗-algebra O(EN,M) is isomorphic to A (see Remark 6.3 and the proof of Propo-
sition 6.5). By Proposition B.2, the C∗-algebra A is the universal C∗-algebra generated
by by a family {uk}Kk=1 of partial unitaries with orthogonal ranges and a family {sk, tk}Kk=1
of partial isometries satisfying the following;
(i) s∗ksk = t
∗
ktk = u
∗
kuk for 1 ≤ k ≤ K,
(ii) u31s1 = s1u1, u1tK = tKu
qK
K , and u
2
ksk = skuk, uktk−1 = tk−1u
qk−1
k−1 for 2 ≤ k ≤ K,
(iii) u1u
∗
1 = s1s
∗
1+u1s1s
∗
1u
∗
1+u
2
1s1s
∗
1(u
∗
1)
2+ tKt
∗
K and uku
∗
k = sks
∗
k+uksks
∗
ku
∗
k+ tk−1t
∗
k−1
for 2 ≤ k ≤ K.
Remark B.8. The finite presentations above may be used to prove the following conjecture
(for details, see [B2]);
Conjecture ([B2, Conjecture 3.6]). A Kirchberg algebra is semiprojective if and only if its
K-theory is finitely generated.
As Blackadar explained in [B2], one approach to the conjecture is finding a finite pre-
sentation of a Kirchberg algebra whose K-theory is finitely generated, and showing that
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the relations are stable. The relation (i) in Example B.6 is stable, but the relation (ii) is
not on its own. However, it seems to be reasonable to conjecture that the pair of the two
relations is stable. In fact, the pair is stable when m = 1 because the universal C∗-algebra
O(En,m) in this case is the unital Kirchberg algebra A with(
K0(A)), [1A], K1(A)
) ∼= (Z⊕ Z/(n− 1)Z, (0, 1),Z)
by Proposition 4.4 and Proposition 4.5, which is isomorphic to a Cuntz-Krieger algebra
[CK], hence is semiprojective.
Appendix C. A proof of Lemma 5.14
In this appendix, we will prove Lemma 5.14. Let E = (E0, E1, d, r) be a discrete graph
and n : E1 → Z+, m : E1 → Z be two maps. Let F 0 ⊂ E0 and F 1 ⊂ E1 be finite subsets
satisfying d(F 1), r(F 1) ⊂ F 0. The restrictions of n,m : E1 → Z to F 1 ⊂ E1 are also
denoted by the same symbols n,m. We get a topological graph F ×n,m T. One can easily
check that the pair T = (T 0, T 1) of the restrictions of t0, t1 to C(F 0 × T) ⊂ C0(E0 × T)
and C(F 1 × T) ⊂ Cd˜(E1 × T) respectively, is a Toeplitz (F ×n,m T)-pair. Hence we
get a surjection from T (F ×n,m T) to the C∗-subalgebra of O(E ×n,m T) generated by
t0(C(F 0 × T)) and t1(C(F 1 × T)). Therefore Lemma 5.14 follows from the next lemma.
Lemma C.1. For a finite graph F = (F 0, F 1, d, r) with no loops and two maps n : F 1 →
Z+, m : F
1 → Z, the C∗-algebra T (F ×n,m T) is a circle algebra.
We will prove Lemma C.1. Take a finite graph F = (F 0, F 1, d, r) with no loops and two
maps n : F 1 → Z+, m : F 1 → Z. Note that the path space F ∗ of F is a finite set. Define
n : F ∗ → Z+ by n(v) = 1 for v ∈ F 0, and n(µ) = n(e1) · · ·n(ek) for µ = (e1, . . . , ek) ∈ F k.
We define a finite set λ by
λ =
{
(µ, k)
∣∣ µ ∈ F ∗, k ∈ {0, 1, . . . , n(µ)− 1}}.
Let {w(µ,k),(ν,l)}(µ,k),(ν,l)∈λ be the matrix units of M|λ|, and A be the C∗-subalgebra of
M|λ| spanned by {w(µ,k),(ν,l) | d∗(µ) = d∗(ν)}. We denote by u the generating unitary of
1A ⊗ C(T) ⊂ A⊗ C(T). We consider A as a unital C∗-subalgebra of A ⊗ C(T). Thus u
commutes all elements in A. We will show that T (F ×n,m T) is isomorphic to A⊗C(T).
For µ ∈ F ∗, we define Pµ ∈ A⊗ C(T) by
Pµ =
n(µ)−1∑
l=0
w(µ,l),(µ,l).
For e ∈ F 1 and µ ∈ F ∗ with d(e) = r∗(µ) and k ∈ {0, 1, . . . , n(e) − 1}, we define
S(e,µ),k ∈ A⊗ C(T) by
S(e,µ),k =
n(µ)−1∑
l=0
w((e,µ),kn(µ)+l),(µ,l).
It is routine to see the following.
Lemma C.2. The family {Pµ}µ∈F ∗ is a family of mutually orthogonal projections, and
for all e ∈ F 1 and µ ∈ F ∗ with d(e) = r∗(µ), we have S∗(e,µ),kS(e,µ),k = Pµ for k ∈
{0, 1, . . . , n(e)− 1} and ∑n(e)−1k=0 S(e,µ),kS∗(e,µ),k = P(e,µ).
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We define a partial unitary Uµ ∈ A ⊗ C(T) with U∗µUµ = UµU∗µ = Pµ for µ ∈ F ∗
recursively by Uµ = w(v,0),(v,0)u for µ = v ∈ F 0, and
U(e,µ) =
(
S(e,µ),0UµS(e,µ),n(e)−1
∗ +
n(e)−2∑
k=0
S(e,µ),k+1S(e,µ),k
∗
)m(e)
for e ∈ F 1 and µ ∈ F ∗ with d(e) = r∗(µ). If we define S(e,µ),k+n(e)l = S(e,µ),kU lµ for
k ∈ {0, 1, . . . , n(e)− 1} and l ∈ Z, then one can check that
U(e,µ) =
( n(e)−1∑
k=0
S(e,µ),k+1S(e,µ),k
∗
)m(e)
=
n(e)−1∑
k=0
S(e,µ),k+m(e)S(e,µ),k
∗.
For v ∈ F 0, we define pv =
∑
µ∈F ∗,r∗(µ)=v Pµ and uv =
∑
µ∈F ∗,r∗(µ)=v Uµ. Then {pv}v∈F 0
is a family of mutually orthogonal projections, and u∗vuv = uvu
∗
v = pv for v ∈ F 0. For
e ∈ F 1 and k ∈ {0, 1, . . . , n(e)− 1}, we define
se,k =
∑
µ∈F ∗,r∗(µ)=d(e)
S(e,µ),k.
Then {se,ks∗e,k}e∈F 1,0≤k<n(e) is a family of mutually orthogonal projections, and s∗e,kse,k =
pd(e) for e ∈ F 1 and k ∈ {0, 1, . . . , n(e) − 1}. For k ∈ {0, 1, . . . , n(e) − 1} and l ∈ Z, we
set se,k+n(e)l = se,ku
l
d(e). Then we have
se,l =
∑
µ∈F ∗,r∗(µ)=d(e)
S(e,µ),l.
for e ∈ F 1 and l ∈ Z. Using this equality, we can show that ur(e)se,k = se,k+m(e) for e ∈ E1
and k ∈ {0, 1, . . . , n(e)− 1}.
By the proof of Proposition B.2, we get a Toeplitz (F×n,mT)-pair (T 0, T 1) on A⊗C(T)
where a ∗-homomorphism T 0 : C(F 0×T)→ A⊗C(T) sends the unit and the generating
unitary of C({v}×T) to pv and uv, and a linear map T 0 : Cd˜(F 1×T)→ A⊗C(T) sends
ξe,k defined by ξe,k(e
′, z) = 0 for e′ 6= e and ξe,k(e, z) = zk/
√
n(e) to se,k. This Toeplitz
pair (T 0, T 1) induces a ∗-homomorphism ρ : T (F ×n,m T)→ A⊗C(T) (see Remark B.3).
We will show that the ∗-homomorphism ρ is an isomorphism. To show that ρ is injective,
it suffices to check the following two conditions (see [Ka3, Corollary 3.22]):
• ρ admits a gauge action, and
• no non-zero element f of C0(F 0 × T) satisfies T 0(f) 6= Φ(pir˜(f)),
where Φ : K(Cd˜(F 1 × T)) → A ⊗ C(T) is the ∗-homomorphism defined by Φ(θξ,η) =
T 1(ξ)T 1(η)∗. One can check that the action β : T y A⊗C(T), defined by βz(w(µ,k),(ν,l)) =
zp−qw(µ,k),(ν,l) for (µ, k), (ν, l) ∈ λ with µ ∈ F p and ν ∈ F q, gives a gauge action for the
∗-homomorphism ρ. The second condition follows from the next lemma because the
spectrum of Uv is T for all v ∈ F 0.
Lemma C.3. Let us take v ∈ F 0, and let z be the generating unitary of C({v} × T).
Then we have T 0(z) = uv =
∑
µ∈F ∗,r∗(µ)=v Uµ, and
Φ(pir˜(z)) =
∑
e∈r−1(v),0≤k<n(e)
se,k+m(e)s
∗
e,k =
∑
µ∈F ∗\F 0,r∗(µ)=v
Uµ.
Thus T 0(z)− Φ(pir˜(z)) = Uv.
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Proof. Straightforward. 
Thus the ∗-homomorphism ρ is injective. We will show that it is surjective. Take
(µ, k), (ν, l) ∈ λwith d∗(µ) = d∗(ν). Take e ∈ F 1 with d(e) = r∗(µ) and k′ ∈ {0, 1, . . . , n(e)−
1}. Then we have
w((e,µ),k′n(e)+k),(ν,l)u = S(e,µ),k′(w(µ,k),(ν,l)u) = se,k′(w(µ,k),(ν,l)u).
By Lemma C.3, w(v,0),(v,0)u = Uv is in the image of ρ for all v ∈ F 0. Combining the
two facts above, we can show by induction that w(µ,k),(ν,l)u is in the image of ρ for all
(µ, k), (ν, l) ∈ λ with d∗(µ) = d∗(ν). Since the C∗-algebra A⊗C(T) is generated by those
elements, the ∗-homomorphism ρ is surjective. Therefore ρ is an isomorphism between
T (F ×n,m T) and A ⊗ C(T). This completes the proof of Lemma C.1 as well as the one
of Lemma 5.14.
Remark C.4. With more efforts, we can show that the C∗-subalgebra of O(E ×n,m T)
generated by t0(C(F 0 × T)) and t1(C(F 1 × T)) is isomorphic to⊕
v∈S1
Mkv ⊕
⊕
v∈S2
Mkv ⊗ C(T)
where S1, S2 ⊂ F 0 are defined by
S1 = {v ∈ F 0 ∩ E0m | ∅ 6= r−1(v) \ F 1 ⊂ m−1(0)}
S2 = F
0 \ {v ∈ F 0 ∩ E0m | r−1(v) \ F 1 ⊂ m−1(0)}
and kv is the number of the set {(µ, k) ∈ λ | d∗(µ) = v} for v ∈ S1 ∪ S2.
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