We present the first reported measurements of the intensity of a "hotband" transition for the H 3 + molecular ion in the northern auroral/polar region of Jupiter.
Introduction
This paper is the second in a series looking at the dynamic conditions prevailing in the jovian upper atmosphere -the coupled thermosphere and ionosphere. For the sake of brevity, therefore, readers are referred to our first contribution - Stallard et al. (2001) , henceforth Paper I -for much of the general discussion relevant to this area of active investigation. In particular, in Paper I we draw attention to considerable interest currently being shown in the relationship between the auroral/polar regions of Jupiter and the dynamics of the middle magnetosphere -interest which is likely to increase with the ongoing publication of results from the Galileo mission. This paper presents a spatially detailed analysis of H 3 + temperatures, column densities and emission rates across the auroral/polar regions of Jupiter, enabling us to investigate the extent to which assumptions about the physical conditions of the upper atmosphere are justified.
Our initial analysis assumes that a form of local thermal equilibrium (LTE) prevails, such that vibrational temperatures are representative of the neutral thermosphere as well as the ionosphere (e.g. Lam et al., 1997; Miller et al., 1997) . At the pressure levels where H 3 + peak auroral production is located, ~0.3 microbars (Achilleos et al., 1998) , neutral H 2 molecules make up the bulk of the thermosphere, and thus control the typical time between collisions (~10 -10 s). The typical time before emission from neutral H 2 and rotational lines of H 3 + (10 7 s and 10 3 s respectively; Miller and Tennyson (1988) ) is thus much longer than the time between collisions. This means that LTE clearly holds within the H 2 thermosphere and that the rotational sub-levels within any particular H 3 + vibrational band are also thermalised in the ionosphere.
However, typical ro-vibrational radiation times, τ rv , are of the order of 10 . Given that vibrational excitation may be highly inefficient, the effective collisional vibration excitation time, τ v,col , may not be much shorter than τ rv .
Only one study has so far tried to determine whether H 3 + vibrational levels are thermally populated. Miller et al. (1990) used the ratio between (2ν 2 (l=2)→0)
overtone line intensities and those of the (ν 2 →0) fundamental to determine a ro-vibrational temperature of ~1000K, in reasonable agreement with the rotational temperatures deduced from ratioing lines with in the same vibrational band. Miller et al. (1997) called this situation "quasi-local thermal equilibrium" (QTE). (QTE can be considered to be equivalent to the notion of "effective thermal equilibrium" discussed by Spitzer (1998a) with regard to the interstellar medium.)
Knowing the extent to which vibrational levels are thermalised is important for determining the overall emission levels and, hence, the thermal balance of the jovian upper atmosphere, since H 3 + is the principal coolant of this atmospheric region. To do this means, ideally, measuring transitions from different vibrational levels simultaneously. In this paper, we present the detection of emission from an H 3 + hotband, along with emission from the fundamental band. Whilst making measurements of the ν 2 Q(1,0 -) line at 3.9530 microns, for the purposes of determining ionospheric wind velocities, we also detected the R(3,4 + ) line of the (2ν 2 (l=0)→ν 2 ) band at 3.9499µm. This is the first time a hotband line has been reported detected outside of the laboratory, and our simultaneous measurement of two vibrational lines presented us with the opportunity of determining "vibrational temperatures".
Observations
All the observations reported here were carried out using the CSHELL facility infrared echelle spectrometer on the NASA Infrared Telescope Facility (IRTF)
on Mauna Kea, Hawaii. Our observations were made on the nights of increasing from September 7 to 11. We first considered that this previously unobserved line might be a "ghost" -an internal reflection of Q(1,0 -). But we rejected this after discussions with the instrument designers (private communication, J. Rayner) for the following reasons:
• Internal reflections in CSHELL should be symmetric about the centre of the array. Since the Q(1,0 -) line had been centred on the array, its ghost should have been (nearly) coincident with it. But, as Fig. 1a shows, this secondary line was near the edge of the array;
• The wavelength displacement between the secondary line and Q(1,0 -) was constant throughout our observing run, although the exact position of Q(1,0 -) varied slightly from night to night as a result of moving the array between nightly observations. A "ghost" would be expected to change in relative displacement, as a result of differing reflectance angles due to changes in the exact array positioning;
• Although the intensity of the secondary line and Q(1,0 -) were generally well correlated across the array, as would be expected from a "ghost", the relative intensity varied from ~1% to >3% along the slit, for any particular spectral image, indicating that the secondary line was behaving somewhat independently of Q(1,0 -).
These factors, taken together with the non-detection of the secondary line in the previous year's data, led to the conclusion that it was a genuine jovian emission and not an instrumental artifact.
In order to determine the exact wavelength of this line, rows across one of the spectral images where the line was observed clearly were co-added along the slit, and the resulting secondary line peak compared with arc lines -similarly co-added along the slit -measured earlier the same night. Figure 2 (Kao et al., 1991) , and -since the line had a similar intensity profile to the Q(1,0 -) -we felt this compelling evidence that our secondary line was indeed the R(3,4 + ), observed in the jovian northern auroral/polar region for the first time.
Temperature determination
In LTE, the intensity of an H 3 + line may be calculated from the usual equation, assuming the emission is optically thin : is the partition function at a thermospheric temperature T. In what follows, we assume a single temperature may be derived from our data. In reality, the parameters we deduce are local-density-weighted averages along the line of sight. For the auroral regions, however, H 3 + concentrations peak in a relatively narrow altitude range (Achilleos et al., 1998; Grodent et al., 2001) , so this approximation is fairly good.
In the QTE approximation, where it is assumed that the ratio of vibrationally excited levels should approximate to a Boltzmann distribution, this equation may be used to derive vibrational temperatures, T vib , by ratioing lines from different vibrational manifolds. The relevant parameters are given in Table I (from Kao et al. 1991) ; for our lines, Eq. 1 then gives:
where β is given by the ratio of the pre-exponential terms in Eq.1, and the reported (see review by . The profiles show there are considerable pixel-to-pixel variations. In part these reflect the difficulty of accurately measuring the hotband intensity. In what follows, therefore, trends in temperature profiles, rather than individual location results, are discussed.
In general in our overall dataset, the rising side of the planet (east on the sky)
is hotter than the centre and the setting side of the planet by about 50K-100K.
Looking at the four regions identified in Paper I, in the majority of our T vib profiles, the RAO and BPR are regions of higher temperature and the DPR and SAO regions of lower temperature. In Table II gives nightly averages of the profile-averaged temperatures. (To indicate relatively reliability, the integrated hotband signal-to-noise is also given.) Two trends emerge:
• The scatter on profile-averaged temperatures decreases from ~400K on September 8 (the first day for which more than 10 profiles were obtained) to ~100K on September 11;
• The nightly averaged temperature increases from 955K (weighted average of September 7 and 8) to 1065K (September 11). In addition, for
September 10 -the night for which most data were obtained -there is a rise of ~50K during the night.
We take this as evidence that the auroral/polar region was generally warming , an orientation where the northern auroral/polar region is most exposed to sunlight (and -possibly -the solar wind).
Column density and total emission
In the QTE approximation, we can derive values for the column density,
), from Eq. 1, although these may underestimate the real total H 3 + column density if there is a relative overpopulation of the Ground State, as has been suggested by Kim et al. (1992) . We can also derive values for the total emission, E(H 3 + ), determined by calculating the total emission per molecule at a given temperature, assuming LTE, and multiplying it by the number of emitters in the line of sight .)
The data is presented in the form of line-of-sight (l.o.s.) corrected values, using a secant correction, with an additional factor on the limb to account for Satoh and Connerney, 1999; Rego et al. 2000) , but even using a 9-pixel rolling average these results show much more structure across the auroral/polar region than has previously been derived. )> show a smooth trend of the period of the observation run. Part of this is due to the fact that on September 7 and 9, the northern aurora was displayed high on the polar limb, where the lineof-sight correction is most difficult to apply. These are also the nights when fewest spectral images for the northern hemisphere were obtained. However, the for Sept. 11, when the northern auroral region was well displayed on the planet, over Sept.8 and Sept. 10, the other two days for similar auroral/polar viewing geometry was available.
Departure from QTE/LTE
In the foregoing data analysis we have made use of the QTE approximation as formulated by Miller et al. (1990) , where relative populations of excited vibrational levels approximate to a Boltzmann distribution and that the temperatures derived from H 3 + therefore represent the true thermospheric temperatures. However, Kim et al. (1992) If the vibrational excited levels of H 3 + are not thermally populated, then the intensity ratio between the two lines observed must be dependent on the collisional excitation rate and, thus, on the local H 2 density. Following Kim et al. (1992) and Schultz et al. (1997) , we assume the most effective way of producing vibrational excitation in H 3 + is by the "proton hopping" reaction:
where the asterix denotes the colliding molecule. The value of the vibrational collision rate for a particular level (τ v=n,col ) is then given by:
where we have explicitly included reference to the particular v=n (n≡1(1) or n≡2(0)) vibrational level, and used τ v=0,col (henceforth
. T is the true kinetic temperature of the neutral thermosphere, and determines the proportion of collisions sufficiently energetic to cause a change in H 3 + vibrational level. k PH can be calculated for a given temperature using the typical ion-molecule reaction rate favoured by Schultz et al. (1997) :
We set k PH (T=1000K) = 10 . The distribution of radiative decay from any given ro-vibrational level can be modelled by a factor, b, which weights the collision time, τ v,col , using the following function:
where the sum is over all the possible radiative decays from the upper level.
In order to assess the influence of non-thermal conditions on the intensity of individual lines, we use a simple modification of the normal equation governing spontaneous line emission (Rego et al., 2000) :
where τ if is the reciprocal of the Einstein A-coefficient for the transition. 
where we have specifically included the values of (E' R(3,4+) -E' Q(1,0-) ), E v=2(0) and E v=1 in kelvin, as well as the reciprocals of A if (=1/τ if ) for the two transitions.
Equation 9 is equivalent to that deduced by Spitzer (1998b) for a three level system, with the exception of the inclusion of the b-parameters.
Since both T and τ v,col are unknowns (and only two lines are available) the use of Eq. 9 is effectively limited either to determining values of T, for a given m -3 at the 1µbar pressure level, a level which is already somewhat lower in altitude than the main H 3 + production peak at 0.3µbar (Achilleos et al., 1998) . (The production peak may be lower than 0.3µbar if more energetic particles than those used in this paper are invoked. Nonetheless, the H 3 + production peak cannot be below the homopause, since reactions with hydrocarbons destroy this ion.) Figure 11 shows that the 1µbar density is (Ballester et al., 1996; Clarke et al., 1998) . As well as variations in jovian azimuthal magnetic field, these features might be explained by density fluctuations. This explanation would fit our data in this region: the l.o.s. If we take these results as demonstrating density fluctuations at a constant altitude of auroral ion production, we should also allow for local density variations to be accompanied by local fluctuations in the temperature of the neutral thermosphere. If the thermosphere behaves adiabatically, we have T ∝ P (γ−1)/γ . For the mixture of H and H 2 prevailing at the 0.3µbar level (Atreya, 1986; Achilleos et al., 1998) , this gives T∝ P 0.3
. It is then possible to solve Eq. 9 iteratively, starting from paired thermospheric baseline pressure and temperature values, P baseline and T baseline , to produce P/T pair profiles: these are not unique solutions to the determination of the physical conditions in the thermosphere; instead, they may be considered as adiabatic P/T paired values consistent with the I(ω HB )/I(ω FUND ) profile. Figure 13a shows the effect on the thermospheric pressure, allowing for adiabatic effects in interpreting the I(ω HB )/I(ω FUND ) profile of the 11N4#166 spectral image, using T baseline =1500K. Figure 13b shows the corresponding effect on the temperature. In both figures we display the results for values of P baseline of 0.3µbar (broken line) and 0.6µbar (solid line). Figure 13 shows that a higher average value of T, ~1550K, is associated with the lower baseline pressure, while for P baseline =0.6µbar, the average thermospheric temperature is ~1480K.
Comparison of Fig. 13a with Fig. 12 shows that the data can be fitted with much smaller pressure fluctuations, if adiabatic effects are considered.
Discussion
In presenting our results, we have examined two interpretations that fit what was observed -QTE and small departures from this, with or without allowances for adiabatic changes to the thermospheric baseline temperature.
Neither of these interpretations is without its problems. Presenting the data in terms of QTE is the most straightforward and is consistent with the approaches of previous studies. We have generally discussed our results in terms of regional temperatures, but within our designated regions -RAO, DPR, BPR and SAO -there are considerable pixel-to-pixel variations that we have so far not tried to examine in detail. This is the first study, however, to examine the temperature structure of the jovian upper atmosphere at such high spatial resolution. At the rarified pressures of the jovian thermosphere, small variations in local energy inputs -due either to particle precipitation or in excess of previous studies and the results of the Galileo probe (Seiff et al., 1996) . (N.B. the Galileo probe entered the jovian atmosphere at a location close to the equator, rather than in the auroral/polar region studied here.) The In this study, we have not considered whether the effect of the resonant excitation mechanism (Eq. 3), proposed by Kim et al. (1992) to produce high populations in the (v 2 =2) levels, could play an additional role. If this mechanism were even more efficient than Kim et al. (1992) showed that this period was also marked by an increase in the velocity of the auroral electrojet. Southwood and Kivelson (2001) and Cowley and Bunce (2001) have both proposed that increasing auroral activity can be triggered by an expansion of the middle jovian magnetosphere, which itself could be due to decreased solar wind pressure: precipitation and electrojet velocities would increase, leading to the sort of heating observed in our data. This mechanism could certainly account for changes to the auroral oval itself;
corresponding changes in those regions of the magnetosphere that couple to the polar ionosphere would also produce heating there.
Conclusions
This is the first spectroscopic study of the dynamic physical properties of the jovian auroral/polar ionosphere to be carried out at high (<1") spatial resolution, using a newly observed hotband line of H 3 + simultaneously measured with a fundamental line on the same array. It is clear from our observations that the parameters usually reported -temperature, ion density and emission -vary over distances much smaller than the extent of the auroral region, revealing fine-scale detail not previously considered. This result has consequences for future imaging and spectral studies, as well as attempts to model Jupiter's upper atmosphere, although we conclude that studies using H 3 + imaging or spectroscopy of limited spectral ranges to derive total emission/cooling values are justified in their approach.
We have also stepped beyond this approach to provide evidence for an alternative non-thermal explanation for the variation in the intensity ratio between the two lines measured. We conclude that a non-thermal explanation requires thermospheric temperatures greatly in excess of those previously recorded, a strong argument against any significant departure from LTE. New studies are underway which attempt to measure large numbers of ro-vibrational lines in different vibrational manifolds simultaneously, thus making it possible to derive rotational and vibrational temperatures for the same location and the same time. The increased auroral activity noted during the period of our observations now needs to be compared with the data from spacecraft observations over the same period to see if mechanisms recently proposed can account for it. 
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