Abstract-We consider a top-down statistical channel generator where the transfer function between pair of nodes is computed using transmission line theory applied to a randomly generated in-home network topology. We describe the random topology model that has been derived from the observation of regulations and common practices in real scenarios. This approach allows a strong connection with physical reality and constitutes a theoretical framework that makes it possible to derive considerations on the statistical channel characteristics. We focus on the study of the statistics of the channel, we investigate the dependency from the model parameters, and we show that the generated channel responses can be classified in terms of average capacity, or in terms of the location of the associated nodes within the topology layout.
I. INTRODUCTION
Unlike other communication mediums, power lines suffer the substantial absence of a universally accepted model that is able to fully describe the statistical channel properties. Some models have been proposed, but most of them follow a topdown approach that is not able to take into account all the physical realities. An example is given in [1] , where it is proposed to divide the set of power line channels into nine classes according to their Shannon's capacity. Each class is associated to a certain average path loss profile. Channel frequency responses of a given class are then randomly generated using a statistical model of notches and peaks. Another top-down model has been proposed in [2] . In this case the idea is to extend in a statistical way the DostertZimmermann analytical model introducing a variability in the parameters. The parameters can be adjusted to obtain a partition of channels into classes following the classification in [1] . Although the analytical expression of the frequency response used in [2] is derived from the multipath propagation model, it is not fully capable of describing the physical reality since it has no strict connection to a certain topology and layout of lines, loads and outlets. Furthermore, it is not capable of describing the time variations of the channel. It has however to be recognized that the top-down channel generators enjoy a fast computer implementation and that are suitable for the analysis of signal processing and communication algorithms.
A closer connection with physical reality can be obtained following a bottom-up approach. In this case, given a certain topology the channel transfer function among two nodes can be obtained via transmission line (TL) theory. Clearly, this requires to know all the information about the topology, i.e., displacement of cables, cable types, line lengths, loads, etc. In addition, the bottom-up approach requires a fast method to compute the channel transfer function since the topology can be rather complex, especially in indoor networks as herein considered. Now, to obtain a statistical bottom-up channel generator it is necessary to develop a random generator of topologies. To this respect, a first random model for the topology has been presented in [3] . However, the model in [3] focuses on the American indoor scenario and it is not sufficiently general and appropriate to describe the complex topologies encountered in practice. In this paper we present a novel indoor topology generator. It has been derived from the observation of wiring practices and norms in Europe. For each topology realization we compute the transfer function of any pair of outlets using the fast and computationally efficient methodology described in [4] that we refer to as voltage ratio approach.
Some preliminary results about the statistical properties of the proposed bottom-up random channel generator have been reported in [5] . In this paper we report a comprehensive analysis. We study the effect of changing the parameters and in particular the area of the topology. Furthermore, we show that the channel generator allows partitioning the channels into capacity classes or classes related to the location of the nodes. In general the developed channel generator allows having a strong connection with physical reality and constitutes a theoretical framework that makes it possible to derive considerations on the statistical channel characteristics.
The paper is organized as follows. In Section II and III we present the topology generator and the channel transfer function calculation method. In Section IV we study the statistics of the channel focusing on the RMS delay spread and average channel gain. We also deal with channel classification. The conclusions are reported in Section V.
II. THE TOPOLOGY GENERATOR
The topology generator is realized from a model derived by the observation of regulations and common practices in real scenarios. As an example, we report in Fig. 1 a topology arrangement generated by the algorithm described below. We have carried out an analysis of indoor scenarios that satisfy all the European rules and recommendations on that matter. In most of the cases we surprisingly found a quite regular structure where outlets of the same room are connected to the same node, referred to as "derivation box", and all the derivation boxes are connected together at a second level according to nearness and reachability rules. We have also observed that on average all the outlets fed by the same derivation box are nearby placed around the referenced derivation box in a limited area that has quite regular dimensions for all derivation boxes. Then, we have concluded that the location plan can be divided in elements that contain a derivation box and associated outlets. By the experimental observation about the existence of regular dimensions, we propose to simplify the representation using elements of the same area that are referred to as "clusters". The particularity of clusters is that even if there is no bond in their shape, in practice they can always be well represented by a rectangle with a fixed area, but variable dimension ratio. A simpler representation uses a square shaped cluster. Each cluster contains all the outlets connected to a derivation box and the derivation box itself. Different clusters are usually interconnected only through the derivation boxes. Observations of real scenarios also suggest a significant correspondence between the clusters and the room shapes. This allows an easier understanding of the network topology and of the cluster displacement starting from the location plan.
According to the experimental observations, and with the proposed partition of the topology into clusters, we have derived a statistical topology generation algorithm, where a location plan of area A f is build up as a random displacement of neighboring clusters. For a given location plan realization, all the clusters have square shape with the same area A c . A c is assumed to be uniformly distributed in a realistic interval. The number of clusters N c that build up a topology of area A f is defined as
Without any loss of generality, we distribute outlets only along the cluster perimeter. We do so assuming that there is no difference between an outlet placed inside the cluster and an outlet placed along its perimeter, if connection lengths are the same in both cases. We choose the number of outlets inside each cluster as a Poisson variable of intensity Λ p , so outlets are placed according to a Poisson arrival process. This means that given their number, outlets are uniformly distributed along the cluster perimeter and this is the most plausible choice. Derivation boxes are always placed inside their respective clusters and next to the same corner, so they are as regular spaced as we have found in practice. More in detail, to introduce some variability, each derivation box is shifted from its reference corner by a bi-dimensional offset generated as a pair of uniform distributed variables defined between 0 and half of the length of the cluster.
Outlets are connected to the associated derivation box according to the three most common practices that we have found, i.e., a star structure that satisfies the minimum distance criterion, a star topology with conductors placed along the sides only, and a bus topology. At the second layer, connections between derivation boxes fulfill the reachability and the nearness criteria with cables of section according to norms such that voltage drops are reduced. The special role played by the service panel, that is a derivation box itself, is taken also into account.
We have also studied the impact of the loads. For this purpose, we have collected from experimental measurements a set of 10 loads for the indoor scenario, such as lamps or computer transformers. These loads are randomly selected. If we define with p v the probability that no loads are connected to a plug, the probability p l that a given load extracted from the previous set is plugged to an outlet where an appliance is connected, reads
In order to simulate different scenarios the parameters p v , as well as A f and A c , are appropriately adjusted.
III. TRANSFER FUNCTION CALCULATION
To compute the transfer function among any pair of outlets o 1 , o 2 in a certain topology realization we use the methodology presented in [4] that exploits TL theory. More in detail, we first find the shortest signal path between the pair of outlets and we refer to it as "backbone". We then remap the entire topology such that we obtain an equivalent topology that comprises the backbone and a set of branches that depart from intermediate junctions. Then, we divide the backbone in elementary blocks called "units". A unit contains the portion of line between two intermediate nodes of the backbone, a junction to which a branch is connected to, and the branch itself. We then compute the transfer function of each unit as the voltage ratio between the two input/output ports of the unit. Finally, the overall channel transfer function H(f ), i.e., the insertion loss between o 1 and o 2 , is obtained by the multiplication of the sub-transfer functions H i (f ) of the N u component units:
With this methodology the channel transfer function is computed in a computationally efficient way, even for complex topologies where time-domain algorithms fail or become too complex.
IV. STATISTICAL ANALYSIS
We now report the analysis of the statistical properties of the channel generator. The parameters that can be adjusted are A f , A c , Λ o and p v that respectively denote the area of the topology, the area of the cluster, the intensity of the Poisson process that controls the distribution of the outlets and the probability that no loads are connected to an outlet. The parameters have been optimized to obtain results close to the ones obtained from experimental campaigns and the observations of regulations and common practices in real scenarios. Tab. I collects the parameters. As it can be noticed, we consider three topology areas A f . 
The CTFs (channel transfer functions) are computed in the frequency domain in the 1-30 MHz band. The impulse response h i = h(iT s ) is obtained via the Inverse Discrete Fourier Transform with 2N points and sampling frequency resolution F s = 60/2NMHz = 100kHz = 1/T s .
The following analysis focuses on the root mean square delay spread and the average channel gain.
A. Delay Spread Analysis
The RMS delay spread is an important metric for the design of communication algorithms and it is defined as
In Fig. 2 we report the cumulative distribution function (CDF) of the RMS delay spread evaluated as a function of the topology area A f that is equal to 100, 200 and 300 m 2 . We have drawn 500 channel realizations for each topology size. In all cases, the CDF is well fitted by a log-normal distribution. As it can be seen, larger topologies manifest channels with larger values of RMS delay spread. In Tab. II we report the maximum, the average and the standard deviation of the RMS delay spread in all three cases.
We now investigate in more depth the log-normal behavior of the RMS delay spread. First, we merge all channel realizations for all three areas in a unique set Σ. We then consider the following logarithmic normalized delay spread In Fig. 3 we report the quantile-quantile plot of σ τ versus the normal distribution. As it can be seen in Fig. 3 , σ τ doesn't exhibit a linear trend for all values. Therefore, the delay spread is not strictly log-normal, and the deviations from normality of σ τ are more pronounced for lower values.
This behavior can be explained by observing that lognormality is the result of a very large number of multipath multiplicative effects [6] . If the RMS delay spread is small, it is reasonable to suppose that the associated channels are not affected by strong multipath effects, so that the log-normal behavior is no more justified, as Fig. 3 suggests.
To confirm this interpretation, we evaluate the statistics of the delay spread under the constraint that the pair of outlets is connected with a backbone of length larger than 5 m. In this way we discard the channels associated to outlets that are close and that are supposed to be less affected by multipath effects. This is because we speculate that very short backbones present less discontinuities, less reflections and therefore, less multipath propagation effects. We define withΣ the set of RMS delay spread realizations conditioned on a backbone longer than 5 m. The logarithmic normalized conditional delay spread is denoted withσ τ . The corresponding quantilequantile plot is shown in Fig. 3 . Now, the delay spreadσ τ has a distribution closer to the normal one.
We have then performed two different tests to reject or not the null hypothesis forσ τ samples, at a 5 % of significance level. In particular, we have performed the Jarque-Bera and Lilliefors tests [7] , [8] and both of them have rejected the null hypothesis. This means that even ifσ τ exhibits a quite linear trend in Fig. 3 , the more accurate tests reveal that it is not normal distributed. This result appears in contrast to the one reported from the analysis of measured channels in [6] that claims a normal nature for the logarithm version of RMS delay spread. The inconsistency can be explained with the different number of realizations managed in the two cases. In fact we consider 1500 realizations, while in [6] only 120 measured channels are used.
To better compare results, we have randomly chosen 200 realizations from the setΣ. This set of channel realizations is denoted withΣ c . We have then performed again the JarqueBera and Lilliefors tests forσ τc , which realizations are defined asσ
The results are shown in Tab III and they say that the null hypothesis is fulfilled forσ τc . This suggests that the tests are strongly affected by the number of realizations evaluated. Therefore, we conclude that 100 realizations are not statistically sufficient to make accurate statistical considerations about the channel properties. However, the log-normal distribution remains an acceptable approximation for the delay spread distribution. 
B. Average Channel Gain Analysis
The second metric that we consider herein is the average channel gain (ACG), that is defined as
In Fig. 4 we show the quantile-quantile plot of the ACG in dB (G dB ) versus the standard normal. The non linear trend of G dB tells us that it is not normally distributed as confirmed also by Jarque-Bera and Lilliefors tests.
To better investigate the real nature of ACG we have evaluated its behavior in relation to the topology area A f . In the top plot of Fig. 4 we report the quantile-quantile plot of the ACG for the topologies of area 100, 200 and 300 m 2 (without any bound in the backbone length). Now, for a given topology area the ACG in dB exhibits a normal behavior. Some discrepancy from normality is exhibited only for high values. Furthermore, we have found that G dB for the topologies of area 100 m 2 are spread down to −60 dB, while for topologies of area 200 m 2 down to less than −80 dB and in topologies of area 300 m 2 down to about −100 dB. It is worthwhile noting that the standard deviation is significantly different in the three cases and this could explain why the bottom plot of Fig. 4 shows that the ensemble of channels with unconstrained topology area does not have a normal behavior. In fact, if we consider a random variable that is obtained merging realizations of normal variables with different standard deviations, we do not get a normal random variable.
C. Channel Classification
The bottom-up random channel generator allows generating channels and partition them into certain classes, i.e., it allows a classification.
A first classification can be made according to the topology area A f . A second classification is based on the average capacity. We have partitioned the channel realizations into 5 classes of capacity according to Tab. IV, assuming a transmitted Power Spectral Density (PSD) of -50 dBm/Hz and additive white Gaussian noise with PSD = -140 dBm/Hz. We have divided the capacity range 0 -900 Mbps into 5 intervals of 180 Mbps each, and we have filled each class with realizations that present a capacity in the considered interval. Tab. IV also shows the percentage of channels that fall in a certain class. This classification is similar in spirit to the one proposed in [9] and [10] where, however, 9 capacity intervals were proposed for channels in the 1-100 MHz frequency band. Now, for each capacity class we have evaluated the average path loss in Fig. 5 . We also report a cubic polynomial fit of the path loss which essentially shows that there is a oneto-one correspondence between average capacity and average PL profile. Worse capacity classes are characterized by ripple Cumulative distribution functions of RMS delay spread for intracluster and intercluster classes.
effects that can be traced back to particular topology practices, i.e. the star cable layout inside clusters is mostly responsible for this behavior.
The exploitation of the topology information in the bottomup channel generator allows a third channel classification. It is based on the division of the set of channel realizations in two new sets that we define as intracluster and intercluster. The first set comprises channel realizations among pair of outlets belonging to the same cluster, while the second class comprises channels among outlets that belong to distinct clusters.
In Fig. 6 we report the average path loss and its cubic polynomial fit for the intracluster and intercluster channels. Differences between the two profiles can be traced back to the different topological nature of such channels. More in detail, the intracluster path loss profiles do not change with the topology area, but they are influenced by the cluster area. Conversely, it is straightforward to note that intercluster path loss profiles are a function of the topology area A f .
In Fig. 7 we show the CDF of the RMS delay spread for the intercluster and intracluster channels, while the quantilequantile plots of G dB are shown in Fig. 8 . To obtain these plots we have merged all channel realizations for the three topology areas. As the intuition suggests, the intercluster channel exhibit higher delay spreads, that can be quantified, let's say, by a factor of more than two with respect to that exhibited by the intracluster channels. Fig. 8 shows an interesting behavior too. In fact, for the intracluster channels, G dB shows a lower spread trend than for the intercluster channels. This is because intracluster channels are insensitive to the topology area. Conversely intercluster channels are strongly affected by the topology area.
V. CONCLUSIONS
In this paper we have considered statistical channel modeling using TL theory on randomly generated topologies. This approach allows maintaining strong connection to physical reality and deriving a theoretical framework for the analysis of the statistical characteristics of the channel. The simulator is capable of efficiently computing the transfer function between any pair of nodes in any complex topology through a voltage ratio method that partitions the network in elementary units. We have focused on the description of the random topology model that has been derived from the observation of common practices and norms. The key idea is the division of the location plan into elementary cells that are referred to as clusters. Each cluster owns a derivation box that serves a number of outlets. Then, we have investigated the behavior of the channel as a function of the model parameters and in particular the total area and the area of the cluster. The statistical analysis of the RMS delay spread and average channel gain reveals that they are only approximately log-normal in contrast to conclusions reported from the analysis of measured channels [6] . We have shown that the discrepancy is due to the limited number of channels used in previous statistical studies as well as the inability, in those studies, of selecting channels according to the principal path distance. Even if not reported here due to space limitations, we have carried out an in-depth comparison with results from experimental campaigns in [11] which shows the good agreement between the simulated and the measured channels. In particular, we have found that excellent convergence between simulated and experimental results is achieved if the statistical analysis is done over subsets of channels that satisfy the same conditions assumed in measurement campaigns, e.g., a constraint on the minimum backbone length. In fact, measurements are typically, and deliberately, made among pair of outlets that are sufficiently far apart since they are considered as representative of locations where the modems might be installed. This is why we have herein reported a delay spread analysis for channels associated to a sufficiently large backbone length.
Finally, we have shown that the channel generator allows partitioning the channel responses into classes that are a function of certain classification metrics, e.g., the topology area, the average capacity, the backbone length among pair of nodes, the belonging of the outlets to the same cluster or to distinct clusters. In conclusion the developed channel simulator is a powerful tool that allows the generation of statistically representative channels and the in-depth understanding of their characteristics as a function of the topology layout.
