



COMPARATIVE COMPUTATIONAL STUDIES  
OF LI, NA, AND MG INSERTION  
IN ELEMENTAL GROUP IV MATERIALS AND OXIDES: 






FLEUR CORNELIE GRACIETTE LEGRAIN 






A THESIS SUBMITTED 
 
FOR THE DEGREE OF DOCTOR OF PHILOSOPHY 
DEPARTMENT OF MECHANICAL ENGINEERING 







I am deeply grateful to my supervisor Dr. Sergei Manzhos for his 
continued support and guidance during these few years. I was very fortunate 
to have such an advisor who devoted long hours to the education of the 
difficult student he randomly inherited that I was. I am grateful for the - 
sometimes public holiday - afternoons he spent desperately trying to get 
some proper oral presentations out of me. I also really appreciate the many 
hours he dedicated trying to unravel for me the magic of SIESTA or other 
scientific matters, and answering all my questions at any time. I am also 
deeply grateful for his frequent insights about the workings of the academic 
world.  
I am also truly grateful to Pr. Nhan Phan-Thien for taking the time to 
attend many of my presentations at NUS and for his valuable advices and 
comments. 
I also would like to express my sincere gratitude to Dr. Oleksandr Malyi 
who also played a critical role in my education and without whom I would not 
have benefited from the fruitful three months I spent in Pr Persson’s group at 
the University of Oslo early 2015. I extend my gratitude to Pr. Persson for his 
great kindness, the valuable discussions, and for being such an inspiration. 
I am also sincerely grateful to my examiners Pr. Palani Balaya, Pr. Qing 
Wang, and Pr. Beate Paulus for dedicating many hours of their precious time 




Table of Contents 
Acknowledgements ....................................................................................... iii 
Summary ...................................................................................................... vii 
List of Tables ............................................................................................... xiii 
List of Figures ............................................................................................. xvii 
List of Symbols and Abbreviations .............................................................. xxiii 
Chapter I    Introduction and literature review ............................................ 1 
I.A. Need for efficient energy storage systems..................................... 2 
I.B. Characteristics of efficient energy storage systems ....................... 2 
I.C. Electrochemical batteries as a promising energy storage 
technology ..................................................................................... 3 
I.D. Finite and geographically concentrated lithium resources ............. 6 
I.E. Potential of sodium- and magnesium-ion batteries ........................ 7 
I.F. Challenges facing the design of anodes for sodium- and 
magnesium-ion batteries ............................................................... 9 
I.G. Promising anode materials include group IV elements as well as 
titanium dioxide ........................................................................... 11 
I.H. The power of modeling for electrode design ................................ 21 
I.I. Project description ....................................................................... 30 
Chapter II    Methods .................................................................................. 35 
II.A. Density functional theory ............................................................. 36 
II.B. Orbital-free density functional theory ........................................... 50 
II.C. Vibrational Analysis ..................................................................... 54 
Chapter III    Group IV materials for lithium, sodium, and magnesium 
storage ................................................................................ 62 
III.A. Importance of the group IV in the search for effective anode 
materials ..................................................................................... 63 
III.B. Computational setup ................................................................... 64 
III.C. Insertion sites .............................................................................. 66 
III.D. Insertion energetics ..................................................................... 69 
III.E. Migration of lithium, sodium, and magnesium in the group IV 
materials ..................................................................................... 76 
III.F. Effect of dopant-dopant interaction .............................................. 80 
III.G. Conclusions ................................................................................ 84 
v 
 
Chapter IV   Phononic effects on lithium, sodium, and magnesium 
storage properties of silicon and tin ..................................... 87 
IV.A. Critical effect of temperature on Li/Na/Mg-doped silicon and tin .. 88 
IV.B. Phononic effect on the storage properties of silicon for lithium, 
sodium, and magnesium  ............................................................ 90 
IV.C. Phononic effects on lithium, sodium, and magnesium insertion in  
and  tin ...................................................................................... 98 
IV.D. Conclusions .............................................................................. 103 
Chapter V    Doping the group IV materials with group III elements as a 
strategy to facilitate the intercalation of lithium, sodium, 
and magnesium .................................................................. 105 
V.A. Unfavored insertion of sodium and magnesium dopants in most 
group IV materials ..................................................................... 106 
V.B. Computational setup ................................................................. 107 
V.C. Doping diamond silicon with aluminum ...................................... 108 
V.D. Energetics for Li/Na/Mg insertion in pure and Al-doped silicon .. 112 
V.E. Energy barriers for Li/Na/Mg diffusion in pure and Al-doped silicon
 .................................................................................................. 119 
V.F. Generalization: insertion energetics of lithium, sodium, and 
magnesium in Ga-doped germanium ........................................ 121 
V.G. Conclusions .............................................................................. 123 
Chapter VI    Amorphization as a second approach to facilitate the 
intercalation of lithium, sodium, and magnesium in the 
group IV materials .......................................................... 126 
VI.A. Amorphization: an attractive strategy to make carbon and silicon 
work for sodium and magnesium storage .................................. 127 
VI.B. Effect of amorphization on the storage properties of silicon for 
lithium, sodium, and magnesium ............................................... 128 
VI.C. Effect of amorphization on the insertion energetics of lithium, 
sodium, and magnesium in carbon ............................................ 136 
VI.D. Conclusions .............................................................................. 143 
Chapter VII    Interaction of lithium, sodium, and magnesium with 
different phases of titanium dioxide including the effects of 
amorphization ..................................................................... 145 
VII.A. Crystalline and amorphous titanium dioxide: promising materials 
for electrochemical storage ....................................................... 146 
vi 
 
VII.B. Computational setup ................................................................. 147 
VII.C. Insertion energetics ................................................................... 149 
VII.D. Density of states analysis and charge accommodation mechanism
 .................................................................................................. 154 
VII.E. Conclusions .............................................................................. 157 
VII.F. Acknowlegments ....................................................................... 158 
Chapter VIII    Nanosizing and interfacial effects on the energetics of 
titanium dioxide for lithium storage............................. 159 
VIII.A. Nanostructured titanium dioxide ................................................ 160 
VIII.B. Computational setup ................................................................. 162 
VIII.C. Adsorption and insertion sites of lithium, sodium, and magnesium 
in titanium dioxide ..................................................................... 166 
VIII.D. Adsorption and insertion energetics for lithium, sodium, and 
magnesium in titanium dioxide nanosheets ............................... 166 
VIII.E. Conclusions .............................................................................. 170 
Chapter IX  Towards large-scale ab initio modeling: highly accurate 
local pseudopotentials of lithium, sodium, and magnesium 
for orbital free density functional theory ............................ 172 
IX.A. Battery modeling requires larger scale calculations ................... 173 
IX.B. Methods .................................................................................... 176 
IX.C. Lithium ...................................................................................... 179 
IX.D. Sodium ...................................................................................... 181 
IX.E. Magnesium ............................................................................... 183 
IX.F. Conclusions .............................................................................. 185 
Chapitre    X    Conclusions and outlook ................................................ 188 
      X.A.     Conclusions .............................................................................. 189 
      X.B.     Outlook ..................................................................................... 192 
Bibiography ................................................................................................ 195 






In search for effective anode materials for sodium- and magnesium-ion 
batteries, we use density functional theory calculations to rationalize the 
storage characteristics of key anode material candidates. Specifically, we 
provide the first consistent study of sodium and magnesium versus lithium for 
their insertion and diffusion in elemental group IV materials and in titanium 
dioxides. 
For the different ion-host material systems we compute the intercalation 
energies for the insertion of the ion in the host material as well as the 
migration barriers for the ion diffusion. These storage properties are essential 
as they inform experimentalists about theoretical limits of performance of the 
material itself. Those properties are computed for lithium, sodium, and 
magnesium in the most stable phase of carbon, silicon, germanium, tin, lead, 
and titanium dioxides.  
A few less stable phases are also investigated, specifically alpha tin, the 
anatase and bronze structures of titanium dioxide, as well as the amorphous 
phases of carbon silicon, and titanium dioxide. These less stable phases are 
also critically important as they can (i) spontaneously form upon ion 
intercalation and deintercalation or (ii) they can provide better storage 
properties and in such cases it can be possible to stabilize them as electrode 
material.  
We also investigate doping as a strategy to tune the storage properties of 
electrode materials. Specifically, we consider the effect of p-doping on silicon 
and germanium. We find that it facilitates considerably the insertion of lithium, 
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sodium, and magnesium in the host material without changing significantly 
their migration barriers for diffusion. 
We build a comprehensive picture of the interaction of Li, Na, and Mg with 
potential electrode materials by considering effects which affect the electrode 
performance but are generally neglected in theoretical studies. Specifically, 
we estimate the effect of phonons (on silicon and tin) as well as the effect of 
nanosizing (on titanium dioxides). Although generally negected, we show that 
the vibrational contributions can be significant, with values as high as 0.2 eV 
for the intercalation energies and 0.1 eV for the migration barriers. The effects 
associated with nanosizing and with the interfaces are important as 
nanostructured (rather than bulk) materials are generally used in 
electrochemical batteries. We study these effects across different structures 
of titanium dioxide for lithium storage. The results show that the interfacial 
and nanosizing effects are very phase-dependent, and depend largely on the 
changes in atomic structure that the crystalline TiO2 phases undergo upon 
nanosizing.  
Because modeling of the (whole) charge-discharge dynamics of the 
electrode material is tremendously expensive with density functional theory 
but would be of incredible value for a better understanding of the 
intercalation-deintercalation phenomenon of many materials, we contribute in 
the last chapter to the development of orbital-free density functional theory, 
which is a promising scheme for such applications. Specifically, we propose a 
new method to build highly accurate local pseudopotentials, and provide such 
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I.A. Need for efficient energy storage systems 
Meeting the global energy demand with clean and sustainable sources of 
energy is one of the key challenges of the 21st century. The world cannot 
afford to continue relying mostly on fossil fuels. Not only gas and oil resources 
are limited, but fossil fuel-based economy contributes to global warming and 
makes the environment unhealthy – even hazardous in some cities of the 
world. In addition, the rising human population together with increasing living 
standards implies an ever-increasing energy consumption in the upcoming 
decades. There is much hope today in renewable sources such as wind and 
solar, which are clean and relatively affordable sources of energy. However, 
the intermittence of wind and sunlight challenges their integration into the grid. 
Effective grid integration (and thereby widespread use) of renewables can be 
achieved by using efficient energy storage technologies. In addition, efficient 
electricity storage technologies are also essential for (hybrid- or all-) electric 
vehicles, which will help reduce fossil fuel use in transportation and diminish 
associated pollution. And last but not least, the demand for ever smaller and 
lighter portable consumer electronics calls for more and more efficient 
portable electricity storage technologies. 
I.B. Characteristics of efficient energy storage 
systems 
The main characteristics of a storage technology are its energy density 
(i.e. the amount of energy that can be stored, either in energy per unit of 
volume, i.e. volumetric, or in energy per unit of mass, i.e. gravimetric), 
efficiency (ratio of energy consumed to charge over energy released upon 
discharge), cycle life (i.e. number of complete charge/discharge cycles 
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performed before the capacity is significantly reduced), cycling rate and 
power (i.e. charge/discharge rate), safety, and cost. 
On-grid applications require energy storage devices with a high cycling 
rate1, efficiency and cycle life2 in order to be, at least, energetically effective. 
To also meet cost-effectiveness, energy storage devices should, of course, 
be relatively inexpensive. 
For storage technologies aiming at integration into an electric vehicle, a 
consumer electronics or any other mobile device, characteristics such as 
cycling rate, cycle life, cost, and safety remain essential, but the key 
component is the energy density (volumetric and/or gravimetric). 
I.C. Electrochemical batteries as a promising energy 
storage technology 
Electrochemical batteries are as of today the most (or one of the most) 
promising energy storage technology for all three applications described 
above: grid integration of renewables, electric vehicles and electronic devices. 
The considerable interest in electrochemical batteries is driven by their 
relatively high energy density and efficiency. Working principles of an 
electrochemical battery are illustrated in Figure I.1 using the specific example 
of the well-known Li-ion battery. The main components of a Li-ion battery are 
its two electrodes (positive and negative electrodes, named cathode and 
anode) and the electrolyte. By electrode, we will refer to the active material 
used to store the metal ions (Li, Na, Mg…), similar to the way the term 
electrode is generally employed in the field (as opposed to contact 
electrodes). Both electrodes can store Li atoms, but the Li chemical potential 
is higher at the anode than at the cathode, which is equivalent to say that the 
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electrochemical potential at the anode is lower than at the cathode. The 
resulting electrochemical potential difference or voltage between the cathode 
and the anode gives rise to a force driving the Li atoms from the anode to the 
cathode. However, the electrolyte, located between the two electrodes, and 
which is ion conducting but electron insulating, can only conduct the Li ions 
from the anode to the cathode on the condition that the remaining electrons 
are transferred from the anode to the cathode via the external circuit. That is 
why discharge of the battery only happens when the external circuit is closed. 
During discharge, the power 𝑃 is provided: 
 𝑃 = Δ𝑉𝐼  (I.1) 
In the equation, 𝐼 is the electrical current and Δ𝑉 is the operational voltage 
of the battery. In the following we will also speak of the voltage of the 
electrode (either anode or cathode), even though a voltage is a difference in 
potential and is not defined absolutely at one electrode. We will therefore 
assume that the voltage of the electrode is measured versus a reference 
electrode, as it is commonly done in the literature, and unless otherwise 
stated, the reference is assumed to be Li/Li+, Na/Na+, or Mg/Mg2+. The energy 
𝐸 stored in the battery, which is proportional to the current 𝑖, the voltage Δ𝑉, 
and the time 𝑑𝑡 of discharge, can also be expressed as: 
 𝐸 = ∫ Δ𝑉𝑖𝑑𝑡 = ∫ Δ𝑉𝑑𝑞 = Δ𝑉̅̅̅̅ 𝑥𝐿𝑖𝑒 (I.2) 
The equation (I.2) shows that the energy stored in the battery is 
proportional to the average operational voltage Δ𝑉̅̅̅̅  as well as to the charge 
𝑞 = 𝑥𝐿𝑖𝑒  transferred via the external circuit during discharge (which is 
proportional to the amount of Li atoms 𝑥𝐿𝑖 , that can be stored in the 
electrodes), 𝑒 is the elementary charge. The maximum charge 𝑞 stored in the 
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materials can be reported per unit of volume (mAh/cm3) or per unit of mass 
(mAh/g), which is called specific capacity. 
 
Figure I.1. Schematic description of a Li-ion battery. In the charge state, Li 
atoms reside in the anode. When electrons can flow from the anode to the 
cathode via the external circuit (as the electrolyte is electronically insulating), 
Li ions diffuse to the cathode where their chemical potential is lower. 
Reprinted (adapted) with permission from (J. Am. Chem. Soc., 2013, 135(4), 
pp 1167-1176). Copyright (2015) American Chemical Society. 
 
Critical for battery performance are not only the relative potentials (or 
voltages) between electrodes, but also the absolute potentials. The absolute 
electrochemical potentials of the electrodes should be higher than that of pure 
Li: the stability of Li in the anode (and the cathode) should indeed be greater 
than that of Li in bulk Li, or otherwise Li ions may not insert into the electrodes 
but cluster at the surface of the electrodes (and possibly result in Li dendrite 
formation and short-circuit). The electrode potentials should also be within the 
electrolyte voltage (redox) window to avoid undesirable reactions between the 
electrolyte and one of the electrodes, i.e. the potential of the cathode should 
not be too high and that of the anode not too low (see Figure 5 of Ref. 3 as 




The rate at which the battery can be charged or discharged is also of 
paramount importance when designing a battery, and it is called rate 
capability. The rate of a battery is commonly expressed with the 𝐶 rate, which 
is the measure of the rate of charge or discharge of a battery relative to its 
capacity. The rate of charge-discharge is said to be of 𝐶/𝑛 if it allows the 
complete charge (or discharge) of the battery in 𝑛 hours.   
I.D. Finite and geographically concentrated lithium 
resources 
Commercialization of Li-ion batteries started in 1991 by Sony, and they 
are now, more than 20 years later, still dominating the market for 
rechargeable batteries. Widely used in consumer electronics (such as 
smartphones and laptops), Li-ion batteries are also the technology currently 
preferred in electric vehicles. This is because Li-ion batteries offer today a 
good energy density (ranging between 100 and 150 Wh/kg)5, a reasonable 
charge-discharge rate capability (a few 𝐶)6 and a high cycle life (up to ~103-4 
cycles)6 at a competitive cost.  
However, while their use in consumer electronics and electric vehicles 
may continue to grow, Li-ion batteries will most likely never be suited for large 
scale on-grid applications. This is because on-grid applications call for 
storage capacities on so large a scale (on terawatt-hour scale) that Li 
availability will become a limiting factor, as Li is relatively non-abundant in the 
earth crust. It has been estimated that Li deposits could be depleted in the 
near future in optimistic scenarios for electric vehicle production.7 In addition, 
Li deposits are geographically concentrated: more than 43% of deposits are 
located in the ABC triangle made up by Argentina, Bolivia and Chile.8 There is 
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therefore little chance that one can rely on Li-ion batteries for on-grid 
applications in addition to their widespread use in transportation. By taking 
the upper value of the estimates of Li resources (65 million tons) and the 
lower value of the Li reserves (12 million tons) reported in Ref. 9  and 
assuming a voltage of 4 V5 for the electrochemical batteries, the total storage 
capacity of Li-ion batteries would range between 0.2 to 1.0 TWh if all the 
world’s Li resources were used to make Li-ion batteries. With a global wind 
power capacity of about 400 GW in 2014 (and constantly increasing), 0.2-1.0 
TWh was already significantly below the storage capacity needed (about 2 
TWh) to store the global wind energy for diurnal use. 
I.E. Potential of sodium- and magnesium-ion 
batteries 
The non-abundance and geographic concentration of Li resources call for 
alternatives to Li-ion batteries, especially for on-grid applications, for which 
considerable capacity of energy storage is required. There is, specifically, 
increasing effort devoted to non Li-ion batteries. Li is an ideal metal because 
it is light, small and monovalent (Li1+). Its small weight and size result in a 
high gravimetric and volumetric energy density, while its monovalency and its 
small size make its diffusion in electrodes and electrolytes relatively easy, 
leading to a good charge-discharge rate capability. Looking at the periodic 
table, Be (beryllium) would be the second element of choice in terms of 




To select promising alternatives to Li, which can give a high energy 
density and a high charge-discharge rate capability at low cost, some of the 
key factors are listed in Table I.1. 
Table I.1. Reduction potential, weight, valence, ionic radius, and abundances 




weight (u) valence ionic radius 
abundance 
(wt%) 
Li -3.00 6.9 1 0.90 0.001 
Na -2.71 23.0 1 1.16 3.4 
Mg -2.38 24.3 2 0.81-0.97 2.1 
Al -1.66 27.0 3 0.675 19.0 
K -2.92 39.1 1 1.52 2.0 
 
Na and Mg offer a good trade-off between all the factors: they are 
relatively small and light, and particularly benign, cheap, and abundant, which 
makes them attractive alternatives to Li. This explains why Na-10-14 and Mg-15-
17 ion batteries are today actively investigated.  
However, the search for substitutes to Li-ion batteries for on-grid 
applications (and potentially electric vehicles) is not the unique driving force 
for the research on non Li ion batteries. A second purpose is to enhance the 
performance of metal-ion batteries. Specifically, Mg-ion batteries, with a 
larger theoretical specific volumetric capacity (3833 mAh/cm3) than that of Li 
(2046 mAh/cm3), could provide potentially larger specific capacities. This is 
due to the bivalency of Mg (Mg2+): two charges are stored per Mg atom. This 
is why companies such as Toyota are actively working on Mg-ion batteries.18-
20 The search for Li-ion batteries alternatives is also driven by the risk of fire 
associated with Li-ion batteries. Dendritic growth at the anode is not always 
avoided,21 and short circuit can still happen. 
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Na- and Mg-ion batteries have recently attracted much interest as 
candidate post-Li systems. Despite the progress achieved for cathodes22-24 
(as well as for electrolytes for Mg-ion batteries16, 17), much less work had been 
carried out on anodes at the beginning of the present thesis. 
I.F. Challenges facing the design of anodes for 
sodium- and magnesium-ion batteries 
While the design of anodes for Na- and Mg-ion batteries has only 
received relatively little attention, there has still not emerged a marketable 
solution to store Na and Mg at the negative electrode.  
The use of pure metallic anodes which are only made of Li/Na/Mg (for 
Li/Na/Mg-ion batteries) would maximize the energy density at the anode. 
However, for all three metals, pure metallic anodes cannot always be used. 
All Li21, 25, Na13, 26, and Mg27 can experience dendrite formation that can lead 
to short-circuit of the batteries. For Mg-ion batteries, in addition, when a Mg 
metallic anode is used with conventional electrolytes, a passivation layer is 
formed at the anode-electrolyte interface, this due to redox reactions between 
the electrolyte and the anode.16, 28 Because the passivation layer is 
impermeable to Mg2+ ions,28  Mg2+ ions cannot diffuse further and the battery 
is rapidly degraded. 
The formation of dendrites and (for Mg-ion batteries) of the passivation 
layer can be avoided by using anodes made of a host material in which metal 
atoms (Li/Na/Mg) can insert and diffuse. An ideal host material at the negative 
electrode would provide a high specific capacity (to recall, it is the maximum 
amount of charge that can be stored in the material, either in mAh/g or in 
mAh/cm3) - to obtain a high energy density, would provide a potential for 
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Li/Na/Mg which is sufficiently high to allow Li/Na/Mg insertion but not too high 
to keep a decent operational voltage between the anode and the cathode, 
would allow the metal atoms to diffuse easily in the material - to allow a high 
charge-discharge rate capability, and would be chemically stable - to allow a 
high cycle life and safe operation. 
For Na- and Mg-ion batteries, a good negative electrode which 
simultaneously provides a good energy density, charge-discharge rate 
capability, and cycle life has still not emerged.10, 15 For Li-ion batteries, there 
is at least graphite which has been commercialized since 1991 and performs 
relatively well, providing a capacity of about 350 mAh/g over thousands of 
cycles with a charge/discharge rate that can reach a few 𝐶.29 In addition, for 
Li-ion batteries, Si has also emerged as a higher energy density alternative to 
graphite.30, 31 However, it has been shown that in order to also achieve a high 
cycle life, Si electrodes need to be nanosized.30 For Na and Mg however, a 
negative electrode providing a good capacity for at least one thousand cycles 
with a charge/discharge rate superior to 1 𝐶 has still not emerged. Materials 
which are stable and provide relatively high specific capacities for Na and Mg 
can be found (such as Sn18 or P32). However, a material in which Na+ and 
Mg2+ insert and diffuse easily is not easy to find. This is due (or at least partly) 
to the large size of Na+ and the two positive charges of Mg2+ that need to be 
accommodated during diffusion.13, 33 Many materials which are known to work 
well for Li have been shown to not intercalate Na and/or Mg, such as Si12, 13, 32, 
34, 35 and graphite36, 37. 
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I.G. Promising anode materials include group IV 
elements as well as titanium dioxide 
Three main classes of electrode materials exist: conversion-type, 
insertion-type, and alloying-type materials.38 Conversion-type electrodes 
undergo a solid-state redox reaction during Li/Na/Mg 
intercalation/deintercalation. There is thus a change in the crystalline 
structure, accompanied by the breaking and recombining of chemical bonds. 
Such materials include cobalt oxides, iron oxides and nickel oxides. Insertion-
type materials include materials such as graphite or TiO2, in which Li/Na/Mg 
intercalates without breaking chemical bonds. These materials have generally 
low capacities but high cycle life. The third class of anode materials, the 
alloying-type, refers to materials such as Si, Sn, and Ge, which alloy with 
Li/Na/Mg upon their insertion. They can provide gigantic capacities (see Table 
I.2), which however go along with large volume expansions that can pulverize 
the electrode during charge-discharge cycles. The use of nanostructured 
materials has been proven to accommodate the mechanical stresses and 
thereby the degradation of the electrode upon Li/Na/Mg insertion in this type 
of anodes.59-61 
 Group IV materials 
The group IV materials have been actively investigated as potential anode 
materials for Li-, Na-, and Mg-ion batteries. Graphite works extremely well for 
Li, it works so well that it has dominated the market as the anode material of 
choice for Li-ion batteries since 1991. On the other hand, Si, Ge, Sn and Pb 
which alloy with Li, Na, and Mg provide much higher theoretical capacities 
than graphite. They have benefited from a substantial amount of research. 
We summarize in Table I.2 the theoretical capacities for Li, Na, and Mg in C, 
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Si, Ge, Sn, and Pb, both per unit of mass (gravimetric) and per unit of volume 
(volumetric). Although the anode electrode gets heavier and expands as 
Li/Na/Mg atoms are inserted, the theoretical capacities per 𝑔  or 𝑐𝑚3  are 
usually based on the mass and volume of the host material. Because the 
expansion and additional weight due to Li/Na/Mg insertion are not negligible 
and should in principle be taken into account, we provide here the theoretical 
capacities accounting for the increased volume/weight resulting from 
Li/Na/Mg insertion, together with the generally used theoretical capacities, i.e. 
not accounting for these effects. The table shows that considering the mass 
and volume of the pure electrode material instead of that of the real alloy 
artificially overestimates the differences between the different systems. In 
particular, Si does not provide a theoretical volumetric capacity which is more 
than 10 times higher than that of graphite: the ratio between the two appears 
to be smaller than 4 once the volume of the real alloy is taken into account. In 
Table I.3 we summarize the experimental capacities reported in the literature 
(not at the first discharge but after a few cycles); those indicate what has 
been achieved so far in practice. We also report the voltages of the different 
host materials (upon Li/Na/Mg deintercalation) as reported in the literature. 
The voltages are measured versus Li/Na/Mg electrodes and are therefore 
equivalent to the electrochemical potentials of the host materials. To obtain 
higher energy densities, lower potentials (i.e. voltages) are required at the 
anode (see equation (I.2)). We provide in Figure I.2 the most stable structures 
of C (graphite), Si (diamond), Ge (diamond), Sn ( Sn - which is diamond - 
and  Sn), and Pb (fcc), which, for Li/Na/Mg storage, are reviewed below and 




Figure I.2. Structures of (a) diamond (or  Sn) (b)  Sn (c) fcc (d) graphite. 
For graphite, only the bonds are represented as this shows the structure 
better.  
 
Table I.2. Theoretical capacities (mAh/g and mAh/cm3) of C, Si, Ge, Sn, and 
Pb for Li, Na, and Mg storage based on bare (bare) and alloyed (alloyed) 
electrodes. The electrochemical activity of the most stable crystalline phase, 
i.e. of graphite, diamond Si and Ge,  Sn and fcc Pb, are also given. 
 





 mAh/g mAh/cm3 
bare alloyed bare alloyed 
 Li 
C LiC629 370 340 840 760 yes29 
Si Li21Si539, 40 4010 1970 9140 2350 yes30 
Ge Li22Ge539 1570 1120 7900 2200 yes41 
Sn Li17Sn439 960 770 6660 1990 yes42 
Pb Li17Pb439 550 480 5860 1910 yes43 
 Na 
C - - - - - no37 
Si NaSi39 950 530 2180 920 
yes44 and no12, 13, 
32, 34 
Ge NaGe39 370 280 1860 860 yes45 
Sn Na15Sn439 850 490 5880 1910 yes46, 47 
Pb Na15Pb439 490 340 5170 2040 yes34 
 Mg 
C - - - - - no36 
Si Mg2Si39 3820 1400 8700 2760 no35 
Ge Mg2Ge39 1480 880 7440 2690  
Sn Mg2Sn39 900 640 6270 2250 yes18 
Pb Mg2Pb39 520 420 5510 2150 yes48 
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Table I.3. Experimental voltages upon deintercalation of the metal atom (i.e. 
during charge of the half-cell) together with experimental and theoretical 
gravimetric capacities (not accounting for Li weight in the electrode) for the 










C29, 49 0.15-0.3 330-350 370 
Si30 0.2-0.5 2000-3500 4010 
Ge41, 50 0.3-0.6 600-1800 1570 
Sn42, 51 0.1-0.5 400-1000 960 
Pb43, 52 0.3-0.6 50-100 550 
 Na 
Si44 0.1-2.0 100-300 950 
Ge45 0.6 110-350 370 
Sn46, 47 0.1-0.6 350-450 850 
Pb34 0.2-0.6 80-400 490 
 Mg 
Sn18 0.2 200-400 900 
Pb48 0.13 200-550 520 
 
I.G.1.a) Graphite 
Graphite is a layered structure of carbon in which planar sheets of carbon 
are held together by van der Waals interactions. Graphite has proven to be an 
exceptional anode material for Li-ion batteries.29, 53 Graphite anode started to 
be commercialized with the first Li-ion batteries in 1991, and today it is still the 
most popular negative electrode of Li-ion batteries. Graphite is an insertion-
type electrode material. Li intercalate and de-intercalate between the graphite 
layers without breaking the C-C bonds. This allows exceptionally high cycling 
life and possible high rates of charge-discharge, together with a reasonable 
capacity (around 340 mAh/g or 360 mAh/cm3).29, 54  However, experimental 
studies have shown that pristine graphite is electrochemically inactive for Na37 
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and Mg36. Na insertion into graphite has only been achieved by coinsertion 
with some electrolytes.55, 56  
I.G.1.b) Silicon 
Si anodes for Li-ion batteries have been an actively pursued research 
topic in the last decade, for which a very large number of papers had been 
published.30, 31, 57-61 This is because Si, an alloying-type anode, has a much 
higher theoretical specific capacity for Li storage than that of the commonly 
used graphite (1970 mAh/g or 2350 mAh/cm3 for Si versus 340 mAh/g or 760 
mAh/cm3 for graphite, using the mass/volume of the real alloy, see Table I.2). 
However, in early experiments, anodes suffered from a drastic drop in 
capacity after only few cycles. The short cycle life was shown to be related to 
the large volumetric expansion of the electrode (of more than 300%) resulting 
from the large amount of Li alloying with Si. Significant mechanical stress is 
generated during expansion, in particular because of the existence of a 
reaction front between a lithiated phase and a non-lithiated phase, which 
leads to large gradients in transformation strain.59 The large mechanical 
stresses result in pulverization of the electrode, a loss of the conductivity and 
the degradation of the Si anode after few cycles. The use of Si nanomaterials 
together with conductive binders has emerged as a valid strategy to palliate 
this short cycle life of Si anodes.60 For instance, a Si particle below a critical 
size does not crack when fully lithiated.61 Li-ion batteries with Si-based 
anodes now begin to appear on the market, but as of now their fabrication 
remains costly and is thus limited to specific applications.  
Si is a very attractive material for Li and could in principle work for Na and 
Mg (NaSi and Mg2Si have negative heat of formation)39, 62-64. The theoretical 
capacities of Si are 530 mAh/g and 920 mAh/cm3 for Na and 1400 mAh/g or 
2760 mAh/cm3 for Mg (using the mass/volume of the real alloy). However, 
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crystalline Si has been shown to be electrochemically inactive for Na and 
Mg.12, 13, 32, 34, 35 Xu et al. showed very recently the reversible uptake of Na in 
Si nanoparticles, however they reached a maximal capacity of about 300 
mAh/g,44 which remains small compared to the theoretical capacity of about 
950 mAh/g (the bare electrode is taken as reference).  
I.G.1.c) Tin 
Sn (𝑍 = 50), heavier group IV material compared to C (𝑍 = 6) and Si (𝑍 =
14), is a very attractive alloying-type anode material for Li as well as for Na 
and Mg for which it offers high theoretical specific capacities (see Table I.2) 
which have been approached experimentally.18, 46, 65, 66  A number of studies 
have been published on the Li-Sn system42, 58, 66. A few studies also exist on 
the Na-Sn system,10, 46, 47, 65 and one on Mg-Sn.18 Sn anodes tend to give very 
high capacities: about 770 mAh/g or 1990 mAh/cm3 for Li, 490 mAh/g or 1910 
mAh/cm3 for Na, and 640 mAh/g or 2250 mAh/cm3 for Mg (using the 
mass/volume of the real alloy). Many studies investigated the expansion and 
fracture of the Sn anodes which, similarly to Si, go along with the large metal 
intake and lead to short cycle life.47, 67 Nanosizing has here also, similarly to 
Si, been shown to be an option to achieve a better cycle life.42 The 
particularity of Sn is that near room temperature, it can exist in two main 
crystalline phases:  and  Sn. The metallic  Sn phase is the most stable 
phase at room temperature, while below 13°C (286 K) the semiconducting  
Sn phase becomes most stable.68, 69 With a transition temperature of 286 K, 
the energetics of the two phases are very close at room temperature, and any 
external perturbation (such as doping70) can lead to phase transition. In 
particular, a - transition has been observed upon a few charge-discharge 
cycles of  Sn anodes for Li storage.71-77 This - transition with Li insertion 
and de-insertion still remains not understood. In particular, whether Li doping 
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inverses the phase stability between  and  at room temperature is still a 
matter of debate. Theoretical papers came with opposite conclusions.71, 78 
I.G.1.d) Other group IV materials: germanium and lead 
Ge (𝑍 = 32) and Pb (𝑍 = 82) are two other common group IV materials 
which are also investigated as potential anodes for Li-, Na-, or Mg-ion 
batteries. Similarly to Si and Sn, they are alloying-type anodes. Ge anodes 
have been investigated for Li and Na storage and have been shown to exhibit 
very good performances.41, 45, 79-83 In particular Ge can offer better rate 
capabilities than Si. Specifically, the diffusivity of Li is about 400 times higher 
in Ge than in Si.50 Compared to the very large number of papers published on 
Li-ion batteries, Pb anodes have raised limited attention.43, 84 On the other 
hand, Pb is one of the few materials which have been studied for Na34 and 
Mg48 storage. 
To summarize, the group IV materials have emerged as very promising 
negative electrodes for Li-, Na-, and Mg-ion batteries. Most of the Li/Na/Mg-
group IV systems provide very high theoretical capacities and many of them 
have shown electrochemical activity. However, not all of these systems can 
be used as anodes. In particular, C and Si, the lightest group IV elements, 
which are among the best negative electrode materials for Li-ion batteries, 
are electrochemically inactive for Na and Mg.12, 13, 32, 34-37 As we go down the 
periodic table, elements are found to work better for Na and Mg. In particular, 
the heaviest elements considered, Sn and Pb, have been proven to 
intercalate Na and Mg.18, 34, 46, 48 Nonetheless, issues remain for those 
systems, especially in terms of cyclability. For the specific case of Sn, there is 
also the formation of a metastable phase at room temperature,  Sn, upon 
lithiation and delithiation, which remains not fully understood.71-77 
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 Titanium dioxide 
Because of its abundance, non-toxicity, and chemically stability, TiO2 is a 
widely used material. Among its wide range of applications, TiO2 has also 
emerged as an effective electrode material for electrochemical batteries for 
which it has been extensively studied experimentally.85-106 TiO2 hosts 
Li/Na/Mg as an intercalation-type material, leading to relatively modest 
capacities (of about 100 to 300 mAh/g, see Table I.4) but also to small 
volume expansions. TiO2 has proven to be a very performant electrode 
material at high rates and to show extremely high cycle life.85, 90, 92, 107-109 The 
exceptional rate capabilities and cycle life of TiO2 result from its limited 
volume expansion upon Li/Na/Mg insertion as well as its high chemical 
stability with the electrolyte – reducing the formation of the solid-electrolyte 
interphase (SEI). The drawback of TiO2 anodes is however its modest energy 
density: TiO2 shows smaller reversible capacities than graphite and provides 
a voltage higher than 1 V.  Among the many different phases of TiO2, we 
focus here on the three phases of greatest interest for electrochemical 
storage applications, which are anatase, rutile, and bronze (also named (B)-
TiO2). They are relatively low energy phases and the use of interfaces allows 
the stabilization of any of these phases. The use of nanosizing has also been 
shown to lead to higher capacities especially at higher cycling rates, in 
particular due to pseudocapacitive contributions.91, 93, 110, 111 We summarize in 
Table I.4 the experimental capacities reported in the literature together with 
the experimental voltages observed upon deintercalation of Li/Na/Mg. We 




Table I.4. Experimental capacities (mAh/g) as well as experimental voltages 
(V) upon Li, Na, and Mg deintercalation in anatase, rutile, and bronze. 
 
experimental voltages (V) experimental capacities (mAh/g) 
bulk nano bulk nano 
 Li 
rutile 1.0-2.0112 1.0-2.6112 30112 100-200112 
anatase 1.5-2.0113 1.8-2.298, 114 17085, 86 60-30098, 114 
bronze 1.5-2.087, 115 1.4-2.087, 115 24087, 115 200-250115 
 Na 
anatase  0.5-1.594  50-30094, 96 
bronze  1.0-2.5102  50-200102 
 Mg 
anatase  1.2106  130-160106 
 
 
Figure I.3. Structures of anatase (left), rutile (middle), and bronze (right) TiO2. 
Ti atoms are in blue and O atoms in red. 
  
I.G.2.a) Rutile 
Rutile is the most stable phase of TiO2, but it may not be the most suitable 
phase of TiO2 for electrochemical storage. Although insertion of Li in rutile is 
favorable, elevated temperatures are needed to intercalate more than a very 
small amount of Li.112, 116 The use of a nanostructured form of rutile (rather 
than bulk rutile) improves significantly the capacity and charge-discharge rate 
capability. Up to 0.8 Li per TiO2 formula unit can be inserted in nanosized 
rutile.112 Rutile has also been investigated for non-Li ions: it was reported to 
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be electrochemically inactive for Na117 but to work for Mg101. On the 
theoretical side, studies have been published on the Li-rutile system, showing 
that the octahedral site is the Li insertion site and providing the insertion 
energetics and migration barriers.118, 119 However, there is to the best of my 
knowledge no theoretical study on the Na-rutile system, and only brief 
theoretical results on the insertion sites and energetics were given for Mg-
rutile101. 
I.G.2.b) Anatase 
Anatase is widely investigated for electrochemical batteries. For Li 
storage, anatase exhibits relatively good capacities as both bulk120 and nano98 
materials: more than 0.5 Li atom can be inserted per TiO2 formula unit in bulk 
materials.121 Anatase has also been shown to work well for Na94, 96, 97 and 
Mg99, 100, 106. While Li insertion and diffusion in anatase have been extensively 
studied theoretically,122-124 the theoretical studies of Na- and Mg-anatase 
systems remain, to the best of my knowledge, still absent from the literature. 
I.G.2.c) Bronze 
Bronze (also noted (B)-TiO2) provides higher storage capacities than rutile 
and anatase. In bulk, up to 0.85 Li per TiO2 formula unit can be inserted.121 In 
nanostructured materials, capacities slightly higher than the theoretical 
capacity of TiO2 are reported, which can be explained with the 
pseudocapacitive contributions.87, 105, 115 For Li, among all the studied 
polymorphs, nanostructured bronze has the highest capacity. For Na, bronze 
has been reported to work very well.102 For Mg however, there is, to the best 
of our knowledge, still no experimental study on Mg insertion into (B)-TiO2. On 
the theoretical side, Li insertion in bronze had been studied in the literature.125, 
126 While for anatase and rutile, two possible insertion sites exist (the 
tetrahedral and octahedral sites) among which the octahedral site is lower in 
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energy, three possible insertion sites exist in bronze (denoted A1, A2 and C, 
see Figure 1 in Ref. 126), with the A1 site reported to be the highest energy 
site, and the A2 and C sites the lowest energy sites with similar energetics 
within 0.1 eV.125, 126 For Na and Mg, theoretical studies are still absent from 
the literature. 
To summarize, the anatase, rutile, and bronze phases of TiO2 have been 
actively investigated for electrochemical storage. Although voltages can be 
higher than 1 V and the capacities provided in the first cycles are not 
dramatically large, the superior cyclability of TiO2 makes TiO2 materials highly 
promising for electrochemical storage. While there exist a few theoretical 
studies on the Li-TiO2 system, there is a real gap of theoretical knowledge for 
the Na and Mg systems. 
I.H. The power of modeling for electrode design  
The vast majority of research works on electrode materials have been 
experimental. However, experimental discoveries are not based on random 
trial and error but are guided by theoretical knowledge. Unfortunately, the 
conceptual understanding of materials and phenomena that happen in 
batteries is still incomplete. Computational studies enable to fill gaps in 
understanding, providing knowledge necessary to guide experimental 
discovery to promising materials. There is a need for continuous theoretical 
and computational support that can provide explanatory and predictive power, 
helping in the discovery of new and better anode materials. 
Theory and first-principles calculations are able to predict properties such 
as structures, voltages, energy densities, diffusion barriers, diffusivity, and 
interfacial properties.127, 128 These studies are critically important as they 
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inform experimentalists about theoretical limits of performance of the material 
itself, which are not directly accessible in an experiment. Experiments are 
indeed influenced by multiple effects such as those due to binders and 
impurities. 
Below we summarize the accepted computational framework for the 
calculations of these properties. 
 Structure prediction at a given state of charge 
It is to be noted that the entire charge-discharge dynamics of a real 
electrode material – which involves millions of atoms and which is influenced 
by many effects such as microstructure, binders, etc. – cannot be modeled at 
ab initio level due to the prohibitive computational cost of ab initio calculations 
for such systems. However, ab initio methods can predict the structures of 
electrode materials at every state of charge 𝑥 . This includes prediction of 
stable structures as well as the most energetically favored structure.129 
Identification of such structures is essential in order to compute, at every state 
of charge, electrochemical potentials, energy densities, and mechanical 
properties.130, 131 Ab initio calculations are valuable for both validation of 
experimentally suggested structures (XRD) and mechanisms of charge-
discharge and for computational discovery of new materials and 
mechanisms.127  
 Electrochemical potentials or voltages 
Electrochemical potentials can be evaluated at every state of charge 𝑥 
(defined as the number of Li/Na/Mg atoms per host atom) with energies 
computed ab initio. The electrode potential 𝑉 can be expressed as: 








In the equation, 𝑧 is the number of electrons transferred per metal atom 
(𝑧 = 1  for Li/Na, 𝑧 = 2  for Mg), 𝐹  is the Faraday constant, and 𝑑𝐺  is the 
change in the Gibbs free energy (per host atom) upon a change of 𝑑𝑥 in state 
of charge, i.e. upon insertion or deinsertion of Li/Na/Mg. In order to compute 
the defect formation energy at the state of charge 𝑥, one needs to compute 
the Gibbs free energy for the states of charge 𝑥 and 𝑥 + 𝑑𝑥, i.e. by inserting 
or deinserting a small amount of Li/Na/Mg. The Gibbs free energy can be 
approximated as the energy computed with ab initio calculations,128 noted 𝐸𝑎, 
the superscript 𝑎 indicating that it is the energy per host atom. By this means, 
ab initio methods allow prediction of potential curves and thereby voltage 
curves. By averaging the electrode potential over the full 
lithiation/sodiation/magnesiation, one can also compute the average electrode 








By using equations (I.3) and (I.4), the average electrode potential can be 
computed exactly as: 
 𝑉𝑎𝑣𝑔 = −
𝐺(𝑥𝑓) − 𝐺(𝑥0 = 0)
𝑥𝑓𝑧𝐹
 (I.5) 
The average anode potential can therefore be approximated as:132  
 𝑉𝑎𝑣𝑔 = −





In the equation, 𝑀𝑥𝑓𝐻 represents the electrode at final state of charge (𝐻 
stands for host and 𝑀 for metal, i.e. Li/Na/Mg), 𝐻 the electrode material at 
initial state of charge, and 𝑀 the metal atoms Li/Na/Mg in their bulk state, i.e. 
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bcc for Li and Na, hcp for Mg.  𝐸𝑎 (𝑀𝑥𝑓𝐻) , 𝐸
𝑎(𝐻) , and 𝐸𝑎(𝑀)  are the 
corresponding ab initio energies, computed per host atom. The equation (I.6) 
can be re-written as: 
 𝑉𝑎𝑣𝑔 = −
𝐸(𝑀𝑛𝐻) − (𝐸(𝐻) − 𝑛𝐸(𝑀))
𝑛𝑧𝐹
 (I.7) 
In the equation, 𝐸(𝑀𝑛𝐻) , 𝐸(𝐻) , and 𝐸(𝑀)  designate the energies 
corresponding to the same systems as 𝐸𝑎 (𝑀𝑥𝑓𝐻), 𝐸
𝑎(𝐻), and 𝐸𝑎(𝑀), but 
they are the energies per simulation cell, and not per host atom (as opposite 
to 𝐸𝑎). 𝑛 represent the number of Li/Na/Mg atoms inserted in the simulation 
cell. 
Ceder et al. have reported a good agreement between experimental and 
computed electrochemical potentials of cathode compounds for Li-ion 
batteries.127 Electrochemical potentials are an important characteristics of 
electrode materials as the energy of the battery is proportional to the potential 
difference between the cathode and the anode (see equation (I.2)), or voltage. 
In order to achieve high energy densities, low anode voltages and high 
cathode voltages are required. 
 Intercalation energies 
The equation (I.7) can be re-written as: 




where 𝐸𝑓 is the intercalation energy per Li/Na/Mg atom for Li/Na/Mg insertion 
in the host material, defined as: 
 𝐸𝑓 =





The intercalation energies for the insertion of Li/Na/Mg in the host material 
can be computed at any state of charge 𝑥0 (not necessarily 𝑥𝑓). The average 
voltage obtained by using equation (I.8) together with the value of 𝐸𝑓 at the 
state of charge 𝑥0  corresponds to the average voltage of the electrode 
between 𝑥 = 0 and 𝑥 = 𝑥0. The equation (I.9) is therefore the binding strength 
of Li/Na/Mg, per atom, versus the cohesive energy of Li/Na/Mg, respectively.     
We will use the concept of intercalation energies – also called defect 
formation energies – in the rest of the manuscript to analyze the energetics 
for Li/Na/Mg insertion in different host materials. 
The intercalation energies give insight on the electrochemical activity of 
the electrode material: a negative value indicates a thermodynamically 
favored insertion of metal atoms in the electrode material while a positive 
value gives an unfavored insertion of metal atoms in the electrode material. 
Highly positive intercalation energies predict an unlikely intercalation of 
Li/Na/Mg in the electrode material, and therefore that such material is not 
suitable as electrode. It is to be noted that two different reference states for 
Li/Na/Mg can be used in the equation: the energy of the metal atom Li/Na/Mg 
in vacuum (i.e. of the free atom), and the energy of the metal atom in bulk 
metal (i.e. bcc for Li and Na, hcp for Mg). Intercalation energies computed 
versus the vacuum reference states indicate whether the insertion of metal 
atoms in the prospective anode material is favored versus the existence of a 
single metal atom (without any interaction) outside the electrode, while the 
intercalation energies computed versus the metal reference states tell 
whether the insertion of metal atoms in the prospective anode material is 
favored versus plating (or clustering) of metal atoms outside the electrode. 
The difference between the intercalation energies computed with the two 
different reference states is therefore equal to the cohesive energy of the 
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metal considered, with the intercalation energy versus vacuum being lower 
(i.e. easier) than that versus bulk metal.  
 Strain and electronic energies 
It is possible to define the elastic and electronic contributions to 𝐸𝑓: 
 𝐸𝑓 = 𝐸𝑠𝑡𝑟𝑎𝑖𝑛 + 𝐸𝑒𝑙𝑒𝑐 (I.10) 
In the equation, 𝐸𝑠𝑡𝑟𝑎𝑖𝑛  is the elastic (or strain) component and 𝐸𝑒𝑙𝑒𝑐 
defines the electronic component.  
I.H.4.a) Strain energies 
To compute the elastic energy associated with the intercalation energies 
𝐸𝑓, we remove the metal atom Li/Na/Mg from the optimized Li/Na/Mg-inserted 
structure, and compute the energy of the distorted structure, 𝐸𝑑𝑖𝑠𝑡𝑜𝑟𝑡𝑒𝑑_ℎ𝑜𝑠𝑡, by 
keeping the distorted structure “frozen”. The elastic (or strain) energies 𝐸𝑠𝑡𝑟𝑎𝑖𝑛 





In the equation, 𝐸𝑖𝑑𝑒𝑎𝑙_ℎ𝑜𝑠𝑡 is the energy of the ideal (i.e. undistorted) host 
structure and 𝑛 is the number of dopants considered in the supercell. The 
strain energy in equation (I.11) is defined per dopant atom because we are 
interested in the contribution to 𝐸𝑓 due to strain. 
I.H.4.b) Electronic energies 
From the equations (I.10) and (I.11) one can estimate the electronic 
energies 𝐸𝑒𝑙𝑒𝑐 which indicate the strength of the electronic binding between 
the Li/Na/Mg atoms and the host material. The electronic interaction between 
Li/Na/Mg and the host material is believed to be directly related to the charge 
transfer between the metal atoms and the host structure: larger charge 
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transfers reflect larger electronic interactions. The charge donated from the 
Li/Na/Mg atoms to the host material can be computed with different methods. 
The Bader charges134 and the Mulliken charges135 are among the most 
popular and we use them here. 
 Volumetric energy densities 
Volumetric energy densities, which are the energy stored per unit of 
volume, have been shown to be more important than gravimetric energy 
densities, i.e. the energy stored per unit of mass, for a range of applications.58 
We will detail here how ab initio calculations can be used to give estimates of 
the volumetric energy density.     
In an electrochemical battery, the energy 𝑑𝐸 released during the time 𝑑𝑡 
is: 
 𝑑𝐸 = (𝑉+(𝑥) − 𝑉−(𝑥))𝑖𝑑𝑡 (I.12) 
In the equation, 𝑉+(𝑥) and 𝑉−(𝑥) are the voltages of the cathode and the 
anode, respectively, 𝑥 is the state of charge (number of moles of Li/Na/Mg per 
mole of host atom), and 𝑖  is the electrical current. The electrical charge 
transferred 𝑖𝑑𝑡 can also be written as: 
 𝑖𝑑𝑡 = 𝑧𝐹𝑑𝑥 (I.13) 
where 𝑧 is the number of electron transferred per metal atom (𝑧 = 1 for Li/Na, 
𝑧 = 2 for Mg) and 𝐹 is the Faraday constant.  


















+  and 𝑉𝑎𝑣𝑔
−  are the average voltages of the cathode and the anode 
respectively, and 𝑣𝑏𝑎𝑡𝑡𝑒𝑟𝑦 is the total volume of the battery. The total volume 
of the battery depends on 𝑥𝑓 the number of Li/Na/Mg per host atom that can 
be transferred between the electrodes, this due to volume expansion of the 
electrodes upon Li/Na/Mg insertion. To estimate the performance of the 









+  fixed to a typical value of cathode voltage, such as 3.5 V. 
For the alloying-type anodes, the molar volume of Li/Na/Mg-host alloy 
𝑣(𝑥) has been shown to be well-approximated by a linear function of the 
metal content (for alloying with Si and Sn in particular):136, 137  
 𝑣(𝑥) = 𝑣0 + 𝑧𝑘𝑀𝑥 (I.17) 
In the equation, 𝑣0 is the molar volume of the host atom and 𝑘𝑀 is the 
volume occupied per unit charge stored in the 𝑀𝑥𝐻 alloy. The relative volume 





By substituting the equations (I.17) and (I.18) into the equation (I.16), the 












 Diffusivity of Li/Na/Mg in the electrode material 
Assuming that the diffusion of Li/Na/Mg is much faster in the electrolyte 
than in the electrodes, the rate of charge/discharge will be determined by the 
diffusivity of Li/Na/Mg atoms in the electrode materials. Computational studies 
can predict and compare diffusion rates 𝐷  of Li/Na/Mg in different host 
materials. In a thermodynamically and kinetically ideal intercalation material, 
the diffusion rate can be expressed as:138  




In the equation, 𝜌 is the geometric factor of the lattice type considered 
(which takes into account that among all possible jumps only some have a 
component in a given direction), 𝜆 is the distance between adjacent interstitial 
sites, 𝜈∗ is a vibrational prefactor, 𝐸𝑏 is the migration energy barrier, 𝑇 is the 
temperature and 𝑘  is the Boltzmann constant. The migration barriers are 
computed according to: 
 𝐸𝑏 = 𝐸𝑇𝑆 − 𝐸𝑒𝑞 (I.21) 
In the equation, 𝐸𝑇𝑆  is the energy of the Li/Na/Mg-doped system in 
transition state for the diffusion of Li/Na/Mg between two neighboring 
equilibrium sites, and 𝐸𝑒𝑞  is the energy of the system when Li/Na/Mg is 
located at the equilibrium site. 
To obtain the diffusion rate, one should compute as well the geometric 
factor 𝜌 and the vibrational prefactor 𝜈∗. Usually, 𝜌 and 𝜈∗ are chosen quite 
approximately.54, 139-141 That is why here we focus on the migration barriers 
which are computed quantitatively at the ab initio level. 
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Because the exponential factor is dominant, diffusion rates can still be 
compared based on the migration barrier. Migration barriers provided with ab 
initio calculations therefore provide a proxy on how fast the battery can be 
charged/discharged and how realistically its theoretical capacity can be 
reached. 
I.I. Project description 
At the beginning of the present thesis, while Li-ion batteries already 
benefited from considerable research activity,3, 142, 143 non Li-ion batteries 
were still little investigated.7, 16, 17 In addition, most research published on Na- 
and Mg-ion batteries focused on cathodes and electrolytes,7, 16, 17 leaving 
anode materials for Na and Mg storage very little studied. There was however 
still a lack of effective anodes for Na- and Mg-ion batteries, and this was 
calling for research effort. An effective anode providing at the same time a 
good capacity, a good charge-discharge rate capability, and a high cycle life 
was not available for neither Na or Mg. For Na, the best anode reported was 
made of hard-carbon, giving a capacity of about 250 mAh/g for one hundred 
cycles or so.144 Other materials were shown to provide either higher 
capacities (P, Sn, Sb…)32, 145, 146 or rates (titanates)117, 147 but they didn’t 
present acceptable values for other parameters. For Mg, Sn-based insertion 
anodes with a specific capacity of about 300 mAh/g were reported but only at 
a very low cycling rate (<< 1𝐶 ).18 Hence Mg- and Na-ion battery anodes 
presented a gap of understanding that needed to be filled, and my project 
aimed at producing new knowledge in this field. 
When I started this thesis, there were no truly comparative ab initio 
studies of Li versus Na versus Mg storage in any prospective electrode 
material. There was no clear and consistent picture of how Na and Mg insert 
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and diffuse in different materials compared to Li. The project aimed to provide 
such a picture for several high profile prospective materials. These materials 
include the group IV materials as well as oxides.10, 16, 101 As a first step, the 
purpose of the research was to rationalize the storage properties of key 
materials for Li, Na, and Mg. In the second phase, we aimed to understand 
how the storage properties are affected by different factors. Specifically, one 
of the purposes of the study was to evaluate the effect of phonons, generally 
neglected. We also wanted to study how p-doping can tune the storage 
properties of the materials, and how the use of nanomaterials instead of bulk 
materials (usually considered in ab initio studies) affect their storage 
energetics. Lastly, we aimed to investigate the effects of the use of other 
structures than the most stable phase of the element or compound. In 
particular, we wanted to study less stable crystalline phases as well as 
amorphous structures. Phases other than the most stable phase can indeed 
play an important role in electrochemical batteries. They can be stabilized and 
used as electrode material if they are shown to provide better performance; 
this is the case for amorphous TiO2, (B)-TiO2, or anatase, which are all more 
performant than the most stable rutile phase (see Table I.4). Other phases 
than the most stable phase can also form spontaneously upon 
charge/discharge.71-77  
Because of the predominance in the literature of the group IV materials as 
negative electrodes for electrochemical batteries, we chose them as first 
class of electrode materials of study. Our aim was to provide theoretical 
knowledge to rationalize the differences observed experimentally between 
different systems, i.e. Li/Na/Mg in C/Si/Ge/Sn/Pb. In particular, it was 
important to understand why graphite and diamond Si are not 
electrochemically active for Na and Mg.12, 32, 34-36 For that, the purpose was to 
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compute the key properties of the host materials for Li, Na, and Mg storage, 
especially the intercalation energies and the migration barriers.  
For the specific case of Sn, it was important to understand the formation 
of the phase  Sn upon lithiation and delithiation of the electrode. My aim 
here is to understand the change in relative stability between  and  Sn 
which resulted from Li, Na, and Mg insertion. However, the relative stability 
between  and  Sn is inseparable from the temperature effects as ab initio 
calculations provide estimates at 0 K. It was therefore required to consider the 
effects of temperature (phonons) in the calculations. Furthermore, the effects 
of temperature on the energetics and migration barriers were to the best of 
our knowledge never reported. It was important to provide estimates of them, 
in particular for the Li-Si30, 31 and Li-Sn58, 67 systems, which have been actively 
investigated.    
Graphite and diamond Si were found to be electrochemically inactive for 
Na and Mg,12, 32, 34-37 which was quite unfortunate: they are the lightest group 
IV elements and work very well for Li. Based on the analyze and comparison 
carried out between all systems in the first stage, my objective was to 
propose approaches to make C and Si work for Na and Mg. Doping is a very 
popular approach to tune the properties of a material, and it is also often a 
practical approach. In the present case of search for more performant 
electrode materials, there were reasons to believe that p-doping could help. In 
particular, there were studies suggesting that Al doping could improve the 
electrode performance of Si,148, 149 and that doping Si with Al at relatively high 
concentrations was experimentally feasible.150 Our objective was thus to 
evaluate the effects of Al doping on the storage properties of Si for Li, Na, and 
Mg storage, to see whether Al doping could allow Si to work for Na and Mg. 
33 
 
The second approach we aimed to investigate in order to make C and Si 
work for Na and Mg was to consider other structures than the most stable 
room temperature phase, and more specifically to consider amorphous 
structures. How does amorphization of the host material affect the storage 
properties? 
Oxides were a second class of materials which attracted a lot of attention 
as electrode materials. Among them, TiO2 was the most popular candidate for 
the negative electrode.86, 101, 117, 151 We therefore chose TiO2 as second 
material of focus. Our aim was to provide a comparative study between the 
different promising TiO2 phases for electrochemical storage: anatase, rutile, 
bronze, as well as amorphous TiO2, which, although little explored, had been 
shown to be a promising electrode candidate.107, 117, 152 
Titanium dioxide materials, as well as most electrode materials, are 
generally used as a nanostructured - rather than a bulk - form.98, 104, 109, 117, 151 
The enlarged surface areas and shortened diffusion paths often enhance the 
electrode materials performance.112, 115 That is why we also aimed to 
investigate the interfacial and nanosizing effects on the storage energetics 
across different phases of titanium dioxide. 
Although these ab initio studies are critically important as they inform 
experimentalists about theoretical limits of performance of the material itself, 
they are not sufficient to understand the full charge-discharge dynamics of the 
material. The entire charge-discharge dynamics is also largely driven by 
kinetics and microstructural effects. However, systems of larger time and 
length scales are needed for such modeling, and they are computationally too 
expensive to be handled with ab initio methods. We therefore aimed in the 
last section to contribute to the development of a promising scheme for such 
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calculations: the orbital free density functional theory method,153 which can 
routinely handle thousands to millions of atoms while being quantum 
chemistry based. 
After having answered the questions and issues detailed above, we will have 
provided the picture which was lacking at the beginning of the project. We will 
have rationalized how the storage properties of key materials differ among Li, 
Na, and Mg in two major classes of materials and in different phases, and 













II.A. Density functional theory 
The density functional theory (DFT) was the most suitable method to carry 
out our studies. Indeed, investigation of the storage properties – specifically 
the insertion energetics and the migration barriers – of potential hosts for Li, 
Na, and Mg storage (i) requires atomistic simulations and (ii) is difficult to 
model with non-ab initio approaches such as force field molecular dynamics; 
this because the investigation of such properties calls for computation of the 
electronic structure of the systems. The electronic structure of the system was 
required to quantify and understand the mechanism associated with the 
insertion and diffusion of Li, Na, and Mg in the potential anode materials. This 
is because the phenomena studied involve changes in charge state of atoms 
and in bonding patterns. Besides, the nature and energies of the electronic 
states which are occupied by the valence electrons of Li, Na, and Mg are 
major determinants of binding strength and therefore of voltages. Among the 
electronic structure based methods, DFT is the only practical scheme that can 
handle routinely systems with more than 100 electrons.  
The DFT method is a computational quantum chemistry method which 
finds at an ab initio level the properties (and in particular the energy) of a 
system made of nuclei and electrons. For that, the DFT method – like most 
other quantum chemistry methods – operates at and via two different levels. 
The first step is to solve at ab initio level a system with pre-determined nuclei 
positions. The second part is to identify the equilibrium system with respect to 
the positions of the nuclei. This second step can be achieved by minimizing 
the energy of the system with respect to the positions of the nuclei and does 
not raise special difficulties. In what follows, we therefore focus on the first 
part of the scheme, i.e. how the DFT method enables to find the properties of 
a system made of nuclei and electrons, of which the nuclei positions are 
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determined beforehand. We summarize briefly the key ideas of the approach 
and the approximations used. 
 Schrödinger equation 
The fundamental equation that describes the electronic structure of a 
many-body electronic system is the Schrödinger equation. In its simplest form, 
i.e. time-independent and non-relativistic, the Schrödinger equation is 
expressed as: 
 ?̂?𝛹 = 𝐸𝛹 (II.1) 
In this equation, ?̂?  is the Hamiltonian operator and 𝛹  is the wavefunction 
which is solution (or eigenstate) of the Hamiltonian. Each eigenstate 𝛹𝑛 has 
an associated eigenvalue 𝐸𝑛 (𝐸0  < 𝐸1 < 𝐸2 < . ..) which represents the energy 
of the quantum state 𝛹𝑛. 𝛹0 is the ground state of the system (which is in 
most cases the one we are interested in) while {𝛹1, 𝛹2 … }  are the excited 
states. In what follows, we will be interested in obtaining an approximation to 
𝛹0 and 𝐸0. The exact definition of the Hamiltonian depends on the physical 
system considered. For a few well-known and basic examples, the 
Schrödinger equation can be solved exactly. The physical system we are 
interested in, which involves multiple electrons interacting with multiple nuclei, 
is more complicated. Its Hamiltonian is expressed as follows: 
 





































The wavefunction 𝛹  thus depends on the coordinates of the N electrons 
{𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵} and on those of the A nuclei {𝑹𝟏, 𝑹𝟐, … , 𝑹𝑨}. 𝑀𝐼 and 𝑚𝑒 denote 
the masses of nuclei and electrons, respectively. The first two terms of the 
Hamiltonian are the kinetic energy operators for respectively the N electrons 
(indexed i) and the A nuclei (indexed I). The three other terms represent 
electron-nuclear, electron-electron, and nuclear-nuclear interaction potentials. 
In this form, the Schrödinger equation is too complex to be solved 
analytically or numerically. To simplify the equation, one usually uses the 
Born-Oppenheimer approximation. It considers that the nuclei, several 
thousand times heavier than the electrons, are effectively fixed. This implies 
that the electronic and nuclear degrees of freedom can be separated. The 
electronic  Schrödinger equation to solve can be written as follows: 
 
























The electronic energy 𝐸𝑒𝑙 and the wavefunction 𝛹𝑒𝑙 only depend explicitly 
on the electronic coordinates. It can be convenient to re-write the equation as: 
 ?̂?𝛹𝑒𝑙 = (?̂? + ?̂?𝑒𝑥𝑡 + ?̂?)𝛹
𝑒𝑙 = 𝐸𝑒𝑙𝛹𝑒𝑙 (II.4) 
where ?̂?  is the kinetic energy operator, ?̂?𝑒𝑥𝑡  the potential energy from the 
external field due to positively charge nuclei, and ?̂?  the electron-electron 
interaction potential. The values of 𝐸𝑒𝑙  at each {𝑹𝟏, 𝑹𝟐, … , 𝑹𝑨}  form the 
potential energy surface 𝐸𝑒𝑙({𝑹𝟏, 𝑹𝟐, … , 𝑹𝑨}) ≡ 𝑉({𝑹𝟏, 𝑹𝟐, … , 𝑹𝑨})  on which 
nuclei move. The nuclei themselves can be considered as point masses 
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subject to newtonian mechanics – this gives rise to the molecular dynamics 
method – or they can be considered as quantum particles satisfying the 
nuclear Schrödinger equation – that is how phononic contributions to the 
Gibbs free energies 𝐺 are computed in section Chapter IV.  
 Solution to the Schrödinger equation 
To solve the electronic equation (see equation (II.3) or (II.4)) the 
wavefunction is generally expanded into basis functions 𝜙𝑙: 
 𝛹𝑒𝑙(𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵) = ∑ 𝛼𝑙𝜙𝑙(𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵)
𝑙
 (II.5) 
The basis functions 𝜙𝑖(𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵)  can be expressed as products of 
more primitive basis functions, which depend on subsets or on individual 
coordinates. Regardless of the particular composition of the basis functions 
𝜙𝑙(𝒓𝟏, 𝒓𝟐, … , 𝒓𝑵), substituting equation (II.5) into equation (II.4), multiplying the 
equation by each basis function and integrating over all space, allow us to 
transform the problem of solving the differential equation (II.4) into that of 
solving the following matrix equation: 
 [𝐻]𝛼 = 𝐸𝑒𝑙[𝑆]𝛼 (II.6) 
where [𝐻] is the Hamiltonian matrix, [𝑆] is the overlap matrix (which appears 
if the basis is not orthonormal) and 𝛼 is the vector (𝛼1, 𝛼2, . . . )
𝑇 of coefficients. 
By diagonalizing the Hamiltonian matrix in equation (II.6) we can obtain 
the eigenvectors and eigenvalues. The eigenvectors provide the coefficients 
to construct the wavefunction set {𝛹0
𝑒𝑙 , 𝛹1
𝑒𝑙 , 𝛹2
𝑒𝑙 … } while the eigenvalues give 
the electronic energies associated {𝐸0
𝑒𝑙 , 𝐸1
𝑒𝑙 , 𝐸2
𝑒𝑙 … }. However, this method is in 
practice extremely expensive. The total number of basis functions is large and 
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scales exponentially with the number of particles, while 𝛹𝑖
𝑒𝑙  and 𝜙𝑖  have a 
dimensionality of 3N. 
 Electron density 
The DFT (density functional theory) scheme provides an alternative 
method. Its key idea is to find the ground state energy of the system by using 
a variable with fewer dimensions than the 3N of the wavefunction 𝛹0
𝑒𝑙, and 
more specifically by using the ground state electron density 𝜌0 of the system, 
which has 3 dimensions only. For simplicity we will ignore spin when 




𝑑𝑜𝑤𝑛 . For a many-particle system, the electron density 𝜌 is found by 
calculating the expectation value of the single-particle density operator for the 
many-body wavefunction: 




 𝜌(𝒓) = 〈𝛹𝑒𝑙|?̂?(𝒓)|𝛹𝑒𝑙〉 (II.8) 
After derivation, the electron density can be defined as: 
 𝜌(𝒓) =  𝑁|𝑒| ∫|𝛹𝑒𝑙(𝒓, 𝒓𝟐, … , 𝒓𝑵)|
2
𝑑𝒓𝟐 … 𝑑𝒓𝑵 (II.9) 
The electron density is related to the probability to find one of N electrons 
of the system in a volume 𝑑𝒓 centred on the position 𝒓: 
 𝑑𝑃 = 𝜌(𝒓)𝑑𝒓 (II.10) 
The electron density fills two important properties: 





= 𝑁|𝑒| (II.12) 
The first property expresses that the electron density decays far from the 
nuclei comprising the system. The second one reflects the fact that the total 
electronic charge of an N-electron system is 𝑁|𝑒|. 
 Theorems of Hohenberg and Kohn 
The possibility of replacing the variable 𝛹0
𝑒𝑙 by 𝜌0 to solve the equation of 
Schrödinger comes from two theorems of Hohenberg and Kohn.154 The first 
theorem gives the existence of a one-to-one correspondence between the 
ground state electron density 𝜌0 and the external potential ?̂?𝑒𝑥𝑡. The novelty 
did not reside in the uniqueness of the ground state electron density for a 
given external potential, which is pretty straightforward: if the external 
potential (i.e. nuclei positions) is known, then the ground state of the system 
and all its properties (including the electron density 𝜌0, the wavefunction 𝛹0
𝑒𝑙 
and the total energy 𝐸0
𝑒𝑙) are determined. What was new however was that an 
electron density could correspond to the ground state of not more than one 
external potential. This indicates that the external potential is also determined 
by the ground state electron density. It results from the first theorem that if the 
ground state electron density is known, all the properties of the system in the 
ground state can be determined as well. The second theorem of Hohenberg 
and Kohn proves the existence of a universal functional for the energy in 
terms of the density 𝐸[𝜌]; it also proves that the exact ground state energy is 
the global minimum value of this functional.  




 𝐸[𝜌] = 𝑇[𝜌] + 𝑈[𝜌] + ∫ 𝑉𝑒𝑥𝑡(𝒓)𝜌(𝒓)𝑑𝒓
𝑉
 (II.13) 
In the equation, 𝑇[𝜌]  represents the kinetic energy functional, 𝑈[𝜌]  the 
electron-electron potential energy functional, and the third term the electron-
nuclear potential energy functional.  
The two theorems of Hohenberg and Kohn thus transform the problem of 
solving the Schrödinger equation into the problem of determining the 
functional 𝐸[𝜌]. Indeed, if 𝐸[𝜌] is known, it is then relatively easy to compute 
the ground state of the system. However, an analytic expression of 𝐸[𝜌] is not 
easy to find. In particular, an exact analytical form of 𝑇[𝜌]  and 𝑈[𝜌] , the 
kinetic and electron-electron potential energy functionals for a system of N 
electrons in interaction, have still not been found – and appear quite 
impossible to find.  
 Ansatz of Kohn and Sham 
Walter Kohn and Lu Sham proposed in 1965 an ansatz (i.e. an educated 
guess that is verified later by its results) of replacing the system of N 
electrons in interaction (impossible to solve analytically) by a problem of N 
non-interacting electrons evolving in an external potential. Mathematically, 
that transforms the energy functional of Hohenberg and Kohn (described in 
equation (II.13)) into: 
 𝐸𝑠[𝜌] = 𝑇𝑠[𝜌] + 𝑉𝑠 (II.14) 
where 𝑇𝑠[𝜌] is the kinetic energy functional of the non-interacting electrons 
and 𝑉𝑠  represents the potential in which the electrons are moving. The 
electron density 𝜌𝑠 is strictly equal to the density appearing in the functional 




 𝑉𝑠 = 𝑉𝑒𝑥𝑡 + 𝑈 + (𝑇 − 𝑇𝑠) (II.15) 
i.e. if the potential 𝑉𝑠 includes the correction of the kinetic energy functional 
𝑇𝑠[𝜌]  which applies to non-interacting electrons. The new formulation 
introduced by Kohn and Sham enables us to define a mono-electronic 
Hamiltonian and to write mono-electronic equations (said of Kohn and Sham), 
which, unlike the previous equation of Schrödinger, can be solved in practice 




 ∇2 + 𝑉𝑆(𝒓)) 𝜑𝑖(𝑟) = 𝜖𝑖𝜑𝑖(𝒓) (II.16) 
In the equation, 𝜑𝑖  are the single-electron wavefunctions. The mono-
electronic effective potential 𝑉𝑆 can be detailed as follows: 




𝑑𝒓′ + 𝑉𝑥𝑐[ρs(𝒓)] (II.17) 
The previous equation can also be written as: 
 𝑉𝑆 = 𝑉𝑒𝑥𝑡 + 𝑉𝐻 + 𝑉𝑥𝑐 (II.18) 
The first term, 𝑉𝑒𝑥𝑡, is the external potential generated by the nuclei. The 
second term, 𝑉𝐻 , represents the classical Coulombic interaction between 
electron pairs, also called Hartree potential. The third term, 𝑉𝑥𝑐 , is the 
exchange-correlation potential, which corrects for the difference between the 
system of N interacting and non-interacting particles. More specifically, the 
exchange energy results from the Pauli repulsion, omitted in the Hartree term, 
and the origin of the correlation energy is the repulsion between electrons. 
The exchange-corrrelation potential 𝑉𝑥𝑐  accounts for the corrections in 
electronic energy (𝑈 − 𝑉𝐻) as well as in kinetic energy (𝑇 − 𝑇𝑠). A problem, 
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discussed later, is that the exact exchange-correlation potential 𝑉𝑥𝑐[ρs] is still 
unknown. 
 Solution of Kohn and Sham equations 
The ansatz of Kohn and Sham leads to a system of mono-electronic 




 ∇2 + 𝑉𝑒𝑥𝑡 + 𝑉𝐻 + 𝑉𝑥𝑐) 𝜑𝑖(𝒓) = 𝜖𝑖𝜑𝑖(𝒓) (II.19) 
The single-electron wavefunctions 𝜑𝑖 , also known as orbitals, are then 
expanded into basis functions ϕ𝑙: 




𝐿  is the total number of basis functions. The basis functions 𝜑𝑖(𝒓) are 
typically expressed as products of simple functions of individual coordinates. 
Two main classes of basis functions are used: the plane waves and the 
localized orbitals (i.e. 𝜙𝑙(𝒓) is significantly different from zero in the proximity 
of a site, by construction). By their formation, plane wave codes are a priori 
better suited to periodic systems (such as crystals) while localized orbital 
codes would be best suited to non-periodic systems (especially molecular 
systems). In practice, differences between the two types of codes are many – 
but not often critical. In particular, plane wave codes involve an extremely 
large number of basis functions 𝐿, making the direct and exact diagonalization 
(see below equation (II.21)) very costly and thus not handled for routine 
calculations. A cheaper and iterative scheme which only solves for the 
eigenstates associated with the lowest energies is hence used. On the other 
hand, localized orbital basis sets require a considerably smaller number 𝐿 of 
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basis functions but the direct and exact diagonalization usually needs to be 
performed.  
Because at low temperature N pairs of electrons occupy the N lowest 
energy levels (two electrons can occupy the same level but for simplicity spin 
is ignored here), resolution of the Kohn-Sham equations is the computation of 
the eigenstates (i.e. electronic energies 𝜖𝑖 and orbitals 𝜑𝑖) corresponding to at 
least the N lowest eigenvalues 𝜖𝑖 of the eigenvalue problem: 
 [𝐻]𝑐𝑖 = 𝜖𝑖[𝑆]𝑐𝑖 (II.21) 
In the equation, [𝐻] is the Hamiltonian matrix, [𝑆] is the overlap matrix 
(which appears if the basis is not orthogonal) and 𝑐𝑖 is the vector (𝑐𝑖1, 𝑐𝑖2, . . . )
𝑇. 
This large eigenvalue problem is a bottleneck in DFT calculations. The 
matrix to diagonalize is of size 𝐿 × 𝐿, 𝐿 being the number of basis functions 
involved to expand the orbitals. The cost of the exact diagonalization scales 
as 𝐿3 . In practice, the number of basis functions required increases very 
quickly with the number of electrons and becomes rapidly very high, leading 
to a huge cost in computational time and memory. Nevertheless, the 
expenses remain far from those of the correlated wavefunction-based 
methods (e.g. MP2 scaling as 𝐿4  or 𝐿5  - depending on its implementation, 
CCSD as 𝐿6) which at best scale as 𝐿4.  
However, as observed in equations (II.17) and (II.18), the Hartree and 
exchange-correlation potentials (𝑉𝐻 and 𝑉𝑥𝑐) depends on the electron density 
𝜌𝑠(𝒓) , which is initially unknown. The electron density could itself be 
calculated from the orbitals: 











But the orbitals are also the solutions of the Kohn-Sham equation, making 
it non-linear. The approach here to solve the Kohn-Sham equations is to use 
an iterative scheme. From an initial guess of the electron density 𝜌𝑠
0 , the 
orbitals 𝜑𝑖
0  can be computed (via the expensive diagonalization mentioned 
above), which allows in turn the computation of the electron density 𝜌𝑠
1 (see 
equation (II.22))… The values of the electron density 𝜌𝑠 and of the orbitals 𝜑𝑖 
are consistently calculated until convergence is reached. 
The total energy of the system can now be computed – exactly – as: 
 
𝐸𝑒𝑙 = 〈𝛹𝑒𝑙|?̂?|𝛹𝑒𝑙〉 = 〈𝛹𝑒𝑙 |−
1
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𝑑𝒓 + 𝐸𝑥𝑐[𝜌(𝒓)] 
(II.23) 
 Approximations 
As described above, DFT is an exact theory. However, DFT is 
approximate in practice. This is because the exchange-correlation potential 
𝑉𝑥𝑐 remains unknown and thus needs to be approximated. We will present 
briefly two kinds of approximation often used: the local-density approximation 
(LDA) and the generalized gradient approximation (GGA). 
II.A.7.a) Local density approximation 
LDA is the simplest and oldest approach to express the exchange-
correlation energy. LDA assumes a local functional of the density, i.e. the 
exchange-correlation energy at any point in space is a function of the electron 
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density at that point in space only (and not of any of its derivatives). More 
specifically, the exchange-correlation energy is expressed as: 
 𝐸𝑥𝑐
𝐿𝐷𝐴[𝜌] = ∫ 𝜌(𝒓)ϵ𝑥𝑐
ℎ𝑜𝑚[𝜌(𝒓)]𝑑𝒓 (II.24) 
where ϵ𝑥𝑐
ℎ𝑜𝑚[𝜌(𝒓)] is the exchange-correlation energy density of an interacting 
homogeneous electron gas at the density 𝜌(𝒓). 
Because LDA is a very rough approximation, it is not expected to be 
accurate (and it is not accurate), especially for systems which are not 
homogeneous (e.g. covalent or ionic structures). 
II.A.7.b) Generalized gradient approximation 
While LDA assumes a uniform electron density of the system, GGA also 
takes account of the variation of electron density in space. The exchange-
correlation energies are thus expressed as a function of the electron density 
and of its gradient: 
 𝐸𝑋𝐶
𝐺𝐺𝐴[𝜌] = ∫ 𝜌(𝒓)𝑓[𝜌, 𝛻𝜌]𝑑𝒓 (II.25) 
Different flavors of GGA exist, each using a different function 𝑓.208,289 DFT 
with GGA is appropriate in calculations with systems of high degree of 
complexity (and of electron density inhomogeneity, such as semiconductors). 
That is why we used it here.  
The LDA and GGA approaches are in principle ab initio (although GGA 
functional can also be fitted to empirical data; the GGA functional used in this 
work is ab initio). It is possible to further increase the accuracy of DFT by 
using hybrid functionals, which incorporate a portion of exact exchange (from 
Hartree-Fock theory). The most widely used hybrid functional – in particular 
for molecular systems – is the B3LYP functional289 (which stands for Becke, 
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3-paremeter, Lee-Yang-Parr). It is built by parametrizing the functional and 
fitting the parameter to experimental data. These improvements are however 
very costly (because of the computation of the exact exchange) and do not 
bring about the same kind of improvement for solids / periodic systems 
(considered here) as they do for molecules. I therefore used in this project a 
GGA functional, the Perdew-Burke-Ernzerhof (PBE) functional208, which has 
proven to be one of the most efficient GGA functionals and which is what is 
generally used in other works on battery materials.130, 155-160 
 Pseudopotentials 
As explained earlier, one of the bottlenecks of DFT is the diagonalization 
involved for the resolution of the Kohn-Sham equations. The computational 
cost of the diagonalization is directly dependent on the total number of 
orbitals (i.e. 𝑁). Because there is generally no particular need to consider 
explicitly the core electrons (which do not contribute to binding), significant 
cost savings can be realized by replacing the complicated effects of the 
motion of the core electrons with an effective potential, or pseudopotential. 
The computational cost of the diagonalization is also directly dependent on 
the number of basis functions used to expand the wavefunctions. If one 
considers explicitly the core electrons, the external potential and 
consequently the wavefunctions are rapidly varying in the areas close to the 
nuclei and as a result a tremendous basis set is needed in the calculation. In 
this way, the use of pseudopotential brings huge cost savings in the 
diagonalization effort by acting on two sides: it requires the computation of 
much fewer orbitals at the same time as it dramatically reduces the number of 
basis functions involved, and simultaneously the size of the matrices. 
A pseudopotential is built in such a way that outside a cutoff radius 𝑟𝑐 
(from the nucleus) the pseudopotential is similar to the all-electron potential 
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and the resulting wavefunctions for the atom are similar to the all-electron 










Ideally, norm-conservation is also required (i.e. the charge outside the 










In this thesis I use norm-conservative pseudopotentials (and more 
specifically, Troullier-Martins pseudopotentials161) with the SIESTA162 code, 
and non-norm conservative pseudopotentials (more specifically the projector 
augmented wave (PAW)163 method) in the VASP164 code because norm-
conservative pseudopotentials are very costly with plane waves. 
 Periodic boundary conditions 
Periodic boundary conditions (PBC) enable exact modeling of materials 
intrinsically periodic (e.g. crystalline solids), but it also allows approximate 
modeling of systems not necessarily periodic. PBC are in fact widely used to 
model extended but not periodic structures such as surfaces, liquids, and 
amorphous solids by using simulation cells, or supercells, on which PBC are 
imposed. 
To impose PBC, the basis functions or/and the electron density can be 
expanded in a periodic basis such as plane waves. For any system described 
by a periodically repeating supercell, the Bloch theorem says that the 






where 𝑐𝒌(𝒓) is periodic, with the wavevectors 𝒌 which have to satisfy 𝒌𝒓𝒎 = 𝑛,  
𝑛 being an integer and 𝒓𝒎 is a translation vector of the simulation cell.  
The equation (II.28) indicates that the Kohn-Sham energy (see the Kohn-
Sham equations) is dependent on 𝑘. 𝐸0(𝑘) is a periodic function of 𝑘. One 
period of 𝑘  on [0, 𝑘𝑚𝑎𝑥] forms the Brillouin zone, over which integration of 
𝐸0(𝑘)  gives the total energy of the system. This integration is in practice 
performed on a grid. The choice of the placement of the grid points gives rise 
to different schemes, among which we will use the widely used Monkhorst-
Pack scheme. Noteworthy is the fact that increasing the size of the supercell 




], which effectively averages 𝐸0(𝑘). That is why a smaller number of 
k-points can be used for larger simulation cells.       
II.B. Orbital-free density functional theory 
DFT, the method described above, has dominated ab initio calculations of 
materials for decades. It is sometimes also called Kohn-Sham (KS-) DFT, to 
distinguish it from other DFT-related methods, such as the orbital-free density 
functional theory (OF-DFT) scheme which we are interested in here.  
Although OF-DFT has a longer study history than KS-DFT, the OF-DFT 
scheme has stayed in the background for long, and it is only these recent 
years that the development of OF-DFT has become an active area of 
research. However, it has now raised a real enthusiasm among 
researchers.153, 165-169 This excitement comes from the need to do routine 
calculations on much larger systems than those handled by KS-DFT. Indeed, 
KS-DFT is not able to handle routinely systems of more than about 500 atoms, 
while systems of more than thousands of atoms are required to model 
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mechanical properties (micro-structure driven) or large organic systems or 
interfaces. In particular, battery electrode performance is directly related to 
the charge-discharge dynamics and the interfacial effects, which remain not 
well understood for most promising materials and for which computational 
studies are still largely absent from the literature. Classical molecular 
dynamics together with standard (and very approximate) force-fields have 
been used for this length and time scales.128, 170, 171 However, the accuracy of 
such method is far below that of DFT and appears insufficient to correctly and 
reliably reproduce phenomena relevant for battery operation (see Introduction 
of section II.A). 
OF-DFT has emerged as a promising alternative to KS-DFT that enables 
large-scale computations at reasonable computational costs.172-174 The 
method computes the energy directly from the electron density without 
recourse to the wavefunctions, resulting in orders of magnitude faster 
calculations and significant memory savings. This is because computing the 
wavefunctions is the bottleneck of KS-DFT, it involves a large eigenvalue 
problem whose the computational cost scales cubicly with the number of 
basis functions 𝐿, i.e. more than cubicly with the number of electrons (see 
section II.A.6). The scaling of OF-DFT, in contrast, is near linear with system 
size.  However, getting rid of the wavefunctions goes along with two new 
sources of inaccuracy that are described next.  
 Kinetic energy functionals 
The major source of errors comes from the computation of the kinetic 
energy. To recall (see section II.A.6 for details), one computes the total 


















𝑑𝒓 + 𝐸𝑥𝑐[𝜌(𝒓)] 
(II.29) 
In the equation, the first term is the kinetic energy of the non-interacting 
electrons, the second term the Coulombic energy between the ions and the 
electron density, the third term the Coulombic energy between electron pairs, 
and the last term the (unknown) exchange-correlation potential. In KS-DFT, 
the kinetic energy (of the non-interacting electrons) is exactly computed with 
the use of the wavefunctions (see the first term in equation (II.29)). In the OF-
DFT scheme, in which the wavefunctions are not computed, this kinetic 
energy expression cannot be used and needs to be approximated with the 
use of kinetic energy functionals (KEFs), 𝑇𝑠[𝜌(𝑟)] . It is to be noted that, 
because 𝑇𝑠[𝜌]  is of the order of the total energy 𝐸  – in contrast, 𝐸𝑥𝑐[𝜌] is 
considerably smaller – a high accuracy is required for the approximate KEF. 
In OF-DFT, the total energy of the system is thus computed as: 
 









Several KEF approximations are available. In particular, it exists an 
important group of KEFs which is based on linear response theory and takes 
the form: 
 𝑇𝑠[𝜌] = 𝑇𝑇𝐹[𝜌] + 𝑇𝑣𝑊[𝜌] + 𝑇𝑁𝐿[𝜌] (II.31) 
𝑇𝑇𝐹[𝜌] is the KEF of the non-interacting homogeneous electron gas, also 






(3π2)2 3⁄ ∫[𝜌(𝒓)]5 3⁄ 𝑑𝒓 (II.32) 









which is exact for one-orbital systems. 
𝑇𝑁𝐿[𝜌] is a nonlocal part of the KEF, expressed as
167: 
 𝑇𝑁𝐿[𝜌] = 𝐶 ∬ 𝜌
𝛼(𝒓)𝜔(𝜉(𝒓, 𝒓′), |𝒓 − 𝒓′|)𝜌𝛽(𝒓′)𝑑𝒓𝑑𝒓′ (II.34) 
where 𝜔  is a dimensionel kernel, 𝜉(𝒓, 𝒓′)  is a Fermi wavevector that may 
depend on densities at 𝒓  and 𝒓′ , the parameters 𝐶 , 𝛼 , and 𝛽  are model-
dependent, with 𝛼 + 𝛽 =
8
3
. For light metals, encouraging results have been 
obtained with the WT (Wang-Teter) functional178 where: 
 𝜉(𝒓, 𝒓′) = 𝑐𝑜𝑛𝑠𝑡 (II.35) 
and with the WGC (Wang-Govind-Carter) functional179 where:  
 𝜉(𝒓, 𝒓′) = (
1
2
[3𝜋2𝜌(𝒓)]𝛾 3⁄ + [3𝜋2𝜌(𝒓′)]𝛾 3⁄ )
1 3⁄
 (II.36) 
The existing KEFs are accurate enough for Li, Na, and Mg, but they are 
not for the host materials.172, 180 
For semiconductors, the HC (Huang-Carter) functional has been shown to 
perform better; there167 






 Local pseudopotentials 
The second source of error arising with OF-DFT (versus KS-DFT) comes 
from the impossibility of using non-local pseudopotentials (PPs). PPs are 
required in KS-DFT as well as in OF-DFT to dramatically reduce the 
computational cost. PPs can be either non-local, i.e. that electrons of different 
angular momenta (s, p, d, f…) feel different potentials, or local, i.e. that 
electrons of different angular momenta (s, p, d, f…) feel the same potential. 
The Coulombic field of the nucleus can be viewed as a “local” potential. Non-
local PPs are generally more accurate than local PPs. However, because the 
orbitals are not computed with OF-DFT, electrons of different momenta 
cannot be distinguished, and only local PPs, which are generally less 
accurate, can be used. However, local PPs are not available for most of the 
periodic table, and the usual method to build local PPs compounds the errors 
coming from KS-DFT (see section IX.A). That is why we propose a new 
method to build local PPs and provide local PPs for Li, Na, and Mg (see 
Chapter IX). 
II.C. Vibrational Analysis 
DFT computes the electronic energy of the system considered but it does 
not take into account the kinetic energy of the nuclei. This kinetic energy – 
often neglected – can be translational, rotational, and vibrational. For the 
systems studied here (i.e. solids), only the vibrational energy is important. 
This vibrational contribution can be substantial and play a role in key 
properties of electrode materials, such as storage energetics and diffusion 
barriers. The vibrational spectrum is also required to compute prefactors for 
the calculation of the diffusion rates. Vibrations should therefore be 
considered when one analyzes the properties of electrode materials. The 
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importance of vibrations for electrode material modeling begins to be 
recognized and vibrational contributions computed.181, 182 
 Zero-point energy 
Even though the vibrational contributions are generally associated with 
temperature (and their importance usually grows with increasing temperature), 
the vibrational contributions already exist at 0 K. This kinetic energy at 0 K, 
known as zero-point energy, finds its origin in the Schrödinger equation for 















) + 𝑉) 𝛹𝑣 = 𝐸𝛹𝑣 (II.38) 
In the equation, 𝐴 is the number of atoms (indexed 𝐼), 𝑚𝐼 is the mass of 
the atom 𝐼, 𝑥I, 𝑦I, and 𝑧I are the Cartesian coordinates of the atom 𝐼, 𝑉 is the 
potential energy function (i.e. the electronic energy computed with DFT) 
which depends on the coordinates of the atoms {𝑅1, 𝑅2, … , 𝑅𝐴} , 𝛹𝑣  is the 
vibrational wavefunction and 𝐸 is the corresponding vibrational energy (the 
two latest, 𝛹𝑣  and 𝐸, are also dependent on the coordinates of the atoms). 
The equation (II.38) is very difficult to solve for a general potential function 
𝑉 . The difficulty first comes from the complexity of the potential energy 
function which depends on the coordinates of all atoms. Secondly, Cartesian 
coordinates are redundant, i.e. they vary with respect to translation and 
rotation of the system, while non-redundant (or invariant) coordinates are 
preferred. In general, those internal coordinates are coupled in the expression 
of the kinetic energy operator, which in Cartesian coordinates has a simple 
(uncoupled) form of a sum of second partial derivatives. 
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II.C.1.a) Normal coordinates 
However, when one considers a stationary point of the potential energy 
surface (i.e. a stable or metastable structure), it is possible to find coordinates, 
known as normal coordinates, which are invariant and uncoupled in the 
vicinity of this point, and simplify considerably the equation (II.38). This new 
coordinate system is made up of the eigenvectors of the Hessian matrix [𝑓] 
whose elements 𝑓𝑖,𝑗 are defined as: 






( )𝑥0  indicates that the second derivatives are taken at the stationary 
point 𝑥0, for which the first derivatives are thus null. {𝑞1, 𝑞2, … , 𝑞3𝐴} are the 
mass-weigthed Cartesian coordinates (of the 𝐴 atoms), defined as: 
 𝑞𝑖 = √𝑚𝑖𝑥𝑖
′ (II.40) 
where 𝑚𝑖 is the mass of the nucleus considered and {𝑥1
′ , 𝑥2
′ , … , 𝑥3𝐴
′ } are the 
Cartesian displacements of the 𝐴  atoms, defined as 𝑥𝑖
′ = 𝑥𝑖 − 𝑥𝑖
0 , 
{𝑥1, 𝑥2, … , 𝑥3𝐴}  being the Cartesian coordinates of the atoms and 
{𝑥1
0, 𝑥2
0, … , 𝑥3𝐴
0 }  the Cartesian coordinates of the atoms at their equilibrium 
position, which is also equivalent to: 
 [𝑞] = [𝑀]
1
2[𝑥′] (II.41) 
where [𝑀] is a diagonal matrix whose elements are the masses of the atoms.  
Performing the diagonalization of the matrix [𝑓]  allows us to obtain the 
matrices [𝐿] and [Λ] associated with the diagonalization: 
 [𝐿]𝑇[𝑓][𝐿] = [Λ] (II.42) 
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The transformations from the normal coordinates [𝑄]  to the Cartesian 
coordinates [𝑞] (and the other way) are given by: 
 [𝑞] = [𝐿][𝑄] (II.43) 
 [𝑄] = [𝐿]𝑇[𝑞] (II.44) 
The transformation from Cartesian coordinates to normal coordinates can 
now be derived from equations (II.44) and (II.41): 
 [𝑄] = [𝐿]𝑇[𝑀]
1
2[𝑥′] (II.45) 
 [𝑄] = [𝐿′][𝑥′] (II.46) 
The Cartesian coordinates of the eigenvectors are given by the columns 
𝐿𝑗
′  of the matrix [𝐿′]. We can notice that the columns 𝐿𝑗
′  are related to the 
columns 𝐿𝑗




This indicates that the eigenvectors are also given by the columns 𝐿𝑗
𝑇 of 
the matrix [𝐿]𝑇 which diagonalizes the Hessian matrix [𝑓]. 
II.C.1.b) Normal mode approximation 
We described above how to derive the normal coordinates associated 
with a stationary point or a transition state on the potential energy surface (i.e. 
a stable or metastable structure). The normal coordinates can be used to 
approximate – and much simplify – the vibrational Schrödinger equation. One 
can split the nuclear motion into independent vibrations along the normal 
coordinates, which is equivalent to considering that any lattice vibration is a 
superposition of elementary vibrations. This is called the normal mode 
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2) 𝛹𝑣,𝑖(𝑄𝑖) = 𝐸𝑖𝛹𝑣,𝑖(𝑄𝑖) (II.48) 
Each equation corresponds to a vibrational mode 𝑖 for which the vibration 
motion happens along the normal vector 𝑄𝑖  and at a frequency 𝜈𝑖 . The 
vibrational modes of periodic systems are more commonly called phonons in 
quantum mechanics. The general function potential 𝑉 is approximated to its 
second derivative with respect to each normal coordinate (the first derivative 
being zero at a stationary point on the potential energy surface). 𝜈𝑖
2  thus 
designate the eigenvalues of the Hessian matrix, i.e. the elements of the 
diagonal matrix [Λ]. These differential equations can be solved analytically, 
and the energy levels 𝐸𝑖,𝑘 associated with each mode 𝑖 can be computed to 
be:183, 184 
 𝐸𝑖,𝑘 = 𝜈𝑖 (
1
2
+ 𝑘) (II.49) 
where 𝜈𝑖 is the energy of one quantum of excitation in mode 𝑖 and 𝑘 (integer) 
is the level of excitation of the mode (𝑘 = 0,1,2 … ∞), which is zero for the 
ground state.  
At 0 K, all vibrational modes are in their ground state (i.e. 𝑘 = 0) and 
hence the zero-point energy can be expressed as: 







We sum over 3𝐴 − 3 (and not 3𝐴) normal modes because for a general 
supercell of a solid material, out of the 3𝐴 normal coordinates required to 
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represent all atoms, 3 normal coordinates describe the translation of the 
supercell in space. The total energy of the supercell at 0 K is given by adding 
the zero-point energy to the electronic energy computed with DFT. 
 Finite temperature 
II.C.2.a) Vibrational energy 
At finite temperature, phonons populate the ground state (𝑘 = 0) as well 
as excited states (𝑘 = 1,2 …) of the vibrational modes. Quantum statistics 
indicates that at thermodynamic equilibrium each phonon (associated to a 
single vibrational mode 𝑖) populate the state of excitation 𝑘 of energy 𝐸𝑖,𝑘 with 








where 𝑍𝑖 is the canonical partition function, defined as: 







The vibrational energy in one vibrational mode 𝑖, 𝐸𝑣𝑖, can be expressed as: 




and the vibrational energy of the entire supercell, 𝐸𝑣𝑖𝑏, as: 




From the equations (II.49), (II.51), (II.52), (II.53), and (II.54) can be easily 
derived a practical expression of the vibrational energy: 
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II.C.2.b) Vibrational entropy 
As phonons populate higher excitation states, the vibrational entropy 
increases, bringing in a negative energy term (−𝑇𝑆𝑣𝑖𝑏 ), that needs to be 
summed to the vibrational energy to estimate the free energy. The vibrational 
entropy (with the negative energy associated) is the driving force for the 
population of excited states. It is the reason why the thermodynamic 
equilibrium is reached when excited states, higher in energy than the ground 
state, are preferably occupied. The vibrational entropy can be defined as: 




where 𝐹 is the vibrational free energy, defined as: 
 𝐹 = −𝑘𝐵𝑇𝑙𝑛(𝑍𝐴) (II.57) 
𝑍𝐴 is the partition function of the harmonic solid modeled in the supercell 
(with its 3𝐴 − 3  independent oscillators), obtained as the product of the 
individual oscillator partition functions: 




From the equations (II.49), (II.56), (II.57), and (II.58) can be easily derived 
a practical expression for −𝑇𝑆𝑣𝑖𝑏: 


















II.C.2.c) Vibrational contributions 
The total vibrational contributions, arising from the vibrational energy and 
entropy, can therefore be computed from:184, 185 
 𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏 = ∑ (
𝜈𝑖
2







The equation (II.60) will be used in Chapter IV to estimate the vibrational 








Chapter III.   
Group IV materials for lithium, sodium, and 
magnesium storage 
______________________________________________________________ 
Some of the results described in this chapter have been published in the 
following papers: 
F. Legrain, O.I. Malyi, C. Persson, S. Manzhos. “Comparison of alpha- and 
beta- tin for lithium, sodium, and magnesium storage: an ab initio study 
including phonon contributions”. Journal of Chemical Physics. 143, 204701 
(2015) 
F. Legrain, O.I. Malyi, S. Manzhos. “A comparative computational study of Li, 
Na, and Mg insertion in α-Sn”. MRS Proceedings. 1678 (2014), DOI: 
10.1557/opl.2014.743 
F. Legrain, O.I. Malyi, S. Manzhos. “Comparative computational study of the 
diffusion of Li, Na and Mg in silicon including the effect of vibrations”. Solid 
State Ionics. 253, 157-163 (2013) 
T.L. Tan, O.I. Malyi, F. Legrain, S. Manzhos. “Role of inter-dopant interactions 
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III.A. Importance of the group IV in the search for 
effective anode materials 
The group IV - also called XIV - materials have emerged as a promising 
class of materials to intercalate and host Li/Na/Mg at the negative electrode. 
The group IV elements can indeed provide extraordinary capacities while 
relatively low anode voltages (see Chapter I), resulting in remarkably high 
energy densities. However, all group IV-Li/Na/Mg systems are not promising. 
In particular, Si, which is a very attractive anode material for Li-ion batteries, 
does not intercalate Na and Mg.12, 32, 34, 35 Investigating the storage properties 
of C, Si, Ge, Sn, and Pb for Li, Na, and Mg is therefore crucial in order to 
(i) identify the promising systems, in particular for Na and Mg storage 
(ii) rationalize the differences between C, Si, Ge, Sn and Pb for Li, Na, and 
Mg, thus providing guidance for the experimental work. We consider here the 
room temperature phases of C (graphite), Si (diamond), Ge (diamond), Sn ( 
Sn), and Pb (fcc), as well as the diamond structure of Sn ( Sn) which is 
almost as stable as  Sn at room temperature (see Chapter IV) and has been 
shown to play a role in electrochemically batteries.71-77 It is suggested in the 
literature that Li doping may stabilize the  Sn phase, although contradictory 
theoretical studies exist on that topic.71, 78 Stabilization of  Sn can 
nevertheless be achieved, for example with doping with Al, Cu, Zn, and Ge.70 
III.B. Computational setup 
The calculations were performed with the Vienna Ab initio Simulation 
Package (VASP)164. To describe electron-ion interactions, we employed the 
projector augmented wave (PAW) method163. We used the Perdew-Burke-
Ernzerhof (PBE) functional as exchange-correlation functional for Si, Ge, Sn, 
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and Pb. For graphite, we use the optB88-vdW functional186 which is suited to 
model the van der Waals interactions between the graphite layers.187 We 
provide in Table III.1 the plane wave basis sets and the Monkhorst-Pack188 
meshes (all -centered) used in our calculations. We have confirmed that the 
increase of the energy cutoff 𝐸𝑐𝑢𝑡 as well as that of the k-mesh does not affect 
the results. Atomic coordinates and cell vectors were optimized until the 
forces on atoms were below 0.01 eV/Å (0.02 eV/Å for graphite) for single 
dopant insertion and 0.02 eV/Å for multiple dopant insertion. To limit the 
effects of inter-cell dopant-dopant interaction, we used supercells of about 
10×10×10 Å. We give in Table III.1 the values of the supercell sizes and the 
number of host atoms contained in the supercells. For graphite, the supercell 
corresponds to 4 layers of graphite, each containing 32 carbon atoms. We 
provide in Table III.2 the lattice constants obtained in our calculations 
together with the experimental data. The level of agreement between the 
computed and experimental values is typical and considered acceptable.185,191 
We adopted different methods to compute the migration barriers depending 
on the system considered. For the diamond structures of Si, Ge, and Sn, the 
migration pathways being well known, we directly optimized the transition 
sites using a force tolerance of 0.025 eV/Å. For graphite,  Sn, and fcc Pb 
however, the transition sites were not known or directly computable, we 
hence used the nudged elastic band method (NEB)189 at first order 
(SPRING=0) with 8 images and a force tolerance of 0.04 eV/Å for graphite 
and of 0.025 eV/Å for Pb and  Sn. Because of the computational cost, we 
reduced the k-mesh for the Brillouin zone sampling to 8×8×8 for fcc Pb. For  
Sn, we first identified the transition state with NEB at a 250 eV cutoff and a 
4×4×4 k-mesh, then we recomputed the configuration found at the extremum 
of the energy curve (by interpolation) by using the very accurate setup used 
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for the energetics (i.e., a 300 eV cutoff and an 8×8×8 k-mesh for the Brillouin 
zone sampling). However, for Mg diffusion along the (001) direction in  Sn, a 
lowering in energy (of around 0.03 eV) was found at the transition state due to 
reorganization of some Sn atoms because of inter-cell dopant-dopant 
interaction along the (100) direction. The transition site was thus re-optimized 
by fixing along the (001) direction two Sn atoms located at 4.9 Å from the Mg 
transition site. We will use the notation 𝑀 for metal (Li/Na/Mg) and 𝐻 for host 
(C/Si/Ge/Sn/Pb). 
Table III.1. Computational parameters used to model Li/Na/Mg-C/Si/Ge/Sn/Pb 
systems in our calculations. 
 phase 𝐸𝑐𝑢𝑡 (eV) k-mesh atoms supercell size (Å) 
C graphite 700 4×4×4 128 9.86×9.86×13.18 
Si diamond 400 6×6×6 64 10.94×10.94×10.94 
Ge diamond 300 6×6×6 64 11.57×11.57×11.57 
Sn 
diamond 300 4×4×4 64 13.30×13.30×13.30 
 Sn 300 8×8×8 64 11.87×11.87×12.88 
Pb fcc 300 12×12×12 32 10.17×10.17×10.17 
 




experimental lattice constants 
(Å) 
C graphite 𝑎 = 2.47 𝑐 = 3.29 𝑎 = 2.46a 𝑐 = 3.34a 
Si diamond 𝑎 = 5.47  𝑎 = 5.43b  
Ge diamond 𝑎 = 5.78  𝑎 = 5.65b  
Sn 
diamond 𝑎 = 6.65  𝑎 = 6.48b  
 Sn 𝑎 = 5.93 𝑐/𝑎 = 0.543 𝑎 = 5.83c 𝑐/𝑎 = 0.546c 
Pb fcc 𝑎 = 5.09  𝑎 = 4.92b  
a Ref. 190 
b Ref. 191 
c Ref. 192 
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III.C. Insertion sites 
 Graphite, diamond, and fcc structures 
In Figure III.1 are displayed the insertion sites of Li, Na, and Mg in the 
graphite (for C), diamond (for Si, Ge, and Sn), and fcc (for Pb) structures: the 
dopant atoms are tenfold-coordinated in graphite, fourfold-coordinated in 
diamond and sixfold-coordinated in fcc. The sites were known in graphite and 
diamond. For fcc however, we investigated two possible sites: the tetrahedral 
and the octahedral sites. We found that Li/Na/Mg atoms prefer to insert in the 
octahedral site rather than in the tetrahedral site by 0.31/0.14/0.35 eV, 
respectively. For graphite, the insertion of Li/Na/Mg at that concentration was 
found to increase the interlayer distance by about 0.11 Å for Li, 0.17 Å for Mg 
and 0.44 Å for Na. 
 
Figure III.1. Insertion sites of Li, Na, and Mg in (a) graphite (b) diamond (c) fcc 
structures. M (Li/Na/Mg) atoms are in black and H (C/Si/Ge/Sn/Pb) atoms in 
grey-blue. For graphite, the host atoms have different sizes to point out the 
layer to which they belong. Only part of the simulation cell is shown. 
 
  tin structure 
The insertion sites of Li, Na, and Mg in  Sn are far less straightforward 
than those in graphite, diamond, and fcc described above. To identify the 
equilibrium sites in  Sn we screened the unit cell using a grid with a 
resolution of ~0.75 Å along the (100) and (010) directions and of ~0.8 Å along 
the (001) direction. We discarded points within a 1.8 Å from a Sn atom, and 
tested all other points as insertion sites. For Li and Mg, two very close kinds 
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of sites (separated by 0.15 and 0.09 Å, respectively) with similar energetics 
(within 0.035 eV for Li and 0.005 eV for Mg) are found. The most symmetric 
site (shown in Figure III.2) is seven fold-coordinated, and is located between 
two equivalent sites of the other kind, which are displaced from the first site 
along the c axis by +/-0.012c (+/-0.006c) for Li (Mg), c being the lattice vector 
of the 64 atom cell. As explained in section III.E below, the transition sites for 
Li/Mg diffusion along the (001) direction give very similar energetics to these 
first two sites too (within 0.01 eV for Li, and of 0.07 eV for Mg). Rather than 
being located at a single well-defined site, Li (and to a certain extent Mg) are 
expected to be distributed along the c channel (displayed in Figure III.6). This 
is in contrast to diamond and fcc, where insertion sites are well defined, i.e. 
they are deep local minima. For Na, the lowest insertion site is at a similar 
position to the so-called most symmetric sites for Li and Mg, but Na displaces 
one Sn atom by 1.8 Å, resulting in a threefold-coordinated insertion site. 
 
Figure III.2. Insertion sites of (a) Li (b) Mg (c) Na in  Sn. Li is in green, Mg in 
orange, Na in yellow, and Sn in grey-blue. 
 
 M-H bonds 
In Table III.3 are presented the shortest M-H bonds for the equilibrium 
sites of M (Li/Na/Mg) in H (C/Si/Ge/Sn/Pb). The non-optimized M-H distances 
(before relaxation) are also given, giving an indication about the volume of the 
insertion pore. It shows that graphite provides the smallest pores, which is 
consistent with the small size of C atom and the short C-C bonds. As the 
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atoms get bigger and the bonds longer when progressing down from C to Pb 
on the periodic table, one can expect an increase in the size of the pores. The 
expected trend holds as one goes from C to Sn for the diamond structure. 
However, one can also see on Table III.3 that the volume of the pores varies 
not only with the atom radii, but also with the crystal structure. When the 
structure changes from  Sn to  Sn, i.e. from covalent to metal, the volume 
of the pores become significantly smaller. The pores in  Sn are even smaller 
than those in diamond Si, even though the Sn atoms are much bigger than 
the Si atoms. The same effect is observed in fcc Pb, in which the volume of 
the pores is comparable to those in diamond Ge. This can be explained by 
the relative packing of the different structures: while diamond, with a packing 
factor of 0.34, is loosely packed and provides relatively large pores, beta-Sn 
(and fcc) is much more densely packed with packing factors of 0.68 (and 0.74) 
and can only offer relatively small pores. The comparison between the 
optimized and non-optimized M-H distances indicates how much the structure 
needs to accommodate to host the metal atoms. The results show that more 
accommodation is needed for Na than Mg and Li (Na > Mg > Li), especially 
for the metallic structures.  
Table III.3. Shortest bonds (in Å) between Li/Na/Mg and C/Si/Ge/Sn/Pb for 
optimized (columns entitled Li, Na, and Mg) and non-optimized (column 
entitled non-relaxed) structures. 
Element phase Li Na Mg non-relaxed 
C graphite 2.01 2.21 2.08 1.67 
Si diamond 2.75 2.79 2.78 2.37 
Ge diamond 2.92 2.95 2.95 2.50 
Sn 
diamond 3.34 3.36 3.35 2.88 
 Sn 2.68 2.84 3.05 2.10 




III.D. Insertion energetics 
 Results 
The intercalation energies (or defect formation energies) for the insertion 
of Li, Na, and Mg in the group IV materials are given in Table III.4. The 
methodology employed to compute the defect formation energies is detailed 
in section I.H.3. We used the cohesive energies (i.e. energies in bulk metal) 
as reference states for Li, Na, and Mg. Negative (positive) values thus 
indicate a favored (unfavored) insertion versus the formation of Li/Na/Mg 
metal clusters at the surface of the electrode. The results show that for all 
group IV elements the defect formation energies are higher for Na/Mg than for 
Li, implying that the insertion of Na/Mg in all C, Si, Ge, Sn, and Pb is less 
favored than that of Li. The less favored insertion for Na and Mg is consistent 
with the large size of Na (versus the smaller Li atom) and the bivalency of Mg 
(versus the monolency of Li). When it comes to Na versus Mg, the insertion of 
Na appears to be easier than that of Mg, especially in graphite, Ge and  Sn. 
Comparing now the different hosts for the insertion, clear trends stand out. 
For the different diamond structures (Si, Ge and Sn), the insertion becomes 
more favored as the atom radius (or the volume of the pores) increases. The 
comparison between the different phases suggests that the more metallic and 
densely packed  Sn and fcc phases offer less stable sites than the more 
covalent and loosely packed diamond phase. Experimental results on the 
electrochemical activity of the group IV-Li/Na/Mg systems have been reported 
for most systems. Li has been shown to intercalate in all group IV materials. 
For Na and Mg, the heaviest elements, Sn, Pb, have been proven to work, 
while graphite and diamond Si have been reported to not allow the 
intercalation of Na and Mg. 12, 32, 34-36 Ge has also been shown to work well for 
Na, but to the best of our knowledge, there is no information in the literature 
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on the electrochemical activity of Ge for Mg. In light of the experimental 
results and the theoretical intercalation energies given in Table III.4, the non-
intercalation of Na and Mg in graphite and diamond Si appear to be due to the 
too high intercalation energies existing for these systems at the low Li/Na/Mg 
concentration considered here.  
In order to have a better comprehension of the energetics of Li, Na, and 
Mg in the different group IV materials, we computed the strain energies and 
the Bader charges, presented below. 
Table III.4. Defect formation energies (also called intercalation energies) in eV 
for the insertion of Li, Na, and Mg in C/Si/Ge/Sn/Pb. The defect formation 
energies are computed versus the cohesive energies of Li, Na, and Mg. 
Element phase Li Na Mg 
C graphite -0.21 0.51 1.99 
Si diamond 0.34 2.08 1.94 
Ge diamond -0.04 0.82 1.52 
Sn 
diamond -0.32 -0.09 0.79 
 Sn 0.02 0.50 0.55 
Pb fcc 0.27 0.90 1.01 
 
 Strain energies 
The strain energies associated with the insertion of Li/Na/Mg are 
computed as the energy difference between the distorted host structure and 
the ideal host structure (see section I.H.4.a)). Upon Li/Na/Mg insertion, the 
framework indeed accommodates the metal atom by modifying its ideal 
structure, and specifically by stretching the M-H bonds. The ideal host 
structure thus stores energy as strain energy, but this occurs only because it 
lowers the total energy of the system, which is the sum of the strain energy 
and the electronic energy. The electronic energy is defined here as the 
interaction energy between Li/Na/Mg and the host framework which is not 
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strain. The lowering in total energy thus comes from an enhanced electronic 
energy between Li/Na/Mg and the C/Si/Ge/Sn/Pb framework compared to a 
non-relaxed configuration. To minimize the total energy, the host structure 
adapts until the point where an extra increase in strain energy due to the 
accommodation would not be compensated anymore by the extra lowering in 
electronic energy. In other words, the optimized accommodation corresponds 
to the point where the slope of strain energy becomes higher in magnitude 
than the slope of electronic energy. This is important to understand the 
significance of the strain energies provided in Table III.5 below for the C, Si, 
Ge, Sn, and Pb frameworks upon Li, Na, and Mg insertion. The results show 
clear trends among the host materials. For the diamond structure, the strain 
energies decrease as the host atom radius (or the volume of the pores) 
increases. This effect is more pronounced for Na and Mg than for Li. Looking 
at the metallic phases, the strain energies are significantly higher for  Sn and 
fcc than for diamond, which may be explained by the smaller pores provided 
by the metallic and densely packed structures as well as by the weaker 
metallic bonds. The effect of Li/Na/Mg on electronic structure in 
semiconductors is to cause qualitative changes in the bandstructure, by 
causing the occupation of very distinct states in the conduction band, inducing 
metallic character and reorganization. In contrast, insertion into a metal leads 
the Li/Na/Mg valence electron(s) to occupy electronic states of the same band, 




Table III.5. Strain energies (in eV) of the distorted host structures 
(C/Si/Ge/Sn/Pb) upon Li, Na, and Mg insertion. 
Element phase Li Na Mg 
C graphite 0.18 0.74 0.44 
Si diamond 0.16 0.57 0.54 
Ge diamond 0.15 0.46 0.48 
Sn 
diamond 0.06 0.21 0.17 
 Sn 0.61 1.12 1.28 
Pb fcc 0.45 1.12 0.94 
 
 Bader charges 
To introduce the meaning and importance of the Bader charges, we will 
first recall a point mentioned before: the optimized accommodation of the host 
structure corresponds to the point where the slope of strain energy becomes 
higher in magnitude than the slope of electronic energy. While the strain 
energy, on which focuses the previous paragraph, is a measure of the elastic 
energy due to the distorted structure, the Bader charges have been proposed 
to evaluate the strength of the electronic energy between Li/Na/Mg and the 
host framework. The interaction between the dopant atoms and the host 
structure is believed be stronger as the electronic charge given by the metal 
atoms to the C/Si/Ge/Sn/Pb framework is greater. The computed Bader 
charges donated by Li/Na/Mg to the C/Si/Ge/Sn/Pb framework are given in 
Table III.6 below. The results show that the values remain almost constant 
across the different host structures for Li and Na, Li giving most of its valence 
electron (0.80…0.85e) and Na slightly less (0.69…0.79e). For Mg however, 
the values are less homogeneous: it goes from 1.18e to 1.64e. The smallest 
and highest values correspond to fcc Pb and graphite. The donated charge 
for Mg in diamond Si/Ge/Sn decreases as one goes down the periodic table. 
This trend concerning the diamond structure for Mg is the opposite of the one 
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observed for Li and Na, for which the donated charge increases as the host 
atom size increases. A stronger interaction between Li/Na and the framework 
as we go down the periodic table can be understood: as the volume of the 
interstitial sites becomes larger, the Li/Na-H bonds in the Li/Na-inserted 
structure are closer to their equilibrium values and their strength is higher. For 
Mg, an opposite trend might indicate that the ideal Mg-H bonds become 
weaker. The two effects described for Li/Na (a more equilibrium M-H bond as 
the pore volumes increase) and Mg (a weaker M-H bond) might exist for all 
three dopants in all six host structures, but to different extent. 
Table III.6. Charge donated by Li, Na, and Mg to the C/Si/Ge/Sn/Pb host 
structure, in elementary charge e. 
Element phase Li Na Mg 
C graphite 0.84 0.79 1.64 
Si diamond 0.81 0.69 1.53 
Ge diamond 0.83 0.72 1.51 
Sn 
diamond 0.85 0.75 1.36 
 Sn 0.80 0.74 1.36 
Pb fcc 0.80 0.69 1.18 
 
 Correlations 
We presented and analyzed previously the geometries and the energetics 
associated with the insertion of Li, Na, and Mg in C/Si/Ge/Sn/Pb. We will 
investigate the correlations existing between the different sets of values so as 
to provide a better understanding of the insertion energetics for Li, Na, and 
Mg in the group IV materials. We first plot in Figure III.3 the defect formation 
energies for Li/Na/Mg in the different materials against the strain energies, the 
donated charges, and the relaxed and non-relaxed M-H bond lengths. We 
excluded the values for graphite in the trendlines because of the particular 
structure of graphite. The first plot of Figure III.3 shows that there is a real 
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correlation between the strain energies and the defect formation energies. 
The three trendlines correspond to the values associated with the diamond,  
Sn, and fcc structures, respectively. The correlations between intercalation 
and strain energies are specific to a host structure (diamond,  Sn, and fcc) 
but cover different dopant types (Li/Na/Mg) and group IV elements. With 
Pearson’s R2 values higher than 0.8, the correlations between strain energies 
and defect formation energies appear to be very strong.193 The second plot 
shows that there is also a correlation between the intercalation energies and 
the charge donated by the dopant atom to the host framework. For Li and Na, 
the defect formation energies are found to decrease with increase of donated 
charge. This trend was expected: it is believed that as the charge donated by 
Li/Na/Mg is enhanced, the M-H bonds become stronger and the electronic 
energy decreases. However, an opposite trend is found for Mg: the defect 
formation energies increase as the donated charge increases. The last two 
plots show the defect formation energies against the M-H bond lengths, after 
and before (non-relaxed) optimization of the dopant-inserted structure. The 
correlations are given for the different dopant types. The results show that the 
volume of the pore can serve as a first approximation to evaluate the 
intercalation energies of Li/Na/Mg in different group IV materials. The 
Pearson’s R2 values which show the correlation between the defect formation 
energies and the donated charges or the bond lengths range between 0.45 
and 0.70, indicating that although the correlation of 𝐸𝑓 with donated charges / 
bond lengths is not as strong as it is with strain energies, it is still considered 
as significant correlation.193  
To summarize, the intercalation energies appear to be strongly correlated 
to the strain energies as well as to the donated charges. The strain energies 
rationalize and can be used as a predictor of the differences between dopant 
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atoms and host atoms within one crystal structure. The donated charges, on 
their side, are found to be valid indicators of the differences observed 
between different host materials for one specific dopant atom.  
 
Figure III.3. Plots of the defect formation energies (in eV) against the strain 
energies (in eV), the donated charges (in 𝑒), and the M-H bonds relaxed and 
non-relaxed (in Å). Blue values correspond to Li, red to Na and green to Mg. 
The trendlines correspond to the dopant type (Li/Na/Mg) for the donated 
charges and the bond lengths. For the strain energies however, the trendlines 
are plotted for the structure type, which are diamond,  Sn and fcc. The 




III.E. Migration of lithium, sodium, and magnesium in 
the group IV materials 
 Migration pathways 
III.E.1.a) Graphite, diamond, and fcc structures 
To the best of our knowledge, there only exists one unique study 
investigating Li diffusion in graphite at low concentration,194 even though 
graphite has been commercialized as the negative electrode for Li for more 
than 20 years. Other studies on the kinetics of the Li-graphite system focus 
on higher concentration stages.54, 195-197 In addition, the single existing study 
considering the dilute concentration case still considers the shift from AB 
stacking to AA stacking upon Li insertion and does not account for the change 
in van der Waals interactions along the pathway.194 Our calculations therefore 
provide new relevant data for Li as well as for Na and Mg – whose diffusion in 
graphite is fully absent from the literature. Our NEB calculations indicate that 
Li, Na, and Mg diffuse between two nearest neighboring sites along the 
pathway shown in Figure III.4. 
In the diamond structures of Si, Ge and Sn, dopant atoms migrate 
between the tetrahedral equilibrium sites through hexagonal transition 
sites.155, 198, 199 This pathway is well documented in the literature and we show 
the pathway in Figure III.4.   
For fcc Pb, there was to the best of our knowledge no study investigating 
the mechanism of Li, Na, or Mg diffusion. We found that the migration 
pathway of Li/Na/Mg between two nearest octahedral equilibrium sites does 
not happen in straight line between the equilibrium sites as in graphite and 
diamond, but through a tetrahedral site (see Figure III.4). We provide in 
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Figure III.5 the migration energy curves given by NEB for the two possible 
pathways: the straight pathway (O-O) and the pathway via the tetrahedral site 
(O-T-O). The pathway, which provides the lowest energy barrier and therefore 
O-T-O, was obtained by computing explicitly the pathway between the 
octahedral and tetrahedral sites. The NEB scheme did not find it on its own. 
This is not surprising but it reminds that one should identify first all possible 
migration pathways when using NEB. The NEB scheme can get trapped in a 
local minima. The migration pathways given in Figure III.5 show that for Li 
and Mg, the tetrahedral sites coincide with the transition sites. For Na, 
however, the transition site is located between the tetrahedral and the 
hexagonal sites.  
 
Figure III.4 Migration pathways of Li/Na/Mg (in black) in the graphite (left), 
diamond (middle), and fcc (right) structures. The larger black atoms show 
equilibrium sites for Li/Na/Mg while the smaller black atoms depict the 
migration pathways between two equilibrium sites. For fcc Pb, only the lowest 
migration barrier, O-T-O, is shown. For all structures, only part of the 
simulation cell is shown. 
 
 
Figure III.5 Migration energy curves for Li, Na, and Mg diffusion in fcc Pb 
when Li/Na/Mg diffuses in straight line between two neighboring octahedral 
sites (O-O) or via a tetrahedral site (O-T-O). 
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III.E.1.b)  tin structure 
In  Sn, we investigated the (100) and (001) directions as potential 
migration pathways for Li, Na, and Mg (note that the (010) direction is 
equivalent to (100)). The migration pathway of Li/Na/Mg in the (100) direction 
is shown in Figure III.6. For the (001) direction, because of the closeness of 
the equilibrium sites along the (001) direction, we show in Figure III.6 not the 
migration pathway between two neighboring equilibrium sites but 4 equivalent 
equilibrium sites, i.e. identical to those represented in Figure III.2 (given the 
symmetry of beta-Sn). The Figure III.6 shows that along the (001) direction Li, 
Na, and Mg diffuses through a helix shape pathway, as reported previously 
for Li.311 The helical shape of the pathway is found to be more pronounced for 
Na than for Li and Mg.  
 
Figure III.6. Left - migration pathways for Li/Na/Mg (black) along the (100) 
direction in  Sn (grey-blue); middle and right – 4 equivalent equilibrium sites 
for Li (green), Na (yellow), and Mg (orange) in  Sn showing the migration 
pathway of the dopants along the (001) direction. 
 
 Migration barriers 
The migration barriers for Li, Na, and Mg in the most stable phases of the 
group IV materials are given in Table III.7. The results show that almost all 
materials, except fcc Pb and graphite, provide higher energy barriers for Na 
and Mg than for Li. In particular, the diamond structures (Si, Ge and Sn) 
present energy barriers for Na and Mg which are about twice those for Li. 
This may be another reason why most materials work better for Li than for Na 
and Mg. Comparison between Na and Mg shows that for all materials except 
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fcc Pb and graphite migration barriers are higher for Na than for Mg. 
Surprisingly, fcc Pb and graphite present the lowest migration barriers for Na. 
Looking at the different materials, the results show that for diamond, the 
migration barriers decrease as we go down the periodic table: Li/Na/Mg 
diffuse significantly more easily in diamond Sn than in diamond Si. Because 
of the anisotropy of the graphite and  Sn structures, diffusion of Li/Na/Mg is 
anisotropic in those two materials. For graphite, we focus on the diffusion of 
Li/Na/Mg in the ab plane since diffusion in graphite is very unlikely along the c 
direction. The diffusion barriers associated are found to be inferior to 0.1 eV 
for Li, Na, and Mg, showing that the diffusion between the layers of graphite is 
quite easy for all dopants considered. In  Sn, we considered both (100), 
equivalent to (010), and (001) directions. We found that diffusion of Li/Na/Mg 
mainly happen along the c direction for which the diffusion barriers are 
particularly small, in particular for Li, for which a migration barrier of less than 
0.01 eV was found. 
Table III.7. Migration barriers (in eV) for the diffusion of single Li, Na, and Mg 
between two neighboring equilibrium sites in C, Si, Ge, Sn and Pb. 
Element phase Li Na Mg 
C graphite 0.08 0.04 0.09 
Si diamond 0.57 1.10 0.98 
Ge diamond 0.38 0.79 0.66 
Sn 
diamond 0.20 0.52 0.40 
 Sn (100) 0.32 0.71 0.35 
 Sn (001) 0.01 0.22 0.07 
Pb fcc 0.31 0.17 0.35 
 
 Correlations 
Because we have found in section III.D.4 that the strain energies as well 
as the donated charges could be used as good predictors of the intercalation 
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energies, we investigate here whether these predictions still hold for the 
migration barriers. We plot in Figure III.7 the migration energy barriers against 
the differences in strain energies and in donated charges. The results show 
that there is a real correlation between the migration barriers and the strain 
energy differences, which holds for all host materials and dopant types. For 
the donated charges however, it appears that although the migration barriers 
seem to decrease as the donated charge differences increase, a trend 
between the migration barriers and the differences in donated charge is 
almost non-existent.  
 
Figure III.7. Correlations between the migration barriers and the differences 
(between equilibrium and transition sites) in strain energies (left) and in 
donated charges (right). Blue points designate Li, red points Na, and green 
points Mg. 
III.F. Effect of dopant-dopant interaction 
In the first stage we investigated the effect the storage properties of the 
group IV materials for Li, Na, and Mg at dilute concentration. However, the 
concentration of Li/Na/Mg is finite in reality and dopant-dopant interactions 
exist and are expected to affect the storage properties. We study here the 
effect of dopant-dopant interactions on the insertion energetics and migration 




 Effect of dopant-dopant interaction on the insertion 
energetics in the diamond structure 
To investigate the effect of dopant-dopant interactions on the insertion 
energetics, we first compute the insertion energetics when an extra dopant 
atom is inserted in the supercell, i.e. for two dopant atoms in the supercell. 
We consider three different locations for the second dopant atom: at a 
nearest neighboring site from the first dopant (Ti), at a third nearest 
neighboring site from the first dopant (Tf), and at the furthest neighboring site 
from the first dopant (Td). The three different locations are shown in Figure 
III.8 and the intercalation energies (computed per dopant atom inserted) are 
given in Table III.8. The results show that in the vast majority of the systems 
(specifically all except Mg in Ge), the stability of the system increased with 
increasing of the inter-dopant distance. The dopant atoms appear to repel 
each other and well-dispersed configurations are preferred. This effect is 
found to be more pronounced for Si than for Ge and Sn. 
 
Figure III.8. Insertion sites and migration pathway considered in the diamond 
structures. The black atom represents the first dopant, also called spectator 
(Ts). In blue are shown the insertion sites considered for the second atom: Ti 
represents a nearest neighboring site from the first dopant, Tf a third nearest 
neighboring site from the first dopant, and Td  the insertion site for which the 
inter-dopant distance is maximized. Smaller blue atoms draw the migration 





Table III.8. Intercalation energies per Li/Na/Mg atom in eV for the insertion of 
2 Li/Na/Mg in equilibrium sites in diamond Si, Ge, and Sn, when the second 
dopant atom is located at a nearest neighboring site (Ti), at a third nearest 
neighboring site (Tf), and at the furthest neighboring site (Td). 
Element phase site Li Na Mg 
Si diamond 
Ti 0.44 1.95 2.36 
Tf 0.38 1.83 2.19 
Td 0.35 1.83 2.17 
Ge diamond 
Ti 0.11 0.97 1.71 
Tf 0.07 0.88 1.61 
Td 0.06 0.87 1.63 
Sn diamond 
Ti -0.25 0.01 0.86 
Tf -0.27 -0.05 0.83 
Td -0.27 -0.06 0.83 
 
In the second stage we compute the defect formation energies for higher 
concentrations of Li/Na/Mg in the diamond structures. The results are plotted 
in Figure III.9. The results show that for Li, the defect formation energies 
increase as the concentration is increased from 1 to 8 dopant atoms per 
supercell. For Mg however, the defect formation energies tend first to 
increase up to a concentration of 2 or 4 Mg atoms per supercell and then to 
decrease as a concentration of 8 Mg atoms per supercell is reached. This 
means that a concentration of 8 Mg dopants atom per supercell is preferred to 
that of a lower concentration (i.e. 1, 2, or 4), and Mg can segregate to that 
concentration (or to a higher concentration). For Na, the two different trends 




Figure III.9. Defect formation energies (per dopant atom and in eV) for the 
insertion of 1, 2, 4, and 8 Li/Na/Mg in the supercell containing 64 host atoms. 
In blue are shown the results for Li, in red for Na, and in green for Mg. 
Concentrations of 1…8 atoms are represented by thinner…thicker symbols 
and on the left…right. 
 
 Effect of dopant-dopant interaction on the migration barriers 
in diamond silicon 
We also investigate here the effect of dopant-dopant interactions on the 
migration barriers. We compute the migration barriers for the diffusion of 
Li/Na/Mg in Si, Ge, and Sn when a second Li/Na/Mg dopant is located in a 
neighboring site. The migration pathway and the location of the spectator 
atom (Ts) are shown in Figure III.8. The migration energy barriers for the 
diffusion of Li/Na/Mg in Si, Ge, and Sn with and without the presence of a 
spectator atom Ts are given in Figure III.10. The results show that the 
presence of a second dopant atom significantly reduces the migration barriers 
for the diffusion of Li/Na/Mg in the diamond structures of Si, Ge, and Sn. 
Furthermore, because the insertion site is destabilized by the presence of the 
second dopant atom, the migration barriers are higher for the diffusion into 
the neighborhood of the second dopant than for the diffusion out of it. Similar 
to the insertion energetics, the effects of dopant-dopant interactions are 
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stronger for Si than Ge and Sn, for which they result in migration barrier 
reductions as high as 0.14 eV for Li, 0.42 eV for Mg, and 0.31 eV for Na.  
 
Figure III.10. Migration energy barriers for the diffusion of Li/Na/Mg in Si (left), 
Ge (middle), and Sn (right), when a second dopant atom is located in a 
neighboring site (straight lines) and without the presence of a second dopant 
atom (dashed lines). The lines are here to guide the eye. Only the initial, final, 
and transition sites are computed. 
 
III.G. Conclusions 
The storage properties of the most stable phases of C, Si, Ge, Sn, and Pb 
were investigated for Li, Na, and Mg. We considered graphite for C, the 
diamond structures for Si and Ge, both the diamond structure and  Sn for Sn, 
and fcc for Pb. For most systems the intercalation energies and the migration 
barriers were found to be higher for Na and Mg than for Li. This indicates that 
insertion of Na/Mg is thermodynamically less favored than it is for Li, and that 
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diffusion of Na/Mg is more difficult than it is for Li. This could rationalize that 
most group IV materials work better for Li than for Na and Mg. In particular, 
the insertion energetics were found to be very high for Na and Mg in graphite 
and diamond Si, suggesting that the electrochemical inactivity of graphite and 
diamond Si for Na and Mg is due to the thermodynamically very unfavored 
insertion of Na and Mg in graphite and diamond Si at low concentration. This 
suggest furthermore that in order to make graphite and diamond Si work for 
Na and Mg, the intercalation energies need to be lowered. We will try to find 
approaches in the following to lower the intercalation energies of C and Si for 
Na and Mg.  
In addition, it was found that the intercalation energies were strongly 
correlated to the strain energies as well as to the amount of charge donated 
by Li/Na/Mg to the host framework. The results show that the intercalation 
energies increase with the strain energies and that this correlation stands for 
different systems of same host structure type. The correlation of the 
intercalation energies with the amount of charge donated by the dopant atom 
to the host material was found to exist for different host structures, but to not 
hold for different dopant types. The intercalation energies decrease with the 
donated charges for Li and Na, while the opposite trend is observed for Mg. 
In the last stage we considered the effect of dopant-dopant interactions 
for the diamond structures. The results show that for all systems at low 
Li/Na/Mg concentration (2 dopant atoms per supercell), dopant-dopant 
interactions increase the intercalation energies, indicating that dopants repel 
each other and that well-dispersed configurations are preferred. It was also 
shown that well-dispersed configurations were also favored kinetically. As the 
dopant concentration is increased, dopant-dopant interactions can lower the 
intercalation energies, this happens in particular for Mg. The magnitude of the 
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effect of dopant-dopant interaction on the insertion energetics was found to 
be up to about 0.2 eV per dopant atom. We also considered the effect of 
dopant-dopant interaction on the migration barriers. The presence of a 
spectator dopant was found to result in a dramatic reduction of the migration 
barriers, in particular for Si, for which the barriers were reduced by 








Chapter IV.   
Phononic effects on lithium, sodium, and 
magnesium storage properties of silicon 
and tin 
______________________________________________________________ 
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IV.A. Critical effect of temperature on Li/Na/Mg-doped 
silicon and tin 
Enhancing the performances of the widely used Li-ion batteries, made of 
graphite (anode) and LiCoO2 (cathode), has been an intense research topic 
these last two decades.31, 58, 200, 201 Replacing graphite with Si at the negative 
electrode has emerged as a viable strategy (as of now commercialized by 
Amprius) to increase the energy density. This approach has benefited from 
substantial amount of research.30, 31 However, while a large number of ab 
initio studies (de facto at 0 K) have been published on the Li-Si system,130, 155, 
156, 158, 202-207 the effects of phonons on the results have still not been studied, 
even on the more basic and crucial storage properties, such as the 
intercalation energies and the migration barriers of Li in Si. Actual room 
temperature values indeed differ from the computed 0 K values largely 
because of the phononic contributions (see section II.C). To obtain any 
property related to energy, which is almost always calculated as a difference 
between different computed energies, specifically here the migration barriers 
and the insertion energetics, the vibrational contributions should in principle 
be included in all energy terms of the equations (see equations (IV.2) and 
(IV.3) below). The vibrational contributions of the different terms are usually 
assumed to cancel each other (i.e. the vibrational contributions computed in 
equations (IV.4) and (IV.5) below are assumed to be equal to zero), but a 
negligible energy difference between the phononic contributions of the 
different terms is unfortunately not granted and phonon calculations are 
required. While in Si phononic effects are expected to alter absolute values 
associated with the storage properties (e.g. migration barriers and 
intercalation energies) only, in other materials, specifically in Sn, vibrational 
contributions can also dramatically affect the phase stability at room 
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temperature. Investigating the phase stability is crucial since the dominant 
phase(s) under lithiation will determine the storage properties of the material 
that a priori differ significantly from one phase to another. Sn is most 
commonly known under two phases:  Sn, the most stable phase below 286 
K, and  Sn, the most stable phase above 286 K.68, 69 The transition 
temperature (286 K or 13°C) is very close to the room temperature (300 K), 
resulting in energy difference between the two phases at room temperature 
as tiny as 0.001 eV (as follows from our calculations),  Sn being more stable 
at 300 K. Any external perturbation, such as doping,70 can therefore lead to 
phase competition between  and  Sn at room temperature. Li/Na/Mg 
doping in  and  Sn are suspected to affect the relative stability between the 
two phases, especially because the  phase has been reported to form 
during (de)lithiation of  Sn anodes and eventually to become dominant.71-77 
The formation of  phase has remained not understood, with first-principles 
studies investigating  and  Sn for Li intercalation coming with opposite 
claims.71, 78 Indeed, Im. et al show that Li doping stabilizes the  phase,71 
whereas the DFT results of Kaghazchi suggest that Li doping stabilizes the  
phase.78 Therefore, it remains unclear whether Li doping may be the cause of 
the formation of the  Sn phase during lithiation and delithiation, and which 
phase of Sn is thermodynamically stable with Li doping. However, no study 
up to now has included phononic contributions, although their inclusion is 
indispensable to understand this phase stability. The relative stability of  and 
 Sn under Li/Na/Mg doping is of great relevance because Sn is a promising 
anode material for all Li, Na, and Mg, providing relatively high theoretical 
specific capacities – 960 mAh/g for Li, 850 mAh/g for Na, and 900 mAh/g for 
Mg, corresponding to states of charge of stoichiometries Li17Sn4, Na15Sn4, 
and Mg2Sn - which have been approached experimentally.18, 46, 65, 66 However, 
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the practical performance of Sn as a negative electrode still needs to be 
enhanced for Sn to become an effective anode material. In particular, to meet 
the requirements of efficient energy storage devices, the charge and 
discharge rate should be significantly improved. In this perspective, it is 
important to better understand the intercalation of Li/Na/Mg in Sn and 
therefore critical to predict the most stable phase of Sn under Li/Na/Mg 
doping.  
That is why we endeavor here to investigate the effect of phonons on (i) 
the intercalation energies and migration barriers of Li/Na/Mg in Si, and on (ii) 
the intercalation energies of Li/Na/Mg in  and  Sn as well as on the phase 
stability of  and  Sn under Li/Na/Mg doping. 
IV.B. Phononic effect on the storage properties of 
silicon for lithium, sodium, and magnesium 
 Computational setup 
The calculations were performed using spin-unrestricted DFT and the 
SIESTA code162 using the PBE (Perdew, Burke, and Ernzerhof) functional208. 
The DZP (double- polarized) basis set generated by SIESTA was used with 
the option PAO.EnergyShift = 0.01 Ry unless indicated otherwise. Troullier-
Martins pseudopotentials161 (provided with SIESTA) were used to describe 
electron-core interactions. Similar to other studies130, 158, 198, 207, spin 
configurations with the lowest energies were used. The diamond silicon lattice 
was modeled with a cubic supercell containing 64 Si atoms. The Brillouin 
zone was sampled on a Monkhorst-Pack grid188 of size 3×3×3. The 
equilibrium sites of Li/Na/Mg in diamond Si, i.e. the tetrahedral (T) interstitial 
sites,155, 198, 199, 207, 209 are computed by optimizing all atoms as well as the 
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simulation cell until forces were below 0.01 eV/Å and the stress below 0.1 
GPa. The hexagonal (H) interstitial sites, which are the transition sites for 
Li/Na/Mg diffusion between T sites,155, 198, 199 were found by constrained 
optimization by scanning the fractional Cartesian coordinates most parallel to 
the diffusion path until the forces on the constrained atom were below 0.04 
eV/Å, similar to what is typically achieved in transition state searches, also 
when using the popular nudge-elastic band (NEB) calculations.198, 209-211 All 
other atoms as well as the supercell were relaxed until forces on them were 
below 0.01 eV/Å and the stress below 0.1 GPa, similar to T site optimizations. 
The H sites were also confirmed by vibrational analysis as having a single 
imaginary frequency. For the calculation of the effect on diffusion barriers of 
the presence of a second, “spectator”, metal atom, that atom was placed at 
the T site within the first coordination sphere of the diffusing atom. The 
location of the spectator atom and the migration pathway considered are 
shown in Figure III.8 (see section III.F). As in section III.F, the spectator 
atom’s site is labelled Ts, and the initial (closest to Ts) and the final T sites of 
the diffusing atoms are labelled Ti and Tf, respectively. We tested the 
importance of the basis set superposition error (BSSE) for barrier calculations 
by placing Li basis functions on the T (H) site when Li is on the H (T) site. The 
difference in barriers was of the order of 0.01 eV and consequently the BSSE 
correction was not employed in the production runs. 
Vibrational contributions to the barriers were computed in the harmonic 
approximation (therefore, all anharmonic effects including thermal expansion 
are neglected). Vibrational frequencies were computed at gamma point by 
diagonalizing the Hessian matrix obtained by finite differences with the step of 
0.03 a.u. All atoms in the simulation cell were allowed to vibrate. We 
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considered the effect due to the zero-point energy (ZPE) as well as due to 
finite temperature by computing the phononic contributions (see section II.C) 
 𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏 = ∑ {
𝜈𝑖
2





where 𝜈𝑖  is the energy of one quantum in the 𝑖 th normal mode, 𝑘𝐵  the 
Boltzmann constant, and the summation is over all normal modes with 
positive frequencies. The vibrational contributions were added to the DFT 
energies to obtain the Helmholtz free energies 𝐹 , 𝐹 = 𝐸𝐷𝐹𝑇 + 𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏 . 
The Helmholtz free energies should in principle be the energies used in the 
calculation of the defect formation energies 𝐸𝑓 (see equation (I.9)) and of the 
migration barriers 𝐸𝑏  (see equation (I.21)), as we assume 𝑝𝑉 = 0 . The 
phononic contributions 𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏  were considered for each term of the 
equations, which become for the intercalation energies 𝐸𝑓 and the migration 





[(𝐸𝐷𝐹𝑇 + 𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏) 
𝑆𝑖64𝑀𝑛
−  (𝐸𝐷𝐹𝑇 + 𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏) 
𝑆𝑖64




𝐸𝑏 = (𝐸𝐷𝐹𝑇 + 𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏) 
𝑆𝑖64𝑀𝑇
−  (𝐸𝐷𝐹𝑇 + 𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏) 
𝑆𝑖64𝑀𝐻 
(IV.3) 
where M stands for Li/Na/Mg, n is the number of M atoms inserted per Si 
supercell, 𝑆𝑖64 designates the pure and ideal Si supercell, 𝑆𝑖64𝑀𝑛 represent 
the M-inserted Si system, and 𝑀𝑐𝑜ℎ is Li/Na/Mg in bulk metal (i.e. bcc for Li 
and Na, hcp for Mg). The first equation was used to compute the intercalation 
energies of 1 and 2 Li/Na/Mg atoms in the 64-atom cell of Si (when 2 
Li/Na/Mg atoms were inserted, the second dopant atom was placed in one of 
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the nearest neighboring T sites to the first inserted dopant). Therefore, 
optimization was performed and Hessian matrix computed for the 
configurations as follows: pure diamond Si supercell, Li/Na/Mg at T site, 2 
Li/Na/Mg at 2 neighboring T sites, and Li/Na/Mg in bulk metal. For the second 
equation used to compute the migration barriers, if the diffusion of Li/Na/Mg 
atoms happens without the presence of a spectator Li/Na/Mg atom, 𝑆𝑖64𝑀𝑇  
(𝑆𝑖64𝑀𝐻) will represent the system in which the dopant atom is at the T (H) 
site. However, when computing the migration barrier in the presence of a 
second Li/Na/Mg atom,  𝑆𝑖64𝑀𝑇  will designate the initial configuration (before 
diffusion), i.e. when one Li/Na/Mg atom is in Ts and the other Li/Na/Mg atom 
is in Ti, and 𝑆𝑖64𝑀𝐻 will represent the configuration when one Li/Na/Mg is in Ts 
and the other in the transition state H between Ti and Tf (see Figure III.8). All 
configurations mentioned here were also optimized and their Hessian 
matrices performed to analyze the effect of phonons on the migration barriers. 
The effect of vibrational contributions for the intercalation energies and the 






[(𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏) 
𝑆𝑖64𝑀𝑛 −  (𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏) 
𝑆𝑖64
− 𝑛(𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏) 
𝑀𝑐𝑜ℎ] 
(IV.4) 
 𝑉𝑖𝑏𝑏 = (𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏) 
𝑆𝑖64𝑀𝑇 −  (𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏) 
𝑆𝑖64𝑀𝐻  (IV.5) 
 
 Phononic effect on insertion energetics 
The insertion sites of Li, Na, and Mg in (the diamond structure of) Si are 
detailed in section III.C. The method to compute the defect formation energies 
(also called intercalation energies) for the insertion of a dopant (Li/Na/Mg) in a 
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host structure (Si), which express the energy of interaction between the 
dopant and the host framework, is described in section I.H.3. We use here the 
cohesive energies (i.e. bulk metal) as reference states for Li, Na, and Mg. As 
noted above, with this choice of reference state, negative (positive) values 
indicate a favored (unfavored) insertion of the Li/Na/Mg dopant in Si versus 
the formation of Li/Na/Mg metal clusters at the surface of the Si electrode. 
The intercalation energies for the insertion of one single dopant and of two 
neighboring dopants are displayed in Table III.4 and Table III.8 (in sections 
III.D.1 and III.F.1). These ab initio values for Li, Na, and Mg storage in Si 
have been discussed in the previous section. We focus here on the effect of 
phonons on these defect formation energies. The vibrational contributions are 
dependent on temperature, but they have already an effect at 0 K, at which 
they are named zero-point energies (ZPE). Adding the vibrational energies 
and entropies to the DFT energy gives the Helmholtz free energy 𝐹 
(equivalent to the Gibbs free energy 𝐺 as 𝐹 = 𝐺 − 𝑝𝑉 and in our calculations 
𝑝𝑉 = 0 – the Gibbs free energy is the energy to consider to study phase 
stability). The correction term 𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏  for the defect formation energies 
are plotted in Figure IV.1, and in Table IV.1 are given the respective 
numerical values for 0 K and 300 K, together with the non-corrected defect 
formation energies. The results show that the vibrational contributions 
account for up to -0.13 eV at 0 K and -0.24 eV at 300 K. These values, of 
several tenths of eV, are unexpectedly high, far too large to be negligible as 
almost universally done. The smallest contributions at room temperature still 
amount to -0.07 eV (for 2 Li), which remains much higher than the respective 
thermal energy 𝑘𝐵𝑇 (~0.026 eV). The Figure IV.1 shows that the vibrational 
contributions are highly dependent on temperature and that they are even 
less negligible as the temperature is increased. The results thus point out the 
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importance of the vibrational contributions when computing the defect 
formation energies. The phononic effect, which is generally neglected, is 
actually far from being negligible.  
Table IV.1. Defect formation energies for the insertion of a single dopant (1 
Li/Na/Mg) and of 2 neighboring dopants (2 Li/Na/Mg) in a 64 atom cell of Si, 
as computed with DFT neglecting the temperature effect (𝐸𝑓 w/o T), together 
with the effect of vibrational contributions, computed at 0 K (referred as zero-
point energies or ZPE) and at 300 K. All energies are in eV. 
 𝐸𝑓 w/o T ZPE effect on 𝐸𝑓 300 K effect on 𝐸𝑓 
1 Li 0.54 -0.04 -0.08 
2 Li 0.73 -0.04 -0.07 
1 Na 1.84 -0.10 -0.14 
2 Na 2.01 -0.06 -0.08 
1 Mg 2.50 -0.13 -0.24 
2 Mg 2.71 -0.12 -0.22 
 
 
Figure IV.1. Effect of vibrational contributions on the defect formation 
energies for the insertion of one and two neighboring Li/Na/Mg atom(s) in a 




 Phononic effect on diffusion barriers 
The vibrational contributions to the migration barriers at 0 K and 300 K, as 
well as the non-corrected energy barriers, are given in Table IV.2. The results 
show that the vibrational contributions to the energy barriers, accounting 
for -0.05…-0.02 eV at 0 K and -0.08…-0.02 eV at 300 K, are significantly 
smaller than those to the insertion energetics given here before (-0.13…-0.01 
eV at 0 K and -0.23…-0.07 eV at 300 K). Yet, the vibrational contributions to 
the energy barriers for the diffusion of single Li/Na/Mg dopant at 300 K remain 
in the range -0.07…-0.06 eV. Because the energy barriers affects the 
diffusion coefficient through an exponential (see equation (I.10)), the 
corrected-terms which are in the range -0.07…-0.06 eV, are expected to have 
a significant impact – up to one order of magnitude – on the computed 
diffusion coefficients. It is noteworthy that the vibrational contributions are 
found here to reduce the migration barriers. In Figure IV.2 is given the 
temperature dependence of the vibrational contributions to the energy 
barriers for the diffusion of a Li/Na/Mg dopant with and without a neighboring 
Li/Na/Mg dopant atom. While the defect formation energies all decrease with 
increasing temperature (see Figure IV.1), the energy barriers do not follow the 
same trend with increasing/decreasing temperature (see Figure IV.2). For 
instance, when the migration energy of a single Li atom decreases with 
increasing temperature, that of a Li atom with a neighboring Li atom increases 
as the temperature is increased. The results show that phonon calculations 
are necessary when doing highly accurate calculations (i.e. to or to better 
than 0.1 eV) of energy barrier.  
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Table IV.2. Energy barriers for the diffusion of a Li/Na/Mg dopant in a 64 atom 
cell of Si with (2 Li/Na/Mg) and without (1 Li/Na/Mg) the presence of a 
neighboring Li/Na/Mg atom, as computed with DFT neglecting the vibrational 
effect ( 𝐸𝑏  w/o T), together with the effect of vibrational contributions, 
computed at 0 K (referred as zero-point energies or ZPE) and at 300 K. All 
energies are in eV. 
 𝐸𝑏 w/o T ZPE effect on 𝐸𝑏 300 K effect on 𝐸𝑏 
1 Li 0.59 -0.04 -0.07 
2 Li 0.42 -0.02 -0.02 
1 Na 1.06 -0.03 -0.06 
2 Na 0.75 -0.05 -0.08 
1 Mg 0.94 -0.03 -0.06 
2 Mg 0.53 -0.02 -0.04 
 
 
Figure IV.2. Effect of vibrational contributions on the energy barriers for the 
diffusion of a Li/Na/Mg dopant in a 64 atom cell of Si, with (2 Li/Na/Mg) and 




IV.C. Phononic effects on lithium, sodium, and 
magnesium insertion in  and  tin 
 Computational setup 
Because of the need for parallelization to properly study Sn (a high 
number of k-points is needed for  Sn) and other technical reasons, the study 
was carried out with another computational setup. All calculations were 
performed using the Vienna Ab initio Simulation Package (VASP)164. However, 
the key numbers were confirmed with SIESTA for  Sn. The projector 
augmented wave (PAW) method163 was employed to describe electron-ion 
interactions. To describe the electron exchange correlation, we applied the 
generalized gradient approximation using the Perdew-Burke-Ernzerhof (PBE) 
functional208. The plane wave basis set was used with an energy cutoff of 300 
eV. We have confirmed that the increase of the energy cutoff does not affect 
the results. We used 64-atom cells to model the  and  Sn phases, which 
correspond to 2×2×2 and 2×2×4 supercells, respectively. 4×4×4 and 8×8×8 
-centered Monkhorst-Pack meshes188 were used for the k-point sampling of 
the Brillouin zone integration for  and  Sn, respectively. The different k-
point sampling is due to the metallic nature of  Sn requiring a much denser 
k-point grid for energy convergence. Atomic coordinates and cell vectors were 
optimized until the forces on atoms were below 0.01 eV/Å. The lattice 
constants of  and  Sn were 6.65 and 5.93 Å, respectively, and the 
(electronic) energy difference between the phases 0.04 eV per atom, in good 
agreement with available data.39, 185 To investigate the phononic effect, we 
used density functional perturbation theory (DFPT)212. Because of 
computational cost of DFPT calculations, we reduced the k-mesh sampling 
for beta-Sn from 8×8×8 to 4×4×4. The phonon frequencies were obtained by 
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using the PHONOPY code213 together with a 40×40×40 k-mesh sampling. We 
applied the harmonic approximation, after confirming that very similar results 
are obtained with the more exact quasi-harmonic approximation - which 
considers the thermal expansion.184 The effect due to the zero-point energy 
(ZPE) and to finite temperature was considered as in described in section 
IV.B.1 above, except that because we used a 40×40×40 k-mesh sampling, 
the equation becomes:   
 𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏 = ∫ 𝑑𝒌 ∑ {
𝜈𝑖
2





where k is the wave vector and the integral is computed on the k-mesh. 
Two different methods were therefore used for evaluating the vibrational 
contributions for Si and Sn: for Si, only the frequencies at  point were 
considered, whereas for Sn, the phonon branches were calculated and 
summed. 
 Phononic effect on insertion energetics 
The defect formation energies for the insertion of a Li/Na/Mg single-
dopant in  and  Sn, not taking into account the vibrational contributions, are 
given in Table IV.3, together with the vibrational contributions at 0 K and at 
300 K. The non-corrected defect formation energies indicate that the 
intercalation of Li and Na are more favored in  Sn than in  Sn, while Mg 
prefers to insert in  Sn rather than in  Sn. Comparison of the vibrational 
contributions in Sn (Table IV.3) and Si (Table IV.1) shows that the 
temperature effect on the insertion energetics is larger for Si than Sn. Yet, the 
vibrational contributions in Sn remain nevertheless sizeable, ranging for  Sn 
( Sn) between -0.03…0.01 eV (0.00…0.02 eV) at 0 K and -0.13…0.01 eV (-
0.02…0.04 eV) at 300 K. With a corrected term at 300 K of -0.13 eV for the 
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insertion of Mg in  Sn, the vibrational contributions are, one more time, not 
negligible. Also, while in Si, the vibrational contributions had the impact of 
lowering the insertion energetics, in Sn, the vibrational contributions can 
either decrease or increase the defect formation energies. The temperature 
dependence of the vibrational contributions to the intercalation energies are 
given in Figure IV.3. The plots show a net difference between  and : in  
Sn, the vibrational contributions change almost proportionally with the 
temperature (almost in straight lines), while in  Sn, the vibrational 
contributions first decrease to reach a minimum (at around 100-250 K) and 
then increase again. This indicates that the vibrational contributions are highly 
dependent on all the dopant atom, the host atoms, and the phase of the host. 
Table IV.3. Defect formation energies for the insertion of a single dopant 
(Li/Na/Mg) in  and  Sn, as computed with DFT neglecting the phononic 
effect ( 𝐸𝑓  w/o T), together with the effect of vibrational contributions, 
computed at 0 K (referred as zero-point energies or ZPE) and at 300 K. All 
energies are in eV. 
  𝐸𝑓 w/o T ZPE effect on 𝐸𝑓 300 K effect on 𝐸𝑓 
Li 
 Sn -0.32 -0.01 -0.05 
 Sn 0.02 0.02 0.04 
Na 
 Sn -0.09 -0.03 0.01 
 Sn 0.50 0.01 -0.01 
Mg 
 Sn 0.79 0.01 -0.13 





Figure IV.3. Effect of vibrational contributions on the defect formation 
energies for the insertion of one Li/Na/Mg atom in alpha-Sn (left) and beta-Sn 
(right). 
 
The phonon density of states of pure and Li/Na/Mg-doped  and  Sn are 
given in Figure IV.4 and Figure IV.5. The plots show that upon Li/Na/Mg 
insertion phonons of high frequencies appear in both  and  Sn. The extra 
peaks observed in the phonon density of states for doped-Sn (versus pure Sn) 
mean that Li and especially Na and Mg insertion could in principle be 
detected by vibrational spectroscopy214. 
 





Figure IV.5. Phonon density of states of pure and Li/Na/Mg-doped  Sn. 
 
 Phononic effect on relative energetics of phases of tin 
The Helmholtz free energies 𝐹 were computed by adding the vibrational 
contributions 𝐸𝑣𝑖𝑏 − 𝑇𝑆𝑣𝑖𝑏  to the DFT energies. The Helmholtz free energy 
difference between  and  Sn at room temperature is found to be as small 
as 0.001 eV per atom. The temperature dependence of the Helmholtz free 
energies for pure and Li/Na/Mg-doped Sn is plotted in Figure IV.6. To 
highlight the effect due to finite temperature on the phase stability between  
and  Sn, the Helmholtz free energies are offset by the value of (pure or 
doped)  Sn at 0 K. The comparison between the plots shows that Li and Na 
doping stabilizes the  phase at room temperature. The  phase is stable up 
to 380 K for Li and 400 K for Na (for x=1/64, x being the number of Li/Na 
dopant atoms per Sn atom). On the contrary, Mg doping stabilizes  Sn, it 
reduces the transition temperature by ~30 K (i.e. to ~260 K). This is a direct 
consequence of the lower (higher) defect formation energies for the insertion 
of Li/Na (Mg) in  Sn versus  Sn. The stabilization of  Sn with Li doping 
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could rationalize the formation of  Sn upon delithiation reported in 
experimental studies.71-77 For Mg-ion batteries, to the best of our knowledge, 
the stabilization of  Sn during the cycling was not observed experimentally,18 
which is consistent with our results.  
 
Figure IV.6. Helmholtz free energies - offset by the value of (pure or doped)  
Sn at 0 K - against temperature for pure and Li/Na/Mg-doped Sn (in eV). The 
vertical lines indicate the abscises of the intersection points. 
 
IV.D. Conclusions 
The effect of phonons on the storage properties of Si and of  and  Sn 
for Li, Na, and Mg have been computed for the first time. While usually 
neglected in calculations of intercalation energies and migration barriers, the 
vibrational contributions at room temperature were found to be significant for 
some of the systems. In particular, the intercalation energy of a single atom of 
Mg in Si is lowered by 0.24 eV when including the effect of phonons at 300 K. 
The migration barriers are also affected with vibrational contributions at 300 K 
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with the effect ranging from -0.02 to -0.08 eV for the diffusion of Li/Na/Mg 
(with and without neighboring dopant) in Si, which is not negligible due to the 
exponential effect of the migration barriers in the computation of the diffusion 
coefficient. Because the phononic contributions are found to vary significantly 
with all the dopant type (Li/Na/Mg), the host type (Si/Sn), and the host phase 
(/), we do not see a general rule to predict the effect of vibrational 
contributions, and computation of the expensive Hessian matrix seems 
necessary to correct the storage properties of a system for the effect of 
phonons.  
In the specific case of Sn, considering the vibrational contributions does 
not only allow us to provide corrected values associated with the storage 
properties, but also to determine the relative energetics of Li/Na/Mg-doped  
and  Sn with the temperature. The results show that Li and Na doping 
stabilize the  phase, which becomes more stable than  Sn at room 
temperature (at the Li/Na concentration studied here), while Mg doping 
stabilizes  Sn. This may explain the formation of  Sn observed during 







Chapter V.   
Doping the group IV materials with group III 
elements as a strategy to facilitate the 
intercalation of lithium, sodium, and 
magnesium 
______________________________________________________________ 
Some of the results described in this chapter have been published in the 
following article: 
F. Legrain, S. Manzhos. “Aluminium doping improves the energetics of lithium, 
sodium, and magnesium storage in silicon: a first-principle study”. Journal of 




V.A. Unfavored insertion of sodium and magnesium 
dopants in most group IV materials  
The candidates for post-Li systems, Na and Mg, are respectively of large 
size and bivalent, leading to an inhibited insertion and diffusion in most 
materials. Among them, the group IV materials do not make an exception. In 
particular, Na/Mg do not intercalate in carbon36, 37 and Si12, 32, 34, 35. To the best 
of our knowledge, experimental works have shown that only the heaviest 
elements (Ge45, 79,Sn46, 65,Pb34/Sn18,Pb48) could intercalate Na/Mg. However, 
heavy elements do not make for good capacities. It would therefore be more 
profitable to enable Na and Mg storage in the light Si. That is why we 
investigate strategies to make the lighter Si element work for Na and Mg. Si is 
indeed one of the best negative electrodes for Li-ion batteries in terms of 
specific capacity and the use of nanostructures allows for high cycle life.30, 31 
Identifying approaches which make Si suitable for Na- and Mg-ion batteries 
would thus be of great value. The non-insertion of Na/Mg in Si (as well as in 
carbon) may be rationalized with the help of DFT calculations presented in 
Chapter III. Indeed, all the problematic systems present very high positive 
intercalation energies (superior to 1.5 eV) for the insertion of Na/Mg at dilute 
concentration, this except for Na in graphite - for which the results are 
however less reliable due to the difficulty to accurately reproduce the van der 
Waals interactions between the graphite layers. Positive intercalation 
energies mean that the insertion of Na/Mg in the material is not favored. We 
note that fully sodiated / magnesiated Si do have negative heat of formation, 
indicating that the final states of charge (NaSi and Mg2Si) are 
thermodynamically favorable.39, 62-64 Therefore, the fact that Si is found to be a 
non-suitable anode material for Na and Mg may be due to the inability of Si to 
provide sufficiently low energy sites for the insertion of Na and Mg at dilute 
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concentration. Identifying approaches which make Si work for Na- and Mg-ion 
batteries may hence reside in finding ways to lower the insertion energetics of 
Na and Mg in Si at low concentration. To this end, we investigate here doping, 
which is often the method of choice to tune the properties of a semiconductor 
material. Among the many possibilities, p-doping is attractive as it may allow 
the valence electron(s) of Li/Na/Mg to go to the lower energy valence band of 
Si rather than to its conduction band, and Al doping, in particular, is attractive. 
Al has indeed been shown to be a promising dopant to improve the 
performance of battery electrodes.215-217 And specifically, Al-Si systems have 
proven to exhibit better cyclability and capacity over pure Si and Al negative 
electrodes for Li-ion batteries.148, 149 On the practical side, Moutanabbir et al. 
have reported that Al concentrations which exceed by orders of magnitude 
the equilibrium solid solubility, with average Al concentrations across samples 
as high as 4.3 at. %, are achievable by growing nanowires on a catalyst.150 
We study here at the ab initio level (i) the insertion energetics of Al in Si (ii) 
the effects of Al doping (of Si) on the thermodynamics and kinetics of Li, Na, 
and Mg insertion in Si (iii) the mechanistic explanation of the observed 
lowering of insertion energies, and (iv) the possible generalization, by 
investigating Ga-doped Ge, of the enhanced energetics provided by group IV 
materials for the insertion of Li/Na/Mg when doped by the group III element of 
their same row.        
V.B. Computational setup 
A 64-atom cell was used to model Si and Al-doped Si as well as Ge and 
Ga-doped Ge. The electronic structure was computed using DFT and the 
SIESTA code162. The PBE exchange-correlation functional208 and the DZP 
basis set (double- polarized orbitals) were used. A cutoff of 100 Ry was used 
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for the Fourier expansion of the density. Core electrons were modeled with 
Troullier-Martins pseudopotentials161. The basis sets of Si, Al, Ge, Ga Li, Na, 
and Mg were tuned to reproduce their cohesive energies. The calculated and 
(versus) the experimental values of 𝐸𝑐𝑜ℎ (adjusted for the effect of zero-point 
motion, ZPE, where for Li, Na, and Mg, the ZPE corrections are computed to 
be 0.034 eV, 0.016 eV, and 0.029 eV, respectively) give for Si: 4.66 versus 
4.68 eV by using a ZPE correction of 0.06 eV218, 219, Al: 3.51 versus 3.43 eV220, 
Li: 1.67 versus 1.66 eV221, Na: 1.14 versus 1.13 eV221, Mg: 1.55 versus 
1.54 eV221. The cohesive energies of Ge and Ga were computed (after tuning) 
to be 3.85 eV and 2.82 eV, versus the experimental values of 3.85 eV221 and 
2.81221 eV, which do not account for the ZPE. Geometries were optimized 
until forces on all atoms were below 0.01 eV/Å and stresses below 0.1 GPa. 
Brillouin-zone integrations were done with a 3×3×3 k-point Monkhorst-Pack 
mesh188. Unrestricted spin-polarized calculations were performed, but spin 
polarization was found to be insignificant in bulk. 
Diffusion barriers were computed for one Li, Na, and Mg atom in the 
supercell by constrained optimization, in which the dopant atom’s projection 
on the line connecting the initial and the final sites of the diffusion step was 
fixed and stepped. A step of 0.3 Bohr (~0.16 Å) was used, which corresponds 
to 15 images per diffusion path. The atoms farther than 5 Å from the initial 
and final sites were fixed in the diffusion direction to avoid translation of all 
atoms. The cell was fixed. All other degrees of freedom were relaxed.  
V.C. Doping diamond silicon with aluminum 
 Single dopant insertion 
We first study the insertion of Al in diamond Si. Specifically, we consider 
as insertion sites the substitutional (S), and the tetrahedral (T) and hexagonal 
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(H) interstitial sites (see Figure V.1). The defect formation energies for the 
insertion of one Al dopant in a 64 atom cell (corresponding to an Al 
concentration of ~1.6 at. %) are given in Table V.1. For all insertion sites, the 
defect formation energies are found to be positive versus the bulk reference 
state, i.e. relative to the cohesive energy of Al. This indicates that at this 
concentration the insertion of Al in Si is unfavored compared to Al clustering, 
which is expected given the lower value of solid solubility of Al in Si.222 Among 
the three sites considered, the substitutional site is found the most preferred 
by more than 2 eV. At an atomic concentration of 𝑥 =
1
64
 (i.e. ~1.6 at. %) the S 
site is therefore predominant and Al atoms are mainly located at Si sites.  
Table V.1. Defect formation energies (in eV) versus vacuum (i.e. of the free 
atom, see I.H.3) and bulk reference states for the insertion of one Al dopant in 
a 64-atom cell of diamond Si, for different types of insertion sites. 
 T H S 
vacuum -0.85 0.19 -2.89 






Figure V.1. (a) (b) and (c) Atomic configurations for substitutional (S), and 
tetrahedral (T) and hexagonal (H) interstitial sites, respectively, in the Si 
lattice. (d) Location of the Al atoms when 4 (pink or purple atoms) and 8 (pink 
and purple atoms) Al are inserted in a 64-atom Si cell. (e) In the presence of 
an Al dopant, location of the nearest three T sites and farther T sites from the 
Al atom (labelled 1, 2, 3, 4 and 5). The small blue balls show the migration 




~1.6 at. %) (see T1-T2-T4-T5) and 𝑥 =
4
64
 (i.e. ~6.2 at. %) (see T1-T2-T4), where 
T5 and T4 are at mid-distance between two Al dopant atoms, respectively. 
Color scheme: yellow – Si, pink and purple – Al, blue – M (Li, Na or Mg). Only 
part of the simulation is shown in (a) (b) (c) (e). One entire simulation cell is 
shown in (d). 
 
 Well-separated multi-dopant insertion 
The insertion of 2, 4, and 8 Al dopants in the 64-atom Si cell 
(corresponding to a concentration of ~3.1, ~6.2, and ~12.5 at. %, respectively) 
is also considered, and the Al atoms are inserted by maximizing the inter-
dopant distances (see Figure V.1.d). The Al concentration of 𝑥 =
2
64
  (i.e. ~3.1 
at. %)  is practically achievable, as it is of the same order of magnitude as the 
one observed in the Al-doped nanowires synthesized by Moutanabbir et al. 
(~4.3 at. %)150 while the 𝑥 =
4
64
  (i.e. ~6.2 at. %) and 𝑥 =
8
64
  (i.e. ~12.5 at. %) 
Al concentrations help us extract a general trend of the effects of Al doping on 
Li/Na/Mg insertion in Si. The well-separated Al configurations are chosen 
because in Ref. 150, the Al impurities were found to be homogeneously 
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distributed in the nanowire and to not form precipitates or clusters. The 
computed defect formation energies (Table V.2) show that the tetrahedral 
interstitial site T starts only to be (slightly) favored when 8 Al dopants are 
inserted, but that the substitutional site remains preferred up to a 
concentration of 4 atoms per simulation cell, which includes the concentration 
reported by Moutanabbir et al. (i.e. ~4.3 at. %)150.  
Table V.2. Defect formation energies per dopant atom (in eV) versus vacuum 
for n = 1, 2, 4, and 8 Al atoms inserted in a 64-atom cell of diamond Si, with 0, 
1 or 2 Al atoms at the T sites and all others at the Si site. 
n 1 2 4 8 
nS -2.89 -2.73 -2.57 -2.55 
(n-1)S + 1T 
  
-2.45 -2.57 




More work on the Al-doped Si system is provided in Appendix A. We 
investigate in particular alternative configurations for Al distribution in Si for 1, 
2, and 4 Al dopants. We show that the changes in energetics for different 
distributions of Al dopants are unimportant. In addition, we study the diffusion 
of Al in pure Si as well as in fully lithiated/sodiated/magnesiated Si. We find 
that aluminum diffusion is very unlikely. We can therefore expect the Al 
dopants to remain homogeneously distributed in Si (as obtained by 
Moutanabbir et al.)150 even with Li/Na/Mg intercalation and deintercalation. 
This is in agreement with the fact that Li insertion into Al-doped Si films and 
nanostructures was studied experimentally, with Al concentration in Si 
estimated in the range 2-5%, and that no evidence of segregation of Al was 
found after dozens of cycles.148 This justifies the configuration of well-
separated Al dopants we use in the following to model the Li, Na, and Mg 
storage in Al-doped Si. 
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V.D. Energetics for Li/Na/Mg insertion in pure and Al-
doped silicon 
 Single Li/Na/Mg insertion in pure and Al-doped silicon 
We focus here on the effect of Al doping on the Li, Na, and Mg storage 
properties of Si. The results are summarized in Table V.3 and all defect 
formation energies are plotted in Figure V.2. For single-dopant insertion in 
non Al-doped Si, the defect formation energies (versus vacuum reference 
states) of Li, Na, and Mg are -1.37 eV, 0.37, and 0.64 eV, respectively. 
Specifically, the defect formation energies for the insertion of Na and Mg are 
positive versus both vacuum and bulk metal reference states (see section 
III.D.1 and Refs. 198, 209). Therefore, diamond Si does not thermodynamically 
favor the insertion of Na and Mg. The computed (here and elsewhere155, 198) 
𝐸𝑓 of Li in pure Si is also somewhat (by 0.3 eV) weaker than Li’s cohesive 
energy, although electrochemical insertion of Li in Si is known to be 
efficient.30, 31, 59 It is known, however, to proceed via the movement of a 
lithiated front rather than single-atom diffusion.59, 61, 223, 224 The defect 
formation energies for the insertion of Li, Na, and Mg atoms in Al-doped Si for 
all Al concentrations mentioned previously (1, 2, 4, and 8 Al dopants in the 64 
Si atom cell, or ~1.6, ~3.1, ~6.2, and ~12.5 at. %) are then computed. Since 
the T site was reported to be the equilibrium site in Si,155, 198, 207, 209 we insert 
one metal (M) atom at the nearest three (T1, T2, T3) and at the farthest (Tf) T 
sites from an Al dopant (see Figure V.1.e). The results suggest that the most 
preferred sites minimize the Al-M distances and maximize the number of 
nearest Al neighbors. For (the concentrations corresponding to) 1 and 2 Al 
atom(s) inserted, the preferred site is found to be the nearest site T1 (~2.4 Å) 
and the defect formation energies are found to decrease (i.e. insertion of Li, 
Na, and Mg stabilized) as the Al-M distance is decreased, the dependence 
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being more significant for Mg > Na > Li. For 4 Al atoms and for Li and Mg only, 
the most stable site is found to be the third site T3 (~4.8 Å), likely because in 
that configuration, the metal atom has 4 equivalent nearest Al neighbors 
which stabilize it. For 4 Al atoms and for Na, the most preferred site remains 
the nearest site T1 (~2.4 Å). The effect of stress generated by insertion of the 
metal atoms on the insertion energetics is investigated in Appendix A but no 
significant correlation is found. For 8 Al atoms and all metal atoms M 
(M=Li/Na/Mg), the most stable site is the second nearest site T2 (~2.8 Å), in 
which the metal atom has two equidistant nearest Al neighbors. All Li, Na, 
and Mg appear to be stabilized when surrounded by Al dopants. 
Table V.3. Lowest defect formation energies (in eV) versus vacuum and bulk 
metal reference states for the insertion of one atom of Li, Na, and Mg at all Al 
concentrations studied. 
 Li Na Mg 
 
vacuum bulk vacuum bulk vacuum bulk 
0 Al -1.37 0.30 0.37 1.51 0.64 2.19 
1 Al  -2.12 -0.45 -0.42 0.71 -0.46 1.09 
2 Al  -2.28 -0.61 -0.61 0.53 -1.25 0.30 
4 Al  -2.37 -0.70 -0.63 0.51 -1.52 0.03 





Figure V.2. (a) (b) and (c) Defect formation energies versus the vacuum 
reference state (in eV) for Li, Na, and Mg insertion, respectively, in pure and 
Al-doped Si. Symbol and color schemes: circle – T1, diamond – T2, triangle – 
T3, star – Tf, square – T, white – 1 M, light grey – 2 M, dark grey – 4 M, black 
– 8 M (M designating Li, Na, or Mg). The dashed lines indicate the cohesive 
energy of Li/Na/Mg (threshold below/above which the insertion of Li/Na/Mg is 
favored/unfavored versus bulk Li/Na/Mg metal), and the solid lines (for Na 
and Mg) indicate the zero value for the defect formation energies (threshold 
below/above which the insertion of Li/Na/Mg is favored/unfavored versus 
Li/Na/Mg in vacuum). 
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The lowest defect formation energies at all Al concentrations studied are 
given in Table V.3. The results show that Al doping improves the 
thermodynamics of insertion of all Li, Na, and Mg atoms in Si. While non Al-
doped Si gives positive defect formation energies (i.e. unfavored insertion) 
versus bulk and vacuum reference states for Na and Mg (and versus bulk 
only for Li), Al doping at a concentration of only 𝑥 =
1
64
  (i.e. ~1.6 at. %) 
provides negative defect formation energies (i.e. favored insertion) versus 
vacuum for Na and Mg (and versus vacuum and bulk for Li). Al doping at 
higher concentrations stabilizes even more the insertion of Na and Mg: the 
defect formation energies decrease as the Al concentration is increased. The 
stabilization provided by Al doping is found more significant for Mg > Na > Li. 












 (i.e. ~1.6/~3.1/~6.2/~12.5 at. %) stabilize 
the insertion of Li, Na, and Mg by 0.75/0.91/1.00/1.06, 0.79/0.98/1.00/1.12 
and 1.10/1.89/2.16/2.42 eV, respectively. It has been experimentally shown 
that Si could be doped with Al concentrations of that order of magnitude (~4.3 
at. % in Ref. 150). At the specific concentration of ~4.3 at. %, the defect 
formation energies obtained by interpolation are -2.31 (-0.64), -0.62 (0.52) 
and -1.35 (0.20) eV versus vacuum (bulk) reference states for the insertion of 
Li, Na, and Mg, respectively. Therefore, Al doping improves significantly the 
insertion energetics of all Li, Na, and Mg and could potentially allow for the 
insertion of Na and Mg in Si. With 8 Al atoms, the lowest defect formation 
energy for Mg insertion is negative versus Mg bulk (-0.23 eV); it is near 0 eV 
versus Mg bulk with 4 Al atoms. Therefore, Mg insertion should not be 
thermodynamically hindered. For Na, the lowest defect formation energy 
(versus bulk) is 0.39 eV: while positive, this value is of the order of that for Li 
insertion in pure Si (0.30 eV). Indeed, all ab initio studies computing the 
defect formation energy for Li insertion in Si report a positive value (versus 
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bulk) regardless of the computational setup and code used (SIESTA – here, 
VASP155, Quantum Espresso198), while very many experimental studies report 
the electrochemical insertion of Li in Si.30, 31, 59, 223 Na insertion might therefore 
happen in Al-doped Si. As previously mentioned, it is known, however, that 
the insertion of Li in Si proceeds via a lithiated front.59, 61, 223, 224 The negative 
defect formation energy (versus bulk reference state) achieved for Li insertion 
with Al doping might allow lithiation by single atom insertion and diffusion, 
thereby reducing the mechanical stresses generated during electrode 
expansion.59 Hence, Al-doped Si could be a way to make Si suitable for post 
Li-ion batteries while improving Li-ion battery performance. 
 Rationalization of the stabilization mechanism 
We use here the density of states and the Mulliken population analysis135 
to investigate the stabilization mechanism of Li/Na/Mg insertion in Si with Al 
doping. The density of states (see Figure V.3 and Figure V.4) show that the 
Fermi level moves from the band gap to the conduction band upon Li/Na/Mg 
insertion in pure Si. It has been established that the valence electron(s) of the 
metal atom go(es) into an anti-bonding state in the Si conduction band.198, 207 
However, doping Si with Al makes the Fermi level move from the band gap to 
the valence band where Al states appear, which attract electrons. This is also 
confirmed by the negative Mulliken charge on Al (and positive on Si) of -0.74 
|e|. Upon Li/Na/Mg insertion in Al-doped Si, the electrons donated by 
Li/Na/Mg atoms198, 207 then fill first the empty bonding states in the valence 
created by Al doping before going into the conduction band (if there are more 
electrons than holes). Each Al dopant seems to form one hole. Indeed, the 
insertion of one Mg (which brings two valence electrons) in Si doped with one 
Al puts the Fermi level in the conduction band, while the insertion of one Li, 
Na (Mg) in Si doped with 1 (2 for Mg) Al moves the Fermi level to the band 
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gap, and the insertion of one Li, Na (Mg) in Si doped with higher Al 
concentrations moves the Fermi level to the valence band. The Al-Si bonds 
are also found to be longer (2.45 Å) than the Si-Si bonds (2.39 Å). When a 
Li/Na/Mg atom inserts at the T1 site in Al-doped Si (1 Al), Li/Na/Mg atom gives 
its s electrons, more exactly, 0.55/0.35/1.35 e, respectively, to the Si 
framework (we do not count the occupation of basis functions with p character 
towards the Li/Na/Mg atom charge, as their occupation is due to charge 
redistribution towards Si). The charge donations are comparable to those 
found in pure Si: 0.54/0.36/1.30 e. The electronic charge received by the Al 
dopants decreases upon insertion of a metal atom (from 0.74 e to 
0.56/0.59/0.55 e for Li/Na/Mg), and to a larger extent the larger the charge 
given by Li/Na/Mg. It appears that the electronic charge given by the metal 
atom helps strengthen the Al-Si bond in the direction of the metal atom, as 
shown by the bond lengths: the preferred Al-Si bond has a length of 
2.40/2.39/2.39 Å for bonds near Li/Na/Mg (versus a distance of 
2.49/2.53/2.54 Å for the three other Al-Si bonds).   
 
Figure V.3. Density of states and Fermi levels of pure (black) and Al-doped Si 
(1 Al – yellow, 2 Al – orange, 4 Al – red, 8 Al – dark red). A Gaussian 




Figure V.4. (a) (b) (c) (d) and (e) show the density of states and Fermi levels 
(energy scale in eV) of the pure and Al-doped Si, for 0, 1, 2, 4, and 8 Al atoms, 
respectively, in the Si cell when one atom of Li (blue), Na (red) or Mg (green) 
is inserted. A broadening of 0.05 eV is used. 
 
 Multiple Li/Na/Mg insertion in pure and Al-doped silicon 
The insertion energetics of 2, 4, and 8 Li/Na/Mg is also investigated in Al-












) and T sites (the 
nearest three – T1, T2, T3 – and the farthest – Tf – T sites from an Al dopant). 
Among all possible configurations, the metal atoms are inserted by 
maximizing their inter-atomic distances, since (i) Li, Na, and Mg have been 
reported to repel each other in Si155, 198, 209 (ii) all the metal atoms are 
equivalent (i.e. same surrounding) for the same concentration of M and Al 
atoms. The defect formation energies for all sites and the Al and metal 
concentrations considered appear in Figure V.2. As previously reported for 
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pure Si,155, 198, 209  the defect formation energies increase (i.e. insertion 







x the number of Li/Na/Mg atoms per host (i.e. Si or Al) atom. This 
destabilization due to the increase in metal concentration happens also for all 
Al concentrations considered. But Al doping helps to stabilize the insertion at 






, the highest 
defect formation energy (versus vacuum reference state) among all metal 
concentrations (i.e. for 𝑥 =
8
64
) is -1.62/-2.34, 0.00/-0.75, 0.01/-0.81 eV for Li, 
Na, and Mg, respectively. High concentration Al doping should therefore allow 
for the insertion of Na and Mg in Si. 
V.E. Energy barriers for Li/Na/Mg diffusion in pure and 
Al-doped silicon 
We also investigate the effects of Al doping on the energy migration 
barriers of Li, Na, and Mg in Si. The migration of Li, Na, and Mg in Si happens 
between two T sites via an H site.155, 198, 209  The migration barriers computed 
in pure Si for Li (0.56 eV), Na (1.09 eV), and Mg (0.97 eV) are in good 
agreement with the literature.155, 198, 209  In Al-doped Si, concentrations of 1 
and 4 Al dopants per simulation cell are considered, for which respectively the 
migration pathways T1-T2-T4-T5 and T1-T2-T4 are computed. T1 and T2 denote 
the nearest two T sites, and T4 and T5 two farther T sites. T4 (T5) is at mid-
distance between two Al dopants in a concentration of 1 Al dopant (4 Al 
dopants) per simulation cell. The migration pathways are displayed in Figure 
V.1.e, the migration energies are plotted in Figure V.5, and the energy 
barriers are given in Table V.4. In Al-doped Si, the results show that even 
though the metal atom is more stable in T1 than in T2, the energy barriers 
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from T1 to T2 are the same within 0.02 eV as the ones in pure Si (for both Al 
concentrations). The same applies from T4 to T5 (for 1 Al per simulation cell): 
energy differences are within 0.03 eV. However, energy barriers are 
significantly higher through T2 to T4 at a concentration of 1 Al per simulation 
cell (increase of 0.14, 0.08 and 0.21 eV for Li, Na, and Mg, respectively) and 
to a smaller degree at a concentration of 4 Al per simulation cell (increase of 
0.10, 0.02, and 0.17 eV for Li, Na, and Mg, respectively). That is, diffusion 
barriers for Na and Mg diffusion remain high in Al-doped Si. 
 
Figure V.5. Migration pathways for Li (blue), Na (red), and Mg (green) in pure 
and Al-doped Si. In pure Si (empty circles), the migration is computed 
between two equivalent T sites. In Si doped with Al at a concentration of 1 Al 
per simulation cell (resp. 4 Al per simulation cell) designated on the plot by 
color (resp. black) filled dots, the migration is computed between T1 and T5 
(resp. T4), T1 being the nearest T site from an Al dopant and T5 (resp. T4) a T 





Table V.4. Energy barriers (in eV) in pure and doped Si with Al at 
concentrations of 1 and 4 Al dopant(s) per simulation cell for the diffusion of 
one atom of Li, Na, and Mg between two T sites. T1, T2, and T3 designate the 
nearest three T sites from an Al atom. T4 and T5 are farther T sites and are at 
mid-distance between two Al atoms for concentrations of 1 and 4 Al dopant(s) 
per simulation cell, respectively. 
Li T1-T2 T2-T4 T4-T5 T1-T4/5 
0 Al 0.56    
1 Al (~1.6 at. %) 0.57 0.70 0.59 0.81 
4 Al (~6.2 at. %) 0.57 0.66  0.72 
Na T1-T2 T2-T4 T4-T5 T1-T4/5 
0 Al 1.09    
1 Al (~1.6 at. %) 1.11 1.19 1.07 1.34 
4 Al (~6.2 at. %) 1.08 1.11  1.20 
Mg T1-T2 T2-T4 T4-T5 T1-T4/5 
0 Al 0.97    
1 Al (~1.6 at. %) 0.97 1.18 0.98 1.42 
4 Al (~6.2 at. %) 0.98 1.14  1.31 
 
V.F. Generalization: insertion energetics of lithium, 
sodium, and magnesium in Ga-doped 
germanium 
The study on Al-doped Si presented above shows that Al doping helps 
improve the insertion energetics of Li, Na, and Mg in Si but that the migration 
barriers remain nearly the same – i.e. high for Na and Mg – which should limit 
the performance of Al-doped Si as anode for Na and Mg.  At the same time, 
Ge provides significantly lower barriers than Si (by more than 0.3 eV for Na 
and Mg and by around 0.2 eV for Li), but similarly to Si has unfavorable 
insertion thermodynamics for Na and Mg (with 𝐸𝑓  of 0.82 and 1.52 eV 
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computed in section III.D.1 for Na and Mg, respectively). It would therefore 
considerably benefit from lowering Na and Mg insertion energies by doping. 
That is why the strategy used previously for Si is very attractive for Ge. We 
investigate here whether the doping of Ge with Ga (the group III element of its 
same row) results in similar enhancement of the energetics of Ge for the 
insertion of Li/Na/Mg. We also analyze whether the underlying mechanism of 
the improved energetics is identical to that observed for Li/Na/Mg in Al-doped 
Si. 
We first compute the defect formation energies for the insertion of Ga in 
Ge and confirm that, similarly to Al in Si, Ga atoms prefer to insert in 
substitutional sites (S) rather than in interstitial sites (either T or H), and this 
by more than 2 eV (see Table V.5). This allows us to model Ga doping by 
substitutional defects, i.e. the same way we modeled Al doping in Si. For 
convenience, we also use the well-dispersed configurations.   
Table V.5. Defect formation energies (in eV, per Ga atom) versus bulk 
reference state for the insertion of Ga in Ge, for 1, 2, 4, 8 atoms of Ga in a Ge 
supercell of 64 atoms, at a substitutional site (S) and at tetrahedral (T) and 
hexagonal (H) interstitial sites. 
 S T H 
1 Ga 0.45 2.87 3.93 
2 Ga 0.47   
4 Ga 0.58   
8 Ga 0.61   
 
In Figure V.6 are plotted the defect formation energies for the insertion of 
single Li/Na/Mg dopant in pure and Ga-doped Ge.  The reference used for Li, 
Na, and Mg are their bulk metal states. The results show that the defect 
formation energies of Li/Na/Mg decrease significantly as Ge is doped with 1 
Ga (i.e. an atomic concentration of 1/64). This indicates that doping Ge with 
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Ga facilitate significantly the insertion of Li, Na, and Mg. The results obtained 
for 2, 4, and 8 Ga show that the higher the Ga concentration, the easier the 
insertion of Li, Na, and Mg in Ga-doped Ge. The results show that doping Ge 
with Ga could enhance considerably the performances of Ge as anode for Li, 
Na, and Mg ion batteries.   
 
Figure V.6. Defect formation energies for the insertion of one single Li/Na/Mg 
dopant in pure and Ga-doped Ge (with 1, 2, 4, and 8 Ga atoms in a 64 atom-
cell). 
 
We have also confirmed that the underlying mechanism of the enhanced 
energetics of Ga-doped Ge versus pure Ge for Li/Na/Mg insertion is similar to 
that presented previously for Al-doped Si. Indeed, upon Li/Na/Mg insertion in 
pure Ge, the valence electron(s) of the metal atom go(es) into the conduction 
band, i.e. filling anti-bonding states. However, when Ge is doped with Ga 
(pure of Li/Na/Mg), the Fermi level goes to the edge of the valence band, 
forming electron holes. This allows the valence electron(s) of Li/Na/Mg – 
when inserted in Ga-doped Ge – to fill first the holes existing in the valence 
band (i.e. bonding states) before going to the conduction band (i.e. anti-
bonding states). 
To summarize, doping Ge with Ga results in an enhancement of the 
energetics for Li/Na/Mg insertion, similarly to what observed for Si with Al 
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doping. We confirmed that the underlying mechanism is the same for Ga-
doped Ge and Al-doped Si. This suggests that doping the group IV materials 
with the group III element of their same row, may be a general strategy to 
make the group IV materials suitable for the insertion of Li, Na, and Mg. 
Even though the basis of Ge and Ga were tuned to reproduce their 
cohesive energies, the defect formation energies given by SIESTA remained 
far from those obtained with VASP (see section III.D.1). We suggest that the 
discrepancies observed result from the relatively little used Ge 
pseudopotential available on the SIESTA website, that we did not reoptimize. 
A new Ge pseudopotential was released after completion of the study.225 Yet, 
we do not aim here to produce highly accurate values, but to draw the general 
trend of the energetics for the insertion of Li, Na, and Mg in Ge when Ge is 
doped with Ga. Our results are in good agreement with the Ref. 312 which 
also reports lower insertion energies for Li in Ga-doped Ge compared to that 
in pure Ge. 
V.G. Conclusions 
While Si-based anodes are among the best anode candidates for next 
generation Li-ion batteries - providing in particular very high capacities -, 
experimental studies have shown that pure crystalline Si is however not 
suitable for Na- and Mg-ion batteries anodes. Our first-principles calculations 
give highly positive intercalation energies for the insertion of Na and Mg in Si 
at dilute concentration, indicating that the non-insertion of Na/Mg in Si may be 
rationalized by the fact that Si does not provide sufficiently low energy sites 
for the insertion of Na and Mg. Here, doping Si with Al was investigated as a 
potential strategy to make Si work for Na- and Mg-ion batteries. DFT 
calculations show that while the insertion of Na and Mg is not 
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thermodynamically favored in Si, doping Si with Al improves significantly the 
energetics for Na and Mg storage. At Al concentrations that were recently 
shown to be achievable experimentally (of several at. %), the insertion of Na 
and Mg becomes favored versus the vacuum reference state, and in the case 
of Mg, becomes competitive with the metal’s cohesive energy. Importantly, 
the stabilization of 𝐸𝑓  is achieved everywhere in the material at practically 
achievable dopant concentrations, not just in the vicinity of the dopant (which 
would form a trap). Therefore, doping Si with Al could make Si work as an 
insertion material for Na and Mg storage. The insertion energetics of Li in Si is 
also improved by Al doping, specifically, making Li defect formation energy 
become lower (stronger) than Li’s 𝐸𝑐𝑜ℎ , which is not the case in pure Si 
(according to all DFT studies to date). Lithiation by single atom diffusion 
mechanism (rather than by the movement of a phase boundary) should 
therefore become possible in Al-doped Si. However, the migration barriers for 
Na (1.07-1.19 eV) and Mg (0.97-1.18 eV) in Al-doped Si remain high (as in 
pure Si) and do not bode well for insertion kinetics.  
We also performed calculations on the system of the next row of the 
periodic table, i.e. Ga-doped Ge, to investigate whether the lowering of the 
insertion energetics – of Li/Na/Mg in Si – observed when Si is doped with Al 
could possibly be generalized to heavier systems made of group IV materials 
doped with group III element of their same row (i.e. Ga-doped Ge, In-Sn…). 
The results show that the insertion energetics of Li, Na, and Mg in Ge are 
also considerably lowered when Ge is doped with Ga, suggesting that the 








Chapter VI.   
Amorphization as a second approach to 
facilitate the intercalation of lithium, sodium, 
and magnesium in the group IV materials 
______________________________________________________________ 
The results described in this chapter have been published in the following 
articles: 
F. Legrain, J. Sottmann, K. Kotsis, S. Gorantla, S. Sartori, S. Manzhos. 
“Amorphous (glassy) carbon, a promising material for sodium ion batteries 
anodes: a combined first-principles and experimental study”. Journal of 
Physical Chemistry C. 119, 13496-13501 (2015) 
F. Legrain, O.I. Malyi, S. Manzhos. “Comparative computational study of the 
energetics of Li, Na and Mg storage in amorphous and crystalline silicon”. 
Computational Materials Science. 94, 214-217 (2014) 
F. Legrain, O.I. Malyi, T.L. Tan, S. Manzhos. “Computational study of Mg 
insertion into amorphous silicon: advantageous energetics over crystalline 





VI.A. Amorphization: an attractive strategy to make 
carbon and silicon work for sodium and 
magnesium storage 
In the previous chapter, we presented one strategy to facilitate the 
intercalation of Na and Mg in the group IV materials. Indeed, because of the 
larger size of Na and the bivalency of Mg - versus the small and monovalent 
Li - Na and Mg do not insert and diffuse well in most materials, including 
those which perform extremely well for Li. In particular, the two highly 
performant materials for Li negative electrode, graphite and Si, which both 
work remarkably well, have been shown to be electrochemically inactive for 
Na and Mg.12, 13, 32, 34-37 Other group IV materials, such as Sn and Pb, have 
been found to be more suitable to intercalate Na and Mg.18, 34, 47, 48, 65, 226 
However, going down the periodic table towards heavier elements does not 
help obtain good energy densities. That is why one purpose of this thesis is to 
identify approaches - if possible general - to enhance the storage properties 
of lighter materials which in pure form are not suited for Na and Mg insertion. 
We focus here more particularly on the group IV materials. We showed in the 
previous chapter that doping the group IV material with the group III element 
of its same row was a valid strategy to facilitate the insertion of Li, Na, and Mg 
in Si and Ge. Here we examine the effect of amorphization of the host 
material to enhance the storage properties. Our choice to focus on 
amorphization was motivated by earlier studies. Indeed, it was shown 
experimentally that amorphous materials sometimes perform better than their 
respective crystalline phases.32, 65, 89, 107, 111, 117, 152, 227 In particular, amorphous 
phosphorous has emerged as a very attractive candidate for Na-ion batteries 
anodes,32, 227 while its crystalline counterparts are not able to intercalate Na. 
On the theoretical side, Kaxiras group showed that Li should insert more 
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easily in amorphous Si (a-Si) than in crystalline Si (c-Si).211 Besides the 
promising aspect of amorphous materials, amorphization may also and has 
been reported to spontaneously happen during Li/Na/Mg intercalation, 
especially in materials providing high capacities - and therefore being of high 
interest - such as the Li-Si system.30 The effect of amorphization on the 
storage properties is hence critical, and its investigation is the purpose of this 
chapter. We focus here more particularly on C and Si, the lightest elements of 
the group IV materials, which are to date the most efficient anode materials 
for Li but are electrochemically inactive for Na and Mg, when under their room 
temperature phase (graphite and diamond Si).12, 13, 32, 34, 36, 37  We compare at 
the ab initio level the insertion energetics of Li, Na, and Mg in amorphous - 
versus crystalline - phases of C and Si. We also present a novel and 
computationally efficient method to obtain a reliable amorphous structure, 
implemented and validated for carbon.  
VI.B. Effect of amorphization on the storage properties 
of silicon for lithium, sodium, and magnesium 
 Computational setup 
All calculations were carried out using DFT and the SIESTA code162. The 
Perdew-Burke-Ernzerhof (PBE) exchange-correlation functional208 and the 
double- polarized orbitals (DZP) were employed. The basis set was tuned to 
reproduce cohesive energies of Li, Na, Mg, and c-Si. A cutoff of 100 Ry was 
used for the Fourier expansion of the density, and Brillouin zone integrations 
were done with a 3×3×3 k-point Monkhorst-Pack mesh188. Core electrons 
were treated within the effective core approximation with Troullier-Martins 
pseudopotential161 (provided with SIESTA). Geometries were optimized until 
forces on all atoms were below 0.02 eV/Å. 
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a-Si was modeled with a 64-atom simulation cell with periodic boundary 
conditions. The input structure was taken from Ref. 211 which used a similar 
computational setup. The amorphous structure has a density of about 2.2 and 
it has no coordination defect. To predict Li, Na, and Mg-inserted structures, 
we used insertion sites reported in Ref. 211 as initial guesses. The 
amorphous structure together with the insertion sites are illustrated in Figure 
VI.1. While it is possible that amorphous cells obtained with different 
approaches result in different insertion sites and energies, what is important 
here is that there can be a distribution of insertion sites and energies 
characteristic of an amorphous structure. As long as that distribution is 
characteristic of a real material, the conclusions hold for cells obtained in 
different ways.228 c-Si was modeled by a 2×2×2 supercell (64 atoms). We 
considered both vacuum (modeled as a cubic cell of size 11×11×11 Å) and 
bulk (bcc for Li and Na, hcp for Mg) reference states for Li, Na, and Mg. All 
bulk structures were fully relaxed until the stresses were below 0.1 GPa. We 
performed spin-polarized calculations for most considered structures, 
however, in most cases, spin polarization was found to be insignificant. 
 




 Voltages and volumetric energy densities 
If we assume that charging the anode material goes according to: 
 𝑆𝑖 + 𝑥𝑓𝑀 ↔ 𝑀𝑥𝑓𝑆𝑖 (VI.1) 
then, using the well-defined methodology (see section I.H.2)132, 229, the 
average anode voltages 𝑉𝑎𝑣𝑔 calculated versus metallic reference states can 
be expressed as: 
 𝑉𝑎𝑣𝑔 = −
𝐸𝑀𝑥𝑓𝑆𝑖
− 𝐸𝑆𝑖 − 𝑥𝑓𝐸𝑀
𝑧𝑥𝑓𝑒
 (VI.2) 
where 𝐸  is the corresponding DFT energy, 𝑧  is the number of charge(s) 
transferred per metal atom (i.e. 𝑧 = 1 for Na and Mg, 𝑧 = 2 for Mg), and 𝑒 is 
the elementary charge. In Table VI.1 are given the average voltages 
associated with charge-discharge between pure amorphous or crystalline Si 
and the full states of charge, i.e. Li3.75Si, Mg2Si and NaSi. The predicted 
voltages for c-Si-based alloys are comparable to the previously reported data 
despite small underestimations.209 The results indicate that an a-Si anode will 
provide higher average anode voltages than that of a c-Si anode. This also 
means that an a-Si anode will lead to lower battery operational voltages than 
that of a c-Si (see Table VI.1). If we assume that the final state of charge is 
identical for a-Si and c-Si anodes (Li3.75Si) and has the same energy 𝐸𝑀𝑥𝑓𝑆𝑖
, 
the differences in battery voltages obtained between a-Si and c-Si anodes 











𝑎−𝑆𝑖| is the difference in cohesive energies between c-Si 
and a-Si. Because the cohesive energies can be defined either as positive or 
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as negative, we prefer using here absolute values to remove the ambiguity in 
the equation. The value of |𝐸𝑐𝑜ℎ
𝑐−𝑆𝑖| − |𝐸𝑐𝑜ℎ
𝑎−𝑆𝑖| is equal to 0.13 eV per atom in 
our calculations, i.e. c-Si being more stable than a-Si. The readers should 
however keep in mind that this value can vary with the choice of amorphous 
structure. The equation (VI.3) suggests that based on states of charge and 
valence electrons, the voltage difference is expected to be larger for Na-ion 
batteries (𝑧𝑥 = 1) than for Li-ion batteries (𝑧𝑥 = 3.75) and Mg-ion batteries 
(𝑧𝑥 = 4). From an energy density point of view, higher battery voltages, i.e. 
c-Si anodes, are a priori preferred. On the other hand, because the 
operational window of the electrolytes are limited, stability issues can arise 
between the electrolyte and the negative electrode.4, 201, 230 In such cases, 
larger anode voltages, i.e. a-Si anodes, are required. They help palliate the 
stability issues and improve the cycle life and the safety of the battery. 
Because amorphous materials are generally less stable than their most stable 
crystalline counterparts (and therefore |𝐸𝑐𝑜ℎ
𝑐−𝐻| − |𝐸𝑐𝑜ℎ
𝑎−𝐻|  is positive), these 
conclusions are not restricted to Si but are applicable to other materials (cf. 
equation (VI.3)).  
Table VI.1. Average voltages in V (versus their respective metal reference 
state) and relative volume expansion (%) of c-Si and a-Si anodes for Li-, Na-, 
and Mg-ion batteries. 
 Li (Li3.75Si) Na (NaSi) Mg (Mg2Si) 
 
voltage expansion voltage expansion voltage expansion 
c-Si 0.24 282 0.14 127 0.13 207 
a-Si 0.21 292 0.02 133 0.10 216 
 
Although the anode voltage is an important parameter (since directly 
related to the energy density of the battery), it is also critical to understand the 
performance of anode materials in light of the volume expansion. The 
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expansion of the anodes upon insertion of Li/Na/Mg is indeed critical due to 
the breakdown of the electrodes when they undergo too large expansion.30, 31, 
58, 136, 223, 226 Limiting the expansion of the negative electrode is hence required 
upon Li/Na/Mg insertion. However, it is important to point out the inter-
dependence which generally exists between energy density and volume 
expansion. The capacity of materials to store a large amount of Li/Na/Mg - 
and consequently to provide high energy densities - goes hand in hand with a 
large expansion of the electrode and the possible issues associated with it. 
Nanosizing of electrode materials has emerged as a valid strategy to limit the 
degradation of high capacity electrode materials upon Li/Na/Mg insertion and 
it is therefore an approach to provide very high capacities.30, 67, 223, 226 Yet, 
manufacturing nanomaterials is costly - the cost of the Si-based batteries 
commercialized today is such that they are suited only for specific 
applications such as defense, drones, and space. That is why comparing the 
energy densities of different anode materials at identical volume expansions 
is extremely relevant. We use here the criterion of volumetric energy densities 
as proposed by Obrovac and co-workers.136 Volumetric energy densities are 
defined as the amount of energy stored in the host material per unit of volume, 
where “volume” refers to the total volume of the electrode during charge. As 
derived in section I.H.5 (also see Ref. 136), the volumetric energy densities 







where 𝐹 is Faraday’s constant, 𝜉𝑓 is the relative volume expansion, 𝑉𝑎𝑣𝑔 is the 
average operational voltage (we use 3.75 V as cathode voltage), and 𝑣 is the 
volume occupied by a metal atom per valence charge. In Figure VI.2 are 
shown the volumetric energy densities for Li/Na/Mg-Si alloys as a function of 
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volume expansion. The plot shows that for each Li, Na, and Mg, the a-Si 
curve ends before the c-Si curve. This indicates that c-Si can achieve higher 
volumetric energy densities than that of a-Si, in accordance with the higher 
average operational voltages computed previously for c-Si than a-Si and 
given in Table VI.1. However, the higher energy densities observed are also 
associated with higher volume expansions (see Table VI.1). The plot also 
shows that leaving aside the very ends of the curves, the a-Si and c-Si curves 
are indistinguishable. This indicates that at a same volume expansion, the 
differences in volumetric energy density between a-Si and c-Si are 
insignificant. Therefore, at the appropriate design of anode materials, the 
higher voltage of a-Si anodes (or the lower operational voltage) should not 
result in lower energy densities while being advantageous for battery stability. 
 
Figure VI.2. Volumetric energy density for M-Si alloys (M = Li, Na, Mg) as a 
function of volume expansion. Color and black lines represent results for c-Si 
and a-Si, respectively. Lines end at the maximum state of charge. 
 
 Defect formation energies 
The insertion energetics of Li, Na, and Mg in c-Si and a-Si were analyzed 
by computing the intercalation energies (see equation (I.9) in section I.H.3), 
also called defect formation energies. As reference state for Li, Na, and Mg, 
we use both bulk metal (i.e. bcc for Li and Na, and hcp for Mg) and vacuum 
(i.e. a single Li/Na/Mg atom in a cubic cell of size 11×11×11 Å) reference 
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states. As detailed in section III.C.1, the equilibrium sites for the insertion of Li, 
Na, and Mg in c-Si are the tetrahedral (T) interstitial sites (see Figure III.1). 
The corresponding defect formation energies are given in Table VI.2. They 
are in relatively good agreement with the results obtained in sections III.D.1 
and IV.B.2 with different setups. The intercalation energy for Li in c-Si is found 
to be slightly positive (0.30 eV) when computed versus its bulk metal 
reference state, and largely negative (-1.37 eV) when computed versus its 
vacuum reference state. These relatively low values suggest the capability of 
Si to host Li, which is in good agreement with the numerous studies reporting 
the intercalation of Li in Si.30, 31 As mentioned earlier, the positive intercalation 
energy of Li in Si versus the bulk metal reference state of Li may explain 
however why Li diffusion happens via the movement of a lithiated front rather 
than by single-dopant diffusion.59, 61, 223, 224 On the Na and Mg sides, the 
intercalation energies computed in c-Si are significantly higher: 2.19 eV (0.64 
eV) and 1.51 eV (0.37 eV) for Mg and Na when the values are computed 
versus the bulk (vacuum) reference state. This reflects the difficulty for Na 
and Mg to insert in c-Si, and may rationalize the electrochemical inactivity of 
c-Si towards Na and Mg reported in experimental studies.12, 13, 34 The 
intercalation energies of Li, Na, and Mg in different sites of a-Si are plotted in 
Figure VI.3. The results show that the insertion sites for Li, Na, and Mg are 
well-distributed in energy, with lowest energy sites considerably lower in 
energy compared to their corresponding sites in c-Si, this for all Li, Na, and 
Mg. The lowest energy sites in a-Si are indeed 0.43/1.52/1.42 eV lower than 
those in c-Si for Li/Na/Mg, respectively. Amorphization of Si is thus 
accompanied with the formation of lower energy sites for the insertion of Li, 
Na, and Mg. In a-Si, there exist sites for Li insertion with negative defect 
formation energies versus bulk metal reference state. This suggests that the 
lithiation of a-Si may not proceed via a lithiated front, as in c-Si,59, 61, 223, 224 but 
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via single-dopant diffusion. This may facilitate the diffusion of Li in Si as well 
as reduce the mechanical stresses generated during expansion59 and 
therefore enhance the battery performances. For Na and Mg, the defect 
formation energies become negative versus their vacuum reference state, 
and the values versus their bulk reference state - while positive - are relatively 
low (0.67 eV for Mg and 0.09 eV for Na), indicating a feasible insertion of Na 
and a much more likely insertion of Mg in a-Si. The results for Na were later 
confirmed by another study that used a different amorphous structure and a 
different DFT setup.228 
Table VI.2. Lowest defect formation energies (in eV) of Li, Na, and Mg defects 
versus bulk and vacuum reference states in c-Si and a-Si. 
 Li Na Mg 
 
c-Si a-Si c-Si a-Si c-Si a-Si 
bulk 0.30 -0.13 2.19 0.67 1.51 0.09 
vacuum -1.37 -1.80 0.64 -0.88 0.37 -1.05 
 
 
Figure VI.3. The lowest energy site for metal insertion in c-Si (a) and a-Si (b). 
Metal atoms are in blue color and Si host in yellow. The difference in 
geometry among Li, Na, Mg insertion configurations is indistinguishable to the 
eye. Due to the similarity of different insertion sites, we show only one site 
which is within 0.01 eV from the most equilibrium configuration of Li, Na, and 
Mg defects. (c) Computed defect formation energies of Li, Na, and Mg in a-Si 
versus vacuum and bulk metal reference states. Corresponding values for c-
Si are shown as black diamonds. 
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VI.C. Effect of amorphization on the insertion 
energetics of lithium, sodium, and magnesium in 
carbon 
We will use the term amorphous carbon (a-C) to describe glassy carbon 
(structures of carbon which are amorphous at short range). We do not refer 
here to the nanoparticular graphite for which better literature10, 144, 231-233 exists 
for Na-ion batteries and which is generally also called amorphous carbon (or 
hard carbon). 
 Methods 
VI.C.1.a) Simulations of the amorphous carbon structure 
Amorphous structures were generated by randomly sampling distributions 
of 64 carbon atoms placed in a box of size 8×8×8 Å, with periodic boundary 
conditions. The initial density of about 2.5 g/cm3 is near that of previously 
reported amorphous structures.234, 235 A large number (>106) of distributions 
were sampled, for which the radial distribution functions (RDF) were 
compared to the experimental RDF of Ref. 234. The structures giving a good 
fit of the RDF to the experimental RDF234 were then optimized ab initio 
including optimization of lattice vectors (to zero pressure), which did not result 
in significant changes of the RDF or of the density. While the method bears 
similarity to that used in Ref. 236 in that initial random structures are used, we 
introduce significant improvements in that we fit to the experimental RDF and 




VI.C.1.b) Ab initio calculations 
Structures were optimized with DFT using the SIESTA code162. The PBE 
exchange correlation functional208 and a double- polarized basis set were 
used. The basis sets were tuned to reproduce the cohesive energies of Li, Na, 
Mg, and diamond carbon, the computed values of 1.67, 1.14, 1.55 and 7.65 
eV are in good agreement with reference values.221, 237, 238 Core electrons 
were replaced with Troullier-Martins pseudopotentials161. Spin-polarized 
calculations were performed. The DFT-D2 approach of Grimme239 is used to 
model the van der Waals interaction between the C atoms. This is important 
for comparison with graphite. No correction was used between the C and 
Li/Na/Mg atoms due to a significant ionicity of the bonds (large charge 
donation, see below). The Grimme parameters were tuned to reproduce the 
spacing of layers of graphite (the computed value of 3.35 is in good 
agreement with reference value of 3.34 Å190). This was achieved with Grimme 
parameter values of 𝑠6 = 1.0 , 𝐷 = 20 , 𝐶6 = 1.75 Jnm
6/mol, 𝑟 = 1.725  Å.239 
Nearly cubic supercells of 64 and 128 C atoms with periodic boundary 
conditions were used to model the interaction of Li and Na in amorphous 
carbon (a-C) and in graphite, respectively. The Brillouin zone was sampled 
with 3×3×3 (4×4×4) Monkhorst-Pack point grid188 for amorphous (graphite) 
structures, and a 100 Ry cutoff was used for the Fourier expansion of the 
electron density. All atomic positions and the lattice vectors were allowed to 
relax, until forces were below 0.03 eV/Å and stresses below 0.1 GPa, 
respectively. 
 Amorphous carbon structure and insertion sites 
Two amorphous structures were generated and are shown in Figure VI.4. 
We use two different structures to ensure that the results are not skewed due 
to a particular generated amorphous configuration. Their RDF are shown in 
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Figure VI.5 together (and in good agreement) with that from neutron 
diffraction data234. Both amorphous structures have a mass density of ~2.5 
g/cm3 and a sp2/sp3 fraction of ~0.5/0.5, in agreement with amorphous 
structures generated by melting and quenching (MD) using the DFTB 
scheme.235 The fractional sp3/sp4 character is related to a coordination 
number of ~3.5. The amorphous structures are less stable than the graphite 
phase by 0.80 and 0.92 eV per atom for structures 1 and 2, respectively. To 
find Li/Na/Mg insertion sites in a-C, we performed a k-means clustering 
analysis240, 241 of a uniform three-dimensional grid of points covering each 
structure spaced by 0.2 Å and excluding points closer than 1.5 Å to C atoms. 
This allowed us to identify 17 and 19 potential insertion sites in structures 1 
and 2, respectively. These sites were used as initial guesses for the insertion 
sites and further optimized by DFT-D. The positions of optimized unique 
insertion sites are also shown in Figure VI.4. A total of 13/12/13 unique 
Li/Na/Mg sites were found in both structures. The known lowest energy site in 
graphite is also shown in Figure VI.6 and is used for comparison.197, 242, 243  
 
Figure VI.4. Structures 1 (top) and 2 (bottom) of a-C (brown) with Li (green), 










Figure VI.6. Insertion site of M=Li/Na/Mg (green) in graphite (brown). 
 
 Insertion energetics of lithium, sodium, and magnesium into 
amorphous carbon 
The defect formation energies of Li, Na, and Mg in all structures are listed 
in Table VI.3 and are plotted in Figure VI.7. The defect formation energy for Li 
insertion in graphite is -0.09 eV, for Na insertion +0.76 eV, and for Mg 
insertion 2.21 eV, in good agreement with observed anodic voltages3, 37 and 
previous calculations244 for Li (-0.08 and -0.29 eV with two different 
functionals for a stage III, i.e. LiC18), and with the fact that Na and Mg do not 
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intercalate in graphite.12, 13, 34, 36 In a-C, there is a distribution of 𝐸𝑓 values with 
lowest 𝐸𝑓  values stabilized by 1.48 eV for Li and 1.99 eV for Na, versus 
graphite. This behavior is similar to what we previously observed for Li and 
Na insertion in amorphous versus crystalline Si. All Li sites except one have a 
negative 𝐸𝑓. More importantly, the amorphization of carbon makes Na and Mg 
insertion thermodynamically favored, with half of the sites showing binding 
energies stronger than the cohesive energy of Na/Mg. a-C could therefore 
operate as an anode for Na and Mg-ion batteries, while graphite does not. 
Amorphization could also be used to increase the anodic voltage in Li-ion 
batteries by up to 1.5 V, which could be useful, for example, to match it with 
the redox window of the electrolyte and limit electrolyte decomposition.3, 144  
Table VI.3. Defect formation energies 𝐸𝑓 (in eV) of Li, Na, and Mg in graphite 
and in a-C. The values are listed in the block a-C 1 for one amorphous 
structure and in the block a-C 2 for the other. Zero corresponds to the 
cohesive energy of Li, Na, and Mg, respectively. 
 Li Na Mg 
graphite -0.085 0.760 2.209 
a-C 1 
-1.563 -1.234 -1.417 
-1.516 -1.106 -0.121 
-1.196 0.701 1.414 
-0.507 1.232 2.614 
-0.306 1.313 2.794 
-0.197 1.568  
a-C 2 
-1.539 -0.891 -1.520 
-1.053 -0.845 -1.075 
-0.697 -0.153 -0.570 
-0.613 0.407 -0.417 
-0.543 1.247 -0.330 
-0.137 1.666 0.048 
0.285  0.821 




Figure VI.7. Filled symbols: the defect formation energies of Li and Na in a-C, 
with respect to bulk Li and Na, respectively. Circles and rhombuses are the 
two amorphous structures. The corresponding 𝐸𝑓 values in graphite are also 
shown as empty black circles. 
 
 
Figure VI.8. Dependence of 𝐸𝑓 on the coordination number N, for Li, Na, and 
Mg. 
 
In Figure VI.8, we plot 𝐸𝑓  as a function of the effective coordination 
number N (number of neighbors of the Li/Mg/Na atom with a cutoff distance 
𝑟𝑐  =  2.3/2.4/2.5  Å). The correlations with Pearson’s R
2 values of 0.86 
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(0.65/0.47) for Na (Li/Mg) are statistically significant.193 As expected, the 
inserted Li, Na, and Mg atoms donate charge to the host, ranging 0.2-0.6 
(0.5-0.7) |𝑒| based on Mulliken (Voronoi) charges for Li, 0.4-0.7 (0.4-0.6) |𝑒| 
for Na, and 0.5-1.0 (0.5-0.6) |𝑒| for Mg in a-C. To compare, in graphite, the 
charge donation is 0.5 (0.7) |𝑒| for Li, and 0.5 (0.6) |𝑒| for Na and 0.8 (0.6) |𝑒| 
for Mg. However, no significant correlation of 𝐸𝑓 to the charges was found.  
We also investigated the insertion of Li and Na in a-C for higher 















,) than that of 𝑥 =
1
64
 considered above 
(corresponding to the insertion of a single Li/Na atom in the supercell), 𝑥 
being the number of Li/Na/Mg atom inserted per C atom. The plot of the 
defect formation energies against Li/Na concentration is given in Figure VI.9. 
Because of the prohibitive computational cost of the exhaustive screening of 
all combinations of 2 to 6 occupied sites, only the 2-6 lowest energy sites are 
computed for each amorphous structure (which means that the curve of 
Figure VI.9 is the upper limit estimate). The negative defect formation 






 (for Li/Na, respectively) suggest that the insertion of 
Li/Na/Mg insertion are favored up to these concentrations. For 6 Na atoms, 
the configurations modeled give a favored insertion in one of the two 
amorphous structures, and a slightly positive 𝐸𝑓  in the other. The defect 
formation energies increase with metal concentration on the average, as 
expected. These results suggest that Na intercalation could happen for a 




calculations suggest that the specific capacity of Na in a-C can be of about 
170-200 mAh/g. This prediction has been confirmed by our collaborators in an 
experimental anode using highly amorphous carbon.245 Specifically, the 
measured specific capacity of Na in a-C of 173 mAh/g after 100 cycles, as 
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well as the voltage range of 0-1.5 V are in good agreement with theoretical 
estimates.  
 
Figure VI.9. The defect formation energies per dopant atom 𝐸𝑓 of Li/Na with 
respect to bulk Li/Na in a-C against Li/Na concentration 𝑥 . Circles and 
rhombuses are for the two amorphous structures. 
 
VI.D. Conclusions 
The DFT calculations predict positive intercalation energies for the 
insertion of Na and Mg in graphite and c-Si. This suggests that the 
electrochemical inactivity of graphite and c-Si for Na and Mg is due to the 
unfavored insertion energies of Na and Mg in the two crystalline materials. 
Amorphous carbon and silicon however, are found to provide sites for 
Li/Na/Mg insertion well-distributed in energy, with lowest energy sites 
significantly lower than their corresponding crystalline phases (i.e. graphite 
and c-Si). The lowest energy sites in a-C are negative for Na and Mg, 
suggesting that a-C could work as anode for Na and Mg ion batteries. The 
lowest energy sites of Na and Mg in a-Si, even though considerably lower 
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than in c-Si (by 1.52/1.42 eV for Na/Mg), still provide positive intercalation 
energies (0.09 eV for Na and 0.67 eV for Mg). Because negative intercalation 
energy of Li/Na/Mg in the host material is not necessary to allow intercalation 
(𝐸𝑓 of Li in c-Si is 0.30 eV although Li intercalation in c-Si is well-known) and 
because the intercalation energies of Na and Mg in a-Si are not highly 
positive, a-Si appears to be a promising candidate for Na and Mg ion 
batteries anodes. Amorphization of Si also significantly lowers the insertion 
energies for Li. The intercalation energy of Li in a-Si is negative (while it is 
positive in c-Si). This suggest that lithiation in a-Si may not proceed via a 
lithiated front (as in c-Si) but also via single-dopant diffusion, facilitating the 
diffusion of Li in Si and enhancing the performances of Si as anode for Li-ion 
batteries. Analysis of the voltages and volumetric energy densities provided 
by c-Si and a-Si indicates that even though c-Si anodes lead to higher 
average battery voltages than a-Si, the volumetric energy densities given by 
a-Si and c-Si are very similar at fixed volume expansion. Higher anode 
voltages for a-Si however mean that a-Si is advantageous for battery stability. 
Amorphization of the host material can therefore be a valid approach to 
enhance the performances of the material as an anode for Li, Na, and Mg-ion 
batteries. 
We have also shown that it is possible to obtain a reliable amorphous 
structure in a computationally efficient way, which is by optimizing 
randomized structures preselected to satisfy the desired (e.g. experimental) 








Chapter VII.   
Interaction of lithium, sodium, and 
magnesium with different phases of 
titanium dioxide including the effects of 
amorphization 
____________________________________________________________ 
The results described in this chapter have been published in the following 
papers: 
F. Legrain, O. I. Malyi, S. Manzhos. “Comparative ab Initio Study of Lithium 
Storage in Amorphous and Crystalline TiO2”. Proceedings of the 14th Asian 
Conference on Solid State Ionics (ACSSI 2014), Eds. S. Adams and J. 
Kawamura, Research Publishing, Singapore, 2015, pp. 85-92, doi: 
10.3850/978-981-09-1137-9_054 
F. Legrain, O.I. Malyi, S. Manzhos. “Insertion energetics of lithium, sodium, 
and magnesium in crystalline and amorphous titanium dioxide: a comparative 







VII.A. Crystalline and amorphous titanium dioxide: 
promising materials for electrochemical storage 
TiO2, being abundant, cheap, and safe, is widely used in diverse 
applications, such as catalysis246, 247 and energy conversion97, 248-250. It has 
emerged in particular as a promising material for Li, Na, and Mg 
electrochemical storage.86, 94-96, 102, 104, 106, 151, 217 Its high stability with most 
organic electrolytes can avoid the formation of the SEI (solid-electrolyte 
interphase), and therefore provides a very high cycle life (up to 10,000 cycles) 
as well as the possibility to charge/discharge the material at a very high rate 
(up to 100 C).92, 103, 108  
Li, Na, and Mg intercalation into TiO2 has been studied theoretically and 
experimentally but never for all Li, Na, and Mg and all anatase, rutile, and 
(B)-TiO2 (also named bronze) with the same experimental/computational 
parameters. A truly comparative study is therefore as of now non-existent. For 
Li, the three most common phases for electrochemical storage, which are 
anatase, rutile, and (B)-TiO2, are known to work well.86, 96, 104, 151, 217 For Mg, 
experimental results have been reported for rutile101 and anatase99, 100, 106, 
showing that Mg intercalates in these two phases. For Na, (B)-TiO2 has been 
shown to work,102 while no electrochemical activity has been observed in 
rutile.117 In anatase, however, intercalation appears to be subject to 
contradictory (experimental) evidence;96, 117 sodiation-induced phase 
transformation of anatase has been observed.97 The difference between the 
experimental results reported for Na in anatase can be due to many factors 
(e.g. impurities or nanosizing effects). Computational studies can help 
rationalize the insertion process and establish theoretical limits on voltages, 
rates, capacities etc. of various phases and for the insertion of different types 
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of alkali atoms. This is important to guide experimental optimization of 
electrodes. Yet, very few computational studies are available for Na and Mg 
intercalation in these crystalline phases of TiO2. Moreover the use of 
amorphous TiO2 (a-TiO2) is very little explored both experimentally and 
theoretically; this is also true for Li insertion, for which the crystalline phases 
have been extensively studied.118, 121-126, 157, 251 However, the few studies that 
did explore a-TiO2 suggest that it can be a promising material.89, 90, 107, 111, 117, 
152, 252 In particular, nanostructured a-TiO2 was shown in some studies to 
provide a higher Li diffusion coefficient,89 a higher specific capacitance (when 
deposited as an atomic layer),111, 253 and a higher reversible capacity at high 
rate152 compared to its crystalline counterparts. In addition, it has been shown 
earlier in the present thesis that for two group IV monoelemental materials (C 
and Si) amorphization allows the energies for the insertion of Li, Na, and Mg 
to be lowered. In this chapter, we investigate whether similar effects can be 
achieved for other types of materials such as oxides and specifically TiO2. 
While several computational studies reported Li insertion energetics into 
various crystalline phases,118, 121-126, 157, 251 there is, to the best of our 
knowledge, no ab initio study comparing with the same computational setup 
the insertion energetics into anatase, rutile, (B)-TiO2 and amorphous TiO2 of 
Li, Na, and Mg. In this thesis, we attempt to fill this knowledge gap, and more 
importantly we investigate the potential of a-TiO2 as potential electrode 
material for all Li-, Na-, and Mg-ion batteries. 
VII.B. Computational setup 
Structures were optimized using DFT (density functional theory) and the 
PBE functional208. Core electrons were replaced with Troullier-Martins 
pseudopotentials161. Calculations were done using the SIESTA code162. A 
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DZP (double- polarized) basis was generated by SIESTA with the 
parameters PAO.EnergyShift of 0.001 Ry for Ti and O, 0.008 Ry for Na and 
Mg, and 0.02 Ry for Li. The basis set reproduces the cohesive energy of Li 
(computed at -1.67 eV versus the reference value of -1.66 eV221), Na (-1.14 
eV versus -1.13 eV221) and Mg (-1.55 eV versus -1.54 eV221), where the 
experimental values are adjusted for the effect of zero-point motion, with 
zero-point energy (ZPE) corrections computed to be 0.034 eV, 0.016 eV and 
0.029 eV, respectively. The cohesive energies of TiO2 (per formula unit) were 
computed at -21.29 eV and -21.31 eV for anatase and rutile, respectively, 
versus the reference value of -19.9 eV for rutile254 and in agreement with the 
fact that the cohesive energy of anatase is 0.012-0.015 eV weaker than that 
of rutile255, 256. The numbers are also in agreement with the range of the other 
reported DFT (PBE) values from -18.77 to -21.44 eV119, 257 and from -21.54 to 
-21.60 eV257, 258 for rutile and anatase, respectively. Structures were optimized 
until forces on all atoms were below 0.03 eV/Å and 0.04 eV/Å for crystalline 
and amorphous structures, respectively. It should be noted that the lowest 
energy configurations in amorphous TiO2 were also optimized at a higher 
accuracy (0.02 eV/Å) but the largest deviation in defect formation energies 
was found to be less than 0.01 eV. Spin-polarized calculations were 
performed. It is noteworthy that in order to find the lowest energy 
configuration for the Li-doped anatase system it was necessary to initialize 
the electron density with that of the Na-anatase system.  
For a-TiO2, a 192-atom supercell of size about 13×13×13 Å was used 
(see Figure VII.1). The initial structure was taken from Ref. 259 and re-
optimized with the present setup. The structure was shown to provide a range 
of Ti coordination numbers in agreement with experiment, see Ref. 259 for 
details. The structure was preserved upon relaxation with the present setup, 
149 
 
with minor atomic relaxations. The average coordination number of Ti (with a 
cutoff for the Ti-O bond of 2.5 Å) is 5.7 in our relaxed structure, in good 
agreement with the measured value of 5.6260, versus 6 in the crystalline TiO2. 
Due to the large cell size, the Brillouin zone was sampled at the  point, and 
the TiO2 cell was first relaxed (until the stresses were below 0.1 GPa) and 
then held at fixed size during Li, Na, and Mg insertion. The energy cutoff for 
the Fourier expansion of the density was set to 100 Ry. 
For the crystalline phases, a 3×3×1 cell was used for anatase 
(~11×11×10 Å), 2×2×4 for rutile (~9×9×12 Å), and 1×3×2 for bronze 
(~12×11×13 Å). The lattice vectors were allowed to relax upon metal insertion. 
The Brillouin zone was sampled with a 3×3×3 Monkhorst-Pack point grid, and 
a 200 Ry cutoff was used for the expansion of the density. We note that 
different energy cutoffs (for the Fourier expansion of the density) and k-
meshes were needed for the convergence of the defect formation energies in 
amorphous and crystalline TiO2. Yet, because the defect formation energies 
are converged, this does not undermine the comparison between the different 
systems. In the amorphous phase, the energy differences for the lowest 
insertion sites (Li, Na, and Mg) were about 0.01 eV when using 2×2×2 k 
points and within 0.04 eV when increasing the cutoff to 200 Ry, while in the 
crystalline phases, the energy differences between 2×2×2 and 3×3×3 k points 
were within 0.005 eV and those between 200 and 300 Ry were within 0.02 eV, 
except for Na in rutile, at 0.035 eV. This convergence allowed us to search for 
the most favorable insertion sites (in the crystalline phase) with smaller 
cutoffs and k-grids, while the final insertion energetics were computed from 
calculations run with the tighter convergence criteria described above. 
To identify possible insertion sites in a-TiO2, we covered the simulation 
cell with a uniform grid of points spaced by 0.2 Å. We then performed a K-
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means clustering analysis240, 241 on points located farther than 1.5 Å from Ti 
and O atoms. The algorithm was made to identify an increasing number of 
clusters. Up to 32 clusters were identified with the distance between the 
centers of the clusters larger than 2.5 Å. Those were used as initial guesses 
of insertion sites (see Figure VII.1), further optimized by DFT. To identify 
possible insertion sites in crystalline TiO2 structures, previously reported 
insertion sites were used.118, 122, 251 In total, 117 insertion sites/energies were 
analyzed across the four phases and three types of inserted atoms.  
 
Figure VII.1. Atomic structure of the amorphous TiO2 supercell (Ti – blue 
atoms, O – red atoms) and locations of the 32 sites identified with K-means 
clustering analysis (black atoms). One simulation cell is shown. 
 
VII.C. Insertion energetics 
The rutile and anatase structures have tetrahedral and octahedral 
insertion sites,118, 261 and three different insertion sites have been identified in 
(B)-TiO2: the C site, at the middle of a distorted octahedral site, and the A1 
and A2 sites, displaced from the C site along the c and a axis, respectively.251 
The octahedral sites and the C sites were found most stable for all metal 
atoms, in agreement with other studies.101, 118, 251, 261 For anatase and rutile 
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(respectively (B)-TiO2), the metal atom initially positioned at the tetrahedral 
(respectively A1/A2) site was indeed observed either to give a higher energy 
or to drift to the octahedral (respectively C) site. We note that at a very dilute 
Li concentration (i.e. ~0.02 per formula unit), different studies report either the 
C site or the A2 site as the lowest energy configuration in (B)-TiO2.126, 157, 251 
The energy difference between the C and A2 sites for Li being of around 0.1 
eV,126, 157 we do not expect a significant difference in the insertion energetics. 
The optimized lowest energy sites for Li, Na, and Mg are shown in 
Figure VII.2. For rutile and bronze, the geometries of the sites are very similar 
between all inserted metal atoms. For anatase, however, while Li site is 
almost at the middle of the octahedral site (displaced along the c direction by 
only ~0.015c, i.e. ~0.15 Å), Na and Mg atoms are displaced along the c 
direction by ~0.06c (~0.6 Å) and ~0.05c (~0.5 Å), in agreement with previous 
reported results for Na.123 The defect formation energies for metal insertion at 
the lowest energy sites are given in Table VII.1. The results show that Li 
insertion in TiO2 at dilute concentration is favored (i.e. 𝐸𝑓 is negative) in all 
anatase, rutile and (B)-TiO2, in agreement with many experimental works 
reporting Li intercalation in TiO2.85-87, 104, 105, 108, 109, 112, 114, 115, 151 Na insertion in 
TiO2 is found to be thermodynamically favored (versus Na clustering at the 
surface of the electrode) in anatase and (B)-TiO2, but unfavored in rutile. The 
defect formation energies of Na defects in rutile (positive: 0.39 eV) and (B)-
TiO2 (highly negative: -1.96 eV) could rationalize the limited Na intercalation 
in rutile nanotubes reported in Ref. 117 as well as the electrochemical activity 
observed with (B)-TiO2.102 The disagreement between experimental studies 
about the intercalation of Na in anatase96, 117 could be partly explained by the 
less favored insertion of Na in anatase (-0.27 eV) compared to (B)-TiO2 (-1.96 
eV). For Mg, our results show that the insertion is favored in all anatase, rutile, 
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and (B)-TiO2. Intercalation of Mg into rutile and anatase has indeed been 
achieved.99-101, 106, 262, 263 It is also to be noted that among the crystalline 
phases, the (B)-TiO2 is the phase which provides the lowest defect formation 
energies for all Li, Na, and Mg insertion.  
The 32 sites identified in a-TiO2 (see Figure VII.1) are reoptimized with 
DFT, and the defect formation energies of all sites are plotted in Figure VII.3 
together with those of the crystalline phases. It is clear from Figure VII.3 that 
a-TiO2 provides sites with a large distribution of insertion energies, and many 
of those have lower 𝐸𝑓 than in crystalline TiO2. The minimum and maximum 
values are also listed in Table VII.1. The lowest energy site in a-TiO2 is 
stabilized by almost 0.5 eV, 1 eV, and 1.5 eV versus the lowest insertion 
energy crystalline structure (i.e. (B)-TiO2), for Na, Li, and Mg, respectively. 
The 𝐸𝑓  values of the order of -3…-4 eV achieved with Li and Mg are 
consistent with the use of a-TiO2 as a cathode. 
 
Figure VII.2. Atomic configurations for the insertion of Li, Na, and Mg at the C 
site of (B)-TiO2 and at the octahedral sites of rutile and anatase. Color 
scheme here: blue – Ti atoms, red – O atoms, green – Li atoms, yellow – Na 
atoms, Mg – orange atoms. Only part of the simulation cell is shown.  
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Table VII.1. Defect formation energies (in eV) versus the bulk metal reference 
state for Li, Na, and Mg insertion in anatase, rutile, (B)-TiO2 and amorphous 
TiO2. As there are multiple insertion sites in a-TiO2, the range is given. 
 anatase rutile (B)-TiO2 a-TiO2 
Li -1.85 -1.70 -2.06 -3.06…-1.31 
Na -0.27 +0.39 -1.96 -2.54…-0.18 
Mg -1.74 -1.48 -2.16 -3.86…-0.07 
 
 
Figure VII.3. Defect formation energies in eV versus the bulk reference state 
for the insertion of Li (blue), Na (red), and Mg (green) in amorphous (empty 
circle) and crystalline (square, triangle, diamond for bronze, anatase, rutile, 
respectively) TiO2. 
 
VII.D. Density of states analysis and charge 
accommodation mechanism 
The densities of states for pure and metal-inserted TiO2 are given in 
Figure VII.4. They show that for all the TiO2 phases, the insertion of Li/Na/Mg 
creates defect states in the band gap. We further show (see plots of Ti 3d 
densities of states in supporting information of Ref. 264) that these defect 
states are occupied Ti 3d states, while unoccupied Ti 3d states are in the 
conduction band. The formation of defect states in the band gap can be 
explained by this splitting between occupied and unoccupied Ti 3d states,126 
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which happens upon occupancy of some of the Ti 3d states because of the 
strong intra-atomic d-d Coulomb interaction (see Mott-Hubbard theory)265, 266. 
The analysis of the eigenstates shows that for all the TiO2 phases, one Ti 3d 
state is occupied in Li/Na-doped TiO2 while two states are occupied in 
Mg-doped TiO2. This suggests that the partial occupancy of the Ti 3d states 
upon Li/Na/Mg insertion (also responsible for the splitting) is likely due to 
electron donation from Li/Na/Mg to Ti atoms, in agreement with the accepted 
mechanism for Li in anatase.88, 267, 268  
 
Figure VII.4. Densities of states of Li (blue), Na (red), and Mg (green) doped 
as well as pure (black) anatase, rutile, (B)-TiO2 and amorphous TiO2. The 
Fermi levels are situated between the defect state (highest occupied 
molecular orbital) and the edge of the conduction band (lowest unoccupied 
molecular orbital). 
 
We investigated the localization of the donated charge by plotting the 
modulus of the wavefunctions representing the occupied Ti 3d state (which is 
indistinguishable to the eyes from spin density difference, see supporting 
information of Ref. 264), shown in Figure VII.5. For all configurations, the 
occupied Ti 3d states were found to be localized on single Ti atoms, 
indicating the presence of Ti3+ species (instead of Ti4+), in agreement with the 
Ti3+ identified experimentally in Li-doped anatase88, 267, 268 and rutile269. We 
can note that the Ti3+ states are located on one of the nearest Ti neighbors of 
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the metal inserted atoms for rutile (Li/Na/Mg), (B)-TiO2 (Li/Na/Mg), and 
anatase (Li/Na), but this is not the case for anatase (Mg) and a-TiO2 
(Li/Na/Mg). 
 
Figure VII.5. Space-projected moduli of the wavefunctions associated with the 
defect states in Li (left), Na (middle), and Mg (right) doped crystalline and 
amorphous TiO2. The projection plane is (001) for rutile, (010) for (B)-TiO2, 
and (001) and (010) for anatase. Only part of the simulation cell is shown. 
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The valence electrons of Li/Na/Mg, which occupy a defect state in the 
band gap and which are bound to a Ti ion, are said to be trapped as polarons. 
The densities of states in Figure VII.4 show that the energy differences 
between the defect state and the edge of the conduction band are greater in 
the lowest energy site in amorphous (~2 eV) than in (B)-TiO2 (~1.5 eV) than 
in rutile and anatase (~1 eV). This suggests that the valence electrons may 
be trapped as polarons more strongly in amorphous (and (B))-TiO2 than in 
anatase and rutile.126  
It was previously claimed, based on plane wave, projector augmented 
wave (PAW) pseudopotential calculations of Li insertion in (B)-TiO2 that to 
obtain the defect state in the band gap as well as the localization of the 
donated charge on Ti3+, the use of GGA+U is necessary.126 In our calculations, 
which use (tuned) localized basis sets and norm-conserving pseudopotentials, 
we are able to reproduce the states in the band gap as well as the localization 
of the charge at the GGA level. For the Li-anatase system, the localization of 
the charge as well as the defect state in the band gap was obtained by 
initializing the electron density with that of the Na-anatase system. For this Li-
anatase system (and this system only), the optimized structure which was 
obtained without electron density initialization delocalized the electron over 
different neighboring Ti atoms. This optimized structure was of higher energy 
than that with the localized electron, and was therefore discarded. For all the 
other systems, the structure with the localized electron was directly obtained 
without electron density initialization. The apparently correct electronic 
structures also result in intercalation energies in agreement with GGA+U 
calculations available in the literature: -1.85 eV (here) versus -1.88 eV 
(GGA+U) and -2.14 eV (GGA) for Li in anatase124, and -2.06 eV (here) versus 
-1.95 eV (GGA+U) and -1.69 eV (GGA) for Li in (B)-TiO2126. All the values 
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given in the previous sentence (those referenced and those computed here 
as well as those with and without +U) were computed with the PBE functional. 
This raises the question of whether the GGA approximation itself fails in the 
description of doped TiO2, or whether such failure is brought on by the use of 
specific computational setups. The values of U, which were ad hoc and 
spread over a large 2.5…10 eV in different publications,124, 126, 270-281 can also 
lead to significant distortions of the crystal lattice. Furthermore, this Hubbard-
type correction is known to exacerbate the problem of multiple local minima, 
with the energy difference between the least and most favorable electronic 
configurations as high as 1 eV, as a recent study also shown specifically for 
anatase TiO2.282 Ability to reproduce the correct electronic structure at the 
GGA level is therefore important. 
VII.E. Conclusions 
In conclusions, we have studied and for the first time compared at the 
same level of theory and with the same computational setup the insertion 
energetics of Li, Na, and Mg into anatase, rutile, and (B)-TiO2 as well as in 
the amorphous phase of TiO2. Our results show that among the crystalline 
phases, the (B)-TiO2 phase provides the most favorable insertion sites for Li, 
Na, and Mg with defect formation energies of -2.06, -1.96, and -2.16 eV, 
respectively, versus metallic reference states. The amorphous phase was 
found to provide insertion sites well-distributed in energies, with a lowest 
energy site being even more favorable than that of (B)-TiO2, by almost 0.5, 1, 
and 1.5 eV for Na, Li, and Mg, respectively. Our result also show that GGA 
(without the Hubbard correction U) can reproduce the localized Ti3+ states 
induced by the Li/Na/Mg insertion: the defect states in the band gap indicate 
the presence of occupied Ti 3d states and these occupied 3d states are 
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shown to be located on single Ti atoms. The use of GGA together with 
localized basis sets (SIESTA) and norm-conserving pseudopotentials gave 
the expected defect states in the band gap as well as the localization of the 
defects, i.e. Ti3+ states. 
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Chapter VIII.   
Nanosizing and interfacial effects on the 
energetics of titanium dioxide for lithium 
storage 
______________________________________________________________ 
The results described in this chapter have been presented at the following 
oral presentations: 
“Comparative first principles study of Li, Na, and Mg storage in rutile, anatase, 
bronze and amorphous TiO2”. At ICMAT2015, June 28 – July 3, 2015, Suntec 
Singapore Convention Center, Singapore (Konstantinos Kotsis, Fleur Legrain, 
Sergei Manzhos) 
“Comparative first principles study for Li, Na, and Mg storage in rutile, 
anatase, bronze, and amorphous TiO2”. At the APS March Meeting 2015, 






VIII.A. Nanostructured titanium dioxide 
In the previous chapter we investigated the energetics of TiO2 (anatase, 
rutile, bronze, and amorphous) for Li, Na, and Mg storage. This study was 
carried out for bulk structures. We used the same level of theory and the 
same computational parameters in order to allow comparison between dopant 
types and/or phases. We found that among the crystalline phases, bronze 
hosts the lowest energy sites, for all Li, Na, and Mg insertion. The amorphous 
structure was shown to provide sites well distributed in energies, with lowest 
energy sites considerably lower in energy than the most stable sites in 
crystalline TiO2. Because energies and voltages are directly related, these 
results were important to help the experimentalists monitor their voltage 
curves as well as rationalize their experimental results. 
As said earlier, TiO2 was selected as oxide material of focus because it is 
a very promising material for electrochemical batteries: it has been 
extensively studied for Li-ion batteries and a growing number of studies report 
its performance for the emerging Na- and Mg-ion batteries.85, 87, 90, 94, 97, 100, 102, 
104-106, 108, 109, 112, 117, 151, 152 TiO2 can be stabilized under many different 
crystalline structures, of which the most relevant for electrochemical storage 
are anatase, rutile and bronze (also named (B)-TiO2). Amorphous TiO2 (a-
TiO2), although little explored, has also proven to be promising in light of the 
few studies that did investigate it.89, 90, 107, 111, 117, 152, 252 That is why anatase, 
rutile, (B)-TiO2, and a-TiO2 are considered in our studies.  
However, experimental studies make generally use of TiO2 in the 
nanostructured form (and not in the bulk form).85, 87, 89, 97, 98, 102, 109, 115, 117, 151 
The use of nanomaterials can generally inhibit phase transitions, and thereby 
can stabilize metastable phases. This can be important when metastable 
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phases are very performant for some applications. This is exactly what we are 
studying here: we do not only investigate rutile, the most stable phase of TiO2, 
but we also consider anatase, (B)-TiO2 and a-TiO2, which are less stable. 
However, the main interest of the use of nanomaterials in electrochemical 
storage is to allow for enlarged reaction areas and shortened metal ion 
diffusion paths, which result in better electrode performance.85, 151 This 
nanosizing effect observed in electrochemical applications concerns all 
nanostructured materials. For the specific case of TiO2, in addition, the use of 
nanomaterials notably enhances the storage capacity versus their bulk 
counterparts, especially at high rates of charge-discharge. The augmented 
capacity of nanostructured TiO2 has been shown to come, or at least to some 
extent, from the higher storage capacity available on the surface because of 
the enlarged surface areas, namely the pseudocapacitive contribution.91, 93, 94, 
117, 121 On top of that, the binding strength between the metal atoms and TiO2 
is expected to vary with depth of insertion/adsorption sites: binding is different 
depending on whether the metal atom adsorbs on the surface or inserts in an 
inner site of TiO2, similar to what has been reported for Si or Sn 
nanosheets.206, 283 Nano and bulk TiO2 are therefore expected to provide 
different insertion/adsorption energies for Li, and thereby different electrode 
voltage curves.  
To have a better understanding of electrochemical storage in 
nanostructured TiO2, it is therefore necessary to compute the storage 
properties of TiO2 nanomaterials, and not only of bulk TiO2 materials as it was 
done in our first study. Unlike the previous study however, only Li storage is 
considered here (Na and Mg are not included because of computational cost). 
Examining the storage properties of TiO2 surfaces (and the nanosheets 
associated) for the appropriate surfaces (i.e. the most stable) of the relevant 
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phases of TiO2 (i.e. anatase, rutile, bronze and a-TiO2) will not only help 
understand better the interfacial effect for each individual system (e.g. Li-
bronze or Li-anatase) but it will also allow building a better model to 
rationalize differences in storage properties between different TiO2 phases 
(e.g. a-TiO2 versus bronze). However such data and comparison are not 
available today. To the best of our knowledge, only disparate studies have 
reported isolated results for Li storage on selected TiO2 surfaces or 
nanosheets,122, 284-286 and a-TiO2 surfaces have still not been considered for Li 
storage. It is therefore important to gather here those results. In addition, 
because intercalation energies can differ by more than 0.2 eV when 
computed with different computational setups,287 comparison is a priori more 
accurate with calculations performed at the same level of theory and with the 
same computational parameters.  
We therefore present here an ab initio study investigating the energetics 
of the most stable surfaces of rutile, anatase, bronze, and a-TiO2 for Li 
storage. The same level of theory and the same computational parameters 
are used to allow better comparison between the phases and metal atoms 
considered in the study. We choose here to model TiO2 nanosheets rather 
than TiO2 surfaces, in order to evaluate the interfacial effects as well as those 
of nanosizing. 
VIII.B. Computational setup 
Spin-polarized density functional theory (DFT) calculations were 
performed using the SIESTA162 code and the PBE208 functional. We used a 
double- polarized (DZP) basis set which was generated using an energy 
shift (PAO.EnergyShift) of 0.001 Ry for Ti and O, and 0.02 Ry for Li. The core 
electrons were replaced with Troullier-Martins pseudopotentials161 as 
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implemented in the SIESTA code. We studied the interfacial effects by means 
of nanosheets (NS): a vacuum layer of more than 13 Å was added in the 
direction perpendicular to the most stable surface, and the cell vectors were 
optimized at constant volume. The supercells were then kept fixed upon Li 
insertion because of the large simulation cell and the small expansion of TiO2 
upon Li/Na/Mg insertion. The structures were optimized until the forces on all 
atoms were below 0.03 eV/Å in crystalline TiO2 (c-TiO2) and 0.04 eV/Å in 
amorphous TiO2 (a-TiO2). It was found for anatase and rutile that different 
initializations of the electron density could lead to different localizations of the 
Ti3+ ion(s) (formed with Li insertion), thereby resulting in different energies for 
the Li-doped system. We thus screened for anatase and rutile a few different 
initial electron densities, generated by localizing a value of spin +1.0 (in unit 
of 1/2) on different Ti atoms. The lowest energy configurations being the 
closest to the real systems, they were the ones considered and presented 
here. Dipole corrections were found to be insignificant and were therefore not 
considered. What we call in the following distance from the surface is the 
distance from the plane passing through the surface’s outermost atom. 
For c-TiO2, we considered the lowest energy surface of each phase, i.e. 
anatase (101), rutile (110), and bronze (001), as reported in the literature. 
Nanosheets of 144 (respectively 216) atoms were employed for anatase and 
rutile (respectively bronze). The surfaces of the nanosheets were ~10×11 Å 
for anatase, ~9×13 Å for rutile and ~11×12 Å for bronze, the thicknesses were 
~13 Å for anatase and rutile and ~16 Å for bronze. The Brillouin zone was 
sampled with a 2×2×1 Monkhorst-Pack188 point grid for the crystalline phases, 
(001) being the direction of the vacuum layer. We have confirmed that the k-
point sampling applied converges the intercalation energies within 0.005 eV. 
A cutoff of 200 Ry was used for the Fourier expansion of the electron density. 
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To identify the adsorption sites on the crystalline surfaces of TiO2, we 
placed the Li atom at five different initial positions. To identify the inner and 
subsurface sites in bronze, we computed the three possible sites (A1, A2, C) 
existing in bulk. For the inner and subsurface sites of anatase and rutile, we 
considered the lowest energy octahedral sites. 
For a-TiO2, we used as initial structure the supercell of 13×13×13 Å (192 
atoms) reported in Ref. 259 (as in the bulk study), and considered the most 
stable surface among (100), (010), and (001). Calculations were done at  
point and with a cutoff of 100 Ry for the Fourier expansion of the electron 
density, which were found to be sufficient in the previous chapter. 
VIII.C. Adsorption and insertion sites of lithium, 
sodium, and magnesium in titanium dioxide 
We searched for the most stable adsorption sites for Li on the different 
TiO2 surfaces by starting from five different initial guesses for the adsorption 
site. The results show that for all crystalline phases, the O-O bridge site (see 
Figure VIII.1) is the most stable adsorption site. For the subsurface and inner 
sites, localized from the surface at a distance of about 2.4/2.9/2.0 (subsurface) 
and 6.1/7.7/8.4 (inner) Å for anatase/rutile/bronze, we used the sites for bulk 
TiO2 reported in the literature: in anatase and rutile, the metal atoms were 
placed in their equilibrium bulk sites (i.e. octahedral sites); in bronze, the 
three possible insertion sites (A1, A2, C) were optimized, among which the C 
site was found to give the lowest energies for all Li, Na, and Mg.  
To identify the adsorption sites on the a-TiO2 surface, we used as initial 
guesses the middle of all pairs of O atoms distanced from less than 4.5 Å 
from each other and located within 2 Å from the surface, the atoms located 
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within 2/1.5 Å from a Ti/O atom were disregarded. This is because the most 
stable adsorption sites in the crystalline phases are O-O bridge sites, and we 
expect a similar O2- environment for the lowest energy sites in a-TiO2, 
consistent with a minimized Coulomb energy between Li+ and O2-. The sites 
identified with that approach in a-TiO2 are designated as a-TiO2 surface sites 
in the following. This is to distinguish them from the sites identified in a-TiO2 
bulk in the previous chapter that we re-compute here in the nanosheet 
structure. As the nanosheet of a-TiO2 is built from the supercell of bulk a-TiO2, 
we were able to re-use the sites identified in bulk for the nanosheet. We call 
these sites a-TiO2 bulk sites. The amorphous nanosheet structure as well as 
the a-TiO2 surface and a-TiO2 bulk sites are shown in Figure VIII.2. 
 
Figure VIII.1. Li adsorption and insertion sites in anatase (left), rutile (middle), 
and bronze (right). From top to bottom: surface, subsurface and inner sites. Ti 
atoms are in blue, O atoms in red, and Li sites in green. As multiple insertion 
sites are shown, the TiO2 framework is that of the pure nanosheets. The 





Figure VIII.2. Amorphous structure of TiO2 (Ti in blue and O in red) together 
with its Li insertion and adsorption sites. We show in darker green the sites 
for Li insertion already identified in the previous chapter (a-TiO2 bulk) and in 
lighter green the sites specific to the nanosheet structure, i.e. first identified 
here and mainly located on the surface (a-TiO2 surface). One simulation cell 
is shown. 
 
VIII.D. Adsorption and insertion energetics for 
lithium, sodium, and magnesium in titanium 
dioxide nanosheets 
We analyze the energetics for Li insertion in TiO2 nanosheets by 
computing the defect formation energies versus Li metal reference state. The 
defect formation energies of the lowest energy configurations for Li, Na, and 
Mg adsorption on surface sites and insertion in subsurface and inner sites of 
crystalline NS are shown in Figure VIII.3. Together with them are shown the 
defect formation energies for Li insertion and adsorption in a-TiO2. The two 
sets of sites described above, a-TiO2 surface and a-TiO2 bulk, are considered. 
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In the same plot are presented the results for Li/Na/Mg insertion in bulk TiO2 
obtained with the same computational parameters (see previous chapter). All 
adsorption/insertion sites are plotted against their distance from the surface. 
The results show that the interfacial or nanosizing effect is highly phase-
dependent.  
For the bronze structure, the defect formation energies are very similar 
(within 0.2 eV) in the different sites of the nanosheet (-2.02/-1.88/-1.82 eV in 
surface/subsurface/inner sites) with a slight increase (weakening) in defect 
formation energies as Li is going deeper in the nanosheet. This trend can be 
understood as the TiO2 atoms are less stable at or near the surface of bronze 
structure than they are deeper in the nanosheet, as for most structures 
(because of the dangling bonds existing at the surface). It can therefore be 
understood that TiO2 atoms at or near the surface of bronze are more keen to 
host Li atoms than those deeper in the nanosheet. However, the trend does 
not hold from the inner site in nanosheet to the site in bulk (B)-TiO2. Li is 
found to be more stable in bulk than in the inner site of the nanosheet by 0.24 
eV and to be slightly more stable than the surface site (-2.06 eV versus -2.02 
eV). We suggest that this is due to the shrinkage of the bronze structure upon 
nanosizing. The reduction of lattice constants in (100) (by 1.6%) and (010) (by 
0.8%) directions, i.e. perpendicular to the surface of the nanosheet, is 
observed upon optimization of the nanosheet. The resulting smaller volume 
pores in nanosheet versus bulk (B)-TiO2 could explain the differences in 
energy between the inner sites in nanosheet and the sites in bulk. 
For anatase and rutile, a very different trend from that of bronze is 
observed for Li insertion energetics in the different 
surface/subsurface/inner/bulk sites. The surface sites are the lowest energy 
sites (-2.16/-1.90 eV for anatase/rutile) and the inner sites are, although at 
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only a few ångström from the surface, of similar energy as the bulk sites: -
1.83/-1.59 eV (inner) versus -1.85/-1.70 eV (bulk) for anatase/rutile. 
Interestingly, the subsurface sites do not provide intermediate defect 
formation energies between the lower surface sites and the higher inner sites 
as it was observed for bronze. The subsurface sites (-1.51/-1.31 eV for 
anatase/rutile) are found to be notably higher in energy than the surface and 
inner sites. This creates a peak in defect formation energies for the 
subsurface sites (see Figure VIII.3). By looking at the geometries of the pure 
anatase and rutile nanosheets (see Figure VIII.1), we can see that the 
arrangement of TiO2 atoms are remarkably dependent on their distance from 
the surface. In particular, the TiO2 framework of anatase is distorted near the 
surface, an asymmetry in Ti-Ti and O-O distances appears (3.77 / 3.93 Å 
instead of 3.825 Å for Ti-Ti and 4.08 / 3.87 Å instead of 3.84 Å). As shown in 
Figure VIII.1, the Li atom is located in the subsurface site surrounded by 
shortened Ti-Ti (3.77 Å instead of 3.825 Å) and most elongated O-O (4.08 Å 
instead of 3.84 Å), resulting in larger Ti4+-Li+ repulsion and reduced O2--Li+ 
attraction, and possibly explaining the high defect formation energy for Li at 
this subsurface site in anatase. The rutile framework is also distorted near the 
surface of the nanosheet. A similar asymmetry in Ti-Ti distances to that 
described earlier for anatase appears for rutile (3.21 / 3.28 Å instead of 3.42 
Å). However, in addition for rutile, the layers of TiO2 atoms are found to shrink 
as we approach the surface, from 3.42 Å (inner) to about 3.25 Å (subsurface), 
resulting in smaller volume pores, which could rationalize the higher defect 
formation energy for Li at the subsurface site in rutile. Comparison of the 
geometries upon nanosizing shows that for anatase only the (010) direction is 
affected (reduced by 1.3%) while for rutile all the directions of the nanosheets 
are found to shrink: by 4.2% along the (110) direction (that of the surface) and 
by 0.7% along the (001) and (-110) directions. It is noteworthy that our results 
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on Li adsorption and insertion in anatase nanosheet are in good agreement 
with a very recent study on Li atoms at anatase interface.285 Our subsurface 
site is equivalent to their Li2b site.  
The results plotted in Figure VIII.3 for a-TiO2 nanosheet show that similar 
to a-TiO2 bulk, the sites are well distributed in energy and most of them are of 
lower energy than the sites existing in crystalline TiO2. The lowest energy 
sites in a-TiO2 nanosheet are found on the surface of the nanosheet, similar 
to what was previously found for anatase and rutile. 
 
Figure VIII.3. Defect formation energies of adsorption and insertion sites in 
crystalline and amorphous TiO2 nanosheets. The x axis shows the distance of 
the sites from the surface of the nanosheet. A negative distance from the 
surface indicates that the site is outside the nanosheet. Red triangles, blue 
rhombuses and green triangles represent the defect formation energies of Li 
insertion/adsorption in anatase, rutile, and bronze. The defect formation 
energies for a-TiO2 are shown as empty rhombuses for the a-TiO2 bulk sites 
and in filled circles for the a-TiO2 surface sites. The highest and lowest values 
of 𝐸𝑓  are given. The corresponding values obtained for bulk TiO2 in the 
previous chapter are also plotted for comparison. All defect formation 





Table VIII.1. Defect formation energies (in eV) computed versus Li metal 
reference state for the insertion of Li in TiO2 nanosheets of the different 
phases considered: anatase, rutile, bronze, and a-TiO2. 
 anatase rutile bronze a-TiO2 
surface -2.16 -1.90 -2.02  
subsurface -1.51 -1.31 -1.88  
inner -1.83 -1.59 -1.82  
a-TiO2 surface    -3.87…-1.46 
a-TiO2 bulk    -3.66…-1.23 
bulk -1.85 -1.70 -2.06 -3.06…-1.31 
 
VIII.E. Conclusions 
We studied the interfacial and nanosizing effects for the insertion of Li in 
different prospective TiO2 materials for electrochemical storage: anatase, 
rutile, bronze, and amorphous TiO2. In all phases considered, going from bulk 
to nanosheet leads to significant changes in the energetics of Li insertion. 
However, the effect is found to be very phase-dependent, and we suggest 
that it largely results from geometrical changes in TiO2 structures upon 
nanosizing. 
In nanosheets, Li can be stored on the surface (surface sites), deeper in 
the nanosheet (inner sites), or in between (subsurface sites). It was found that 
the inner sites in nanosheets could be significantly higher in energy than the 
sites in bulk, in particular for bronze (by 0.24 eV), and to some extent for rutile 
(by 0.11 eV), while the effect is very small for anatase (by 0.02 eV). We 
suggest that the differences in energy are due to the increased density of the 
different phases upon nanosizing, leading to smaller volume pores which are 
less suited to host Li atoms. For anatase and rutile, the TiO2 framework 
further shrinks and/or gets distorted as the surface is closer, and the insertion 
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is even less favored near the surface (subsurface site) than deeper in the 
nanosheet (inner site). On the opposite, the structure of bronze nanosheet 
remains almost the same across the nanosheet and Li prefers to insert closer 
to the surface (subsurface) rather than in an inner site. Among the sites 
considered in the nanosheets, the surface sites are found to be the sites with 
the lowest energies. For rutile and anatase, the surface sites are also lower in 
energy than the sites in bulk. For bronze however, the lowest energy site is 
the site in bulk. For the amorphous structure, the lowest energy site is found 
on the surface. The a-TiO2 nanosheet provides also many other sites, they 
are well distributed in energy, and most of them are lower in energy than the 








Chapter IX.   
Towards large-scale ab initio modeling: 
highly accurate local pseudopotentials of 
lithium, sodium, and magnesium for orbital 
free density functional theory 
______________________________________________________________ 
The results described in this chapter have been published in the following 
article: 
F. Legrain, S. Manzhos. “Highly accurate local pseudopotentials of Li, Na, 
and Mg for Orbital Free Density Functional Theory”. Chemical Physics Letters. 
622, 99-103 (2015) 
 
The results have also been presented at the following oral presentations: 
“Highly accurate local pseudopotentials for large-scale materials simulations 
with Orbital Free Density Functional Theory”. At ICMAT2015, June 28 – July 
3, 2015, Suntec Singapore Convention Center, Singapore (Fleur Legrain, 
Sergei Manzhos) 
 “Highly accurate local pseudopotentials for large-scale materials simulations 
with Orbital Free Density Functional Theory”. At the 62nd JSAP Spring 
Meeting, March 11-14, 2015, Tokai University, Kanagawa, Japan (Sergei 




IX.A. Battery modeling requires larger scale 
calculations 
 Orbital-free density functional theory (OF-DFT) 
In the previous chapters we have used ab initio calculations to evaluate 
critical properties related to electrochemical storage, in particular the diffusion 
barriers and the insertion energetics, which put limits on any experimental 
optimization. Those models are necessary idealized due to high 
computational cost. However, the electrode performance of electrochemical 
batteries is also significantly affected by many other effects, such as the 
microstructural or interfacial effects which strongly affect the overall charge-
discharge dynamics of the electrode material. Those remain not well 
understood even for most promising materials and their modeling is still 
largely absent from the literature. That is because these simulations require 
larger systems (at least ~1000 atoms) than is practical with the popular Kohn-
Sham density functional theory (KS-DFT) scheme (where routine calculations 
can be done with ~102 atoms). Classical molecular dynamics (MD) together 
with standard (and very approximate) force-fields have been used for this 
length and time scales.128, 170, 171 However, the accuracy of such methods is 
far below that of DFT and appears to be insufficient to correctly model such 
phenomena.  
Orbital-free DFT (OF-DFT)153 is a promising alternative that enables large-
scale computations at reasonable computational costs. It computes the 
ground state energy of the system without computing the orbitals (see part 
II.B), resulting in orders of magnitude faster calculations and significant 
memory savings.166, 174, 288 The scaling of OF-DFT is near linear with system 
size. With OF-DFT, systems with O(105) atoms can be modeled using modest 
174 
 
computational resources (a desktop computer), and more than O(106) of 
atoms can be modeled using large-scale parallel computing environments. 
But because the orbitals are not computed, the kinetic energy of the system 
needs to be approximated with the use of kinetic energy functionals (KEF) 
(see part II.B.1). Several KEF approximations exist.167,175-179 It is important to 
remember that, similarly, a few exchange-correlations functionals exist and 
have been developed for Kohn-Sham DFT (KS-DFT), and it is only when 
researchers have begun mapping the performance of different exchange-
correlation functionals for different classes of materials or for specific 
properties (e.g. PBE208 for solids or B3LYP289 for molecules) that KS-DFT has 
started to be widely used. A similar process is underway for KEFs in OF-DFT. 
However, this process is inhibited by the fact that pseudopotentials (PP) 
which can be used with OF-DFT are not available for most elements of the 
periodic table. 
 Pseudopotentials 
DFT simulations of systems with 102-103 atoms are enabled by the use of 
PPs, which replace the potential of the ion with an effective pseudopotential. 
This allows considering explicitly only valence (and sometimes selected core) 
electrons and results in smoother electron density, which can be expanded in 
plane waves at reasonable cost (see section II.A). Highly accurate PPs used 
in KS-DFT are non-local, i.e. electrons of different angular momenta (s, p, d, 
f...) feel different potentials. OF-DFT, which does not compute the orbitals, 
relies on local PPs (i.e. electrons of different angular momenta feel the same 
potential). Local PPs are in general less accurate than non-local PPs. Local 
PPs for OF-DFT are usually built by matching KS-DFT calculations with local 
and non-local PPs, either for isolated atoms or in bulk.290, 291 This procedure 
has important disadvantages: (i) the obtained PPs are benchmarked to KS-
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DFT with non-local PPs, and as a result, they fully incorporate their errors. 
This guarantees that the accuracy of OF-DFT simulations with such PPs will 
always be worse than that of KS-DFT. (ii) PPs for KS-DFT need to be 
constructed for specific exchange correlation functionals (often application-
dependent) because DFT errors with existing functionals are still substantial. 
A PP therefore needs to be tuned to a specific DFT setup. When tuning a 
local PP to KS-DFT with a non-local PP, one does not match the PP to the 
computational method with which the local PP is to be used (i.e. OF-DFT with 
a specific KEF). This means that the quality of OF-DFT simulations may be 
much worse than that of KS-DFT, regardless of the quality of the KEF. 
To mitigate this compounding of errors, we propose a new procedure to 
build local PPs, in which the PP is tuned by using OF-DFT rather than KS-
DFT, to reproduce a series of properties, which include structural parameters 
and energies. We posit that such PPs will perform well for materials of similar 
kind, and if tuning is thorough, they will provide quantitative accuracy for a 
class of materials, something which has been achieved with OF-DFT only 
sporadically.290 Specifically, we parametrize the PP function and use a 
genetic algorithm (GA)292 to fit the parameters, in an automated feedback loop, 
to the reference geometries, energies, and mechanical properties. While 
parametrization of local PPs has been used before,293-298 it was not used with 
OF-DFT, and such a feedback loop has never been implemented to produce 
PPs matched to a given OF-DFT approximation (e.g. XC + KEF). We apply 
this approach to build highly accurate local PPs for Li, Na, and Mg, which 
reproduce lattice parameters and relative energies of different crystal phases, 
as well as the vacancy formation energies and the bulk moduli. The 
availability of good local PPs for these elements is important for simulations of 
materials for Li, Na, and Mg ion batteries. The presented approach is 
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however applicable to other elements as well. We also show that our method 
can be used to fit simultaneously atomic and bulk properties, which is 
important for computing properties such as cohesive energies. 
IX.B. Methods 

























where the values of 𝑎 and 𝛼 were preset (not changed during the fit) to 𝑎 =
𝛼 = 1. 𝑧 is the valence charge of the atom (1 for Li and Na, 2 for Mg). The 
functional form of equation (IX.1) ensures the correct asymptotic behavior 
(−𝑧/𝑟) at large 𝑟. The 11 parameters 𝐵, 𝑏, 𝛽, 𝐶, 𝑟𝑐, 𝑐, 𝛾, 𝐷, 𝑟𝑑, 𝑑, and 𝛿 were 
fitted to reference values of lattice vectors, differences in cohesive energies 𝐸 
of different phases, and the bulk moduli 𝐵0 of the most stable phases (bcc for 
Li and Na, hcp for Mg). The vacancy formation energy 𝐸𝑣𝑎𝑐  was also 
computed although not included in the fit, for comparison with measured 
values. The vacancy formation energies were computed as: 
 𝐸𝑣𝑎𝑐 = 𝐸(𝐿𝑖/𝑁𝑎/𝑀𝑔𝑛−1) − (𝑛 − 1)𝐸(𝐿𝑖/𝑁𝑎/𝑀𝑔𝑛)/𝑛 (IX.2) 
In the equation (IX.2), 𝐸(𝐿𝑖/𝑁𝑎/𝑀𝑔𝑛) is the energy of an ideal supercell of 
𝑛 atoms of Li/Na/Mg (𝑛 = 54 for Li and Na, and 𝑛 = 64 for Mg), corresponding 
to supercells of about 11×11×11 Å, 𝐸(𝐿𝑖/𝑁𝑎/𝑀𝑔𝑛−1) is the energy of the 
same supercell to which one atom of Li/Na/Mg was removed. 
The fit minimized the objective function: 
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 𝜖 = 𝑤𝐿𝐴𝜖𝐿𝐴 + 𝑤𝐸𝜖𝐸 + 𝑤𝐵0𝜖𝐵0 (IX.3) 
where 

































The superscript 𝑐 is for values computed with OF-DFT and the superscript 
𝑟𝑒𝑓 is for reference values. Subscript 𝑅𝑇 denotes the most stable phase at 
normal conditions and subscripts 1 and 2 the other two phases (i.e. fcc and 
hcp for Li and Na, and bcc and fcc for Mg). The reference values for 𝐵0 were 
0 K estimates based on experimental data. Bulk moduli were computed from 











|𝜎𝑥𝑥| + |𝜎𝑦𝑦| + |𝜎𝑧𝑧|
3 × (Δ𝑣 𝑣⁄ )
 (IX.9) 
The objective function was minimized with a genetic algorithm (GA) 
programmed in the Octave software299. The population size was set to 10,000 
and the number of generations to 1000. The default values for other 
parameters of Octave’s GA function were sufficient to achieve close fits to 
reference values. We confirmed that gradient-based optimization following 
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GA minimization did not result in any noticeable improvement. The weights 
𝑤𝐿𝐴, 𝑤𝐸, 𝑤𝐵0 were chosen to make sure that the error components 𝜖𝐿𝐴, 𝜖𝐸, 𝜖𝐵0 
are minimized. 
OF-DFT calculations were performed with the plane wave code 
PROFESS 2.0.166 The PBE208 exchange-correlation functional was used. The 
cutoff for the plane wave expansion of the density was 800 eV. The tolerance 
for the energy in the self-consistency cycle was 1 × 10-6 eV, and forces were 
relaxed to below 1 × 10-6 eV/Å. These settings provided converged values. 
We performed calculations with the WT300, 301 and WGC 302 KEFs. The GA 
optimization was performed with WGC, and the properties also computed with 
the WT functional using the optimized PP, except for the Mg fit involving 𝐸𝑐𝑜ℎ 
which used the WT functional (see section IX.E). 
The fit is able to achieve smaller 𝜖𝐿𝐴  and 𝜖𝐸  values than error bars 
typically associated with experimental values. For example, 0 K lattice vectors 
and differences in cohesive energies without the effect of vibrations (which 
are computed by DFT here) are often estimated from finite temperature 
measurements on non-ideal (and vibrating) crystals. We therefore chose to fit 
to highly accurate electronic structure reference calculations on pure crystals 
at 0 K with are in agreement with values deduced from experiments (see 
Tables IX.1-3), except for the bulk modulus 𝐵0  for which experiment-based 
estimates are taken. Reference all-electron DFT calculations were performed 
with the FHI-AIMS303 code. The same PBE208 exchange-correlation functional 
was used as in OF-DFT calculations. The basis sets and integration grids 
were set to ‘really_tight’ settings to approach the converged basis limit. The 
convergence criteria for the self-consistency cycle were 1 × 10-7 eV for the 
energy and 1 × 10-6 for the density. For bulk calculations, 15 k-points per 
dimension were used for all crystals. Optimizations were performed with a 
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force tolerance of 1 × 10-2 eV/Å. The computed cohesive energies for Li, Na, 
Mg are 1.67, 1.10, and 1.51 eV, respectively, in good agreement with 
available measurements.221 Other computed parameters are given in Tables 
IX.1-3 and also agree with experimental data.304-307 
IX.C. Lithium 
The results of the fit of a local PP of Li and the final PP parameters are 
given in Table IX.1. For comparison, properties computed with the available 
pseudopotentials developed by the group of Carter291 are also given, as well 
the reference values. The PP of Carter was built by matching in KS-DFT the 
electronic density of the local PP to that of a non-local PP. Both ours and the 
PP of Carter (for comparison) are plotted in Figure IX.1. The fitted PP 
reproduces more accurately the lattice parameters as well as the relative 
energies of bcc, fcc, and hcp phases. The errors in energy differences are 
less than 0.001 eV, i.e. certainly much smaller than the accuracy of KS-DFT. 
The bulk modulus 𝐵0 and the vacancy formation energy 𝐸𝑣𝑎𝑐 (not fitted) are 
also reproduced more accurately. We obtain 𝐵0 =15.2 GPa versus the 
reference value of 13.9 GPa and Carter PP value of 16.2 GPa. We obtain 
𝐸𝑣𝑎𝑐=0.45 eV versus the reference value of 0.48 eV and Carter PP value of 
0.69 eV. We note that by the choice of the weights 𝑤𝐿𝐴, 𝑤𝐸, 𝑤𝐵0 it is possible 
to improve one(s) desired properties, albeit at the expense of the other(s). For 
example, a fit with an accurate 𝐵0 =14.1 GPa results in 𝐸𝑣𝑎𝑐 =0.3 eV. 





Table IX.1. Lattice parameters (in Å) and differences in energy per atom of 
different phases of Li (in eV) as well as the bulk modulus 𝐵0 (in GPa) and the 
vacancy formation energy 𝐸𝑣𝑎𝑐  of the bcc phase (in eV) obtained with 
pseudopotentials fitted here (Opt), in comparison with an available PP by 
Carter and with experimental and highly accurate ab initio (FHI-AIMS) data. 
Final fitted PP parameters are also given. 
Li abcc afcc ahcp chcp Efcc-Ebcc Ehcp-Ebcc B0 Evac 
Opt 
WT 
3.44 4.33 3.06 5.00 -0.0009 -0.0010 15.2 0.48 
Opt 
WGC 
3.44 4.33 3.06 5.00 -0.0009 -0.0009 15.2 0.45 
Carterc 
WT 
3.39 4.26 3.01 4.93 -0.0008 -0.0006 16.5 0.70 
Carterc 
WGC 
3.39 4.26 3.01 4.93 -0.0008 -0.0005 16.2 0.69 
FHI-
AIMS 
3.44 4.32 3.06 4.99 -0.0016 -0.0009   
Exp. 0 
K 
3.45a      13.9a  
Exp. 
RT 
3.51b       0.48b 
Final PP parameters 
B b  C rc c 
5.43191 0.60487 2.50278 0.60374 0.90443 0.88558 
 D rd d   
2.14722 -0.14737 2.10114 0.53573 1.50275  
a Ref. 304 





Figure IX.1. The pseudopotential of Li obtained here (in red) together for 
comparison with that of Carter (in black). 
 
IX.D. Sodium  
The results for Na are given in Table IX.2 and the fitted PP is plotted in 
Figure IX.2. The potential parameters are also given in Table IX.2. Geometric 
parameters, relative energies of bcc, fcc, and hcp phase and the vacancy 
formation energy are reproduced with very high accuracy. The accuracy of 




Table IX.2. Lattice parameters (in Å) and differences in energy per atom of 
different phases of Na (in eV) as well as the bulk modulus 𝐵0 (in GPa) and the 
vacancy formation energy 𝐸𝑣𝑎𝑐  of the bcc phase (in eV) obtained with 
pseudopotentials fitted here (Opt), in comparison with experimental and 
highly accurate ab initio (FHI-AIMS) data. Final fitted PP parameters are also 
given. 
Na abcc afcc ahcp chcp Efcc-Ebcc Ehcp-Ebcc B0 Evac 
Opt 
WT 
4.20 5.30 3.75 6.10 -0.0008 -0.0009 7.4 0.32 
Opt 
WGC 
4.20 5.30 3.75 6.10 -0.0008 -0.0010 7.4 0.30 
FHI-
AIMS 
4.20 5.30 3.76 6.07 -0.0007 -0.0013   
Exp. 
0 K 
4.21a      7.7a  
Exp. 
RT 
4.29b 5.41b      0.335b 
Final PP parameters 
B b  C rc c 
5.38628 0.53765 2.12950 0.38125 1.25984 0.80725 
 D rd d   
1.72882 -0.03790 1.94885 0.71229 1.91424  
a Ref. 304 
b Ref. 306 
 




The results for Mg are given in Table IX.3 and the fitted PP is plotted in 
Figure IX.3. The potential parameters are also given in Table IX.3. Here also, 
geometric parameters, relative energies of bcc, fcc, and hcp phases and the 
vacancy formation energy are reproduced with very high and similar accuracy 
to that achieved with the PP of Carter.290 
For Mg, we also attempted to produce a PP reproducing simultaneously 
bulk properties as well as the cohesive energy, which requires a single atom 
calculation. Existing KEFs, including the KEFs used here, are known to be in 
significant error for atomic and molecular properties.180 For example, the 
cohesive energy of Mg computed with Carter PP is 0.05 eV with the WT KEF, 
and the calculation with the WGC KEF did not converge. Our PP fitted to bulk 
properties does not fare any better (Table IX.3). Nevertheless, it might be 
advantageous to effectively include atomic properties even when relying on 
very approximate KEFs, by adjusting the pseudopotential. This would permit 
simulations where cohesive energies and defect formation energies with 
respect to vacuum state are important, such as doped materials or battery 




Table IX.3. Lattice parameters (in Å) and differences in energy per atom of 
different phases of Mg (in eV) as well as the bulk modulus 𝐵0 (in GPa), the 
vacancy formation energy 𝐸𝑣𝑎𝑐 , and the cohesive energy 𝐸𝑐𝑜ℎ  of the hcp 
phase (in eV) obtained with pseudopotentials fitted here (Opt), in comparison 
with an available PP by Carter 290 and with experimental and highly accurate 
ab initio (FHI-AIMS) data. Final fitted PP parameters are also given for fits 
with (Optcoh) and without (Opt) the cohesive energy. 
Mg abcc afcc ahcp chcp Efcc-Ehcp Ebcc-Ehcp B0 Evac Ecoh 
Optcoh 
WT 
3.58 4.54 3.20 5.18 0.0533 0.0483 46.2 1.10 1.53 
Opt 
WT 
3.58 4.52 3.19 5.22 0.0087 0.0290 36.2 0.96 -0.18 
Opt 
WGC 
3.58 4.52 3.19 5.21 0.0058 0.0229 35.9 0.78  
Carter 
WT 
3.58 4.53 3.19 5.22 0.0106 0.0271 37.8 1.05 0.05 
Carter 
WGC 
3.58 4.53 3.20 5.22 0.0068 0.0200 37.3 0.91  
FHI-
AIMS 
3.58 4.53 3.21 5.16 -0.0005 0.0007    
Exp. 
0 K 
        1.54c 
Exp. 
RT 




Final PP parameters (Opt) 
B b  C rc C 
3.33815 1.05020 2.16052 -0.10152 1.58764 1.21079 
 D rd d   
1.85602 0.04763 2.49299 0.65389 1.88900  
Final PP parameters (Optcoh) 
B b  C rc C 
3.82045 1.31633 2.17316 -0.19641 2.30156 0.61347 
 D rd d   
1.79411 0.00082 1.83495 0.74887 1.86846  
a Ref. 290 
b Ref. 307 
c Ref. 264 
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We are able to fit a PP which does reproduce 𝐸𝑐𝑜ℎ while maintaining an 
acceptable accuracy for all geometries and energies (see Table IX.3). In this 
fit, the values of 𝐵0  and relative energies of bcc and fcc phases were not 
included and are computed a posteriori. The bulk modulus of 46.2 GPa is 
noticeably different from the reference value, while energy differences 
between phases, which are reproduced to within ~0.05 eV, remain within 
typical DFT accuracy.39 It is therefore possible to effectively account for 
single-atom properties within the available OF-DFT setups. However, the 
difference in computed values of properties and in the PP shape (see Figure 
IX.3) between bulk-only fits and fits including 𝐸𝑐𝑜ℎ  highlight the need to 
develop KEFs which are accurate for both isolated atoms and bulk systems. 
 
Figure IX.3. The pseudopotentials of Mg obtained here when fitted to lattice 
constants and cohesive energy (in blue, “Opt Ecoh”), and when fitted to lattice 
constants, phase energy differences, and bulk modulus (in red, “Opt”) versus 
the pseudopotential of Carter (in black, “Carter”). 
 
IX.F. Conclusions 
We have presented a functional form and a general fitting procedure for 
local pseudopotentials, to be used with OF-DFT. The pseudopotentials 
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reproduce reference parameters of choice (in our case, lattice parameters 
and relative energies of several crystalline phases and the bulk modulus) and 
are matched to a specific OF-DFT setup (i.e. exchange-correlation functional 
and kinetic energy functional). The compounding of errors of Kohn-Sham DFT 
and OF-DFT is thereby avoided. We produced local pseudopotentials for Li, 
Na, and Mg which very accurately reproduce geometries and relative 
energies of bcc, fcc, and hcp phases. Bulk moduli and vacancy formation 
energies are reproduced with an accuracy typical of KS-DFT. The fitting 
procedure is also able to make PPs which reproduce the cohesive energy 
(which includes single atom calculations) while maintaining acceptable 
accuracy for bulk properties. 
We have provided equations and parameters for the pseudopotentials of 
Li, Na, and Mg which can be used by others. The approach presented here 
can be applied to other elements, and availability of local PPs suited for OF-
DFT can enable routine large-scale ab initio simulations of many practically 
relevant materials. 
This work contributes to the development of a modeling framework which 
would open a new world of possibilities in batteries modeling. OF-DFT with 
good local PPs and a suited KEF would enable routine calculations of 
systems with thousands of atoms which at the same time account for 
quantum chemistry based effects such as changes in states of charge and in 
bonding patterns. Such calculations would allow modeling of the near realistic 
charge-discharge dynamics of potential electrode materials. In particular, the 
effects driven by micro-structure would be captured, which is currently 
absolutely impossible with the small systems feasible with KS-DFT.  
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Work is being done today to make OF-DFT applicable to large scale 
modeling of battery materials. For example, Xia and Carter recently reported 
a study of crystalline Li-Si alloys with OF-DFT.172 The success of OF-DFT 
depends on both the accuracy of KEFs and the availability of accurate local 
PPs. Our work therefore contributes to make OF-DFT applicable to large 







Chapter X.   





In this thesis, I endeavored to provide a comparative picture of the 
theoretical performance of different prospective anode materials for lithium, 
sodium, and magnesium storage. Specifically, I analyzed the storage 
properties of different key phases of group IV and titanium dioxide as well as 
how those storage properties are affected by major factors. In particular, I 
examined the effects associated with phonons, doping, amorphization, and 
nanosizing. 
The most stable phases of the group IV materials were considered, they 
are graphite, diamond silicon, diamond germanium,  and  tin, and fcc lead. 
We analyzed the energetics associated with the insertion of one Li/Na/Mg 
atom in the host material by computing the intercalation energies. The 
kinetics corresponding to the diffusion of the Li/Na/Mg atom in the potential 
anode material was studied by computing the migration barriers. In most 
materials considered, the insertion of Na and Mg was found to be 
thermodynamically less favored than that of Li. On the kinetics side, Na and 
Mg were also shown to diffuse less easily than Li in most group IV materials. 
This may rationalize why the group IV materials are not performing as well for 
Na and Mg as they are for Li, especially in terms of rate capabilities and 
cyclability. For graphite and diamond Si in particular, Na and Mg do not even 
intercalate in the host materials. In the thesis we show that this 
electrochemical inactivity is most likely rationalized by the highly unfavored 
energetics computed for Na and Mg in graphite and diamond Si. 
The computation of the effects of phonons on the Si and Sn systems 
allowed us (i) to examine the relative stabilities between different phases at 
room temperature and (ii) to estimate the vibrational contributions to the 
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storage properties. With the formation of  Sn which can happen upon 
(de)lithiation of  Sn anodes, it was in particular relevant to determine the 
relative stabilities between the Li/Na/Mg-doped  and  Sn. It was found that 
Li- and Na-doped Sn was indeed more stable as  phase rather than as  
phase. On the other hand, Mg insertion in Sn was found to stabilize the  
phase. Although it is standard practice to neglect the phononic contributions 
in the computation of the storage properties, we showed that they can 
account for more than 0.2 eV for the intercalation energies and for about 0.1 
eV for the migration energies. The vibrational contributions are therefore not 
always as negligible as assumed to be. 
In search for strategies to lower the intercalation energies of Na and Mg in 
Si and enable Na and Mg intercalation, we studied the effect of Al doping on 
Si for Li/Na/Mg storage. We found that Al-doping, as p-doping, resulted in the 
formation of holes in the valence band, which could then be filled by Li/Na/Mg 
valence electrons upon Li/Na/Mg insertion. With valence electrons going to 
the valence band rather than to antibonding states of the conduction band, 
the insertion energies are lowered and Al-doped Si may be a potential anode 
for Na and Mg anode batteries. 
The use of amorphous structure was investigated as a second strategy to 
lower the intercalation energies of Na and Mg in the group IV materials. 
Amorphous carbon and silicon were considered. The results show that the 
insertion sites were well distributed in energy in the amorphous structures, 
with lowest energy sites significantly lower in energy than their crystalline 
counterparts. Amorphous carbon and silicon can therefore be effective anode 
materials for Na and Mg. Intercalation of Na in amorphous carbon has been 
confirmed experimentally by our collaborators. 
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Oxides are another class of materials which is extremely common as 
electrode material for electrochemical storage. Among them, titanium dioxides 
are ones of the most popular for the negative electrode. I investigated the 
storage energetics of the most three common crystalline phases of TiO2 
(anatase, rutile, and bronze) as well as that of the amorphous structure of 
TiO2. Similar to silicon and carbon, the amorphous structure of TiO2 was 
found to provide sites well distributed in energy, with a lowest energy site 
much lower in energy than that of the crystalline phases. Among the 
crystalline phases, bronze (rutile) was found to provide the lowest (highest) 
insertion energies for Li, Na, and Mg. We also showed that, contrary to what 
reported previously, the Hubbard term +U is not necessary to correctly obtain 
the defect states in the band gap of TiO2 which are associated with Li/Na/Mg 
insertion.   
Nanomaterials - rather than bulk materials - are however most generally 
used, especially for titanium dioxide materials, as nanosizing usually 
enhances storage performance. The effects associated with nanosizing and 
with the interface are therefore important to investigate. I showed that for Li 
these effects are highly phase dependent. For anatase and rutile TiO2, the 
lowest energy sites are the adsorption sites on the surface of the nanosheets, 
the higher sites are the subsurface sites, and the inner sites of the 
nanosheets and the bulk sites are of intermediate and similar energies. For 
bronze, the lowest energy sites are those existing in bulk, and the energies of 
the sites in nanosheet decrease as the sites approach the surface of the 
nanosheet. For the amorphous structures, Li atoms prefer to adsorb on the 
surface of the nanosheet rather than to insert in a subsurface or an inner site 
of the nanosheet or in a site in bulk TiO2. 
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Although highly accurate and expensive DFT calculations on rather small 
idealized models (up to 1000 atoms) are very informative, there is also need 
for the modeling of the entire charge-discharge dynamics of the electrode 
materials, which is impractical with DFT. We have shown that ab initio studies 
are required to properly model electrode materials. Therefore large scale ab 
initio methods are needed. We contributed in the last chapter to the 
development of the orbital-free density functional theory scheme, which is a 
promising quantum chemistry based method for larger scale calculations. 
Specifically, we proposed a new method to build local pseudopotentials, and 
we showed that the method provides highly accurate pseudopotentials for Li, 
Na, and Mg. 
X.B. Outlook 
I would like to share some of the wider conclusions that I have from my 
research in this field of electrode material modeling. 
To the experimentalists, I would highlight the approach employed in this 
thesis. It may not be how people usually work but it could be a valuable way 
of conducting research. It is to start with a material or a class of materials, to 
compute its storage properties, to deduce what needs to be done to improve 
the material, and to act on it. Possible strategies to tune the properties of a 
material include doping but also the control of the phase of the material. 
To the theoreticians, I would stress the paramount importance of large 
scale ab initio modeling. There is today comparatively very little research on 
large scale methodologies, either on orbital-free density functional theory or 
on other proficient methods (such as density functional tight-binding). Most 
efforts on theoretical development are devoted to the already functioning 
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density functional theory. If a small portion of the efforts was redirected to the 
development of larger scale schemes, it would considerably speed up their 
development, which is highly needed in many research areas. 
I will also share here more specific technicalities about the perspectives of 
my work. 
 In particular, given the importance of the vibrational contributions to the 
storage properties but the large cost of phonon calculations for a system with 
a repetitive unit of not less than 30-200 atoms, it could be interesting to 
provide approximations for the calculation of the vibrational contributions. 
There is also very little research and no in-depth work on the modeling at 
the ab initio level of the diffusion of an atom in a disordered solid. It is 
however a very important matter for battery modeling, and I would encourage 
more research on that topic. 
Because the effects of nanosizing on the insertion energetics of TiO2 
seem to largely depend on the structural changes of TiO2 upon nanosizing, it 
could be interesting to focus on this energy-geometry correlation for the entire 
class of crystalline oxides. If such a correlation can be confirmed, the effects 
of nanosizing of any oxide could be estimated by analyzing their change in 
atomic structure upon nanosizing, which only involves a single geometry 
relaxation calculation of a relatively small system modeling the pure 
nanosheet - there is no inter-cell dopant-dopant interaction to avoid anymore. 
This would be of a great value. 
Last but not least, the work on the orbital-free density functional theory 
scheme showed me that in order to effectively use the method for battery 
modeling there is need for better kinetic energy functionals. Given the 
success of our method to build local pseudopotentials, it could be interesting 
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to use the same procedure to develop a novel class of kinetic energy 
functionals. 
I hope the work and results I provided during this thesis will inform 
experimentalists and theoreticians in the design of new and better electrode 
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A.1. Alternative distributions of aluminum in silicon 
We have also considered alternative distributions of Al in Si, i.e. other 
than the one maximizing the inter-dopant distances. We investigate here how 
the insertion energetics changes with permutation of the Al dopant sites - by 
considering the S sites only - for concentrations of 2 and 4 Al dopants in the 
64 atom cell (i.e. ~3.1 and ~6.2 at. %). For all possible configurations with 2 
Al dopants, nine unique nearest inter-dopant distances exist. Their defect 
formation energies are plotted in Figure A.1.a. For 4 Al dopants, we 
characterize each configuration by its nearest inter-dopant distances among 
the six atom pairs. 313 unique sets of nearest inter-dopant distances are 
found. We computed one configuration for the ten most likely cases (i.e. with 
the highest occurrences) as well as for the two specific configurations in 
which the nearest inter-dopant distances are maximized and minimized. The 
defect formation energies together with the occurrences of each set are 
plotted versus the average nearest inter-dopant distance in Figure A.1.b. It 
suggests that Al dopants in Si tend to prefer to be clustered rather than well-
separated. The results indicate that for 1 (4) Al atoms, energy differences 
within 0.06 (0.16) eV per dopant can be induced by swapping Al sites. The 
changes in energetics for different distributions of Al dopants are thus found 




Figure A.1. (a) and (b) Defect formation energies per dopant atom versus 
vacuum reference state (black circles) and relative occurrence of the 
(average) nearest inter-dopant distance (red bars) for the insertion of 2 and 4 
Al atoms in a 64-atom cell, respectively. 
 
A.2. Aluminum diffusion in silicon 
In the highly Al-doped Si nanowires synthesized by Moutanabbir et al., the 
Al impurities were found to be homogeneously distributed in the nanowire and 
not form precipitates or clusters. That is why we model Al-doped Si with well-
separated Al dopants in the following. However, at the Al concentrations 
considered, Al dopants are somewhat more stable clustered than well-
dispersed. We therefore investigate the possibility for Al dopants to diffuse to 
form clusters. We consider three mechanisms for the diffusion of Al in Si: (i) 
the diffusion of Al from an S site to a T site, and then between T sites through 
H sites; (ii) the diffusion of Al through a vacancy; (iii) the diffusion of Al 
through a kick-out mechanism. These mechanisms are investigated for 
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concentrations of 2 and 4 Al dopants in the simulation cell (i.e. ~1.6 and ~6.2 
at. %).  
We study the diffusion of Al from an S site to a T site by moving the Al 
dopant from its initial S site to a nearest T site leaving a vacancy behind. The 
energy needed to realize such a step is found to be higher than 3.0 (2.5) eV 
for a 2 (4) Al-inserted Si supercell. The energy barriers corresponding to a T-
H-T pathway are found to be 1.04 and 1.01 eV for 2 and 4 Al dopants, 
respectively. In order to study the completion of the diffusion step, in which 
the al atom comes back to an S site, we also compute the diffusion of Al from 
a T site to an S site by a kick-out mechanism. The energy barriers are found 
to be higher than 0.8 eV. 
The diffusion mechanism in which the Al dopant diffuses through a 
vacancy needs a vacancy to be formed near the Al atom. We model the 
formation of the vacancy by moving a nearest Si neighbor of Al to a T site. 
The energy needed to create this vacancy is found to be higher than 3 eV for 
the two Al concentrations considered. 
The kick-out mechanism is modeled by moving an Al atom towards one of 
its nearest neighbors until Al is located at the Si site and a vacancy is formed 
behind it. The energy barrier is found to be higher than 4 and 3 eV for Al 
concentrations of 𝑥 =
2
64
   and 𝑥 =
4
64
  , respectively. 
For all Al diffusion mechanisms considered, the diffusion of Al shows to 
be easier for a concentration of 4 Al dopants (i.e. ~6.2 at. %) than 2 Al 
dopants (~1.6 at. %), but the lowest diffusion barrier remains higher than 2.5 
eV, letting the diffusion of Al in Si very unlikely at these concentrations (and at 
room temperature). We can therefore expect the Al dopants to remain 
homogeneously distributed in Si, as obtained by Moutanabbir et al. This 
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justifies the configuration of well-separated Al dopants we use hereafter to 
model the Li, Na, and Mg storage in Al-doped Si. 
A.3. Aluminum diffusion in full states of charge 
Li insertion into Al-doped Si films and nanostructures was studied 
experimentally. Al concentration in Si was estimated in the range 2-5% and 
no evidence of segregation of Al was found after dozens of cycles. Our DFT 
estimate of diffusion barriers of Al in Li60Si14Al (purported final state of charge 
with an Al concentration in Si of 𝑥 =
4
64
  i.e. ~6.2 at. %), for the diffusion of an 
Al dopant into a neighboring Si vacancy (which costs 0.93 eV to create) is 
1.05 eV. The barriers for diffusion of Al into a Si vacancy in Na32Si30Al and 
Mg2Si30Al (which cost 0.97 eV and 1.70 eV to create, respectively) were 
higher or of the same magnitude. For Mg, the barrier is about 3.01 eV. For Na, 
there is a new low-energy configuration which is induced by the Si vacancy, 
which is at least 0.91 eV lower than the highest point on the Al diffusion path. 
Taken together with the experimental results for Li in Al-doped Si, this 
suggests feasibility of kinetically stable Al-doped Si anodes. 
A.4. Strain energies 
The stress induced by the insertion of Li, Na, and Mg in Al-doped Si is 
analyzed by computing the strain energies defined in the section I.H.4.a). The 
strain energies together with the defect formation energies are plotted in 
Figure A.2. The strain energies computed for Li, Na, and Mg are in the ranges 
0.13-0.20 eV, 0.46-0.61 eV and 0.41-0.58 eV, respectively. The three metals 
tend to generate less stress when inserted in T2 rather than in T1 and T3. Na 
atoms seem to generate more stress per dopant atom as the number of 
dopants is increased while an opposite trend appears for Mg. For 4 Al and 4 
M dopants, the lowest defect formation energies are found for T3 for Li and 
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Mg, but for T1 for Na. We investigate whether this difference of behavior could 
be explained by the stress generated by Na in T3. The strain energy 
computed for Na in T3 in such case is in fact 0.09 eV higher than in T1. 
However, the strain energy computed for Mg in T3 is also 0.08 eV higher than 
in T1. Therefore, the strain energies are not sufficient to explain the difference 




Figure A.2. (a) (b) and (c) Defect formation energies (shades of black) and 
strain energies (shades of red) versus vacuum reference state (in eV) for Li, 
Na, and Mg insertion, respectively, in pure and Al-doped Si. The metal 
reference state is indicated with a dotted line. Symbol and color schemes: 
circle – T1, diamond – T2, triangle – T3, small square – Tf, square – T, white – 
1 M, light grey / red – 2M, dark grey/red – 4 M, black/red – 8 M (M 
designating Li, Na or Mg). 
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A.5. Volume expansions 
We also investigated the effect of Al doping on the volume expansions 
associated with Li, Na, and Mg insertion (see Table A.1). The results show 
that the differences in volume expansion between pure and Al-doped Si upon 
Li, Na, and Mg insertion are insignificant for the concentrations considered. 
For the full states of charge, Al doping reduces the volume expansions from 
292 to 287% for Li, from 133 to 126% for Na, and from 216 to 211% for Mg. 
Table A.1. Volume expansions computed upon Li, Na, and Mg insertion in 
pure and Al-doped Si for 1/2/4/8 inserted metal atoms as well as for full states 
of charge (full). The volume expansions are computed for the site indicated in 
the first row, which corresponds, in most cases, to the lowest energy 
configuration. 
Li Si64 Al1Si63 (T1) Al2Si62 (T1) Al4Si60 (T3) Al8Si56 (T2) 
1  0.4% 0.4% 0.4% 0.4% 
2 0.7% 0.7% 0.9% 0.9% 0.8% 
4 1.5% 1.6% 1.7% 2.1% 1.8% 
8 3.3% 3.4% 3.4% 3.8% 3.6% 
full 292% - 291% 289% 287% 
Na Si64 Al1Si63 (T1) Al2Si62 (T1) Al4Si60 (T1) Al8Si56 (T2) 
1 0.8% 1.0% 1.0% 1.0% 1.0% 
2 1.6% 1.8% 2.0% 2.1% 2.1% 
4 3.9% 4.0% 4.2% 4.5% 4.4% 
8 8.3% 8.3% 8.4% 8.7% 8.4% 
full 133% - 131% 128% 126% 
Mg Si64 Al1Si63 (T1) Al2Si62 (T1) Al4Si60 (T3) Al8Si56 (T2) 
1 0.7% 0.7% 0.9% 1.0% 0.9% 
2 1.5% 1.5% 1.5% 2.0% 1.8% 
4 3.9% 3.8% 4.0% 4.2% 3.7% 
8 8.5% 8.4% 8.4% 8.6% 7.9% 
full 216% - 214% 212% 211% 
 
