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ABSTRACT
Recent advances in micro-scale fabrication have uncovered the limitations of classical uid dynamics
analysis techniques. The current status of numerical techniques for micro-ows is found to be highly
varied with no accepted best-practice. This situation encourages investigation of new and improved
methods in the eld. In this work a new numerical method based upon the solution of the model
Boltzmann equation using arbitrary order polynomials is presented. The S-model is solved by a
discrete ordinate method with velocity space discretized with a truncated Hermite polynomial expan-
sion. Physical space is discretized according to the Conservative Flux Approximation scheme with
extension to allow non-uniform grid spacing. This approach, which utilizes Legendre polynomials,
allows the spatial representation and ux calculation to be of arbitrary order. High order boundary
conditions are implemented. Various results are shown to demonstrate the utility and limitations of
the method with comparison to solutions of the Euler and Navier-Stokes equations and from the
Direct Simulation Monte Carlo and Unied Gas Kinetic schemes. The eect of both the velocity space
discretization and Knudsen number on the convergence properties of the scheme are also investigated.
Due to limitations in the geometric adaptability of the new method an implementation of the Unied
Gas Kinetic Scheme with a variety of enhancements is also presented. These enhancements include
internal degree of freedom handling and advanced gas-surface interaction mechanisms including a
model of the adsorption and desorption of gas molecules by a surface.
The numerical methods developed are used to investigate physical ow phenomena including
rareed eects such as thermal creep. Pressure gradient inducing thermal creep driven ows in micro-
channels, commonly referred to as Knudsen pumps, are investigated across a range of rarefaction with
particular focus on the eects of realistic gas coecients and geometric conguration on performance.
A range of geometries are investigated consisting of a previously proposed curved-straight channel
and three newly developed channels including a novel two dimensional matrix pump arrangement
and classical linear designs. Use of the S-model kinetic equations enables investigation with realistic
values of the Prandtl number and viscosity index for argon and nitrogen as well as for Maxwell
molecules. The pumping performance and ow structure of each geometry is investigated for a
range of channel aspect ratios and Knudsen numbers where the Knudsen numbers are nely spaced
between 0.1 and 2.0 to allow approximate performance extrema to be identied. The inuence of
Prandtl number is found to be signicant with increased maximum mass ow rates for argon and
nitrogen of 5.5-6% when compared to a gas with Maxwellian molecular model. The impact of specic
heat ratio is found to be comparatively minor with a dierence of 0.5% between the argon and
nitrogen. The two new channel designs are found to lie between the classical and existing curved
geometry in terms of mass ow rate and pumping performance. The matrix pump design is found to
perform signicantly better than all other designs with peak mass ow rates a factor of 1.5 greater
than the closest comparable competitor that was investigated. The matrix pump design also has the
ability to congure the ow allowing preferential vectoring of ow paths. Investigation into surface
accommodation using the Cercignani-Lampis boundary condition is also carried out with results
indicating that tailored surface accommodation is able to drastically improve pump performance.
Further investigation is performed using the adsorbing gas-surface interaction model with focus
on an apparent breakdown in the relationship between heat and mass transfer as the Knudsen
number of the ow increases. Argon gas ows are simulated through channels, cavities and an
external surface whilst tracking this relationship. For the test cases performed there is shown to be a
distinct change in the ratio of heat transfer to mass transfer as the ow transitions from continuum
to rareed ow. The mechanism by which this eect takes place is examined and explained in the
context of rareed ows.
DECLARATION BY AUTHOR
This thesis is composed of my original work, and contains no material previously published or
written by another person except where due reference has been made in the text. I have clearly stated
the contribution by others to jointly-authored works that I have included in my thesis.
I have clearly stated the contribution of others to my thesis as a whole, including statistical
assistance, survey design, data analysis, signicant technical procedures, professional editorial
advice, and any other original research work used or reported in my thesis. The content of my
thesis is the result of work I have carried out since the commencement of my research higher degree
candidature and does not include a substantial part of work that has been submitted to qualify for the
award of any other degree or diploma in any university or other tertiary institution. I have clearly
stated which parts of my thesis, if any, have been submitted to qualify for another award.
I acknowledge that an electronic copy of my thesis must be lodged with the University Library and,
subject to the policy and procedures of The University of Queensland, the thesis be made available
for research and study in accordance with the Copyright Act 1968 unless a period of embargo has
been approved by the Dean of the Graduate School.
I acknowledge that copyright of all material contained in my thesis resides with the copyright
holder(s) of that material. Where appropriate I have obtained copyright permission from the copyright
holder to reproduce material in this thesis.
PUBLICATIONS DURING CANDIDATURE
peer-reviewed papers
D.M. Bond, V. Wheatley, and M. Goldsworthy. Numerical investigation of curved channel Knudsen
pump performance. International Journal of Heat and Mass Transfer, 76(0):1 – 15, 2014.
D.M. Bond, V. Wheatley, M.N. Macrossan, and M. Goldsworthy. Solving the discrete S-model
kinetic equations with arbitrary order polynomial approximations. Journal of Computational Physics,
259(0):175 – 198, 2014.
conference papers
D.M. Bond, V. Wheatley, M.N. Macrossan, and M. Goldsworthy. Arbitrarily high-order BGK-Shakhov
method for the simulation of micro-channel ows. In 18th Australasian Fluid Mechanics Conference.
Australasian Fluid Mechanics Society, 2012.
D.M. Bond, M.N. Macrossan, and V. Wheatley. Comparison of discrete BGK-Shakhov system with
DSMC. AIP Conference Proceedings, 1501(1):350–357, 2012.
PUBLICATIONS INCLUDED IN THIS THESIS
Included in Chapter 5 and Chapter 6:
D.M. Bond, V. Wheatley, and M. Goldsworthy. Numerical investigation of curved channel Knudsen
pump performance. International Journal of Heat and Mass Transfer, 76(0):1 – 15, 2014.
Contributor Statement of contribution
Daryl M. Bond (Candidate)
Designed and performed simulations (100%)
Analysed results (90%)
Wrote the paper (95%)
Vincent Wheatley
Analysed results (7.5%)
Wrote and edited the paper (2.5%)
Mark Goldsworthy
Analysed results (2.5%)
Wrote and edited the paper (2.5%)
Included in Chapter 4:
D.M. Bond, V. Wheatley, M.N. Macrossan, and M. Goldsworthy. Solving the discrete S-model
kinetic equations with arbitrary order polynomial approximations. Journal of Computational Physics,
259(0):175 – 198, 2014.
D.M. Bond, V. Wheatley, M.N. Macrossan, and M. Goldsworthy. Arbitrarily high-order BGK-Shakhov
method for the simulation of micro-channel ows. In 18th Australasian Fluid Mechanics Conference.
Australasian Fluid Mechanics Society, 2012.
Contributor Statement of contribution
Daryl M. Bond (Candidate)
Developed numerical method and ran simulations (100%)
Designed test case simulations (90%)
Analysed results (80%)
Wrote the paper (90%)
Vincent Wheatley
Designed test case simulations (10%)
Analysed results (10%)
Wrote and edited the paper (5%)
Michael N. Macrossan
Analysed results (5%)
Wrote and edited the paper (2.5%)
Mark Goldsworthy
Analysed results (5%)
Wrote and edited the paper (2.5%)
Included in Chapter 3:
D.M. Bond, M.N. Macrossan, and V. Wheatley. Comparison of discrete BGK-Shakhov system with
DSMC. AIP Conference Proceedings, 1501(1):350–357, 2012.
Contributor Statement of contribution
Daryl M. Bond (Candidate)
Developed numerical method and ran simulations (100%)
Designed test case simulations (70%)
Analysed results (70%)
Wrote the paper (85%)
Michael N. Macrossan
Designed test case simulations (30%)
Analysed results (25%)
Wrote and edited the paper (10%)
Vincent Wheatley
Analysed results (5%)
Wrote and edited the paper (5%)
CONTRIBUTIONS BY OTHERS TO THE THESIS
No contributions by others.
STATEMENT OF PARTS OF THE THESIS SUBMITTED TO QUALIFY FOR THE
AWARD OF ANOTHER DEGREE
None.
ACKNOWLEDGMENTS
Many people deserve acknowledgment for the help and comfort they have provided me throughout
the course of this work. Foremost among them are my supervisory team, made up of Dr. Vincent
Wheatley, Dr. Michael Macrossan and Dr. Mark Goldsworthy.
I would like to oer my sincerest gratitude to Dr. Vincent Wheatley who gave freely of his time
and energy with many a free-owing discussion. His insight and advice allowed this project, of
which this thesis covers only the main parts, to ourish. His drive and enthusiasm are a constant
source of encouragement and I could not have wished for a better primary supervisor.
The entire project would never have begun without the support of Dr. Michael Macrossan who
assisted me through my rst taste of post graduate work and then on into the doctoral program. His
enthusiasm for the topic and drive to understand the root of any problem has been an inspiration
throughout the course of the project.
The many discussions carried out through correspondence with Dr. Mark Goldsworthy have also
been a source of inspiration and direction. The push for results of a fundamental nature, that Dr.
Goldsworthy provided, was often a welcome reminder of the true value of research.
While there are many individuals outside of my supervisory team who have had an impact on the
work presented in this thesis there are a select few that deserve specic mention and thanks. Firstly,
I would like to thank my oce colleagues, among whom Wouter Mostert and Brruntha Sundaram
deserve special mention. They have both contributed their advice and encouragement and it has
been heartening to share the ups and downs of post-graduate study with friends. The free ow of
discussion experienced in our oce over the time of my project was in no small part due to their
presence and aided immensely in making the journey a fullling and enjoyable one.
I would also like to acknowledge Dr. Peter Jacobs for allowing me access to his great store of
code and the experience that goes with it. Reinventing the wheel was never an option with such
generosity.
Finally I would like to thank my wife who supported me and my “hobby” without complaint.
Without your support the work presented herein would never have been possible.
KEYWORDS
rareed, micro-channel, high-order, Knudsen pump, heat and mass transfer, polynomial, Shakhov,
BGK
AUSTRALIAN AND NEW ZEALAND STANDARD RESEARCH CLASSIFICATIONS
(ANZSRC)
ANZSRC code: 091306, Microelectromechanical Systems (MEMS), 50%
ANZSRC code: 091307, Numerical Modelling and Mechanical Characterisation, 50%
FIELDS OF RESEARCH (FOR) CLASSIFICATION
FoR code: 0913, Mechanical Engineering, 100%
“Family is not an important thing. It’s everything.”
— Michael J. Fox
Dedicated to my loving and supportive wife.
CONTENTS
List of Figures v
List of Tables xiii
Acronyms xv
Nomenclature xvii
I Exordium 1
1 Introduction 3
2 Literature review 7
2.1 Thermal creep . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Characteristics of momentum, heat, and mass transfer . . . . . . . . . . . . . . . . . 9
2.3 Numerical methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Overview of continuum methods . . . . . . . . . . . . . . . . . . . . . . . . 12
2.3.2 Overview of molecular methods . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.3 Method selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.4 The Discrete Ordinate Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.1 Collision operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4.2 Velocity space discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4.3 Reduced distribution functions . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.4.4 Internal degrees of freedom . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.5 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2.6 Numerical implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.6.1 Flux procedure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.6.2 Limiting methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.6.3 Temporal discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.7 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
II Numerical Methods 25
3 Kinetic equations 27
3.1 Boltzmann equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.2 Moments of the distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.3 Collision integral approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
3.4 Non-dimensionalization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
3.5 Relaxation time and mean free path . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
3.6 Velocity distribution approximation . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
3.7 Reduced distribution functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.8 Internal degrees of freedom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.9 Discretization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.9.1 Quadrature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
i
ii CONTENTS
3.9.2 Extending velocity support . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.9.3 Regularization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.10 Relaxation approximation validation . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.11 Non-adsorbing boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.12 Adsorbing boundary condition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.12.1 Surface coverage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.12.2 Adsorption probability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
3.13 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4 Kinetic arbitrary order solver 49
4.1 Numerical method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.1.1 Spatial discretization and advection . . . . . . . . . . . . . . . . . . . . . . . 49
4.2 Relaxation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
4.3 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.3.1 Specular reection & bounce back wall . . . . . . . . . . . . . . . . . . . . . 54
4.3.2 Diuse reection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.4 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4.1 Riemann problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.4.2 Variable specic heat ratio & diuse wall . . . . . . . . . . . . . . . . . . . . 67
4.4.3 Convergence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
5 Unied gas kinetic solver 81
5.1 Numerical method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
5.1.1 Interface macroscopic variables . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.1.2 Interface equilibrium expansion coecients . . . . . . . . . . . . . . . . . . 83
5.1.3 Interface distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.1.4 Flux of conserved macroscopic variables . . . . . . . . . . . . . . . . . . . . 85
5.1.5 Cell update . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 Boundary conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2.1 Specular and bounce-back . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2.2 Diuse and Cercignani-Lampis . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.2.3 Adsorbing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3 Validation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3.1 One dimensional Riemann problems . . . . . . . . . . . . . . . . . . . . . . 87
5.3.2 Planar Couette ow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3.3 Lid driven cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
5.3.4 Thermal creep . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3.5 Knudsen pump . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
III Heat and Mass Transfer 103
6 Knudsen pump investigation 105
6.1 Mass ow rate investigation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.1.1 Curved-straight channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
6.1.2 Double-curved channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
6.1.3 Sinusoidal channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.1.4 Square channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.1.5 Matrix pump . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
CONTENTS iii
6.1.6 Flow rate comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.2 Pressure rise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.3 Eect of surface accommodation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.4 Flow vectoring using the matrix pump . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
7 Surface heat and mass transfer 145
7.1 Analytical approximations for heat and mass transfer . . . . . . . . . . . . . . . . . 146
7.1.1 Free-molecular limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
7.1.2 Continuum limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
7.1.3 Energy dependent adsorption probability . . . . . . . . . . . . . . . . . . . . 148
7.1.4 Ratio of breakdown parameter limits . . . . . . . . . . . . . . . . . . . . . . 149
7.2 Pressure driven channel ow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
7.3 Impulsive channel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
7.4 Lid driven cavity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.5 Blunt wedge . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
7.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
IV Exitus 171
8 Conclusions 173
References 179
Appendices 189
A Hermite approximation of the Maxwellian 193
B Analytical expression of advection 195
C T matrix 203
D True direction ux boundary conditions 205
E Triangle mapping and integration 209
F Analytical moments of the Maxwellian 213
G Knudsen pump mass ow t coecients 215
H Dimensionless ow coecients 217

LIST OF FIGURES
2.1 Schematic showing thermal creep mechanism of a rareed gas. . . . . . . . . . . . . . . 8
2.2 Schematic showing thermal creep of a rareed gas. Initial ow direction is shown through
the micro-channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Schematic showing a typical Knudsen pump. Exterior arrows show thermal creep direc-
tion. Interior arrows show gas ow. Recirculating ow is shown in the thicker sections
of the series. Dashed lines indicate possible extra units in the series. . . . . . . . . . . . 9
2.4 Schematic showing a curved-straight channel Knudsen pump. Interior arrows show
direction of thermal creep. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.5 Overview of ow models available. Rectangles indicate a model while a trapezoid indicates
a characteristic of the associated model/s. . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3.1 Initial and nal velocity distributions for the relaxation test. . . . . . . . . . . . . . . . 40
3.2 Relaxation trajectories of an initially non-equilibrium velocity distribution using the
Shakhov model and DSMC. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3 Schematic showing incoming and possible outgoing molecular trajectories depending on
type of boundary condition. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.4 Schematic showing the simplied interaction of a gas molecule with a boundary. . . . . 45
3.5 Plot of kξ for θw = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
(a) βt = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
(b) βn = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.1 Initial distribution, exact advected solution and nal approximate solution (–) after
remapping the exact solution (- -) onto the local polynomial basis. This gure is illustrative
only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2 Mapping from up-wind cells onto the current cell, (i, j), for a positive advection velocity.
Each shaded region in the up-wind cell is mapped onto the corresponding region in cell
(i, j). The region outlined with dashed lines in the (i, j) cell is mapped onto the unshaded
region of cell (i, j). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.3 Updating co-location point values for a positive advection velocity. . . . . . . . . . . . 53
4.4 Manipulation of the distribution in physical and velocity space. Specular reection and
bounce back wall boundary conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.5 Typical Riemann problem domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.6 Sod problem for Knudsen number (Kn) = 1× 10−4. . . . . . . . . . . . . . . . . . . . . 58
4.7 Close view of velocity prole for the Sod problem, Kn = 1 × 10−4. Markers used as
identication only and do not represent cell locations. . . . . . . . . . . . . . . . . . . . 58
4.8 Interface distribution for Riemann problems. In this schematic State I & II represent the
relative ratios of ρ and T as given in Eq. (4.13). Combined distribution has non-zero mean
velocity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.9 Solutions for Sod problem over a range of Kn. For Kn = 0.0001 the cell distribution
given by Ncells = 100× 2. For Kn ≥ 0.001 the cell distribution is given by Ncells = 24× 2. 60
4.10 Translational temperatures for the Sod problem over a range of Kn. For legend see Fig. 4.9 60
4.11 Comparison of shock tube A results to DSMC, at time tnal = 5.75λR/c¯R . . . . . . . . 62
(a) Macroscopic properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
(b) Translational temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
4.12 Comparison of shock tube B results to DSMC, at time t = 17.98λR/c¯R. . . . . . . . . . 63
v
vi List of Figures
(a) Macroscopic properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
(b) Translational temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.13 Shock tube A results with eect of varying the velocity lattice on density distribution.
Panels A and B show magnied regions of main panel. Note the discontinuous nature of
the spatial distribution at the cell boundary, x/λR = 0. . . . . . . . . . . . . . . . . . . . 65
(a) Shock tube A . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
(b) Inset B . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
(c) Inset C . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.14 Lax and Liu zones with numbering for initial conditions shown in Table 4.3 . . . . . . . 66
4.15 Density plot of initial conditions for the Lax and Liu test cases outlined in Table 4.3.
Arrows show initial vector direction. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
(a) Conguration 11 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
(b) Conguration 15 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.16 Density contours for Lax and Liu congurations at Kn = 10−4. Solid black contours give
the reference solution. Underlying white contours give Kinetic Arbitrary Order Solver
(KAOS) solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
(a) Conguration 11, tnal = 0.365. . . . . . . . . . . . . . . . . . . . . . . . . . . 68
(b) Conguration 15, tnal = 0.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.17 Density contours for Lax and Liu congurations at Kn = 10−2. Solid black contours give
the Unied Gas Kinetic Scheme (UGKS) solution. Underlying white contours give KAOS
solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
(a) Conguration 11, tnal = 0.3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
(b) Conguration 15, tnal = 0.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.18 Schematic of the planar Couette ow domain showing velocity and temperature proles.
The dashed vertical line denotes zero mean velocity and wall temperature. . . . . . . . 70
4.19 Planar Couette proles for a range of specic heat ratios. . . . . . . . . . . . . . . . . . 71
4.20 Planar Couette convergence for γ = 5/3. . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.21 Calculated heat ux at a fully diuse wall for planar Couette ow. The analytic solution
is plotted within its range of validity (Kn ≤ 0.1). Heat ux values correspond to the left
axis, error corresponds to right axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72
4.22 Comparison of analytical Euler and simulated solution for the Landau-Lifshitz steepening
wave problem for Kn = 0.001 and t = 0.8tshock. . . . . . . . . . . . . . . . . . . . . . . 74
4.23 Empirical study of L2 norm of the errors for density and temperature in the Landau-
Lifshitz steepening wave problem. For Kn = 0.01 the legend value gives the average
order of convergence. Values given in the legend for Kn=0.1 & Kn=1 correspond to order
of convergence for the rst and last sample interval. . . . . . . . . . . . . . . . . . . . . 74
4.24 Comparison of L2 norm of the errors with variation in velocity lattice for two Knudsen
numbers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.25 Comparison of the inuence on the ow eld due to bounce-back and diuse wall
conditions at Kn = 0.003 and tnal = 0.1tshock. Proles extracted from the ow domain
along line in contour plots. Contour plots show density. . . . . . . . . . . . . . . . . . 76
4.26 Comparison of normalized discrete distribution (u > 0, v > 0, f63) near a diuse and
bounce back wall. Proles extracted from the ow domain along solid line in contour
plot. Vertical lines in proles indicate cell boundaries. Cell resolution indicated by the
y-axis labels (Ncells = (x, y)). Convergence plotted for ‘relaxed’ prole at Kn = 0.003
and tnal = 0.1tshock. Contour plots show discrete distribution f63 scaled by a factor of 104. 77
5.1 Sod problem for Kn = 1× 10−4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 Solutions for Sod problem over a range of Kn. . . . . . . . . . . . . . . . . . . . . . . . 88
5.3 Comparison of shock tube A results to DSMC, at time tnal = 5.75λR/c¯R . . . . . . . . 90
(a) Macroscopic properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
List of Figures vii
(b) Translational temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.4 Comparison of shock tube B results to DSMC, at time t = 17.98λR/c¯R. . . . . . . . . . 91
(a) Macroscopic properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
(b) Translational temperatures . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.5 Non-dimensional temperature prole for planar Couette ow, Kn = 0.01. . . . . . . . . 92
5.6 Planar Couette convergence for γ = 5/3, Pr = 0.67. Convergence listed in gure is from
least squares t to entire convergence curve. . . . . . . . . . . . . . . . . . . . . . . . . 93
5.7 Calculated heat ux at a fully diuse wall for planar Couette ow. The analytic solution
is plotted within its range of validity (Kn ≤ 0.1). Heat ux values correspond to the left
axis, error corresponds to right axis. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.8 Diagram of lid-driven cavity. General ow pattern shown. . . . . . . . . . . . . . . . . . 94
5.9 Temperature contours and heat ux vectors for a lid-driven cavity ow with Kn = 0.075.
Solid black lines show reference solution, white lines and gradient show UGKS solution. 95
(a) Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
(b) Heat ux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.10 Temperature contours and heat ux vectors for a lid-driven cavity ow with Kn = 1 and
d = 28× 28. Solid black lines show reference solution, white lines and gradient show
UGKS solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
(a) Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
(b) Heat ux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5.11 Temperature contours and heat ux vectors for a lid-driven cavity ow with Kn = 1 and
d = 61× 61. Solid black lines show reference solution, white lines and gradient show
UGKS solution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
(a) Temperature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
(b) Heat ux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.12 Diagram of thermal creep cell. General ow pattern shown. Channel widths of w = 1µm,
100nm and 20nm are simulated. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.13 Pressure proles for the current method and DSMC solutions for a micro-channel of
length 5µm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.14 Schematic of curved-straight channel ring section. . . . . . . . . . . . . . . . . . . . . . 98
(a) Full ring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
(b) Symmetry ring. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.15 Non-dimensional mass ow rate for Maxwell-argon (γ = 5/3, Pr = 1, ω = 1). . . . . . . 99
5.16 Schematic of ow disturbances observed in velocity ow eld. Maxwell-argon: R =
208J/kgK, γ = 5/3, Pr = 1, ω = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
6.1 Schematic of curved-straight channel pump section. . . . . . . . . . . . . . . . . . . . . 106
6.2 Non-dimensional mass ow rate in the curved-straight channel for Maxwell-argon
(γ = 5/3, Pr = 1, ω = 1), argon (γ = 5/3, Pr = 2/3, ω = 0.81) and nitrogen (γ = 7/5,
Pr = 0.72, ω = 0.74). Fitted curves follow the form (a exp (bKn) + c exp (dKn)), see
Table G.1 for coecient values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
6.3 Non-dimensional velocity with streamlines for Kn = 1.0, κ = 1. For direction of ow
see Fig. 5.14a. Note: additional truncated streamlines added in areas of re-circulation to
aid in ow visualization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1. . . . . . . . . . . . . 109
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 81. . . . . . . . . . . . . . . . 109
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74 . . . . . . . . . . . . 109
6.4 Non-dimensional velocity with streamlines for Kn = 0.5, κ = 1. For direction of ow
see Fig. 5.14a. Note: additional truncated streamlines added in areas of re-circulation to
aid in ow visualization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1. . . . . . . . . . . . . 110
viii List of Figures
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 0.81. . . . . . . . . . . . . . . 110
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74 . . . . . . . . . . . . 110
6.5 Non-dimensional velocity with streamlines for Kn = 0.1, κ = 1. For direction of ow
see Fig. 5.14a. Note: additional truncated streamlines added in areas of re-circulation to
aid in ow visualization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1. . . . . . . . . . . . . 111
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 0.81. . . . . . . . . . . . . . . 111
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74 . . . . . . . . . . . . 111
6.6 Slice along which data is plotted in Fig. 6.7. The line is located at x = 0.635 and pi/2 ≤
y ≤ pi/2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
6.7 Temperature and velocity along a slice for the Kn = 0.5 case with κ = 1. See Fig. 6.4 for
a contour plot of velocity and Fig. 6.6 for the location of the slice. . . . . . . . . . . . . 112
6.8 Convergence of the curved-straight channel for κ = 1 and argon. . . . . . . . . . . . . 113
6.9 Schematic showing a Knudsen pump with no straight sections. Exterior arrows show
direction of thermal creep. Interior arrows show bulk ow. . . . . . . . . . . . . . . . . 113
6.10 Schematic of double-curved channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6.11 Mesh layout. κ = 1, β = 1/2. Note: This mesh shows a reduced resolution form of the
nal grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.12 Non-dimensional mass ow rate in the double-curved channel for Maxwell-argon (γ = 5/3,
Pr = 1, ω = 1), argon (γ = 5/3, Pr = 2/3, ω = 0.81) and nitrogen (γ = 7/5, Pr = 0.72,
ω = 0.74). Fitted curves follow the form (a exp (bKn) + c exp (dKn)) , see Table G.2 for
coecient values. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.13 Non-dimensional velocity with streamlines for Kn = 1.0, κ = 1. For direction of ow
see Fig. 5.14a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1. . . . . . . . . . . . . 117
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 81. . . . . . . . . . . . . . . . 117
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74 . . . . . . . . . . . . 117
6.14 Non-dimensional velocity with streamlines for Kn = 0.3, κ = 1. For direction of ow
see Fig. 5.14a. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1. . . . . . . . . . . . . 118
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 0.81. . . . . . . . . . . . . . . 118
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74 . . . . . . . . . . . . 118
6.15 Non-dimensional velocity with streamlines for Kn = 0.1, κ = 1. For direction of ow
see Fig. 6.9. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1. . . . . . . . . . . . . 119
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 0.81. . . . . . . . . . . . . . . 119
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74 . . . . . . . . . . . . 119
6.16 Schematic of sinusoidal channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
6.17 Non-dimensional velocity in argon with streamlines for κ = 1 and a range of Kn. For
direction of ow see Fig. 6.16. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
(a) Kn = 0.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
(b) Kn = 0.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
(c) Kn = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
6.18 Velocity of ow parallel to the wall in the sinusoidal channel for κ = 1. Markers indicate
data set only. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
6.19 Non-dimensional mass ow rate in the sinusoidal channel. Fitted curves follow the form
(a exp (bKn) + c exp (dKn)) , see Table G.3 for coecient values. . . . . . . . . . . . . 122
6.20 Schematic of square channel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.21 Non-dimensional velocity in argon with streamlines for κ = 1 and a range of Kn. For
direction of ow see Fig. 6.20. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
(a) Kn = 0.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
List of Figures ix
(b) Kn = 0.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
(c) Kn = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
6.22 Non-dimensional mass ow rate in the square channel. Fitted curves follow the form
(a exp (bKn) + c exp (dKn)) , see Table G.4 for coecient values. . . . . . . . . . . . . 124
6.23 Progression from 1D channel with no net mass ow due to thermal creep to a 2D design
around a single pumping element that has no adverse temperature gradient. The arrows
around the 2D block indicate thermal creep ow direction while the dashed line indicates
the mean value of the temperature prole (solid line) that is ‘wrapped’ around the block. 125
6.24 Matrix pump schematic showing mean ow pattern for a specic temperature eld
arrangement. Thick arrows show bulk ow direction. Thin arrows show re-circulation.
Dashed arrows show general ow pattern through the matrix pump. Circles give temper-
ature (low, medium, high) at that location. . . . . . . . . . . . . . . . . . . . . . . . . . 126
6.25 Domain to simulate matrix pump. Periodic domain with boundaries connected as noted. 126
6.26 Non-dimensional velocity in argon with streamlines for the regular matrix pump (L = D)
and a range of Kn. Flow direction is according to Fig. 6.24. . . . . . . . . . . . . . . . . 127
(a) Kn = 0.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
(b) Kn = 0.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
(c) Kn = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.27 Non-dimensional velocity in argon with streamlines for the matrix pump with κ = 1
and a range of Kn. Flow direction is according to Fig. 6.24. . . . . . . . . . . . . . . . . 128
(a) Kn = 0.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
(b) Kn = 0.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
(c) Kn = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.28 Non-dimensional mass ow rate in the matrix pump. Fitted curves follow the form
(a exp (bKn) + c exp (dKn)) , see Table G.5 for coecient values. . . . . . . . . . . . . 128
6.29 Pressure and local velocity vectors for the four geometries considered at Kn = 0.35 and
κ = 1 with four sections. Note that each pump is not shown to the same scale. The ow
rate, as measured in Sec. 6.1, increases from left to right for the geometries shown. . . . 131
(a) Curved-straight . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
(b) Double-curved . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
(c) Sinusoidal . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
(d) Square . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
6.30 Pressure rise for argon in four and eight segment pump arrangements at Kn = 0.35 and
κ = 1. Note that Lp is the centre-line length of a single pump segment. Slope given as p˙
in the legend is calculated from a least squares t to the corresponding data. . . . . . . 132
6.31 Pressure contours and sparsely sampled ow velocity vectors of a 3× 3 matrix pump. . 133
(a) Enclosed square domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
(b) Blocked channels. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
6.32 Accommodation coecient tailoring for the Curved-Straight (CS) channel. Streamlines
show uid motion, gradient . Curved section accommodation coecient = α1, straight
section = α2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
(a) α1 = 0.2, α2 = 0.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
(b) α1 = 0.2, α2 = 0.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
(c) α1 = 0.2, α2 = 1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
(d) α1 = 0.6, α2 = 0.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
(e) α1 = 0.6, α2 = 0.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
(f) α1 = 0.6, α2 = 1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
(g) α1 = 1.0, α2 = 0.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
(h) α1 = 1.0, α2 = 0.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
(i) α1 = 1.0, α2 = 1.0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.33 Mass ow rate data point visualization for varying accommodation coecients. . . . . 135
x List of Figures
6.34 Flow motivation caused by a single matrix pump element due to variation in the temper-
ature distribution. The central arrow in each element shows the mean ow vector while
the smaller arrows show the direction of thermal creep on each wall. If an outer arrow is
not present this indicates no thermal creep will take place. The circles follow the same
legend as in Fig. 6.24 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.35 Periodic domain for the matrix pump. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.36 Flow from one to one at 180◦. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
(a) Pressure gradient and sparsely sampled ow velocity vectors. . . . . . . . . . 138
(b) Temperature eld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.37 Flow from one to one at 90◦. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
(a) Pressure gradient and sparsely sampled ow velocity vectors. . . . . . . . . . 138
(b) Temperature eld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.38 Flow from one to two. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
(a) Pressure gradient and sparsely sampled ow velocity vectors. . . . . . . . . . 139
(b) Temperature eld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.39 Flow from one to three. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
(a) Pressure gradient and sparsely sampled ow velocity vectors. . . . . . . . . . 139
(b) Temperature eld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139
6.40 Flow from two to one. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
(a) Pressure gradient and sparsely sampled ow velocity vectors. . . . . . . . . . 140
(b) Temperature eld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.41 Flow from two to two in a common direction. . . . . . . . . . . . . . . . . . . . . . . . . 140
(a) Pressure gradient and sparsely sampled ow velocity vectors. . . . . . . . . . 140
(b) Temperature eld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
6.42 Flow from two to two in opposite directions. . . . . . . . . . . . . . . . . . . . . . . . . 141
(a) Pressure gradient and sparsely sampled ow velocity vectors. . . . . . . . . . 141
(b) Temperature eld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.43 Flow from three to one. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
(a) Pressure gradient and sparsely sampled ow velocity vectors. . . . . . . . . . 141
(b) Temperature eld. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
7.1 Range of breakdown parameter limits ratio with variation in adsorption rate and surface
coverage ratio. In this plot the ratio Tf/Tw is equal to 5/3 or 3/5 depending on the quadrant. 149
7.2 Range of breakdown parameter limits ratio with variation in temperature and surface
coverage ratios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
(a) Ratio of limits for γa = 0.01. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
(b) Ratio of limits for γa = 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
7.3 Schematic of pressure driven ow domain. Channel width, w, determined by ow Knud-
sen number. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
7.4 Convergence of the average dierence between energy into and out of the wall for a range
of Kn. Grid spacing is normalized against the nest grid simulated for the corresponding
Kn. The number of cells normal to the wall, for the nest grid, are shown in Table 7.4. . 152
(a) Case I. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
(b) Case IV. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
7.5 Flow domain for case I at Kn = 1× 10−3. Results in Fig. 7.6 to Fig. 7.9 are taken from
the area marked by the dashed lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
7.6 Case I: pressure driven channel ow. Velocity streamlines in density plot, heat ux
streamlines in temperature plot. Streamline thickness is used as an indicator of vector
eld magnitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
(a) Kn = 1× 10−6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
(b) Kn = 1× 10−3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
List of Figures xi
(c) Kn = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
7.7 Case II: pressure driven channel ow. Velocity streamlines in density plot, heat ux
streamlines in temperature plot. Streamline thickness is used as an indicator of vector
eld magnitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
(a) Kn = 1× 10−6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
(b) Kn = 1× 10−3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
(c) Kn = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
7.8 Case III: pressure driven channel ow. Velocity streamlines in density plot, heat ux
streamlines in temperature plot. Streamline thickness is used as an indicator of vector
eld magnitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
(a) Kn = 1× 10−6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
(b) Kn = 1× 10−3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
(c) Kn = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
7.9 Case IV: pressure driven channel ow. Velocity streamlines in density plot, heat ux
streamlines in temperature plot. Streamline thickness is used as an indicator of vector
eld magnitude. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
(a) Kn = 1× 10−6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
(b) Kn = 1× 10−3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
(c) Kn = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157
7.10 Proles of mean velocity (parallel to wall) and density for Kn = 1× 10−5. Proles taken
along a line normal to the wall at x/w = 0.5. Note that the wall is at y/w = 0.5. . . . . . 158
7.11 Case I: variation in breakdown parameter, Λ, along an adsorbing wall with variation in Kn. 159
(a) Λ along the channel wall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
(b) Λ compared to analytical limits. . . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.12 Case II: variation in breakdown parameter, Λ, along an adsorbing wall with variation
in Kn. Vertical scale adjusted to allow display of positive and negative data with a
logarithmic scale on the same plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
(a) Λ along the channel wall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 159
(b) Λ compared to analytical limits. . . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.13 Case III: variation in breakdown parameter, Λ, along an adsorbing wall with variation
in Kn. Oscillations in prole at low Kn due to boundary layer instability. Vertical scale
adjusted to allow display of positive and negative data with a logarithmic scale on the
same plot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
(a) Λ along the channel wall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
(b) Λ compared to analytical limits. . . . . . . . . . . . . . . . . . . . . . . . . . . 160
7.14 Case IV: variation in breakdown parameter, Λ, along an adsorbing wall with variation in
Kn. Oscillations in prole at low Kn due to boundary layer instability. . . . . . . . . . . 160
(a) Λ along the channel wall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
(b) Λ compared to analytical limits. . . . . . . . . . . . . . . . . . . . . . . . . . . 160
7.15 Schematic showing variation in the wall energy balance along the wall as Kn is varied.
A dierence in temperature between the wall and the uid is assumed. Dash-dotted line
shows axis of symmetry. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
(a) Low Kn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
(b) Medium Kn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
(c) High Kn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
7.16 Variation in coecients for Case II. Note the dierent vertical spread between the two
plots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
(a) Mass transfer coecient, hm . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
(b) Heat transfer coecient, h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
7.17 Time variation of surface coverage and breakdown parameter for an impulsively started
channel over a range of Kn. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
xii List of Figures
(a) Variation in surface coverage. . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
(b) Breakdown parameter variation. . . . . . . . . . . . . . . . . . . . . . . . . . 163
7.18 Schematic of the lid driven cavity simulation domain. . . . . . . . . . . . . . . . . . . . 164
7.19 Breakdown parameter for wall driven cavity ow over a range of Knudsen numbers. . . 165
(a) Breakdown along lower wall. . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
(b) Breakdown comparison with limits. . . . . . . . . . . . . . . . . . . . . . . . 165
7.20 Blunt wedge in sonic ow. Plane of symmetry indicated by dash-dotted line. . . . . . . 165
7.21 Contours of Mach number for two ow conditions around a blunt wedge. . . . . . . . . 166
(a) Kn∞ = 10−6, t = 1.5tref . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
(b) Kn∞ = 0.1, t = 1.5tref . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 166
7.22 Breakdown parameter along the wedge surface over a range of Knudsen numbers at
t = 1.5tref. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
7.23 Comparison of heat and mass transfer coecients for a blunt wedge in Mach 1 ow at
t = 1.5tref. Note the the scale of hm is six orders of magnitude less than h. . . . . . . . . 167
(a) Mass transfer coecient, hm . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
(b) Heat transfer coecient, h . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
7.24 Comparison of wall’s interaction zone (shaded region or vertical line) for varying Kn.
The proles are taken along the plane of symmetry shown in Fig. 7.20. All parameters
are non-dimensional. The blunt wedge surface is located at x = 0. . . . . . . . . . . . . 168
(a) Kn = 0.01 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
(b) Kn = 0.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
(c) Kn = 0.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
D.1 Schematic showing specular reection ghost cell update using colocation method on an
interior corner domain. In this example f
(
~x′0, ~ξ0
)
= f
(
~x′2, ~ξ2
)
where ~ξ0 = [1, 1]T and
~ξ2 = [−1,−1]T . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
D.2 Schematic showing specular reection ghost cell update using colocation method on an
exterior corner domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
D.3 Comparison of ow structure for an outside corner case. Contours of temperature at
Kn = 0.01 and time tnal = 0.5. Solid black contours given by UGKS. Underlying white
contours given by KAOS. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207
D.4 Schematic showing diuse boundary ghost cell update using colocation method on an
interior corner domain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 208
E.1 Schematic to demonstrate mapping between triangles. . . . . . . . . . . . . . . . . . . . 209
(a) Reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
(b) Arbitrary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
E.2 Generic triangle to reference square mapping . . . . . . . . . . . . . . . . . . . . . . . . 212
LIST OF TABLES
1.1 Flow regimes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2.1 Comparison of Equilibrium Distributions. . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.1 Non-dimensional quantities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
4.1 Sod shock tube simulation properties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Lax and Liu simulation properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.3 Lax and Liu initial conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.4 Simulation properties for moderate Kn Lax and Liu simulation . . . . . . . . . . . . . . 67
4.5 Planar Couette ow simulation properties . . . . . . . . . . . . . . . . . . . . . . . . . . 70
4.6 Landau-Lifshitz simulation properties . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
5.1 Sod shock tube simulation properties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.2 Couette ow simulation properties. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.3 Couette ow heat ux simulation properties. . . . . . . . . . . . . . . . . . . . . . . . . 93
5.4 Simulation properties for the lid-driven cavity simulations . . . . . . . . . . . . . . . . 94
5.5 Simulation properties for the thermal creep cell. . . . . . . . . . . . . . . . . . . . . . . 96
5.6 Geometry conditions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.7 Simulation properties for the Knudsen pump. . . . . . . . . . . . . . . . . . . . . . . . 98
5.8 Percentage error with reference solution for Maxwell-argon. . . . . . . . . . . . . . . . 100
6.1 Gas denition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
6.2 Simulation parameters for periodic sinusoidal channel . . . . . . . . . . . . . . . . . . . 121
6.3 Simulation properties for matrix pump . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.4 Maximum mass ow rates and the Knudsen numbers at which they occur for dierent
geometries. Peak values taken from curves tted to results with argon as the test gas. . 129
6.5 Pressure rise in multi-segment pumps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
6.6 Tailored accommodation mass ow rates. . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.7 Mass ow rates through individual channels. Positive values indicate ow out of the
channel. Note that mass ow rates are given for quasi-steady ow and may not sum to
zero. This data is therefore only indicative of steady state behaviour. . . . . . . . . . . . 142
7.1 Dimensionless coecients. Dimensional parameters given in Appendix H . . . . . . . . 145
7.2 Simulation parameters for pressure driven channel . . . . . . . . . . . . . . . . . . . . . 151
7.3 Condition parameters for pressure driven channel . . . . . . . . . . . . . . . . . . . . . 151
7.4 Channel convergence properties. Number of cells normal to the wall given by Ny. . . . 152
7.5 Simulation properties for the adsorbing wall-driven cavity simulations . . . . . . . . . 164
B.1 Exact representation of updated polynomial representation - ηx > 0 & ηy > 0 . . . . . 196
(a) Exact solution remapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
(b) Limits of integration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
B.2 ηx > 0 & ηy > 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
B.3 ηx < 0 & ηy > 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
(a) Exact solution remapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
(b) Limits of integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
(c) Update coecients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
xiii
xiv List of Tables
B.4 ηx > 0 & ηy < 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
(a) Exact solution remapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
(b) Limits of integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
(c) Update coecients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
B.5 ηx < 0 & ηy < 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
(a) Exact solution remapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
(b) Limits of integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
(c) Update coecients . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
G.1 Curved-straight channel t coecients. (a exp (bKn) + c exp (dKn)). . . . . . . . . . . 215
G.2 Double-curved channel t coecients. (a exp (bKn) + c exp (dKn)). . . . . . . . . . . . 215
G.3 Sinusoidal channel t coecients (a exp (bKn) + c exp (dKn) . . . . . . . . . . . . . . . 215
G.4 Square channel t coecients (a exp (bKn) + c exp (dKn) . . . . . . . . . . . . . . . . . 215
G.5 Matrix pump t coecients (a exp (bKn) + c exp (dKn) . . . . . . . . . . . . . . . . . . 216
H.1 Dimensional parameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
ACRONYMS
BC Boundary Conditions.
BGK Bhattnagar-Gross-Krook.
CE Chapman-Enskog.
CFA Conservative Flux Approximation.
CFD Computational Fluid Dynamics.
CFL Courant-Friedrichs-Lewy.
CL Cercignani-Lampis.
CPU Central Processing Unit.
CS Curved-Straight.
DC Double-Curved.
DG Discontinuous Galserkin.
DOM Discrete Ordinate Method.
DSMC Discrete Simulation Monte-Carlo.
ES Ellipsoidal Statistic.
FD Finite Dierence.
FE Finite Element.
FLOPS FLoating-point Operations Per Second.
FV Finite Volume.
GPU Graphics Processing Unit.
HS Hard Sphere.
IMEX-RK Implicit Explicit Runge-Kutta.
KAOS Kinetic Arbitrary Order Solver.
KH Kelvin-Helmholtz.
LBM Lattice Boltzmann Method.
MD Molecular Dynamics.
MEMS Micro Electro-Mechanical Systems.
xv
xvi ACRONYMS
MRT Multi-Relaxation Time.
NND Non-oscillatory, No free parameters, Dissipative.
NSF Navier-Stokes-Fourier.
PDE Partial Dierential Equation.
R13 Regularized 13 moment.
RK Runge-Kutta.
SSP Strong Stability Preserving.
TVD Total Variation Diminishing.
UGKS Unied Gas Kinetic Scheme.
VHS Variable Hard Sphere.
VSS Variable Soft Sphere.
WENO Weighted Essentially Non-Oscillatory.
NOMENCLATURE
cp Specic heat under constant pressure.
d Number of discrete velocities.
γ Ratio of specic heats.
γf Adsorption reaction rate.
h Heat transfer coecient.
hm Mass transfer coecient.
K Factor accounting for extra degrees of freedom.
kf Thermal conductivity.
Kn Knudsen number.
L Reference length.
λ Mean free path.
µ Dynamic viscosity.
NH Order of Hermite polynomials.
NL Order of Legendre polynomial.
ν Relaxation frequency.
Nu Nusselt number.
Pr Prandtl number.
~q Heat ux vector.
R Specic gas constant.
ρ Gas density.
Sc Schmidt number.
Sh Sherwood number.
σ Stress tensor.
ST Total surface adsorption capacity.
τ Relaxation time.
xvii
xviii NOMENCLATURE
ϑ Wall coverage fraction.
~Ξ Vector of mean velocities.
~ξ Vector of thermal velocities.
Part I
Exordium
1

1INTRODUCTION
“Everyone who achieves success in a great
venture, solves each problem as they came to it.
They helped themselves. And they were helped
through powers known and unknown to them at
the time they set out on their voyage. They keep
going regardless of the obstacles they met.”
— W. Clement Stone
Heat and mass transfer in gaseous systems lies at the heart of engineering challenges faced by
current and future society. The natural world demonstrates the importance of this topic with the
world surrounding us dominated by processes ranging in scale from continent spanning weather
systems to the respiratory system of insects and beyond. Transport processes involving the transfer
of heat and mass from a gas to some other media, and vice versa, have been observed to become
highly ecient as the scale of the system reduces. The ratio of passage volume to surface area
increases signicantly and the heat and mass transfer processes, which rely on this surface area,
consequently increase on a per volume basis. The change in scale of the ow processes also leads to
a fundamental change in the balance of forces present in the system and so a class of ow, that has
been gathering signicant attention, is realized. This class of ow may be described as micro-scale,
due to the scale of the channels through which the uid travels (∼ 1µm), and shows great promise
in allowing signicant size reductions in practical applications involving gaseous heat and mass
transfer.
Indeed, the Physicist Richard P. Feynman raised the prole of micro-devices on 29th December
1959 when he presented a lecture at Caltech entitled “There’s plenty of room at the bottom” [1]. More
than fty years later micro-scale structures, Micro Electro-Mechanical Systems (MEMS) and heat
exchangers are common place with applications in medicine, avionics, consumer electronics, process
monitoring and automotive engineering to name just a few. Actual devices that require knowledge of
the heat and mass transfer characteristics include ow control [2], ow sensing [3], chemical sensors
[4, 5], micro-pumps [6, 7], power generation [8], and heat sinks [9–11]. To allow these devices to
perform in an optimal manner the designer must have tools that allow design choices to be made
with condence.
One important aspect of characterizing a gaseous ow is the degree of rarefaction of the gas. A
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naturally occurring example of a rareed gas may be found in the upper atmosphere where the air
density is low. The eect of rarefaction is also, however, one of the dening characteristics of ows
in micro-devices. The degree of rarefaction in a gas is typically described according to the Knudsen
number (Kn),
Kn =
λ
L
, (1.1)
dened as the ratio of the mean free path (λ) of the gas molecules to a characteristic length, L. The
characteristic length can be dened according to the dimensions of the ow domain or, alternatively,
according to the length scale of the change in macroscopic properties such as density[12]. The degree
of rarefaction, Kn, may then be used as a parameter to categorize a ow into a number of dierent
regimes, these regimes are given in Table 1.1.
Table 1.1: Flow regimes
Continuum ow Kn < 10−3
Slip ow 10−3 ≤ Kn < 10−1
Transition ow 10−1 ≤ Kn < 10
Free Molecular ow 10 ≤ Kn
Each of these ow regimes describes the degree of thermal non-equilibrium that can be expected
in the gas. In this case the term non-equilibrium refers to the deviation of the velocity distribution
of the gas molecules from the distribution predicted by the Maxwell-Boltzmann distribution at the
same temperature and pressure.
For the majority of the history of uid dynamics research the applications that have driven
development have been of a scale that t rmly in the continuum regime. The researchers and
practitioners, therefore, focused squarely on striving to understand the mechanics of the continuum
uid. This has led to many tools which allow the accurate prediction or simulation of uid ows
in this regime. In the last century and a half the ability to venture outside the continuum regime,
through low gas densities (upper atmosphere) or via micro-scale devices, has prompted the focus
to broaden and so include non-continuum conditions. The tools and capabilities that exist for the
continuum regime are now required for the design of micro-scale devices in the non-continuum
regime.
There are many existing methods for performing this task with a variety of underlying assump-
tions. The dierent methods vary from accounting for the motion of all particles in a ow eld to
applying adjustments to previously developed continuum methods in an attempt to extend their
range of validity. Unfortunately there is no accepted best practice when it comes to choosing a
method, especially when attempting to simulate all scales of a ow. It is this multi-scale nature that
is at at the heart of many problems in engineering and this example is no dierent.
5It is, therefore, the objective of this thesis to advance the current understanding of best practice
when it comes to simulating gaseous uid ows in micro-scale geometries. This is to be achieved
by developing new numerical methods and techniques that are both ecient and applicable to the
full range of ow regimes. Using these numerical methods the ow of rareed gases in micro-scale
geometry will then be investigated. Out of the many possible avenues of investigation two have been
selected. These are the rareed ow phenomena of thermal creep and the eect of rarefaction on the
relationship between heat and mass transfer to a surface. Overall, the state of the art in simulation
of micro-scale ows, as well as the understanding of the physical eects present therein, will be
advanced over the course of the following discussion.
In the following thesis the areas of research that have been covered by previous workers in the eld
are outlined in Chapter 2 along with comments about topics to be addressed by this thesis. In Chapter
3 the underlying equations for describing a gas in terms of a velocity distribution function, along
with the means of evolving the distribution, is introduced. Simplications of the original equations of
Boltzmann are also discussed as well as a means of approximating the velocity distribution function.
The numerical heart of the thesis is then introduced in Chapter 4 and Chapter 5 where the numerical
methods used for investigating heat and mass transfer phenomena in continuum to rareed ows
are outlined. The method discussed in Chapter 4 forms a unique contribution to the eld and is
fully described. Validating results are presented in concert for the two numerical methods used,
which directly leads to the work performed on Knudsen pumps in Chapter 6. In Chapter 6 data on
existing and unique geometric congurations are presented. Three new geometric congurations are
investigated with a highly versatile two dimensional pumping conguration developed. Investigative
work on the heat and mass transfer to a surface for complex ows over a wide range of Kn is then
presented in Chapter 7. Evidence of variation as the ow transitions from continuum to rareed is
presented. This work is also a unique contribution to the eld. Overall conclusions and discussion
are then presented in Chapter 8 where the novel contributions of the thesis are summarized.

2LITERATURE REVIEW
“Libraries allow children to ask questions about
the world and nd the answers. And the
wonderful thing is that once a child learns to use
a library, the doors to learning are always open. ”
—Laura Welch Bush
Due to the eort expended over the past decades the literature available on topics directly related
to the eld of micro-scale gas ows has grown to a stage where a full review would be a work all of
its own. For this reason two particular topics of interest are covered in this chapter. The rst of these
is the peculiar phenomenon known as thermal creep, or thermal transpiration, which becomes a
dominant ow feature in rareed gases under particular conditions. This eect has been harnessed for
practical purposes and so is a tting test for the application of non-continuum design tools. Another
area of research that is investigated is the current understanding of the inuence of rarefaction on the
relationship between heat, mass and momentum transfer. Following from the intent to improve the
best practice of simulating rareed ows, the numerical methods already available are also surveyed.
We will, therefore, begin our literature review with the rareed ow phenomena that are to be
investigated in the course of this thesis.
2.1 thermal creep
A particular case of the degree of rarefaction aecting the behaviour of a gas is the thermal creep
eect which was documented in 1878 when Reynolds [13] demonstrated the phenomenon. Further
investigation was carried out by Knudsen [14, 15], Gaede [16] and others. The eect has been more
recently investigated both experimentally [17–20] and numerically [21–25].
In essence, given a gas that is suciently rareed and contained in a domain with walls that have
a temperature gradient, then the gas will proceed to ow in the direction of increasing temperature.
This is a ow that is able to occur without the presence of a pressure gradient and is therefore not
pressure driven. Sone [26] explains this phenomena as follows. From a wall with temperature gradient
we take a small segment and estimate the momentum transfer from gas to the wall, see Fig. 2.1.
The molecules impacting the wall arrive at the wall carrying the property of their original location,
approximately one mean free path length back along the inverse trajectory. As the molecules arriving
from the hotter region have, on average, a higher speed than those from the colder region there is a
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net tangential momentum transfer to the wall in the opposite direction to the temperature gradient.
As a consequence of conservation of momentum the gas experiences a force in the direction of the
temperature gradient and so the gas is induced to ow in that direction. If the gas is already moving
then some momentum is transferred to the wall in the direction of the ow. When the momentum
transfer due to dierential temperature and gas ow is equal then a steady ow is established.
Figure 2.1: Schematic showing thermal creep mechanism of a rareed gas.
If two reservoirs at dierent temperatures, T2 > T1, are connected, as shown in Fig. 2.2 then it
can be shown [13] that the pressure P2 will increase to some equilibrium value such that P1 < P2
according to P2/P1 =
√
T2/T1. This equilibrium will be reached when the counter ow due to the
induced pressure gradient exactly matches the ow due to thermal creep.
Figure 2.2: Schematic showing thermal creep of a rareed gas. Initial ow direction is shown through
the micro-channel.
To achieve a greater pressure rise than is available with the two reservoir system a series of
stages, with the two reservoir system as it’s basic unit, may be employed as shown in Fig. 2.3. This
conguration is the classic Knudsen pump. This method of pumping has the benet of having no
moving parts nor any uids present that may contaminate the ow and has been physically realized
in numerous applications [7, 27, 28].
In the classic pump the opposing thermal creep in the wider sections of the series is supported by
recirculating ow and so a positive net mass ow rate is maintained. A simpler geometry has been
proposed by Aoki et al. [29, 30] consisting of a channel with alternating curved and straight sections
with periodic temperature gradient as shown in Fig. 2.4. Due to the curved sections generating a
stronger thermal creep eect than the straight sections, a consequence of higher temperature gradient
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Figure 2.3: Schematic showing a typical Knudsen pump. Exterior arrows show thermal creep direction.
Interior arrows show gas ow. Recirculating ow is shown in the thicker sections of the series. Dashed
lines indicate possible extra units in the series.
on the inside curve, a positive net mass ow rate has been numerically demonstrated [30, 31]. These
results show two-dimensional ows while practical implementation, in three dimensions, may impact
on the eciency of the design. With a three-dimensional ow, depending on the implementation
details, there may also exist temperature gradients promoting ow across the channel. The balance
of preferential and non-preferential thermal creep may also be altered as the ratio of channel surface
area to volume is modied.
Figure 2.4: Schematic showing a curved-straight channel Knudsen pump. Interior arrows show
direction of thermal creep.
The use of non-standard geometric conguration by Aoki and co-workers opens the possibility
of performance gains by investigating alternative geometries that go beyond those presented by
Aoki et al.
2.2 characteristics of momentum, heat, and mass transfer
The known analogies between ow characteristics such as heat and momentum transfer (Reynolds
analogy), and heat and mass transfer (Colburn analogy)[32] have enabled the design engineer to more
easily characterize continuum systems based on incomplete data. While there have been claims to the
contrary [33], these analogies have been shown to also hold for various incompressible micro-ows
[34, 35]. This situation is commonly found in liquid based systems while the situation for gaseous
systems is not so well dened.
The heat transfer and friction characteristics of air owing through micro-tubes was experimen-
tally investigated by Yang et al.[36] with the conclusion that, as long as compressible eects were
taken into account, the conventional (continuum) correlations hold true. Their study, however, was
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conducted on relatively large tubes tending towards the upper limit of the micro-channel size range
with Knudsen numbers well within the continuum regime. Studies by Wu and Little [37, 38] showed
that the convective ow heat transfer characteristics did not follow the continuum relations. Pressure
loss of ows through micro-channels of varying cross section were also investigated by Morini et al.
[39] and Zhu et al. [40] with similar results.
In the slip ow regime it has been found that the Nusselt number (Nu), the dimensionless
temperature gradient at a surface, is inversely proportional to Kn [41–45]. It was also found that the
coecient of friction follows a similar trend [46] with the primary reason being given as rarefaction
eects [40, 47]. From the eect of the variation of accommodation coecients in their numerical
models, Myong and co-workers [41] deduced that for low Mach numbers in the slip ow regime, the
Reynolds analogy holds true. In contrast Zhu [44] reports that the experimental results of Choi et
al.[48] indicates a failure of the Reynolds analogy in micro-channel ow.
Rostami et al. [49] made a review of experimental results for gas ow through micro-channels.
It was found that for tubes with small diameters experimental results for friction factors deviated
signicantly from conventional theory [50]. This review also referred to the results of Choi et al.
[48], which claimed that the Colburn analogy of heat and mass transfer is invalid for micro-tubes
less than 80µm in diameter. The studies reviewed also found that Nu was dependent on Reynolds
number which is contrary to continuum theory.
In general the results and conclusions found in the literature indicate that various parameters,
such as Nusselt number and heat ux, are dependant on Knudsen number. The continuum analogies
relating the transfer of heat, momentum, and mass are also under investigation with sometimes
conicting results. The lack of literature on the subject of mass transfer between the gas and surface
is also quite noticeable. To the knowledge of the author no papers dedicated to the study of the heat
and mass transfer analogy, with relation to varying Knudsen number, have been published.
2.3 numerical methods
The heat and mass transfer problems related to rareed ows are to be studied using a numerical
simulation approach. This approach has been selected due to the incomparable access it gives the
researcher to the state of the simulated gas at all points in the ow. Provided that the numerical
models used support the accurate representation of the ow physics under investigation, this allows
insight into the complex behaviour of the gas without disturbing the ow eld.
The task of simulating the evolution of a rareed gas has been approached in a number of dierent
ways over the years. Each method has its benets, as well as penalties, and all enjoy at least some
aspect that makes it the optimal choice for a given situation. A uid can be modelled according to
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two approaches, by accepting the fundamental nature of the uid as an ensemble of molecules, or
by making the assumption that it is made up of a continuous and innitely divisible media. The
resulting general classes of numerical models derived from these two approaches is shown in Fig. 2.5.
Figure 2.5: Overview of ow models available. Rectangles indicate a model while a trapezoid indicates
a characteristic of the associated model/s.
As shown in Fig. 2.5 the continuum models for uid modeling may be derived from the Boltzmann
equation. The Boltzmann equation is given by
∂f
∂t
+ ~ξ · ∂f
∂~x
=Ω (f, f) (2.1)
where f = f
(
~x, ~ξ, t
)
is the velocity distribution function that depends on space, ~x, absolute
molecular velocity, ~ξ = [u, v, w], and time, t. The term on the right hand side, Ω (f, f), is a non-linear
integral operator that describes the binary collisions of molecules. The chance of nding a molecule
at position ~x and time t having velocity between ~ξ and ~ξ + d~ξ is then given by f
(
~x, ~ξ, t
)
d~ξ. It is
this distribution function that will be frequently referred to herein.
In this section a review of the available methods, outlined in Fig. 2.5, for simulating rareed ows
is carried out with each method described according to the perceived applicability of the method to
micro-scale ow eld simulation. The methods that are reviewed include the Navier-Stokes-Fourier
(NSF) equations with modied boundary conditions as well as the Burnett equations and alternative
extended hydrodynamic models such as Grad’s 13 moment equations. Also the Molecular Dynamics
(MD) approach and Discrete Simulation Monte-Carlo (DSMC) along with the Discrete Ordinate
Method (DOM) of solving the Boltzmann equation.
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2.3.1 Overview of continuum methods
Following the acceptance of the Boltzmann equation as an accurate depiction of the microscopic gas
state, it is possible to derive the macroscopic transport equations. The degrees of freedom related to
the macroscopic variables may be found with the aid of Chapman-Enskog (CE) expansion [51] and so
hydrodynamic equations may be extracted from the Boltzmann equation. The CE expansion expands
the velocity distribution function, the main variable in the Boltzmann equation, as a series in Kn.
Following this process the heat ux vector and stress tensor of the uid may be expressed in terms
of the macroscopic variables (density, temperature and velocity). As the order of the CE expansion
increases from zeroth-order to third-order the Euler, NSF, Burnett and Super-Burnett equations are
derived [51].
While the NSF equations have been, and still are, the mainstay of Computational Fluid Dynam-
ics (CFD) they have a signicant limitation due to the underlying assumption that the uid is a
continuum in local thermodynamic near-equilibrium. This assumption is based upon the use of
linear relationships, due to the rst-order expansion described above, between stress and strain rate
(Newton’s law) and between heat-ux and temperature gradient (Fourier’s law). Therefore, these
equations are generally held to be only valid for close to equilibrium conditions.
As the Knudsen number increases it is typically thought that the most signicant deviation from
equilibrium occurs at or near solid surfaces. For a ow in the slip ow regime (see Table 1.1), where
the degree of thermal non-equilibrium in the bulk of the ow is thought to be low, then it should
be possible to model the eects of non-equilibrium at the boundary, and so give accurate results.
It is this approach that may be useful in the simulation of micro-scale ows. This approach has
been implemented using the Maxwell model for velocity slip [52] and the Smoluchowski model for
temperature jump, as well as other approaches [53, 54]. While the application of these velocity slip
and temperature jump models have resulted in some success [24, 55–57], the method is intrinsically
limited to the lower range of Knudsen numbers due to the in-built equilibrium assumptions.
To account for departure from equilibrium higher order methods, such as Burnett and Super-
Burnett, may be introduced that attempt to represent the uid dynamics beyond the NSF equations.
Unfortunately the Burnett type equations have encountered physical and numerical diculties
[58–60] along with the problems of developing boundary conditions that require high order gradients
of the primary quantities [61].
An alternative approach to the CE expansion method is Grad’s moment method [62]. In this
approach the Maxwellian velocity distribution function is expanded according to Hermite polynomials
with centers at the mean velocity of the ow and scaling according to the local temperature. More
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recent advances on this front have been made with the Regularized 13 moment (R13) equations
[63, 64]. In this approach the moment integrals are tracked and evolved to update the ow eld.
The methods that rely on a continuum assumption for their fundamental operation have been
outlined above and the overall conclusion is that they do not provide the capability of solving ows
that cover large Kn ranges. The search for an appropriate numerical method therefore proceeds to
the molecular methods.
2.3.2 Overview of molecular methods
Moving away from the assumption of continuity, to the opposite extreme of treating each molecule
separately, the numerical method of MD is encountered. Molecular dynamics attempts to simulate
the interaction between discrete molecules. This approach gives high resolution results in both
space and time with simulation runs of ∼ 103 − 106 discrete simulation steps corresponding to
a few nanoseconds, in special cases microseconds, of real time[65]. Unfortunately it is this high
resolution that hinders the applicability of the method to engineering scale problems and so, as a
means of describing bulk ow, this method is also unsuitable. However, due to the detailed data
that can be gained from these simulations, the method is often used to characterize the molecular
interactions found at the boundaries of the ow domain [66–69]. The method is also useful in allowing
development of boundary conditions that more accurately describe the gas-surface interactions [70].
Therefore, while unsuitable as the primary simulation method, MD may yet be useful for developing
accurate models for boundary conditions that can be used by a less intensive method.
At this point the methods outlined have described the gas as one of two extremes, either con-
tinuous or discrete. By describing the gas with a velocity distribution function and with the aid of
the Boltzmann equation it is possible to describe the evolution of a gas from continuum through to
the free molecular regime in an alternative manner. There are a variety of methods of solving the
Boltzmann system of equations, one of these being the DSMC method.
The DSMC method was rst introduced by Bird [12] and solves the Boltzmann equation in a
stochastic manner. The method has had success in simulating high-speed rareed gas ows [71]
and is generally considered to be the method to compare against for these types of ows. However,
the method does carry some inherent limitations [72]. These limitations manifest themselves as
numerical and statistical uncertainties as well as the high numerical cost of simulating low-speed
ows and dense gases. Eorts have been made to increase the attractiveness of the method for low
speed ows in the form of the Information Preserving DSMC method [73], however, many of the
problems remain. In the context of the current study the DSMC method is relegated to the role of
being the standard to which other, more ecient, methods are measured.
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The remaining popular method of solving the Boltzmann equation by numerical means is the
DOM [74] and its sub-categories. The DOM approaches the problem of solving the Boltzmann
equation by using numerical integration techniques on the velocity distribution function. These
techniques require a set number of sample points at discrete velocities, or ordinates, and so the
distribution function is described by a given number of velocities. The Boltzmann equation is thereby
discretized into a set of coupled Partial Dierential Equation (PDE)s. These PDEs may then be solved
using any number of existing solution methods such as Finite Dierence (FD), Finite Volume (FV) or
Finite Element (FE).
2.3.3 Method selection
Given the advantages and disadvantages of the methods presented thus far, it is necessary to select
the best option given the ows of interest in this thesis. The requirements for the method are as
follows:
• The full range of ow regimes (see Table 1.1) need to be simulated.
• The majority of ows to be simulated are to have low ow velocities and standard temperatures
and pressures.
• A method is required that is able to solve small scale engineering problems on a single personal
computer with a run-time, for a single solution, of less than one hundred hours.
The rst requirement immediately discounts the continuum based approaches as they are unable
to eectively manage the thermal non-equilibrium eects at higher Kn. In the chosen ow regime,
low velocities and relatively high densities, the DSMC method requires a large sample size to ensure
minimal statistical uctuations in the results. This in turn requires signicant computational eort
which comes into direct conict with the third requirement. The MD approach is also limited in
this regard with even more stringent requirements on the number of discrete entities that must be
simulated when compared to DSMC.
The remaining option is DOM which has a number of points in its favour when compared against
the NSF, MD, and DSMC methods. Firstly it is theoretically possible to simulate the full range of
ow regimes (while NSF ∼ Kn ≤ 10−3 and DSMC ∼ Kn > 10−4). The method is also PDE based
and therefore does not encounter the statistical noise problems of DSMC and MD. Depending on the
method of solution applied to the PDEs, the spatial discretization may not necessarily be governed
by λ as for the DSMC approach [75]. Also, while the NSF equations are typically more ecient due
to the reduced degrees of freedom, the DOM is decidedly more ecient than DSMC and MD. This
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is especially true for the micro-channel based ows that are the topic of investigation. Based upon
these factors it is the DOM approach that will be investigated further.
2.4 the discrete ordinate method
The label DOM describes a wide variety of methods that, while following the underlying philosophy,
may vary greatly in their implementation. This label also only covers the fundamental aspect of
these implementations with many peripheral aspects being implementation specic. In this section
the options available for the implementation will be explored with the aim of identifying an optimal
combination of methods as well as possible areas of further development.
2.4.1 Collision operator
The solution of the Boltzmann equation by the DOM requires the evaluation of the collision operator.
This is a high dimensional integral and while it is possible to solve directly [76–78] it is a relatively
expensive process. For engineering purposes the collision integral can be eciently approximated
by a number of dierent methods. The simplest approach is the so-called ‘single relaxation time’
rst order Bhattnagar-Gross-Krook (BGK) approximation [79],
Ω (f, f) ≈ f
M − f
τ
, (2.2)
where fM is the Maxwellian distribution and τ is a relaxation time. This approach models the
collision operator by relaxing the non-equilibrium distribution towards an equilibrium distribution
by an amount proportional to the collision frequency of the gas. Higher order approximations of the
collision operator can also be made [80] which includes the relaxation of higher order moments of
the distribution. Other higher order approximations can also be made with the ‘multiple relaxation
time’ models [81–85] where each moment of the distribution is relaxed at a dierent rate. Of these
the BGK and Multi-Relaxation Time (MRT) methods are the most widely used.
The simplicity of the BGK approximation makes this approach highly popular; unfortunately this
simplicity comes at a cost since the Prandtl number (Pr) is always unity. This is one of the reasons
that the MRT method is also popular as it circumvents this problem while also adding numerical
stability [84]. An alternative method of upgrading the BGK approximation is to use a dierent target
equilibrium distribution. While the standard BGK model uses the Maxwell distribution, there also
exist the Ellipsoidal-Statistic model of Holway [86], S-model of Shakhov [87], as well as other less
popular approaches [88, 89]. The primary dierences in the mainstream models are shown in Table
2.1.
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Table 2.1: Comparison of Equilibrium Distributions.
Distribution Maxwell, fM ES-BGK, fES Shakhov-BGK, fS
H-theorem Proved Proved Near local equilibrium
viscosity µ = p
ν
µ = p
ν
1
1−b µ =
p
ν
thermal
κ = 5
2
pR
ν
κ = 5
2
pR
ν
κ = 15
4
pR
νconductivity
Pr Pr = 1 Pr = 1
1−b Pr =
2
3
Positivity Satised Satised Not guaranteed
Remark
isotropic Gaussian an-isotropic Gaussian. fM weighted polynomial
fES = fM when b = 0 fS = fM when Pr = 1
simplest model complex model simple model
Note: Macroscopic properties for a monatomic gas.
Reproduced in limited form from [89]
From Table 2.1 the limitations of the Shakhov model are made clear, namely the lack of rigorous
proof of the H-theorem, and the possibility of becoming non-positive under certain conditions.
However, the Ellipsoidal Statistic (ES) model is signicantly more complex than the Shakhov model.
The results obtained from the various models, when compared against each other [90–92], show that
the extended models of Shakhov and Holway (ES) perform quite favourably against the standard
BGK approximation. When compared against each other, however, the results are not so conclusive
with the relative simplicity of the S-model making it the more attractive proposition.
While the methods of Holway and Shakhov are eective in allowing the BGK operator to
reproduce the correct Pr it may also be achieved by alternative methods. One such method is to
directly alter the calculated heat ux [93], or alternatively, with the use of two distribution functions
(see Sec. 3.7) it is possible to relax energy and momentum at dierent rates by the addition of extra
relaxation terms [94]. The latter method relies on a numerical ‘trick’ and both methods are an indirect
method of solving the Pr problem.
At this point we have discussed approximate solutions to the continuous Boltzmann equation,
according to the techniques described thus far. For the ecient application of computational resources
to the problem, however, it is necessary to discretize the velocity space of the distribution function
in some manner.
2.4.2 Velocity space discretization
As described in Sec 2.4 the DOM is based on the numerical quadrature of the velocity space spanned
by the distribution function. This procedure gives multiple discrete velocity weights dictated by the
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velocities at which the original distribution is sampled. The direct approach is to apply a numerical
integration technique, such as Gauss-Hermite quadrature, directly to the distribution function. With
a sucient number of sample points to ensure accuracy [95, 96] this approach works well for low
to intermediate Mach number ows. For high speed ows, where the velocity distribution is not
centred on zero, a composite quadrature technique may be used [97]. The Gauss quadrature rules
used in this approach are constructed such that they yield a conservative result, to within a nite
precision, when integrating polynomials of degree 2n− 1, where n is the number of sample points.
As the form of the distribution function follows that of the Maxwell distribution, an exponential
function, it is obvious that the distribution is not in polynomial form. If a weighting function is
used [97] then the situation is greatly improved, however, as the distribution to be integrated is
assumed to be in a non-equilibrium state the numerical integration is far from analytically correct.
Therefore, if numerical integration techniques are applied directly, the numerical method will be
found non-conservative [98–100]. It should be noted here that non-conservation in this case means
the conserved properties are not recovered to machine precision following the application of the
moment calculation procedure and subsequent use of these values in the relaxation of the velocity
distribution towards some equilibrium.
A somewhat dierent approach, as introduced by Hsu et al. [101], is to transform the distribution
function into a form that is independent of mean velocity and temperature and thereby reduce the
number of Gauss-Hermite quadrature points required for the same degree of accuracy. This method
is of some interest for near equilibrium ows, but not for rareed conditions, as the author states the
method will encounter error on the order of Knudsen number [101].
The problem of non-conservation, as dened previously, has been addressed by various authors
[98–100] with the solution of a system of non-linear equations that solves an entropy minimization
problem on the conservation equations. This method involves the use of an iterative solver and,
while it is possible to converge to a solution within a small number of iterations, the approach
is comparatively numerically expensive. From comparisons carried out between the conservative
and non-conservative methods it was shown that a conservative scheme must be used to achieve
physically correct solutions.
An alternative technique is to represent the distribution function as a polynomial and use
numerical quadrature with enough points that a solution to within machine precision is possible.
The standard Lattice Boltzmann Method (LBM) [102] employs this method with the equilibrium
distribution being represented by Taylor series expansion, in uid velocity, of the Maxwell distribution.
This expansion only gives the correct moments up to the order of the Navier-Stokes equations [103]
and is therefore somewhat limited for thermal non-equilibrium simulations.
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For accurate representation of the ow higher order moments, up to at least the heat ux,
are required. To recover these hydrodynamic moments Shan et al. [103, 104] presented a method
where the distribution function is expanded in orthogonal Hermite polynomials. This method
allows the moments of the system to be recovered up to any order of accuracy. As this method
works by projecting the distribution function onto a Hermite basis, it is important to ensure that
the distribution described by the expansion remains within the supported sub-space. This can be
achieved through a regularization process [105] consisting of a re-projection that enforces the correct
support. By approximating the distribution as a polynomial it is possible to achieve analytically
correct representation of high order moments whilst retaining a conservative method. Since the
evaluation of the equilibrium distribution is a polynomial the approach is also ecient.
A dierent method is also employed by Qu et al. [88, 106] where the polynomial representation of
the distribution function is not taken from the Maxwell distribution. In this method the polynomial
representation is ‘manufactured’ such that all moments, up to a certain order, are recovered by the
CE procedure. Accurate results have been produced using this approach for both inviscid [106, 107]
and viscous ows [94]. While the use of a simple function that returns the correct moments can
result in a greatly simplied expression for the equilibrium condition, the process of generating this
function can be complex.
If a polynomial form of the distribution function is used then it is a simple matter to nd the
number of sample velocities required to return correct integrals. However, the number of velocities,
and their values, can have a signicant impact on the accuracy of the method [108, 109]. No general
Gauss quadrature theory is known for dimensions higher than one. Therefore, the simplest means of
dening a velocity lattice for multi-dimensional simulations is by the so called ‘production formula’.
In this method the roots of the basis polynomials are used to form a rectilinear grid, or lattice, of
arbitrary spatial dimension [104]. While this method allows the exibility of generating a lattice
that is able to support any degree of polynomial it is also over-generous in the number of velocities.
More ecient lattice arrangements can be found by various methods [110–112], being either of
space-lling (velocities fall on a regular grid) , or o-lattice type. It is found that while space-lling
lattices lend themselves to the LBM (see Sec. 2.6.1), the o-lattice varieties are found to be more
compact while recovering the same order of hydrodynamics [111].
The methods by which the velocity space of the distribution function can be discretized are varied
and have a signicant impact on the accuracy and ecacy of the resulting numerical scheme. Once a
scheme is chosen, however, there are other considerations that must be taken into account.
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2.4.3 Reduced distribution functions
One of the concerns with the DOM is that for high orders of accuracy the velocity space must be
discretized among a large number of velocities. For multi-dimensional simulations the number of
velocities increases dramatically and so the computational expense also increases. The simplest form
of the Boltzmann equation is for a three dimensional monatomic gas. To simulate a gas using the
polynomial based moment hierarchy method (see Sec. 2.4.2), with the Navier-Stokes level momentum
and energy equations fully resolved, a fourth order polynomial expansion must be used [81]. This
requires the use of a quadrature scheme that is of at least degree nine. In one dimensional quadrature
this equates to ve discrete velocities. According to the production rule method of velocity lattice
generation this would result in 53 = 125 discrete velocities for the correct evaluation of the Boltzmann
equation. While this number can be reduced, by discarding velocities that are not required [110, 112],
the evolution of this many velocity classes is clearly not desirable.
In many situations a full three dimensional simulation is not required and so a means of reducing
the computational burden by reduction in the dimensionality of the simulation space is desirable. This
can be achieved by integration of the Boltzmann equation such that the single distribution function
is split into two [95, 113, 114]. In this situation two, and one, dimensional forms of the Boltzmann
equation can be formed. In this method one of the distributions carries all momentum and energy in
the primary dimension(s), whilst the other carries the amalgamated energy, assuming a distribution
with zero mean, of the remaining dimension(s). By manipulation of these two distributions it is also
possible to simulate the inclusion of extra degrees of freedom within the model.
2.4.4 Internal degrees of freedom
While the standard form of the Boltzmann-BGK equation is for a monatomic gas it is also possible to
include extra degrees of freedom in the model. As mentioned in Sec. 3.7 it is possible to simulate
the eect of extra degrees of freedom when using a dual distribution function model. By noticing
that the second distribution is, in eect, a degree of freedom in itself Nie et al. [115] formulated
a means of including a multiple of the second distribution so that extra energy can be accounted
for. A similar approach is used by Dellar [116]. Unfortunately, with this method the extra degrees
of freedom continue to be relaxed at the same rate, dictated by the momentum diusivity of the
gas. Regardless of the inaccuracies of the method, excellent results have been produced using this
approach [94].
An alternative approach is to replace the equilibrium distribution with a model equation, quite
similar in principle to the method used to allow a exible Pr (see Sec. 2.4.1). This approach has been
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used by Rykov et al. [117] for diatomic gasses with the use of the so-called R-model. In this model an
extra pair of distribution functions (in 2D) are used and so the numerical expense is approximately
doubled. Each mode is then relaxed at a unique rate.
2.5 boundary conditions
The interactions between a gas and a surface is an essential part of any micro-scale uid simulation.
As previously mentioned in Sec. 2.3.1 the thermal non-equilibrium eects of a gas are expected to be
at their most prevalent near the bounding surfaces. To provide an accurate representation of this
interaction a number of dierent models have been proposed.
Two hypotheses on the nature of the interaction between a gas and the bounding material were
proposed by Maxwell [52] in 1879. In the rst, the boundary is made up of a smooth elastic surface,
where any incoming molecule is reected with no change in momentum parallel to the boundary.
The normal component of velocity is, however, reversed such that the angle of the incoming vector
with the surface is the same as that of the outgoing vector. This hypothesis is termed the specular
reection model [118]. The second model is called the diuse reection model and hypothesizes
that the incoming molecules are accommodated by the surface. Therefore, when re-emitted into the
ow, these molecules will have velocities pertaining to the half-range Maxwellian distribution with
characteristics dened by the surface temperature. This model has been found to provide a reasonable
approximation for practical engineering surfaces [118]. It is also relatively easy to implement in the
DOM framework [119]. These two models provide the extremes of a more general model where the
interaction of gas molecules with the surface can be characterized by two accommodation coecients.
These coecients describe the ratios of energy and momentum of incoming and outgoing molecules
with relation to the state of the surface [120]. The values of these coecients depend on the gas and
the surface properties and are part of a highly complex system. Maxwell presented an approximation
of this system involving the accommodation coecients by assuming a linear combination of the
specular and diuse models described above. While generally superior to the individual models on
their own, this approach still requires the tuning of the linear combination to match the gas-surface
combination. At this point in time no general mathematical model has been rigorously developed
that is adequate for quantitative description of arbitrary gas and surface combinations [118].
As an attempt to rectify this situation a number of alternative mathematical models have been
proposed, one of which is the Cercignani, Lampis, and Lord model. To match experimental data,
that showed lobular distributions in the molecules emitted from the surface, Cercignani and Lampis
[121] proposed a model that treated the scattering of normal and tangential components separately.
Improvements to the model were then eected by Lord [122, 123]. This general model has two
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adjustable parameters and must be tuned according to experimental data. The model has been applied
to a number of numerical investigations [23, 124, 125] with some success.
Another method of describing the surface interactions is the Langmuir slip model. This model is
based on the adsorption of gas molecules onto the surface, and their subsequent release, according
to Langmuir’s theory of adsorption isotherms. Essentially, the gas molecules are assumed to interact
with the surface via a long range attractive force, as a result the molecules can be adsorbed onto the
surface and then desorbed some time later. The situation can be modelled by assuming a number
of ‘sites’ that are available for a molecule to bond to and, from the percentage of sites occupied,
the velocity slip and temperature jump conditions can be calculated [126]. This method was rst
proposed in a practical sense by Myong [127] and implemented with promising results thereafter
[126, 128, 129].
To account for adsorption of molecules to the surface the Langmuir kinetic equations may be
used to couple the known molecular uxes to a surface coverage percentage [130]. The probability
of molecule adsorption and desorption is then dictated by the characteristics of the surface and
the energy state of the molecule. Various models for the adsorption problem have been developed
[131, 132] with adsorption isotherms derived from experiments [133] giving the desorption rate.
While the methods mentioned above try to model the interactions at the surface it is also possible
to introduce more direct methods. The MD approach, see Sec. 2.3.2, can provide a wealth of detailed
information on the interaction between molecules. These interactions have been simulated [66, 67, 69]
although the time and length scales that are permitted by these simulations are extremely limiting.
While the use of MD may be unsuitable for the entire ow domain it is possible to use a hybrid
method of computation. In this approach the boundary is simulated according to the MD method and
the primary ow domain is simulated by a more ecient method [134, 135]. By using a solver in the
primary domain that can accurately represent the velocity distribution, like the DOM, it is possible
to exchange highly detailed information between the domains and so increase the validity of the
simulation. It is also possible to pre-calculate scattering information and then provide a look-up table
for the primary solver to call upon, thus reducing the computational burden. This approach, however,
requires a comprehensive library of collision information to draw from and ecient interpolation to
meet in-between cases.
According to the above selection of boundary handling methods it is possible to approach the
correct physics, however, by making use of the BGK approximation another factor must be considered.
The collision frequency used to control the relaxation rate of the perturbed distribution towards
equilibrium is typically dened in a manner appropriate for an unbounded system. When bounds
are imposed on a simulation the collision frequency, and thereby the mean free path, is reduced near
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the boundary and can lead to inaccuracies in the ow eld representation. To remedy the situation
Niu proposed a modication to the relaxation time according to the local mean free path [136] and
the idea was extended to multiple eective relaxation times by Guo [83].
Thus far the various approaches for describing the evolution of a gas have been described with
a particular focus on the DOM. The DOM achieves this through the evolution of the distribution
function that describes the state of the gas being simulated. The numerical methods available to
simulate this distribution function evolution will now be covered.
2.6 numerical implementation
As previously stated, the distribution that describes the state of the gas being simulated can be,
and is assumed to be, represented by an ensemble of discrete sample points. To evolve the overall
distribution the underlying discrete representation must also be evolved. According to the Boltzmann
equation this evolution is accounted for by the ux and relaxation procedures. The methods available
for implementing these procedures, whether they be split or combined, are discussed in this section.
2.6.1 Flux procedure
Due to the nature of the DOM, the ux of the discrete densities is purely advective. This means that
each discrete density is transported at a constant rate in one direction, specied by the corresponding
velocity vector, at all times. This simplies the calculation somewhat as at no time is there a require-
ment to determine the magnitude or direction of ow. With this in mind all of the methods available
for the solution of the linear advection equation are available for straightforward application. These
include the FD, FV, and FE methods, as well as other less well known alternatives.
A special case for the ux procedure is the method by Xu [75, 93, 137, 138], known as the Unied
Gas-Kinetic scheme, where the process of relaxation is continued throughout the ux procedure.
This has the potential to increase the accuracy of the method whilst removing the sti nature of the
PDE (see Sec. 2.6.3). The method has also been extended to higher order approximations [139].
The simplest ux methodology is the one used by the LBM. In this case the velocity vectors used in
the velocity space discretization, Sec. 2.4.2, are restricted to fall on an integer spaced lattice [110, 140].
By ensuring that the lattice spacing corresponds to the distance travelled by each discrete density it
is possible to perform the ux procedure in a direct fashion [102]. According to the description it
can be seen that this method ts the category of a rst order upwind nite dierence method with
prescribed grid spacing. This method is computationally inexpensive and, for isothermal ows, is
highly ecient. However, this approach holds certain drawbacks for compressible ows, namely the
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excessive smearing of discontinuities, and therefore alternative higher order methods are desired.
The implementation of high order schemes in a compressible gas setting typically requires the use of
some form of limiting and will be discussed later. The nite dierence method allows for ecient
computation and has been used by many researchers (examples include [94, 107]) but is typically
somewhat cumbersome when it comes to representing curved boundaries [141–143]. While the nite
volume method is more expensive, it allows for a greater degree of exibility and has been used in
conjunction with the DOM previously [97, 106, 144].
The benets of high order representations of a ow eld have been discussed by Vincent and
Jameson [145]. High order reconstruction methods, such as Weighted Essentially Non-Oscillatory
(WENO), along with spectral element methods and the Discontinuous Galserkin (DG) approach,
are all means of achieving high order simulations. The DG method has been used in conjunction
with the DOM with some success [146–148]. The explicit DG method, while of high order and being
relatively simple to apply to unstructured grids, is susceptible to loss of delity in discontinuous ows
and has a rather restrictive time stepping limitation [149]. Recently Latorre et al. has developed an
alternative high order means of spatial discretization and associated ux procedure for the advection
equation [150]. This method has been dubbed the Conservative Flux Approximation (CFA) method
and does not have the time step limitation of the DG method. High order methods perform very well
for smooth solutions, but without some form of limiting to prevent overshoots, oscillations around
discontinuities are a substantial problem.
2.6.2 Limiting methods
To introduce high order behaviour into traditional FD and FV methods, the uxes between cells
must become higher order approximations of the true ux. A large variety of methods have been
developed in the past decades with no accepted overall winner in terms of low dissipation, inexpensive
application, and robustness. For this reason only two representative ‘traditional’ limiters will be
mentioned here, the Non-oscillatory, No free parameters, Dissipative (NND) scheme of Zhang [151],
and the WENO scheme of Liu, Osher, and Chan [152]. Either of these methods can be extended to
higher order and perform in a robust manner when applied to FD and FV methods.
2.6.3 Temporal discretization
The discretization of the time variable is also an important part of any transient simulation method.
Like the means of spatial discretization there are a variety of methods that are available. The
predominant approach is the Runge-Kutta (RK) family of iterative methods [153]. To increase the
stability of this family the Strong Stability Preserving (SSP)-RK methods, sometimes called Total
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Variation Diminishing (TVD) methods, were developed [152, 154]. Various orders of approximation
in the time domain can be implemented using these methods although it is typically not carried out
beyond the fourth or fth order.
As the Boltzmann-BGK equation is very sti, with the relaxation operator needing very small
time steps with regards to the ux procedure, there has been an eort to implement methods that can
bypass this restriction on the time step. With the BGK equation in mind Pieraccini and Puppo have
developed an Implicit Explicit Runge-Kutta (IMEX-RK) method that allows the advection terms to be
handled explicitly whilst the relaxation is implicit. This process can then be calculated with a time
step governed by the stability of the explicit advection scheme, allowing for orders of magnitude
reductions in the number of iterations [155]. This is, however, only possible upon the assumption
that the relaxation operator does not alter its target distribution throughout the greatly enlarged
time step. With the same objective of increasing the allowable time step Santagati and Russo [156]
introduced a semi-Lagrangian scheme that also allows the use of a Courant-Friedrichs-Lewy (CFL)
number greater than unity. This method also requires the target distribution to remain a constant.
It is not known at this stage if the large time steps (∆t  τ ) allowed by these methods gives the
correct evolution of the non-equilibrium distribution function.
2.7 summary
The most relevant work covered by other researchers has been briey covered in this chapter. Through
this survey, avenues for further research have been brought to attention. Through investigation
into the thermal creep eect in Sec. 2.1, a need for further work in identifying optimal geometric
congurations for the transport of a rareed gas has been identied. The relationship between heat
and mass transfer at the gas-surface interaction zone, in conjunction with varying rarefaction, has
also been identied as an area that requires further investigation (Sec. 2.2). With the aid of numerical
methods developed with the ideas and concepts provided by the literature reviewed in Sec. 2.3,
these two areas will be investigated. Overall, the intended contribution of this work falls into three
main areas. The rst of these areas consists of the development of novel numerical methods that
advance the current state of the art. The second area is the provision of new congurations of the
Knudsen pump concept, including detailed analysis of their performance. Thirdly, we contribute
to the identication and understanding of trends in the behaviour of heat and mass transfer at
gas-surface interfaces.
Part II
Numerical Methods
25

3KINETIC EQUATIONS
“Chaos was the law of nature; Order was the
dream of man.”
— Henry Adams
According to current understanding, the motion of a uid may be directly described by either
of two methods; the Hamilton equations, for an ensemble of classical particles, or with the aid of
the equivalent quantum mechanical equations. A direct application of this approach may seem
eminently plausible until the practicality of describing even a small volume of gas becomes evident.
The number of particles in one cubic centimetre of air, at zero degrees centigrade and a pressure
of one atmosphere, is approximately 2.69 × 1019. To describe the position and velocity in three
dimensional space of this number of particles, at a single point in time using single precision oating
point binary representation, would require on the order of one zettabyte (1021 bytes) of storage. As
the task of describing even this volume is out of our reach the search for an alternative means of
description is called for.
3.1 boltzmann eqation
As discussed previously in Sec. 2.3 it is possible to dene the state of a gas by allowing a probabilistic
means of description and using the Boltzmann equation,
∂f
∂t
+ ~ξ · ∂f
∂~x
=Q (f, f) , (3.1)
where the single particle distribution function, f = f
(
~x, ~ξ, t
)
, is introduced which describes the
probability of nding a molecule with velocity ~ξ at position ~x at time t. This equation relies on three
assumptions;
1. binary particle collisions,
2. molecular chaos (the assumption that the velocities of colliding particles are uncorrelated
before collision) and
3. no external forcing.
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The collision integral, Q (f, f), is a complicated multi-dimensional integral [12],
Q (f, f) =
∫ ∞
−∞
∫ 4pi
0
(f ∗f ∗1 − ff1) crσdΩd~c1, (3.2)
where cr is the speed of a molecule from distribution f that is moving amongst stationary
molecules of class ~c1 from distribution f1. The pre-collision distributions are given by f and f1 while
the post collision distributions are f ∗ and f ∗1 . The volume swept by the collision cross section is then
given by crσdΩ.
There are ve so called ‘collision invariants’ [157], ~ψ
(
~ξ
)
=
(
1, u, v, w, ~ξ · ~ξ
)
, of the collision
integral according to,
∫
~ψ
(
~ξ
)
Q (f, f) d~ξ =0. (3.3)
These collision invariants relate to the mass, momentum and kinetic energy of the distribution
function. There also exists positive distribution functions that give zero contribution from the collision
integral, that is Q (f, f) = 0 [157]. One of these functions is the Maxwellian,
fM
(
~x, ~ξ, t
)
=
ρ
(2piRT )
3/2
exp
[
− ~c · ~c
2RT
]
, (3.4)
where,
~c = ~ξ − ~Ξ.
In Eq. (3.4) the density and temperature are ρ and T while the mean velocity vector is ~Ξ. The
specic gas constant is R.
3.2 moments of the distribution
Given the above denitions, the rst three moments of f in three dimensional space can be calculated:
ρ (~x, t) =
∫
f
(
~x, ~ξ, t
)
d~ξ,
ρΞi (~x, t) =
∫
ξif
(
~x, ~ξ, t
)
d~ξ, i = 1, 2, 3,
3ρRT (~x, t) =
∫
~c · ~cf (~x, t) d~ξ,
giving, respectively, the mass, momentum and thermal energy per unit volume. With the aid of the
Einstein summation convention, the higher order moments are given in tensor form as,
3.3. COLLISION INTEGRAL APPROXIMATION 29
Pij (~x, t) =
∫
cicjf (~x, t) d~ξ,
Sijk (~x, t) =
∫
cicjckf (~x, t) d~ξ,
and the scalar gas pressure, p, stress tensor, σij , and heat ux vector, qi are
p (~x, t) =
1
3
Pii,
σij (~x, t) = Pij − pδij,
qi (~x, t) =
1
2
∫
~c · ~c cif (~x, t) d~ξ,
were δij is the Kronecker delta. Note that the heat ux vector can be calculated from Sijk as Sijj .
3.3 collision integral approximation
Due to the complexity of the collision integral it is often deemed necessary to nd an alternative
form that reproduces the same gross eects. The collision integral is then replaced with some simpler
expression, Q (f, f) = J (f), that still obeys the constraints;
1.
∫
~ψ
(
~ξ
)
J (f) d~ξ = 0 and
2. J (f) enforces a tendency towards the Maxwellian distribution.
These constraints are both met with the simple BGK approximation [79],
J (f) =
fM
(
~x, ~ξ, t
)
− f
(
~x, ~ξ, t
)
τ
, (3.5)
where τ is the relaxation time. This expression may be described as a means of relaxing the
current distribution towards the Maxwellian target distribution by a quantity proportional to the
deviation from said Maxwellian. Unfortunately, as mentioned in Sec. 2.4.1, the Pr given by this
system is a constant of unity which is impractical for simulating real gases. To avoid this problem
the target distribution, for the BGK model this is fM , may be modied or changed altogether. In this
work the S-model equation of Shakhov [158] is used,
fS
(
~x, ~ξ, t
)
= fM
(
~x, ~ξ, t
)[
1 + (1− Pr)~c · ~q
(
~c · ~c
RT
− 5
)/
(5pRT )
]
. (3.6)
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The S-model can be described as replacing the stationary target, fM , of the BGK approximation
with the non-stationary target, fS . This can be observed in operation as fM is a function of the
collision invariants and therefore is itself invariant for stationary conditions. The S-model uses
fS , which is a function of fM , as well as the non-invariant heat ux vector, and so is modied
during the course of relaxation. Using the S-model, the heat ux vector relaxes according to ~qn+1 =
1
2
∫
~c · ~c~cfSn d~ξ = (1− Pr) ~qn, where n indicates a point in time, and results in fS moving towards
fM as the overall relaxation process proceeds.
The simplied system of equations may then be written according to,
∂f
∂t
+ ~ξ · ∂f
∂~x
=
fS − f
τ
. (3.7)
With the aid of this system of equations, the evolution of a single species gas may by simulated
throughout the entire range of ow conditions. The denition of the relaxation time, and a means of
relating it to the ow regime, will be covered in the following sections.
3.4 non-dimensionalization
To simplify the equations somewhat, the non-dimensionalization of key parameters may be carried out.
We dene a characteristic length, L, and speed, Cref =
√
RTref . The characteristic time, tref = LCref ,
follows accordingly. A characteristic density, ρref , and temperature, Tref , are also required. The
characteristic length may be dened by a geometric feature or by the length scale of ow property
variations [12]. The non-dimensional variables may then be introduced as shown in Table 3.1.
Table 3.1: Non-dimensional quantities
~ˆx = ~x/L Spatial location ρˆ = ρ/ρref Density
~ˆξ = ~ξ/Cref Molecular velocity θ = T/Tref Temperature
~ˆΞ = ~Ξ/Cref Mean velocity ~ˆσ = ~σ/ρrefC2ref Stress
τˆ = τ/tref Relaxation time ~ˆq = ~q/ρrefC3ref Heat ux
gˆ = g/(ρref/C2ref) Reduced distribution hˆ = h/ρref Reduced distribution
The gˆ and hˆ shown in Table 3.1 give the reduced distribution functions that are introduced in
Sec. 3.7. All quantities from this point on, unless otherwise specied, will be in non-dimensional
form and the carats (ˆ ) will be omitted. It should also be noted that a portion of the later work makes
use of a reference speed that is given by Cref =
√
2RTref . This will be noted where appropriate.
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3.5 relaxation time and mean free path
The Chapman-Enskog solution of the BGK model [51] gives a relationship between viscosity and
dimensional relaxation time of,
µ = pτ, (3.8)
where p = ρRT is the dimensional pressure. The viscosity can be assumed [51] to follow a power
law dependence on temperature according to,
µ
µref
=
(
T
Tref
)ω
, (3.9)
where µref is the viscosity at a temperature of Tref , generally taken to be the free-stream condition.
The constant, ω, depends on the gas and may be found in reference texts [12, 51]. Given these two
relations it is possible to fully describe the evolution of a ow eld with the aid of Eq. (3.7). It is
desirable, however, to introduce Kn into the system of equations as a useful means of dening the
degree of rarefaction.
Using the non-dimensional variables, given in Table 3.1, Eq. (3.7) may be re-written according to,
∂f
∂t
+ ~ξ · ∂f
∂~x
=
ρθ1−ω
ϕ
(
fS − f) , (3.10)
where ϕ = µref/ρrefCrefLref . If a nominal reference mean-free-path is also dened according to,
λref =
Crefµref
pref
, (3.11)
then
ϕ =
λref
Lref
= Knref . (3.12)
A local channel Knudsen number may also be dened according to the expression for mean free
path given in Eq. (3.11),
KnL =
Knref
√
θL
wρL
, (3.13)
where w is the non-dimensional width of the channel and the subscript L denotes a local variable.
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Alternatives to the relationship between viscosity and mean free path may also be used with
equal validity. As the system of equations allows for any viscosity law it is possible to use µ − λ
relations given by common molecular models such as Hard Sphere (HS), Variable Hard Sphere (VHS)
or Variable Soft Sphere (VSS) resulting in expressions such as,
µref =
5
16
ρref
√
2piRTrefλref , (3.14)
ν =
1
τ
=
√
pi
2
8ρˆTˆ 1−ω
5Kn
, (3.15)
for the HS model [12]. This allows the matching of solutions that are obtained via alternative
methods such as DSMC.
3.6 velocity distribution approximation
By approximating the distribution function as a combination of Hermite polynomials, according to
the method of Shan et al. [104], it is possible to recover the moments of the distribution function up
to some arbitrary order, NH .
The rst step is the projection of the velocity space onto a truncated functional space spanned by
the orthogonal Hermite basis,
f
(
~x, ~ξ, t
)
≈ fNH
(
~x, ~ξ, t
)
= ω
(
~ξ
) NH∑
n=0
1
n!
a(n) (t) :H(n)
(
~ξ
)
,
whereH(n)
(
~ξ
)
is the n-th order Hermite polynomial tensor, ω
(
~ξ
)
is the weight function and
a(n) (t) is the coecient tensor. Note that the product a(n) :H(n) indicates full tensorial contraction.
These may be calculated according to,
H(n)
(
~ξ
)
=
(−1)(n)
ω
(
~ξ
) ∇nω (~ξ) ,
ω
(
~ξ
)
=
1
(2pi)
D/2
exp
(
−
~ξ · ~ξ
2
)
,
a(n) =
∫
fH(n)
(
~ξ
)
d~ξ,
where D is the dimensionality of the simulation. In this case D = 2 as the work being pursued is
two-dimensional.
As we are using the S-model distribution for our target distribution function, Eq. (3.6), the Maxwell
distribution, Eq. (3.4), can be projected onto the orthogonal Hermite polynomials and substituted
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back into Eq. (3.6). As the S-model equation is itself a polynomial in velocity this procedure simply
returns a higher order polynomial which may be used in place of the original exponential form. The
polynomial form of fM is given for completeness in Appendix A.
Note that this procedure is only used for the numerical method outlined in Sec. 4. The method
given in Sec. 5 does not use the polynomial approximation approach. The use of the polynomial
approximation is, for most purposes, a ‘drop-in’ replacement for the exponential form of the target
distribution and so is listed here as an alternative.
3.7 reduced distribution functions
The numerical methods described in this thesis are applied to two dimensional simulations by making
use of the following assumptions,
∂f
(
~x, ~ξ, t
)
∂z
= 0, (3.16)∫∫∫ ∞
−∞
wf
(
~x, ~ξ, t
)
d~ξ = 0, (3.17)
which state that the ow is two dimensional (2D) and that the mean velocity in the z direction is
zero.
To reduce the demand on computer resources, both storage and computation, the single distri-
bution function is split according to the procedure outlined by Chu [113]. By integrating out the w
velocity dependence,
g
(
~x, ~ξ, t
)
=
∫ ∞
−∞
f
(
x, ~ξ, t
)
dw, (3.18)
h
(
~x, ~ξ, t
)
=
∫ ∞
−∞
w2f
(
x, ~ξ, t
)
dw, (3.19)
the three dimensional Eq. 3.1 reduces to the simultaneous two dimensional equations:
∂g
∂t
+ ~ξ
∂g
∂~x
=ν
(
gS − g) , (3.20)
∂h
∂t
+ ~ξ
∂h
∂~x
=ν
(
hS − h) , (3.21)
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where
gS = gM
[
1− (Pr− 1) (~q · ~c) (~c · ~c− 4θ)
5θ3ρ
]
, (3.22)
hS = hM
[
1− (Pr− 1) (~q · ~c) (~c · ~c− 2θ)
5θ3ρ
]
, (3.23)
gM =
ρ
2piθ
exp
(
−~c · ~c
2θ
)
, (3.24)
hM = gMθ. (3.25)
Note that h is required to compute θ and ~q, which appear in the expression for gS , this can be
observed in Eq. (3.28) to Eq. (3.33). It should be noted that no assumptions further than Eqs. (3.16)
& (3.17) are made during this derivation. The expression gM may be replaced with the polynomial
approximation as described in Sec. 3.6 and outlined in Appendix A. From this point on, it should also
be noted that all vector quantities refer to only two spatial variables i.e. ~ξ = [u, v] and ~x = [x, y].
3.8 internal degrees of freedom
Up to this point we have assumed a monatomic gas. To eciently approximate gases with internal
degrees of freedom the method of Nie et al. [115] is implemented. In this section an overview of this
method is given.
Consider a gas with internal degrees of freedom where we have D dimensions for translational
motion and S internal degrees of freedom. Let ζi be the velocity, or angular velocity, and Ii be the
inertia, or moment of inertia, of the i-th internal degree of freedom where i = 1, . . . , S. Given these
denitions the energy of the system is given by the Hamiltonian,
H
(
~ξ, ~ζ
)
=
1
2
(
ρ~ξ · ~ξ +
S∑
i=1
Iiζ
2
i
)
.
We now ignore the variation along the coordinate space of each internal degree of freedom such
that we can write the single particle distribution as f = f
(
~x, ~ξ, ~ζ, t
)
. The expression for internal
energy density per mass, , is then given by,
ρ =
1
2
∫ ∞
−∞
f~c · ~c d~ξd~ζ + 1
2
∫ ∞
−∞
f
S∑
i=1
Iiζ
2
i d
~ξd~ζ.
We then reduce the dimensionality of the system, according to the procedure outline above in
Sec. 3.7, to arrive at two reduced distributions,
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g1
(
~ξ
)
=
∫ ∞
−∞
f
(
~ξ, ~ζ
)
d~ζ,
g2
(
~ξ
)
=
1
S
S∑
i=1
Ii
∫ ∞
−∞
ζ2i f
(
~ξ, ~ζ
)
d~ζ.
A number of assumptions are now made and are listed in the following;
1. We assume that we initially have three translational degrees of freedom, D = 3, but, for
problems which are homogeneous in one or more spatial dimension, some number, k, of these
are modelled as internal degrees of freedom. This leads to K = S + k and D = 3 − k. The
total number of degrees of freedom is then given by b = D +K . Following the assumptions
stated in Eqs. (3.16) & (3.17) we also assume;
a) The assumption of no gradient in these dimensions is stated according to ∂f
∂xj
= 0, j =
k + 1, . . . , 3.
b) These dimensions are also assumed to have zero mean velocity,
∫∞
−∞ ξjf d
~ξ = 0, j =
k + 1, . . . , 3.
2. We also assume that the distribution functions of all the true internal degrees of freedom
exactly follow the average distribution of the pseudo-internal distributions from assumption 1,
that is ∀i ∈ N : Ii = I = 1. This leads to the expression
∑K
i=1 Ii
∫∞
−∞ ζif d
~ζ = K
k
∑k
i=1 ζif d
~ζ .
These assumptions are intended to allow a simple approximation of the eect of internal degrees of
freedom without implementing more complex methods such as proposed by Rykov [159]. Following
these assumptions leads to the modication of the expressions for the reduced distributions as
follows,
g1
(
~ξ
)
=
∫ ∞
−∞
f
(
~ξ, ~ζ
)
d~ζ, (3.26)
g2
(
~ξ
)
=
1
k
k∑
i=1
∫ ∞
−∞
ζ2i f
(
~ξ, ~ζ
)
d~ζ. (3.27)
The expression for internal energy then becomes,
ρ =
1
2
∫ ∞
−∞
~c · ~c g1 d~ξ + K
2
∫ ∞
−∞
g2 d~ξ.
From inspection, and according to the assumptions stated previously, it can be seen that the total
number of degrees of freedom is equal to NDOF = S + 3. Given that γ = NDOF+2NDOF and K = S + k
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we can show that K = 5−k+γ(k−3)/γ−1. For two dimensional ows the number of pseudo internal
degrees of freedom is equal to one, k = 1, such that,
K =
4− 2γ
γ − 1 ,
and the form of the reduced distributions Eqs. (3.26) & (3.27) follows that of Eqs. (3.18) & (3.19)
such that g = g1 and h = g2.
It is now possible to specify the calculation of the various moments of interest:
ρ =
∫∫ ∞
−∞
g d~ξ, (3.28)
ρΞi =
∫∫ ∞
−∞
ξig d~ξ, (3.29)
bρθ =
∫∫ ∞
−∞
~c · ~cg +Kh d~ξ, (3.30)
p = ρθ, (3.31)
σij =
∫∫ ∞
−∞
ξiξjg d~ξ − ρ (ΞiΞj + δijθ) , (3.32)
qi =
1
2
∫∫ ∞
−∞
ξi
((
~ξi · ~ξj
)
g +Kh
)
d~ξ − Ξi
∫∫ ∞
−∞
ξiξjg d~ξ
− Ξj
∫∫ ∞
−∞
ξ2j g d
~ξ +
1
2
ρΞj
(
~Ξ · ~Ξ− bθ
)
. (3.33)
At this point we have a means of calculating the ow variables as functions of spatial variation. To
evolve these equations numerically it is desirable to re-formulate the problem as a discrete one. The
discretization of the Boltzmann equation can be performed in three dierent domains, the velocity
space, global coordinate space, and temporal space. The rst of these will be discussed in the next
section.
3.9 discretization
From here on, when referring to the distributions (g, h, gM , gS , and hS), it is understood that they
are restricted to the truncated subspace as shown in Sec. 3.7. To recover the moments the required
integrals may be calculated via numerical integration. This is performed by sampling the value of
the velocity distributions at prescribed velocities, ~ξa, and taking a weighted sum according to,
ρ =
d∑
a=1
wag
(
~ξa
)
ω
(
~ξa
) ,
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where d is the number of discrete velocities, wa are the corresponding quadrature weights and
ω (ξa) gives the weight calculated by the weight function. Provided a suitable set of ~ξa and wa are
chosen, such as given by a suciently high order Gauss-Hermite quadrature approach [112], then
the integral will be exact due to the polynomial nature of the velocity distributions.
To simplify matters the denition of g and h can be modied slightly according to,
ga (x, t) =
wag
(
x, ~ξa, t
)
ω
(
~ξa
) , a = 1, . . . , d,
ha (x, t) =
wah
(
x, ~ξa, t
)
ω
(
~ξa
) ,
then the integrals Eq. 3.28 to 3.33 become,
ρ =
d∑
a=1
ga, (3.34)
ρΞi =
d∑
a=1
ξa,iga, (3.35)
bρθ =
d∑
a=1
((
~ξa · ~ξa
)
ga +Kha
)
− ρ~Ξ · ~Ξ, (3.36)
τi,j =
d∑
a=1
ξa,iξa,jga − ρ (ΞiΞj + δijθ) , (3.37)
qi =
1
2
d∑
a=1
ξa,i
((
~ξa · ~ξa
)
ga +Kha
)
− Ξi
d∑
a=1
ξa,iξa,jga
− Ξj
d∑
a=1
ξ2a,jga +
1
2
ρΞj
(
~Ξ · ~Ξ− bθ
)
. (3.38)
While these equations above may be applied for any value of NH , a suciently large value of
NH must be used for the following condition to be true,
~qi =
1
2
d∑
a=1
~ca,i
(
(~ca · ~ca) gSa + hSa
)
=
1
2
∫
~ci ~c · ~cfSd~ξ. (3.39)
In this case it can be shown that for NH = 6 this condition is satised. Ideally the value of
NH would be very large to capture the greatest number of moments, however, this soon becomes
intractable and so the current value of NH = 6 is used throughout this thesis.
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The hyperbolic partial dierential equations with source terms, given in Eqs. 3.20 and 3.21, now
become a set of equations according to,
∂ga
∂t
+ ~ξa
∂ga
∂~x
=ν
(
gSa − ga
)
, (3.40)
∂ha
∂t
+ ~ξa
∂ha
∂~x
=ν
(
hSa − ha
)
. (3.41)
These equations are conservative provided an adequate quadrature scheme is chosen. The choice
of quadrature scheme will now be discussed.
3.9.1 Quadrature
The choice of quadrature scheme is a vital component of the method. Here we assume a Gauss-
Hermite method is applied, either an optimized selection of points as given by Stroud [112], or a
product rule formulation from a one dimensional rule. The Gaussian integral technique is analytically
correct when integrating a 1D polynomial of degree 2n − 1 using a 1D scheme with n sample
points [160]. By inspection it can be observed that Eq. (3.39) is integrating a polynomial of degree
12. According to the equation for number of points, given previously, we require 7 points for a 1D
rule and using a product rule therefore requires d = n2 = 49 points. Therefore, to fully recover the
moments of the distribution given in Eqs. (3.34) - (3.38) using a product rule, a quadrature scheme of
at least 49 points is required.
While this number of points is sucient for close to equilibrium conditions the ability of the
velocity lattice to capture thermal non-equilibrium eects increases with the number of quadrature
points. Therefore it is typically advisable to use as many points as is feasible. According to Meng and
Zhang [109] it is also advisable to select a quadrature rule with an even number of points. When an
odd number of points is used, and the product rule formulation is applied, then there will be a point
in the velocity lattice that has a velocity of zero. This inuences the dynamics of the system, as any
particle that is associated with that particular velocity point is unable to interact through the ux
procedure, due to the zero velocity.
For a scheme that does not use the polynomial based approximation to the equilibrium distribution,
as discussed in Sec. 3.6, it may be desirable to use alternative quadrature schemes. One such alternative
is the Newton-Cotes method which allows a customizable equi-spaced grid of discrete velocities.
This may be desirable for non-equilibrium ows where the velocity distribution function may be
discontinuous. The selection of quadrature scheme, and thereby the distribution of discrete velocities,
is typically carried out on a case by case basis. The primary concern is conservation, such that
mass momentum and energy are fully recovered (to within machine precision). This concern will
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dictate the range of discrete velocities as the velocity distribution must be fully captured within the
limits of the quadrature scheme. The distribution and number of velocities is then a balance between
computational concerns (memory and time) and a desire for a high resolution velocity grid. In general
terms the Gauss-Hermite approach is best for near equilibrium ows, where the high convergence
rate for a relatively low number of velocities is highly desirable, while the Newton-Cotes approach is
more appropriate for highly non-equilibrium conditions. The Newton-Cotes approach is also best
applied to low speed ows as maintaining a desirable resolution for the non-continuum conditions
imposes severe limitations on the spacing of the grid. This can then lead to very large numbers of
discrete velocities for high velocity ows.
3.9.2 Extending velocity support
As mentioned by Shan [104] DOM encounters diculties when the use of a global reference tem-
perature causes the non-dimensionalized velocity to exceed the bounds of the velocity lattice. To
ameliorate this situation it is possible to scale the reference temperature such that the apparent
ow velocity is within values specied by stability requirements. While this allows the simulation
of higher velocity, and temperature, ows it also reduces the apparent resolution of the velocity
discretization. Another approach is to simply increase the velocity lattice size until all velocities are
covered. The second approach, whilst more robust, also drastically increases the numerical load and
so a balanced approach is often required.
3.9.3 Regularization
The solution of the S-model equations may be achieved by decoupling into two components, these
being the linear advection and relaxation, given by,
∂f
∂t
=
∂f
∂t
∣∣∣∣
a
+
∂f
∂t
∣∣∣∣
r
, (3.42)
∂f
∂t
∣∣∣∣
a
= −~ξ · ∂f
∂~x
, (3.43)
∂f
∂t
∣∣∣∣
r
=
fS − f
τ
. (3.44)
When making use of the polynomial form of the distribution function, Sec. 3.6, the the advection
step can introduce higher order terms into the overall distribution function that are not supported
by the Hermite basis. This eect, while negligible when close to equilibrium, becomes pronounced
when the Knudsen number is large. Following the procedure outlined by Zhang et al. [105] the post
advection discrete distributions may be ltered according to,
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fa =
1
0!
2∑
i=1
d∑
b=1
H(o)i
(
~ξb
)
f ′bH(0)i
(
~ξa
)
+
1
1!
2∑
i=1
2∑
j=1
d∑
b=1
H(1)i,j
(
~ξb
)
f ′bH(1)j,i
(
~ξa
)
+
1
2!
2∑
i=1
2∑
j=1
2∑
k=1
d∑
b=1
H(2)i,j,k
(
~ξb
)
f ′bH(2)k,j,i
(
~ξa
)
+ . . . ,
where f ′b is the post advection discrete distribution and the series is applied up to the NH-th
term. This procedure is applied to ga and ha and essentially lters out all moments higher than those
supported by the truncated Hermite basis.
3.10 relaxation approximation validation
Given the approximation of the Boltzmann collision integral in Sec. 3.3 and the discretization
introduced in Sec. 3.9 the accuracy of these approximations may be veried. To perform this validation
a stationary and highly thermal non-equilibrium gas was relaxed towards local equilibrium using the
Shakhov model equation and the DSMC method. The trajectories of various moments of interest were
tracked over the course of the relaxation and the two approaches compared. The initial distribution
was a modied Maxwellian according to,
f =
f
M , ξx ≤ 0
0, ξx > 0
, (3.45)
with non-dimensional density and temperature of unity and a mean velocity of zero. This may
be observed in Fig. 3.1.
Figure 3.1: Initial and nal velocity distributions for the relaxation test.
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The relaxation procedure modies the initial distribution toward the nal distribution, shown in
Fig. 3.1, with non-zero mean velocity and temperature. This process follows the trajectory shown in
Fig. 3.2.
Figure 3.2: Relaxation trajectories of an initially non-equilibrium velocity distribution using the
Shakhov model and DSMC.
As shown in Fig. 3.2 the trajectories followed by the Shakhov model and the DSMC method
are both highly similar. The BGK model, on the other hand, follows the temperature prole of the
reference solution but does not perform anywhere near as well for the heat ux. The relaxation of
heat ux is a challenging test and the Shakhov model follows the trend of the DSMC solution quite
well with only a slight deviation in the initial stages. From these results the choice of the Shakhov
model as an accurate approximation to the full collision integral is supported.
3.11 non-adsorbing boundary conditions
For a PDE based method, the Boundary Conditions (BC) are of vital importance and the S-model
system of equations is no exception. The BCs implemented in this work are the specular, bounce-back,
fully diuse and Cercignani-Lampis (CL) models, which are shown schematically in Fig. 3.3.
The BCs may be expressed with the aid of a scattering kernel, R
(
~ξ′ → ~ξ
)
, that gives the proba-
bility that a molecule striking the boundary with velocity between ~ξ′ and ~ξ′ + d~ξ′ will be re-emitted
with velocity between ~ξ and ~ξ + d~ξ [157]. The velocity distribution at the boundary may then be
calculated according to,
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Figure 3.3: Schematic showing incoming and possible outgoing molecular trajectories depending on
type of boundary condition.
|~ξ · ~n|f
(
~ξ
)
=
∫
~ξ′·~n<0
|~ξ′ · ~n|R
(
~ξ′ → ~ξ
)
f
(
~ξ′
)
d~ξ′, (3.46)
where ~n is the normal of the boundary directed into the gas. If the boundary restitutes all
molecules (i.e. the boundary is non-absorbing and non-adsorbing) then the scattering kernel also
obeys the normalization condition,
∫
~ξ′·~n>0
R
(
~ξ′ → ~ξ
)
d~ξ = 1. (3.47)
To convert the three dimensional distribution given by Eq. (3.46) into two reduced distributions,
as required for two dimensional simulation, the same procedure performed in Sec. 3.7 is carried out.
In this way we derive g
(
~ξ
)
and h
(
~ξ
)
from f
(
~ξ
)
.
Specular reection
The specular reection BC is, as the name suggests, a condition whereby all incoming molecules to a
boundary are reected from the boundary with no change in speed and a reversal in momentum
normal to the wall. The reecting kernel in this case is given by,
R
(
~ξ′ → ~ξ
)
= δ
(
~ξ − ~ξ′ + 2~n
(
~n · ~ξ′
))
, (3.48)
where δ is the delta function. The emitted distributions are then,
g
(
~ξ
)
= g
(
~ξ′ − 2~n
(
~n · ~ξ′
))
, h
(
~ξ
)
= h
(
~ξ′ − 2~n
(
~n · ~ξ′
))
. (3.49)
The condition is akin to a reecting boundary and is commonly used as such to save on computa-
tional expense when planes of symmetry exist in the domain.
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Bounce-back
The bounce-back BC is the equivalent of the no-slip boundary commonly used in continuum ow
simulations. The ow is forced to have zero velocity, relative to the wall, at the boundary. In this case
the incoming molecule is ejected from the boundary on a reciprocal heading with the same speed
according to,
R
(
~ξ′ → ~ξ
)
= δ
(
~ξ′ + ~ξ
)
. (3.50)
The emitted distributions are then,
g
(
~ξ
)
= g
(
−~ξ′
)
, h
(
~ξ
)
= h
(
−~ξ′
)
. (3.51)
Diuse
The fully diuse boundary was originally proposed by Maxwell [52] and can, from a physical
perspective, be described as follows. The boundary is modeled as a collection of xed elastic spheres
which are suciently spaced that no one sphere shields another. This collection is also deep enough
that all incoming molecules must strike at least one sphere before being re-emitted into the ow.
Following from this arrangement the velocity distribution of the emitted molecules must follow that
of a gas that is in complete thermal and mechanical equilibrium with the boundary. This can be
described according to,
R
(
~ξ′ → ~ξ
)
= fM
(
~ξ, θw, ~Ξw
)
|~ξ · ~n|, (3.52)
where θw is the wall temperature and ~Ξw is the wall velocity. The emitted distributions are then,
g
(
~ξ
)
= gM
(
~ξ, ρw, θw, ~Ξw
)
, h
(
~ξ
)
= hM
(
~ξ, ρw, θw, ~Ξw
)
, (3.53)
where, to ensure mass conservation, ρw is given by,
ρw = −
√
2pi
θw
∫∫ ∞
−∞
~ξ · ~n− |~ξ · ~n|
2
g
(
~ξ′
)
d~ξ. (3.54)
Note that for Cref =
√
2RTref the factor
√
2pi/θw goes to 2
√
pi/θw.
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A slightly more complicated means of describing the boundary is by combining the specular and
diuse boundaries with some accommodation coecient, α, dening the split of specular and diuse
reection. This model is then given by,
R
(
~ξ′ → ~ξ
)
= (1− α) δ
(
~ξ − ~ξ′ + 2~n
(
~n · ~ξ′
))
+ αfM
(
~ξ, θw, ~Ξw
)
|~ξ · ~n|. (3.55)
Cercignani-Lampis
The specular-diuse BC is frequently used due to the simplicity of the model. However, when
comparing the accommodation coecients required to match experimental data for various ows,
they are found to vary signicantly depending on the ow [161]. From molecular beam experiments
it was found that the reected molecules from a surface followed lobular patterns and so Cercignani
and Lampis [121] proposed a scattering kernel that takes this into account. The kernel takes two
parameters, the normal,αn, and tangential,αt, accommodation coecients, and is described according
to,
R
(
~ξ′ → ~ξ
)
= Rn (ξ
′
1 · ~n→ ξ1 · ~n)Rt
(
ξ′2 · ~t→ ξ2 · ~t
)
Rt
(
ξ′3 · ~t→ ξ3 · ~t
)
, (3.56)
Rn (c
′ → c) = 2
αnθw
|c| I0
[
2
√
1− αn
αnθw
cc′
]
exp
[
−c
2 + (1− αn)c′2
αnθw
]
, (3.57)
Rt (c
′ → c) = 1√
piαt (2− αt) θw
exp
[
−(c− (1− αt) c
′)2
αt (2− αt) θw
]
, (3.58)
I0 (y) =
1
pi
∫ pi
0
exp (y cos θ) dθ, (3.59)
where ~t is a tangent to the boundary and I0 (y) is a Bessel function of the rst kind and zeroth
order. Note that in this case the reference velocity used is equal to
√
2RTref which corresponds to
Sec. 5 where this BC is used.
From this scattering kernel the two reduced distribution functions that are emitted from the wall
are,
J (f) =
∫∫
~ξ′·~n<0
∣∣∣∣∣~ξ′ · ~n~ξ · ~n
∣∣∣∣∣Rn (~ξ′ · ~n→ ~ξ · ~n)Rt (~ξ′ · ~t→ ~ξ · ~t) f (~ξ′) d~ξ′, (3.60)
g
(
~ξ
)
= J (g) , (3.61)
h
(
~ξ
)
= (1− αt)2 J (h) + αt
2
(2− αt) θwJ (g) . (3.62)
3.12. ADSORBING BOUNDARY CONDITION 45
3.12 adsorbing boundary condition
The BCs described thus far assume that the molecules impinging on the boundary are all restituted.
To investigate mas transfer to the boundary an alternative is required that allows adsorption of
molecules to a surface. To achieve this a model is adopted whereby incident molecules may be either
reected from the surface, according to any of the BCs listed in Sec. 3.11, or adsorbed. Once adsorbed,
the molecules are then desorbed after some time according to a wall centered Maxwellian distribution.
These two basic cases, reection and adsorption/desorption, may be seen in Fig. 3.4 where δt and ∆t
are periods of time that are, respectively, less than and on the order of the characteristic time of the
ow. It is also assumed that generally δt ∆t.
Figure 3.4: Schematic showing the simplied interaction of a gas molecule with a boundary.
Further simplifying assumptions are that there is no absorption, ∆t 6=∞, and no migration of
adsorbed molecules along the surface.
3.12.1 Surface coverage
Following the approach of Gobbert et al. [130] we assume that the adsorbed molecules form a layer
of at most one molecule thick and that the surface consists of a discrete number of sites on which
molecules may adsorb. This process may then be modelled according to the reversible reaction,
A+ v 
 Av, (3.63)
where A is a molecule and Av is the adsorbed A on site v. If the total concentration of surface
sites, v, is given by ST and SA is the concentration of adsorbed molecules, then the concentration of
vacant sites is given by ST − SA. The rate of the reversible reaction given above is then given by,
∂SA
∂t
= ka (ST − SA) m˙− kdSA, (3.64)
where ka and kd are the forward and backward reaction coecients and m˙ is the total ux of the
gas impinging on the surface given by,
m˙ =
∫∫ ∞
−∞
~ξ′ · ~n− |~ξ′ · ~n|
2
g
(
~ξ′
)
d~ξ′. (3.65)
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If we assume that the ratio of ka/kd is a constant then we can also make use of the Langmuir
isotherm (∂SA/∂t = 0) to obtain kd in terms of ka according to,
kd = ka
(
ST − SA,eq
SA,eq
)
m˙eq, (3.66)
where SA,eq and m˙eq are the equilibrium surface coverage and mass ux respectively. Furthermore,
introducing an expression for fractional surface coverage,
ϑA =
SA
ST
, ϑ ∈ [0, 1] , (3.67)
ϑeq =
SA,eq
ST
, ϑeq ∈ [0, 1] , (3.68)
leads to the Langmuir isotherm being expressed according to,
ϑeq =
bp
1 + bp
, (3.69)
where p is the gas pressure at the surface and b is constant that is a function of adsorption energy.
By adopting a reference ux, m˙ref = Crefρref , we can non-dimensionalize the adsorption equations.
The coecients can be dened according to,
γa = STka, γa ≥ 0, (3.70)
γd =
ST
m˙ref
kd, γd ≥ 0, (3.71)
= γa
(
1
ϑeq
− 1
)
m˙eq
m˙ref
, (3.72)
resulting in a reaction rate of,
Rˆ = γa (1− ϑA) m˙eq
m˙ref
− γdϑA = m˙eq
m˙ref
γa
(
1− ϑA
ϑeq
)
. (3.73)
The mass ux adsorbed by the wall is governed by the fraction γa (1− ϑA). The mass ux desorbed by
the wall is given by γdϑA. The total mass ux out of the wall is equal to m˙eqm˙ref (1− γa (1− ϑA))+γdϑA,
which is the sum of the reected and desorbed quantities. To update the value of ϑA the following
dierential equation is used
∂ϑA
∂t
=
m˙reft∞
ST
Rˆ. (3.74)
(3.75)
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Equilibrium coverage may then be specied for particular surface conditions and the system
will drive towards the instantaneous local equilibrium as desired. By updating the surface coverage
fraction on each surface segment in the simulation domain it is possible to calculate the adsorbed,
desorbed and reected ux for that segment at each time step. In this manner a simple adsorbing BC
following the Langmuir reaction rate equation may be specied.
3.12.2 Adsorption probability
To account for the dierent adsorption characteristics of molecules impinging upon the adsorbing
surface a velocity dependent adsorption probability is adopted. According to Bond and Struchtrup
[131] a molecule with high wall-normal velocity has a higher adsorption probability whilst a high
wall temperature reduces this probability. On the other hand, a high tangential velocity is assumed to
impede adsorption, due to the increased chance of molecules deecting o of the surface. Following
a modied form of the expression for adsorption probability given by Tsuruta et al. [132] the overall
adsorption probability is then given by,
kn = 1− βn exp
−
∣∣∣~n · ~ξ′∣∣∣2
θw
 , 0 ≤ βn ≤ 1, (3.76)
kt = 1− βt
1− exp
−
∣∣∣~t · ~ξ′∣∣∣2
θw

 , 0 ≤ βt ≤ 1, (3.77)
kξ = knkt. (3.78)
Plots of the probability of adsorption due to normal and tangential velocities may be seen in Fig.
3.5 where the wall temperature is a constant.
The molecular ux ‘seen’ by the surface is then given by
m˙ =
∫∫ ∞
−∞
~ξ′ · ~n− |~ξ′ · ~n|
2
kξg
(
~ξ′
)
d~ξ′. (3.79)
3.13 summary
In this chapter the underlying equations and concepts for applying the kinetic equations of Boltzmann
and others have been outlined. The Boltzmann equation and its basis, the velocity distribution
function, were introduced along with the integrals required to recover macroscopic quantities
of interest from the distribution. The collision integral was also introduced along with a greatly
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(a) βt = 0 (b) βn = 0
Figure 3.5: Plot of kξ for θw = 1
simplied model equation in the form of the BGK equation. An extended form of this model was
then shown with the S-model equation which allows for exible Pr. A key component of the model
equations is the relaxation rate, which was also specied. Further modications to the system of
equations were then introduced with the approximation of the velocity distribution with Hermite
polynomials and then further with reduction to a two-dimensional set of equations. The addition of
internal degrees of freedom handling increases the applicability of the method to non-monatomic
gases albeit with only approximate physics. The nal step before implementation in a numerical
setting was then covered with the discretization of the given system of equations and the means of
negating the eects thereof with regularization.
As the relaxation of the distribution function determines the physical eects experienced in the
ow the approach introduced was validated against alternative numerical results. This validation
takes into account all of the approximate methods introduced and showed close agreement with the
reference solution. Details related to the imposition of boundaries on the ow were also introduced,
with a range of boundary conditions outlined. These range from the straightforward reecting BC
to more complex conditions involving asymmetric reection of gas molecules and adsorption by
the boundary. This section has therefore provided a brief overview of the techniques that will be
implemented in a numerical setting throughout the following chapters.
4KINETIC ARBITRARY ORDER SOLVER
“In all chaos there is a cosmos, in all disorder a
secret order.”
—Carl Jung
High order numerical methods in CFD applications have many potential benets due to their
ability to deliver higher accuracy with lower cost when compared to lower order methods [162].
High order in this case refers to being of third-order or higher where the order of the method is
given by the index k when the solution error, , is proportional to the cell spacing, h, according to
 ∝ hk. In this section, a new high order numerical method is presented that solves the S-model
kinetic equations using arbitrary order polynomial approximations. The method will henceforth be
referred to as the Kinetic Arbitrary Order Solver (KAOS).
4.1 numerical method
According to the decoupling of the S-model equations, shown in Sec. 3.9.3, it is possible to solve
the S-model system of equations according to the two processes of advection and relaxation. As
each of these processes may be treated independently, and are dierent in nature, each process will
be examined in isolation. The advection process may be performed according to many dierent
numerical procedures but in this case is implemented according to the CFA method of Latorre et al.
[150].
4.1.1 Spatial discretization and advection
Recently Latorre et al. [150] has developed an explicit means of approximating the linear advection
equation using piece-wise Legendre polynomials. In this method a ‘true-direction’ ux [163] is
performed with the polynomial approximation in each cell being of arbitrary order. This section is
intended to give a brief outline of the method and to introduce some of the key concepts.
We assume that we have a rectilinear two dimensional simulation domain, x′ ∈ [x′start, x′end] and
y′ ∈ [y′start, y′end], made up of a number of cells, (M,N), with arbitrary cell size, ∆x′i and ∆y′j , where
(i, j) = 1, . . . , (M,N). Then the transformations from the global coordinate system, (x′, y′), to cell
local coordinates, (x, y) ∈ [−1, 1], and back, are accomplished by,
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x (x′, i) = 2
(
x′ − x′i
x′i+1 − x′i
)
− 1, (4.1)
x′ (x, i) =
x+ 1
2
(
x′i+1 − x′i
)
+ x′i, (4.2)
where x′i and x′i+1 are the cell edge values of the i-th cell in the global coordinate system. The
same can be done for the y value in the j direction. If there is an initial distribution z (x′, y′) of one
of the discrete distributions (ga or ha, Sec. 3.9) then it can also be expressed in terms of the cell local
coordinate system,
zi,j (x, y) = z (x
′ (x, i) , y′ (y, j)) .
An approximation of zi,j can be expressed as a weighted sum of Legendre polynomials up to
some order NL according to,
pi,j (x, y) =
NL∑
m=1
NL∑
n=1
bi,j,m,nLm (x)Ln (y) ≈ zi,j (x, y) ,
bi,j,m,n =
(2m− 1) (2n− 1)
4
∫∫ 1
−1
zi,j (x, y)Lm (x)Ln (y) d~x, (4.3)
where Lm (x) and Ln (y) are the m and n-th order Legendre polynomials respectively and bi,j is
the square matrix, of size NL×NL, of coecients. This matrix contains the information required for
the polynomial approximation of cell (i, j). Of note is the fact that bi,j,1,1 carries the mean value of
the distribution in cell (i, j).
The discrete distribution value from the Boltzmann equation can now be expressed in each cell
as a weighted sum of the Legendre polynomials. If the piece-wise functional approximations were to
be advected exactly, the situation shown in the second panel of Fig. 4.1, for a 1D example, would be
true, giving the expression,
z˜ (x′, y′, t+ ∆t) = z (x′ − ηx∆t, y′ − ηy∆t, t) , (4.4)
where ηx is the advection velocity in the x direction. In the context of a discrete distribution, ga,
~η = [ηx, ηy] would be equal to ~ξa.
In two dimensions this equates to mapping rectangular sections of neighboring cells onto the
current cell’s basis, and ‘shifting’ a section of the current cell, this can be seen in Fig. 4.2.
To enforce stability ∆t is calculated based on the global CFL condition given by,
cg =
max (|ηx|, |ηy|) ∆t
min (∆x′,∆y′) ≤ 1, (4.5)
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Figure 4.1: Initial distribution, exact advected solution and nal approximate solution (–) after
remapping the exact solution (- -) onto the local polynomial basis. This gure is illustrative only.
Figure 4.2: Mapping from up-wind cells onto the current cell, (i, j), for a positive advection velocity.
Each shaded region in the up-wind cell is mapped onto the corresponding region in cell (i, j). The
region outlined with dashed lines in the (i, j) cell is mapped onto the unshaded region of cell (i, j).
where min (∆x′,∆y′) returns the smallest cell side length in either x or y.
To calculate the updated polynomial coecients, bt+∆t(i,j),(m,n), we make use of the following expres-
sion
bt+∆t(i,j),(m,n) =
4∑
s=1
NL∑
k=1
NL∑
l=1
bt(i+∆i,j+∆j),(k,l)Tm,k (αm, βm, γm, σm)Tn,l (αn, βn, γn, σn) , (4.6)
where for advection in a positive direction the values of ∆i and ∆j are given in Table B.1a and
α, β, γ and σ are given in Table B.2. For linear advection in dierent directions Tables B.3 - B.5
in Appendix B provide the correct coecients. The resulting equations dier slightly from those
provided in the original reference as this implementation allows for non-uniform grid spacing. The
matrix T is dened according to,
Ti,j (α, β, γ, σ) =
2i− 1
2
min(i,j)∑
n=1
α
2
2n− 1Ai,n (α, β)Aj,n (γ, σ) , (4.7)
where matrix A is solved for using the following relation,
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Li (ax+ b) =
NL∑
n=1
Ai,n (a, b)Ln (x) ,
The analytical expression for Ti,j , for NL = 4, can be found in Appendix C. The method is
extendable to arbitrary polynomial order as well as to higher, and lower, dimensions. A direct
application of this general method is possible to the system of equations Eqs. (3.40) & (3.41). In each
cell, (i, j), of an arbitrarily spaced rectilinear grid we represent the value of the discrete distribution
point values, ga and ha, as a function of the local spatial coordinates. The quantity that is stored by
the numerical method is the Legendre polynomial coecient tensor, ba, such that in each cell we
have d coecient tensors. This is shown in Eqs. (4.8) & (4.9) below,
gi,j,a (x, y) =
NL∑
m=1
NL∑
n=1
bgi,j,a,m,nLm (x)Ln (y) , (4.8)
hi,j,a (x, y) =
NL∑
m=1
NL∑
n=1
bhi,j,a,m,nLm (x)Ln (y) . (4.9)
According to this method an arbitrary spatial discretization order, NL, can be selected. Results
from tests by Latorre et al. show that for a desired accuracy it is more computationally ecient to
use a higher order polynomial than to increase the number of cells [150].
It should also be noted that no eort is made to modify the solution in order to avoid oscillations.
To obtain smooth solutions therefore requires the value of NL and/or the spatial resolution to be
suciently high in order to recover the internal structure of any oscillation inducing ow features.
Co-location advection
There are two means of representing the polynomial based representation of the distributions
within each cell. The rst of these is presented above where a coecient matrix is used. The
second is by storing a matrix of function values at co-location points located at abscissas dened by
Gauss-Legendre numerical integration. It is then possible to re-calculate the polynomial coecients
according to,
bi,j,m,n =
(2m− 1) (2n− 1)
2
NQ∑
m=1
NQ∑
n=1
wm,nfi,j,a (xm, yn)Ln (xm)Ln (yn) , (4.10)
where NQ is the number of quadrature points and wm,n is the weight corresponding to the
(m,n)-th co-location point. The degree of the quadrature required, and therefore the number of
points, NQ, depends on the order of the Legendre polynomials, NL, and can be calculated in a similar
manner to that given in Sec. 3.9.1.
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Using this approach the process to update the polynomial representation in a cell is to update
the value of each co-location point. Given an advection velocity the updated value of co-location
point at ~x′ is the value at the oset location f
(
~x′ − ~ξ∆t
)
. This may be observed schematically in
Fig. 4.3. A further complication, however, is that if the stencil overlaps any cell boundaries then
sub-stencils within each cell must be used of the same order as the original stencil. This is due to the
discontinuous nature of the polynomials across boundaries.
Figure 4.3: Updating co-location point values for a positive advection velocity.
This methodology is used when the boundary of the ow domain is convex, such as shown in
Appendix D, where the exibility of this approach allows for non-line-of-sight advection.
4.2 relaxation
Given the method described above for spatial discretization, ga and ha, for all a, are described in
terms of spatial coordinate (x, y) in each cell. Therefore, all components of the relaxation operator
are dened in terms of spatial coordinates according to,
νi,j (x, y) =
√
pi
2
8ρi,j (x, y)
5Kn
θi,j (x, y) ,
gri,j,a (x, y) =
1
νi,j (x, y)
(
gSi,j,a (x, y)− gi,j,a (x, y)
)
,
hri,j,a (x, y) =
1
νi,j (x, y)
(
hSi,j,a (x, y)− hi,j,a (x, y)
)
.
To generate an updated coecient tensor for ga and ha, following the relaxation step, it is a simple
matter to apply Eq. (4.3) to the above equations for gr and hr. As these equations are polynomials it is
possible to perform this operation numerically whilst maintaining the full order of the approximation
with no loss of conservation according to,
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bg+i,j,m,n =
(2m− 1) (2n− 1)
2
NQ∑
m=1
NQ∑
n=1
wm,ng
r
i,j,a (xm, yn)Ln (xm)Ln (yn) , (4.11)
bh+i,j,m,n =
(2m− 1) (2n− 1)
2
NQ∑
m=1
NQ∑
n=1
wm,nh
r
i,j,a (xm, yn)Ln (xm)Ln (yn) . (4.12)
To implement this operation requires the following series of operations.
1. Evaluate ga and ha, from their respective coecient tensors, Eq. (4.8) & (4.9), at each quadrature
point (xm, yn).
2. At each point calculate the moments of the distribution according to Eqs. (3.34)-(3.38). From
these calculate the equilibrium distributions, Eq. (3.22) & (3.23), the relaxation time, Eq. (3.8),
and relax the sampled value of ga and ha according to Eq. (3.5).
3. We then use Eqs. (4.11) & (4.12) to calculate the updated, relaxed, coecient tensors for the
current cell.
In this manner the discrete distributions are relaxed in an eectively continuous manner over
the entire domain.
4.3 boundary conditions
The boundary schemes developed for this method have been designed to make use of the high order
information available and are outlined in the following subsections. There are two approaches used
to calculate the quantities that are to be uxed back into the domain. The rst of these assumes
innite plane boundaries and is directly linked to the means of calculating the uxes in the interior.
The second approach is more numerical in nature while allowing general boundary congurations.
4.3.1 Specular reection & bounce back wall
The specular reection boundary condition requires the reection of all incoming velocities as
specied in Sec. 3.11. This is accomplished with ghost cells that mirror the high order interior
cell representations of ga and ha in both physical and velocity space about the domain boundary.
Conservation is enforced continuously in space and time as the overall velocity distribution is
mirrored as shown in the rst panel of Fig. 4.4. To introduce a bounce-back boundary condition, see
Sec. 3.11, requires the same mirroring operations as for the specular case with the addition of an
extra reection of the velocity space about the plane perpendicular to the interface. This enforces the
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complete transfer of tangential momentum from the gas to the wall at the interface. Both of these
approaches are shown schematically in Fig. 4.4.
Figure 4.4: Manipulation of the distribution in physical and velocity space. Specular reection and
bounce back wall boundary conditions.
While this approach works admirably for situations involving innite plane boundaries the
introduction of a corner invalidates this approach. To cover this situation an alternative method is
implemented using the co-location approach presented in Sec. 4.1.1. The process used is described in
Appendix D.
The specular and bounce-back boundary conditions allow the overall numerical method to
operate at the specied order of convergence of the interior method.
4.3.2 Diuse reection
The diuse reection boundary condition requires that all ux out of the wall is in an equilibrium
state dened by the temperature and velocity of the wall while preserving conservation of mass.
This is achieved with the following procedure.
1. Firstly, the interior discrete distributions, ga (~x), are reected about the wall and loaded into
the ghost cell.
2. The total mass ux out of the ghost cell over the next time step, mnon−eq, is then calculated
based on the mirrored ghost distributions. The distribution of density, within the ghost cell, is
also calculated from a summation of all the discrete distributions giving a density map ρ (~x).
3. Each ga and ha in the ghost cell is then re-calculated according to the Maxwellian distribution
dened by the wall temperature and velocity and the spatial density map.
4. A new measure of the ux out of the ghost cell, meq, is then calculated based on these updated,
equilibrium, discrete distributions.
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5. By comparing the total mass uxes from the ghost cell into the ow domain, α = mnon−eq/meq,
calculated from the non-equilibrium and equilibrium distributions, the value of all ga and ha
are uniformly scaled, by α, to enforce mass conservation.
This procedure uses the high-order information available in the cell but is, unfortunately, only
rst order accurate. For non-innite plane walls the procedures outlined in Appendix D may be used.
4.4 validation
The analysis of the numerical method is a challenging undertaking as there are, to the authors
knowledge, no existing analytical solutions to the system of equations that are being solved. This
necessitates the use of solutions to other systems of equations that the current method approaches
when applied in certain ow regimes. These include the Euler equations for the inviscid limit, the
NSF equations, with velocity slip and temperature jump conditions, for near equilibrium ows and
DSMC as well as Unied Gas Kinetic Scheme (UGKS) for thermal non-equilibrium conditions. The
numerical method was subjected to a variety of tests with comparison to these independent solutions,
which will be discussed in this section.
All solutions shown here are calculated using discrete velocities dened by product rule Gauss-
Hermite quadrature. As mentioned in Sec. 2.4.2 the polynomial approximate for the equilibrium
distribution is truncated at NH = 6. The time step was limited according to the smallest of either an
advection CFL condition or by some fraction of the relaxation time determined by the CFL number.
The relaxation time is limited to ∆t ≤ ν with time stepping according to 3rd order time integration.
The gas and reference properties used in these simulations are listed with the results.
4.4.1 Riemann problems
The Riemann, or shock tube, problem can be characterized as a simulation of the unsteady interaction
of gases at dierent states initially separated by a diaphragm as shown in Fig. 4.5. The diaphragm is
instantaneously ruptured and the ow evolves over time. In the following sections results with the
current method are compared to solutions by the Euler equations and DSMC method for 1D cases
and to solutions using the Euler equations, and the UGKS, for a 2D case.
Figure 4.5: Typical Riemann problem domain.
The numerical domain was dened with all reecting boundaries such that the ow could be
investigated without the added complication of boundary eects.
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One dimensional cases
The rst shock tube problems solved were 1D with the Sod problem performed for various values of
Kn. The Sod problem is characterized by the initial gas properties,
(ρ, T, U) =
1, 1, 0 0 ≤ x ≤
L
2
1
8
, 8
10
, 0 L
2
< x ≤ L
. (4.13)
The reference properties and simulation parameters are given in Table 4.1. The number of cells
along each axis of the Cartesian grid system are given by Nx and Ny . The velocities used to discretize
velocity space, as dened in Sec. 3.9.1, are described by variable d. The spatial order of the method
is dened by NL as described in Sec. 4.1.1 and was selected based on the eort to fully capture the
shock structure in the simulation. Using a lower NL requires a greater number of cells to be used and
is therefore less ecient [150]. It should also be noted that Pr and ω are listed in Table 4.1 as they are
required by the numerical method. These parameters are not required, and indeed are meaningless,
in the context of the Euler solution.
Table 4.1: Sod shock tube simulation properties.
Nx ×Ny 100× 2 Lref 1m Pr 2/3
NL 8 Tref 273K γ 5/3
d 8× 8 ρref 1kg/m3 ω 0.81
R 208J/kgK
The simulation was terminated at a time of tnal = 0.1 and compared to the Euler solution in
Fig. 4.6. For this caseKn = 1 × 10−4 and it may be observed that the solution obtained via KAOS
approaches the exact solution of the Euler equations. It is expected that with increased spatial and
temporal resolution the KAOS solution will approach the Euler solution as Kn approaches zero.
The velocity plot shown in Fig. 4.6, and with closer detail in Fig. 4.7, displays a small deviation
from the Euler solution at the contact surface between State I and State II. This apparent discrepancy
is due to the kinetic nature of solver and has been observed in solutions of Riemann problems by
alternative DOM solutions and by the DSMC method [164]. The Sod problem was solved for varying
grid resolution and time step to demonstrate the non-numerical nature of the eect with results
shown in Fig. 4.7. The proles shown indicate that increasing cell resolution has no visible eect on
the phenomenon whilst varying the time step appears to increase the numerical methods ability to
capture the deviation from the Euler solution.
An explanation for the deviation in velocity prole may be made on the basis of the kinetic
nature of the ow. If we examine a point on the interface between the gases in State I and State
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Figure 4.6: Sod problem for Kn = 1× 10−4.
Figure 4.7: Close view of velocity prole for the Sod problem, Kn = 1 × 10−4. Markers used as
identication only and do not represent cell locations.
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II then the velocity distribution of the gas that will pass that point, in either direction, over some
innitesimal time period will form a split distribution showing the characteristics of both gas states.
The nal, combined, distribution will then have a non-zero mean velocity due to the asymmetric
velocity distribution. This may be observed in Fig. 4.8. This non-zero mean velocity is shown in Fig.
4.6. As time progresses the gas states across the interface equilibriate and so the velocity perturbation
subsides towards the mean velocity. As Kn increases the velocity perturbation eect is strengthened
due to the longer length scales required for full relaxation to occur.
Figure 4.8: Interface distribution for Riemann problems. In this schematic State I & II represent the
relative ratios of ρ and T as given in Eq. (4.13). Combined distribution has non-zero mean velocity.
The eect of increasing Kn on the temperature prole may be observed in Fig. 4.9 where Kn was
varied according to 1× 10−4 ≤ Kn ≤ 1× 10−1. Note that in this gure the limiting solution, where
Kn =∞, was solved using a numerical model that tracks a representative quantity of free-streaming
molecules similar to the DSMC procedure. Individual translational temperatures, as opposed to the
combined temperature, are shown in Fig. 4.10. The transition from continuum, inviscid like, behaviour
to fully rareed ow is clear with ow features becoming diused over increasing distances. The
variation in translational temperatures also shows the ability of the method to capture rareed ow
behaviour.
The Sod problem thus far discussed has shown that KAOS is able to approach the Euler solution
in the inviscid limit and trends towards the approximate solution of free-streaming molecules in the
free-molecular limit. It is also of interest to investigate the behaviour of the method at intermediate
values of Kn. For this purpose KAOS was compared to two further shock tube problems that have
been solved using Bird’s [12] DSMC method.
The DSMC simulation results were provided by Macrossan [165]. The collision operator was
modeled in DSMC using the standard VHS collision model, for which the theoretical viscosity matches
that in Eq. (3.8). The simulation domain consisted of one dimensional cells with uniform cell width,
∆x. Cell width was determined by the highest density region of the ow where ∆x < λ/3. The time
step was also kept small based on the minimum mean free time of the ow. Weighting factors were
not used such that the number of particles in each cell was proportional to the density. A minimum
particle per cell count of 14 was maintained throughout the ow. Repeat trials were performed with
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Figure 4.9: Solutions for Sod problem over a range of Kn. For Kn = 0.0001 the cell distribution given
by Ncells = 100× 2. For Kn ≥ 0.001 the cell distribution is given by Ncells = 24× 2.
Figure 4.10: Translational temperatures for the Sod problem over a range of Kn. For legend see Fig.
4.9
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a dierent sequence of random numbers for each trial. Ensemble averages were built up in each cell
of at least 5× 106 DSMC particles giving 5× 106/14 ≈ 3.57× 105 trials.
The rst case, shock tube A, was dened according to,
(ρ, U, T ) =

5
6
, 0, 6
5
0 ≤ x ≤ L
2
1, 0, 1 L
2
< x ≤ L
,
with results shown in Fig. 4.11 where the same reference conditions given in Table 4.1 were used.
This condition was used to demonstrate diusion across an interface with zero pressure gradient.
The second case, shock tube B, was dened according to,
(ρ, U, T ) =
1, 0, 5 0 ≤ x ≤
L
2
1, 0, 1 L
2
< x ≤ L
,
with results shown in Fig. 4.12.
The end times of the simulations were set to t = 5.75λR/c¯R and t = 17.98λR/c¯R, respectively,
where λR is the mean free path of the initial condition for x > L/2, and c¯R =
√
8RTR/pi is the
corresponding mean thermal speed. A smoothly varying non-uniform cell distribution of (Nx, Ny) =
(24, 2) was used for the KAOS simulations with a concentration of cells about the initial interface.
For case A the cell width ratio, widthx=0/widthx=L/2, was 39.8 while for case B the ratio was 1.72. To be
consistent Kn was dened according to the length of the channel giving Kn = 1/100 and Kn = 1/150
for cases A and B respectively.
The non-equilibrium ow structures captured by the DSMC method are also captured by this
method with signicant ow features spanning on the order of ten mean free path lengths. The
current method lies within the scatter of the DSMC result for a majority of the solution space with
L2 error norms giving an error percentage less than 1% for all results displayed in Fig. 4.11 and Fig.
4.12. The only clear discrepancy may be observed in case B where the translational temperature in x
undershoots the DSMC data to the left of the shock. This is accompanied by a slight overshoot in
mean velocity in the same region.
The temperature distribution for the out of plane degree of freedom, Tz , is compared to the
contribution to the overall temperature due to the h distribution in Figs. 4.11b & 4.12b. It is shown in
these plots that the current method is able to adequately capture the prole of the z component of
thermal motion for a monatomic gas. For simulations with internal degrees of freedom the reader is
referred to Sec. 4.4.1 and Sec. 3.8.
62 CHAPTER 4. KINETIC ARBITRARY ORDER SOLVER
(a) Macroscopic properties
(b) Translational temperatures
Figure 4.11: Comparison of shock tube A results to DSMC, at time tnal = 5.75λR/c¯R
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(a) Macroscopic properties
(b) Translational temperatures
Figure 4.12: Comparison of shock tube B results to DSMC, at time t = 17.98λR/c¯R.
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In general, this solution displays the interior solution of the method to be consistent with the
DSMC solution and indicates that the model Boltzmann equation and the associated implementation
is applicable in the rareed regime.
Velocity lattice and accuracy
The velocity space discretization is expected to aect the accuracy of the model, as discussed by
Meng and Zhang [108]. This can be observed for shock tube case A, see Fig. 4.13, where four dierent
velocity lattices were chosen while all other parameters remained constant. The presence of a zero
velocity point for d = 7 × 7 causes a signicant portion of the velocity distribution to have a
limited role in the relaxation process. This retards the change of the spatial density distribution from
discontinuous to continuous at the initial interface location and so gives the discontinuity at x/λR = 0
shown in Fig. 4.13. The result when using an increased number of velocities does not show this
marked discontinuity. As the number of velocities increases, the current results follow the DSMC
result much more closely, although there is little dierence for d > 9× 9.
The eect of a lower number of points in the velocity lattice can also be observed around
the location of peak density and velocity. In this area the larger than minimum velocity lattices
display a smooth gradient transition with only a slight overshoot of the, relatively noisy, DSMC
data. The minimum velocity lattice, however, shows signicant oscillation throughout the magnied
region shown in panel C of Fig. 4.13. These oscillations do not dissipate when using a ner spatial
discretization, in fact their frequency increases, showing that this eect is primarily due to the
velocity lattice used.
The eect of NL, the spatial discretization order, on the solutions shown in Fig. 4.13 was also
investigated. The value of NL was decreased such that 2 ≤ NL ≤ 8 while the eects shown in
subplots B and C were noted. The discontinuity at x/λR = 0 for d = 7× 7 was maintained for the
full range of NL. For d > 7× 7 there was no discernible change around x/λR = 0 as NL was varied.
The oscillations around the peak density, shown in subplot C, marginally increased with decreasing
NL. Overall the eect of NL for this test case was shown to be minimal although the spatial order
was seen to mask the deciencies of the velocity lattice to some degree. Note that these results are
not shown in graphical form.
From these results it can be stated that the observations of Meng and Zhang [108] have been
substantiated for the present shock tube case. Therefore, a greater number of points than the minimum
requirement in the velocity lattice is preferable, even though full recovery of all moments up to the
heat ux is guaranteed with the minimum lattice.
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(a) Shock tube A
(b) Inset B (c) Inset C
Figure 4.13: Shock tube A results with eect of varying the velocity lattice on density distribution.
Panels A and B show magnied regions of main panel. Note the discontinuous nature of the spatial
distribution at the cell boundary, x/λR = 0.
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Two dimensional Riemann problems
While the one dimensional Riemann problems discussed thus far provide useful insight into the
operation of the current method, the two dimensional Riemann problems proposed by Lax and Liu
[166] allow comparison with more complex multi-dimensional ow elds. The reference conditions
for the simulations are given in Table 4.2. The initial condition for the Lax and Liu test case consists
of the unit square partitioned into four equal sized zones, as shown in Fig. 4.14, with the mean ow
variables given for each zone in Table 4.3. The boundary conditions extrapolate the edge data of the
boundary cells, normal to the wall, such that there is zero gradient at the wall.
Table 4.2: Lax and Liu simulation properties
Nx ×Ny 176× 176 Lref 1m Pr 2/3
NL 4 Tref 273K γ 7/5
d 8× 8 ρref 1kg/m3 ω 0.67
R 287J/kgK
Figure 4.14: Lax and Liu [166] zones with numbering for initial conditions shown in Table 4.3
Table 4.3: Lax and Liu initial conditions
Case Zone ρ p U V
11
1 1 1 0.1 0
2 0.5313 0.4 0.8276 0
3 0.8 0.4 0.1 0
4 0.5313 0.4 0.1 0.7276
15
1 1 1 0.1 -0.3
2 0.5197 0.4 -0.6259 -0.3
3 0.8 0.4 0.1 -0.3
4 0.5313 0.4 0.1 0.4276
The solutions given by the current method, for Kn = 10−4, are compared to the Euler results
by Lax and Liu in Fig. 4.16. These congurations display complex features which are mostly well
captured by the current method. The ‘horns’ found on the density contours in the expansion region
(zone 1) of Fig. 4.16a, that are aligned with the initial discontinuities, are noticeably absent in the
current results. These results are obtained for a ratio of specic heats of 1.4 which necessitates the
use of internal degrees of freedom. The solution comparison shows that all features align at the
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(a) Conguration 11 (b) Conguration 15
Figure 4.15: Density plot of initial conditions for the Lax and Liu test cases outlined in Table 4.3.
Arrows show initial vector direction.
specied time indicating that key parameters, such as sound speed, are calculated correctly for this
continuum solution.
To investigate the method under more rareed these conditions are also simulated with compari-
son to a solution by the UGKS [138] which will be described in detail in Sec. 5. For this case the gas
simulated is a monatomic gas with a Maxwellian molecular model according to the properties listed
in Table 4.4. It should be noted that the cell resolution and velocity lattice of the two methods do not
coincide due to UGKS not using the same style of discretization in physical and velocity space.
Table 4.4: Simulation properties for moderate Kn Lax and Liu simulation
KAOS UGKS Lref 1m Pr 2/3
Nx ×Ny 48× 48 100× 100 ρref 1kg/m3 ω 1
d 8× 8 28× 28 Tref 273K γ 5/3
NL 4 - R 208J/kgK
This comparison is shown in Fig. 4.17 where it may be seen that the gross features are captured
by the current method, however, the ner details indicate higher dissipation with interface widths
being broader and oscillations in contour lines being less severe. The density contours align closely
with the reference solution in areas of high gradient. In areas of low gradient, where small dierences
between the solutions are magnied, the present method maintains the features of the ow with
greater apparent dissipation. The similarity of results supports the usefulness of the current method
in the transitional regime.
4.4.2 Variable specic heat ratio & diuse wall
To verify the accuracy of the method when simulating ows with diuse boundary conditions and
varying ratios of specic heat, a series of planar Couette ow tests were performed. Planar Couette
ow consists of a uid separating two innite at plates moving in opposite directions at some xed
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(a) Conguration 11, tnal = 0.365.
(b) Conguration 15, tnal = 0.2
Figure 4.16: Density contours for Lax and Liu congurations at Kn = 10−4. Solid black contours give
the reference solution. Underlying white contours give KAOS solution.
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(a) Conguration 11, tnal = 0.3.
(b) Conguration 15, tnal = 0.2
Figure 4.17: Density contours for Lax and Liu congurations at Kn = 10−2. Solid black contours give
the UGKS solution. Underlying white contours give KAOS solution.
70 CHAPTER 4. KINETIC ARBITRARY ORDER SOLVER
speed, Uslip, relative to one another. In this case the walls are held at a constant temperature. The uid
is allowed to evolve a velocity and temperature prole as shown in Fig. 4.18. For rareed ows the
temperature prole will show a jump at the wall between the uid temperature and wall temperature.
There will also be a non-zero dierence in velocity between the uid and the wall.
Figure 4.18: Schematic of the planar Couette ow domain showing velocity and temperature proles.
The dashed vertical line denotes zero mean velocity and wall temperature.
The temperature proles for planar Couette ow, shown in Fig. 4.19, are compared to the analytical
solution to the Navier-Stokes equations with velocity slip and temperature jump boundary conditions
for compressible planar Couette ow given by Sofonea et al. [119]. The ow was calculated using
properties given in Table 4.5 with periodic boundary conditions in the x direction. The combined
slip velocity of the walls was equal to Uslip = 0.1. To allow the reference solution to be calculated in
a valid regime (near continuum) the Kn of the ow was set to Kn = 0.01.
Table 4.5: Planar Couette ow simulation properties
Nx ×Ny 2× 20 Lref 1m Pr 0.7
d 8× 8 ρref 1kg/m3 ω 0.67
NL 4 Tref 273K R 287J/kgK
The numerical solution follows the analytical solution closely for all three of the γ values used.
This conrms the validity of the internal degrees of freedom approximation for Kn up to at least
Kn = 0.01. The convergence of the numerical solution towards a high spatial resolution solution is
also shown in Fig. 4.20. This convergence is calculated according to the procedure outlined in Sec.
4.4.3. A uniform sampling of the solution space from −0.5 ≤ y ≤ 0.5 with 100 hundred points was
used to perform the convergence procedure. Note that these sample points are not constrained to
coincide with cell centres due to the polynomial nature of the spatial representation. The discrepancy
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Figure 4.19: Planar Couette proles for a range of specic heat ratios.
between the nominal order of the method (NL = 4) and the shown convergence will also be discussed
in Sec. 4.4.3.
Figure 4.20: Planar Couette convergence for γ = 5/3.
The heat ux at the wall in the planar Couette ow for 1× 10−5 ≤ Kn ≤ 1 was also computed
and can be seen in Fig. 4.21. Note that in this case the number of cells was increased according to
(Nx, Ny) = (2, 32). In this gure the analytical solution may only be considered valid in the near
continuum regime and so is only plotted for Kn ≤ 0.1. The percentage error between numerical
and analytical heat ux is signicant for all but the lowest Kn. This is tempered by the fact that
the overall magnitude of the heat ux is quite low such that any small discrepancy in numerically
computed value, when compared to the analytical solution, is magnied in a relative sense. The error
is observed to increase with Kn which indicates that, to some extent, the observed dierences are
attributable to the reduction in the analytical models applicability as Kn increases. Overall, however,
the magnitude of corresponding results are matched quite well over the simulated range.
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Figure 4.21: Calculated heat ux at a fully diuse wall for planar Couette ow. The analytic solution
is plotted within its range of validity (Kn ≤ 0.1). Heat ux values correspond to the left axis, error
corresponds to right axis.
The solution to the planar Couette ow problem, displayed here, shows the numerical methods
ability to converge to a very close approximation to the Navier-Stokes solution, with appropriate
boundary conditions, in the continuum and near equilibrium regime. This indicates that the system
is consistent and applicable with the implementation of the diuse wall boundary condition.
4.4.3 Convergence
To the best of our knowledge, reference solutions to the S-model system of equations are not available
at present. Therefore, to allow the analysis of convergence of the numerical method, the following
methodology is used. Firstly, the convergence is always measured towards a high resolution solution
by the S-model kinetic equations, as solved by the method herein developed. The solution at various
points of interest through the solution domain are then sampled for varying resolutions and the
convergence calculated. The norms used to assess deviations from the reference solution in Fig. 4.20
and subsequent sections are [167],
L2 normk =
√∑N
n=1 |fk,n − fref,n|2
N
,
L∞ normk = max∀n
(|fk,n − fref,n|) ,
where k indicates the mesh renement and N is the number of sample points. The sample points
themselves may be arbitrarily placed as the value of the distribution being sampled can be calculated
at any point in the domain. This ability is useful when calculating grid convergence as sampling
points may be chosen that are not xed to the underlying grid. In this work uniform sampling was
used along specied lines to avoid bias in the convergence calculations.
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Table 4.6: Landau-Lifshitz simulation properties
Nx ×Ny 64× 2 Lref 1m Pr 2/3
d 8× 8 ρref 1kg/m3 ω 0.67
NL 4 Tref 273K γ 5/3
CFL 0.95 R 287J/kgK
Landau-Lifshitz steepening wave
To conrm the order of convergence of the method, and to demonstrate the applicability of the
boundary conditions, the steepening wave test case of Landau and Lifshitz [168] was performed
with some modications. The test case consists of a ow domain, bounded by −1 ≤ x ≤ 1 and
−0.5 ≤ y ≤ 0.5, with a sinusoidal initial condition given by,
ρ (x, 0) = ρ0
(
1 +
(γ − 1)ux
2a0
) 2
γ−1
,
p (x, 0) = p0
(
1 +
(γ − 1)ux
2a0
) 2γ
γ−1
,
ux (x, 0) = u0 sin pix, uy = uz = 0,
were the sound speed is given by a0. The prole forms a shock at a time of tshock and provides a
highly non-linear test of the numerical method. The domain was periodic in the x direction and had
either periodic, diuse or bounce-back conditions imposed in the y direction. The boundary used is
specied with the corresponding solution in the following investigation.
The current method was compared to the Euler solution of the Landau-Lifshitz steepening wave
problem, as shown in Fig. 4.22, for Kn = 0.001. The simulation properties are listed in Table 4.6. In
this simulation the y boundaries were periodic. The time at which the simulation was terminated
was tnal = 0.8tshock. The L2 error between the two solutions was calculated to be less than 0.2% for
density and velocity.
Inuence of Knudsen number
Convergence of the method was rst tested for 0.01 ≤ Kn ≤ 1. The y boundaries were set to be
periodic and a nal time of t = 0.8tshock was used. Results are shown in Fig. 4.23 for NL = 4. The
reference solution for Kn = 0.01 was with a cell count ofNx = 24 while for higher Knudsen numbers
the cell count was Nx = 256. This was done to reduce computational expense as the change in
solution with respect to spatial resolution, for low Knudsen numbers, was close to machine precision.
For these simulations, and all those performed in this work, double precision was used throughout
the implementation.
74 CHAPTER 4. KINETIC ARBITRARY ORDER SOLVER
Figure 4.22: Comparison of analytical Euler and simulated solution for the Landau-Lifshitz steepening
wave problem for Kn = 0.001 and t = 0.8tshock.
Figure 4.23: Empirical study of L2 norm of the errors for density and temperature in the Landau-
Lifshitz steepening wave problem. For Kn = 0.01 the legend value gives the average order of
convergence. Values given in the legend for Kn=0.1 & Kn=1 correspond to order of convergence for
the rst and last sample interval.
The order of convergence of the method for Kn = 0.01 followed the anticipated result of
O (4). The order of convergence for higher Knudsen numbers was more complex. Convergence for
Kn > 0.01 can be seen to have signicantly below anticipated convergence for low spatial resolution
and approaches the expected convergence with increase in spatial resolution. This indicates that for
simulations in the more rareed regimes one of the primary benets of the high order method, rapid
convergence, is only apparent with small cell sizes.
Eect of velocity lattice on convergence
As seen in Sec. 4.4.1 the velocity lattice can have a signicant impact on the accuracy of the method.
The order of convergence is shown for 7× 7 ≤ d ≤ 10× 10, for Knudsen numbers of 0.01 and 1.0,
in Fig. 4.24.
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Figure 4.24: Comparison of L2 norm of the errors with variation in velocity lattice for two Knudsen
numbers.
From Fig. 4.24 it can be observed that for low Knudsen number the eect of the velocity lattice is
negligible with no change in error or rate of convergence. For a higher Knudsen number, however,
the L2 error takes on a small spread with change in velocity lattice while the rate of convergence
again remains unchanged. From these plots it can be surmised that the velocity lattice does have an
eect on the solution accuracy, in this particular case it is quite small, but does not change the rate
of convergence with spatial renement.
Inuence of boundary conditions
Spatial convergence was also investigated for specularly reecting walls at a range of Knudsen
numbers, however, these results did not show any noticeable deviation from those given in Sec. 4.4.3
and so are not shown here. The bounce-back and diuse walls were also investigated and the results
can be seen in Fig. 4.25. It can be observed that the convergence of the scheme does not follow the
order of the spatial discretization for the diuse wall.
While the planar Couette ow simulation with diuse wall shows close agreement with the
analytical solution in Fig. 4.20, the convergence results for the Couette and Landau-Lifshitz test cases
show that the method is only of second, or lower, order overall. As discussed by Alekseenko et al.
[169], for the DG method, the introduction of a discontinuity into each discrete distribution is also a
detrimental eect of the diuse wall boundary condition. The wall distribution is dened according
to the state of the wall rather than the state of the uid and so may substantially dier from the
interior distribution. This discontinuity is introduced into the ow domain at each time-step, shown
in Fig. 4.26, and eliminates the smooth nature of the distribution which is essential for high-order
convergence.
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Figure 4.25: Comparison of the inuence on the ow eld due to bounce-back and diuse wall
conditions at Kn = 0.003 and tnal = 0.1tshock. Proles extracted from the ow domain along line in
contour plots. Contour plots show density.
The proles shown in Fig. 4.26 display the change in the distribution of a discrete velocity that is
advected out of the wall for increasing cell resolution. The lower wall of the ow domain is located
at the left side of the plot. The three proles plotted in each plot correspond to the ‘exact’ advection
of some initial distribution, the re-mapping of the ‘exact’ distribution to the local cell and the nal
relaxed prole. The introduction of a discontinuity into the ow domain at each time step by the
diuse wall is amply demonstrated in this plot. This advected discontinuity remains approximately
constant regardless of cell renement while the mapped distribution is more able to fully recover
the shape of the advected distribution with higher spatial resolution. It is the remapping of this
discontinuity that introduces rst order errors near the boundary.
The bounce back wall does not introduce such a severe discontinuity but still reduces the order
of accuracy, near the wall, to less than the desired 4th order (approximately 3rd order). While not
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Figure 4.26: Comparison of normalized discrete distribution (u > 0, v > 0, f63) near a diuse and
bounce back wall. Proles extracted from the ow domain along solid line in contour plot. Vertical
lines in proles indicate cell boundaries. Cell resolution indicated by the y-axis labels (Ncells = (x, y)).
Convergence plotted for ‘relaxed’ prole at Kn = 0.003 and tnal = 0.1tshock. Contour plots show
discrete distribution f63 scaled by a factor of 104.
shown here, this reduction in order close to the boundary is highly dependent on the local ow (4th
order accuracy at the wall has been observed). For a hyperbolic system, an N th order inner scheme is
able to reach it’s formal order of accuracy if the boundary is closed with at least an (N − 1)th order
boundary scheme according to Gustafsson [170]. This method, therefore, is shown to maintain it’s
general 4th order accurate nature when used in conjunction with the bounce back wall, as shown in
Fig. 4.25.
An interesting feature of Fig. 4.26 is the large eect that relaxation has on the nal form of the
discrete distribution.
From this study on the convergence rate of the method under the inuence of boundary conditions
it is clear that using the current implementation the actual convergence does not track the expected
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value beyond second order polynomial approximations in the physical discretization. However, the
use of higher order polynomials may still be desirable for alternative reasons such as allowing ner
ow features to be adequately resolved.
4.5 summary
A new method for solving the discrete Boltzmann equation with S-model relaxation term in two
spatial dimensions has been described. The method performs all operations in the context of high
order polynomial representations of the various distributions. The advection procedure is undertaken
without resorting to operator splitting, according to the CFA method. Application of the CFA method
to a discrete ordinate method solution to the model Boltzmann equation is unique to the present
method. Results by the KAOS method have been compared to reference solutions from the Euler and
NSF equations and the UGKS and DSMC methods. These test cases demonstrate the ability of the
method to capture physical phenomena in regimes ranging from continuum to rareed conditions.
The eects of velocity lattice have been investigated with a recommendation that large velocity
lattices be used if possible. The accurate reproduction of a exible specic heat ratio and Prandtl
number was also veried against an analytical solution of the planar Couette ow for low Knudsen
number. This test has conrmed the validity of the diuse wall boundary condition that utilizes
available high order information. The order of spatial convergence of the method was also shown
to align with the formal order of the spatial discretization scheme for low Knudsen numbers. The
convergence rate was also shown to approach the formal order for higher Knudsen numbers as the
spatial cell size was decreased. For the specular and bounce back boundary conditions nominal spatial
convergence order was observed while the diuse wall showed only second order convergence in the
bulk ow. The reduced order of the diuse wall was explained with reference to the eect that the
wall has on the underlying discrete distributions. This study has shown that the numerical method
presented is capable of simulating thermal non-equilibrium ows up to the transitional regime in an
accurate manner.
Solutions by the KAOS method with diuse BCs have been presented for rectangular domains
with innite plane walls. For non-innite planar walls, due to the true-direction nature of the ux
calculation, the diuse boundary condition must be solved numerically via ray tracing of discrete
velocities. At each intersection with a diuse boundary the number of rays increases by half the
number of discrete velocities. For a concave boundary this leads to an impractical number of rays
and is extremely inecient. For the ideal case of innite plane walls ray tracing is not required and
so eciency is maintained. However, this approach reduces the order of the method to rst order
at the boundary and second order in the interior. This negates one of the primary benets of the
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scheme, that of arbitrary order spatial convergence. With these considerations taken into account
the unfortunate conclusion is that, for use in practical situations involving non-planar boundaries
and diuse boundary conditions, the method is not yet a viable option. For this reason, while a novel
method of solving the model Boltzmann equation has been demonstrated, an alternative approach is
required to investigate heat and mass transfer in the full range of ow regimes.

5UNIFIED GAS KINETIC SOLVER
“It is best to do things systematically, since we are
only human, and disorder is our worst enemy.”
—Hesiod
The numerical method outlined in Ch. 4 is well suited to unbounded ows and rectangular
domains due to the physical space discretization. Unfortunately not all ow cases of interest t into
this category and so an alternative method is required. The core method selected was the UGKS
method, as developed by K. Xu [75, 137, 138], with additional boundary conditions as outlined in Sec.
3.11 and Sec. 3.12. This chapter will provide a brief overview of the core numerical method as well as
demonstrating the validity of the present implementation with a range of simulation results.
5.1 numerical method
We now begin the presentation of the UGKS which, like KAOS, solves the Shakhov model Boltzmann
equation given in Eq. (3.7). We remain in continuous velocity space but discretize physical space,
according to a two dimensional nite volume framework, such that each cell holds the average value
of the velocity distribution therein. Then the time variation of the distribution function within each
cell is determined by the transport and interaction of the particles described by said distribution
function. The updated average distribution within a cell is given by,
fn+1 = fn +
1
Φ
[∫ tn+1
tn
∑
m
umfˆm (t) ∆Smdt+
∫ tn+1
tn
∫
Φ
fS − f
τ
dt
]
, (5.1)
where m denotes the mth piece-wise linear boundary of control volume with area Φ. The normal
molecular velocity to the boundary is given by um and fˆm is the distribution function found at the
boundary. Boundary length is given by ∆Sm and n denotes the current time step. This equation
essentially describes the processes of transport and molecular collisions in a nite volume according
to the model Boltzmann equation, Eq. (3.7).
The most common approach to solving Eq. (5.1) is to solve for the contribution to the cell average
value of f assuming free streaming of the interface distribution and then calculate the eect of the
collision operator on the cell average value. This procedure is essentially described in Eq. (3.43).
The UGKS on the other hand calculates the form of the interface distribution, fˆm, over the period
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of the time step taking into account both the free streaming and particle collisions. The interface
distribution may be calculated using the method of characteristics [171] and is given by,
fˆ
(
xi+1/2,j, t, ~ξ
)
=
1
τ
∫ t
tn
fS
(
x′, t′, ~ξ
)
exp
(
−1
τ
(t− t′)
)
dt′ + f 0
(
x0, tn, ~ξ
)
exp
(
−1
τ
(t− tn)
)
,
(5.2)
where
x′ = x− ~ξ (t− t′) , x0 = x− ~ξ (t− tn) .
In these equations x is a location on the cell interface, x′ is the particle trajectory, x0 is the origin
of a free streaming molecule and f 0 is the initial gas distribution at time tn. The primary task is then
seen to be the calculation of this interface distribution, Eq. (5.21), which will allow Eq. (5.1) to be
computed.
These equations have been listed for continuous velocity space as well as for full three dimensional
ow. Following the procedures outlined in Sec. 3.7 and Sec. 3.9 we are again able to form a set of
coupled PDEs that may be solved using standard numerical techniques.
The non-dimensionalization of these equations results in a slightly dierent equation for the
equilibrium distribution due to the use of Cref =
√
2RTref (as opposed to
√
RTref in Ch. 4). These
modied equations are given by,
gS = gM
[
1 +
4
5
(1− Pr) ~c · ~q
ρθ2
(
2~c · ~c
θ
− 4
)]
, (5.3)
hS =
gMθ
2
[
1 +
4
5
(1− Pr) ~c · ~q
ρθ2
(
2~c · ~c
θ
− 2
)]
, (5.4)
gM =
ρ
piθ
exp
(
−~c · ~c
θ
)
. (5.5)
The methodology for implementing the update equation, given in Eq. (5.23), will now be covered
in the following discussion.
5.1.1 Interface macroscopic variables
At time tn the average value of f is known for each cell (i, j) in the nite volume discretization. To
obtain a value for f 0, the initial distribution at the interface between two cells, the cell centered
values of f may be used according to,
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f 0
(
x, tn, ~ξ
)
= f 0 (x, 0) =
f
L
i+1/2,j + σi,jx, x ≤ 0,
fRi−1/2,j + σi+1,jx, x > 0,
(5.6)
where the left and right interface values, fLi+1/2,j and fRi+1/2,j , are calculated from the cell centered
values of surrounding cells along with the slopes, σi+1,j and σi,j , in the adjacent cells. This may be
performed using any valid reconstruction technique and in this case the van Leer limiter is used,
s1 =
fi,j − fi−1,j
xi,j − xi−1,j , (5.7)
s2 =
fi+1,j − fi,j
xi+1,j − xi,j , (5.8)
σi,j = (sign (s1) + sign (s2))
|s1| |s2|
|s1|+ |s2| , (5.9)
fLi+1/2,j =fi,j +
(
xi+1/2,j − xi,j
)
σi,j, (5.10)
fRi+1/2,j =fi+1,j −
(
xi+1,j − xi+1/2,j
)
σi+1,j. (5.11)
In this manner an initial state for the distribution is calculated at the cell interface.
From the initial interface distribution, f 0, the moments thereof may be calculated to provide a
vector of the conserved macroscopic variables at that point in space and time,
W0 =

ρ0
ρ0U0
ρ0V0
ρ0E0
 =
∫
f 0 (x = 0, tn)ψ dudv, (5.12)
ψ =
[
1, u, v, 1/2
(
u2 + v2 +Kθ
)]
. (5.13)
5.1.2 Interface equilibrium expansion coecients
The macroscopic variables of the neighbouring cells are also calculated providing Wi,j and Wi+1,j .
From these, the slope of the macroscopic variables may be calculated according to,
(
∂W
∂x
)L
≈ W0 −Wi,j
xi+1/2,j − xi,j ,
(
∂W
∂x
)R
≈ Wi+1,j −W0
xi+1,j − xi+1/2,j . (5.14)
A Maxwellian distribution, as a function of x, may then be calculated about the interface according
to,
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m (x) = m0
(
1 + (1−H [x]) a¯Lx+H [x] a¯Rx+ A¯t) , (5.15)
where m0 is the Maxwellian calculated from W0 and H [x] is the Heaviside function dened
according to,
H [x] =
0, x < 0,1, x ≥ 0.
The values for a¯ and A¯ are obtained from a Taylor series expansion of a Maxwellian and are given by,
a¯L = a¯L1 + a¯
L
2 u+ a¯
L
3 v +
a¯L4
2
(
u2 + v2 +Kθ
)
= a¯Lαψα, (5.16)
a¯R = a¯R1 + a¯
R
2 u+ a¯
R
3 v +
a¯R4
2
(
u2 + v2 +Kθ
)
= a¯Rαψα, (5.17)
A¯ = A¯1 + A¯2u+ A¯3v +
A¯4
2
(
u2 + v2 +Kθ
)
= A¯αψα. (5.18)
Two systems of linear equations are then formed according to,
(
∂W
∂x
)L
=
∫
a¯Lm0ψ dudv = M¯0αβ

a¯L1
a¯L2
a¯L3
a¯L4
 = M¯
0
αβa¯
R
β , (5.19)
(
∂W
∂x
)R
=
∫
a¯Rm0ψ dudv = M¯0αβ

a¯R1
a¯R2
a¯R3
a¯R4
 = M¯
0
αβa¯
R
β , (5.20)
where M¯0αβ is calculated from the integration of a Maxwellian and the values of a¯L and a¯R are
given in Appendix F. The solution for A¯ is given in a similar way according to,
M¯0αβ

A¯1
A¯2
A¯3
A¯4
 = −
1
ρ0
∫ [
u
(
a¯LH [u] + a¯R (1−H [u]))m0]ψ dudv = M¯0αβA¯β,
where, in this case, a¯L =
(
a¯L1 , a¯
L
2 , a¯
L
3 , a¯
L
4
)T and a¯R = (a¯R1 , a¯R2 , a¯R3 , a¯R4 )T .
At this point we have an expression for a Maxwellian distribution, in both space and time, around
an interface.
5.1. NUMERICAL METHOD 85
5.1.3 Interface distribution
The full expression for the interface distribution may then be generated by substitution of Eq. (5.6)
and Eq. (5.15) into Eq. (5.21) as shown,
fˆ
(
xi+1/2,j, t, ~ξ
)
=
(
1− e−t/τ) fS
+
(
τ
(−1 + e−t/τ)+ te−t/τ) (a¯LH [~ξ · ~n]+ a¯R (1−H [~ξ · ~n]))m0~ξ · ~n
+ τ
(
t/τ − 1 + e−t/τ)m0A¯
+ e
−t/τ
((
fLi+1/2,j − tσi,j~ξ · ~n
)
H
[
~ξ · ~n
]
+
(
fRi+1/2,j − tσi+1,j~ξ · ~n
)(
1−H
[
~ξ · ~n
]))
. (5.21)
In this case the normal to the interface is given by ~n.
By setting fS = m0+mS , then Eq. (5.21) may be seen as the sum of three parts, fˆ = m˜0+m˜S+f˜ 0.
In this case m˜0 relates to the Maxwellian distribution, m˜S to the Shakhov perturbation and f˜ 0 to the
free-streaming component.
5.1.4 Flux of conserved macroscopic variables
Given the interface distribution, as dened in Eq. (5.21), the ux of conserved macroscopic variables
across the interface may be calculated and the cell centered values updated,
Wn+1i,j = W
n
i,j +
1
Φ
∫ tn+1
tn
∑
m
∆Sm · Fm (t) dt,
where the ux on face m, Fm, is calculated according to,
Fm =
∫ tn+1
tn
∫
umψfˆi+1/2,j dudv. (5.22)
Following the division of Eq. (5.21) into three components, as discussed in Sec. 5.1.3, it is possible to
perform the integration of Eq. (5.22) analytically for the m˜0 component. The remaining components
must be calculated numerically.
5.1.5 Cell update
Following the calculation of the macroscopic variable uxes, the updated equilibrium distribution
within the cell may be calculated. This allows the average distribution to be updated according to,
fn+1 = fn +
1
Φ
[∫ tn+1
tn
∑
m
umfˆm (t) ∆Smdt+
+
∆t
2
(
1
τn+1
(
fS(n+1) − fn+1)+ 1
τn
(
fS(n) − fn))] , (5.23)
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where fS(n+1) and τn+1 are calculated according to the updated cell average macroscopic prop-
erties. At this point the values of all cell variables have been updated and the next iteration is
possible.
Of note is that by performing the ux of macroscopic properties as a separate operation to the
ux of the distribution function, it is possible to maintain conservation in the conserved properties.
This is because the problem of inexact quadrature in the relaxation procedure is avoided.
5.2 boundary conditions
All of the boundary conditions discussed in Sec. 3.11 were implemented in the current application
of the UGKS. The adsorptive wall model, discussed in Sec. 3.12, was also implemented for the rst
time in the context of the UGKS as part of this work. The nature of the spatial discretization in the
FV framework, utilized in the UGKS, allowed for a much simpler implementation approach than
was required for KAOS. The essentials of implementation for each of the main types of boundary
condition will be discussed in the following.
5.2.1 Specular and bounce-back
The specular reection BC requires molecules impinging on a boundary to be deected by boundary
with no transfer of tangential momentum. The bounce-back BC, on the other hand, requires the
molecule to return from its impact with the boundary on a reciprocal path. These eects are im-
plemented for walls aligned with lines of symmetry in the discrete velocity lattice by assigning the
value associated with any particular discrete velocity that impinges the wall to the corresponding
velocity that satises the above criteria. Due to the symmetric nature of the velocity lattice this
approach provides analytically correct application of the required eect within the discrete velocity
framework. These BCs, however, are not applicable to boundaries that do not align with velocity
lattice planes of symmetry as in that case there is not a one-to-one mapping between incoming and
outgoing discrete velocities.
5.2.2 Diuse and Cercignani-Lampis
The diuse wall or Cercignani-Lampis BC emits molecules according to the some distribution function
that is dened according to parameters associated with the boundary. In both cases the desired
distribution of emitted molecules is fully dened. The detail of the implementation lies in ensuring
that the net mass transfer at the boundary is zero. In general, the outgoing distribution is calculated
and the ux of molecules back into the domain, from this distribution, is also found. The ux into
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the wall is then compared to the calculated ux out of the wall and a ratio is formed. This ratio is
then used to scale the outgoing uxes such that there is zero net mass ux at the boundary. This
approach is applicable for all boundary orientations.
5.2.3 Adsorbing
The implementation of an adsorbing BC introduces a new variable, surface coverage, that must be
tracked for each boundary cell as well as additional parameters related to molecule-wall interactions.
The procedure for an adsorbing wall is then as follows.
1. Given the incoming ux, calculate the mass of adsorbed and reected molecules with the aid of
the adsorption probability, see Sec. 3.12. Apply the appropriate BC to the reected molecules
in the same manner as for a non-adsorbing BC.
2. Update the surface coverage fraction of the boundary segment according to the mass of just
adsorbed molecules.
3. Given the current surface coverage calculate the mass of currently adsorbed molecules that
will desorb in the current time step. Apply the diuse BC to the desorbing mass ux.
The current implementation also allows for isotherm data to be dictated by local conditions of
pressure and temperature according to user specied data.
This implementation of an adsorbing BC is the rst instance in the UGKS framework and allows
for ecient modelling of ow driven surface adsorption.
5.3 validation
To validate the UGKS method a number of tests were carried out with comparison to reference
solutions that were obtained through numerical and analytical means.
5.3.1 One dimensional Riemann problems
The Sod problem, as dened in Sec. 4.4.1, was performed for a range of Kn using the UGKS method.
Simulation properties are given in Table 5.1. In these simulations a lattice of 48× 48 equally spaced
discrete velocities, centered on zero, was used.
As shown in Fig. 5.1 and Fig. 5.2 the UGKS method was able to a approach the Euler solution of
the Sod problem for low Kn and the free-molecular solution for high Kn. The deviation in velocity
prole, previously observed in Fig. 4.6 and Fig. 4.7, was also present for solutions obtained via the
UGKS method.
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Table 5.1: Sod shock tube simulation properties.
Nx ×Ny 400× 2 Lref 1m Pr 2/3
d 48× 48 Tref 273K γ 5/3
CFL 0.3 ρref 1kg/m3 ω 0.81
R 208J/kgK
Figure 5.1: Sod problem for Kn = 1× 10−4.
Figure 5.2: Solutions for Sod problem over a range of Kn.
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The DSMC solutions for the two Riemann problems presented Sec. 4.4.1 were also used to validate
the UGKS method. For case A, Fig. 5.3, the conditions presented in Table 5.1 were used. For case B,
Fig. 5.4, the gas properties used were the same as in Table 5.1 while the velocity lattice d consisted of
a 28× 28 product Gauss-Hermite quadrature rule. This change in velocity lattice was used due to
the larger velocities and temperatures encountered in this test case necessitating a larger spread in
discrete velocities to enable recovery of the conserved moments.
The solutions obtained with the UGKS method are seen to correspond closely with those obtained
by DSMC for the two cases presented in Fig. 5.3 and Fig. 5.4. There are, however, discrepancies
between the solutions for the z translational temperature, or in the case of the UGKS method the
h temperature, see Sec. 3.8. In both cases the temperature deviates from the DSMC solution in the
shock moving to the right and in the expansion wave moving to the left. This is expected to be due
to the approximate nature of the handling of this out of plane dimension. Overall, however, the
solutions demonstrate the ability of the UGKS method to capture non-equilibrium ow behaviour
which aligns with that demonstrated by the DSMC method.
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(a) Macroscopic properties
(b) Translational temperatures
Figure 5.3: Comparison of shock tube A results to DSMC, at time tnal = 5.75λR/c¯R
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(a) Macroscopic properties
(b) Translational temperatures
Figure 5.4: Comparison of shock tube B results to DSMC, at time t = 17.98λR/c¯R.
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5.3.2 Planar Couette ow
To ensure that the numerical method was able to correctly simulate gas ows, with varying coecients
of specic heat ratio and Prandtl number, planar Couette ow was simulated and validated against
an analytical solution [119]. The test case consisted of a two-dimensional domain constrained by
two innite walls moving in opposite directions, at a combined dierential speed of U = 0.1× Cref,
with the walls held at the same initial temperature as the gas. The Knudsen number was given as
Kn = 0.01 with the reference length being the channel width. The relatively low Knudsen number
used in this test is due to the use of the Navier-Stokes equations in the analytical solution which
are limited to low rarefaction ows even when implemented with specialized velocity slip and
temperature jump boundary conditions. The numerical domain consisted of a grid with cell count of
(Nx = 2, Ny = 128), fully diuse walls at ymax and ymin, and periodic conditions in the x direction.
The simulation parameters are given in Table 5.2 and Fig. 5.5.
Table 5.2: Couette ow simulation properties.
Nx ×Ny 2× 128 Lref 1m R 287J/kgK
d 28× 28 ρref 1kg/m3 ω 0.67
CFL 0.8 Tref 273K
The temperature proles from these simulations are shown in Fig. 5.5. The simulation closely
follows the analytical solution obtained via the Navier-Stokes equations with modied boundary
conditions and thereby provides condence that the numerical method is accurate.
Figure 5.5: Non-dimensional temperature prole for planar Couette ow, Kn = 0.01.
Convergence of the temperature prole to the analytical solution with increasing cell count was
also investigated with results shown in Fig. 5.6. In these cases the CFL condition was reduced to 0.3.
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Figure 5.6: Planar Couette convergence for γ = 5/3, Pr = 0.67. Convergence listed in gure is from
least squares t to entire convergence curve.
The heat ux in the cell nearest the wall was also calculated for a range of Kn. In these cases the
simulation properties were given by Table 5.3. The discrepancy between computed results and the
analytical solution was also calculated and shown in Fig. 5.7. The error between the analytical and
numerical solutions is signicant, although not as great as for the KAOS method (see Fig. 4.21). In
this case the discussion for the KAOS heat ux values, see Sec. 4.4.2, also applies here.
Table 5.3: Couette ow heat ux simulation properties.
Nx ×Ny 2× 128 Lref 1m R 287J/kgK
d 48× 48 ρref 1kg/m3 ω 0.81
CFL 0.3 Tref 273K γ 5/3
Pr 2/3
Figure 5.7: Calculated heat ux at a fully diuse wall for planar Couette ow. The analytic solution is
plotted within its range of validity (Kn ≤ 0.1). Heat ux values correspond to the left axis, error
corresponds to right axis.
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5.3.3 Lid driven cavity
The lid-driven cavity problem [172] is another useful test case to demonstrate the validity of the
core implementation as well as the boundary conditions. In this test case a two-dimensional cavity,
as shown in Fig. 5.8, was simulated with argon as the test gas. All four walls were of the diuse
reection type with constant temperature equal to the gas temperature, Tw = Tf = 273K . The
discrete distribution uxes from the upper wall are calculated from a Maxwellian distribution with
mean velocity in x of Uw = 50m/s which simulates the eect of a tangentially moving wall. The
domain and velocity space discretization are given in Table 5.4 along with the gas and reference
properties. It is also of note that the relaxation time was calculated according to the HS model to
more closely match the results of the reference solution.
Figure 5.8: Diagram of lid-driven cavity. General ow pattern shown.
Table 5.4: Simulation properties for the lid-driven cavity simulations
Nx ×Ny 45× 45 Lref 1m Pr 2/3
d
28× 28 ρref 1kg/m3 ω 0.81
61× 61 Tref 273K γ 5/3
CFL 0.65 R 208J/kgK τ HS
Mach 0.162
The reference solution was calculated by John et al. using the DSMC method with VHS molecular
model [172]. A comparison with the reference solution for two Knudsen numbers are shown in Fig.
5.9 and Fig. 5.11. The problem of noise in the DSMC solutions is evident, especially at low Kn, with
the reference contour lines showing signicant variation. The UGKS solution, on the other hand,
displays smooth contours which still align reasonably well with the DSMC solutions. Of note is that a
higher number of discrete velocities was required for the Kn = 1 case than for the Kn = 0.075 case
to avoid discretization artifacts in the ow eld. The choice of discrete velocities is discussed in Sec.
3.9.1. The velocity grid resolution was limited in this case by memory capacity. The impact of velocity
grid may be observed by comparing Fig. 5.10 with Fig. 5.11, in particular the temperature proles,
where the temperature eld contour lines are seen to oscillate about the reference solution. These
oscillations may be observed to originate from the top right corner of the domain and propagate
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along dened vectors which align with the discrete velocity grid. The heat ux on the other hand does
not appear to display these variations. Overall the comparison is favorable with both temperature
contours and heat ux streamlines showing reasonable agreement throughout the ow domain.
(a) Temperature (b) Heat ux
Figure 5.9: Temperature contours and heat ux vectors for a lid-driven cavity ow with Kn = 0.075.
Solid black lines show reference solution, white lines and gradient show UGKS solution.
(a) Temperature (b) Heat ux
Figure 5.10: Temperature contours and heat ux vectors for a lid-driven cavity ow with Kn = 1 and
d = 28× 28. Solid black lines show reference solution, white lines and gradient show UGKS solution.
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(a) Temperature (b) Heat ux
Figure 5.11: Temperature contours and heat ux vectors for a lid-driven cavity ow with Kn = 1 and
d = 61× 61. Solid black lines show reference solution, white lines and gradient show UGKS solution.
5.3.4 Thermal creep
To verify that the thermal creep eect is recovered by the given system of equations a sealed 2D
micro-channel with rectangular cross section, as shown in Fig 5.12, was simulated and compared to
results by the DSMC method according to Masters and Ye [173].
Figure 5.12: Diagram of thermal creep cell. General ow pattern shown. Channel widths of w = 1µm,
100nm and 20nm are simulated.
The two ends of the channel were maintained at constant temperatures of TL = 273K and
TH = 573K . The side wall temperatures varied linearly according to T (x, y) = (TH − TL) x/L + TL.
The pressure was initialized uniformly throughout the cell at P = 101.325kPa. The walls of the
channel were modeled as fully diusely reecting. The gas simulated was argon with a reference
viscosity of µref = 2.117 × 10−5Ns/m2. Further simulation parameters may be found in Table 5.5.
Three channel widths of w = 1µm, 100nm and 20nm were simulated to steady state with Knudsen
Table 5.5: Simulation properties for the thermal creep cell.
Nx ×Ny 200× 40 Lref 1× 10−6m Pr 2/3
d 28× 28 Pref 101325Pa ω 0.81
CFL 0.8 Tref 273K γ 5/3
Kn 0.07, 0.7, 3.5 R 208J/kgK τ HS
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numbers at the low temperature end, according to Eq. (3.13) , of 0.07, 0.7 and 3.5 respectively. The
pressure variation along the centre-line of the channel was then calculated and compared to a DSMC
solution as shown in Fig. 5.13.
Figure 5.13: Pressure proles for the current method and DSMC solutions [173] for a micro-channel
of length 5µm.
From Fig. 5.13 it is clear that the current method recovers the pressure variation in the micro-
channel closely with the trace lying almost entirely within the scatter of the DSMC solution for all
cases simulated. This result indicates that the numerical method is able to accurately capture the
thermal creep eect in micro-channels.
5.3.5 Knudsen pump
A simplied version of the curved channel Knudsen pump geometry, see Sec. 2.1, was presented by
Aoki et al. [30] with accompanying mass ow rate data. This data was calculated using an alternative
implicit DOM solver. This geometry consists of a half-segment of the repeated element used in the
pump which is then mirrored to form a ring shaped channel as shown in Fig. 5.14a.
To evaluate this ring only the half-segment, seen in Fig. 5.14b, needed to be simulated with periodic
boundary conditions connecting E1 and E2. To accommodate the rotation that this periodicity
required the uxes through this interface underwent a reection about the x-y line according to,
F (E1, u, v) = F (E2,−u,−v) .
The same geometric parameters were used as in [30] and were calculated as follows;
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(a) Full ring (b) Symmetry ring.
Figure 5.14: Schematic of curved-straight channel ring section.
Table 5.6: Geometry conditions
Condition κ Nc Nt
I 0.2 1600 24
II 0.5 400 48
III 1 400 96
I - III β = 1/2
Table 5.7: Simulation properties for the Knudsen pump.
d 28× 28 Lref 1× 10−6m Pr 1
CFL 0.8 Pref 101325Pa ω 1
R 208J/kgK Tref 273K γ 5/3
κ =
D
R
, β =
LS
LS + piR
. (5.24)
The physical space ow domain was therefore fully dened according to D, κ, β and the spatial
discretization. According to Aoki et al. the parameter β was a constant, with a value of β = 1/2.
The grid used to discretize the physical space was dened according to the number of cells along
the centre line of the domain, Nc, and across the domain, Nt. The spacing of the grid was such
that the spacing along the walls was constant for each section of curvature (straight, small radius,
large radius) and constant normal to the walls. Three geometry conditions were simulated for the
curved-straight channel and are listed in Table 5.6. The parameters listed in Table 5.6 were chosen to
correspond with those used by Aoki et al. [30] and allow direct comparison of results. Note that the
width of the channel, D, was dened according to Eq. (3.13).
Also following Aoki et al. the wall temperatures were set to TL = 300K and TH = 900K while
the Prandtl number and viscosity index were both set to unity to emulate Maxwellian molecules.
The ratio of specic heats was set to reect a monatomic gas such that γ = 5/3. These parameters, as
well as others, are given in Table 5.7.
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To characterize the ow around the channel the non-dimensional mass ow rate across section
Ωi was given by
m˙Ωi =
ρ~Ξ · ~niΩi
ρav
√
2RTLD
, (5.25)
and the average around the channel by,
m˙ =
Nc∑
i
m˙Ωi
Nc
, (5.26)
where ~ni is the normal to the i-th section and ρav is the average density in the channel. Following
Aoki et al. numerical uctuation along the channel was accounted for by computing this quantity for
each column in the computational grid, which spans the channel in real space, and the average taken
as the characterizing value.
The value of m˙was calculated for Maxwell-argon, and can be seen in Fig. 5.15, where the standard
deviation of m˙ is found to be below 2× 10−4 for all cases.
Figure 5.15: Non-dimensional mass ow rate for Maxwell-argon (γ = 5/3, Pr = 1, ω = 1).
The percentage change in m˙ with respect to the reference solution for the data points calculated
in Fig. 5.15 is shown in Table 5.8. The error for the κ = 0.2 and Kn = 0.1 has been left blank
as the mass ow rate is essentially zero for both cases and so the reported error is not indicative
of the comparability of the simulations. Overall, the results calculated using the current method
match closely with those generated for the previous work and so provides condence in the current
approach.
As Knudsen number increases the ow structure is disturbed with perturbations in the streamlines
observed along lines sketched in Fig. 5.16.
These disturbances are also present in the visualizations presented by Aoki et al. [30] and are
believed to provide a mechanism for the slight divergence (less than 10%) of the computed m˙
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Table 5.8: Percentage error with reference solution [30] for Maxwell-argon.
κ
0.1 0.2 1.0
Kn
0.1 - 5 0.06
0.5 6.1 1.3 0.6
1.0 4.7 4.8 7.1
Figure 5.16: Schematic of ow disturbances observed in velocity ow eld. Maxwell-argon: R =
208J/kgK, γ = 5/3, Pr = 1, ω = 1.
away from the reference solution. These errors can, in part, be attributed to the inability of the
discrete ordinate method of solution (that both methods employ) to fully represent the velocity
space, with the chosen velocity lattice, as Knudsen number increases. This results in the propagation
of discontinuities throughout the gas that are directly related to the spacing of the velocity space
discretization. As the Knudsen number increases the eect of relaxation is outweighed by that of
free transport and so the discrete velocities propagate in semi-discrete waves away from any source
of discontinuity in velocity space, such as the inner radius of the channel. For low Knudsen numbers
this is not an issue and the eect is not observed in the ow for Kn ≤ 0.5. However, regardless
of numerical artifacts, the results shown in Fig. 5.15 show reasonable agreement with the results
of Aoki et al. and indicate that we are able to reliably reproduce similar simulation results in the
curved-straight channel.
5.4 summary
In this chapter the core aspects of the UGKS method were introduced. The primary element of the
method was shown to be the method of characteristics solution to the ux procedure calculated at
cell boundaries. This method was then implemented and validated with results shown for a variety of
test cases. In each case the solution provided by the UGKS compared favourably with the reference
solution. These results, therefore, provide condence in the accuracy of the method when applied to
gas ows in alternative settings.
The ability of the method to handle curvilinear domains, as well as strong ow discontinuities,
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provides a exibility that was not available in the method presented in Chapter 4. The lower order
nature of the solver, along with the nite volume framework for ux calculation, also allowed for
signicantly easier implementation of the complex boundary conditions required. The investigation
of ows requiring these abilities will now be shown in the following chapters.

Part III
Heat and Mass Transfer
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6KNUDSEN PUMP INVESTIGATION
“Unfortunately, no one can be told what the
Matrix is. You have to see it for yourself.”
—Morpheus, The Matrix
A Knudsen pump may be used in situations requiring the transport of gases or the generation
of a pressure gradient. The benets of such a device have been discussed in Sec. 2. In this chapter
a number of Knudsen pumps are investigated with varying geometric conguration, including
three geometries developed in the present study, three dierent gases and a range of rarefaction.
Throughout this chapter the gases simulated are Maxwell-argon, argon and nitrogen with reference
viscosity determined by the relation given for channel Knudsen number in Eq. (3.13) such that
ψ = Kn/2. The specic gas constant, R, ratio of specic heats, γ, Prandtl number[32] and viscosity
index ω [174] are given in Table 6.1.
Table 6.1: Gas denition [12, 32]
Gas R, J/kgK γ Pr ω
Maxwell-argon 208 5/3 1 1
argon 208 5/3 2/3 0.81
nitrogen 297 7/5 0.72 0.74
The reference length was set to L = 1µm and, as in Sec. 5.3.5, the low wall temperature was set
to TL = 300K while TH = 900K .
The velocity discretization used in all cases was a product Gauss-Hermite type quadrature scheme,
symmetric about zero, with a total of 784 discrete velocities. This gave a square velocity space with
−ξmax ≤ ~ξa ≤ ξmax where ξmax ≈ 132
√
R and R was determined by the gas. This velocity lattice
was chosen as a result of limited computer memory available due to the simulations being run on a
graphics processing unit.
The results of the overall investigation will now be presented for each geometric conguration
in turn with the rst conguration being that presented by Aoki et al. [30] and used as a verication
tool in Sec. 5.3.5.
6.1 mass flow rate investigation
The results presented in this section cover the eect of realistic gas coecients and the geometric
conguration on the mass ow rate through a single periodic pumping section.
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6.1.1 Curved-straight channel
The full channel of Aoki et al., visualized in Fig. 5.14a, can be split into identical sections and then
‘chained’ to reproduce a full pump with characteristics as desired. One of these sections is shown in
Fig. 6.1. For periodic ow the boundaries labeled E1 and E2 are connected giving a continuous loop.
Figure 6.1: Schematic of curved-straight channel pump section.
This geometry is closely related to that shown in Sec. 5.3.5 and so the same values for κ and β,
shown in Table 5.6, also apply. The computational mesh used to discretize the simulation domain also
retains the same number of cells as previously dened for the ring conguration due to computational
resource limitations. As shown later, in Sec. 6.1.1, this choice of grid leads to solutions independent
of the spatial discretization.
The non-dimensional mass ow rate of the Curved-Straight (CS) channel was calculated for the
three gas types and geometry congurations according to Eq. (5.26). The results are shown in Fig.
6.2 with ow visualization shown in Fig. 6.3 to Fig. 6.5. Coecients for the tted lines shown in Fig.
6.2 are provided in Table G.1 to allow simple comparison of alternative results to the current data.
Note that the ow visualization displays only a portion of the full simulation domain, according to
Fig. 5.14b, as the ow structure in the non-displayed section is essentially identical to that shown.
The variation in ow structure due to changes in geometry from Sec. 5.3.5 can be observed when
comparing Fig. 5.16 to the equivalent ow in Fig. 6.3a.
The proles for m˙ given in Fig. 6.2 demonstrate that real gas coecients have a noticeable impact
on the simulated performance of the channel mass ow rate. The change in prole of m˙ is, however,
proportional to channel width. Comparing argon and nitrogen to Maxwell-argon for the thickest
channel (κ = 1), there is a dierence in the tted peak m˙ of 6% and 5% for argon and nitrogen,
respectively. The Kn values at which these maxima occur vary with Knudsen numbers of 0.43, 0.38
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Figure 6.2: Non-dimensional mass ow rate in the curved-straight channel for Maxwell-argon (γ = 5/3,
Pr = 1, ω = 1), argon (γ = 5/3, Pr = 2/3, ω = 0.81) and nitrogen (γ = 7/5, Pr = 0.72, ω = 0.74).
Fitted curves follow the form (a exp (bKn) + c exp (dKn)), see Table G.1 for coecient values.
and 0.42 for Maxwell-argon, argon and nitrogen respectively.
Using the tted curves it was possible to also calculate approximate maxima values and locations
for κ = 0.5. In this case all gases are within 2% of each other with peak location of 1.25± 0.05 Kn.
The fact that there exists a maximum in the mass ow rate, as opposed to a monotonic increase
as suggested for plain channels by Sharipov [175] and Rojas-Cardenas et al. [20], can be explained
through the presence of complicated ow structures that are not found in the plain channel exper-
iments. The re-circulation zones that are present, see Figs. 6.3-6.5, vary in strength and size with
Knudsen number and so inuence the mass ow rate in a non-linear fashion.
The inuence of Prandtl number and specic heat ratio, γ, can also be investigated. Maxwell-
argon (γ = 5/3, Pr = 1, ω = 1) and argon (γ = 5/3, Pr = 2/3, ω = 0.81) both have the same specic
heat ratio while they vary in peak mass ow rate by 6% for the κ = 1 case. In comparison the
dierence between argon and nitrogen(γ = 7/5, Pr = 0.72, ω = 0.74) is marginal at 0.5%. Comparing
the coecients for these three gases there is a signicant dierence in peak mass ow rate when the
dierence in Prandtl number is (relatively) large and little impact with changes in specic heat ratio.
This signicance of Prandtl number is to be expected as the ow is entirely due to thermal eects
in a viscous medium and the Prandtl number characterizes the relative impact of these two factors
on the ow eld. Therefore, as the Prandtl number is decreased, it is expected that thermal eects
will dominate and mass ow rate will correspondingly increase, as demonstrated in the simulation
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results.
A comparison of the ow structures visualized in Fig. 6.3 to Fig. 6.5 show a number of interesting
features. The Maxwell-argon gas typically shows a greater degree of re-circulation which can
especially be seen in Fig. 6.4a in the lower curved section of channel. The presence of numerical
disturbances in the ow, discussed earlier in Sec. 5.3.5 and Fig. 5.16, are also present in Fig. 6.3. Overall,
however, the ow structure variation between the dierent gas types is minimal. Across Knudsen
number the ow structure is seen to progress from highly re-circulatory for low rarefaction to highly
uniform for high rarefaction. The ow velocities also vary with Knudsen number as indicated by the
mass ow rates shown in Fig. 6.2.
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(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1.
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 81.
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74
Figure 6.3: Non-dimensional velocity with streamlines for Kn = 1.0, κ = 1. For direction of ow
see Fig. 5.14a. Note: additional truncated streamlines added in areas of re-circulation to aid in ow
visualization.
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(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1.
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 0.81.
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74
Figure 6.4: Non-dimensional velocity with streamlines for Kn = 0.5, κ = 1. For direction of ow
see Fig. 5.14a. Note: additional truncated streamlines added in areas of re-circulation to aid in ow
visualization.
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(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1.
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 0.81.
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74
Figure 6.5: Non-dimensional velocity with streamlines for Kn = 0.1, κ = 1. For direction of ow
see Fig. 5.14a. Note: additional truncated streamlines added in areas of re-circulation to aid in ow
visualization.
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To further aid in the visualization of the ow features present in the Knudsen pump a slice is
taken along the channel for the Kn = 0.5 case, with κ = 1, as shown in Fig. 6.6 with the resulting
plot shown in Fig. 6.7. In this gure the variation in ow features between the various gases is shown.
Figure 6.6: Slice along which data is plotted in Fig. 6.7. The line is located at x = 0.635 and pi/2 ≤
y ≤ pi/2.
Figure 6.7: Temperature and velocity along a slice for the Kn = 0.5 case with κ = 1. See Fig. 6.4 for
a contour plot of velocity and Fig. 6.6 for the location of the slice.
Grid convergence
Grid convergence studies of the curved-straight channel with κ = 1 and argon were performed for a
range of Kn. The nest grid simulated corresponded to the results given in this section with cell
count listed in Table. 5.6. Three further grids were also simulated with a renement ratio of two.
An approximation of the mass ow rate at zero grid spacing was then calculated using Richardson
extrapolation [176]. The convergence of the solution towards the extrapolated value may be seen
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in Fig. 6.8. Convergence for all three cases was within the asymptotic range and the percentage
error between the extrapolated solution and nest grid was less than 0.1% for all cases. These results
demonstrate that the results presented for the mass ow rate through these Knudsen pumps are
independent of the spatial discretization.
Figure 6.8: Convergence of the curved-straight channel for κ = 1 and argon.
6.1.2 Double-curved channel
The geometry proposed by Aoki et al. generates mass ow due to the imbalance of thermal creep
eects in the curved and straight sections. If the geometry were modied even further to increase this
imbalance then superior mass ow and pressure rise could be generated. To achieve this objective a
design involving no straight sections has been proposed as part of the present investigation [177].
The general design of the pump is shown in Fig. 6.9.
Figure 6.9: Schematic showing a Knudsen pump with no straight sections. Exterior arrows show
direction of thermal creep. Interior arrows show bulk ow.
The straight sections of the pump shown in Fig. 2.4 have been removed and the curved sections
altered to introduce width variation along the ow path. This width variation is required to allow mass
ow as without it the sections of opposing temperature gradient act in perfect opposition resulting
in zero net mass ux. This geometry has a varying Knudsen number, based on the changing channel
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width, with the greater rarefaction occurring in those sections that drive the ow in the ‘forward’
direction. The zones that support opposing thermal creep are also ‘smooth’ in nature allowing
for re-circulation with minimal losses due to geometric irregularities. The modied geometry is
investigated in a similar manner to the geometry of Aoki et al. with simulation of mass ow rate and
ow structure for varying gas properties and geometric conguration.
In a similar manner to the simplication performed in Sec. 6.1.1, to reduce the full cascade shown
in Fig. 6.9 to a single section, the pump is simplied to the conguration shown in Fig. 6.10. The
widest and narrowest channel widths are given as Da and Db respectively while the intermediate
radius is given by R.
Figure 6.10: Schematic of double-curved channel.
To fully dene the geometry the narrowest channel width,Da, and the ratios α and η are specied
according to
α =
Da
R
, η =
Da
Db
. (6.1)
The wall temperature was set to vary linearly from TL to TH , along the long axis of the pump,
with lines of highest and lowest temperature located at the center of the smaller radius curve as
shown in Fig. 6.10. This conguration allows a more physically reasonable temperature distribution
when compared to the channel described in Sec. 6.1.1.
To aid in comparison with the geometry described in Sec. 6.1.1 the parameter Da is constrained
to be the same value as D, such that Da = D. This means the maximum Knudsen number of the
channels are also equal. The minimum radius of the ring channel is also set equal to the inner radius
of the CS channel. The planar area of the Double-Curved (DC) geometry is also constrained to equal
the area of the full loop CS geometry as shown in Fig. 5.14a. These constraints lead to the following
expressions for α and η,
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η =
2 (β − 1) +
√
β2 (κ− 2)2 + (κ+ 2)2 − 2β (4 + κ2)
β (κ− 4)− κ− 4 , (6.2)
α =
4ηκ
4η + κ (1− η) . (6.3)
The computational grid is dened in a like manner to the CS channel with the cell distribution
dened according to Table 5.6 and shown schematically in Fig. 6.11.
Figure 6.11: Mesh layout. κ = 1, β = 1/2. Note: This mesh shows a reduced resolution form of the
nal grid.
The DC channel is simulated using the same conditions described previously in Sec. 6.1.1 and Sec.
5.3.5. The value of m˙ is calculated for a range of Knudsen numbers and can be seen in Fig. 6.12 with
curve ts according to Table G.2 to allow easy comparison of alternative results with the provided
data. Note that the value of D in Eq. (5.25) is taken as the minimum channel width i.e. D = Da.
Figure 6.12: Non-dimensional mass ow rate in the double-curved channel for Maxwell-argon (γ = 5/3,
Pr = 1, ω = 1), argon (γ = 5/3, Pr = 2/3, ω = 0.81) and nitrogen (γ = 7/5, Pr = 0.72, ω = 0.74).
Fitted curves follow the form (a exp (bKn) + c exp (dKn)) , see Table G.2 for coecient values.
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The eect of Prandtl number is clearly shown in Fig. 6.12 with peak mass ow rates for argon
and nitrogen being at least 10% higher than for Maxwell-argon when κ = 0.5 and by at least 16.5%
greater when κ = 1. The eect of ω and γ is seen to be negligible with dierences in peak mass ow
rate of less than 2.4% when comparing argon and nitrogen.
The peak mass ow rates are found to occur at lower Knudsen number values as the channel
widens from κ = 0.2 to 1. The peak values for κ = 0.2 are Kn = 0.74± 0.01 for argon and nitrogen
and Kn = 1.19 for Maxwell-argon. For κ = 0.5 and 1 the peak values are at Kn = 0.48± 0.11 and
Kn = 0.3± 0.003, respectively, for all gases. Note that these values are the expected peak locations
calculated from the curve ts given in Table G.2.
The ow is also visualized and can be seen in Figs. 6.13 - 6.15. The ow patterns shown in these
gures do not display the clear dierences that are seen for the CS channel. The key features of
the ow include two large re-circulation zones occupying the outer regions of the curved channel
along with relatively uniform ow through the neck of the channel. The primary ow in the channel
for all gases is observed to concentrate as the Knudsen number increases. The tortuosity of this
primary ow is also observed to increase with decreasing Knudsen number. Re-circulation zones
attached to the walls near the transition from small to large radius reduce in strength as Knudsen
number decreases until they are entirely absent at the maximum m˙. The re-circulation is then found
to relocate and strengthen as the Knudsen number decreases further. It can be seen that at the
maximum mass ow rate the ow is highly uniform through the narrow section of channel with
only the primary re-circulation zones in evidence.
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(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1.
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 81.
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74
Figure 6.13: Non-dimensional velocity with streamlines for Kn = 1.0, κ = 1. For direction of ow
see Fig. 5.14a.
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(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1.
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 0.81.
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74
Figure 6.14: Non-dimensional velocity with streamlines for Kn = 0.3, κ = 1. For direction of ow
see Fig. 5.14a.
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(a) Maxwell-argon: R = 208J/kgK, γ = 5/3, Pr = 1, ω = 1.
(b) Argon: R = 208J/kgK, γ = 5/3, Pr = 2/3, ω = 0.81.
(c) Nitrogen: R = 297J/kgK, γ = 7/5, Pr = 0.72, ω = 0.74
Figure 6.15: Non-dimensional velocity with streamlines for Kn = 0.1, κ = 1. For direction of ow
see Fig. 6.9.
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6.1.3 Sinusoidal channel
Following on from the discussion that introduced the DC channel in Sec. 6.1.2 it is noticed that the
core ow in that geometry experiences signicant change in ow direction as it proceeds through
the channel. This may be seen in Fig. 6.13 to Fig. 6.15. This indicates that energy is being expended
on altering the momentum vector of the ow which could instead be used to accelerate the ow
along a primary axis. For this reason a new geometry was introduced as shown in Fig. 6.16 which
maintains the concept of providing a smooth ow path and areas for re-circulation but removes the
large deviation in core ow that was enforced by the geometry. It should be noted that the curved
wall is dened as a sinusoid according to
f (x) =
1
4
(
Da +Db + (Da −Db) cos
(
2pix
L
))
. (6.4)
Figure 6.16: Schematic of sinusoidal channel.
To maintain a semblance of equivalence between the geometries investigated thus far, two
constraints are imposed:
1. The internal area of a single channel segment, shown in Fig. 6.16 with length L, is equal to the
internal area of a full segment shown in Fig. 6.1.
2. The length, L, of the sinusoidal channel segment, shown in Fig. 6.16, is equal to the total
lateral width of the channel shown in Fig. 6.1. This may be be expressed mathematically as
Lsinusoid = LS + 2R +D, where LS , R and D are taken from Fig. 6.1.
With the aid of these constraints it is possible to express the geometric conguration of the
channel in terms of Da, κ and β with the channel segment length, L, and maximum width, Db, given
according to
L = Da
β (pi − κ− 2) + κ+ 2
(1− β)κ , (6.5)
Db = Da
β(pi − κ− 2) + κ− 4pi + 2
β (κ− pi + 2)− κ− 2 . (6.6)
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The results presented in this section are given for argon and Maxwellian argon, as described in
Table 6.1, and for a κ of 1 and 0.5. The ow through a single segment of the sinusoidal channel with
periodic boundary conditions is shown in Fig. 6.17 where the operating conditions and simulation
parameters are given in Table 6.2.
Table 6.2: Simulation parameters for periodic sinusoidal channel
Nx ×Ny κ = 1 400× 96 Lref 1× 10
−6m
κ = 0.5 600× 64 pref 1atm
d 28× 28 Tref 273K
CFL 0.5
(a) Kn = 0.1
(b) Kn = 0.5
(c) Kn = 1
Figure 6.17: Non-dimensional velocity in argon with streamlines for κ = 1 and a range of Kn. For
direction of ow see Fig. 6.16.
The presence of a large re-circulation zone in the wide section of channel, for Kn = 0.1, is
quite similar to the double curved channel of Sec. 6.1.2. This re-circulation reduces signicantly
for Kn = 0.5 and is entirely absent at Kn = 1. This absence of re-circulation at higher Kn may be
explained by the momentum of the uid imparted in the favorable direction by the narrow section
of the channel being greater than the momentum imparted in the opposite direction by the wider
section. This leads to a reduction in favorable velocity in the wide section but not a change in
direction of the ow. This may be seen more clearly in Fig. 6.18 where the ow velocity parallel to
the wall is shown along the wall length. The velocity prole corresponds to the mean velocity in
each cell adjacent to the wall and demonstrates the spatial uctuations that occur as Kn increases.
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Figure 6.18: Velocity of ow parallel to the wall in the sinusoidal channel for κ = 1. Markers indicate
data set only.
The non-dimensional mass ow rates are shown in Fig. 6.19 where peak mass ow rate at lower
Kn is demonstrated once again. Of note is the fact that the peak mass ow rate is somewhat greater
than for the DC channel. This appears to validate the concept used to develop this geometry: providing
a straight path for the core ow will decrease losses and hence increase mass ow.
Figure 6.19: Non-dimensional mass ow rate in the sinusoidal channel. Fitted curves follow the form
(a exp (bKn) + c exp (dKn)) , see Table G.3 for coecient values.
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6.1.4 Square channel
The nal channel geometry simulated was the canonical form introduced in Ch. 2.1. In this format
the core ow follows a straight line path but the areas allowed for re-circulation are non-smooth.
The square channel geometry is shown in Fig. 6.20 where the same constraints outlined in Sec. 6.1.3
are again enforced. These constraints give the same channel length and maximum channel width as
given in Eq. (6.5) and Eq. (6.6).
Figure 6.20: Schematic of square channel.
The ow through a single periodic segment for multiple vales of Kn is visualized in Fig. 6.21 for
κ = 1. The ow through the square channel displays similar structures to the sinusoidal channel as
Kn increases with a large re-circulation zone in the wide section for Kn = 0.1 and essentially no
re-circulation for Kn = 1.
Mass ow rates for the square channel over the range of Kn simulated are shown in Fig. 6.22
where the largest ow rates of all geometries investigated thus far are observed.
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(a) Kn = 0.1
(b) Kn = 0.5
(c) Kn = 1
Figure 6.21: Non-dimensional velocity in argon with streamlines for κ = 1 and a range of Kn. For
direction of ow see Fig. 6.20.
Figure 6.22: Non-dimensional mass ow rate in the square channel. Fitted curves follow the form
(a exp (bKn) + c exp (dKn)) , see Table G.4 for coecient values.
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6.1.5 Matrix pump
In a standard Knudsen pump the sign of the temperature gradient along the wall must oscillate
to maintain a continuous temperature prole. This introduces sections of the pump that promote
counter-ow and introduces the requirement for variation in channel width, as seen in previous
sections. This can be seen in Fig. 6.23, where a smooth channel with oscillating temperature prole
will generate no net mass ow due to the counteracting eect of neighbouring sections with positive
and negative temperature gradient. If we take the temperature prole from the one dimensional case
and ‘wrap’ two periods around a two-dimensional shape, then a continuous temperature prole is
maintained whilst promoting ow along a common axis. This eect is shown in Fig. 6.23 where a
square is used as the two-dimensional shape and ow is promoted along the diagonal from lower-left
to upper-right.
Figure 6.23: Progression from 1D channel with no net mass ow due to thermal creep to a 2D design
around a single pumping element that has no adverse temperature gradient. The arrows around the
2D block indicate thermal creep ow direction while the dashed line indicates the mean value of the
temperature prole (solid line) that is ‘wrapped’ around the block.
The temperature prole for the two dimensional case may be generated by dening temperatures
at the corners of the 2D element and assuming a linear temperature gradient between them. A number
of such elements may be combined to create a Knudsen pump with a wide range of capabilities. The
design is shown in schematic form in Fig. 6.24.
The values for TL and TH correspond with those given at the start of the chapter while TM =
(TH + TL) /2.
To compare the matrix pump with the preceding pump designs, the matrix pump was simulated
for a range of Kn and geometric congurations with the simulation domain consisting of a single
periodic element of the matrix as shown in Fig. 6.25.
Simulated geometries included both regular arrangement, where L = D, and rectangular ar-
rangements where L 6= D. For the rectangular arrangements the domain was dened by κ and β
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Figure 6.24: Matrix pump schematic showing mean ow pattern for a specic temperature eld
arrangement. Thick arrows show bulk ow direction. Thin arrows show re-circulation. Dashed
arrows show general ow pattern through the matrix pump. Circles give temperature (low, medium,
high) at that location.
Figure 6.25: Domain to simulate matrix pump. Periodic domain with boundaries connected as noted.
according to,
L =
piDβ
κ (1− β) , (6.7)
where D was dened by Kn. The simulation domain was discretized and run with the operating
parameters given in Table 6.3. Note that the cell counts given in Table 6.3 are for a single channel
segment of length L, as shown in Fig. 6.25. The full number of cells in the domain is given by
Nc = 2 (Nx ×Ny) +N2y .
The ow through the periodic domain is shown for three values of Kn in Fig. 6.26 and Fig. 6.27
with corresponding mass ow rates shown in Fig. 6.28. Comparing the ow through the regular and
rectangular arrangements, the primary dierences in ow path are the presence of re-circulation and
reduced ow speed. The re-circulation appears on either side of the south-west corner of an island,
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Table 6.3: Simulation properties for matrix pump
Nx ×Ny
κ = 1 72× 226 Lref 1× 10−6m
κ = 0.5 53× 333 pref 273K
κ = 0.2 34× 534 Tref 32× 32
regular 96× 96 CFL 0.5
d 32× 32
seen in Fig. 6.27 in the north-west and south-east corners, and occurs due to ow divergence caused
by the geometry rather than through a thermal creep eect. The increased ow speed, on the other
hand, is likely due to the increased temperature gradient present in the regular matrix pump due to
the aspect ratio of the channels. Overall, however, the ow is remarkably uniform with no signicant
re-circulation. The change in core ow direction, between channels that are perpendicular to one
another, is also handled in a smooth manner.
(a) Kn = 0.1 (b) Kn = 0.5 (c) Kn = 1
Figure 6.26: Non-dimensional velocity in argon with streamlines for the regular matrix pump (L = D)
and a range of Kn. Flow direction is according to Fig. 6.24.
The mass ow rate through the periodic domain was computed in a similar manner to the
preceding linear pump designs with the mass ow through each arm of the pump calculated, according
to Eq. (5.25), before being summed to provide the total mass ow rate. From Fig. 6.28 it is clear
that signicant mass ow rates are experienced with the new matrix pump design with the regular
arrangement providing signicantly greater ow rates than the rectangular arrangements. The pump
performance is once again seen to display a peak around Kn ≈ 0.3 before falling o with increasing
Kn.
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(a) Kn = 0.1 (b) Kn = 0.5 (c) Kn = 1
Figure 6.27: Non-dimensional velocity in argon with streamlines for the matrix pump with κ = 1
and a range of Kn. Flow direction is according to Fig. 6.24.
Figure 6.28: Non-dimensional mass ow rate in the matrix pump. Fitted curves follow the form
(a exp (bKn) + c exp (dKn)) , see Table G.5 for coecient values.
6.1.6 Flow rate comparison
The non-dimensional mass ow rates of the geometries investigated demonstrate the signicant
eect that geometric layout can have on the performance of the thermal creep driven pump. Using
the tted curves to calculate a predicted maximum mass ow rate for argon it is possible to provide a
comparison of the performance of each pump geometry. The maximum values and the Kn at which
they occur are given in Table 6.4. It should also be noted that a direct comparison of these values for
m˙ may be performed as the same dimensionalizing constant is used for all cases.
From Table 6.4 it is clear that the matrix pump with regular element layout returns the highest
performance. However, a comparison of the linear pump designs is also of interest. In this case the
linear square pump geometry performs the best while the straight-curved geometry performs the
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Table 6.4: Maximum mass ow rates and the Knudsen numbers at which they occur for dierent
geometries. Peak values taken from curves tted to results with argon as the test gas.
Geometry m˙ Kn
CS 0.0037 0.38
DC 0.0096 0.24
Sinusoidal 0.0114 0.39
Square 0.0140 0.53
Matrix 0.0213 0.29
Matrix (regular) 0.0487 0.15
worst with a dierence in m˙ of 378% between the two. A closer comparison, however, may be made
between the geometries that most resemble each other with straight-curved compared to double
curved and sinusoidal to square. Following this convention the dierences are still marked with the
DC pump showing an increase of 259% over the CS pump. The square pump also shows an increase
over the sinusoidal pump, but in this case it is relatively small, with an increase of 123%. Overall, the
square pump displays the greatest m˙, although this also comes with the highest Kn at which the
maximum is found. For certain applications the degree of rarefaction may not be particularly high
and, for this reason, the lower the Kn range that a pump operates within the more likely it may be a
practical solution. Provided with this motivation the dierence in m˙, between the DC geometry and
the square geometry, of 145% may not be signicant given that the DC geometry provides this peak
at a Kn less than half that for the square geometry. The wide range of peak mass ow rates and the
Kn at which these peaks occur indicates that the Knudsen pump is quite sensitive to the geometric
layout.
The reason for the signicant performance advantage of the square pump, as opposed to the
curved designs, is thought to be due to a number of factors. The rst of these is the linear nature
of the pump with no gross changes in mean ow direction required. This is thought to be the
primary advantage and is demonstrated somewhat by the fact that the sinusoidal channel is not too
dissimilar in peak mass ow rate. Another factor, when comparing to the sinusoidal channel, is the
increased length of the narrowest section of channel. This allows the favourable direction thermal
creep eect to be acting at full strength for a signicantly greater area. Combining this eect with a
clearly separated zone for re-circulation allows the bulk ow of the pump to proceed with minimal
interference.
The matrix pump, as stated above, is the clear winner in terms of overall mass ow rate for the
periodic domain simulated. This can be attributed to two factors: 1) adverse ow is not a necessary
factor at any point in the domain and 2) the minimum cross section of the overall channel is a factor
of
√
2 larger than for any of the other channels. These factors contribute to a 152% increase in mass
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ow rate over the square channel for κ = 1 and a 229% increase for the regular arrangement. One
consideration that must be taken with the matrix pump, however, is that the ‘open-plan’ nature of
the pump allows for ow to recirculate depending on the containing domain. This eect may be
observed when attempting to obtain a pressure gradient across multiple pump stages as shown in
the following section. The re-circulation is an indicator of reduced pumping eciency as it shows
where high pressure gas is being allowed to ‘escape’. This ‘escaping’ gas is then not contributing to a
greater pressure rise or mass ow in the desired direction.
6.2 pressure rise
The pressure rise capability of the dierent geometries for a common Kn of 0.35 will be examined in
the following section. This value of Kn was chosen for ease of comparison. The linear pumps were
investigated with four and eight full sections joined together with the ends blocked o, following
the methodology of Aoki et al., as shown for the four section conguration in Fig. 6.29.
The average pressure across the channel is measured for each span-wise column of cells according
to,
pi
pref
=
∑Nc
j p
NcρavRTL
, (6.8)
where Nc is the number of cells spanning the channel. The average pressure for each span-wise
column is then plotted against the corresponding normalized centre-line distance as shown in Fig.
6.30. The performance characteristics are noted explicitly in Table 6.5.
Overall the ‘straight-through’ style of channel, including the sinusoidal and square, display
superior performance in pressure trace slope (see Fig. 6.30), absolute pressure rise and relative
pressure rise (see Table 6.5). It is interesting to note the variation between the four and eight segment
pressure traces where the four segment pumps display an almost linear (taking account of the natural
Table 6.5: Pressure rise in multi-segment pumps.
No. Sec. Geometry ∆p = p2 − p1 p2/p1
4
CS 0.128 1.077
DC 0.165 1.088
Sinusoidal 0.297 1.166
Square 0.395 1.253
8
CS 0.135 1.081
DC 0.218 1.118
Sinusoidal 0.500 1.294
Square 0.472 1.309
6.2. PRESSURE RISE 131
(a) Curved-straight (b) Double-curved (c) Sinusoidal (d) Square
Figure 6.29: Pressure and local velocity vectors for the four geometries considered at Kn = 0.35 and
κ = 1 with four sections. Note that each pump is not shown to the same scale. The ow rate, as
measured in Sec. 6.1, increases from left to right for the geometries shown.
oscillations) increase in pressure along the length of the pump while the eight segment pumps
show strong non-linearity with majority gains at each end of the closed channel. The slope of the
pressure traces, calculated by taking the linear least squares t of the data points, also show higher
slope for the shorter, four segment, pump although the overall pressure rise is denitely greater for
the longer, eight segment, pumps. This eect could be a result of the change in eective Kn along
the channel introducing performance reducing eects such that the performance of a pump is not
simply a linear scaling of the performance of a single segment. From the data presented herein it
is clear that the curved channel conguration of Aoki et al. may be signicantly improved whilst
maintaining a curved channel design philosophy. The curved designs presented do not improve upon
the performance of the original, canonical, Knudsen pump design as demonstrated here.
The matrix pump design was investigated for a 3 × 3 matrix of individual elements with two
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Figure 6.30: Pressure rise for argon in four and eight segment pump arrangements at Kn = 0.35
and κ = 1. Note that Lp is the centre-line length of a single pump segment. Slope given as p˙ in the
legend is calculated from a least squares t to the corresponding data.
variations in outer boundaries. The rst domain consisted of a square outer boundary while the
second was representative of a possible end use layout with four closed channels aligned with the
diagonals of the pumping matrix. These congurations are shown in Fig. 6.31.
From these plots it may be observed that a signicant pressure dierence is able to be generated
by the matrix pump. The enclosed square domain was able to generate p2/p1 = 1.375 while the
blocked channel conguration generated p2/p1 = 1.302. Both of these pressure gains outstrip the
maximum achieved by the linear style of pump. It is of interest, however, that the ow structure
in both of the presented congurations demonstrates signicant re-circulation. This is due to the
open-plan nature of the device which diers from the linear style pump in that it more readily allows
reverse ow due to the pressure gradient. Overall the matrix pump has shown that it is able to
produce a pressure dierential of greater strength than the linear style of pump although a direct
comparison is dicult due to the fundamentally dierent nature of the devices.
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(a) Enclosed square domain. (b) Blocked channels.
Figure 6.31: Pressure contours and sparsely sampled ow velocity vectors of a 3× 3 matrix pump.
6.3 effect of surface accommodation
The Knudsen pump simulations thus far have all made use of the fully diuse boundary condition as
outlined in Sec. 3.11. This choice of boundary condition is a popular one as it is easy to implement and
captures uid-surface interaction eects through the whole range of Kn. It is, however, of interest
to investigate the eect on the performance of the Knudsen pump when the boundaries do not
thermally accommodate all of the incoming molecules. The thermal accommodation of a surface may
be adjusted by altering the material or by treating the surface and so thee is sucient motivation to
investigate this eect.
In this section the eects of varying the normal and tangential accommodation coecients in
the CL reection kernel are presented. The geometry used was the CS channel to allow simple
partitioning of the various boundaries, that may have dissimilar accommodation coecients, and to
observe if the pump with the least performance may be improved.
To reduce the number of possible combinations, the normal and tangential coecients for any
point on the wall were set to the same value at all times. This value will now be referred to as the
‘combined coecient’. Three values, of 0.2, 0.6 and 1.0, were chosen for the combined coecient. The
curved and straight walls of the domain were assigned parameters α1 and α2, respectively, which
were used to adjust that section of wall’s accommodation behaviour. These parameters were then
varied, according to the chosen combined coecient, such that all possible variations were simulated.
The ow patterns thus generated may be observed in Fig. 6.32. Note that the ow pattern shown in
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Fig. 6.32i corresponds closely to that shown in Fig. 6.4 as expected due to the fully diuse nature of
the boundary conditions for α1 = α2 = 1.
(a) α1 = 0.2, α2 = 0.2 (b) α1 = 0.2, α2 = 0.6 (c) α1 = 0.2, α2 = 1.0
(d) α1 = 0.6, α2 = 0.2 (e) α1 = 0.6, α2 = 0.6 (f) α1 = 0.6, α2 = 1.0
(g) α1 = 1.0, α2 = 0.2 (h) α1 = 1.0, α2 = 0.6 (i) α1 = 1.0, α2 = 1.0
Figure 6.32: Accommodation coecient tailoring for the CS channel. Streamlines show uid motion,
gradient . Curved section accommodation coecient = α1, straight section = α2.
The thermal creep eect was strongest for α = 1 and weakest for α = 0.2. The overall ow
through the channel was then dictated by the relative strength of the two regions of thermal creep.
The region of greatest α was seen to dominate the net ow direction, as seen in Fig. 6.32c and Fig.
6.32g, where the ow in each channel was reversed relative to the other.
The overall mass ow rate for the conditions shown in Fig. 6.32 are given in Table 6.6 and shown
in Fig. 6.33. The sign of m˙ indicates the direction of the ow with a positive m˙ indicating ow from
left to right in the straight section of the channel. The peak mass ow, in either direction, was found
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to coincide with the cases with the greatest dierence in α. This was due to there being a minimum
of counteracting thermal creep from the section with lower α.
Table 6.6: Tailored accommodation mass ow rates.
α1
0.2 0.6 1.0
α2
0.2 0.0022 0.0128 0.0174
0.6 -0.0070 0.0043 0.0107
1.0 -0.0128 -0.0030 0.0037
Figure 6.33: Mass ow rate data point visualization for varying accommodation coecients.
The relative strength of the thermal creep eect, from the straight and curved sections, is also
evident in these results with the mass ow for Fig. 6.32c being outperformed by Fig. 6.32g. This was
expected due to the ow direction evident in the standard case, shown in Fig. 6.32i and Sec. 6.1.1, but
clearly demonstrates the increased eectiveness of the curved section of channel.
From these results it is clear that to maximize the mass ow rate through a thermal creep driven
device, the surface accommodation coecient should, if possible, be tailored to the application. This
may be achieved through applying a high accommodation material, or surface coating, to regions in
which the temperature gradient is favorable and a low accommodating material to the alternative
regions.
Values of surface accommodation for typical engineering materials, such as steel or aluminum,
are around unity [12] although this is highly dependent on the surface roughness and adsorbates that
may be present. For smooth and clean surfaces, however, the thermal accommodation coecients
for a range of materials have been measured at signicantly lower values [178, 179]. The practicality
of tailoring the surface accommodation is therefore application specic with potentially large impact
on the performance of the Knudsen pump design.
136 CHAPTER 6. KNUDSEN PUMP INVESTIGATION
6.4 flow vectoring using the matrix pump
According to the results shown in the Sec. 6.1 the regular matrix pump, with equal channel and
pumping element width, is the highest performing pump conguration. In this design a matrix of
squares is laid out in regular formation creating a network of channels. A linearly varying temperature
eld is dened in both x and y according to the specied temperatures at each corner of the squares,
as shown in Fig. 6.24, and may be calculated according to,
T (~x) =
∑
i
g (‖~x− ~xi‖ , Ti) , (6.9)
g (r, T ) =
T (w − r) , r < w0 r ≥ w , (6.10)
where w is the channel width and Ti is the temperature specied at point ~xi. Note that this
formula assumes channel width is equal to square width. To implement this style of temperature eld
it can be envisioned that heating and cooling elements may be run through the domain (normal to the
plane) at the corners of each square. If each of these elements has the ability to take on an arbitrary
and independent temperature then the mean vector of uid motion that each square generates is able
to be re-oriented on demand as shown in Fig. 6.34. This ability to alter the temperature gradients,
and thereby the ow pattern, could be extremely useful in applications requiring ow vectoring and
mixing.
Figure 6.34: Flow motivation caused by a single matrix pump element due to variation in the
temperature distribution. The central arrow in each element shows the mean ow vector while the
smaller arrows show the direction of thermal creep on each wall. If an outer arrow is not present
this indicates no thermal creep will take place. The circles follow the same legend as in Fig. 6.24
The matrix pump arrangement may be used to perform ow switching between multiple streams.
This implementation has been investigated with four large channels feeding into a 3×3 matrix pump
joiner, as shown in Fig. 6.35. The pump domain shown in Fig. 6.35 was modelled to represent four
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channels drawing from a common reservoir. The choice of reservoir layout and its connection with
the rest of the domain, was dictated by the limitations of the underlying structured grid representation.
The full domain was simulated with the grid density limited to 16 cells per channel width in x and y
due to memory restrictions.
Figure 6.35: Periodic domain for the matrix pump.
The 3× 3 matrix pump layout was simulated as it was the largest domain that could be solved
with the computational memory available. It is expected, however, that matrix pumps with a larger
number of individual units and customized layout could provide higher performance.
The feasibility of ow vectoring was then established by calculating the quasi-steady ow for
a number of given temperature elds. The rst temperature eld simulated is shown in Fig. 6.36b
where the desired outcome was mass ow from channel b to channel c (see Fig. 6.35) with minimal
ow in the remaining channels. The resulting ow is shown in Fig. 6.36a where a window of thirteen
channel widths, centred on the pump, is shown. Further results are given in Fig. 6.37 to Fig. 6.43 for
temperature elds that promote preferential ow between channels. These include one to one with a
direction change, Fig. 6.37, one to many Fig. 6.38 to Fig. 6.39, many to one Fig. 6.40 and Fig. 6.43, as
well as many to many Fig. 6.41 and Fig. 6.42. For each conguration the mass ow balance between
the channels is given in Table 6.7.
The mass ow rates through each channel provide some insight into the eectiveness of the ow
switching that is able to be performed. For one to one ow at 180◦ the mass ow in the preferred
direction accounts for 88% of the total mass ow while for one to one at 90◦ it accounts for 62%.
The straight through ow shows highly uniform ow through the pumping region with some re-
circulation at the throat of the alternate channels, those through which ow is not intended, due to
the action of the nearest pumping unit. The 90◦ case, on the other hand, shows relatively signicant
ow entrainment from the alternate channels, especially through the closest point between the
North-East and South-East channels. This situation may be enhanced by the domain structure, see
Fig. 6.35, as ow through the connecting reservoir (not shown) has some impact on the alternate
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(a) Pressure gradient and sparsely sampled ow velocity vec-
tors.
(b) Temperature eld.
Figure 6.36: Flow from one to one at 180◦.
(a) Pressure gradient and sparsely sampled ow velocity vec-
tors.
(b) Temperature eld.
Figure 6.37: Flow from one to one at 90◦.
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(a) Pressure gradient and sparsely sampled ow velocity vec-
tors.
(b) Temperature eld.
Figure 6.38: Flow from one to two.
(a) Pressure gradient and sparsely sampled ow velocity vec-
tors.
(b) Temperature eld.
Figure 6.39: Flow from one to three.
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(a) Pressure gradient and sparsely sampled ow velocity vec-
tors.
(b) Temperature eld.
Figure 6.40: Flow from two to one.
(a) Pressure gradient and sparsely sampled ow velocity vec-
tors.
(b) Temperature eld.
Figure 6.41: Flow from two to two in a common direction.
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(a) Pressure gradient and sparsely sampled ow velocity vec-
tors.
(b) Temperature eld.
Figure 6.42: Flow from two to two in opposite directions.
(a) Pressure gradient and sparsely sampled ow velocity vec-
tors.
(b) Temperature eld.
Figure 6.43: Flow from three to one.
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Table 6.7: Mass ow rates through individual channels. Positive values indicate ow out of the
channel. Note that mass ow rates are given for quasi-steady ow and may not sum to zero. This
data is therefore only indicative of steady state behaviour.
South-West North-West South-East North-East Figure
1→ 1, 180◦ -0.0653 0.0058 0.0026 0.0574 Fig. 6.36
1→ 1, 90◦ -0.0316 -0.0082 0.0511 -0.011 Fig. 6.37
1→ 2 -0.0576 0.0416 0.0414 -0.0251 Fig. 6.38
1→ 3 -0.0637 0.0221 0.0222 0.0212 Fig. 6.39
2→ 1 -0.0176 -0.0303 0.0572 -0.0086 Fig. 6.40
2→ 2 -0.0414 -0.0414 0.0414 0.0414 Fig. 6.41
2→ 2, (R) -0.0455 0.0444 0.0455 -0.0441 Fig. 6.42
3→ 1 -0.0258 -0.0274 -0.0274 0.0819 Fig. 6.43
channels. The overall ow structure through the domain for the 90◦ case does, however, still remain
predominantly from South-West to South-East as desired. Related to the 90◦ case are the two to
two cases, Fig. 6.41 and Fig. 6.42, where ow is directed in a similar manner but using all channels
simultaneously. In these cases the mas ow rate data indicates matched ow between the appropriate
channels although, without marking the ow according to source, it is dicult to comment on the
ratio of entrained to core ow. From the ow visualization it appears that there is minimal cross
mixing between streams for both cases but especially for the common direction case in Fig. 6.41.
For ow splitting, as shown in Fig. 6.38 and Fig. 6.39, the desired outcome is to observe ap-
proximately equal mass ow through the intended channels. This is observed for the one to three
conguration while the one to two shows just over 30% of the out-ow being contributed by the
alternate channel.
For converging ows such as shown in Fig. 6.40 and Fig. 6.43 we desire approximately equal ow
rates through the feeding channels. For two feeding channels we observe that there is preferential
treatment of the channel aligned with the outlet channel with 30% of the combined ow coming
from the o axis channel and 53% coming from the on axis channel. The remainder is entrained from
the alternate channel and makes up a fairly signicant proportion of the whole. However, for the
three to one combining ow case, the ow rates through the feeding channels are approximately
equal as desired.
From the ow visualizations it may be observed that re-circulation within the 3 × 3 pump is
typically absent for all cases where counter ow is not promoted. The core ow appears to follow the
desired trajectory which is quite simple to establish with the enforced temperature eld. Selecting
a temperature eld is itself a relatively simple process although it must be acknowledged that the
3× 3 pump used here is limiting the number of available trajectories.
Overall the ability to vector ow between channels with the aid of the matrix pump has been
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shown to be feasible and highly exible. Flow is able to be re-directed in an arbitrary fashion with a
high level of core-ow continuity or mix-ability depending on the temperature eld conguration
employed.
6.5 summary
The results show the CS geometry proposed by Aoki et al. induces ow in a rareed gas. The use of
realistic gas coecients has shown to have a noticeable impact on the measured performance of the
device with the Prandtl number having the greatest inuence. The use of argon, as opposed to the
Maxwellian-argon used by Aoki et al. has also demonstrated that using realistic coecients may
alter the measured peak performance signicantly.
The DC geometry proposed here improves on the CS design by providing two and a half times the
peak non-dimensional mass ow rate of the CS channel under similar operating conditions (argon,
κ = 1, Kn ≈ 0.3). Further designs, the sinusoidal and square pump, further improve this mass ow
rate, to an estimated maximum of m˙ = 0.014, due to reductions in the tortuosity of the ow path and
optimization of re-circulation locality. An alternative two dimensional design was also investigated
with further improvements in mass ow rate of up to 348% over the square pump design. This was
possible due to the elimination of adverse temperature gradients whilst maintaining a continuous
temperature prole.
Pressure rise due to chaining of linear pumping elements was also investigated with signicant
pressure gains generated by all congurations. The matrix pump design, however, once again
demonstrated the peak pressure rise albeit with signicant re-circulation present in the ow due to
the open-plan nature of the pump.
Investigation into the eect of surface accommodation on the ow path and mass ow rates
through a periodic element of the CS channel was also carried out with the aid of the CL boundary
condition. As expected modifying the surface accommodation coecient to reduce accommodation
in the adverse ow regions of the channel served to greatly enhance the performance of the device.
Following the investigation of the matrix pump element in a periodic setting it was observed
that through manipulation of the temperature distribution on each element of the matrix pump
it is possible to implement ow vectoring. This eect was demonstrated by a 3 × 3 matrix pump
situated at the conuence of four wide channels for a variety of vectoring scenarios. In each case the
desired ow path was achieved with a varying degree of entrained ow from non-target channels.
The viability and eciency of the approach was thereby demonstrated in a substantive fashion.
Overall the linear style of pump has been shown to be an eective means of implementing ow
motivation and pressure gradient generation. Two new designs of linear style of pump have also been
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introduced with the double-curved and sinusoidal geometry. A further novel design, the matrix pump,
has also been introduced with demonstrations of its eciency and outstanding versatility. Further
modications to this design may be possible but as always the nal verdict on application of this
technology must come from experimental validation and so practical application in an experimental
setting is called for.
7SURFACE HEAT AND MASS TRANSFER
“Nothing splendid was ever created in cold blood.
Heat is required to forge anything. Every great
accomplishment is the story of a aming heart.”
— Arnold H Glasgow
The relationship between various properties of gas ow have been established for non-rareed
situations for quite some time with analogies between heat ux and momentum transfer (Reynolds
analogy) and the heat and mass transfer analogy among others. The heat and mass transfer analogy,
as the name suggests, relates the convective transfer of heat and mass in a uid ow. The analogy
has been formalized with the expression [32],
Nu
Prn
≈ Sh
Scn
, (7.1)
where n < 1 and the form of the dimensionless terms are given in Table 7.1. This analogy may be
used to directly relate two convection coecients and thus allow the approximation of an unknown
coecient with some degree of condence.
Table 7.1: Dimensionless coecients. Dimensional parameters given in Appendix H
Parameter Equation Description
Nu hL/kf Nusselt number, ratio of convective to conductive heat transfer
Sh hmL/ρD11 Sherwood number, ratio of convective to diusive mass transfer
Pr cpµ/kf Prandtl number, ratio of viscous to thermal diusion rate
Sc µ/ρD11 Schmidt number, ratio of viscous to mass diusion rate
Le α/D11 Lewis number, ratio of thermal to mass diusion rate
St h/ρucp Stanton number, ratio of heat transfer to thermal capacity
Pe uL/α Peclet number, ratio of advection to thermal diusion
The relationship between heat and mass transfer in the context of an adsorbing/absorbing surface
is the focus of investigation in this chapter. Taking the convective heat and mass transfer analogy for
continuum ows as inspiration, a parameter, Λ, that characterizes the relative signicance of heat
or mass transfer is proposed. This parameter is derived from Eq. (7.1) where the exponent is set to
unity, n = 1, and the ratio of the left and right hand sides of the equation is taken according to,
Λ =
NuSc
ShPr
=
LeStPe
Sh
=
h
cphm
, (7.2)
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where h and hm are the heat and mass transfer coecients respectively and cp is the specic heat
under constant pressure. The heat transfer coecient is given by the ratio of energy transfer to the
driving temperature dierential. The mass transfer coecient is the ratio of mass ux into the wall
and the motivation for this adsorption/absorption. The motivation, or driver, for this mass transfer
comes from the Langmuir kinetics as described in Sec. 3.12 with the nal form of hm given by,
hm =
m˙
1− ϑw/ϑeq , (7.3)
where m˙ is the total mass ux into, or out of, the wall. It should be noted here that m˙ is calculated
from the adsorption mechanism discussed in Sec. 3.12 and the exchange of energy from surface to
uid is calculated from the dierence in energy of the incident and emitted uxes.
With the aid of this breakdown parameter, the ratio of heat transfer to mass transfer may by
characterized for a variety of conditions. The following sections outline the variation in Λ caused by
a variation in degree of rarefaction, Kn.
7.1 analytical approximations for heat and mass transfer
The limits on variation of Λ with Kn may be found through analytical approximations to the surface
heat and mas transfer coecients for continuum and free-molecular steady ow.
According to Kogan [171] the velocity distribution at a point ~x1 can be described according to
the following:
f
(
~x1, t, ~ξ
)
= f c + f f , (7.4)
f c =
1
τ
∫ t
tn
fM
(
~x′, t′, ~ξ
)
exp
(
−1
τ
(t− t′)
)
dt′, (7.5)
f f = f 0
(
~x0, t
n, ~ξ
)
exp
(
−1
τ
(t− tn)
)
, (7.6)
where
~x′ = ~x− ~ξ (t− t′) , ~x0 = ~x− ~ξ (t− tn) .
This equation describes the combined processes of relaxation and free molecular transport. The
rst part, f c, describes the change in quantity of molecules with a given velocity, due to collisions
with other molecules, as the traverse from position ~x0 to ~x1. The second part, f f , describes how much
of the original quantity of these molecules from ~x0 arrive at position ~x1 without any interactions.
7.1. ANALYTICAL APPROXIMATIONS FOR HEAT AND MASS TRANSFER 147
The mass and energy ow rates into the wall, at position ~x1 and assuming a wall of unit area,
can then be calculated according to
f
(
~x1, ~ξ
)
=
f
(
~x1, ~ξ
)
, ~ξ · ~n < 0
0, ~ξ · ~n > 0
, (7.7)
m˙ =
∫∫∫ ∞
−∞
‖~ξ · ~n‖f
(
~x1, ~ξ
)
d~ξ, (7.8)
E˙ =
1
2
∫∫∫ ∞
−∞
‖~ξ · ~n‖~c · ~cf
(
~x1, ~ξ
)
d~ξ. (7.9)
Assuming diuse reection of the molecules, with outgoing distribution dened by the wall tem-
perature and surface density, the equivalent outgoing mass and energy uxes can also be calculated
using the adsorption model described in Sec. 3.12. The mass ux ejected from the wall is assumed to
follow the Maxwellian distribution according to the classical diuse reecting wall approach.
Given these quantities the heat an mass transfer coecients are given by,
h =
E˙in − E˙out
Tf − Tw , (7.10)
hm =
m˙in − m˙out
1− ϑw/ϑeq , (7.11)
where subscripts f and w denote free-stream and wall quantities respectively.
To allow analytical solution of Eqs. (7.4) to (7.11), for the two limiting cases of free-molecular,
τ →∞, and continuum, τ → 0, the value of f at ~x0 is also assumed to follow the Maxwellian such
that f
(
~x0, ~ξ
)
= fM
(
~x0, ~ξ
)
.
7.1.1 Free-molecular limit
With a relaxation time of innity a ow may be considered fully free-molecular. According to Eq.
(7.4) the distribution function found at the boundary will be a Maxwellian dened by the free-stream
properties of the ow. Given this distribution we may calculate the net mass ux to the surface and
calculate an eective density of the adsorbed molecules. This density, ρa, is given by,
ρa = αρf
√
Tf
Tw
, (7.12)
where
α = 1− γa (1− ϑw/ϑeq) . (7.13)
The heat and mass transfer coecients for free-molecular ow are then given by,
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h
∣∣
f
=
√
2
pi
ρfR
√
RTf
(
Tf − αTw
Tf − Tw
)
, (7.14)
hm
∣∣
f
=αaρf
√
RTf
2pi
. (7.15)
The breakdown parameter, Λ, follows as,
Λ
∣∣
f
= 2
Tf − αTw
Tf − Tw
γ − 1
γ
1
γa
. (7.16)
7.1.2 Continuum limit
For continuum ow the opposite extreme for the relaxation time is required with τ going to zero.
This causes the distribution function at the surface to be dictated by entirely local ow properties, as
shown by Eq. (7.4). In this case the assumption is made that the ow temperature adjacent to the wall
has the same temperature as the wall itself. The heat and mass transfer coecients are then given by,
h
∣∣
c
=
√
2
pi
ρw (1− α) (RTw)3/2
Tf − Tw , (7.17)
hm
∣∣
c
=αaρw
√
RTw
2pi
. (7.18)
The heat and mass transfer analogy breakdown parameter is then given by,
Λ
∣∣
c
=
2Tw (1− ϑw/ϑeq)
Tf − Tw
γ − 1
γ
. (7.19)
The ratio of breakdown parameters, between free-molecular and continuum regimes, may then
be found,
Λ
∣∣
f
Λ
∣∣
c
=
Tf − αTw
Tw (1− ϑw/ϑeq)
1
γa
. (7.20)
7.1.3 Energy dependent adsorption probability
It may be assumed that the energy, in this case translational energy, of a given particle will aect
the probability of its being adsorbed by a surface. This concept is discussed in Sec. 3.12.2 where
an expression for adsorption probability that is dependent on both molecular and surface energy,
following the approach of Tsuruta et al. [132] is introduced. If the normal velocity component of the
molecular velocity, relative to the surface, is used to modify the adsorption probability according to,
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kn = 1− βn exp
−
(
~n · ~ξ
)2
2RTw
 , 0 ≤ βn ≤ 1, (7.21)
then the continuum limit for the breakdown parameter is un-modied. The free-molecular limit, on
the other hand, is modied according to,
Λ
∣∣β
f
= Λ
∣∣
f
+
2βnTw
Tf + Tw (1− βn)
γ − 1
γ
1
γa
. (7.22)
From this modied form of the free-molecular limit it may be seen that there is no signicant
change to the behaviour of the system when surface and molecular energy is used as a modier of
the adsorption probability.
7.1.4 Ratio of breakdown parameter limits
The general form of the breakdown parameter, in both the free-molecular and continuum cases, is
quite similar with the exception of the rate coecient, γa, in the free-molecular limit. The value of
γa varies considerably but is expected to lie within the range 0.1 ≤ γa ≤ 1 [180]. Therefore, heat
transfer in the free-molecular limit is expected to be proportionally greater than mass transfer when
compared to continuum ow.
The eect on the ratio of breakdown parameter limits, by the ratio of surface coverage to the
equilibrium coverage, ϑw/ϑeq, may be observed in Fig. 7.1.
Figure 7.1: Range of breakdown parameter limits ratio with variation in adsorption rate and surface
coverage ratio. In this plot the ratio Tf/Tw is equal to 5/3 or 3/5 depending on the quadrant.
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In this gure it may be observed that a large proportion of the domain, given the temperature ratios
used, gives a value for Λf/Λc that is greater than unity. It is also clear that rather large breakdowns in
the heat and mass transfer analogy may be observed when ϑw/ϑeq is close to unity. To observe the
eect of temperature on this ratio of breakdown parameter limits two further plots may be observed
in Fig. 7.2. For low adsorption rates, as shown in Fig. 7.2a, the eect of temperature ratio between
the wall and the free-stream on the ratio of breakdown parameter limits is close to symmetric about
the line made when Tf ≈ Tw and Λf/Λc = 1 . In this case the breakdown is increased, according to
a power law growth rate, with any change in Tf/Tw away from unity. For greater adsorption rates,
in this case for γa = 1, the line about which the analogy holds becomes a much more pronounced
function of both temperature and surface coverage ratios. It is also evident, when comparing the two
plots in Fig. 7.2, that the maximum value of Λf/Λc = 1 within the domain plotted is greater for the
low γa case. Overall, this would indicate that to observe the greatest deviation of the breakdown
parameter from a value of unity, a large temperature ratio along with relatively small adsorption
rates and close to equilibrium surface coverage will yield the largest breakdown parameter value.
(a) Ratio of limits for γa = 0.01. (b) Ratio of limits for γa = 1.
Figure 7.2: Range of breakdown parameter limits ratio with variation in temperature and surface
coverage ratios.
7.2 pressure driven channel flow
To investigate the eect of Kn on Λ with constant ϑw/ϑeq, in a numerical setting, the following
geometry was used. An array of zero thickness plates, arranged vertically, was placed between a
high and low pressure reservoir. The gas temperature in both reservoirs was held to be equal. Argon
was used as the test gas and due to the pressure dierential was forced to ow through the plate
array. The plate surface coverage, ϑw, was held constant along with the equilibrium wall coverage,
ϑw. The wall temperature was also held constant. The simulation domain made use of symmetry
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planes to reduce computational demand and is shown in Fig. 7.3. This geometry was devised to
permit fundamental study of the heat and mass transfer analogy over a range of boundary layer
thicknesses in a well dened, steady ow of direct relevance to micro-channels.
Figure 7.3: Schematic of pressure driven ow domain. Channel width,w, determined by ow Knudsen
number.
The physical domain was discretized with a non-uniform grid that was decomposed into three
blocks as shown in Fig. 7.3. The cell distribution normal to the wall, in all blocks, concentrated cells
towards the wall while the blocks on either side of the center block concentrated cells towards the
middle block to ensure a smooth transition of cell size. The center block used uniform spacing of
cells parallel to the wall.
The gas and simulation properties are given in Table 7.2 while the ow was simulated for four sets
of conditions according to Table 7.3. These conditions were investigated as they lead to conditions of
alternating mass and energy uxes into and out of the wall.
Table 7.2: Simulation parameters for pressure driven channel
d 28× 28 Lref 1× 10−3m Pr 2/3
CFL 0.65 pref 1atm ω 0.81
R 208J/kgK Tref 273K ST 10
−6kg/m2
γ 5/3 ∆p 100kPa γa 0.1
Table 7.3: Condition parameters for pressure driven channel
Case Tf Tw ϑeq ϑw
I 500K 300K 1 0.9999
II 300K 500K 1 0.9999
III 500K 300K 0.001 0.0011
IV 300K 500K 0.001 0.0011
A grid convergence study was carried out for Case I and Case IV (see Table 7.3). The energy
absorbed or emitted by the wall was tracked over a range of discretization levels with the cell size
decreasing by a factor of 2 between each simulation for Case I and by a factor of 4/3 for Case IV.
Convergence of Case I was investigated for 10−6 ≤ Kn ≤ 1 as it was one of the more challenging
to resolve, due to an extremely thin boundary layer at low Kn. As Case IV was easier to resolve,
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due to a thicker boundary layer, convergence for this case was only investigated for Kn = 10−5 and
10−6. The results are shown in Fig. 7.4 with percentage errors and corresponding cell count shown
in Table 7.4. The extrapolated solution was given by the method of Richardson [181].
(a) Case I. (b) Case IV.
Figure 7.4: Convergence of the average dierence between energy into and out of the wall for a
range of Kn. Grid spacing is normalized against the nest grid simulated for the corresponding Kn.
The number of cells normal to the wall, for the nest grid, are shown in Table 7.4.
Table 7.4: Channel convergence properties. Number of cells normal to the wall given by Ny.
Case Kn Ny |%error|
I
100 48 0.06
10−3 48 1.50
10−4 48 3.18
10−5 96 25.44
10−6 96 37.09
IV 10
−5 96 0.22
10−6 96 0.69
For Case I, as shown in Fig. 7.4 and Table 7.4, the solutions for Kn ≥ 10−4 appear to be well
resolved. Higher cell resolutions normal to the wall are clearly required for adequate resolution
at the lower values of Kn. This is due to the boundary layer becoming increasingly thin as the
solution of the kinetic equations approaches the Euler solution with decreasing Kn. Unfortunately,
the decreasing cell size requires a corresponding decrease in time step according to the CFL condition,
thus further increases inNy were unable to be implemented as the time required to reach steady state
was untenable. Simulations at Kn of 10−5 to 10−6 were still performed, in an attempt to gain insight
into the trend of Λ at these small Kn. It should be noted, however, that these solutions are not grid
converged and are therefore purely indicative. The cell resolutions used in the nal simulations, in
the central block of the domain, were then (190× 50) for Kn ≥ 10−3 and (256× 96) for Kn < 10−3.
For Case IV the same cell resolutions used for Case I were used and, as shown in Fig. 7.4 and
Table 7.4, this resolution gave a converged solution with sub unity percent error when compared to
the Richardson extrapolated solution. This convergence, which is signicantly better than shown
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for Case I, is due to the much thicker boundary layer found in Case IV. These convergence results
provide condence in the low Kn results for cases III and IV where these thicker boundary layers
are evident.
As indicated by the grid convergence study described above, the kinetic equations that are solved
in this thesis are able to cover ows from essentially inviscid to free-molecular. The heat and mass
transfer analogies introduced earlier are intended for the viscous continuum regime. Therefore, while
solutions presented in this chapter for very low values of Kn may be considered continuum ows
according to Table 1.1, they are not to be confused with solutions of the NSF equations.
The ow at three characteristic Kn for each case are visualized in Fig. 7.6 to Fig. 7.9. These plots
show a window of the ow corresponding to the region indicated by vertical dashed lines in Fig. 7.5.
Figure 7.5: Flow domain for case I at Kn = 1× 10−3. Results in Fig. 7.6 to Fig. 7.9 are taken from the
area marked by the dashed lines.
For cases III and IV there are clear signs of ow roll-up that occurs at low Kn, as seen in Fig. 7.8a
and Fig. 7.9a, that is analogous to the Kelvin-Helmholtz (KH) instability. These two cases demonstrate
a net mass ux out of the wall, determined by ϑeq < ϑw, and it is this ‘blowing’ eect that seems
to initiate the roll-up. In a shear ow, such as shown here, a necessary condition for this roll-up
[182] is the presence of an inection point in the velocity prole. As shown in Fig. 7.10, just such
an inection point is found in cases III and IV. Test cases I and II, on the other hand, demonstrate
a classic boundary layer prole for both velocity and density. The density proles of cases III and
IV, however, show the form of a stratied shear ow that is known to enable the KH instability. As
Kn increases the nature of the ow becomes increasingly viscous and the ow roll-up phenomenon
reduces until, as shown in Fig. 7.8b and Fig. 7.9b, the boundary layer is stable. It should also be noted
that the mass injected into the boundary layer comprises approximately 1% of the total mass that
impinges upon the wall.
Flow instabilities, such as those shown in Fig. 7.8a and Fig. 7.9a, are often found to be sensitive
to the domain denition such that asymmetric ows may develop in symmetric geometries. Due
to the enforced symmetry condition at the lower wall of the computation domain the ow-roll up
that is shown here may be modied from that which would develop in a full domain. However, the
results of interest in these cases are the ratio of heat and mass transfer and, at the Kn at which these
154 CHAPTER 7. SURFACE HEAT AND MASS TRANSFER
(a) Kn = 1× 10−6
(b) Kn = 1× 10−3
(c) Kn = 1
Figure 7.6: Case I: pressure driven channel ow. Velocity streamlines in density plot, heat ux
streamlines in temperature plot. Streamline thickness is used as an indicator of vector eld magnitude.
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(a) Kn = 1× 10−6
(b) Kn = 1× 10−3
(c) Kn = 1
Figure 7.7: Case II: pressure driven channel ow. Velocity streamlines in density plot, heat ux
streamlines in temperature plot. Streamline thickness is used as an indicator of vector eld magnitude.
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(a) Kn = 1× 10−6
(b) Kn = 1× 10−3
(c) Kn = 1
Figure 7.8: Case III: pressure driven channel ow. Velocity streamlines in density plot, heat ux
streamlines in temperature plot. Streamline thickness is used as an indicator of vector eld magnitude.
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(a) Kn = 1× 10−6
(b) Kn = 1× 10−3
(c) Kn = 1
Figure 7.9: Case IV: pressure driven channel ow. Velocity streamlines in density plot, heat ux
streamlines in temperature plot. Streamline thickness is used as an indicator of vector eld magnitude.
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Figure 7.10: Proles of mean velocity (parallel to wall) and density for Kn = 1× 10−5. Proles taken
along a line normal to the wall at x/w = 0.5. Note that the wall is at y/w = 0.5.
ow instabilities occur, the variation in Λ is minimal. The condence in results at these low Kn is
also reduced due to the convergence results presented earlier. The impact of the ow instability on
the nal conclusions therefore does not warrant the extra computational eort required for a full
domain simulation.
The breakdown parameter, Λ, was then calculated along the length of the wall for a range of Kn
and shown in Fig. 7.11a to Fig. 7.14a. The z-axis value, showing Λ, is adjusted to allow for changes in
sign of the energy ux without resorting to taking the absolute value of Λ. This is done to allow case
II and III, where a sign change in energy ux does occur, to be easily compared with the results of
the other cases. The range of values experienced along the wall are also compared to the analytical
limits derived in Sec. 7.1.
The oscillations present in the traces of Fig. 7.13a and Fig. 7.14a at low Kn may be traced to the
ow roll-up visualized in Fig. 7.8a and Fig. 7.9a. The sharp rise in all traces at the leading and trailing
edges of the adsorbing wall may be attributed to leading and trailing edge eects. Therefore the
primary data of interest in these plots is that found in the approximate range of 0.1 ≤ x/L ≤ 0.9.
From Fig. 7.11 to Fig. 7.14 the trend for all cases is for the breakdown parameter to remain
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(a) Λ along the channel wall. (b) Λ compared to analytical limits.
Figure 7.11: Case I: variation in breakdown parameter, Λ, along an adsorbing wall with variation in
Kn.
(a) Λ along the channel wall. (b) Λ compared to analytical limits.
Figure 7.12: Case II: variation in breakdown parameter, Λ, along an adsorbing wall with variation in
Kn. Vertical scale adjusted to allow display of positive and negative data with a logarithmic scale on
the same plot.
approximately constant throughout the continuum regime before rising with Kn. In other words,
there is a breakdown in the analogy between heat and mass transfer as a direct result of rarefaction
eects.
There is, however, somewhat complicated behaviour at Kn ≈ 10−1 where Λ displays a signicant
reduction, towards the down-stream end of the adsorbing wall, before recovering as Kn increases
further. This may be explained according to the diagrams shown in Fig. 7.15. For low Kn, see Fig.
7.15a, the mean free path is signicantly less than the boundary layer thickness. This causes molecules
from regions with large temperature dierences from Tw (the reservoirs and the free-stream) are
un-able to interact directly with the wall (molecules cannot reach the wall without losing or gaining
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(a) Λ along the channel wall. (b) Λ compared to analytical limits.
Figure 7.13: Case III: variation in breakdown parameter, Λ, along an adsorbing wall with variation
in Kn. Oscillations in prole at low Kn due to boundary layer instability. Vertical scale adjusted to
allow display of positive and negative data with a logarithmic scale on the same plot.
(a) Λ along the channel wall. (b) Λ compared to analytical limits.
Figure 7.14: Case IV: variation in breakdown parameter, Λ, along an adsorbing wall with variation in
Kn. Oscillations in prole at low Kn due to boundary layer instability.
energy in collisions). This means that only the leading edge of the wall is able to demonstrate high
values of h and therefore Λ.
As Kn increases further, see Fig. 7.15b, the mean free path of the ow increases such that regions
outside the boundary layer may directly interact with the wall. This leads to an increase in h towards
the exit of the channel. Increasing Kn even further, see Fig. 7.15c, the boundary layers of both walls
of the channel merge and so the line of sight to areas of dierent temperature signicantly decreases.
This leads to a drop in h around Kn ≈ 0.1. At this point the ow is still dense enough that the
immediate downstream ow has the approximate temperature of the wall. Further increases in Kn
mean that this downstream gas has a temperature closer to the free-stream and, with an increase in
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(a) Low Kn (b) Medium Kn (c) High Kn
Figure 7.15: Schematic showing variation in the wall energy balance along the wall as Kn is varied.
A dierence in temperature between the wall and the uid is assumed. Dash-dotted line shows axis
of symmetry.
λ, the wall is able to intercept particles from the downwind side. This leads to an increase in h for
the trailing edge of the channel wall as seen in the schematic of Fig. 7.15c as well as in the simulation
results shown in Figs. 7.11 to Fig. 7.14.
The direction of energy ow at the wall, indicated by Fig. 7.13a, is primarily out of the wall for low
Kn and a mix of in and out for higher Kn. This apparent discrepancy between heat ux calculated
in the ow, see Fig. 7.8, and energy transfer calculated at the wall is due to the extra energy being
inserted into the ow along with the mass that is ejected by the wall. While the temperature gradient
is maintained, due to the low temperature of the wall ejected mass, the overall energy balance across
the wall (energy in minus energy out) changes sign as conditions vary along the wall. For low Kn
the stagnation region increases the temperature of the ow adjacent to the wall suciently that the
wall energy balance is positive. As Kn increases, this heating of the ow loses its localized nature
and so a greater proportion of the wall experiences a positive energy balance.
For the majority of cases investigated the range of breakdown parameter lies well within the
theoretical limits proposed in Sec. 7.1. However, for case IV, Λ falls below λ
∣∣
c
for the majority of the
at plate length at low Kn. This range of Kn corresponds to that in which boundary layer roll-up is
experienced and it is believed that due to this eect the analytical approximation does not hold.
While the ratio of the heat and mass transfer coecients demonstrates a clear variation with Kn
it is also of interest to observe the coecients directly. This has been done in Fig. 7.16 for case II. It
should be noted that the other cases display similar characteristics. In this gure it may be observed
that the range of hm, ∆hm = hmaxm − hminm  10, is four orders of magnitude less than that of h,
∆hm ≈ 105. This indicates that while the mass transfer in the channel remains essentially constant
with Kn, the heat transfer increases sharply with Kn. From these plots it can be deduced that the
nal form of Λ is mostly dictated by the variation in h. The eect of Kn on h is so much greater
than on hm due to the inuence of non-local interactions between the wall and the gas as described
earlier. Molecules originating from a region with disparate temperature from Tw are able to transfer
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a signicantly dierent energy load than those originating from near the wall. The mass that is
transferred by any molecule, on the other hand, is a xed property and so while energy transfer is
aected by Kn, mass transfer is not.
This is caused by non-local interactions between the wall and the gas allowing greater energy
transfer whereas the mass transfer ability of any given molecule is unchanged regardless of its point
of origin.
(a) Mass transfer coecient, hm (b) Heat transfer coecient, h
Figure 7.16: Variation in coecients for Case II. Note the dierent vertical spread between the two
plots.
The results given in this section have been for xed values of the surface coverage. This is
analogous to the isothermal wall condition for heat transfer as molecules attaching to, or being
emitted by, the wall do not alter the surface coverage. To investigate the behaviour of Λ under dynamic
surface coverage conditions further simulations were carried out under a variety of geometric
congurations.
7.3 impulsive channel
The rst of the dynamic wall coverage simulations was performed using an impulsively started
channel. This channel consisted of two innite parallel plates with an initial temperature of 473K .
The plates were separated by stationary argon gas also at 473K and a pressure of 1atm. The two
plates were then instantaneously accelerated to a speed of 10m/s at the initiation of the simulation
and the ow was allowed to evolve for a time period of 10tref . The top wall remained at 473K for
the entire simulation whilst the bottom wall transitioned to a temperature of 273K according to the
equation,
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T (t) = Tf + (Tw − Tf ) erf (σt) , (7.23)
σ =
1
t1
erf−1
(
0.99Tf − Tw
Tf − Tw
)
, (7.24)
where Tw is the nal wall temperature, Tf is the gas temperature, t is the time of the simulation
and t1 is the time at which T = 0.99Tw. In this case t1 = 2. This temperature transition was used to
limit the strength of a temperature change induced wave-front in the ow. The walls were modelled as
adsorbing, according to Sec. 3.12, with total surface site concentration of ST = 10−6kg/m2, equilibrium
coverage of ϑeq = 0.5 and forward reaction rate of γa = 10−5. The initial surface coverage was set
to be atomically clean with ϑw = 0.
The simulation domain consisted of a block of 2× 128 cells with non-linear grouping of these
cells towards the top and bottom walls and the reference temperate was dened as Tref = 273K . The
surface coverage of the lower adsorbing wall is shown in Fig. 7.17a while the breakdown parameter
for the lower wall, over the time 0.5 ≤ t ≤ 10, is shown in Fig. 7.17b. The time slice for Λ was chosen
to avoid the initial settling time of the simulation as the ow interacted with the walls. This settling
time may be observed in Fig. 7.17a where there is a sharp increase in ϑw in the initial stages of the
simulation followed by a more gradual rise.
(a) Variation in surface coverage. (b) Breakdown parameter variation.
Figure 7.17: Time variation of surface coverage and breakdown parameter for an impulsively started
channel over a range of Kn.
The surface coverage demonstrates an initial rapid variation followed by slow but steady increase
towards the equilibrium value of ϑeq = 0.5. At the termination of the simulation the surface coverage
of the lower wall is approximately ϑw = 0.3 for all values of Kn. The plot of Λ against time shows an
initially high value decreasing towards some nal equilibrium value for each value of Kn. The overall
trend, when viewed against Kn, is a clear transition of low Λ in the continuum regime (see Table 1.1)
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and relatively high Λ in the transitional and free-molecular regimes. These results corresponds to
those shown in the preceding section and will be investigated for more complicated ow patterns in
the following section.
7.4 lid driven cavity
To investigate the heat and mass transfer problem in a situation with more complicated ow structure
the lid driven cavity, rst discussed in Sec. 5.3.3, was simulated with an adsorbing lower wall. The
simulation parameters were dened according to Table 7.5 while the initial ow and stationary wall
temperatures were Tf = Tw = 273K and the moving wall temperature was set to Tm = 473K as
shown in Fig. 7.18. The moving wall, located at the top of the square domain, was moving at a rate
of 50m/s. The adsorbing wall was dened with total surface site concentration of ST = 10−6kg/m2,
equilibrium coverage of ϑeq = 0.5 and forward reaction rate of γa = 10−5. The surface coverage was
held constant with ϑw = 0.
Table 7.5: Simulation properties for the adsorbing wall-driven cavity simulations
Nx ×Ny 45× 45 Lref 1m Pr 2/3
d 48× 48 (Newton) ρref 1kg/m3 ω 0.81
R 208J/kgK Tref 273K γ 5/3
Figure 7.18: Schematic of the lid driven cavity simulation domain.
The simulation was run until residuals of the conserved properties were either reduced by ve
orders of magnitude or residual traces displayed a slope below 1/10 on a log-log scale. The breakdown
parameter, Λ, was then calculated for each boundary segment along the adsorbing wall (lower wall)
and plotted for a range of Kn in Fig. 7.19.
Once again there is a clear transition in Λ as the ow moves from a continuum to free-molecular
regime. The minor variation along the length of the adsorbing wall is attributed to the small variation
in density and temperature elds due to the circulation present within the chamber, as demonstrated
previously in Sec. 5.3.3.
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(a) Breakdown along lower wall. (b) Breakdown comparison with limits.
Figure 7.19: Breakdown parameter for wall driven cavity ow over a range of Knudsen numbers.
The cases shown thus far have all been internal ows with relatively simple geometries. To
investigate if this breakdown in Λ occurs for alternative ow conditions an external ow at high
speed is looked at in the next section.
7.5 blunt wedge
The previous results have shown that there appears to be a denite variation in Λ as Kn varies. This
variation in Λ was also investigated for the case of external ow with the boundary layer over a
blunt wedge in argon at Mach 1 simulated. The simulation geometry is shown in Fig. 7.20 with a
nose radius R = 0.5cm and internal half-angle of θ = 30 deg. The distance along the blunt wedge
surface, starting at the mid-plane, is denoted by s.
Figure 7.20: Blunt wedge in sonic ow. Plane of symmetry indicated by dash-dotted line.
The wall and free-stream temperature were set to a temperature of 300K with gas density of
1kg//m3. With these parameters the free-stream velocity was U∞ = 322.5m/s. The ow domain
consisted of an adsorbing wall for the blunt wedge with equilibrium coverage of ϑeq = 0.5, forward
reaction coecient of γa = 10−5 and total concentration of surface sites of ST = 10−6kg/m2. The
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inlet for the domain was set as a constant inow at the free-stream condition and the outow was a
zeroth order extrapolation condition. The domain was mirrored about the x-axis.
Taking the reference length as the diameter of the leading edge, Lref = 1cm, the ow was
simulated for free stream Knudsen numbers in the range 10−7 ≤ Kn∞ ≤ 101 until a reference
time of 1.5Lref/Cref had passed. The ow was simulated for non-equilibrium conditions with the wall
starting in a clean conguration, ϑw = 0.
At the nal time of the simulation the ow structure past the blunt wedge may be visualized
according to Fig. 7.21 for Kn∞ = 10−6 and Kn∞ = 0.1.
(a) Kn∞ = 10−6, t = 1.5tref (b) Kn∞ = 0.1, t = 1.5tref
Figure 7.21: Contours of Mach number for two ow conditions around a blunt wedge.
To allow a reasonable representation of the velocity distribution function the discretized velocities
were dened according to a product Gauss-Hermite quadrature rule containing 1024 sample points
with non-dimensional range of −7.125 ≤ ~ξ ≤ 7.125. The grid was also rened close to the wall to
ensure a y+ value along the adsorbing boundary with an order of unity for the low Knudsen number
conditions and much less than unity as Kn increased..
The breakdown parameter was calculated for each adsorbing boundary segment and plotted
against the global Knudsen number as shown in Fig. 7.22. Of note is that the disturbance observed in
each trace along the wedge surface, seen in Fig. 7.22, is located at the transition from the cylindrical
leading edge to the at wedge.
The trend of the breakdown parameter, shown in Fig. 7.22, once again demonstrates a clear
deviation from a continuum value as Kn increases. The two coecients that make up Λ are plotted
separately in Fig. 7.23 where it is shown that while the mass transfer to the surface of the blunt
wedge remains essentially constant, as Kn increases, the heat transfer coecient varies signicantly.
The variation in hm is small while h varies signicantly with the lower limit, at low Kn, being on
the order of unity. These results reect those given in Sec. 7.2.
The predominant eect of h on Λ, as Kn varies, may be explained as an eect of the mean free
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Figure 7.22: Breakdown parameter along the wedge surface over a range of Knudsen numbers at
t = 1.5tref.
(a) Mass transfer coecient, hm (b) Heat transfer coecient, h
Figure 7.23: Comparison of heat and mass transfer coecients for a blunt wedge in Mach 1 ow at
t = 1.5tref. Note the the scale of hm is six orders of magnitude less than h.
path, as discussed earlier in Sec. 7.2. The temperature eld of the ow around the blunt wedge varies
signicantly with Kn as shown in Fig. 7.24 where the temperature prole for two Kn values is shown.
The prole close to the wall and at the bow shock is seen to steepen as Kn decreases, which
is expected. The mean free path of the ow limits the wall’s range of interaction and so dictates
the energy ux that it may experience. From Fig. 7.24 and Fig. 7.22 it may be observed that while
the temperature prole near the boundary steepens with decreasing Kn, the range of interaction
decreases more sharply resulting in a lower peak temperature that is able to interact with the wall.
The end result is that at low Kn the wall may only experience low temperature gas molecules while
for higher Kn the thermal energy ux is increased due to the eect of higher energy molecules from
further away. The mass transfer, however, remains essentially constant as shown in Fig. 7.23a.
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(a) Kn = 0.01
(b) Kn = 0.1
(c) Kn = 0.1
Figure 7.24: Comparison of wall’s interaction zone (shaded region or vertical line) for varying Kn. The
proles are taken along the plane of symmetry shown in Fig. 7.20. All parameters are non-dimensional.
The blunt wedge surface is located at x = 0.
7.6 summary
By simulating the ow of argon gas through three dierent geometries, including internal and external
ow, over a wide range of Knudsen numbers it has been shown that there exists a fundamental
change in the ratio of heat transfer to mass transfer. In these tests the mass transfer to the ow
boundaries was modelled according to Langmuir kinetics while the bulk ow was simulated using a
discrete ordinate method approach. All molecules emitted from these boundaries were assumed to
form a Maxwellian distribution according to the diuse wall reection model described in Sec. 3.11.
Through this investigation it has been observed that the mass transfer coecient remains
essentially constant throughout the range of Kn investigated. This indicates that the quantity of
molecules impacting the surface remains relatively un-aected by changes in rarefaction. On the
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other hand, the heat transfer coecient was observed to vary signicantly over the same Kn range.
The heat transfer coecient is dened by the ratio of energy entering and leaving the wall. This
is a function of the energy carried by the adsorbed and desorbed molecules. For rareed ows, the
range over which molecules may interact with the wall is increased and so molecules may impact
the wall with energy loads that vary from these emitted by the wall. Molecules with low energy,
relative to the wall, will increase the energy ux out of the wall while molecules with relatively high
energy will increase the energy ux into the wall. The energy load of the molecule is based on the
temperature of the region from which the molecule has originated.
In the cases investigated and for the vast majority of gas ows, there exists a temperature
gradient normal to the wall. Due to this gradient, as the rarefaction level (interaction range) increases,
molecules with greater dierences in relative energy loading are able to impact on the wall. The
interaction range and thereby the degree of rarefaction is seen to have a direct inuence on the
thermal loading of the wall. The breakdown in the ratio of the heat and mas transfer coecients
observed in this study is, therefore, caused by the long range interactions that are permitted in
rareed ows.

Part IV
Exitus
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8CONCLUSIONS
“I’ve seen people spend days, if not months,
researching and gathering data, but only at the
end did they nally gure out what they were
really looking for.”
—Robert Pozen
The work presented in this thesis has consisted of two closely linked areas of research. The rst of
these is the investigation and development of numerical methods that are applicable to the simulation
of gaseous ows from the continuum regime to free molecular. The second area of research has been
the application of these numerical methods to the investigation of heat and mass transfer in ows
spanning these regimes. This investigation has included practical implementation of rareed ow
phenomena, in the form of the Knudsen pump, and more fundamental aspects of ow physics with
the eect of Knudsen number on the relationship between heat and mass transfer to a surface. Novel
contributions to the eld have been made in each of these areas and it is these contributions that
will be summarized in the following.
Through the research into numerical methods, a new approach was developed that enabled
the arbitrarily high order accurate simulation of gas ows using polynomial based approximations.
These polynomial approximations included the discretization of both physical and velocity space. By
decoupling the transport and relaxation components of the model Boltzmann equation, an arbitrary
order ux procedure was implemented. This procedure was found to be surprisingly robust when
handling large ow gradients. Due to the use of discontinuous polynomials within each cell of
the simulation domain, it was found that the relaxation stage of the operator splitting approach
could, with the aid of numerical integration techniques, be performed eectively at all points in
space. Boundary conditions were also developed to handle the high order nature of the ow domain
allowing the use of all information available in a conservative and accurate manner. This approach
was then validated and the ability of the method was demonstrated. This combination of abilities
made up the rst original contribution of the current work to the eld of numerical simulation of
rareed gas ows.
Further work in the eld of numerical simulation methods was performed on extending an
existing numerical method with an ecient means of approximating internal degrees of freedom
as well as advanced boundary conditions including modeling of adsorption and desorption and
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the lobular scattering of molecules through the Cercignani-Lampis scattering kernel. This method
was used to investigate the performance of various Knudsen pump designs. The rst investigation
included the use of realistic gas coecients and comparison of results to existing simulation data.
This comparison demonstrated the importance of using a realistic value of Prandtl number due
to the signicance of thermal eects in the Knudsen pump. Improvements on the original curved
channel design were then demonstrated with two new linear pump geometries developed. It was
then demonstrated that the canonical design, involving a straight channel with alternating cross
sectional width, returned the highest performance out of the designs investigated thus far. A new
design was therefore proposed that consisted of a matrix of two dimensional pumping elements
with no counter-ow. This design demonstrated signicantly improved performance over the linear
pump designs. The two dimensional pump also demonstrated the ability to vector ow between
dierent process streams through the application of a varying temperature eld. The investigation of
existing geometry with realistic gas coecients as well as the three new Knudsen pump geometries
developed in this work make an original contribution to the eld of micro-channel gas ows.
The work performed on the adsorbing boundary condition allowed for investigation into the
relationship between heat transfer and mass transfer to a wall as the degree of ow rarefaction was
altered. A parameter consisting of the ratio of heat and mass transfer coecients was proposed and
tracked as the Knudsen number varied. From the various geometries simulated, covering internal
ow at low velocity and external ow at high velocity, the ratio of heat and mass transfer coecients
was found to display a signicant variation between continuum and free-molecular conditions.These
ndings indicate that the analogy between heat and mass transfer breaks down as Kn increases.
By investigation of the density and temperature proles it was proposed that the source of this
breakdown was the ability of rareed ows to inuence the heat transfer to the surface from a
distance, due to regions away from the wall having a dierent temperature to the wall, while the
mass transfer displayed no commensurate change. These ndings contribute new understanding
of the eects of rarefaction on the relationships between ow coecients and make up the nal
original contribution of this thesis.
The work covered in this thesis has ranged from numerical methods to their application in
investigating fundamental ow eects in a wide regime of gas ows. The fundamental aspect of the
results presented in Chapter 7 allows a wide scope for further work. The numerical model used for
approximating the adsorption process should be enhanced, possibly with the aid of MD, and less
ideal conditions should be simulated where surface roughness and wall temperatures are expected to
play a signicant role. Investigation into a wider range of gases and ambient conditions should also
be carried out, especially for the adsorption characteristics, with experimental results required for
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Returning to the numerical side of the work, the polynomial based method of Chapter 4 requires
further development before it is able to be used eciently for non-rectilinear domains with complex
boundary conditions. The problem of discontinuity handling in a polynomial approximation based
method is also a wide area of research that this method could benet from and contribute to. The
limitation of convergence order, when using the diuse wall boundary conditions, is also a limitation
that invites further work as it negates one of the key benets of an otherwise promising method.
The Knudsen pump work has uncovered a range of alternative designs that provide insight
into future possibilities. Further investigation into the capabilities of the matrix pump should be
performed, with particular attention on varying the geometry of the individual pumping elements.
Three dimensional simulations should also be carried out to investigate the eect of out of plane
ow structures. Of particular interest would be the application of optimization methods to generate
optimal ow paths. The designs generated should also be validated through experimental work which
would also provide much needed reference data for those simulating such micro-channel ows.
This thesis has presented numerical methods for the simulation of rareed gas ows and the
results garnered from their application. Novel contributions have been made in the elds of numerical
methods, micro-channel gas ows and the fundamental relationship between ow coecients as the
state of the gas varies from continuum to free molecular. Overall this work has developed, tested and
applied the tools that engineers of micro-scale gas ow devices may use in their work. With the aid
of these tools, the benets of all the room at the bottom may nally be realized.

References
177

REFERENCES
[1] Richard Feynman. There’s plenty of room at the bottom. Resonance, 16:890–905, 2011.
10.1007/s12045-011-0109-x.
[2] S Shoji and M Esashi. Microow devices and systems. Journal of Micromechanics and Micro-
engineering, 4(4):157, 1994.
[3] Chih-Ming Ho and Yu-Chong Tai. Micro-Electro-Mechanical-Systems (MEMS) and uid ows.
Annual Review of Fluid Mechanics, 30(1):579–612, 1998.
[4] Gregory C. Frye-Mason, Richard J. Kottenstette, Edwin J. Heller, Carolyn M. Matzke, Stephen A.
Casalnuovo, Patrick R. Lewis, Ronald P. Manginell, W. Kent Schubert, Vincent M. Hietala,
and Randy J. Shul. Integrated chemical analysis systems for gas phase CW agent detection.
In D. Jed Harrison and Albert Berg, editors, Micro Total Analysis Systems ‘98, pages 477–481.
Springer Netherlands, 1998.
[5] S.C. Terry, J.H. Jerman, and J.B. Angell. A gas chromatographic air analyzer fabricated on a
silicon wafer. Electron Devices, IEEE Transactions on, 26(12):1880–1886, Dec 1979.
[6] D J Laser and J G Santiago. A review of micropumps. Journal of Micromechanics and Micro-
engineering, 14(6):R35, 2004.
[7] Shamus McNamara and Y.B. Gianchandani. On-chip vacuum generated by a micromachined
Knudsen pump. Microelectromechanical Systems, Journal of, 14(4):741–746, 2005.
[8] S.K. Chou, W.M. Yang, K.J. Chua, J. Li, and K.L. Zhang. Development of micro power generators
- a review. Applied Energy, 88(1):1 – 16, 2011.
[9] Jae-Mo Koo, Sungjun Im, Linan Jiang, and Kenneth E. Goodson. Integrated microchannel cool-
ing for three-dimensional electronic circuit architectures. Journal of Heat Transfer, 127(1):49–58,
February 2005.
[10] Mohamed Gad-el Hak. The uid mechanics of microdevices - the Freeman scholar lecture.
Journal of Fluids Engineering, 121(1):5–33, March 1999.
[11] Wataru Nakayama. Heat in computers: Applied heat transfer in information technology.
Journal of Heat Transfer, 136(1):013001–013001, October 2013.
[12] G. A. Bird. Molecular Gas Dynamics and the Direct Simulation of Gas Flows. Oxford University
Press, 1994.
[13] Osborne Reynolds. On certain dimensional properties of matter in the gaseous state. Proceedings
of the Royal Society of London, 28(190-195):303–321, 1878.
[14] Martin Knudsen. Eine revision der gleichgewichtsbedingung der gase. thermische moleku-
larstromung. Annalen der Physik, 336(1):205–229, 1909.
[15] Martin Knudsen. Thermischer molekulardruck der gase in rohren. Annalen der Physik,
338(16):1435–1448, 1910.
[16] W. Gaede. Die auβere reibung der gase. Annalen der Physik, 346(7):289–336, 1913.
179
180 REFERENCES
[17] B. K. Annis. Thermal creep in gases. The Journal of Chemical Physics, 57(7):2898–2905, 1972.
[18] A. Passian, R. J. Warmack, T. L. Ferrell, and T. Thundat. Thermal transpiration at the microscale:
A crookes cantilever. Phys. Rev. Lett., 90:124503, Mar 2003.
[19] Yen-Lin Han, Eric Phillip Muntz, Alina Alexeenko, and Marcus Young. Experimental and
computational studies of temperature gradient driven molecular transport in gas ows through
nano/microscale channels. Nanoscale and Microscale Thermophysical Engineering, 11(1-2):151–
175, 2007.
[20] Marcos Rojas-Cardenas, Irina Graur, Pierre Perrier, and J. Gilbert Meolans. Time-dependent
experimental analysis of a thermal transpiration rareed gas ow. Physics of Fluids, 25(7):072001,
2013.
[21] Kazuo Aoki, Shigeru Takata, Hidefumi Aikawa, and FranÃČÂğois Golse. A rareed gas ow
caused by a discontinuous wall temperature. Physics of Fluids (1994-present), 13(9):2645–2661,
2001.
[22] Felix Sharipov and Guilherme Bertoldo. Poiseuille ow and thermal creep based on the
Boltzmann equation with the lennard-jones potential over a wide range of the Knudsen
number. Physics of Fluids, 21(6):067101, 2009.
[23] Shingo Kosuge, Kazuo Aoki, Shigeru Takata, Ryosuke Hattori, and Daisuke Sakai. Steady
ows of a highly rareed gas induced by nonuniform wall temperature. Physics of Fluids,
23(3):030603, 2011.
[24] Justyna Czerwinska and Steen Jebauer. Secondary slip structures in heated micro-geometries.
International Journal of Heat and Mass Transfer, 54(7âĂŞ8):1578–1586, 2011.
[25] V.A. Titarev. Rareed gas ow in a planar channel caused by arbitrary pressure and temperature
drops. International Journal of Heat and Mass Transfer, 55(21-22):5916 – 5930, 2012.
[26] Yoshio Sone. Kinetic Theory and Fluid Dynamics. Birkhäuser BostonInc., 2002.
[27] Kunal Pharas and Shamus McNamara. Knudsen pump driven by a thermoelectric material.
Journal of Micromechanics and Microengineering, 20(12):125032, 2010.
[28] Naveen K Gupta, Seungdo An, and Yogesh B Gianchandani. A Si-micromachined 48-stage Knud-
sen pump for on-chip vacuum. Journal of Micromechanics and Microengineering, 22(10):105026,
2012.
[29] K. Aoki, P. Degond, L. Mieussens, S. Takata, and H. Yoshida. A diusion model for rareed
ows in curved channels. Multiscale Modeling & Simulation, 6(4):1281–1316, 2008.
[30] Kazuo Aoki, Pierre Degond, and Luc Mieussens. Numerical simulations of rareed gases in
curved channels: thermal creep, circulating ow, and pumping eect. Commun. Comput. Phys.,
6:919–954, 2009.
[31] V Leontidis, J J Brandner, L Baldas, and S Colin. Numerical analysis of thermal creep ow
in curved channels for designing a prototype of Knudsen micropump. Journal of Physics:
Conference Series, 362(1):012004, 2012.
[32] Frank P. Incropera and David P. DeWitt. Fundamentals of Heat and Mass Transfer. John Wiley
& Sons, Inc., 2002.
[33] X. F. Peng, G. P. Peterson, and B. X. Wang. Heat transfer characteristics of water owing
through microchannels. Experimental Heat Transfer, 7(4):265–283, 1994.
REFERENCES 181
[34] N. T. Obot. Toward a better understanding of friction and heat/mass transfer in microchannels–
a literature review. Microscale Thermophysical Engineering, 6(3):155–173, 2002.
[35] G. Hetsroni, A. Mosyak, E. Pogrebnyak, and L. P. Yarin. Micro-channels: Reality and myth.
Journal of Fluids Engineering, 133(12):121202, 2011.
[36] Chien-Yuh Yang, Chia-Wei Chen, Ting-Yu Lin, and Satish G. Kandlikar. Heat transfer and
friction characteristics of air ow in microtubes. Experimental Thermal and Fluid Science,
37(0):12 – 18, 2012.
[37] Wu Peiyi and W.A. Little. Measurement of friction factors for the ow of gases in very ne
channels used for microminiature joule-thomson refrigerators. Cryogenics, 23(5):273 – 277,
1983.
[38] Peiyi Wu and W.A. Little. Measurement of the heat transfer characteristics of gas ow in ne
channel heat exchangers used for microminiature refrigerators. Cryogenics, 24(8):415 – 420,
1984.
[39] G.L. Morini, M. Spiga, and P. Tartarini. The rarefaction eect on the friction factor of gas ow
in microchannels. Superlattices and Microstructures, 35(3-6):587 – 599, 2004. Eurotherm 75
’Microscale Heat Transfer 2’.
[40] X. Zhu, Q. Liao, and M. D. Xin. Gas ow in microchannel of arbitrary shape in slip ow regime.
Nanoscale and Microscale Thermophysical Engineering, 10(1):41–54, 2006.
[41] R.S. Myong, D.A. Lockerby, and J.M. Reese. The eect of gaseous slip on microscale heat
transfer: An extended graetz problem. International Journal of Heat and Mass Transfer, 49(15-
16):2502 – 2513, 2006.
[42] Nicolas G. Hadjiconstantinou and Olga Simek. Constant-wall-temperature nusselt number in
micro and nano-channels. Journal of Heat Transfer, 124(2):356–364, 2002.
[43] K. Hooman and A. Ejlali. Eects of viscous heating, uid property variation, velocity slip, and
temperature jump on convection through parallel plate and circular microchannels. Interna-
tional Communications in Heat and Mass Transfer, 37(1):34 – 38, 2010.
[44] X. Zhu. Analysis of heat transfer between two unsymmetrically heated parallel plates with
microspacing in the slip ow regime. Microscale Thermophysical Engineering, 6(4):287–301,
2003.
[45] Satish G. Kandlikar, Stephane Colin, Yoav Peles, Srinivas Garimella, R. Fabian Pease, Juergen J.
Brandner, and David B. Tuckerman. Heat transfer in microchannels - 2012 status and research
needs. Journal of Heat Transfer, 135(9):091001–091001, July 2013.
[46] Chungpyo Hong, Yutaka Asako, Koichi Suzuki, and Mohammad Faghri. Friction factor cor-
relations for compressible gaseous ow in a concentric micro annular tube. Numerical Heat
Transfer, Part A: Applications, 61(3):163–179, 2012.
[47] Takuto Araki, Min Soo Kim, Hiroshi Iwai, and Kenjiro Suzuki. An experimental investigation
of gaseous ow characteristics in microchannels. Microscale Thermophysical Engineering,
6(2):117–130, 2002.
[48] S.B. Choi, R.F. Barron, and R.O. Warrington. Fluid ow and heat transfer in microtubes. In
Micromechanical sensors, actuators, and systems : presented at the Winter Annual Meeting of the
American Society of Mechanical Engineers, volume 32, pages 123–134. ASME, ASME, 1991.
182 REFERENCES
[49] A. A. Rostami, A. S. Mujumdar, and N. Saniei. Flow and heat transfer for gas owing in
microchannels: a review. Heat and Mass Transfer, 38:359–367, 2002. 10.1007/s002310100247.
[50] Gian Piero Celata. Single-phase heat transfer and uid ow in micropipes. Heat Transfer
Engineering, 25(3):13–22, 2004.
[51] S. Chapman and T. G. Cowling. The Mathematical Theory of Non-Uniform Gases. Cambridge
University Press, 1970.
[52] J. Clerk Maxwell. On stresses in raried gases arising from inequalities of temperature.
Philosophical Transactions of the Royal Society of London, 170:pp. 231–256, 1879.
[53] Howard Brenner. Beyond the no-slip boundary condition. Phys. Rev. E, 84:046309, Oct 2011.
[54] Zhipeng Duan. Second-order gaseous slip ow models in long circular and noncircu-
lar microchannels and nanochannels. Microuidics and Nanouidics, pages 1–16, 2011.
10.1007/s10404-011-0924-0.
[55] Tomasz Lewandowski, Tomasz Ochrymiuk, and Justyna Czerwinska. Modeling of heat transfer
in microchannel gas ow. Journal of Heat Transfer, 133(2):022401, 2011.
[56] Christopher J. Greenshields and Jason M. Reese. Rareed hypersonic ow simulations using
the Navier-Stokes equations with non-equilibrium boundary conditions. Progress in Aerospace
Sciences, pages –, 2011.
[57] Duncan A. Lockerby, Jason M. Reese, David R. Emerson, and Robert W. Barber. Velocity
boundary condition at solid walls in rareed gas calculations. Phys. Rev. E, 70:017303, Jul 2004.
[58] A.V. Bobylev. The chapman-enskog and grad methods for solving the Boltzmann equation.
Soviet Physics Doklady, 27:29–31, 1982.
[59] Philip Rosenau. Extending hydrodynamics via the regularization of the chapman-enskog
expansion. Phys. Rev. A, 40:7193–7196, Dec 1989.
[60] Ramesh K Agarwal and Keon-Young Yun. Burnett equations for simulation of transitional
ows. Applied Mechanics Reviews, 55(3):219–240, June 2002.
[61] P. Taheri, A. Rana, M. Torrilhon, and H. Struchtrup. Macroscopic description of steady and
unsteady rarefaction eects in boundary value problems of gas dynamics. ContinuumMechanics
and Thermodynamics, 21(6):423–443, 2009.
[62] Harold Grad. On the kinetic theory of rareed gases. Communications on pure and applied
mathematics, 2(4):331–407, 1949.
[63] Henning Struchtrup and Manuel Torrilhon. Regularization of Grad’s 13 moment equations:
Derivation and linear analysis. Physics of Fluids, 15(9):2668–2680, 2003.
[64] Z. Cai and R. Li. Numerical regularized moment method of arbitrary order for Boltzmann-BGK
equation. SIAM Journal on Scientic Computing, 32(5):2875–2907, 2010.
[65] Michael P. Allen. Introduction to molecular dynamics simulation. In Computational Soft Matter:
From Synthetic Polymers to Proteins,Lecture Notes, volume 23, pages 1–28. John von Neumann
Institute for Computing, Julich,NIC Series, 2004.
[66] Murat Barisik, Bohung Kim, and Ali Beskok. Smart wall model for molecular dynamics
simulations of nanoscale gas ows. Communications in Computational Physics, 7:977–993,
2009.
REFERENCES 183
[67] Jun Sun and Zhi-Xin Li. Two-dimensional molecular dynamic simulations on accommodation
coecients in nanochannels with various wall congurations. Computers & Fluids, 39(8):1345–
1352, September 2010.
[68] S. Takenaka, K. Suga, T. Kinjo, and S. Hyodo. Flow simulations in a sub-micro porous medium
by the lattice Boltzmann and the molecular dynamics methods. ASME Conference Proceedings,
2009(43499):927–936, 2009.
[69] Cao Bing-Yang, Chen Min, and Guo Zeng-Yuan. Rareed gas ow in rough microchannels by
molecular dynamics simulation. Chinese Physics Letters, 21(9):1777, 2004.
[70] A.N. Yakunchikov, V.L. Kovalev, and S.V. Utyuzhnikov. Analysis of gas-surface scattering
models based on computational molecular dynamics. Chemical Physics Letters, 554(0):225 –
230, 2012.
[71] G.A. Bird. Recent advances and current challenges for DSMC. Computers and Mathematics
with Applications, 35(12):1 – 14, 1998.
[72] P. S. Prasanth and Jose K. Kakkassery. Direct simulation monte carlo (DSMC): A numerical
method for transition-regime ows - a review. Journal of Indian Institute of Science, 86:169–192,
May-June 2006.
[73] Jing Fan and Ching Shen. Statistical simulation of low-speed rareed gas ows. Journal of
Computational Physics, 167(2):393 – 412, 2001.
[74] B. Shizgal. A Gaussian quadrature procedure for use in the solution of the Boltzmann equation
and related problems. Journal of Computational Physics, 41(2):309 – 328, 1981.
[75] Kun Xu and Juan-Chen Huang. A unied gas-kinetic scheme for continuum and rareed ows.
Journal of Computational Physics, 229(20):7747 – 7764, 2010.
[76] F. G. Tcheremissine. Conservative evaluation of Boltzmann collision integral in discrete
ordinates approximation. Computers &Mathematics with Applications, 35(1-2):215–221, January
1998.
[77] Clement Mouhot and Lorenzo Pareschi. Fast algorithms for computing the Boltzmann collision
operator. Mathematics of Computation, 75(256):pp. 1833–1852, 2006.
[78] Lei Wu, Craig White, Thomas J. Scanlon, Jason M. Reese, and Yonghao Zhang. Deterministic
numerical solutions of the Boltzmann equation using the fast spectral method. Journal of
Computational Physics, 250(0):27 – 52, 2013.
[79] P. L. Bhatnagar, E. P. Gross, and M. Krook. A model for collision processes in gases. i. small
amplitude processes in charged and neutral one-component systems. Phys. Rev., 94:511–525,
May 1954.
[80] Paulo Cesar Philippi, Jr. Luiz Adolfo Hegele, Rodrigo Surmas, Diogo Nardelli Siebert, and
LuÃŋs Orlando Emerich Dos Santos. From the boltzmann to the lattice-boltzmann equation:
beyond BGK collision models. International Journal of Modern Physics C, 18(4):556–565, 2007.
[81] Xiaowen Shan and Hudong Chen. A general multiple-relaxation-time boltzmann collision
model. International Journal of Modern Physics C, 18(4):635–643, 2007.
[82] Lin Zheng, Baochang Shi, and Zhaoli Guo. Multiple-relaxation-time model for the correct
thermohydrodynamic equations. Phys. Rev. E, 78(2):026705, Aug 2008.
184 REFERENCES
[83] Zhaoli Guo, Chuguang Zheng, and Baochang Shi. Lattice Boltzmann equation with multiple
eective relaxation times for gaseous microscale ow. Phys. Rev. E, 77(3):036707, Mar 2008.
[84] Feng Chen, Aiguo Xu, Guangcai Zhang, Yingjun Li, and Sauro Succi. Multiple-relaxation-time
lattice Boltzmann approach to compressible ows with exible specic-heat ratio and prandtl
number. EPL (Europhysics Letters), 90(5):54003, 2010.
[85] Feng Chen, Aiguo Xu, Guangcai Zhang, and Yingjun Li. Multiple-relaxation-time lattice
Boltzmann model for compressible uids. Physics Letters A, 375(21):2129 – 2139, 2011.
[86] Pierre Andries and Benoit Perthame. The ES-BGK model equation with correct Prandtl number.
AIP Conference Proceedings, 585(1):30–36, 2001.
[87] E. M. Shakhov. Approximate kinetic equations in rareed gas theory. Fluid Dynamics, 3:112–
115, 1968.
[88] K. Qu, C. Shu, and Y. T. Chew. Alternative method to construct equilibrium distribution
functions in lattice-Boltzmann method simulation of inviscid compressible ows at high mach
number. Phys. Rev. E, 75:036706, Mar 2007.
[89] Yingsong Zheng. Analysis of kinetic models and macroscopic continuum equations for rareed
gas dynamics. PhD thesis, University of Victoria, 2004.
[90] Pierre Andries, Jean-Francois Bourgat, Patrick le Tallec, and Benoit Perthame. Numerical
comparison between the Boltzmann and ES-BGK models for rareed gases. Computer Methods
in Applied Mechanics and Engineering, 191(31):3369 – 3390, 2002.
[91] A. N. Kudryavtsev, A. A. Shershnev, and Ye. A. Bondar. A study of the nite at plate problem
using various kinetic and continuum models. AIP Conference Proceedings, 1333(1):934–939,
2011.
[92] Irina Graur and A. Polikarpov. Comparison of dierent kinetic models for the heat transfer
problem. Heat and Mass Transfer, 46:237–244, 2009. 10.1007/s00231-009-0558-x.
[93] Kun Xu. A gas-kinetic BGK scheme for the Navier-Stokes equations and its connection with
articial dissipation and Godunov method. Journal of Computational Physics, 171(1):289 – 335,
2001.
[94] Y. Wang, Y.L. He, Q. Li, G.H. Tang, and W.Q. Tao. Lattice Boltzmann model for simulating
viscous compressible ows. International Journal of Modern Physics C, 21:383–407, 2010.
[95] J. Y. Yang, J. C. Huang, and L. Tsuei. Numerical solutions of the nonlinear model Boltzmann
equations. Proceedings: Mathematical and Physical Sciences, 448(1932):pp. 55–80, 1995.
[96] Zhi-Hui Li and Han-Xin Zhang. Numerical investigation from rareed ow to continuum by
solving the Boltzmann model equation. Int. J. Numer. Meth. Fluids, 42(4):361–382, 2003.
[97] Zhi-Hui Li and Han-Xin Zhang. Gas-kinetic numerical studies of three-dimensional complex
ows on spacecraft re-entry. J. Comput. Phys., 228:1116–1138, March 2009.
[98] V.A. Titarev. Conservative numerical methods for model kinetic equations. Computers &
Fluids, 36(9):1446 – 1459, 2007.
[99] Luc Mieussens. Discrete-velocity models and numerical schemes for the Boltzmann-BGK
equation in plane and axisymmetric geometries. Journal of Computational Physics, 162(2):429 –
466, 2000.
REFERENCES 185
[100] Juan-Chen Huang. A conservative discrete ordinate method for model Boltzmann equa-
tions. Computers & Fluids, 45(1):261 – 267, 2011. 22nd International Conference on Parallel
Computational Fluid Dynamics (ParCFD 2010), ParCFD.
[101] C.T. Hsu, K.F. Sin, and S.W. Chiang. Parallel computation for Boltzmann equation simulation
with Dynamic Discrete Ordinate method (DDOM). Computers &amp; Fluids, 54(0):39 – 44,
2012.
[102] Dieter A. Wolf-Gladrow. Lattice-Gas Cellular Automata and Lattice Boltzmann Models - An
Introduction. Springer Berlin, 2005.
[103] Xiaowen Shan and Xiaoyi He. Discretization of the velocity space in the solution of the
Boltzmann equation. Phys. Rev. Lett., 80:65–68, Jan 1998.
[104] Xiaowen Shan, Xue-Feng Yuan, and Hudong Chen. Kinetic theory representation of hydrody-
namics: a way beyond the Navier-Stokes equation. Journal of Fluid Mechanics, 550:413–441,
2006.
[105] Raoyang Zhang, Xiaowen Shan, and Hudong Chen. Ecient kinetic method for uid simulation
beyond the Navier-Stokes equation. Phys. Rev. E, 74(4):046703, Oct 2006.
[106] Kun Qu, Chang Shu, and Yong Tian Chew. Lattice Boltzmann and nite volume simulation
of inviscid compressible ows with curved boundary. Advances in Applied Mathematics and
Mechanics, 2(5):573–586, October 2010.
[107] Q. Li, Y.L. He, Y. Wang, and G.H. Tang. Three-dimensional non-free-parameter lattice-
Boltzmann model and its application to inviscid compressible ows. Physics Letters A,
373(25):2101 – 2108, 2009.
[108] Jianping Meng and Yonghao Zhang. Accuracy analysis of high-order lattice Boltzmann models
for rareed gas ows. Journal of Computational Physics, 230(3):835 – 849, 2011.
[109] Jianping Meng and Yonghao Zhang. Gauss-Hermite quadratures and accuracy of lattice
Boltzmann models for nonequilibrium gas ows. Phys. Rev. E, 83(3):036704, Mar 2011.
[110] Xiaowen Shan. General solution of lattices for cartesian lattice Bhatanagar-Gross-Krook
models. Phys. Rev. E, 81(3):036702, Mar 2010.
[111] R. Surmas, C. E. Pico Ortiz, and P. C. Philippi. Simulating thermohydrodynamics by nite
dierence solutions of the Boltzmann equation. The European Physical Journal - Special Topics,
171:81–90, 2009. 10.1140/epjst/e2009-01014-x.
[112] A. H. Stroud. Approximate Calculation of Multiple Integrals. Prentice-Hall, Inc., 1971.
[113] C. K. Chu. Kinetic-theoretic description of the formation of a shock wave. Physics of Fluids,
8(1):12–22, 1965.
[114] Zhi-Hui Li and Han-Xin Zhang. Study on gas kinetic unied algorithm for ows from rareed
transition to continuum. J. Comput. Phys., 193:708–738, January 2004.
[115] Xiaobo Nie, Xiaowen Shan, and Hudong Chen. Thermal lattice Boltzmann model for gases
with internal degrees of freedom. Phys. Rev. E, 77:035701, Mar 2008.
[116] Paul J. Dellar. Two routes from the Boltzmann equation to compressible ow of polyatomic
gases. Progress in Computational Fluid Dynamics, an International Journal, 8(1):84–96, January
2008.
186 REFERENCES
[117] V. Rykov, V. Titarev, and E. Shakhov. Numerical study of the transverse supersonic ow of
a diatomic rareed gas past a plate. Computational Mathematics and Mathematical Physics,
47:136–150, 2007. 10.1134/S0965542507010149.
[118] William W. Liou and Yichuan Fang. Microuid mechanics: principles and modelling. McGraw,
2005.
[119] Victor Sofonea and Robert F. Sekerka. Diuse-reection boundary conditions for a thermal
lattice Boltzmann model in two dimensions: Evidence of temperature jump and slip velocity
in microchannels. Phys. Rev. E, 71(6):066709, Jun 2005.
[120] George Karniadakis, Ali Beskok, and Narayan Aluru. Microows and nanoows: Fundamentals
and simulation. Springer, 2005.
[121] C. Cercignani and M. Lampis. Kinetic models for gas-surface interactions. Transport Theory
and Statistical Physics, 1(2):101–114, 1971.
[122] R. G. Lord. Some extensions to the Cercignani-Lampis gas-surface scattering kernel. Physics
of Fluids A: Fluid Dynamics, 3(4):706–710, 1991.
[123] R. G. Lord. Some further extensions of the Cercignani-Lampis gas–surface interaction model.
Physics of Fluids, 7(5):1159–1161, 1995.
[124] Rosenei Felippe Knackfuss and Liliane Basso Barichello. On the temperature-jump problem in
rareed gas dynamics: The eect of the Cercignani–Lampis boundary condition. SIAM J. Appl.
Math., 66(6):2149–2186, January 2006.
[125] R.F. Knackfuss and L.B. Barichello. Surface eects in rareed gas dynamics: an analysis based
on the Cercignani-Lampis boundary condition. European Journal of Mechanics - B/Fluids,
25(1):113–129, January 2006.
[126] Sheng Chen and Zhiwei Tian. Simulation of thermal micro-ow using lattice Boltzmann
method with Langmuir slip model. International Journal of Heat and Fluid Flow, 31(2):227 –
235, 2010.
[127] R. S. Myong. Gaseous slip models based on the Langmuir adsorption isotherm. Physics of
Fluids, 16(1):104–117, 2004.
[128] R. S. Myong, J. M. Reese, R. W. Barber, and D. R. Emerson. Velocity slip in microscale cylindrical
Couette ow: The Langmuir model. Physics of Fluids, 17(8):087105, 2005.
[129] Hyung-il Choi and Dohyung Lee. Computations of gas microows using pressure correction
method with Langmuir slip model. Computers & Fluids, 37(10):1309–1319, December 2008.
[130] Matthias K. Gobbert, Samuel G. Webster, and Timothy S. Caleb. Transient adsorption and
desorption in micrometer scale features. Journal of The Electrochemical Society, 149(8):G461–
G473, 2002.
[131] Maurice Bond and Henning Struchtrup. Mean evaporation and condensation coecients
based on energy dependent condensation probability. Phys. Rev. E, 70:061605, Dec 2004.
[132] Takaharu Tsuruta and Gyoko Nagayama. A microscopic formulation of condensation coe-
cient and interface transport phenomena. Energy, 30(6):795 – 805, 2005. Second International
Onsager Conference.
REFERENCES 187
[133] H. E. Thomas, R. N. Ramsey, and R. A. Pierotti. Physical adsorption of argon on boron nitride.
a two-surface analysis of high-temperature adsorption data. The Journal of Chemical Physics,
59(11):6163–6170, 1973.
[134] A. Dupuis, E. M. Kotsalis, and P. Koumoutsakos. Coupling lattice Boltzmann and molecular
dynamics models for dense uids. Phys. Rev. E, 75:046704, Apr 2007.
[135] K. Mohamed and A. Mohamad. A review of the development of hybrid atomistic-continuum
methods for dense uids. Microuidics and Nanouidics, 8:283–302, 2010. 10.1007/s10404-009-
0529-z.
[136] Xiao-Dong Niu, Shi-Aki Hyodo, Toshihisa Munekata, and Kazuhiko Suga. Kinetic lattice
Boltzmann method for microscale gas ows: Issues on boundary condition, relaxation time,
and regularization. Phys. Rev. E, 76:036711, Sep 2007.
[137] Kun Xu and Juan-Chen Huang. An improved unied gas-kinetic scheme and the study of hock
structures. IMA Journal of Applied Mathematics, 2011.
[138] Juan-Chen Huang, Kun Xu, and Pubing Yu. A unied gas-kinetic scheme for continuum and
rareed ows ii: multi-dimensional cases. Commun. Comput. Phys., 12:662–690, 2012.
[139] Qibing Li, Kun Xu, and Song Fu. A high-order gas-kinetic Navier-Stokes ow solver. Journal
of Computational Physics, 229(19):6715 – 6731, 2010.
[140] Wahyu Perdana Yudistiawan, Sang Kyu Kwak, D. V. Patil, and Santosh Ansumali. Higher-order
galilean-invariant lattice Boltzmann model for microows: Single-component gas. Phys. Rev.
E, 82(4):046701, Oct 2010.
[141] Zhaoli Guo, Chuguang Zheng, and Baochang Shi. An extrapolation method for boundary
conditions in lattice Boltzmann method. Physics of Fluids, 14(6):2007–2010, 2002.
[142] Xiyang Kang, Qiang Liao, Xun Zhu, and Yanxia Yang. Non-equilibrium extrapolation method
in the lattice Boltzmann simulations of ows with curved boundaries (non-equilibrium extrap-
olation of lbm). Applied Thermal Engineering, 30(13):1790–1796, 2010.
[143] Zhaoli Guo and T. S. Zhao. Explicit nite-dierence lattice Boltzmann method for curvilinear
coordinates. Phys. Rev. E, 67:066709, Jun 2003.
[144] M. Sbragaglia and K. Sugiyama. Volumetric formulation for a class of kinetic models with
energy conservation. Phys. Rev. E, 82(4):046709, Oct 2010.
[145] P. E. Vincent and A. Jameson. Facilitating the adoption of unstructured high-order meth-
ods amongst a wider community of uid dynamicists. Mathematical Modelling of Natural
Phenomena, 6(03):97–140, 2011.
[146] Xing Shi, Jianzhong Lin, and Zhaosheng Yu. Discontinuous Galerkin spectral element lattice
Boltzmann method on triangular element. International Journal for Numerical Methods in
Fluids, 42(11):1249–1261, 2003.
[147] Hongwei Liu and Kun Xu. A runge-kutta discontinuous Galerkin method for viscous ow
equations. Journal of Computational Physics, 224(2):1223–1242, June 2007.
[148] Guoxi Ni and Wenjun Sun. A γ-DGBGK scheme for compressible multi-uids. International
Journal for Numerical Methods in Fluids, 66(6):760–777, 2011.
188 REFERENCES
[149] V. Wheatley, H. Kumar, and P. Huguenot. On the role of riemann solvers in discontinuous
Galerkin methods for magnetohydrodynamics. Journal of Computational Physics, 229(3):660 –
680, 2010.
[150] B. Latorre, P. Garcia-Navarro, J. Murillo, and J. Burguete. Accurate and ecient simulation
of transport in multidimensional ow. International Journal for Numerical Methods in Fluids,
65(4):405–431, 2011.
[151] Hanxin Zhang and Fenggan Zhuang. NND schemes and their applications to numerical
simulation of two- and three-dimensional ows. In John W. Hutchinson and Theodore Y. Wu,
editors, Advances in Applied Mechanics, volume Volume 29, pages 193–256. Elsevier, 1991.
[152] Guang-Shan Jiang and Chi-Wang Shu. Ecient implementation of weighted eno schemes.
Journal of Computational Physics, 126(1):202 – 228, 1996.
[153] Robert J. Schilling and Sandra L. Harris. Applied numerical methods for engineers: Using
MATLAB and C. Brooks/Cole, 2000.
[154] Sigal Gottlieb, Chi-Wang Shu, and Eitan Tadmor. Strong stability-preserving high-order time
discretization methods. SIAM Review, 43(1):pp. 89–112, 2001.
[155] Y. Wang, Y. L. He, T. S. Zhao, G. H. Tang, and W. Q. Tao. Implicit-explicit nite-dierence
lattice Boltzmann method for compressible ows. International Journal of Modern Physics C,
18(12):1961–1983, December 2007.
[156] Pietro Santagati and Giovanni Russo. A new class of conservative large time step methods for
the BGK models of the Boltzmann equation. arXiv:1103.5247v1 [math.NA], March 2011.
[157] Carlo Cercignani. The Boltzmann Equation and Its Applications. Springer-Verlag New York Inc,
1988.
[158] E. M. Shakhov. Generalization of the Krook kinetic relaxation equation. Fluid Dynamics,
3:95–96, 1968.
[159] V.A. Rykov. A model kinetic equation for a gas with rotational degrees of freedom. Fluid
Dynamics, 10(6):959–966, 1975.
[160] Richard L. Burden and J. Douglas Faires. Numerical Analysis. Prindle, Weber & Schmidt, 3rd
edition, 1985.
[161] Felix Sharipov. Application of the Cercignani-Lampis scattering kernel to calculations of
rareed gas ows. i. plane ow between two parallel plates. European Journal of Mechanics -
B/Fluids, 21(1):113 – 123, 2002.
[162] Z.J. Wang, Krzysztof Fidkowski, Remi Abgrall, Francesco Bassi, Doru Caraeni, Andrew Cary,
Herman Deconinck, Ralf Hartmann, Koen Hillewaert, H.T. Huynh, Norbert Kroll, Georg May,
Per-Olof Persson, Bram van Leer, and Miguel Visbal. High-order CFD methods: current status
and perspective. International Journal for Numerical Methods in Fluids, 72(8):811–845, 2013.
[163] M.R. Smith, M.N. Macrossan, and M.M. Abdel-jawad. Eects of direction decoupling in ux
calculation in nite volume solvers. Journal of Computational Physics, 227(8):4142 – 4161, 2008.
[164] Zhi-Hui Li and Han-Xin Zhang. Gas-kinetic description of shock wave structures by solving
Boltzmann model equation. International Journal of Computational Fluid Dynamics, 22(9):623–
638, 2008.
REFERENCES 189
[165] D.M. Bond, M.N. Macrossan, and V. Wheatley. Comparison of discrete BGK-Shakhov system
with DSMC. AIP Conference Proceedings, 1501(1):350–357, 2012.
[166] Peter D. Lax and Xu-Dong Liu. Solution of two-dimensional riemann problems of gas dynamics
by positive schemes. SIAM Journal on Scientic Computing, 19(2):319–340, 1998.
[167] Christopher J. Roy. Grid convergence error analysis for mixed-order numerical schemes. AIAA
Journal, 41(4):595–604, April 2003.
[168] L.D. Landau and E.M. Lifshitz. Fluid Mechanics. Butterworth-Heinemann, 1987.
[169] A. Alekseenko, N. Gimelshein, and S. Gimelshein. An application of discontinuous Galerkin
space and velocity discretisations to the solution of a model kinetic equation. International
Journal of Computational Fluid Dynamics, 26(3):145–161, 2012.
[170] Bertil Gustafsson. The convergence rate for dierence approximations to mixed initial bound-
ary value problems. Mathematics of Computation, 29(130):396–406, 1975.
[171] Mikhail N. Kogan. Rareed Gas Dynamics. Plenum Press, 1969.
[172] Benzi John, Xiao-Jun Gu, and David R. Emerson. Eects of incomplete surface accommodation
on non-equilibrium heat transfer in cavity ow: A parallel DSMC study. Computers & Fluids,
45(1):197 – 201, 2011. 22nd International Conference on Parallel Computational Fluid Dynamics
(ParCFD 2010) ParCFD.
[173] Nathan D. Masters and Wenjing Ye. Octant ux splitting information preservation DSMC
method for thermally driven ows. Journal of Computational Physics, 226(2):2044 – 2062, 2007.
[174] Frank M. White. Fluid Mechanics. McGraw Hill, 2003.
[175] Felix Sharipov. Non-isothermal gas ow through rectangular microchannels. Journal of
Micromechanics and Microengineering, 9(4):394, 1999.
[176] Fred Stern, Hugh W. Coleman, Eric G. Paterson, and Robert V. Wilson. Comprehensive approach
to verication and validation of CFD simulations. part 1: Methodology and procedures. Journal
of Fluids Engineering, 123(4):793–802, July 2001.
[177] D.M. Bond, V. Wheatley, and M. Goldsworthy. Numerical investigation of curved channel
Knudsen pump performance. International Journal of Heat and Mass Transfer, 76(0):1 – 15,
2014.
[178] I. Amdur and L. A. Guildner. Thermal accommodation coecients on gas-covered tungsten,
nickel and platinum1. Journal of the American Chemical Society, 79(2):311–315, 1957.
[179] Lloyd B. Thomas and E. B. Schoeld. Thermal accommodation coecient of helium on a bare
tungsten surface. The Journal of Chemical Physics, 23(5):861–866, 1955.
[180] Richard I. Masel. Principles of adsorption and reaction on solid surfaces. John Wiley & Sons,
Inc., 1996.
[181] L. F. Richardson. The approximate arithmetical solution by nite dierences of physical
problems involving dierential equations, with an application to the stresses in a masonry
dam. Philosophical Transactions of the Royal Society of London. Series A, Containing Papers of a
Mathematical or Physical Character, 210(459-470):307–357, 1911.
[182] Lord Rayleigh. On the stability, or instability, of certain uid motions. Proceedings of the
London Mathematical Society, s1-11(1):57–72, 1879.

Appendices
191

AHERMITE APPROXIMATION OF THE MAXWELLIAN
The Hermite approximation of the Maxwellian equilibrium distribution is given below for physical
dimensionality, D. These equations are given for a reference speed of Cref =
√
RTref .
fH = ω
(
~ξ
) NH∑
i=0
fHi ,
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BANALYTICAL EXPRESSION OF ADVECTION
Following the method of Latorre et al.[150] the 2D advection scheme is derived for a rectilinear grid
with arbitrary cell spacing in x and y. Global coordinates are given by x′, and local coordinates by
x, with mapping between the two performed using Eqs. (4.1 4.2). The exact linear transport of a
distribution between 2D cells can be described by Eq. (4.4) which describes a uniform shift of the
underlying grid relative to the initial distribution. As we are dealing with a rectilinear grid this will
entail the combination of partial sub-distributions from, at most, four dierent cells into each cell as
shown in Fig. 4.2. If each cell (i, j) has a distribution dened by p˜i,j (x, y, t) then the advection can
be expressed for a positive advection velocity (ηx > 0 & ηy > 0) as shown,
p˜i,j (x, y, t+ ∆t) =

p˜i−1,j−1 (θi−1,j−1, φi−1,j−1, t) if
−1 < x < 2ci,jx − 1
−1 < y < 2ci,jy − 1
,
p˜i−1,j
(
θi−1,j, y − 2ci,jy , t
)
if
−1 < x < 2ci,jx − 1
2ci,jy − 1 < y < 1
,
p˜i,j−1 (x− 2ci,jx , φi,j−1, t) if
2ci,jx − 1 < x < 1
−1 < y < 2ci,jy − 1
,
p˜i,j
(
x− 2ci,jx , y − 2ci,jy , t
)
if
2ci,jx − 1 < x < 1
2ci,jy − 1 < y < 1
,
where θi,j and φi,j represent the mapping of x and y respectively to the oset cell. The local variables,
ci,j , describe the amount of advection relative to that cell and are given by,
ci,jx =
|η|∆t
∆x′i
, ci,jy =
|η|∆t
∆y′j
.
The advected expression, p˜i,j (x, y, t+ ∆t), can also be described as the summation of each of
the cases given above,
p˜i,j (xi,j, yi,j, t+ ∆t) =
∑
s
p˜i−∆i,j−∆j (θ, φ, t) , (B.1)
where s provides the index to the rows in Table B.1 that ∆i, ∆j , θ and φ are taken from. The functions
χ (x) and ψ (y) are given by,
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χ (x) =
ci−∆i,j−∆jx
ci,jx
(x+ ∆i)−∆i2ci−∆i,j−∆jx + ∆i,
ψ (x) =
ci−∆i,j−∆jy
ci,jy
(y + ∆j)−∆j2ci−∆i,j−∆jy + ∆j,
and describe the mapping from one cells coordinates to anothers.
s ∆i ∆j θi−∆i,j−∆j φi−∆i,j−∆j
1 1 1 χ (xi,j) ψ (yi,j)
2 1 0 χ (xi,j) y − 2ci,jy
3 0 1 x− 2ci,jx ψ (yi,j)
4 0 0 x− 2ci,jx y − 2ci,jy
(a) Exact solution remapping
s lim xi,j lim yi,j
1 −1 < xi,j < 2ci,jx − 1 −1 < yi,j < 2ci,jy − 1
2 −1 < x < 2ci,jx − 1 2ci,jy − 1 < y < 1
3 2ci,jx − 1 < x < 1 −1 < y < 2ci,jy − 1
4 2ci,jx − 1 < x < 1 2ci,jy − 1 < y < 1
(b) Limits of integration.
Table B.1: Exact representation of updated polynomial representation - ηx > 0 & ηy > 0
If we assume that the exact distribution p˜i,j (x, y) is approximated by a weighted sum of Legendre
polynomials then we can express the approximation as,
pi,j (x, y, t+ ∆t) =
NL∑
m=1
NL∑
n=1
bt+∆t(i,j),(m,n)Lm (x)Ln (y) ' p˜i,j (x, y, t+ ∆t) ,
bt+∆t(i,j),(m,n) =
(2m− 1) (2n− 1)
4
∫ 1
−1
∫ 1
−1
p˜i,j (x, y, t+ ∆t)Lm (x)Ln (y) dxdy,
where bi,j is a matrix of weights that denes the polynomial approximation in cell (i, j). By substitu-
tion of Eq. (B.1) we get,
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bt+∆t(i,j),(m,n) = C (S1 + S2 + S3 + S4) ,
C =
(2m− 1) (2n− 1)
4
S1 = C
∫ 2ci,jy −1
−1
∫ 2ci,jx −1
−1
p˜i−1,j−1 (θi−1,j−1, φi−1,j−1, t)Lm (x)Ln (y) dxdy,
S2 = C
∫ 1
2ci,jy −1
∫ 2ci,jx −1
−1
p˜i−1,j
(
θi−1,j, y − 2ci,jy , t
)Lm (x)Ln (y) dxdy,
S3 = C
∫ 2ci,jy −1
−1
∫ 1
2ci,jx −1
p˜i,j−1
(
x− 2ci,jx , φi,j−1, t
)Lm (x)Ln (y) dxdy,
S4 = C
∫ 1
2ci,jy −1
∫ 1
2ci,jx −1
p˜i,j
(
x− 2ci,jx , y − 2ci,jy , t
)Lm (x)Ln (y) dxdy.
We now proceed to the calculation of part S1. Firstly we adapt the domain of integration to the
domain of orthogonality of the Legendre polynomials,
S1 = C
∫ 1
−1
∫ 1
−1
p˜i−1,j−1
(
ci−1,j−1x (x− 1) + 1, ci−1,j−1y (y − 1) + 1, t
)
Lm
(
ci,jx (x+ 1)− 1
)Ln (ci,jy (y + 1)− 1) ci,jx ci,jy dxdy.
We can then replace the distribution p˜i−1,j−1 in the integral by its functional representation,
pi,j (x, y, t) =
NL∑
m=1
NL∑
n=1
bt(i,j),(m,n)Lm (x)Ln (y) ,
and so express S1 according to the polynomial coecients of the (i− 1, j − 1) cell,
S1 = C
∫ 1
−1
∫ 1
−1
(
NL∑
k=1
NL∑
l=1
bt(i−1,j−1),(k,l)
×Lk
(
ci−1,j−1x (x− 1) + 1
)Ll (ci−1,j−1y (y − 1) + 1))
× Lm
(
ci,jx (x+ 1)− 1
)Ln (ci,jy (y + 1)− 1) ci,jx ci,jy dxdy.
The Legendre polynomials Ln (ax+ b) can also be expressed as a linear combination of the
original Ln (x) according to,
Li (ax+ b) =
NL∑
n=1
Ai,n (a, b)Ln (x) ,
where Ai,n (a, b) is a matrix to be solved for. The analytical expression for Ti,j , for NL = 4, can be
found in Appendix C.
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Then S1 can be simplied according to,
S1 = C
NL∑
k=1
NL∑
l=1
bt(i−1,j−1),(k,l)
×
NL∑
r=1
NL∑
s=1
NL∑
u=1
NL∑
v=1
Ak,r
(
ci−1,j−1x , 1− ci−1,j−1x
)
Al,s
(
ci−1,j−1y , 1− ci−1,j−1y
)
× Am,u
(
ci,jx , c
i,j
x − 1
)
An,v
(
ci,jy , c
i,j
y − 1
)
ci,jx c
i,j
y
×
∫ 1
−1
∫ 1
−1
Lr (x)Ls (y)Lu (x)Lv (y) dxdy.
The Legendre polynomials are orthogonal according to,
〈Lm,Ln〉 =
∫ 1
−1
Lm (x)Ln (x) dx = 2
2n− 1δm,n,
where δm,n is the Kronecker delta. Using this property of orthogonality S1 can be simplied to,
S1 = C
NL∑
k=1
NL∑
l=1
bt(i−1,j−1),(k,l)
×
NL∑
r=1
NL∑
s=1
Ak,r
(
ci−1,j−1x , 1− ci−1,j−1x
)
Al,s
(
ci−1,j−1y , 1− ci−1,j−1y
)
× Am,r
(
ci,jx , c
i,j
x − 1
)
An,s
(
ci,jy , c
i,j
y − 1
) 2
2r − 1
2
2s− 1c
i,j
x c
i,j
y .
If we then dene a matrix T according to,
Ti,j (α, β, γ, σ) =
2i− 1
2
min(i,j)∑
n=1
α
2
2n− 1Ai,n (α, β)Aj,n (γ, σ) ,
we can obtain the following expression,
S1 =
NL∑
k=1
NL∑
l=1
bt(i−1,j−1),(k,l)Tm,k
(
ci,jx , c
i,j
x − 1, ci−1,j−1x , 1− ci−1,j−1x
)
× Tn,l
(
ci,jy , c
i,j
y − 1, ci−1,j−1y , 1− ci−1,j−1y
)
.
Following a similar procedure it is possible to also calculate S2 through S4 to obtain the expres-
sions:
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S2 =
NL∑
k=1
NL∑
l=1
bt(i−1,j)(k,l)Tm,k
(
ci,jx , c
i,j
x − 1, ci−1,jx , 1− ci−1,jx
)
Tn,l
(
1− ci,jy , ci,jy , 1− ci,jy ,−ci,jy
)
,
S3 =
NL∑
k=1
NL∑
l=1
bt(i,j−1)(k,l)Tm,k
(
1− ci,jx , ci,jx , 1− ci,jx ,−ci,jx
)
Tn,l
(
ci,jy , c
i,j
y − 1, ci,j−1y , 1− ci,j−1y
)
,
S4 =
NL∑
k=1
NL∑
l=1
bt(i,j)(k,l)Tm,k
(
1− ci,jx , ci,jx , 1− ci,jx ,−ci,jx
)
Tn,l
(
1− ci,jy , ci,jy , 1− ci,jy ,−ci,jy
)
.
The nal expression for bt+∆t(i,j),(m,n) can then be given according to,
bt+∆t(i,j),(m,n) =
4∑
s=1
NL∑
k=1
NL∑
l=1
at(i+∆i,j+∆j),(k,l)×
Tm,k (αm, βm, γm, σm)Tn,l (αn, βn, γn, σn) ,
where the values of α, β, γ and σ are given in Table B.2 and ∆i and ∆j in Table B.1a. For linear
advection in dierent directions Tables B.3 - B.5 provide the correct coecients.
s α β γ σ
m
1 ci,jx ci,jx − 1 ci−1,j−1x 1− ci−1,j−1x
2 ci,jx ci,jx − 1 ci−1,jx 1− ci−1,jx
3 1− ci,jx ci,jx 1− ci,jx −ci,jx
4 1− ci,jx ci,jx 1− ci,jx −ci,jx
n
1 ci,jy ci,jy − 1 ci−1,j−1y 1− ci−1,j−1y
2 1− ci,jy ci,jy 1− ci,jy −ci,jy
3 ci,jy ci,jy − 1 ci,j−1y 1− ci,j−1y
4 1− ci,jy ci,jy 1− ci,jy −ci,jy
Table B.2: ηx > 0 & ηy > 0
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s ∆i ∆j θi−∆i,j−∆j φi−∆i,j−∆j
1 -1 1 χ (xi,j) ψ (yi,j)
2 -1 0 χ (xi,j) y − 2ci,jy
3 0 1 2ci,jx + x ψ (yi,j)
4 0 0 2ci,jx + x y − 2ci,jy
(a) Exact solution remapping
s lim xi,j lim yi,j
1 1− 2ci,jx < xi,j < 1 −1 < yi,j < 2ci,jy − 1
2 1− 2ci,jx < xi,j < 1 2ci,jy − 1 < y < 1
3 −1 < x < 1− 2ci,jx −1 < y < 2ci,jy − 1
4 −1 < x < 1− 2ci,jx 2ci,jy − 1 < y < 1
(b) Limits of integration
s α β γ σ
m
1 ci,jx 1− ci,jx ci+1,j−1x ci+1,j−1x − 1
2 ci,jx 1− ci,jx ci+1,jx ci+1,jx − 1
3 1− ci,jx −ci,jx 1− ci,jx ci,jx
4 1− ci,jx −ci,jx 1− ci,jx ci,jx
n
1 ci,jy ci,jy − 1 ci+1,j−1y 1− ci+1,j−1y
2 1− ci,jy ci,jy 1− ci,jy −ci,jy
3 ci,jy ci,jy − 1 ci,j−1y 1− ci,j−1y
4 1− ci,jy ci,jy 1− ci,jy −ci,jy
(c) Update coecients
Table B.3: ηx < 0 & ηy > 0
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s ∆i ∆j θi−∆i,j−∆j φi−∆i,j−∆j
1 1 -1 χ (xi,j) ψ (yi,j)
2 1 0 χ (xi,j) y + 2ci,jy
3 0 -1 2ci,jx − x ψ (yi,j)
4 0 0 2ci,jx − x y + 2ci,jy
(a) Exact solution remapping
s lim xi,j lim yi,j
1 −1 < xi,j < 2ci,jx − 1 1− 2ci,jy < yi,j < 1
2 −1 < xi,j < 2ci,jx − 1 −1 < y < 1− 2ci,jy
3 2ci,jx − 1 < x < 1 1− 2ci,jy < y < 1
4 2ci,jx − 1 < x < 1 −1 < y < 1− 2ci,jy
(b) Limits of integration
s α β γ σ
m
1 ci,jx ci,jx − 1 ci−1,j+1x 1− ci−1,j+1x
2 ci,jx ci,jx − 1 ci−1,jx 1− ci−1,jx
3 1− ci,jx ci,jx 1− ci,jx −ci,jx
4 1− ci,jx ci,jx 1− ci,jx −ci,jx
n
1 ci,jy 1− ci,jy ci−1,j+1y ci−1,j+1y − 1
2 1− ci,jy −ci,jy 1− ci,jy ci,jy
3 ci,jy 1− ci,jy ci,j+1y ci,j+1y − 1
4 1− ci,jy −ci,jy 1− ci,jy ci,jy
(c) Update coecients
Table B.4: ηx > 0 & ηy < 0
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s ∆i ∆j θi−∆i,j−∆j φi−∆i,j−∆j
1 -1 -1 χ (xi,j) ψ (yi,j)
2 -1 0 χ (xi,j) y + 2ci,jy
3 0 -1 x+ 2ci,jx ψ (yi,j)
4 0 0 x+ 2ci,jx y + 2ci,jy
(a) Exact solution remapping
s lim xi,j lim yi,j
1 1− 2ci,jx < xi,j < 1 1− 2ci,jy < yi,j < 1
2 1− 2ci,jx < xi,j < 1 −1 < y < 1− 2ci,jy
3 −1 < x < 1− 2ci,jx 1− 2ci,jy < y < 1
4 −1 < x < 1− 2ci,jx −1 < y < 1− 2ci,jy
(b) Limits of integration
s α β γ σ
m
1 ci,jx 1− ci,jx ci+1,j+1x ci+1,j+1x − 1
2 ci,jx 1− ci,jx ci+1,jx ci+1,jx − 1
3 1− ci,jx −ci,jx 1− ci,jx ci,jx
4 1− ci,jx −ci,jx 1− ci,jx ci,jx
n
1 ci,jy 1− ci,jy ci+1,j+1y ci+1,j+1y − 1
2 1− ci,jy −ci,jy 1− ci,jy ci,jy
3 ci,jy 1− ci,jy ci,j+1y ci,j+1y − 1
4 1− ci,jy −ci,jy 1− ci,jy ci,jy
(c) Update coecients
Table B.5: ηx < 0 & ηy < 0
CT MATRIX
For a 4th order method (NL=4) we have the following T matrix.
Ti,j (α, β, γ, σ) =

T11 T12 T13 T14
T21 T22 T23 T24
T31 T32 T33 T34
T41 T42 T43 T44

T11 = α
T12 = ασ
T13 =
1
2
α
(−1 + γ2 + 3σ2)
T14 =
1
2
ασ
(−3 + 5γ2 + 5σ2)
T21 = 3αβ
T22 = α(αγ + 3βσ)
T23 =
3
2
α
(
2αγσ + β
(−1 + γ2 + 3σ2))
T24 =
3
2
α
(
αγ
(−1 + γ2 + 5σ2)+ βσ (−3 + 5γ2 + 5σ2))
T31 =
5
2
α
(−1 + α2 + 3β2)
T32 =
5
2
α
(
2αβγ +
(−1 + α2 + 3β2)σ)
T33 =
5
2
α
(
2α2γ2
5
+ 6αβγσ +
1
2
(−1 + α2 + 3β2) (−1 + γ2 + 3σ2))
T34 =
5
2
α
(
2α2γ2σ + 3αβγ
(−1 + γ2 + 5σ2)+ 1
2
(−1 + α2 + 3β2)σ (−3 + 5γ2 + 5σ2))
T41 =
7
2
αβ
(−3 + 5α2 + 5β2)
T42 =
7
2
α
(
α
(−1 + α2 + 5β2) γ + β (−3 + 5α2 + 5β2)σ)
T43 =
7
2
α
(
2α2βγ2 + 3α
(−1 + α2 + 5β2) γσ + 1
2
β
(−3 + 5α2 + 5β2) (−1 + γ2 + 3σ2))
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T44 =
7
2
α
(
2α3γ3
7
+ 10α2βγ2σ +
3
2
α
(−1 + α2 + 5β2) γ (−1 + γ2 + 5σ2)+
1
2
β
(−3 + 5α2 + 5β2)σ (−3 + 5γ2 + 5σ2))
DTRUE DIRECTION FLUX BOUNDARY CONDITIONS
Using a true-direction ux methodology introduces complications when used in conjunction with
boundaries involving congurations other than innite plane walls. The following procedures are
outlined as a means to allow for general wall layouts including concave and convex corners.
specular and bounce-back walls
The ux methodology used for non-innite walls of the specular and bounce-back variety is as
follows.
1. The colocation points of the ghost cells are oset according to the advection velocity, ~x′1 =
~x′0 + ~ξ∆t. This oset procedure generates what will henceforth be refered to as a ray. Note
that extra processing is assumed to have occured such that the colocation points of the ghost
cell, when oset by ~ξ∆t, will align exactly with the corresponding colocation points in the
interior domain.
2. The inverse trajectory is then traced from point ~x′1, obeying all boundary condition require-
ments, to point ~x′2. Each time the ray intersects a boundary and the ray vector is altered that
vector must exist in the velocity lattice. This imposes the limitation that this approach only
works for symmetric velocity lattices and wall orientations that lie along velocity lattice planes
of symmetry. The the summation of the total time for each segment of the ray ~x′1 → ~x′2 must
also equal the total time of advection ∆t.
3. The value of the distribution at point ~x′2 is then used to update the original oset colocation
point value, f
(
~x′0, ~ξ0
)
= f
(
~x′2, ~ξ2
)
.
4. Using the colocation point values the polynomial coecient matrix of the ghost cells is then
calculated and the standard, coecient based, advection procedure is used to update the ow
domain.
This procedure may be observed in Fig. D.1.
The case demonstrated in Fig. D.1 is for an inside corner. For an outside corner the procedure
followed is modied to account for the fact that the sample locations will not all fall in the same
polynomial ‘patch’ as shown in Fig. D.2.
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Figure D.1: Schematic showing specular reection ghost cell update using colocation method on
an interior corner domain. In this example f
(
~x′0, ~ξ0
)
= f
(
~x′2, ~ξ2
)
where ~ξ0 = [1, 1]T and ~ξ2 =
[−1,−1]T .
Figure D.2: Schematic showing specular reection ghost cell update using colocation method on an
exterior corner domain.
This may cause the numerical integration procedure, used to formulate the polynomial coecient
matrix of the ghost cell, to become non-exact due to the discontinuous nature of the sampled space.
For this reason the rectangular region is split into two triangular regions and the sampling procedure
listed above is then carried out for each sub-region. The sub-region integrals are then used to generate
a conservative polynomial representation which is used in the standard update step. The sampling
points are calculated using a mapping from rectangular to triangular coordinates as described in
Appendix E.
The approach described for the outside corner case was tested for the case of high pressure gas
expanding into a lower pressure region. The result using KAOS was then compared with a solution
obtained via a standard nite volume code, UGKS, as shown in Fig. D.3. All boundaries of the ow
were slip walls.
From Fig. D.3 it is clear that the method is capturing the nature of the ow quite well with
close similarity in temperature contours between the two solutions. The method was also found
to be conservative. Note that this test is not intended to demonstrate the methods hydrodynamic
accuracy but rather the ability of the numerical method to handle an outside corner whilst employing
a true-direction ux method.
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Figure D.3: Comparison of ow structure for an outside corner case. Contours of temperature at
Kn = 0.01 and time tnal = 0.5. Solid black contours given by UGKS. Underlying white contours
given by KAOS.
diffuse wall
Following the colocation approach introduced for the specular and bounce-back BCs the diuse
boundary is also implemented using the colocation method. In this application the procedure follows
the following steps:
1. The colocation points of the ghost cells are oset according to the advection velocity, ~x′1 =
~x′0 + ~ξ∆t. See Step 1 from Sec. 4.3.1.
2. The inverse trajectory is then traced from point ~x′1 until interception with a boundary. At
this point a recursive procedure is employed to calculate the density of the gas at the wall at
the time and location that the inverse ray made the interception. This recursive procedure is
outlined in Alg. 1 and shown in Fig. D.4.
3. The Maxwellian distribution is calculated for the velocity vector being advected based on the
wall density, temperature and velocity and the original colocation point is updated.
4. The ghost cell polynomial coecent matrix is updated and the standard advection process is
applied.
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Algorithm 1 Recursive algorithm for calculating the wall density at a point.
function getWallFlux(~x′start, ~ξ′, ∆trem)
~x′end ← ~x′start + ~ξ′∆trem
if ~x′start → ~x′end intercepts boundary then
~x′end ← ~x′int
∆trem ← |~x
′
end−~x′start|
~ξ′
ρΣ ← 0
for all ~ξj · ~n > 0 do
ρΣ ← ρΣ+getWallFlux(~x′end, ~ξj , ∆trem)
end for
ρw ← 2
√
pi/θwρΣ
return fM
(
~ξ, ρw, ~Ξw, θw
)
else
return f
(
~x′end, ~ξ
)
end if
end function
Figure D.4: Schematic showing diuse boundary ghost cell update using colocation method on an
interior corner domain.
ETRIANGLE MAPPING AND INTEGRATION
We start with the mapping from the reference triangle, Fig. E.1a, to an arbitrary triangle, Fig. E.1b,
and, by extension, between any two arbitrary triangles.
(a) Reference (b) Arbitrary
Figure E.1: Schematic to demonstrate mapping between triangles.
We dene our reference triangle in terms of two variables r and s which follow the restrictions:
0 ≤ 1
0 ≤ 1
r + s ≤ 1
The nodes of the triangle are then dened in counter-clockwise order with the nodes ~a,~b, and ~c,
Fig. E.1b. The mapping from ~r =
 r
s
 to ~x =
 x
y
 and back is then given by,
 x
y
 =A
 r
s
+
 cx
cy
 ,
A =
 ax − cx bx − cx
ay − cy by − cy
 ,
 r
s
 =A−1
 x
y
−
 cx
cy
 ,
A−1 =
1
det (A)
 by − cy − (bx − cx)
− (ay − cy) ax − cx
 ,
det (A) = (ax − cx) (by − cy)− (ay − cy) (bx − cx) .
The mapping from ~r to ~x can then be written as,
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x (r, s) =axr + bxs+ cx (1− r − s) ,
y (r, s) =ayr + bys+ cy (1− r − s) .
The integral over a triangle ~a-~b-~c, let us call its region of integration ΩT , using this method can
be described as follows,
Q =
∫
ΩT
f (x, y) dxdy,
=
∫ 1
0
∫ 1−s
0
(θ (r, s) , φ (r, s)) |J |drds,
J =
 bx − ax by − ay
cx − ax cy − ay
 ,
|J | = (bx − ax) (cy − ay)− (cx − ax) (by − ay) .
Now onto the mapping from triangle to square. We will call the global coordinates (x, y), the
reference triangle coordinates (r, s) and the reference square coordinates (ξ, η).
Firstly we nd the quadrature points and weights that are required to numerically integrate the
reference triangle. This involves the mapping of the Gauss-Legendre quadrature nodes over the
−1 ≤ ξ, η ≤ 1 region to the reference triangle and the adjustment of the weights. If we have n
quadrature points in the 1D Gauss-Legendre quadrature rule with ξi, ηj being the Gaussian points
in the ξ, η directions with corresponding weights wi, wj . The total number of Gaussian points is
then N = n× n with i, j = 1, 2, 3, . . . , n. The integral over the reference triangle, mapped to the
reference square is then given by,
I =
n∑
i=1
n∑
j=1
1 + ξi
8
wiwjf (r (ξi, ηj) , s (ξi, ηj))
r (ξ, η) =
(1 + ξ) (1 + η)
4
s (ξ, η) =
(1 + ξ) (1− η)
4
We now need to map the reference triangle to the real world coordinates which can be done
using the method from above and gives us the result shown below,
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∫∫
f (x, y) dxdy =
∫ 1
−1
∫ 1
−1
cf (x (r (ξ, η) , s (ξ, η)) , y (r (ξ, η) , s (ξ, η))) dξdη
c = (bx − ax) (cy − ay)− (cx − ax) (by − ay) 1 + ξ
8
x (r, s) =axr + bxs+ cx (1− r − s)
y (r, s) =ayr + bys+ cy (1− r − s)
r (ξ, η) =
(1 + ξ) (1 + η)
4
s (ξ, η) =
(1 + ξ) (1− η)
4
∫∫
f (x, y) dxdy ≈
n∑
i=1
n∑
j=1
ci,jf (x (r (ξi, ηj) , s (ξi, ηj)) , y (r (ξi, ηj) , s (ξi, ηj)))
ci,j = (bx − ax) (cy − ay)− (cx − ax) (by − ay) 1 + ξi
8
wiwj
I =
n∑
i=1
n∑
j=1
ci,jf (xi,j, yi,j)
xi,j =
1
4
(−2cx(−1 + ξi)− bx(−1 + ηj)(1 + ξi) + ax(1 + ηj)(1 + ξi))
yi,j =
1
4
(−2cy(−1 + ξi)− by(−1 + ηj)(1 + ξi) + ay(1 + ηj)(1 + ξi))
This result calculates the integral of triangle a-b-c given the triangle and the Gauss-Legendre 1D
quadrature points and weights. Note that this quadrature reduces the degree of the polynomial that
can be analytically integrated due to the extra multiplication by ξi in the calculation.
The various mappings are given in Fig. E.2.
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Figure E.2: Generic triangle to reference square mapping
FANALYTICAL MOMENTS OF THE MAXWELLIAN
The linear system of equations given by b = Ma is to be solved, where M is from the integration of
a Maxwellian according to,
Mαβ =
∫
ψαψβf
M dudv
ρ
,
M =

1 U V B1
U U2 + θ
2
UV B2
V UV V 2 + θ
2
B3
B1 B2 B3 B4
 ,
where,
B1 =
1
2
(
U2 + V 2 + (2 +K)θ
)
,
B2 =
1
2
U
(
U2 + V 2 + (4 +K)θ
)
,
B3 =
1
2
V
(
U2 + V 2 + (4 +K)θ
)
,
B4 =
1
4
((
U2 + V 2
)2
+ 2(4 +K)
(
U2 + V 2
)
θ + (8 +K(4 +K))θ2
)
.
The denition of a is then,
a =

(
(U2+V 2)
2−2K(U2+V 2)θ+(8+K(4+K))θ2
)
b1−2(U2+V 2−Kθ)(Ub2+V b3)+2(U2+V 2−(2+K)θ)b4
4θ2
−U(U2+V 2−Kθ)b1+2((U2+θ)b2+U(V b3−b4))
2θ2
−V (U2+V 2−Kθ)b1+2(UV b2+(V 2+θ)b3−V b4)
2θ2
(U2+V 2−(2+K)θ)b1−2(Ub2+V b3)+2b4
2θ2

.
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GKNUDSEN PUMP MASS FLOW FIT COEFFICIENTS
Table G.1: Curved-straight channel t coecients. (a exp (bKn) + c exp (dKn)).
Gas κ a b c d
Maxwell
0.2 −705/919 −162/649 293/382 −112/451
0.5 −3/772 −977/529 2/561 −71/253
1 −3/557 −5518/731 1/226 −211/495
Argon
0.2 −649/876 −118/509 20/27 −211/915
0.5 −3/794 −943/481 1/289 −113/397
1 −3/496 −7769/893 1/212 −139/279
Nitrogen
0.2 −717/995 −123/638 116/161 −78/407
0.5 −4/965 −87/52 1/260 −185/603
1 −4/685 −3241/426 3/634 −326/709
Table G.2: Double-curved channel t coecients. (a exp (bKn) + c exp (dKn)).
Gas κ a b c d
Maxwell
0.2 −1/234 −2107/768 2/399 −97/954
0.5 3/358 −154/659 −3/391 −4149/751
1.0 1/105 −291/712 −9/803 −11929/983
Argon
0.2 3/614 −51/505 −4/899 −5408/991
0.5 4/415 −352/995 −9/926 −596/75
1.0 9/790 −577/999 −2498/399 −40727/539
Nitrogen
0.2 4/803 −92/731 −4/855 −3853/783
0.5 8/845 −149/478 −4/431 −5459/812
1.0 11/991 −359/702 −3/122 −11164/589
Table G.3: Sinusoidal channel t coecients (a exp (bKn) + c exp (dKn)
Gas κ a b c d
Maxwell 0.5
−4/525 −749/212 5/549 −36/301
1.0 −6/499 −1167/181 5/376 −51/194
Argon 0.5
4/463 −91/743 −5/783 −3483/727
1.0 −10/869 −7694/893 9/683 −285/977
Table G.4: Square channel t coecients (a exp (bKn) + c exp (dKn)
Gas κ a b c d
Maxwell 0.5
−7/815 −1827/508 7/706 −43/938
1.0 −13/954 −3368/723 11/716 −28/193
Argon 0.5
5/486 −71/824 −1/110 −5275/978
1.0 −4/277 −6049/925 3/187 −177/883
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Table G.5: Matrix pump t coecients (a exp (bKn) + c exp (dKn)
Gas κ a b c d
Argon
Regular 31/592 −217/494 −1759/93 −39649/539
0.2 5/884 −166/499 −5/871 −7941/692
0.5 13/971 −93/271 −10/741 −4403/382
1.0 23/945 −58/163 −23/843 −1805/139
HDIMENSIONLESS FLOW COEFFICIENTS
Table H.1: Dimensional parameters
Parameter Units Description
kh W/m2K Convective heat transfer coecient, kh = Q/A(Tf−Tw)
Q W Heat transfer to the surface
A m2 Reference area
L m Length scale
kf W/mK Thermal conductivity of uid
km kg/m2s Mass ux from uid to surface
ρ kg/m3 Fluid density
D11 m
2/s Self diusion coecient, D11 = u11µ/ρ [51]
µ Ns/m2 Dynamic viscosity, µ = µ∞ (T/T∞)ω
cp J/kgK Specic heat, cp = Rγ/γ−1
α m2/s Thermal diusivity, α = kf/ρcp
u m/s Flow speed
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