Abstract-Data mining techniques are widely used in various areas of marketing management for extracting useful information. Particularly in a business-to-customer (B2C) setting, it plays an important role in customer segmentation. A retailer not only tries to improve its relationship with its customers, but also enhances its business in a manufacturerretailer-consumer chain with respect to this information. Although there are various approaches for customer segmentation, we have used an analytic hierarchical process based data mining technique in this regard. Customers are segmented into six clusters based on Davis-Bouldin (DB) index and K-Means algorithm. Customer lifetime value (CLV) along four dimensions, viz., Length (L), Recency (R), Frequency (F) and Monetary value (M) are considered for these clusters. Then, we apply Saaty's analytical hierarchical process (AHP) to determine the weights of these criteria, which in turn, helps in computing the CLV value for each of the clusters and their individual rankings. This information is quite important for a retailer to design promotional strategies for improving relationship between the retailer and its customers. To demonstrate the effectiveness of this methodology, we have implemented the model, taking a real life data-base of customers of an organization in the context of an Indian retail industry.
INTRODUCTION
The field of data mining (DM) has its origins in statistics and machine learning. It involves an iterative process within which progress is defined by discovery, either through automatic or manual methods. It is the process of extracting valuable information and knowledge from huge amounts of data (Hanand Kamber, 2006 ) that uses various techniques, viz., computing, mathematical, optimization, and statistical to extract and identify hidden patterns and subsequently gain knowledge from large databases. For example, from a customer data-base, the technology involved in data mining can provide business intelligence to generate new opportunities and hence, is most useful in an exploratory analysis scenario where there are no predetermined notions about what will constitute an ''interesting'' outcome. A major benefit of using a data mining technique is that, it bypasses the knowledge acquisition bottleneck by unearthing the patterns or knowledge from the data itself. However, these methods obviate the need for eliciting knowledge from human experts. The major task of data mining can be classified into two categories, viz., descriptive and predictive. Clustering is an instance of descriptive methods, whereas classification is an example of predictive methods ).
The techniques of data mining help to accomplish its goal by extracting or detecting hidden customer characteristics and behaviours from large databases. However, the main feature of it is to build a model from data where the technique can also perform one or more of the following types of data modelling: (1) Association; (2) Classification; (3) Clustering; (4) Forecasting; (5) Regression; (6) Sequence discovery; (7) Visualization etc.. Some of the widely used data mining algorithms involve: (1) Association rules; (2) Data envelopment analysis; (3) Decision trees; (4) Genetic algorithms; (5) Neural networks; and (6) Linear/logistic regression analyses. Association rules try to establish relationships that exist between data-items in a given record. Apriori algorithms and statistical methods are commonly used tools for association modelling. Classification is one of the most common learning models and some of the frequently used techniques for this are neural networks, decision-trees and ifthen-else rules. Clustering is the process of segmenting a heterogeneous population into a number of homogenous clusters where neural networks and discrimination analyses are used to determine these clusters. From a record's pattern, forecasting estimates the future value of an outcome based on commonly used tools that include neural networks, survival analyses, regression analyses etc. Linear regression and logistic regression are some of the popularly used tools for forecasting. Sequence discovery is the process of identification of associations or patterns over time and tools, such as, set theory and statistical methods are used for the purpose. Visualization refers to the presentation of data so that users can view complex patterns. This is also used in conjunction with other data mining models to provide a clearer understanding of discovered patterns. Examples of visualization model are 3D graphs, ''Hygraphs" and ''SeeNet".
.Various techniques of data mining are used in different areas of marketing management, such as, customer relationship management (CRM) (Ngai et al., 2009 ), market basket analysis (Berry and Linoff, 2004) , customer churn prediction (Coussement and Van den Poel, 2008) etc. Customer segmentation is also another important application area of data mining, particularly for clustering in CRM. It involves partitioning the customer-base into a number of smaller homogeneous customer segments according to their similarity based on several techniques as discussed. From the literature, it can be seen that, most of the researches in the CRM area belong to the B2B (business-to-Business) setting. However, in this study, we have considered a B2C (Business-to-Customer) set-up and addressed the issue taking a real life case of a manufacturer-retailer-consumer chain (MRCC). This is because, the role of retailers is crucial in persuading consumers to purchase products of a typical manufacturer in such a chain. As product homogeneity for any product increases the number of choices for consumers, it complicates the decision-making process and in such a situation, any recommendation from the retailer regarding a particular brand or product influences customers' purchase decisions. As a result, by improving its relationship with customers, a retailer can gain greater benefits and in this regard, customer segmentation enables retailers to better understand them in order to adopt right and segmentspecific marketing strategies for them. Consequently, execution of such a segment-specific marketing program leads to a profitable as well as long-term relationship between retailer and its customers.
In this study, we propose a methodology for value-based customer segmentation using a data mining technique involving analytic hierarchical process (AHP), as suggested by Saaty (1980) . Four dimensions of customer life-time value (CLV) are considered as the criteria to determine the weights of these segments. In section 2, we discuss the relevance of B2C marketing in the context of a retailing environment and the concept of CLV for customer segmentation in terms of four dimensions, viz., viz., Length (L), Recency (R), Frequency (F) and Monetary value (M). We also highlight the necessity of identifying optimum clusters and associating weighted LRFM values to each of the clusters for their differentiation. Section 3 discusses the AHP based methodology for the study in detail. In section 4, an empirical study, taking a real life data of a firm in the context of an Indian retail industry, is presented considered for the implementation. Section 5 concludes the study stating the scope for further research in this direction.
II. BACKGROUND
2.1 Business-to-Customer market segmentation Business-to-Business (B2B) organizations don't sell their products or services to end customers directly and they do that via intermediaries. For example, the manufacturer of a typical product distributes its products to some retailers, and then they sell those items to the end-customers. However, the success of a B2B organization depends on its intermediaries. For instance, in a MRCC, the manufacturer needs to rely on the cooperations from the retailers in order to sell a large volume of products to make profit. Therefore, identifying the high value and profitable retailers is an essential task for the manufacturer, and in this regard, segmentation tools help in identifying different groups of retailers. Some studies have been made in this area, which focused on customer loyalty. 
III. WEIGHTED LRFM
The RFM model has three dimensions: (1) Recency: is the time interval between the last purchase and a present time reference; the shorter the time interval, the bigger R is; (2) Frequency: is the number of customer's purchases in a particular period; a higher frequency is more valuable and (3) Monetary value: the total amount of money consumed by the customer over a particular time period; the higher the monetary value, the bigger is the contribution to business. Although RFM and its successor LRFM made it possible to assess CLV, there are also some challenges to use them in an effective manner. The major challenge relates to the importance of four variables, viz., L, R, F, and M, followed by the determination of their corresponding importance in the assessment environment. Experts have differing views on this issue. For instance, regarding the RFM model, Hughes (1994) showed that the importance (weight) of the three variables is equal, while Stone (1995) 
IV. CLUSTERING
Clustering, which is a subset of unsupervised learning techniques, is the process of grouping a set of objects into (1) selecting K initial centroids; (2) assigning each object to its closest centroid; (3) updating the centroid of each cluster to the mean of its constituent instances; and (5) repeating steps 2 and 3 until centroids stop changing. Saaty (1980) is a method for multi-criteria decision-making. It is useful for assessing multiple alternatives with respect to multiple numbers of criteria based on human assessment. It uses paired comparison judgments from a fundamental scale of absolute numbers approached by decision-makers to prioritize alternatives for a problem in an architectural structure (Saaty, 2003) . Decisionmakers assign a number for each pairwise comparison in a 1 to 9 to point scale (Table 1) . This method also measures the degree of inconsistency between judgments. If the degree of inconsistency exceeds 0.1, then the judgments must be revised. Methodology Our proposed methodology for customer segmentation is shown diagrammatically in Figure 1 . Here, we use the LRFM model in determining the value of each customer.
V. THE EMPIRICAL STUDY

Customer Data
The case study in this research is a large super-market store in Indian context, having different sections, such as apparel, men, ladies, kids, personal grooming, toys and gifts, home shops, and shoes and accessories. Each of these sections has a wide range of products. This retail firm has three stores in Odisha and currently is also expanding to Bengaluru as a first step to become national retailer. The management of this store is interested to rank customer groups based on their values, so that appropriate marketing strategies can be developed for them. For improving retailer-customer relationship, this requires customer segmentation as a first step that has an important role in determining these strategies.
Data Processing Data Processing is an important step in data mining methodology, as it improves the accuracy and efficiency of subsequent modelling (Han and Kamber, 2006; Tan et al., 2005)
. In this paper, data processing techniques such as, datacleaning, data-transformation, data-integration and datareduction are used to improve the quality of data for clustering. Customers who didn't make any purchase during last one year are removed from the data-set. After performing this step, we reach to a data-set with 1600 customers. From the integrated data-set, the L, R, F and M variables are extracted for each customer. In this case, the L value (customer relationship length) is computed sixmonthly; because of large value of L has negative effect on clustering.
Determining LRFM weights by the AHP
In this paper, the AHP method of Saaty (1980) is used for calculating the LRFM weights according to the opinion of decision makers. This is done through a 3-step process, according to the AHP explanation. First, four decision makers from the three different management layers of the sales department are selected for making paired comparisons. In the second step, the inconsistency index is computed and checked for each decision-maker's judgement. Finally, LRFM weights are determined by computing eigen values of the judgement matrix and found to be 0.238, 0.088, 0.326 and 0.348 respectively.
Finding the K-optimum by the Davies-Bouldin index
Many clustering algorithms have been introduced in the past; however, there is no best algorithm in this regard. In fact, due to the exploratory nature of clustering, seeking the best clustering algorithm is meaningless. Yet, the K-means algorithm is the most popular partitioning algorithm (Jain, 2010) as can be seen in the literature. According to Jain (2010), despite of being proposed over 50 years ago, K-means is still one of the most widely used clustering algorithms. The main reasons for the popularity of K-means are its easy implementation, simplicity, efficiency, and practical success.In this study, we use the K-means algorithm for clustering customers and require determining the number of clusters. As the improper selection of k as the number of clusters may lead to inaccurate results, there are useful clustering quality indexes that can help in determining the optimal number of clusters. In this study, we use the Davis-Bouldin index (Davis and Bouldin, 1979) for this purpose, where the aim of this index is to identify the sets of clusters that have small intra-cluster distances and large inter-cluster distances. This index is defined as:
where, k is the number of clusters; ai is the intra-cluster distance of cluster i ; and d(Ci , Cj) represents the inter-cluster distance between clusters i and j . The number of clusters that minimizes the DB index is taken as the optimal number of clusters.
Clustering by K-Means based on the LRFM variables
In this stage, customers are segmented into the number of clusters, as identified in the previous step, using k-means and LRFM variables. In this case, the number of clusters for the kmeans algorithm is set to be 6. Hence, after performing the clustering algorithm, we obtain the clusters as shown in the 
Calculating the values of Clusters
To calculate the value of each customer segment, we normalise the LRFM variables for centroids by using the Min-Max normalization method which has been discussed by Han and Kamber (2006) . Having normalised the LRFM values, we calculate the CLV of each cluster as follows: CJ = WL C jL+ WR C jR+ WF C jF+ WM C jM (2) Where Cj : LRFM rating for cluster j, C jL, C jR, C jF, C jM: normalised values of L, R, F and M for cluster j, and WL, WR, WF, WM : weights of L, R, F and M obtained from AHP. 
VI. CONCLUSION AND SCOPE FOR FUTURE WORK
Data mining has its importance in the field of business in connection with finding patterns, forecasting, discovery of knowledge etc. It has wide application domain almost in every industry, where the data is generated from a data-base for the utilization of most of its important activities. In the context of marketing management, it also has broad applicability and retailing industry is not an exception. However, as compared to the B2B approach, not many studies have yet been done in the B2C framework. At the same time, the evolution of modern retailing in the marketing environment of an emerging Looking at this important aspect, the present study is designed to analyze customer data-base using a multi-criteria decision making technique based data mining methodology. Thus, in this study of B2C marketing, we have segmented customers of a retail store based on an AHP based data mining a methodology using the concept of value-based segmentation.
The concept of customer life-time value has been used to determine the value of each segment, so that, appropriate marketing strategies can be undertaken to improve retailercustomer relationship. We addressed this problem for a manufacturer-retailer-customer chain, focusing on customers, as customers are the end users of the products. The proposed methodology has been implemented using the data of a retail firm, which has got its national presence in India. The results of this study identified and ranked six groups of customers, according to their CLV values. We also presented an analysis of the customers with respect to a customer-value matrix. Finally, we provided some possible strategies that can be considered in order to improve the relationship between the retailer and its customers. However, this study has a lot of scope for its improvement. For example, fuzzy AHP can be used for generating weights of the CLV criteria instead of AHP, where the judgment matrix represents the aggregation of multiple judgments in terms of triangular membership functions. Similarly, after identification of the clusters, CLV values of the clusters can also be determined by the application of TOPSIS (Technique for Order Preference by Similarity to Ideal Soltions).The authors express their thanks to the anonymous Indian Retail Chain for providing all data which was required for the study. In addition, we would like to thank the reviewers for their valuable comments and suggestions for preparation of the revised manuscript.
