Abstract--It has been known for some time that regional blood flows within an organ are not uniform. Useful measures of heterogeneity of regional blood flows are the standard deviation and coefficient of variation or relative dispersion of the probability density function (PDF) of regional flows obtained from the regional concentrations of tracers that are deposited in proportion to blood flow. When a mathematical model is used to analyze dilution curves after tracer solute administration, for many solutes it is important to account for flow heterogeneity and the wide range of transit times through multiple pathways in parallel. Failure to do so leads to bias in the estimates of volumes of distribution and membrane conductances. Since in practice the number of paths used should be relatively small, the analysis is sensitive to the choice of the individual elements used to approximate the distribution of flows or transit times. Presented here is a method for modeling heterogeneous flow through an organ using a scheme that covers both the high flow and long transit time extremes of the flow distribution. With this method, numerical experiments are performed to determine the errors made in estimating parameters when flow heterogeneity is ignored, in both the absence and presence of noise. The magnitude of the errors in the estimates depends upon the system parameters, the amount of flow heterogeneity present, and whether the shape of the input function is known. In some cases, some parameters may be estimated to within 10% when heterogeneity is ignored (homogeneous model), but errors of 15-20% may result, even when the level of heterogeneity is modest. In repeated trials in the presence of 5% noise, the mean of the estimates was always closer to the true value with the heterogeneous model than when heterogeneity was ignored, but the distributions of the estimates from the homogeneous and heterogeneous models overlapped for some parameters when outflow dilution curves were analyzed. The separation between the distributions was further reduced when tissue content curves were analyzed. It is concluded that multipath models accounting for flow heterogeneity are a vehicle for assessing the effects of flow heterogeneity under the conditions applicable to specific laboratory protocols, that efforts should be made to assess the actual level of flow heterogeneity in the organ being studied, and that the errors in parameter estiAcknowledgment--The authors greatly appreciate the assistance of J.
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INTRODUCTION
Regional blood flow has been shown to be markedly heterogeneous in several organs, including the brain (1), lung (18) , kidney (24) , heart (22, 32) , and skeletal muscle (reviewed in 17). The techniques used to measure heterogeneity include radioactive microspheres (22, 16) , "molecular microspheres" (8) , autoradiography (29) , uptake of inert gases (31) , and measurement of transit times with diffusible tracers (27) .
Although the measured variability is dependent on the size of samples studied (9) , regional myocardial blood flows have been shown to vary by 8-10-fold in pieces of about 200 mg in dog and baboon cardiac tissue (22, 9) . Using autoradiography, Stapleton et al. (29) showed a much higher variability in the hamster heart at a sample size of 10 -3 mm 3. Gonzalez and Bassingthwaighte (19) found variation not only in local flows but also in volumes of distribution.
One way to describe regional blood flow heterogeneity is by a probability density function (PDF) of regional blood flow that can be characterized by its area, mean, relative dispersion (RD, the standard deviation divided by the mean), and skewness. It is usually most convenient to use a PDF of relative flow (regional flow divided by mean flow to the whole organ) rather than absolute flow. For a PDF of relative flows, the mean and area should be unity, in accord with conservation of mass and transit time. A method of constructing a relative flow PDF from tracer deposition is given by Yipintsoi et al. (32) and King et al. (22) .
Accounting for flow heterogeneity can be important when analyzing tracer curves from whole organ studies. Bassingthwaighte and Levin (6) found that neglecting heterogeneity resulted in 20-50% underestimation of the capillary permeability-surface area product (PSc). The error was least when the ratio of PS c to the mean flow, if, was unity and was greater at low and high values of PSc/F. An example of the importance of accounting for flow heterogeneity is shown in Fig. 1 , where the outflow dilution curves in the coronary sinus of tracer albumin, sucrose, and adenosine after bolus injection of the tracers into a coronary artery of a dog are graphed. Of special interest is the observation that the peak of the curve for adenosine, a tracer that diffuses out of the vascular space into the cells, precedes that of the curve for albumin, which does not leave the vascular space. The early appearance of the adenosine dilution curve is due to the combined effects of flow heterogeneity and the high capillary uptake and retention of adenosine in vivo. Using a model with heterogeneous flow, it is possible to obtain a reasonable fit of the model (solid lines) to the data. Using a single-path (homogeneous flow) model, the adenosine peak cannot be fitted as well, since the adenosine model solution must have its peak as late as or later than the albumin peak. For such curves, single-path analysis gives a serious underestimate of PS o in this case by about 40%.
A classical approach to accounting for heterogeneous flow was to sum several exponential curves, as used by Hoedt-Rasmussen et al. (21) . This approach, critiqued by Zierler (33) , makes a number of assumptions that make it generally inapplicable to biological systems. Perhaps the most unrealistic assumption is that there is a discrete discontinuity between the inflowing concentration in the blood and the concentration in the blood-tissue exchange unit, which is assumed to be uniform and equal to the concentration in the outflow. Even so, compartmental models are still useful in modeling heterogeneous flow if a few compartments are used in series to approximate intratissue axial gradients (15) .
Several investigators have used noncompartmental approaches to constructing mathematical models that account for heterogeneous flow. These include heterogeneous transit-time models (27) , dispersion models (28) , and branching network models (14, 18, 30) .
For some time we have used a parallel-pathway model such as that diagrammed in Fig. 2 to account for heterogeneous blood flow through organs. When this multicapillary model accounting for flow heterogeneity is used to analyze data, the absolute blood flow and the fraction of the organ mass that receives that blood flow must be assigned to each pathway. Thus, a "pathway" in actuality is a representation of a set of pathways with the same flow per unit mass of tissue, even though these may be in separate locations within the organ. In this model, the state of capillary recruitment is assumed to be constant, i.e., the permeability-surface area product is constant in all of the pathways. Appendix A presents an algorithm that we have developed for assigning flows and mass fractions to the pathways based on a PDF of relative regional flows. Important features of the algorithm are (1) a choice of methods for specifying the PDF of regional flows, (2) the ability to eliminate regional flows that lie in the tails of the PDF and have very small mass fractions, (3) a choice of methods for selecting the flows that will be used for the pathways, and (4) normalization to ensure that mass and transit time are conserved.
The overall strategy of this study is to test the effects of incorrectly accounting for intraorgan flow heterogeneity when the input function to the organ has been accurately measured. This situation is in contrast to the previously reported assessments of erroneous parameter estimation (6, 7) , in which the input function was obtained by deconvolution of an outflow dilution curve for a reference tracer. This difference in perspective is important in interpreting the results, particularly with respect to the magnitude of the errors.
Here we use the heterogeneity algorithm with a multipath model and known input function, we explore the effects of flow heterogeneity on tracer outflow and tissue content curves, and we present simulation experiments that examine the effects of heterogeneity on parameter estimation using noise-free curves and curves to which noise has been added. Also presented are the results of a simulation experiment in which the input function is not known but is obtained by deconvolution, using the output curve for a intravascular tracer.
TERMINOLOGY
In this paper, we use the term probability density function (PDF) of regional flows, w(f), to refer to the distribution of regional flows in the organ or within the region of interest (ROI) being modeled. By definition, w(f) is the frequency of occurrence of flow f relative to the mean flow. The area of w(f) is unity, as is its mean, f~f 9 w(f)df. This relative flow PDF may have been measured, or it may be some mathematical PDF that is used to represent the flow distribution. For a description of the method used to construct the PDF of regional flows from measurements of a deposited tracer such as radioactive microspheres, see Bassingthwaighte et al. (8) .
Since a multipath model has a finite number of pathways, a histogram with a finite number of classes is used to represent the continuous distribution w(f). The model always has fewer pathways than the actual organ; thus each model pathway represents a group of organ flow paths having a mean relative flow, f~, and covering the range Af/ = fmax _ fmin. Each pathway is assigned a mass fraction, w i, equal to the fraction of the organ receiving flows in the range Aft. The mass fraction for the ith pathway if ff~ w(f)df.
We use the term flow histogram for the relative flows and mass fractions of the pathways of the model. The relative flows used for the histogram are selected by the modeler, and the mass fractions are obtained by interpolating the PDF at these relative flows. Thus the flow histogram is a representation of the PDF, but it may have somewhat different statistical properties, such as dispersion and skewness, due to constraints imposed upon it by the requirements of conservation of total blood flow and transit time.
METHODS
We used numerical "experiments" to explore the effects of flow heterogeneity on tracer outflow and tissue content curves and to assess the influence of noise on the accuracy of estimating parameter values in an organ with flow heterogeneity. In some laboratory protocols the investigator is able to measure only outflow curves, and in others only the tissue content can be observed. Thus, in our numerical experiments, the outflow and tissue content curves were examined separately.
The model used to produce simulated data for analysis consisted of a single artery and vein linked through a set of 20 pathways in parallel. Each pathway consisted of an arteriole, a three-region blood-tissue exchange unit, and a venule, as diagrammed in Fig. 2 . The actual number of pathways used by the model in any experiment could be set in the range of one to 20. Twenty pathways is an arbitrary limit chosen as a trade-off between accurate representation of w(f) and computational speed. All 20 pathways were used to generate the simulated data. For some analyses, however, the number of pathways was reduced to one to produce a homogeneous model. All nonexchanging vessels, artery, arterioles, venules, and vein, were modeled by the vascular transport operator presented by King et al. (23) , which is a dispersive delay line with two parameters, volume and RD. The blood-tissue exchange units were the three-region (capillary, interstitium, and parenchymal cell) operators described by Bassingthwaighte et al. (10) . These are axially distributed models accounting for convection along the capillary and diffusion across the permeable membranes of the capillary and parenchymal cell. Although the model also permits axial diffusion and consumption of the tracer in all regions, the axial diffusion and consumption terms were set to zero in all of the analyses performed here.
The input to the model was a lagged-normal density curve (LNDC) (4). The parameters used for the model and the input function are given in Table 1 . The total vascular volume is 0.097 ml 9 g-~. With these values and plug flow in the capillary, the relative dispersion occurring along a single path is 39%. Any deviation from these values for a particular simulation experiment is stated with the results for that experiment. The values were chosen to be representative of the anatomical and transport parameters in the normal myocardium. The value of 18% used for the RDs for the artery, arterioles, venules, and vein is taken from Bassingthwaighte (5), as is the dispersion for the mathematical operator used to model these vessels, which is independent of the RD used to determine the flow heterogeneity in the simulation exp__eriments.
The flow in the ith pathway isf~F, where ff is the mean flow to the whole organ or ROI. Defining the impulse response of the ith pathway from entrance to the arteriole to exit from the venule as hi(t), the impulse response of the whole organ is (1) where hA(t ) is the impulse response of the artery and hv(t) that of the vein. The operator * denotes convolution.
Given a PDF of relative regional flows, wff), the flows and relative masses for each pathway were assigned using the algorithm described in Appendix A. The algorithm interpolates the PDF to construct a flow histogram that gives the w i for each f,. and thus defines the wiAfi. Figure  3 shows the PDF and flow histogram that were used for the simulation experiments described below. The model produced curves of both tracer outflow and tissue content (amount of tracer retained in the organ). Tissue content curves were obtained by integrating the difference between the inflow and outflow concentrations, Ci, and Cou p respectively. To obtain the content of a single pathway, Qi, the integral was weighted by the pathway flow, f,., and its mass fraction, wiAf i, as shown in Eq. 2:
./U When a simulation was run, the output was saved and used as reference data for subsequent model analysis. This gave us simulated data for known model parameters. The analysis could be done with the same model but with different parameter values or with the reduced (singlepath, homogeneous flow) model. The simulated data for both outflow concentrations and tissue content were saved at l-sec intervals to simulate the data collected in actual indicator dilution experiments. Points early in time with values less than 0.5 times the amplitude of the curve at 60 sec were set to zero, since they represent experimentally undetectable concentrations.
The simulated data, with or without added noise, were 1.5 Table 1.) fitted using SENSOP, a derivative-free solver with sensitivity scaling for nonlinear least-squares equations (13) . The amplitude of the data covered a large range, usually about four orders of magnitude. Some of the parameters being optimized mainly affected the shape of the upslope and peak of the curve, whereas others affected mainly the tail. Thus, some scheme was needed that gave appropriate weighting to the entire range of values. This was achieved by giving each point, Yi, a weight, Pi, equal to the reciprocal of its value raised to the power ~:
1 P~ = y-;i; [ 9 (3) optimized, N d is the number of points in the simulated data curve, and the summations are from i = 1 to N d. For some analyses, noise was added to the simulated data. The noise was added proportionally, as shown in Eq. 5:
where O is the level of noise desired, and G[Ix, SD] is a generator for Gaussian noise of mean Ix and standard deviation SD. In all cases, IX = 0.0, SD = 1.0, and t9 = 5%. Examples of outflow and tissue content curves with 5% noise added are shown in Fig. 10 .
For these analyses, ~ was set to 0.7, as this gave an acceptable balance between fitting the peak and the tail of the curves.
A constraint placed on all optimizations was that the sum of the volumes of distribution of the interstitial fluid, V~sf, and parenchymal cells, V~, was a constant equal to 0.8 ml 9 g-i. The coefficient of variation, CV, between the simulated data curve and the best fit of the model output was used as an overall assessment of how well the model curves fit the data:
where y~ is the simulated datum, y~ is the output at the best fit, P~ is the weight, N o is the number of parameters being
RESULTS

The Effects of Flow Heterogeneity on Tracer Outflow and Tissue Content Curves
The main effects of flow heterogeneity on tracer curves are illustrated in Fig. 4 , which shows outflow and tissue content curves after a dispersed injection of tracer, when there is no flow heterogeneity and when the flows are heterogeneous, with a RD of 30%.
In comparison to the homogeneous flow model, heterogeneous flow gives an outflow curve with an earlier appearance time due to pathways with flows greater than the mean flow. The tail of the outflow curve is higher in the presence of heterogeneity due to those pathways with flows lower than the mean. The combination of these two effects necessarily results in a reduced peak height and increased dispersion in the outflow curve, although the mean transit time is unchanged.
Since the tissue content curve is the integral of the difference between the inflow curve and the outflow curve, there are corresponding effects on the tissue content curve. It has a shorter plateau (due to high flow paths), a more gradual downslope (during the transition to the slow flow paths), and is less dispersed than when flow is homogeneous. The upslope is unaffected by the heterogeneity, since the early part of the curve that precedes the appearance of indicator in the outflow is the integral of the input function.
The Effects of Flow Heterogeneity on the Estimation of Tracer Exchange Parameters
The Effects of lgnoring Flow Heterogeneity. We explored the effect of ignoring flow heterogeneity by using the reduced True PSc/F, ml g-t min-J (underestimated by more than 50%) or is very low (overestimated by more than 100%). V;s f is best estimated when PS c is about 1 and, at this point, is little affected by PSpr The range of PS c over which V;s f is estimated within 10% is narrow when PSpc is high, but broadens rapidly when PSpr is below 1.25. Very large errors result in V~s f when PS c and PSpc are both large.
In contrast to the outflow curves, the fit of the model to the data is good when the tissue content curves are analyzed (right-hand panels of Fig. 7 ); CVs were less than 6%. Although the general appearance of the contour maps is similar to that of the outflow curves, they differ in a number of details. These differences are most noticeable in the region where PS c and PSpc are both less than 1 ml 9 g-1 . min-1. The contours for correct estimation of both PS c and PSp~ intersect at much lower values of the conductances than for outflow analysis, and the volumes are correctly estimated at this point.
The Effects of Using Incorrect Flow Heterogeneity. The effects of using an incorrect flow heterogeneity were examined by generating outflow and tissue content curves with a known heterogeneity and then analyzing these curves with a model with a different level of heterogeneity. For these tests the simulated data were generated using flow histograms (LNDC, skewness 0.3) with an RD of either 30% or 50%. Values of the model parameters were those shown in Table 1 . In the analyses, only the RD was varied over the range 0% (homogeneous flow) to 50%. Thus, when the curves with an RD of 30% were analyzed, the heterogeneity was underestimated over part of the range and overestimated over the rest. Parameter optimization for volume and membrane conductances was carfled out as described above.
The results are shown in Fig. 8 . Consider first the cases where the heterogeneity is 50%, shown in the lower panels. When outflow curves are analyzed, the PS c and V~s f may be either overestimated or underestimated, depending on the amount of heterogeneity used in the analysis, and
PSpc is always overestimated. When a homogeneous model is used, PS c is overestimated by 14%, PSpc is overestimated by 10%, and V~s f is underestimated by 2%. When tissue content curves are analyzed, the errors are in the direction opposite that when a homogeneous model is used. Somewhat less error is made in the conductances, but a much larger error, 56%, is made in V(sf.
The upper panels show that the smaller level of actual heterogeneity, 30%, results in less error in the parameter estimates when too small a degree of heterogeneity is chosen for the model analysis. These plots also show that large errors are introduced by using too much heterogeneity. If the actual heterogeneity is 30%, but 50% is assumed for the analysis, V~e and PSpr are underestimated by 81% and 27%, respectively, and PSc is overes- timated by about 150% when the outflow curves are analyzed. The contour plots of Fig. 7 show that the parameter values used in Fig. 8 are far from those that produce the largest errors in the parameter estimates. These values were used, however, because they are typical of the transport parameters for solutes of metabolic interest such as fatty acids, adenosine, and serotonin. Nevertheless, important solutes such as glucose, sucrose, and larger or hydrophilic solutes like vitamin B~2 fall into the class of solutes with low PSc/F, the estimates of which can be seriously in error if flow heterogeneity is ignored in the modeling analysis.
The Effects of Estimating the Input Function.
In all of the results presented thus far, a known LNDC function with parameters shown in Table 1 has been used as the input concentration curve to drive the model. In many experimental studies, however, the input function is not known; instead the outflow curve of a vascular tracer, such as labeled albumin, is deconvoluted with the vascular transfer function to give an estimate of the input function. When this estimate is used as the input to the model, the vascular outflow curve is fitted exactly, within the numerical accuracy of the deconvolution calculations. If the vascular transfer function of a single-path model is deconvoluted with the outflow from a heterogeneous organ, the calculated input function will be broader than the actual input, as the former will be influenced by the flow distribution. This approach, used by Bassingthwaighte and Levin (6) in their study of the effects of ignoring heterogeneity, produces different errors than when the input function is known.
An example of parameter estimation when the input function is generated using deconvolution is shown in Fig.  9 . In this analysis the simulated data, generated by using a LNDC curve as the input to a multipath model, are identical to those shown in Fig. 5 . Similarly, a single-path model was used in fitting the curve, but in contrast to Fig.  5 , the input function was estimated by deconvoluting the vascular transfer function of the single-path model with the vascular outflow curve from the multipath data. The estimated input curve, shown in the left panel of Fig. 9 , is quite different from the true input curve. It is broader (RD of 63% vs 30% for the true input) and multimodal. These deformations result from the fact that when the multipath vascular outflow curve is deconvoluted with the singlepath transfer function, the effects of flow heterogeneity then are reflected in the estimated input function. (Each of the peaks in the estimated input function corresponds to the peak of the transfer for one of the flow pathways. The estimated input would become smoother as more and more pathways were used to generate the simulated data.) The right panel of Fig. 9 shows the fitted model solutions and parameter estimates. The fits are much better than those observed in Fig. 5 , but the parameter estimates are not generally improved. Whereas PSpc is estimated correctly, PS c is underestimated by 13%, versus a 11% overestimation in Fig. 5 , and V(~ is overestimated by 22%, versus a 5% underestimation.
The Effects of Noise on Parameter Estimation
All of the proceeding results have been based on the analysis of noise-free data. To examine the effect of noise on parameter estimation, outflow and tissue content curves were generated using the parameters of Table 1 . One hundred and ten noisy curves were generated from the noise-free curves by using separate realizations of 5% noise from the noise generator described above. The noisy curves were analyzed using the parameter optimizer and both the heterogeneous and homogeneous flow models. In these analyses, the correct, noise-free input function was used, and the flow and intravascular dispersion were fixed at their correct values. For each analysis, random values were used for the starting values of the parameters being optimized. Examples of the noisy data and of the optimized fits are shown in Fig. 10 .
The results of the analyses of all the noisy data curves are summarized in Fig. 11 . When the outflow curves were analyzed with the correct flow heterogeneity, the mean of the estimate was within 1% of the correct value for each parameter estimated. With the single-path model, the means were essentially the same as those predicted by Fig.  7 . The average CV was about 12% with the multipath model and 52% with the single-path model. Analysis of tissue content curves with the heterogeneous model was more sensitive to noise in the data. The mean estimate was 2% too high for PSc and 2% too low for PSp~. Again, the mean estimates with the single-path model were as predicted by Fig. 7 , but the distributions significantly overlapped those from the multipath model, which gave only a slight improvement in the average CV, 5.3% vs 6.1%. The mean and standard deviations for the distributions of Fig. 11 are shown in the first two columns of Table 2 . When the outflow curves are analyzed there are highly significant differences between the estimates with the single-capillary and multicapillary models. For tissue content analysis, the estimates of PS c and V~s f were still significantly different between the single-path and multipath models, but the mean and spread of distributions for the estimates of PSpc were virtually identical.
Estimating the Level of Heterogeneity
In all of the analyses discussed above, the level of heterogeneity was fixed at the value used to generate the simulated data. The last two columns of Table 2 show the results when the level of the heterogeneity, RDhet, is a free parameter in the optimization. These results were obtained in the same manner as that used for Fig. 11 , except that RDhe t was included in the optimization and, as with the other parameters, was assigned random starting values. As seen in Table 2 , the estimated value for RDhe t is quite close to its true value of 30% when either outflow or tissue content curves are analyzed. Although some of the differences in the mean estimates obtained with RDh~ t fixed and RDhe t free achieved statistical significance, in no instance were the estimates obtained with the multicapillary model significantly different from the values used to generate the simulated data.
This result indicates that it is possible to estimate the level of heterogeneity from the data itself, consistent with the result obtained by Bassingthwaighte and Levin (6) . It should be noted, however, that the shape of the flow PDF, an LNDC with skewness of 0.3, and the form of the input function were known. Further investigation would require a determination of the effects of assuming a PDF that is different from the true heterogeneity.
DISCUSSION
The heterogeneity algorithm presented here is designed to be easily included in mathematical models. It gives the modeler considerable flexibility in the number of flow paths used in the modeling analysis, the shape of the PDF of regional relative flows in the organ or region of interest (ROI) being analyzed, and the distribution of flows used for the pathways of the flows. in a multipath model and the weighting factors for the pathways. These weighting factors give the fraction of the organ, or ROI, which receives that specific flow. The flow histogram is obtained by interpolating the flow PDF. The primary conservation criteria, flow (PDF area) and transit time (PDF mean), are preserved, but this limits how well the PDF shape is preserved in the histogram of flows used for the pathways. In most instances the relative dispersion is maintained, but the second shaping criterion, skewness, is not so well preserved. Although the algorithm will accommodate any number of pathways, a maximum of 20 paths were used in the analyses presented here. Using additional paths will help to preserve the statistics of the PDF and will give more flows to help shape the outflow and tissue content curves to facilitate fitting model solutions to data.
The algorithm contains mathematical PDFs that can be used to model the flow distribution in the tissue being analyzed. These PDFs enable the modeler to specify any combination of the two shaping parameters, RD and skew- Cp values are for a two-tailed Student's t test for significance in the difference between the multicapillary estimates with RDhe t fixed and RDhe t free (N = 110). nNot applicable.
ness, so long as the latter is positive. Use of a third shaping parameter, kurtosis (peakedness), has not yet proved to be important, as it depends on higher-order moments of the PDF and, thus, would require even more flow paths to preserve it through the sampling and renormalization processes used in generating the histogram of relative flows. Of more immediate interest are mathematical PDFs with mild negative skewness, as such shapes have been observed in blood flow distributions in experimental animals. Normally model analysis uses experimentally measured PDFs when they are available. Our standard protocol is to make at least one measurement of the flow distribution in the organ during any experiment. This is not always possible, and even when the PDF is measured, several problems remain. In some instances, a single measurement of the flow distribution at the time of the experiment may not yield enough data to generate a smooth PDF that accurately represents the underlying flow distribution. One alternative is to pool data from many animals of the same species, as was done for the baboon by King et al. (22) , and use this composite distribution as input to the heterogeneity algorithm. The dispersion of the observed flow distribution is dependent on the mass of the samples on which the observations are made. Van Beek et al. (30) demonstrated that this dependency can be modeled by a dichotomous branching network that predicts a dispersion that increases to a limit of about 55%. Thus, it may be more reasonable to use a mathematical PDF with an RD that is greater than the observed dispersion. However, care must be taken that the heterogeneity is not overestimated, as this can introduce large errors into the analysis. Failure to include an appropriate level of flow heterogeneity in models used for analysis of tracer outflow and tissue content curves leads to estimates of flow parameters that are systematically biased. The magnitude of the errors depends on the actual amount of flow heterogeneity in the tissue being modeled and on the true values of the parameters governing tracer transport. At modest levels of flow heterogeneity (RD = 30%) the errors in some parameters may be small, but there may be errors of up to 15-20% in others. The level of error increases as the actual heterogeneity increases. The magnitude and direction of the errors depend on whether outflow or tissue content curves are being analyzed. When 5% noise was present in the data used for optimization, parameter estimates were more nearly correct when the multicapillary rather than the single-path model was used, and, in nearly all cases, the systematic error introduced by ignoring heterogeneity was still apparent. The only exception to this was in the estimates of PSpc from tissue content curves, in which case the estimates with single capillary models were indistinguishable from those with the multicapillary model. This is not a surprising result since the tissue content curve is much less sensitive to the value of PSp~ than to PS c or V;sf, as can be seen in the right panels of Fig. 8 , where the curve for PSpc varies least from the line of no error.
When modeling a heterogeneous tissue, some care should be exercised in selecting the level of heterogeneity, i.e., the RD of the PDF. In all cases we examined, the departure of parameter estimates was more rapid when heterogeneity was overestimated than when it was underestimated. Thus, in general, modest underestimation of the heterogeneity will not alter the analyses very much and is preferable to including too much heterogeneity. Including a small amount of heterogeneity gives better parameter estimates than when heterogeneity is ignored. As a general rule, "some is better than none" and will give more accurate parameter estimates, but the increase in accuracy may be modest if the heterogeneity is underestimated by very much. For example, in our numerical experiments using 10% heterogeneity when the actual RD was 30% often did not improve the estimates of the parameters very much. Our results indicate that under some conditions at least, it is possible to determine the level of heterogeneity from indicator dilution data. To gain the full benefits of accounting for heterogeneity in the model, however, it is worth some effort to determine the PDF of relative flows experimentally and as accurately as possible.
The magnitude of the effects of flow heterogeneity on the estimates of parameters depends on many factors. In this study we have only been able to examine these effects under a limited set of circumstances. It should be noted that, in our numerical experiments, we always used the same input function (an LNDC with mean of 3 sec, RD of 0.3, and skewness of 1.2), maintained constant values of many system parameters, and for those parameters that were varied we examined, in the main, only a narrow range of values. Furthermore, we always used the same method of sampling the flow PDF to produce the flow histogram. In these studies, using alternate sampling methods gave only slightly different parameter estimates, but this will not necessarily be the case under different circumstances. Using a multipath model gives the investigator a vehicle for examining the effects of flow heterogeneity under specific laboratory conditions.
The results presented here differ in some respects from those presented by Bassingthwaighte and Levin (6); compare, for example, the results shown in their figure 5 , showing an underestimate of PSr over the entire range, with our Fig. 6 , which shows overestimates when PS c is below about 1.5 ml 9 min-l . g-1 and underestimates when it is above. When comparing these studies, a fundamental difference in the method must be borne in mind. In our study, with the exception of the results shown in Fig. 9 , we used a known input function. In contrast, Bassingthwaighte and Levin assumed that the input function had not been recorded but that the intraorgan flow heterogeneity had been measured using the microsphere technique. The input function was then calculated by deconvoluting the outflow curve for an intravascular reference tracer with the impulse response of the heterogeneous model using the method of Knopp et al. (25) . Using this calculated input function with the intravascular transport model provides an output curve that runs smoothly through the observed reference tracer outflow curve. When it is assumed that the intraorgan flows are homogeneous, however, the deconvolution process produces an estimated input function that is broader than that obtained with the heterogeneous model. Using this calculated input with the single-path model gives a good fit to the reference tracer curve. However, because the input curve is artifactually too broad, the model outflow curves for the extracellular and permeant tracers are not fitted as well, and the best fits give large systematic errors in the parameter estimates. The results shown in Fig. 9 using an input function estimated by deconvolution conform with those of Bassingthwaighte and Levin and show an underestimation of PS c when its true value is 1.0 ml 9 min-1 . g--1.
Haselton et al. (20) described an "effective diffusivity" model in which radial diffusion into a barrierless, stagnant, extravascular region is the only dispersive process. Their model is designed to minimize the number of parameters and accounts for the observed spread of the primary peak of the outflow dilution curve by increasing the radial diffusion coefficient to a variable extent. In doing so, the shape of the tail of the curve is also influenced, but this is commonly not recorded in such experiments and is therefore not accounted for in the analyses. In contrast, our multipath model captures more detail of the system and depends on having information about intravascular volumes. Since we have radial permeability barriers instead of a radial diffusion constant, there are only two indirect ways of approximating the effective diffusivity model. One is to use the radial barriers to mimic smooth radial diffusion. With two barriers, the approximation is good if the diffusion coefficient is small. The second is to use the intravascular and intratissue axial dispersion coefficients to provide the same degree of broadening of the primary peak of the outflow curve as would be observed with the effective diffusivity model.
The model of Rowlett and Harris (28) can be described exactly by our model since the axial dispersion coefficient for the intravascular region of the blood-tissue exchange unit is exactly what the model provides.
Neither of these dispersive models, nor variants of single-path models, can provide fits to the data shown in Fig.  1 because they fail to provide for an adenosine peak that precedes the albumin peak. In contrast, the model of Rose and Goresky (27) for flow heterogeneity provides a viable alternative multipath model. Their method for analyzing multiple indicator dilution outflow curves when no input curve has been recorded is based on plug flow, and dispersionless, intravascular transport. Each outflow sample at time t i is taken to represent all of the paths between the injection site and the sampling site with transit time ti. A partitioning of ti into large-vessel and capillary transit times is based on the expectation that an extracellular reference tracer, usually sucrose, has the same capillary permeability-surface area product, PS c, in all pathways. Thus since PS c (sucrose) is constant, the instantaneous sucrose extraction, E(t) = 1 -hD(t)/hR(t), defines the apparent flow through each pathway with transit time, and sample time, ti. This is equivalent to calculating F i = PS c 9 In [1 -E(ti)] for the case where there is no return flux from the tissue to the blood, but in the Rose and Goresky model reflux is accounted for. The method yields optimized fits to the intravascular and extracellular outflow curves with the parameter PS c (sucrose) and two parameters defining a linear regression line which, when combined with that given by hR(t), define a probability density function of regional flows. Audi et al. (2, 3) have developed a method for estimating the capillary transit time distribution using a vascular tracer and two flow limited tracers with different mean transit times.
Like the Rose and Goresky model, our model makes the assumption that longer capillary transit times are associated with longer large-vessel transit times. (In our model, the large-vessel transit time is the sum of the transit times in the artery, arteriole, venule, and vein). Rose and Goresky assume a distribution of transit times of the form
where "r c is the capillary transit time, "rcm is the minimum capillary transit time, TLm is the minimum large-vessel transit time, and a and b are determined from a linear regression of the log ratio-time plot of the outflow curves of vascular (albumin) and extracellular (sucrose) tracers. For each ti there is a capillary transit time "r c with a fractional weighting hR(ti). If a flow distribution is to be calculated, one method is to assume a constant capillary volume, Vc; thus the flow distribution is F(ti) = Vc/rc (ti) with weighting hR(ti). Our method differs in that we begin with a distribution of flows, that may have been measured, which leads to a distribution of transit times. When the assumption is made that large-vessel and capillary volumes are constant over all paths, these approaches are equivalent. The recent study by Cousineau et al. (16) gives whole heart average estimates of myocardial blood flow per unit interstitial space, obtained by modeling analysis of multiple tracer outflow dilution curves that are in agreement with average myocardial flows obtained from microsphere deposition. They should in theory have in hand from the same analyses estimates of the probability density functions of regional myocardial blood flows, but these were not reported.
Like Rose and Goresky, Bronikowski et al. (11) used a model that included a distribution of relative transit times. In addition, their model assumed Michaelis-Menten kinetics for extraction in the pulmonary endothelium and evaluated the feasibility of estimating the kinematic parameters K m and Vma x. They concluded that useful estimates could be obtained when the capillary input is at least as dispersed as the capillary transit times. Although the model used in this study assumes passive diffusion across membranes, we have also used models that have the structure shown in Fig. 2 and which assume saturable transport parameters, and we have used these models to estimate kinematic parameters under a number of conditions.
Bronikowski et al. (12) proposed an alternative model for perfusion heterogeneity in which there is random coupling between conductance vessels and capillaries, in contrast to the flow-coupled model that Rose and Goresky use. In the random-coupled model, all capillaries receive the same input, which has been dispersed through conducting vessels with a transit time distribution that is independent of the distribution of capillary transit times. From their numerical experiments, Bronikowski et al. concluded that, in the majority of cases, indicator dilution outflow curves do not provide sufficient information to reveal the nature of the coupling between conducting vessels and capillaries. Our model assumes flow coupling between the arterioles, capillaries, and venules, and random coupling of arteries to arterioles and venules and veins, since the arteries and veins are each modeled by a single operator.
Bronikowski et al. also point out that, although there are compelling reasons to consider the flow-coupled model to be a good representation of an organ, flow coupling does not necessarily imply coupling of transit times if the volumes are also heterogeneous. Further investigations are required to determine the effects of conducting vessel/capillary coupling and volume heterogeneity on transport estimates, a subject not addressed by Bronikowski et al.
When our heterogeneous flow model is used to model tracer residue data from an ROI, the physical arrangement of vessels in the microvascular network becomes important. The model shown in Fig. 2 assumes that the inlets and outlets of the capillaries in all paths are aligned (i.e., the entire length of all capillaries is contained within the ROI). A discussion of the effects of violating this assumption on the calculation of mean transit time and flow through an ROI by area-height ratio is given by Clough et al. (14) . In their simulation studies they found that misregistration resulted in overestimates of mean transit times when ROIs were small and transit times were short. malizing the regional flow PDF, (2) truncating the tails of the PDF where the probability density is less than 0.1% or some other limit specified by the modeler, (3) selecting the relative flows for the flow histogram, and (4) interpolating the PDF for the selected flows and normalizing the resulting histogram.
Selecting a Probability Density Function of Regional
Flows. Phase 1 is the selection of the regional flow PDF that represents the tissue being modeled. The modeler can elect to use a measured PDF or a mathematical PDF. If a measured PDF is used, the relative flows and corresponding mass fractions must be supplied.
For cases in which there are no measured data on w(j'), the heterogeneity algorithm provides a choice between two mathematical PDFs, a lagged-normal density curve (LNDC) and a modified first traversal of a random walk (RWALK). For both of these distributions, only the RD and skewness may be specified, since the area and mean must both be unity. Dispersions of 0.03 to 0.55 may be specified for either distribution. When the LNDC is used, skewness can range from 0.0 (Gaussian) to 1.99. The RWALK distribution is included to permit higher skewnesses; its minimum skewness is three times the RD, and there is no maximum. Note that the RWALK can never be symmetrical, and that negative skewness cannot be used for either distribution. Thus, the mathematical PDFs can never be left skewed. Examples of the LNDC and RWALK distributions are shown in Regardless of the manner in which the PDF is specified, it is normalized to unity area and mean before proceeding further.
Eliminating Relative Flows with Insignificant Mass Fractions.
In phase 2, the tails of the normalized PDF are "clipped." In each tail, flows with mass fractions of less than 0.1% are removed. This clipping avoids having flow pathways with mass fractions so small that they have no effect on the tracer curves and, thus, result in useless computations when the model is evaluated.
The Relative flow, fi clipping is required, it is specified in terms of minimum and maximum relative flows that are used as boundaries of the PDF when it is interpolated to produce the flow histogram in phase 4. To ensure that the flow histogram is a reasonable representation of the PDF, limits are placed on how much clipping can be performed. In no case can the minimum relative flow be set greater than 0.5, nor can the maximum relative flow be set below 1.5. Using additional clipping can have a large impact on the shape of the flow histogram. Figure 14 Relative flow, fi after it is clipped, the flows are shifted and/or scaled so that all of the flows fall within the range of PDF flows, thus ensuring that the model always uses the number of flow pathways selected by the modeler. The scaling/ shifting is done such that the relative spacing of the flows specified by the modeler is maintained. This ensures that significant mass fractions are returned for the number of flow paths requested by the modeler. An example of the results of scaling and shifting flows is shown in Fig. 15 . If a numerical algorithm is used, the flows for the flow histogram can be selected such that they are (a) equally spaced in the flow domain, (b) equally spaced in the transit time domain, (c) weighted so that low-and high-flow areas of the PDF are more heavily sampled than the area around the mean, or (d) scaled by a continuous variable that selects flows intermediate between equal flow and equal transit time spacing. This range of choices is made available because different parts of the flow regime affect different portions of indicator dilution curves. In considering the outflow curve, for example, the high-flow pathways have their major influence in the upslope and peak of the curve, whereas the low-flow pathways provide shaping for the tail of the curve. The different methods of selecting histogram flows also affect the outflow curve statistics in comparison with those of the flow PDF.
To calculate the flows, the flow range fromfmin tOfmax is divided into a set of flow intervals that are described by their flow boundaries, b i, where b i is the upper limit of interval i and b/ n is the lower limit of that interval. The flow used for each interval, fi, is the midpoint of the interval bi + bi-I "/~ -2 for i = 1, Npath.
Using flows that are equally spaced in the flow domain gives the best match between the statistics of the flow histogram and those of the PDF. An example is shown in the top panels of Fig. 16 . When equally spaced flows are chosen, the boundaries are (9) wherefmin is the minimum flow of the PDF after clipping, fmax is its maximum flow, Npath is the total number of pathways, and i is the index of the pathway for which the flow is being calculated. When a concentration-time curve is analyzed, however, using equally spaced flows has the disadvantage of undersampling the low flow pathways, as shown in the upper left panel of Fig. 16 . In this example, only two pathways have flows greater than 2 sec, whereas the remaining eight pathways have transit times ranging from 0.5 to 2 sec.
Choosing flows that are equally spaced in transit time, Fig. 16 , lower left, gives a better sampling of the low-flow pathways, but results in a flow histogram with statistics quite different from those of the PDF. Equally spaced boundaries in the transit time domain, tj, given by Eq. 10, lead to the boundaries in the flow domain shown in Eq. 11, and the equation for flows is given by Eq. 12. 
The modeler can use a compromise between these competing effects by selecting a distribution of flows that are between the two extremes of equal flow and equal transit time spacing. When "weighted flows" are selected, the flows used for the histogram resemble equal transit time spacing for low flows and equal flow spacing for high flows. The flow boundaries are given by Equation 13 , which gives the equation for flows given in Eq. 14. 
where f~i is the flow for equal flow spacing (Eq. Relative flow, f t, sec lower left panel of Fig. 17 shows the flows that would result from using a scaling factor of 0.6. The left panels of Figs. 16 and 17 show the flow histograms that result when a given PDF is sampled by using different schemes for selecting the histogram flows. For all cases, the PDF is generated by using an LNDC with an RD of 0.35 and skewness of 0.3, and clipping at relative flows of 0.1 and 2.1 is used. When flows are equally spaced in the flow domain, the flow histogram matches the PDF quite well. The RD is almost unchanged and the skewness is reduced by about 0.2 because of clipping of the PDF tails. When equal transit time spacing is used, the result is quite different. The upslope of the histogram matches the PDF fairly well, but all flows above half the mean are represented by a single path. This results in changes in both the RD, increased to 0.41, and skewness, which becomes slightly negative (-0.03). In Fig. 17 , selecting weighted flows gives a good match between the PDF and the flow histogram. As with equally spaced flows, the RD is nearly unchanged, and the skewness is modestly reduced to 0.26. When flow scaling with a = 0.6 is used, the RD is increased to 0.41, and the histogram is much more skewed than the PDF (0.62).
In most cases, the use of weighted flows is recommended, but the alternative methods may be useful in some experimental settings.
Generating the Histogram of Relative Flows.
Once the flows for the histogram have been selected, the final phase of the algorithm is to calculate the mass fractions that correspond to these flows. Although each flow pathway is assigned a specific flow, it actually models a range of flows spanning fmini tO,fmax,' The method used to calculate these limits is shown in Eq. 16. To obtain the mass fraction for each flow pathway, the PDF is integrated over the flow limits for that pathway: The final step is to normalize the flow histogram. This restores the area that was removed when the PDF was clipped. It may also result in some additional scaling of the histogram flows to conform with conservation requirements. For default clipping, this additional scaling is small, but it may be considerably larger if much additional clipping is specified.
The Statistics of the Histogram of Relative Flows. Conservation of flow and transit time requires that the area and mean for the flow histogram be unity. This places constraints on the dispersion and skewness of the flow histogram. Additionally, the maximum number of pathways used by models to represent the flow histogram is usually small (20 in most of our models). These restrictions result in a flow histogram with an RD and skewness that may not match those of the PDF. In general, RD is better preserved than skewness. The RD and skewness of the PDF, the amount of clipping, and the method used for selecting flows all affect how well the statistics of the histogram match those of the PDF.
The effects of clipping and of the method used for selecting PDF flows have been illustrated above. The ability of the heterogeneity algorithm to match the flow histogram statistics to those of the PDF is examined in Fig.  18 over a range of values of RD and skewness for various methods of selecting histogram flows. All simulations used 20 paths and an LNDC shaped PDF. The left panels of Fig. 18 show the results for varying the RD of the PDF while its skewness is constant at 1. Equally spaced flows and weighted flows give a slight diminution in histogram RD when PDF RD is above 0.35. Flow scaling with a = 0.6, on the other hand, gives a slight increase in histogram RD, whereas equal transit time weighting gives a marked increase. These changes in RD are accompanied by changes in skewness, as shown in Fig. 18 , lower left. Equally spaced and weighted flows give a decreased skewness across most of the RD range. Equal transit time and a flow scaling of 0.6 may give either an increase or a decrease in skewness, depending on the value of RD. These differences between histogram and PDF dispersions are almost eliminated when the PDF has a skewness of 2.
In the right panels of Fig. 18 , the RD of the PDF is held constant at 0.35 and its skewness is varied from zero to 1.99. Equal flow spacing and weighted flows give a diminution in skewness across most of the range and give a
