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Abstract
In this paper, we investigate the use of intelligent reflecting surfaces (IRSs) to relax the line-of-sight re-
quirement of free space optical (FSO) systems. Considering a Gaussian laser beam, we first design a phase
shift distribution across the IRS that enables the reflection of the incident beam in any desired direction, i.e.,
realizing the generalized Snell’s law. Moreover, for the designed phase-shift profile, we show that there exists an
equivalent mirror-assisted FSO system that generates a reflected electric field on a mirror that is identical to that
on the IRS in the original system. However, the location of the laser source and the properties of the emitted
Gaussian laser beam are different in the original and the equivalent systems. This equivalence allows us to study
the mirror-assisted system, employing the imaging technique from geometric optics, instead of directly analyzing
the original IRS-assisted system. Based on this analysis, we model the geometric and misalignment losses (GML)
and characterize the impact of the physical parameters of the IRS, such as its size, position, and orientation,
on the end-to-end FSO channel. Moreover, we develop a statistical model for the GML which accounts for the
random movements of IRS, transmitter (Tx), and receiver (Rx) due to building sway. Furthermore, we analyze
the outage probability of an IRS-assisted FSO link based on the derived channel model. Our simulation results
validate the accuracy of the developed channel model and offer various insights for system design. For instance,
both our simulations and theoretical analysis reveal that even if the variances of the fluctuations of the Tx, IRS,
and Rx positions caused by building sway are identical, their impact on the end-to-end channel is not necessarily
the same and depends on the relative positioning of these three nodes.
I. INTRODUCTION
Optical wireless systems, e.g., free space optical (FSO) systems, are promising candidates to meet
the high data rate requirements of the next generation of wireless communication networks and beyond
[2]–[5]. FSO systems offer the large bandwidth needed for high rate applications such as wireless
backhauling, while the corresponding transceivers are relatively cheap compared to their radio frequency
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Fig. 1. a) IRSs can be deployed to relax the LOS requirement between Tx and Rx in FSO systems. b) IRS can reflect the beam in a
desired direction.
(RF) counterparts and easy to implement. However, FSO systems require a line-of-sight (LOS) link
between the transmitter (Tx) and receiver (Rx) and are impaired by atmospheric turbulence induced
fading, large atmospheric losses in dense fog and heavy snowfall, and geometric and misalignment losses
(GML) [2]. To overcome these impairments, various techniques have been proposed in the literature to
improve the reliability of FSO systems, including aperture averaging [6], diversity techniques [4], [5],
adaptive optics [7], and RF links as backup for FSO links [8], [9]. Nevertheless, the requirement of an
LOS link still remains a severe limitation for the applicability of FSO systems. In the absence of an LOS
link, a viable solution is to deploy a relay node that has an LOS to both Tx and Rx [10], [11]. However,
such a relay node has to be equipped with a partial or complete FSO transceiver chain. For example, a
decode-and-forward relay node requires a laser source (LS), lens, photo-detector (PD), tracking system,
and signal processing units, which significantly increases the system complexity. To avoid this drawback,
in this paper, we propose to employ reconfigurable optical intelligent reflecting surfaces (IRSs) to relax
the LOS requirement constraint for FSO systems. Unlike relays, IRSs are energy- and cost-efficient since
they are composed of passive elements and can be installed on existing infrastructure, e.g., building walls,
cf. Fig. 1 a).
IRSs are planar arrays of resonant sub-wavelength artificial structures which enable reflection of the
incident beam in a desired direction by manipulating the wavefront by changing the phase of the beam
over the surface of the IRS. This results in the generalized Snell’s law of reflection [12]–[14], cf.
Fig. 1 b). In fact, IRSs belong to the larger category of metasurfaces which are able to change the
properties of an impinging electromagnetic wave including its amplitude, phase, dispersion, momentum,
and polarization [15]. Moreover, they can be classified into two categories, namely reconfigurable
and non-reconfigurable surfaces, depending on whether or not the configuration of the surface can
be changed post fabrication. The refractive index of reconfigurable optical metasurfaces and in turn
the phase of the light can be changed e.g., by applying an electrical voltage to the surface [16]. The
3design, fabrication, and analysis of optical metasurfaces have been an active area of research in the
nanotechnology, material science, and physics literature, see review papers [17]–[20]. For instance, in
[16], an electrically-reconfigurable optical metasurface was designed and fabricated based on gate-tunable
conducting oxide materials. Moreover, the authors of [21] proposed to employ optical metasurfaces for
inter/intra chip communications. Furthermore, in [22], an optical IRS was designed and experimentally
tested to establish a non-LOS optical wireless link in an indoor application. In this paper, we focus on
reconfigurable IRSs and study an IRS enabled FSO link between a Tx and an Rx. In the following, we
summarize the main contributions of this paper.
• Considering a Gaussian laser beam, we first specify the phase shift distribution across the IRS that
enables the reflection of the incident beam in a desired direction. For this phase-shift profile, we show
that there exists an equivalent mirror-assisted FSO system that generates a reflected electric field on
the mirror that is identical to that on the IRS in the original system. However, the location of the
laser source and the properties of the emitted Gaussian laser beam are different in the original and
the equivalent systems. This equivalence allows us to study the mirror-assisted system, exploiting
the imaging technique from geometric optics, instead of directly analyzing the original IRS-assisted
system.
• We characterize the end-to-end FSO channel as a function of the area, position, and orientation of
the IRS by deriving the GML of the end-to-end link, i.e., the Tx-to-IRS-to-Rx link, which we refer
to as conditional GML.
• In an IRS-assisted FSO link not only the Tx and Rx may be subjected to random movements
caused by building sway, but also the IRS. Therefore, we develop a statistical channel model which
accounts for the impact of building sway on all three nodes. In particular, we develop statistical
channel models for both two-dimensional (2D) and three-dimensional (3D) systems. In fact, since
deriving the channel model for 2D systems is more straightforward and provides more insights,
we first develop a 2D model. Then, based on the insights gained from the 2D channel model, we
develop a channel model for practical 3D systems.
• We analyze the system performance in terms of the outage probability. Thereby, we account for both
the GML and the atmospheric turbulence induced fading. For the former, we adopt the statistical
model developed in this paper, and for the latter, we consider both log-normal (LN) and Gamma-
Gamma (GG) atmospheric turbulence induced fading to account for weak and moderate-to-strong
turbulences [3], respectively.
• Simulations are used to validate our derivations and to illustrate the impact of the system parameters
such as the variance of the fluctuations induced by building sway and the beamwidth on system
4performance. For example, our results reveal that for a given end-to-end distance, when the building
sway of either the Tx or IRS is more severe than that of the Rx, placing the IRS approximately in the
middle between the Tx and Rx minimizes the outage probability. However, when the building sway
of the Rx is more severe, moving the IRS closer to the Rx leads to a smaller outage probability.
To the best of the authors’ knowledge, the communication-theoretical analysis of an IRS-assisted FSO
link, including corresponding conditional and statistical GML models, have been first considered in [1],
which is the conference version of this paper. In contrast to [1], which studied mechanically tunable
IRSs, in this paper, we consider electronically tunable IRSs, which can provide a desired angle of
reflection without mechanical movement, and derive the corresponding conditional and statistical GML
models of the resulting IRS-assisted FSO link. Moreover, unlike this paper, an outage analysis was not
included in [1]. Furthermore, the recent works [23], [24] proposed to employ optical IRSs for visible
light communications (VLCs). However, the analyses in our paper are fundamentally different from those
in [23], [24] due to the inherent differences between FSO and VLC systems. For example, FSO systems
employ narrow laser beams whereas VLC systems use non-directional light-emitting diodes.
The remainder of this paper is organized as follows. The system and channel models are presented
in Section II. The conditional GML model and the corresponding statistical channel model are derived
in Sections III and IV, respectively, for a 2D system. These models are then extended to a practical
3D system in Section V. The outage probability of an IRS-assisted FSO link is analyzed in Section VI.
Simulation results are presented in Section VII, and conclusions are drawn in Section VIII.
Notations: Boldface lower-case and upper-case letters denote vectors and matrices, respectively. R+
and R represent the sets of positive real and real numbers, respectively. Superscript (·)T and E{·}
denote the transpose and expectation operators, respectively, and ‖a‖ is the Euclidean norm of vector
a. Moreover, ln(x), erf(x), I0(x), Kν(x), pFq (a1, . . . , al; b1, . . . , bq; z), and Γ(x) represent the natural
logarithm, the Gaussian error function, the zero-order modified Bessel function of the first kind, the
ν-th order modified Bessel function of the second kind, the hypergeometric function, and the Gamma
function, respectively. Furthermore, IN is the N × N identity matrix, diag{a1, · · · , an} is a diagonal
matrix with ai, i = 1, · · · , n, as main diagonal entries, and a · b denotes the inner product of vectors a
and b. Finally, Rτ =
cos τ − sin τ
sin τ cos τ
 denotes a counter-clockwise rotation matrix with rotation angle
τ and Tτ = diag{cos τ, 1} is a transformation matrix.
5II. SYSTEM AND CHANNEL MODELS
In this section, we first present the system model. Then, we introduce the Gaussian laser beam and
the considered FSO channel model.
A. System Model
We consider an FSO communication system comprising a Tx equipped with an LS emitting a Gaussian
beam, an IRS, and an Rx equipped with a lens and a PD. We assume that the LOS between the Tx
and the Rx is blocked, and hence, the communication between them is enabled by an IRS which has a
LOS to both the Tx and the Rx, cf. Fig. 1. The aperture of the LS is directed towards the IRS; the IRS
reflects the optical beam that it receives towards the lens of the Rx; and the lens focuses the beam to
the PD to collect the optical energy. As is customary for the analysis of optical systems [25], we first
consider a 2D system model. The impact of the position, orientation, and building sway on the GML
can be conveniently analyzed for the 2D system model, cf. Sections III and IV, and then generalized to
a 3D system, cf. Section V. In the following, we define the position and orientation of the LS, the IRS,
and the lens for both the 2D and 3D system models, cf. Fig. 2.
1) 2D System Model: We consider the yz-coordinate system and assume that the LS is located at point
(yls, zls) and the centers of the IRS and the Rx lens are located at points (yr, 0) and (yl, zl), respectively.
Moreover, without loss of generality, we assume that the IRS lies on the y axis and define the origin
as the intersection of the beam line1 and the IRS line, see Fig. 2a). The lengths of the IRS line and the
lens line are denoted by 2ar and 2al, respectively. Moreover, θi and θr denote the angles of incident and
reflection at the IRS, respectively, see Fig. 2a). Note that unlike normal mirrors, for IRSs, θi and θr are
not necessarily identical [12], [13], see also Sections III and V. Finally, let θrl denote the angle between
the reflected beam and the normal vector of the lens.
2) 3D System Model: We assume that the LS is placed at point (xls, yls, zls), the IRS lies in the
x − y plane and its center is at point (xr, yr, 0), and the lens is a circle with radius al centered at
point (xl, yl, zl). Similar to the 2D system model, we define the beam footprint center on the IRS as the
origin. Let Ψi = (θi, φi) and Ψr = (θr, φr) represent the angles of incident and reflection at the IRS,
respectively, where θm, m ∈ {i, r}, denotes the elevation angle (i.e., the angle between the beam line
and the z axis) and φm, m ∈ {i, r}, is the azimuth angle (i.e., the angle between the projection of the
beam line on the x− y plane and the x axis), see Fig. 2b). Without loss of generality, we define the x
1The beam line is the line that connects the laser source with the center of the beam footprint.
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Fig. 2. Schematic illustration of the considered IRS-assisted FSO system for a) 2D and b) 3D systems.
and y axes such that φi = 0 holds. To characterize the orientation of the lens, we use the angle between
the reflected beam and the normal vector of the lens and denote it by θrl.
B. Gaussian Beam
For convenience of notation, for presenting the electric field of a Gaussian beam, we define new yˆzˆ-2D
and xˆyˆzˆ-3D Cartesian coordinate systems, which have the LS located at the origin. A Gaussian beam
propagating in +zˆ direction has the following electric field [26]
E(a, zˆ) = E0
( w0
w(zˆ, w0)
)n−1
2
exp
( −a2
w2(zˆ, w0)
)
exp
(
jφG(a, zˆ, w0)
)
with phase (1)
φG(a, zˆ, w0) = −kzˆ − k a
2
2R(zˆ, w0)
+ ψ(zˆ, w0), (2)
where n denotes the dimension of the space, i.e., n = 2 and n = 3 for the 2D and 3D spaces, respectively,
and a denotes the radial distance from the beam line, which is given by a = |yˆ| and a = √xˆ2 + yˆ2
for 2D and 3D systems, respectively. Moreover, E0 denotes the electric field at the origin, w0 denotes
the beam waist radius, k = 2pi
λ
is the wave number, and λ is the optical wavelength. Furthermore,
R(zˆ, w0) = zˆ
(
1 +
(
zR
zˆ
)2 ) is the curvature radius of the beam’s wavefront at distance zˆ, zR = piw20λ ,
ψ(zˆ, w0) =
n−1
2
tan−1
(
zˆ
zR
)
, and w(zˆ, w0) is the beamwidth at distance zˆ given by
w(zˆ, w0) = w0
√
1 +
( zˆ
zR
)2
. (3)
The power density of the Gaussian beam in (1) at any point on a line/plane perpendicular to the
propagation direction at distance a from the center of the beam footprint is given by [2], [3]
IorthG (a|zˆ, w0) = ImaxG (zˆ, w0) exp
(
− 2a
2
w2(zˆ, w0)
)
, (4)
7where ImaxG (zˆ, w0) =
√
2√
piw(zˆ,w0)
and ImaxG (zˆ, w0) =
2
piw2(zˆ,w0)
for the 2D and 3D spaces, respectively. Note
that ImaxG (zˆ, w0) is a normalization constant that ensures that for any given zˆ, the integral of I
orth
G (a|zˆ, w0)
over yˆ and (xˆ, yˆ) for 2D and 3D systems, respectively, is equal to 1.
C. Channel Model
We assume an intensity modulation/direct detection (IM/DD) FSO system, where the PD measures
the received optical signal power [2]. Moreover, we assume that background noise is the dominant noise
source at the PD and therefore the noise is independent from the signal [2]. The received signal at the
PD of the Rx, denoted by ys, is given by
ys = hxs + n, (5)
where xs ∈ R+ is the transmitted optical symbol (intensity), n ∈ R is zero-mean real-valued additive
white Gaussian shot noise with variance σ2n caused by the ambient light at the PD, and h ∈ R+ denotes the
end-to-end FSO channel gain from the Tx to the Rx. Moreover, we assume an average power constraint
E{xs} ≤ P .
The FSO channel gain, h, is affected by several phenomena and can be modeled as follows [3]
h = ηhphahg, (6)
where η is the responsivity of the PD and hp, ha, and hg represent the atmospheric loss, atmospheric
turbulence induced fading, and GML, respectively. In particular, the atmospheric loss, hp, is deterministic
and represents the power loss over a propagation path due to absorption and scattering of the light by
particles in the atmosphere [2]. The atmospheric turbulence, ha, is a random variable (RV) and induced
by inhomogeneities in the temperature and the pressure of the atmosphere. It is typically modeled as
LN and GG distributed RV for weak and moderate-to-strong turbulence conditions, respectively [3]. The
GML, hg, is caused by the divergence of the optical beam along the propagation distance as well as the
misalignment between the laser beam line and the center of the Rx lens due to building sway [2], [8].
Our goal is to mathematically determine the impact of the IRS on the quality of the FSO channel. More
specifically, the impact of the IRS on the end-to-end FSO channel is reflected in hp and hg as discussed
in the following:
i) Quality of reflection: In addition to reflection, practical IRSs may also absorb or scatter some
fraction of the beam power. Let ζ denote the reflection efficiency, i.e., the fraction of power reflected by
the IRS, which depends on the operating frequency as well as the bias voltage applied to the surface.
8For FSO systems with λ = 1550 nm, values in the range [0.7, 1] are typical [16], [27]. The absorption
at the IRS can be regarded as a part of the atmospheric loss hp. In particular, hp is modeled as [8]
hp = ζ10
−κde2e/10, (7)
where κ denotes the weather-dependent attenuation coefficient of the FSO link and de2e is the end-to-end
distance that the optical beam travels from the Tx to the Rx, i.e., de2e = dsr + drl, where dsr and drl
denote the distances from the LS to the IRS and from the IRS to the Rx, respectively.
ii) Relative position, orientation, and size of IRS: The relative position and orientation of the IRS
with respect to (w.r.t.) the laser beam determines the distribution of the reflected optical power in space.
Moreover, the size of the IRS determines which part of the lens is covered by the reflected beam. These
parameters affect the mean of the GML hg.
iii) Building Sway: Tx, IRS, and Rx are affected by the random movements of the buildings that they
are installed on. This further increases the beam misalignment and affects the statistics of the GML hg,
i.e., building sway causes hg to be random.
Based on the above discussion, quantifying the impact of the IRS on the end-to-end FSO channel
reduces to characterizing the corresponding GML hg. To this end, we develop both a conditional model
that accounts for the position, orientation, and size of the IRS and a statistical model that accounts for
the random fluctuations of the IRS’s position due to building sway. We first derive the conditional and
statistical GML models for 2D systems in the following two sections, and then generalize these models
to practical 3D systems in Section V exploiting the insights gained from the 2D analysis.
III. CONDITIONAL GML - 2D SYSTEM
In this section, first, we find the power distribution of the emitted Gaussian beam across the IRS.
Then, we investigate how the IRS changes the direction of the reflected beam, and finally, we determine
the conditional GML for given positions and orientations of the LS, the IRS, and the Rx lens.
A. Power Distribution Across IRS
Let I irsG (y|dsr, θi, w0) denote the power distribution across the IRS at point (y, 0) which is a function
of the position of the LS, specified by dsr and θi, and the beam waist radius w0. The following lemma
provides the power distribution across the IRS.
Lemma 1: The power distribution of a Gaussian beam originating from the LS across the IRS is
obtained as
I irsG (y|dsr, θi, w0) = IorthG (y|dsr, w˜0) , (8)
9where w˜0 is the solution of equation w(dsr, w˜0) =
w(dsr,w0)
cos θi
and is given by
w˜0 =
1
2
[
w20
cos2 θi
+
λ2d2sr
pi2 cos2 θiw20
+
(( w20
cos2 θi
+
λ2d2sr
pi2 cos2 θiw20
)2
− 4λ
2d2sr
pi2
) 1
2
] 1
2
. (9)
Proof: Please refer to Appendix A.
Lemma 1 states that the power distribution for a non-orthogonal beam impinging on the IRS is
equivalent to that of an orthogonal beam originating from a source with the same distance to the IRS,
dsr, but with a different beam waist radius, w˜0. Moreover, the width of the orthogonal beam at distance
dsr is obtained as w(dsr, w˜0) =
w(dsr,w0)
cos(θi)
. Next, we present a useful corollary of Lemma 1.
Corollary 1: Let us consider a new LS whose location is specified by θˆi and dsr and which emits a
Gaussian beam with waist radius wˆ0. For any arbitrary θˆi, the power distribution across the IRS caused
by the new LS becomes identical to that created by the original LS, i.e.,
I irsG (y|dsr, θˆi, wˆ0) = I irsG (y|dsr, θi, w0), (10)
if wˆ0 is chosen as the solution to equation w(dsr, wˆ0) = cos θˆicos θiw(dsr, w0) which is given in closed form
by (9) after substituting cos θi by cos θicos θˆi .
Proof: According to Lemma 1, for the LS, I irsG (y|dsr, θi, w0) = IorthG (y|dsr, w˜0) holds, where w˜0
is obtained from w(dsr, w˜0) =
w(dsr,w0)
cos θi
. Similarly, for the new LS, I irsG (y|dsr, θˆi, wˆ0) = IorthG
(
y|dsr, ˜ˆw0
)
holds, where ˜ˆw0 is obtained from w(dsr, ˜ˆw0) =
w(dsr,wˆ0)
cos θˆi
. Therefore, I irsG (y|dsr, θi, w0) = I irsG (y|dsr, θˆi, wˆ0)
holds when w˜0 = ˜ˆw0 is satisfied. This leads to
w(dsr,wˆ0)
cos θˆi
= w(dsr,w0)
cos θi
, which completes the proof.
We use the above corollary in the following subsections to specify a phase-shift profile on the IRS
that not only realizes the generalized Snell’s law but also allows us to derive the power distribution of
the reflected beam using geometric optics.
B. Phase-shift Profile Across IRS
Given the positions of the LS, the IRS, and the lens as well as the properties of the emitted Gaussian
beam, we aim to design a phase-shift profile across the IRS, denoted by ∆φ(y|θi, θr, w0), such that it
causes the desired angle of reflection θr. To this end, we define an equivalent mirror-assisted system,
which is useful for the design of ∆φ(y|θi, θr, w0).
Proposed Equivalent Mirror-assisted System: The equivalent system is constructed as follows: i) The
IRS is replaced by a mirror. ii) The LS is replaced by a new LS, denoted by LSn, which is located in a
different position such that it has distance dsr from the mirror and its beam hits the mirror with incident
angle θr. Therefore, from geometric optics, the angle of reflection at the mirror is θr. iii) The LSn emits
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Fig. 3. Schematic illustration of the proposed equivalent mirror-assisted system. a) Original IRS-assisted system with θi 6= θr and the
corresponding amplitude and phase distribution of the reflected beam across the IRS. b) Equivalent mirror-assisted system with θi = θr
yielding the same amplitude and phase distribution of the reflected beam across the mirror as those across the IRS in the original system.
c) Virtual imaged system.
a Gaussian beam with waist radius wˆ0 given in Corollary 1. Thereby, according to Corollary 1, the power
distributions across the mirror and the IRS in both systems are identical.
Rationale Behind the Proposed Phase-shift Design: The location of LSn and the properties of its
emitted beam (i.e., wˆ0) determine the phase distribution of the wave reflected from the mirror. Now,
we design the phase-shift profile, ∆φ(y|θi, θr, w0), across the IRS such that the phases of the reflected
waves in both systems are also the same. This leads to the same reflected electric fileds in both systems.
Therefore, the angle of reflection in both systems is also identical and is given by θr, cf. Figs. 3a), b).
Proposed Phase-shift Profile: Considering the above discussion, we propose the following phase-shift
profile across the IRS to reflect a beam with incident angle θi into direction θr
∆φ(y|θi, θr, w0)= pi + φG(y cos θr, dsr + y sin θr, wˆ0)− φG(y cos θi, dsr + y sin θi, w0)
(a)
= pi + ky [sin θi − sin θr] , (11)
where equality (a) holds in the far field, i.e., dsr  piw
2
0
λ
, and φG(·, ·, ·) is given in (2).
We note that the proposed phase-shift profile in (11) is conceptually similar to the well-known
constant phase-gradient-based design proposed in the literature to realize the generalized Snell’s law
of reflection for plane waves [12], [28], [29]. However, in this paper, we consider the Gaussian beam
in (1) which, unlike plane waves, creates a non-uniform power distribution (and in general a non-linear
phase distribution) across the IRS, see Fig 3a). To realize the phase-shift profile in (11), the phase
shift introduced by each point on the surface can be related to the corresponding refractive index. For
instance, for the IRS design proposed in [16], a desired phase shift is realized by applying an electrical
voltage to the surface that locally changes the refractive index. The phase-shift profile in (11) not only
realizes the generalized Snell’s law but also enables us to analyze the reflected wave using the equivalent
mirror-assisted system.
11
Remark 1: For the special case where θr = θi, ∆φ(y|θi, θr, w0) = pi holds. This corresponds to the
pi-phase change that normal mirrors introduce to the reflected beam [30]. In other words, for θr = θi,
the IRS reduces to a simple mirror.
C. Spatial Distribution of the Reflected Power Density
As discussed above, the reflected beams in the IRS- and mirror-assisted systems are identical. There-
fore, to find the spatial power distribution of the reflected beam, we use the mirror-assisted system
in Fig 3b). It is well known from geometric optics that the system in Fig. 3b) with LSn and an
infinite-size mirror can be transformed to an equivalent system with a virtual LS, denoted by VSn,
without the mirror [30], see Fig. 3c). Thereby, VSn is the image of LSn w.r.t. the mirror. For a mirror
of finite size, the lines connecting VSn and the boundaries of the mirror create a truncation region,
denoted by R, outside of which the reflected optical power is negligible. The location of VSn is
obtained as pvsn = (yvsn , zvsn)T = (ylsn ,−zlsn)T = (−dsr sin θr,−dsr cos θr)T, where (ylsn , zlsn) is
the location of LSn. Using these notations, the truncation region can be formally characterized as
R = {(y, z)T|s1(y − yvsn) + zvsn ≤ z ≤ s2(y − yvsn) + zvsn}, where s1 = −zvsnyr+ar−yvsn and s2 =
−zvsn
yr−ar−yvsn . Moreover, let pc = (yc, zc)
T denote the center of the beam footprint on the lens, where
yc =
tan(θr−θrl)yl+zl
tan(θr−θrl)+cot θr and zc = cot θryc. Based on the above discussion, the power density of the beam
reflected by the IRS is formally given in the following lemma.
Lemma 2: Let pˆ = (yˆ, zˆ)T ∈ R be a point on a line that is perpendicular to the reflected beam line
and passes through pc, cf. Fig. 4. Assuming the phase-shift profile proposed in (11), the power density
of the beam reflected from the IRS at point pˆ is given by
Iorthrfl (rˆ|de2e, wˆ0) =
√
2√
piw(de2e, wˆ0)
exp
(
− 2rˆ
2
w2(de2e, wˆ0)
)
, (12)
where rˆ = ‖pˆ− pc‖ and de2e = ‖pvsn − pc‖.
Proof: The reflected beam in the IRS-assisted system is identical to that in the mirror-assisted
system (given in Corollary 1) which leads to (12).
Lemma 2 states that the beam reflected by the IRS is a truncated Gaussian beam, whose width
depends on the angles of incident and reflection and which originates from VSn and is confined to area
R. Moreover, the size of R depends on the size of the IRS as well as on its relative orientation w.r.t.
the laser beam. Note that Iorthrfl (rˆ|de2e, wˆ0) attains its maximum, i.e.,
√
2√
piw(de2e,wˆ0)
, at rˆ = 0, i.e., at the
center of its footprint pc, cf. (12). Therefore, for an efficient design, we should choose θr such that pc
12
lies in the center of the lens (yl, zl). This leads to an optimal θ∗r given by
tan θ∗r =
yl
zl
. (13)
D. Conditional GML
We assume that the Rx lens focuses all optical power of the part of the beam that strikes it on the PD.
Therefore, in order to compute the fraction of power collected by the PD (i.e., the conditional GML),
we have to calculate the fraction of power that flows into the lens. The following proposition provides
a closed-form expression for the conditional GML hg. Let rc denote the distance between the center of
the lens and the beam line.
Proposition 1: Under the mild condition al, rc  de2e, the conditional GML is given by
hg =
1
2

erf
(√
2 cos θrlρ1
w(de2e, wˆ0)
)
+ erf
(√
2 cos θrlρ2
w(de2e, wˆ0)
)
, if ρ12 = 2al∣∣∣∣erf(√2 cos θrlρ1w(de2e, wˆ0)
)
− erf
(√
2 cos θrlρ2
w(de2e, wˆ0)
)∣∣∣∣, otherwise, (14)
where the term cos θrl ∈ [0, 1] accounts for the non-orthogonality of the lens w.r.t. the beam line2.
Moreover, ρ1 = ‖pc− pˆ1‖, ρ2 = ‖pc− pˆ2‖, ρ12 = ‖pc−p1‖+‖pc−p2‖, where p1 = (yl+al cos θ˜, zl−
al sin θ˜)
T and p2 = (yl−al cos θ˜, zl +al sin θ˜)T are the corner points of the lens and pˆ1 and pˆ2 are given
by
pˆ1 =

p˜2, p
y
1 < p˜
y
2
p1, p˜
y
2 ≤ py1 ≤ p˜y1
p˜1, p
y
1 > p˜
y
1
, pˆ2 =

p˜2, p
y
2 < p˜
y
2
p2, p˜
y
2 ≤ py2 ≤ p˜y1
p˜1, p
y
2 > p˜
y
1
with
p˜1 =
 s1 −1
tan θ˜ 1
−1 s1yvsn − zvsn
tan θ˜yl + zl
 , p˜2 =
 s2 −1
tan θ˜ 1
−1 s2yvsn − zvsn
tan θ˜yl + zl
 , (15)
where ay denotes the y component of point a and θ˜ = θr − θrl is the angle between the lens and the x
axis.
Proof: Please refer to Appendix B.
2If there is only one IRS, in order to collect maximum power, it is optimal to adjust the lens such that the reflected beam is orthogonal
to the lens. However, if there are more than one IRS, the reflected beams from all IRSs cannot be perpendicular to the lens at the Rx at
the same time. Therefore, the Rx needs to employ either a large PD (which would lead to a large field of view at the Rx and in turn a
higher background noise level [31]) or more than one PD to collect the powers from the directions of the beams arriving from different
IRSs. Therefore, to keep our model general, we assume a non-orthogonal reflected beam which includes the orthogonal beam as a special
case.
13
y
z
VSn
Region R
pc
Lens
Beam line
rˆ
de2e
pˆ
d
Fig. 4. Schematic representation of Lemma 2.
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Fig. 5. 2D coordinate systems for characterization of the LS,
IRS, and lens fluctuations as well as the misalignment across the
lens line.
Note that the conditions under which (14) in Proposition 1 holds are met in practice since 1) the
physical size of the lens is much smaller than the transmission distance, i.e., 2al  de2e holds, and 2)
rc corresponds to the beam misalignment and for a properly designed system, the misalignment is much
smaller than the end-to-end transmission distance, i.e., rc  de2e holds. The impact of the size of the
IRS is reflected in the values of ρ1 and ρ2. In fact, if the IRS is sufficiently large such that the lens is
located in region R defined before Lemma 2, we obtain ρ1 = ‖p0 − p1‖, ρ2 = ‖p0 − p2‖.
Corollary 2: For the special case where pˆi = pi, i = 1, 2, i.e., the IRS is sufficiently large, and the
reflected beam strikes the center of the lens and its direction is perpendicular to the lens, the conditional
GML is given by
hg = erf
( √2al
w(de2e, wˆ0)
)
. (16)
Proof: Eq. (16) is obtained by substituting θrl = 0 and ρ1 = ρ2 = ‖p0 − p1‖ = ‖p0 − p2‖ = al
into (14). This completes the proof.
For a given lens length al, the maximum fraction of power collected by the PD is given by (16). To
attain this maximum, three conditions have to hold, namely the IRS is sufficiently large, the misalignment
is zero, i.e., θr = θ∗r , cf. (13), and the lens is orthogonal to the beam line, i.e., θrl = 0.
IV. STATISTICAL MODEL - 2D SYSTEM
In this section, we study the effect that building sway has on the quality of the considered FSO channel.
To this end, we first introduce the considered misalignment model and then derive the probability density
function (PDF) of the corresponding GML.
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A. Misalignment Model
We assume that the positions of LS, IRS, and lens fluctuate because of building sway in both the y
and z directions. In the following, we show that for the LS, IRS, and lens only the fluctuations in a
certain direction have a considerable impact on the FSO channel quality, respectively. This observation
substantially simplifies the derivation of the proposed statistical GML model. To this end, we define
suitable coordinate systems to formally characterize the fluctuations of LS, IRS, and lens, cf. Fig. 5.
LS: The fluctuations of the position of the LS can be projected in two directions, one parallel to the
beam line, z1, and one orthogonal to it, y1, cf. Fig. 5. Let zs and 
y
s denote the fluctuations of the LS
position for the former and latter cases, respectively. Hereby, since the fluctuations of the LS in the beam
direction are much smaller than the distance between the LS and the IRS, the impact of zs on hg can
be safely neglected.
IRS: The fluctuations of the position of the IRS can also be projected in two directions, one parallel
to the IRS line, y, and one orthogonal to it, z. Let yr and 
z
r denote the fluctuations along the y and z
axes, respectively. Assuming that the beam line is aligned to pass through the IRS (not necessarily its
center) and that the size of the IRS is large, the impact of yr on hg is negligible.
Lens: Similar to the LS, let zl and 
y
l denote the fluctuations of the position of the lens in the direction
of the reflected beam, z2, and perpendicular to it, y2, respectively. Since the distance between the IRS
and the lens is much larger than the fluctuations in the direction of the reflected beam, we can safely
neglect the impact of zl on hg.
The following lemma provides the misalignment between the center of the beam footprint and the
center of the lens, denoted by u, in terms of (ys , 
z
r, 
y
l ). By convention, we specify u in the direction of
the axis y3 in Fig. 5.
Lemma 3: Misalignment u as a function of (ys , 
z
r, 
y
l ) is obtained as
u =
1
cos θrl
(cos θr
cos θi
ys −
sin(θi + θr)
cos θi
zr − yl
)
. (17)
Proof: The proof follows from deriving the contributions of ys , 
z
r , 
y
l along the y3 axis. For this,
we exploit the fact that a misalignment aˆ in the line perpendicular to the beam causes misalignment
a˜ = aˆ
sin θ
on a line having angle θ ∈ [0, pi
2
] with the beam line. Using this result, lens movement yl along
the y3 axis causes misalignment
−yl
sin(pi
2
−θrl) =
−yl
cos θrl
. For the LS, movement ys causes misalignment
ys
cos θi
along the y axis on the IRS. Further projecting 
y
s
cos θi
along the y2 axis yields misalignment 
y
s cos θr
cos θi
, which
in turn causes the overall misalignment 
y
s cos θr
cos θrl cos θi
along the y3 axis on the lens. Furthermore, moving
the IRS by zr along the z axis is equivalent to keeping the IRS fixed but having a misalignment of
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−zr(tan θi + tan θr) along the y axis on the IRS. Projecting this misalignment first along the y2 axis
and then along the y3 axis leads to
−zr(tan θi+tan θr) cos θr
cos θrl
= 
z
r sin(θi+θr)
cos θrl cos θi
. This completes the proof.
Fluctuations (ys , 
z
r, 
y
l ) are typically modelled as RVs. A widely-accepted model for building sway
assumes independent zero-mean Gaussian fluctuations [3], [32], i.e., ji ∼ N (0, σ2i ), i ∈ {s, r, l}, j ∈
{y, z}, where σ2i denotes the variance of ji . Therefore, from (17), the misalignment also follows a
zero-mean Gaussian distribution, i.e., u ∼ N (0, σ2u) with variance
σ2u =
1
cos2 θrl
(cos2 θr
cos2 θi
σ2s +
sin2(θi + θr)
cos2 θi
σ2r + σ
2
l
)
. (18)
B. PDF of GML
In order to obtain a statistical channel model for the GML hg, first the power collected by the PD (i.e.,
the conditional GML) has to be derived as a function of u. To do so, we can use the exact expressions
in (14) and replace (ρ1, ρ2) with (|u − al|, u + al), assuming that the IRS is sufficiently large such
that the lens is located in region R defined before Lemma 2. However, the resulting expressions are
rather complicated and do not provide useful insights. Thus, to provide insights, we approximate hg as
a function of u as follows
hg ≈ A0 exp
( −2u2
tw2(de2e, wˆ0)
)
, (19)
where A0 = erf (ν), t =
√
pierf(ν)
2ν exp(−ν2) cos2 θrl , and ν =
√
2 cos θrlal
w(de2e,wˆ0)
. The derivation of (19) is provided in
Appendix C. We verify the accuracy of (19) in Fig. 7 in Section VII. Using this approximation, the PDF
of hg is given in the following proposition.
Proposition 2: Assuming Gaussian fluctuations for the building sway, the PDF of hg is given by
fhg(hg) =
√
$
2A0
√
pi
[
ln
(A0
hg
)]− 12 ( hg
A0
)$−1
, 0 ≤ hg ≤ A0, (20)
where $ = tw
2(de2e,wˆ0)
4σ2u
.
Proof: Eq. (20) can be obtained by exploiting the relation between u and hg in (19) and the fact
that u follows a zero-mean Gaussian distribution.
V. EXTENSION TO 3D SYSTEM MODEL
Before studying the 3D system, let us first recall the following insights from the analysis of the 2D
system, cf. Sections III and IV. i) The concept of an equivalent mirror-assisted system enabled us to
analyze the original IRS-assisted system using the imaging technique from geometric optics. ii) The
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effect of beam truncation can be neglected if the IRS is sufficiently large. iii) The statistical analysis
can be significantly simplified by considering only the components of the Tx, IRS, and Rx fluctuation
variables that have a non-negligible impact on the GML. Exploiting these insights, we now extend the
models developed so far to the 3D case.
A. Conditional GML
In the following, we first find the power distribution across the IRS. Subsequently, similar to the 2D
case, we develop an equivalent mirror-assisted system for the considered 3D system based on which we
derive the fraction of power collected by the PD at the Rx (i.e., the conditional GML). To simplify the
analysis, we assume that the IRS size is sufficiently large to neglect beam truncation.
1) Power Distribution: The following lemma presents the power distribution across the IRS.
Lemma 4: The power distribution of the Gaussian beam originating from the LS at point a = (x, y)T
on the IRS is obtained as
I irsG (x, y|dsr,Ψi, w0) =
2 cos θi
piw2(dsr, w0)
exp(−2aTSdsrw0 T2θia), (21)
where Sdsrw0 =
1
w2(dsr,w0)
I2.
Proof: Please refer to Appendix D.
Note that the contours of the laser beam power distribution across the IRS are ellipsoids whose major
and minor axes are the main diagonal elements of (2Sdsrw0 T
2
θi
)−1/2.
2) Equivalent Mirror-assisted System: Similar to the 2D case, the equivalent mirror-assisted system is
constructed as follows: i) The IRS is replaced by a mirror. ii) The LS is replaced by a new LS, denoted
by LSn, which is located in a different position such that it has distance dsr from the mirror and its
beam hits the mirror with an incident angle equal to the reflection angle in the original IRS-assisted
system, i.e., Ψr = (θr, φr). Therefore, from geometric optics, the angle of reflection at the mirror is Ψr.
iii) Unlike the 2D case, in the 3D system, a simple Gaussian beam originating from the LSn cannot
provide the same power distribution across the mirror as that given in (21) for any desired reflection
angle Ψr = (θr, φr). However, a rotated astigmatic Gaussian beam can generate the power distribution in
(21) for any Ψr. Assuming the same xˆyˆzˆ-coordinate system as in Section II.B, an un-rotated astigmatic
Gaussian beam (also referred to as orthogonal or simple astigmatic Gaussian beam) propagating in +zˆ
direction has the following electric field [28]
E(xˆ, yˆ, zˆ) =E0 exp
(
−
( xˆ2
w2(zˆ, w01)
+
yˆ2
w2(zˆ, w02)
))
exp
(
jφAG(aˆ, zˆ,w0)
)
, with phase (22)
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φAG(aˆ, zˆ,w0) = −kzˆ − k
( xˆ2
2R(zˆ, w01)
+
yˆ2
2R(zˆ, w02)
)
+ ψ(zˆ, w01 , w02), (23)
where w01 and w02 are the waist radii of the beam and w0 = (w01 , w02). Moreover, w(·, ·) and R(·, ·)
are given in Section II.B, aˆ = (xˆ, yˆ)T, ψ(zˆ, w01 , w02) =
1
2
(
tan−1( zˆ
zR1
) + tan−1( zˆ
zR2
)
)
, and zRi =
piw20i
λ
.
A rotated astigmatic Gaussian beam (also referred to as general astigmatic Gaussian beam) is obtained
from (22) and (23) by substituting aˆ by Rϕaˆ, where ϕ is the angle by which the beam footprint is
rotated counter-clockwise. Therefore, the power density of a general astigmatic Gaussian beam across a
plane perpendicular to the beam direction, i.e., +zˆ, is given by
IorthAG (xˆ, yˆ|zˆ,w0, ϕ) = ImaxAG (zˆ,w0) exp
(− 2aˆTRTϕSzˆw0Rϕaˆ), (24)
where ImaxAG (zˆ,w0) =
2
piw(zˆ,w01 )w(zˆ,w02 )
and Szˆw0 = diag
{
1
w2(zˆ,w01 )
, 1
w2(zˆ,w02 )
}
.
Corollary 3: Let us consider a new LS whose location is specified by Ψˆi = (θˆi, φˆi) and dsr and which
emits a general astigmatic Gaussian beam with waist radius parameter wˆ0 = (wˆ01 , wˆ02) and rotation
angle ϕˆ. Moreover, let λi and νi denote the i-th eigenvalue and the corresponding eigenvector of matrix
T−T
θˆi
RT
φˆi
Sdsrw0 T
2
θi
RφˆiT
−1
θˆi
, respectively. For any given Ψˆi, the power distribution across the IRS caused
by the new LS becomes identical to that created by the original LS, i.e.,
I irsAG(x, y|dsr, Ψˆi, wˆ0, ϕˆ) = I irsG (x, y|dsr,Ψi, w0), (25)
if wˆ0 = (wˆ01 , wˆ02) and ϕˆ are chosen as the solutions to equations w(dsr, wˆ0i) =
1√
λi
, i = 1, 2, and
Rϕˆ = [ν1,ν2]
T, respectively.
Proof: Please refer to Appendix E.
The above corollary states that the power distribution across the IRS generated by the LS is equivalent
to the power distribution generated by a new LS with arbitrary incident angle but with general astigmatic
Gaussian beam with waist radii wˆ0 and rotation angle ϕˆ whose values are given in Corollary 3. Therefore,
according to Corollary 3 for Ψˆi = Ψr, the power distribution across the IRS and the mirror in the
equivalent system are identical.
3) Phase-shift Design: The location of LSn and the properties of its emitted beam (i.e., wˆ0 and ϕˆ)
determine the phase distribution of the wave reflected by the mirror. Now, we design the phase-shift
profile, ∆φ(x, y|Ψr,Ψi, w0), across the IRS such that the phases of the reflected beams in both systems
are the same. This leads to the same reflected electric fields in both systems. Therefore, the angle of
reflection in both systems is also identical and is given by Ψr.
Proposed Phase-shift Profile: The phase-shift profile that is needed across the IRS to produce an angle
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Fig. 6. Illustration of 3D coordinate systems adopted to characterize the LS, IRS, and lens fluctuations as well as the misalignment across
the lens plane. a) 3D illustration of the positions of LS, IRS, and lens. b) LS coordinate system, x1y1z1, w.r.t. IRS coordinate system,
xyz. c) IRS coordinate system, xyz, w.r.t. coordinate system for the plane perpendicular to the reflected beam, x2y2z2, in the x−y plane.
Here, ˆˆx is the axis perpendicular to the y2 axis in the IRS plane. d) xyz-coordinate system w.r.t. x2y2z2-coordinate system in the ˆˆx− z
plane. e) x2y2z2-coordinate system w.r.t. the lens coordinate system, x3y3z3. The same color code is used as in Fig. 5 for the 2D case.
of reflection Ψr for an angle of incident Ψi is given by
∆φ(x, y|Ψr,Ψi, w0) = pi + φAG(RϕˆTθrR−φra, dsr + x sin θr cosφr + y sin θr sinφr, wˆ0)
−φG(
√
aTTθia, dsr + x sin θi, w0)
(a)
= pi + k
(
x(sin θi − sin θr cosφr)− y sin θr sinφr
)
, (26)
where equality (a) holds for the far field, i.e., dsr  piw
2
0
λ
. Moreover, φG(·, ·, ·) is the phase of the
Gaussian beam originating from the LS, which is given in (2), and φAG(·, ·, ·) is the phase of the general
astigmatic Gaussian beam originating from LSn, which is given in (23). In the following, similar to the
2D case, we use the imaging technique from geometric optics for the equivalent system to obtain the
power collected by the PD.
4) Conditional GML: Assuming a sufficiently large mirror in the equivalent system, LSn can be
mirrored w.r.t. the mirror plane, creating a virtual LS denoted by VSn which emits the same beam as
LSn, cf. Corollary 3, and which has distance de2e from the PD. Then, as shown in Appendix F, the
fraction of power collected by the PD (i.e., the conditional GML) is given as follows
hg(u) ≈ A0 exp
(
− 2‖u‖
2
t
)
, (27)
where t = pia
2
l
4ν1ν2
√
pierf(ν1)erf(ν1)
ν1ν2 exp(−(ν21+ν22 )) , ν1 = al
√
piδ1
2
, and ν2 = al
√
piδ2
2
. Here, δi, i = 1, 2, are the
eigenvalues of matrix TTθrlR
T
ϕˆS
de2e
wˆ0
RϕˆTθrl , where S
de2e
wˆ0
= diag
{
1
w2(de2e,wˆ01 )
, 1
w2(de2e,wˆ02 )
}
. Moreover, u
denotes the vector of misalignment between the beam footprint center and the center of the lens and
A0 denotes the maximum fraction of optical power captured by the lens at ‖u‖ = 0 and is given by
A0 =
pi2 cos θrlI
max
AG (de2e,wˆ0)a
2
l
4ν1ν2
erf(ν1)erf(ν2). In the following, we derive a statistical GML model based on
(27) incorporating the impact of the IRS position fluctuations due to building sway.
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B. Statistical GML Model
Similar to the statistical analysis for 2D systems in Section IV, we assume Gaussian fluctuations due
to building sway for the LS, IRS, and Rx lens as described in the following. To this end, we define
suitable right-handed coordinate systems to formally characterize the fluctuations of LS, IRS, and lens
and the overall misalignment across the lens, cf. Fig. 6.
LS: For the LS, fluctuations along the z1 axis have negligible impact on hg; hence, to characterize
the fluctuations of the LS position, we need only two variables along the x1 and y1 directions, denoted
by xs , 
y
s ∼ N (0, σ2s), respectively, cf. Fig. 6b).
IRS: Since we assume a sufficiently large IRS such that beam truncation can be neglected, the
fluctuations of the IRS within its plane, i.e., the x − y plane, can be neglected. Therefore, only the
fluctuations along the z axis, denoted by zr ∼ N (0, σ2r), are considered, cf. Fig. 6c) and d).
Lens: Similar to the LS, the fluctuations along the reflected beam direction, z2, can be neglected. Let
xl , 
y
l ∼ N (0, σ2l ) denote the fluctuations along the x2 and y2 axes, respectively, cf. Fig. 6e).
The misalignment vector u defined in the lens plane, i.e., in the x3 − y3 plane, is provided in the
following lemma.
Lemma 5: The misalignment vector u as a function of xys = (
x
s , 
y
s)
T, zr , and 
xy
l = (
x
l , 
y
l )
T
is obtained as follows
u = (u1, u2)
T = T−1θrl(TθrR−φrT
−1
θi
xys −TθrR−φrvzr − xyl ), (28)
where v = (tan θr cosφr − tan θi, tan θr sinφr)T.
Proof: The proof follows from projecting the LS, IRS, and lens position fluctuations along the
lens plane, i.e., in the x3 and y3 directions. To this end, we use the following result. Let us consider
two coordinate systems xˆyˆzˆ and x˜y˜z˜, where the latter system is transformed to the former by first
counter-clockwise rotation of x˜ and y˜ around the z˜ axis by angle φ and then counter-clockwise rotation
of the resulting new x˜ axis as well as the z˜ axis around the new y˜ by angle θ. Therefore, θ is the
angle between the zˆ and z˜ axes and between the xˆ and x˜ axes and φ is the angle between the yˆ and
y˜ axes. Let us assume that a beam propagates parallel to the zˆ axis and let aˆ denote the misalignment
in the xˆ − yˆ plane. Projecting aˆ into non-perpendicular plane x˜ − y˜ yields misalignment a˜ which is
related to aˆ as aˆ = TθR−φa˜. For the lens, projecting fluctuation 
xy
l into the x3 − y3 plane yields
misalignment −(TθrlR−φrl)−1xyl = −T−1θrl
xy
l , where by definition φrl = 0. For the LS, fluctuation
xys is first transformed into the x − y plane, then into the x2 − y2 plane, and finally into the x3 − y3
plane. This leads to misalignment (TθrlR−φrl)
−1T2pi−θrR−φr(TθiR−φi)
−1xys = T
−1
θrl
TθrR−φrT
−1
θi
xys ,
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where we use definitions φi = φrl = 0. Furthermore, moving the IRS with zr along the z axis is
equivalent to keeping the IRS fixed but having a misalignment of vzr along the x − y plane on the
IRS. Projecting this misalignment first into the x2 − y2 plane, and then into the x3 − y3 plane leads to
(TθrlR−φrl)
−1T2pi−θrR−φrv
z
r = T
−1
θrl
TθrR−φrv
z
r . This completes the proof.
From (28), we observe that u is a zero-mean bivariate Gaussian RV with covariance matrix
Σ = T−1θrl(TθrR−φrT
−1
θi
T−Tθi R
T
−φrT
T
θrσ
2
s + TθrR−φrvv
TRT−φrT
T
θrσ
2
r + σ
2
l I2)T
−T
θrl
. (29)
Therefore, ‖u‖ follows a Hoyt (Nakagami-q) distribution with mean Ω = χ1 +χ2 and Nakagami-q fading
parameter q =
[
min{χ1,χ2}
max{χ1,χ2}
]1/2
[32], [33], where χ1 and χ2 are the eigenvalues of Σ. Exploiting (27) and
(28), the PDF of hg can be obtained as follows
fhg(hg) =
$
A0
(
hg
A0
) (1+q2)$
2q
−1
I0
(
−(1− q
2)$
2q
ln
(
hg
A0
))
, 0 ≤ hg ≤ A0, (30)
where $ = (1+q
2)t
4qΩ
is a constant.
Corollary 4: For the special case where φr = pi and θrl = 0, the misalignment u simplifies to
u =
(cos θr
cos θi
xs −
sin(θi + θr)
cos θi
zr − xl , ys − yl
)
, (31)
which is again a zero-mean bivariate Gaussian RV. Therefore, the GML follows the distribution given in
(30) with parameters q =
[
min{σ2u1 ,σ2u2}
max{σ2u1 ,σ2u2}
]1/2
and Ω = σ2u1 +σ
2
u2
, where σ2u1 =
cos2 θr
cos2 θi
σ2s +
sin2(θi+θr)
cos2 θi
σ2r +σ
2
l
and σ2u2 = σ
2
s + σ
2
l . In this case, the parameters in (27) simplify as follows. In particular, A0 =
erf(ν1)erf(ν2) and δi = 1w2(de2e,wˆ0i ) hold, where wˆ0i , i = 1, 2, are given as the solution of w(dsr, wˆ01) =
| cos θr
cos θi
|w(dsr, w0) and w(dsr, wˆ02) = w(dsr, w0), respectively. When only the IRS moves, i.e., σs = 0 and
σl = 0 hold, the misalignment becomes a scalar. In this case, the magnitude of the misalignment
is given by |u| = ∣∣ sin(θi+θr)
cos θi
zr
∣∣ which follows a single-sided Gaussian distribution, i.e., f|u|(x) =
√
2√
piσ2t
exp
(
− x2
2σ2t
)
, where σ2t =
sin2(θi+θr)
cos2 θi
σ2r . Therefore, hg follows the following distribution
fhg(hg) =
√
%√
piA0
(
hg
A0
)%−1 [
ln
(
A0
hg
)]−1/2
, 0 ≤ hg ≤ A0, (32)
where % = t
4σ2t
.
Remark 2: In the case of a simple mirror instead of an IRS, φr = pi and θr = θi hold. Therefore,
in order to provide a desired angle of reflection, unlike the IRSs, the mirror has to mechanically rotate
[1]. In this case, the PDF of the GML is the same as in (30) with q =
[ σ2s+σ2l
σ2s+σ
2
l +4σ
2
r sin
2 θi
]1/2 and Ω =
2σ2s + 2σ
2
l + 4σ
2
r sin
2 θi [1].
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VI. OUTAGE PROBABILITY OF THE 3D MODEL
Due to the high data rates of FSO systems, the channel coherence time, which is in the order of a
few milliseconds, is much longer than a symbol interval. Therefore, the outage probability is a relevant
metric to evaluate the performance of FSO systems in the presence of atmospheric turbulence and GML
[31]. The outage probability is defined as the probability that the SNR, given by γ = h2γ¯ with transmit
SNR γ¯ = P
2
σ2n
, falls below a predefined threshold, γthr, whose value depends on the adopted transmission
scheme and the application of interest. The outage probability can be computed as follows
Pout = Pr{γ ≤ γthr} = Pr{h2γ¯ ≤ γthr} =
∫ √γthr/γ¯
0
fh(h)dh, (33)
where fh(h) denotes the PDF of the composite channel given in (6). This PDF can be expressed in
terms of the following finite integral
fh(h) =
∫ 1
0
1
ηhpx
fhg (A0x) fha
(
h
ηhpA0x
)
dx, (34)
where fhg(hg) is given in (30) and fha(ha) denotes the PDF of the atmospheric turbulence which is
given by
fha(ha) =

1√
8piσ2ha
exp
(
−(ln(ha)+2σ
2)
2
8σ2
)
, LN
2(αβha)
α+β
2
Γ(α)Γ(β)ha
Kα−β
(
2
√
αβha
)
, GG.
(35)
In (35), σ2 is given by σ2 ≈ σ2R
4
, where σ2R = 1.23C
2
nk
7/6de2e
11/6 is the Rytov variance, C2n is the index
of refraction structure parameter, and α and β are given as follows [2]
α =
[
exp
(
0.49σ2R
(1+1.11σ
12/5
R )
7/6
)
− 1
]−1
and β =
[
exp
(
0.51σ2R
(1+0.69σ
12/5
R )
5/6
)
− 1
]−1
. (36)
Note that turbulence conditions can be categorized into two regimes according to the Rytov variance,
namely, weak turbulence (σ2R < 0.3) which is modelled by the LN distribution and moderate-to-strong
turbulence (σ2R ≥ 0.3) which is modelled by the GG distribution [33]. Unfortunately, the composite
fading PDF in (34) cannot be computed in closed form. However, it involves only one finite integral that
can be easily computed numerically. The outage probability for LN and GG turbulence induced fading
is given in the following for 3D systems.
1) LN Fading: The outage probability of an IRS-assisted FSO link assuming LN distributed atmo-
spheric turbulence induced fading is obtained by substituting fha(·) for LN fading in (35) into (33) and
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TABLE I
SIMULATION PARAMETERS [9], [31].
Symbol λ κ η ζ de2e (θi, φi) (θr, φr) θrl al ar (yls, zls) (yr, zr) (yl, zl)
Value 1550 nm 0.43× 10−3 m−1 0.5 1 900 m (pi
6
, 0) rad (pi
5
, 7pi
8
) rad pi
6
rad 2.5 cm 10 cm (−200, 346) m (0, 0) (300, 412) m
(34) as follows
Pout =
$
2
∫ 1
0
x
(1+q2)$
2q
−1I0
(
− (1− q
2)$
2q
ln (x)
)
×
[
1− erf
(0.5 ln( γ¯
γthr
)
+ ln
(
ηhpA0x
)
− 2σ2
√
8σ2
)]
dx. (37)
2) GG Fading: Similarly, the outage probability of an IRS-assisted FSO link assuming GG distributed
atmospheric turbulence induced fading is obtained as follows
Pout =
pi$
sin(pi(α− β))
∫ 1
0
x
(1+q2)$
2q
−1I0
(
− (1− q
2)$
2q
ln (x)
)(
f(α, β, x)− f(β, α, x))dx, (38)
with f(α, β, x) =
1
Γ(α)
(
αβ
√
γthr/γ¯
ηhpA0
)β
x−β1F˜2
(
β; β − α + 1, β + 1; αβ
√
γthr/γ¯
ηhpA0x
)
,
where pF˜q (a1, . . . , al; b1, . . . , bq; z) denotes the regularized hypergeometric function which is given by
pF˜q (a1, . . . , al; b1, . . . , bq; z) =
pFq(a1,...,al;b1,...,bq ;z)
Γ(b1)...Γ(bq)
[34].
VII. SIMULATION RESULTS
Unless stated otherwise, the default values of the parameters used in our simulations are given in
Table 1. The simulation results reported in Figs. 8, 9, and 10 were obtained based on Monte Carlo
simulation and 107 realizations of RVs ji , i ∈ {s, r, l}, j ∈ {x, y, z}.
First, in Figs. 7a) and 7b), we study the impact of the size of the IRS on the conditional GML in (14)
for two normalized beamwidths at the Rx, namely w(de2e,w0)
2al
∈ {2, 4}. In particular, we show hg vs. the
normalized misalignment un = u2al for IRS lengths of ar = 5, 10 cm. As expected, in both figures, we
observe that by increasing the magnitude of un, the channel gain hg decreases. Moreover, beam truncation
occurs if the normalized misalignment exceeds a certain critical value denoted by ucrtn , i.e., when a part
of the lens leaves the truncation region R given before Lemma 2. In Fig. 7, we use dot-dashed and
dashed lines to indicate ucrtn for ar = 5 cm and ar = 10 cm, respectively. Fig. 7 shows that the proposed
approximation in (19) is accurate when beam truncation does not occur, i.e., for |un| ≤ ucrtn . However,
since the approximation neglects beam truncation, it overestimates hg when beam truncation does occur,
i.e., for |un| > ucrtn . Moreover, we observe that, for ar = 10 cm, the impact of beam truncation shows
itself at larger values of |un| compared to ar = 5 cm, i.e., ucrtn = 1.8 holds for ar = 5 cm and ucrtn = 4
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Fig. 7. Conditional GML vs. normalized misalignment un = u2al for different IRS sizes a)
w(de2e,w0)
2al
= 2 and b) w(de2e,w0)
2al
= 4.
holds for ar = 10 cm. Furthermore, Fig. 7 shows that for a reasonable size of the IRS, e.g., ar > 10 cm
for the considered de2e (900 m) and al (2.5 cm), the proposed approximation is accurate even for large
misalignment magnitudes (|un| ≤ ucrtn , where ucrtn > 4). Finally, comparing Figs. 7a) with w(de2e,w0)2al = 2
and 7b) with w(de2e,w0)
2al
= 4, we observe that the maximum value of hg in Fig. 7a) is larger than that
in Fig. 7b). Moreover, hg in Fig. 7a) is more sensitive to misalignment and decays dramatically as the
magnitude of the misalignment increases. In other words, in case of no misalignment, it is preferable
to have a narrower beam to get a larger hg and in case of severe misalignment, having a wider beam
increases the robustness to the misalignment, although a fraction of power is lost due to beam divergence.
Next, in Figs. 8a) and 8b), we study the accuracy of the proposed statistical models for 2D and
3D systems given in (20) and (30), respectively. For the simulation results, we plot the histogram
of hg given by (14) and (27) for 2D and 3D systems, respectively. Fig. 8 shows the PDF of hg for
two normalized beamwidths, namely w(de2e,w0)
2al
∈ {2, 4}, and for four fluctuation scenarios, namely,
Scenario 1: (σs, σr, σl) = 0.5(al, al, al) where the building sways for the Tx, IRS, and Rx are equal;
Scenario 2: (σs, σr, σl) = 0.5(3al, al, al) where the building sway for the Tx is more severe than that for
the IRS and Rx; Scenario 3: (σs, σr, σl) = 0.5(al, 3al, al) where the building sway for the IRS is more
severe than that for the Tx and Rx; Scenario 4: (σs, σr, σl) = 0.5(al, al, 3al) where the building sway
for the Rx is more severe than that for the Tx and IRS. First, we note that Fig. 8 shows an excellent
agreement between the proposed analytical statistical models and the simulation results for both the 2D
and 3D systems. This is due to the fact that the impact of beam truncation, which has been neglected
in the analysis, is negligible as it occurs with small probability for the considered parameter values.
Comparing Scenarios 2-4 with Scenario 1 shows that, for a given beamwidth, increasing the variance
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Fig. 8. PDF of the GML for a) 2D and b) 3D system models.
of the fluctuations deteriorates the channel quality, i.e., the probability of having smaller channel gains
increases and the PDF becomes more heavily tailed. Moreover, we observe from Fig. 8a) that, for the
2D case and a given beamwidth, the building sway of the IRS has the largest impact and building sway
of the Tx has the smallest impact on hg. On the other hand, for the 3D case and a given beamwidth, the
building sway of the Rx has the largest impact and building sway of the IRS has the smallest impact on
hg in Fig. 8b). The different behaviors in the 2D and 3D cases can be understood by investigating the
statistics of their corresponding misalignments u and u, respectively. In particular, for the 2D case, the
standard deviation (SD) of u is given by σu = 1.08σs + 1.22σr + 1.15σl, cf. (18), and for the 3D case,
the SDs of the components of u are given by (σu1 , σu2) = (1.05, 1.02)σs + (1.17, 0.2)σr + (1.15, 1)σl,
cf. (28). Therefore, for the 2D case, σr has the largest impact on the misalignment, whereas for the
3D case, σl is more important. Finally, in both figures, for a given scenario, the wider the beam is, the
shorter the tail of the PDF becomes, and the smaller the maximum value of hg, denoted by A0 (which
is denoted by dashed lines in Fig. 8). This is in-line with our observations from Fig. 7.
In Figs. 9 and 10, we plot the outage probability of an IRS-assisted FSO link for the 3D system.
In particular, Fig. 9 shows Pout vs. the average received SNR for two normalized beamwidths, namely
w(de2e,w0)
2al
∈ {2, 4}, and for LN and GG turbulence. From Fig. 9, we observe that the simulation results
match the analytical results for both LN and GG atmospheric turbulence. Moreover, the wider beam,
i.e., w(de2e,w0)
2al
= 4, leads to a smaller Pout for high SNRs, since a wider beam is more robust against
severe fluctuations.
Finally, we study the impact of the position of the IRS. The simulation setup for Fig. 10b) is depicted
in Fig. 10a). In particular, we assume that the Tx, IRS, and Rx are located in the x − y plane at the
same altitude. The location of the IRS changes on the upper perimeter of an ellipse with width 1000 m
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Fig. 10. a) Simulation setup for Fig. 10b) and b) Outage probability vs. xr for GG atmospheric turbulence (C2n = 1.7 × 10−14 m 23 ),
de2e = 1000 m, and w(de2e,w0)2al = 4.
and height 800 m such that the end-to-end distance that the beam travels between the Tx and Rx, de2e,
is constant, i.e., de2e = 1000 m. Tx and Rx are located at the foci of the ellipse as shown in Fig. 10a).
Moreover, we assume that the IRS is always parallel to the x−z plane, the lens plane is always orthogonal
to the beam line, i.e., θrl = 0, and φr = pi holds. This is in fact the special case studied in Corollary 4.
Fig. 10b) shows Pout vs. the location of the IRS, xr, for an average received SNR of 20 dB and for four
fluctuation scenarios, namely Scenario 1: (σs, σr, σl) = (0, 0, 2al), Scenario 2: (σs, σr, σl) = (2al, 0, 0),
Scenario 3: (σs, σr, σl) = (0, 2al, 0), and Scenario 4: (σs, σr, σl) = (2al, 2al, 2al). We note that by
increasing xr, θi and θr become larger and smaller, respectively. Therefore, factors cos θrcos θi and
sin(θi+θr)
cos θi
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in Corollary 4 increase, which affects the following two system parameters: i) The variances of the
misalignment caused by the Tx and the IRS building sway increase, cf. (31), which has a negative
impact on Pout, cf. Fig. 8. Note that since it is assumed that the reflected beam is always orthogonal to
the lens at the Rx, the variance of the misalignment caused by the Rx does not change when the IRS is
moved. ii) The width of the reflected beam becomes wider, cf. w(dsr, wˆ01) in Corollary 4, which has a
positive effect on Pout for high SNRs, cf. Fig. 9. Therefore, for Scenario 1 where only the second effect
exists, Pout decreases, as the IRS moves closer to the Rx. However, for Scenarios 2 and 3, due to the
competing interplay of both effects, Pout first decreases and then increases as xr increases. Finally, for
Scenario 4, the superposition of the misalignment caused by the Tx, IRS, and Rx leads to an optimal
position for the IRS at xr = 110 m. By comparing Scenarios 1-3, we also observe that although the
building sways of the Tx, IRS, and Rx have identical variances, their relative impacts on Pout for a given
position of the IRS are not necessarily the same and depend on the relative positioning of the buildings,
cf. (31) in Corollary 4. For example, when the IRS is closer to the Tx (xr ≤ −100 m), the building
sway of the Rx has the largest impact and the building sway of the IRS has the smallest impact on Pout.
VIII. CONCLUSIONS
In this paper, we proposed IRS-assisted FSO systems which can overcome the requirement of having a
LOS between Tx and Rx. We analyzed 2D and 3D systems by studying equivalent mirror-assisted systems
whose reflected electric fields are identical to those of the corresponding IRS-assisted systems employing
the phase-shift design proposed in this paper. Based on these analyses, we developed conditional and
statistical GML models which characterize the impact of the physical parameters of the IRS, such as
its size, position, and orientation, on the end-to-end FSO channel. Moreover, we analyzed the outage
probability of an IRS-assisted FSO link assuming that, in addition to the GML, atmospheric turbulence
induced fading is also present. Simulation results validated the presented analysis and revealed important
insights for system design. For instance, for a reasonable IRS size, e.g. 10 cm for an end-to-end distance
in the order of 1 km, the beam truncation caused by the finite-size IRS can be safely neglected. Moreover,
we showed via both simulations and theoretical analysis that even if the variances of the fluctuations of
the Tx, IRS, and Rx positions are identical, their impact on the end-to-end channel is not necessarily
the same and depends on the relative positioning of the three nodes.
APPENDIX A
We use the fact that each point on the IRS is also located on another line, i.e., y˜, which is orthogonal to
the beam line. Moreover, let I irsG (y|dsr, θi, w0)dy denote the fraction of power collected on the infinites-
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imally small line element dy around point y on the IRS. Then, due to conservation of energy, we have
I irsG (y|dsr, θi, w0)dy = IorthG (y˜|d, w0) dy˜, with dy˜ = cos θidy, (39)
where IorthG (y˜|d, w0) dy˜ denotes the fraction of power collected on the infinitesimally small line segment
dy˜ around point (y˜, 0) on a plane orthogonal to the beam line at distance d from the LS. Moreover,
from geometry, d = dsr + y sin θi and y˜ = y cos θi hold. However, since dsr  y sin θi holds in practice,
we approximate d ≈ dsr. Therefore, (39) simplifies to
I irsG (y|dsr, θi, w0)= cos θiIorthG (cos θiy|dsr, w0)
=
√
2 cos θi√
piw(dsr, w0)
exp
(
− 2 cos
2 θiy
2
w2(dsr, w0)
)
(a)
= IorthG (y|dsr, w˜0) , (40)
where equation (a) follows from comparing
√
2 cos θi√
piw(dsr,w0)
exp
(−2 cos2 θiy2
w2(dsr,w0)
)
with (4) and w˜0 given in (9).
This completes the proof.
APPENDIX B
To calculate the fraction of power that flows into the lens (i.e., the conditional GML), we first find the
reflected power density across the lens and then integrate it over the lens. Similar to (40) in Appendix A,
the reflected power density across the lens is obtained from the reflected power density across the
plane perpendicular to the reflected beam, Iorthrfl (·|·, ·) given in (12), as cos θrlIorthrfl (ρ cos θrl|de2e, wˆ0). By
integrating cos θrlIorthrfl (ρ cos θrl|de2e, wˆ0) over the lens, the conditional GML is obtained as
hg = cos θrl

∫ ρ1
0
Iorthrfl (ρ cos θrl|de2e, wˆ0)dρ+
∫ ρ2
0
Iorthrfl (ρ cos θrl|de2e, wˆ0)dρ, if ρ12 = 2al∣∣∣ ∫ ρ1
0
Iorthrfl (ρ cos θrl|de2e, wˆ0)dρ−
∫ ρ2
0
Iorthrfl (ρ cos θrl|de2e, wˆ0)dρ
∣∣∣, otherwise, (41)
where ρ1, ρ2, and ρ12 are given in Proposition 1. The two cases in (41) correspond to whether or not
the center of the beam footprint lies on the lens line. Substituting
∫ ρi
0
cos θrlI
orth
rfl (ρ cos θrl|de2e, wˆ0)dρ =
1
2
erf
(√
2 cos θrlρi
w(de2e,wˆ0)
)
into (41) leads to (14) and concludes the proof.
APPENDIX C
The fraction of power that is collected by the PD as a function of the distance between the lens center
and the beam footprint center, denoted by u, is obtained as follows
hg =
∫ al−u
−al−u
cos θrlI
orth
rfl (ρ cos θrl|de2e, wˆ0)dρ
(a)
=
∫ al−u
−al−u
√
2 cos θrl√
piw(de2e, wˆ0)
exp
(
− 2 cos
2 θrlρ
2
w2(de2e, wˆ0)
)
dρ, (42)
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where cos θrlIorthrfl (ρ cos θrl|de2e, wˆ0) is the reflected power distribution across the lens, see Appendix B,
and equality (a) is obtained using (12). In order to approximate hg, we first use the Taylor series
expansion of the exponential term and then simplify it as follows
hg=
√
2 cos θrl√
piw(de2e, wˆ0)
∞∑
n=0
∫ al−u
−al−u
(
− 2 cos2 θrlρ2
w2(de2e,wˆ0)
)n
n!
dρ =
∞∑
n=0
√
2 cos θrl√
piw(de2e,wˆ0)
(
− 2 cos2 θrl
w2(de2e,wˆ0)
)n
n!(2n+ 1)
× ((al − u)2n+1 + (al + u)2n+1) = ∞∑
k=0
A2k
(√
2 cos θrlu
w(de2e, wˆ0)
)2k
, (43)
where A2k =
∑∞
n=k
2(−1)n(2n+12k )√
pin!(2n+1)
(√
2 cos θrlal
w(de2e,wˆ0)
)2n+1−2k
. By equating the first two terms of (43) to the same
terms in the Taylor series expansion of a Gaussian pulse of the form c exp
(
−2u2
tw2(de2e,wˆ0)
)
, where c and t
are constants, we obtain (19). This completes the proof.
APPENDIX D
We first present the following lemma which is useful for derivation of the power distribution across
the IRS and later for derivation of the power distribution across the lens in Appendix F.
Lemma 6: Consider a x˜y˜z˜-coordinate system. Assume an LS is located at distance d˜ from the origin
and its beam line strikes the origin with incident angle Ψˆi = (θˆi, φˆi). Let Iorth(xˆ0, yˆ0|d) denote the power
distribution of the general beam (e.g., normal Gaussian and astigmatic Gaussian) at point aˆ = (xˆ0, yˆ0)T
across a plane perpendicular to the beam line at distance d from the LS. The power distribution at point
a˜ = (x˜0, y˜0)
T in the x˜− y˜ plane is given by
I(x˜0, y˜0|d˜, Ψˆi) = cos θˆiIorth(xˆ0, yˆ0|d˜) with aˆ = TθˆiR−φˆi a˜. (44)
Proof: We use the fact that each point on a plane, which is non-perpendicular to the beam direction,
denoted by Pnp, is also located on another plane, which is perpendicular to the beam line, denoted by
Pp. Let (x˜0, y˜0) and (xˆ0, yˆ0) denote the same point in planes Pnp and Pp, respectively, expressed in their
respective coordinate systems. Moreover, let I(x˜0, y˜0|d˜, Ψˆi)dx˜dy˜ denote the fraction of power collected
on the infinitesimally small surface element dx˜dy˜ around the point (x˜0, y˜0) on Pnp with distance d˜ from
the LS. Then, due to the conservation of energy, the following relation has to hold
I(x˜0, y˜0|d˜, Ψˆi)dx˜dy˜ = Iorth(xˆ0, yˆ0|dˆ)dxˆdyˆ, with dxˆdyˆ = cos θˆidx˜dy˜, (45)
where Iorth(xˆ0, yˆ0|dˆ)dxˆdyˆ denotes the fraction of power collected on the infinitesimally small surface
element dxˆdyˆ around point (xˆ0, yˆ0) on Pp with distance dˆ from the LS. Therefore, to find I(x˜0, y˜0|d˜, Ψˆi)
in terms of the known function Iorth(xˆ0, yˆ0|dˆ), we need to express (xˆ0, yˆ0) as a function of (x˜0, y˜0).
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We note that Pp lies in the xˆ − yˆ plane, passes through point (x˜0, y˜0), which is identical to point
(xˆ0, yˆ0), and its normal vector points in the opposite direction of the incident beam, i.e., (− sin θˆi cos φˆi,
− sin θˆi sin φˆi,− cos θˆi). We choose the xˆ and yˆ axes on Pp as follows. First, we choose yˆ as the
intersection of Pp and Pnp. Their intersection is given by y˜ = − cot φˆi(x˜− x˜0)+ y˜0 in the x˜y˜z˜-coordinate
system. The line orthogonal to yˆ in Pnp is given by y˜ = tan φˆi(x˜− x˜0) + y˜0, which we refer to as line
ˆˆx, and the line orthogonal to yˆ in Pp is xˆ. As can be seen from the equation defining ˆˆx, its angle with
the x˜ axis is φˆi. Moreover, the angle between ˆˆx and xˆ is θˆi. Therefore, the xˆyˆzˆ-coordinate system is
determined by moving the origin to the beam footprint center on Pp and rotating the axes first around
the z˜ axis by angle φˆi counter-clockwise and then rotate them around the resulting new y˜ axis by angle
θˆi counter-clockwise. In other words, point a˜ = (x˜0, y˜0)T in the x˜y˜z˜-coordinate system on Pnp has
coordinates aˆ = (xˆ0, yˆ0)T in the xˆyˆzˆ-coordinate system on Pp given by aˆ = TθˆiR−φˆi a˜. Substituting this
into (45) and noting that dˆ ≈ d˜ holds for d˜ 
√
x˜0
2 + y˜20 leads to (44) and completes the proof of
Lemma 6.
Substituting Ψˆi = (θi, 0) and (4) into Lemma 6 leads to (21) and completes the proof of Lemma 4.
APPENDIX E
Using Lemma 6 and (24), the left-hand side of (25) is obtained as
I irsAG(x, y|dsr, Ψˆi, wˆ0, ϕˆ) = ImaxAG (dsr,w0) cos θˆi exp
(− 2aTRT−φˆiTTθˆiRTϕˆSdsrwˆ0RϕˆTθˆiR−φˆia), (46)
where a = (x, y)T and Sdsrwˆ0 = diag
{
1
w2(dsr,wˆ01 )
, 1
w2(dsr,wˆ02 )
}
. Equating (46) and (21), we obtain
RT−φˆiT
T
θˆi
RTϕˆS
dsr
wˆ0
RϕˆTθˆiR−φˆi = S
dsr
w0
T2θi =⇒ RTϕˆSdsrwˆ0Rϕˆ = A. (47)
Here, A = T−T
θˆi
R−T−φˆiS
dsr
w0
T2θiR
−1
−φˆiT
−1
θˆi
(a)
= T−T
θˆi
RT
φˆi
Sdsrw0 T
2
θi
RφˆiT
−1
θˆi
, where equality (a) follows from
R−1τ = R−τ . Now, we have to find wˆ0 and ϕˆ such that (47) holds. In particular, since the columns of
Rϕˆ are orthonormal and Sdsrwˆ0 is a diagonal matrix, it is in the form of an eigenvalue decomposition.
Therefore, the diagonal elements of Sdsrwˆ0 are the eigenvalues of A and the columns of R
T
ϕˆ are the
corresponding eigenvectors. Finally, we note that for the power distributions in (46) and (21), when
the arguments of the exponential functions become identical, the factors multiplied with them become
identical as well. This completes the proof.
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APPENDIX F
By substituting Ψˆi = (θrl, 0) and d = de2e in Lemma 6 and (24), we derive the power density across
the lens at point a = (x, y)T as follows
I lensAG (x, y|de2e, Ψˆi, wˆ0, ϕˆ)= cos θrlImaxAG (de2e, wˆ0) exp(−2aTBa)
(a)
= cos θrlI
max
AG (de2e, wˆ0) exp(−2dTΛd), (48)
where B = TTθrlR
T
ϕˆS
de2e
wˆ0
RϕˆTθrl . Equality (a) follows from the eigenvalue decomposition of B, where
we have d = UTa. Moreover, U contains the eigenvectors of B as its columns and Λ is a diagonal
matrix with the corresponding eigenvalues on its main diagonal. Integration of (48) over the lens area
yields the power collected by the PD, which can be calculated using the same technique as in [32, Eq.
(13) and Appendix C]. This results in (27) and completes the proof.
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