We investigate the design of subband coders without the traditional perfect-reconstruction constraint on the filters. The coder uses scalar quantizers, and its filters and bit allocation are designed so as to optimize a rate-distortion criterion. Our results hold for a broad class of ratedistortion criteria that satisfy certain convexity properties. We begin by showing that optimality can be achieved using filter banks that are the cascade of a (paraunitary) principal component filter bank for the input spectral process and a set of pre-and post-filters surrounding each quantizer. Analytical expressions for the pre-and postfilters are then derived. An algorithm for computing the globally optimal filters and bit allocation is given. We also develop closedform solutions for the special case of two-channel coders under an exponential rate-distortion model. Finally, we investigate a constrained-length version of the filter design problem, which is applicable to practical coding scenarios. While the optimal filter banks are nearly perfectreconstruction at high rates, we demonstrate an apparently surprising advantage of optimal FIR filter banks: they significantly outperform optimal perfect-reconstruction FIR filter banks at all bit rates. *
Introduction
Following the discovery of perfect-reconstruction (PR) filter banks in the mid-eighties [1, 2, 3, 4] , subband coding research has primarily focused on the design and optimization of PR systems.
The emergence of wavelet theory provided new insights into the design of PR filter banks and helped sustain this trend. Yet the use of subband coders without PR constraints is not without advantages. The flexibility provided by the use of such a broad class of filters means that subband coders without PR constraints generally outperform subband coders that use PR filter banks.
This advantage has been well documented in research using statistical signal models. In a 1988
paper, Dembo and Malah [5] used modulated analysis filter banks and designed synthesis filters that minimize the mean-squared error of the reconstructed signal under a broad class of quantizer models. More recently, Kovačević [6] used (fixed length) Lloyd-Max quantizers and designed synthesis filters in such a way that the reconstruction error is uncorrelated with the signal itself.
Haddad and Park [7] also used Lloyd-Max quantizers, designed a set of scaling factors (which they called compensators) for synthesis filters, and minimized the mean-squared reconstruction error over these factors. Vaidyanathan and Chen [8] gave a Wiener filtering interpretation for such filter design problems. Gosse and Duhamel [9] considered a broader class of scalar quantizers, including uniform quantizers and entropy-constrained scalar quantizers, which have variable length and are optimal in a rate-distortion sense. They developed numerical methods for optimizing FIR synthesis filter banks, given the analysis filter banks. Tuqan and Vaidyanathan [10] investigated the design of pre-and post-filters for single-channel quantization systems. As described in [10] , under some assumptions the scalar quantizer could be replaced with an orthonormal subband coder. However, that special setup does not lend itself to joint optimization of the pre-and post-filters, orthonormal filter banks, and bit allocation. Aas and Mullis [11] studied an interesting extension of PR systems: rank-reduced subband coders, where the frequency response of the product filter in each branch of the cascaded analysis/synthesis system is selected to be zero or one according to a certain model bias criterion, which is most meaningful in the absence of quantizers.
The primary goal of this paper is to study the fundamental limits on rate-distortion performance of subband coders without PR constraints, and to compare those limits with those obtained for subband coders with PR constraints. In our study, analysis and synthesis filters and the bit allocation are jointly designed to optimize rate-distortion performance. The filters are not subject to any constraint. The coder uses scalar quantizers in each channel, and the distortion measure is mean-squared reconstruction error. For a fixed bit budget, the resulting filter banks are termed minimum-mean-squared-error (MMSE) filter banks. Our focus is on identifying basic statistical properties and deriving analytical expressions for the optimal filter banks and optimal bit allocation.
These expressions are given in terms of the overall bit budget and second-order statistics of the input signal. Hence our objectives are similar to those in [12] , where a similar analysis was developed for subband coders with PR constraints. The absence of PR constraints introduces interesting new challenges as the distortion-rate function includes both a signal and a quantization noise term, and several key tools from [12] are not applicable here. This paper is organized as follows. Our working assumptions and the rate-distortion criterion for subband coder design are introduced in Sec. 2. Some fundamental statistical properties of the optimal filter banks are derived on Sec. 3; our first main result is Theorem 3.3, which establishes the optimality of a particular coder: the cascade of a principal component filter bank (PCFB) [13, 14] and a set of pre-and post-filters surrounding each quantizer. Expressions for these optimal filters are derived in Theorem 3.4, and an algorithm that computes the jointly optimal filters and bit allocation is given. The results are specialized to coders under an exponential rate-distortion model in Sec. 4. In Sec. 5, we present numerical results which illustrate our theoretical analysis and demonstrate some remarkable advantages of FIR filter banks over their PR counterparts.
Conclusions are given in Sec. 6 . Details of most proofs are given in the appendix. Part of this work was originally presented in [15] .
Statement of the Problem

Subband Coder Model
We consider M -channel subband coders with analysis filters {H i (f ), 0 ≤ i < M } and synthesis filters {H i (f ), 0 ≤ i < M }. Fig. 1 shows an equivalent representation of the codec in terms of the M × M analysis and synthesis polyphase matrices H(f ) andH(f ) [16] . Throughout, we use script fonts for polyphase matrices.
The input x(n) to the subband coder is assumed to be real-valued, Gaussian and stationary, with zero mean and spectral density S(f ). Throughout, we assume that S(f ) is bounded away from zero. The total bit budget is R bits per sample, to be allocated to the quantizers in each channel.
Quantizer Q i in channel i operates on a signal y i (n) with variance σ 2 i , is scalar, and is allocated R i bits, where
We make the assumption that the quantization noise is additive, white and independent of the signal, and that the quantization noise sources in different channels are mutually independent. This is a standard model which is valid for uniform quantizers at high bit rates, but not at low bit rates. (See [9] for more sophisticated quantization models at low bit rates.) Hence we assume that all R i are large and positive. Since x(n) is zero-mean Gaussian, all (unquantized) subband signals y i (n) are also zero-mean Gaussian. Each quantizer is assumed to have a distortion-rate function σ 2 i D(R i ), where in this context, distortion is quantization noise variance, and the distortion-rate function D(.) for a unit-variance Gaussian random variable is strictly positive, strictly monotonic decreasing, and strictly convex. We also require ln D(.) to be concave. The standard exponential model D(R i ) = γ2 −2R i for the rate-distortion function satisfies all of the assumptions above and will be considered in some detail.
Design Criterion
Under the assumptions of Sec. 2.1, the reconstruction errorx(n) − x(n) is a cyclostationary process with period M . For PR systems, the expected mean-squared error (MSE) takes the form [12] 
where ||h i || 2 represents the amplification factor for white noise passed through synthesis filterh i .
In the MMSE filter bank approach, the PR constraints are relaxed so as to trade off systematic reconstruction errors (due to lack of PR) against quantization noise. The solution is nearly identical to the PR solution at high bit rates (low quantization noise), but notable improvements over PR designs have been demonstrated numerically at lower bit rates [9] . Here, we seek analytical expressions for the filters and bit allocation R = [R 0 , R 1 , · · · , R M −1 ] T that jointly minimize the MSE. Let S(f ) be the M × M spectral density matrix for the polyphase vector x(n), input to H(f )
in Fig. 1 . According to the model in Sec. 2.1, signal and quantization noise are independent. So the MSE is the sum of the noise term (2.1) due to quantization, and a signal term due to lack of PR:
where
3)
and the superscript † stands for the Hermitian transpose operator. Hence the mathematical problem is to minimize the functional E over H,H and R, subject to the constraint R =
A solution is guaranteed to exist, because the admissible set of H,H, R is nonempty and closed, and the cost function (2.2) is bounded from below. Also note that while E is strictly convex in R (for fixed filters H,H) and quadratic in both H andH (for fixed R, E is not convex in H,H, R jointly. This makes the joint optimization problem harder to solve.
Optimal Bit Allocation
In order to find the optimal bit allocation, the optimization problem (2.2) with bit rate constraints is transformed into the Lagrange optimization problem:
over H,H, R, where −µ ≥ 0 is the Lagrange multiplier. For any choice of filters H,H , the optimal bit allocation R satisfies the condition
Hence, the slope of the distortion-rate function
at the encoder's operating point is the same for all channels. Here we have made the standard assumption that R is large enough so that the positivity constraints R i ≥ 0 are all inactive (i.e. R i > 0 for 0 ≤ i < M ). Due to the strict convexity of D(.), the optimal bit allocation condition (2.4) yields a unique solution, for fixed filters H,H.
Fundamental Properties of Optimal Subband Coder
Structure of Optimal Subband Coder
We have recently proven that filter banks that are optimal with respect to the PR criterion (2.1) enjoy two fundamental properties: total decorrelation of the subband channels, and spectral majorization [12] . These properties were previously known to apply only to paraunitary filter banks, in which case the solution is a PCFB [13, 14, 17] . Propositions 3.1 and 3.2 below show that these fundamental properties hold even when the PR constraint is relaxed, and the appropriate cost function (2.2) is used. These results enable us to derive the structure of the optimal subband coder in Theorem 3.3.
Specifically, Proposition 3.1 implies that the M ×M spectral density matrix S y (f ) for the vector y(n) of subband signals is diagonal; in other words, the optimal coder statistically decouples the subbands. Proposition 3.2 asserts that the spectral densities S y,ii (f ) for the individual subband signals y i (n) satisfy a certain ordering condition. 
Likewise, the normalized quantities 
But this is precisely the cost function used in [12] . So the procedure used to prove Theorem 2.3 and Lemma 2.6 in [12] directly applies. We conclude that total decorrelation and spectral majorization are necessary conditions for optimality under the cost function (2.2).
We now show there exists an optimal subband coder with the special structure given in Fig. 2 .
This result, which is stated more precisely is given in Theorem 3.3, is a fundamental property of optimal filter banks without PR constraints. All of our subsequent analysis is based on this theorem. The fact that U(f ) is a PCFB means that the output z(n) of U(f ) satisfies the spectral majorization property:
A dual property holds for the input v(n) to U † (f ) in Fig. 2. 1 The channels can always be labeled so that this assumption holds. Theorem 3.3 Without loss of generality, assume that the optimal bit allocation satisfies R 0 ≥ R 1 ≥ · · · ≥ R M −1 . Let C be the class of subband coders in which the analysis and synthesis filter banks are of the form H = GU andH = U †G , respectively, where U = V † is a PCFB, and G and G are diagonal matrices with real, nonnegative functions on the diagonals, see Fig. 2 . Then the optimal subband coder in class C achieves the global minimum of the MSE (2.2). Moreover, the signal v(n) in Fig. 2 satisfies the spectral majorization property
Proof : See Appendix A.
The proof of Theorem 3.3 uses a variational method but is more involved than the corresponding proof in the PR case [12, Theorem 2.7] . The key idea is to develop a lower bound for both the quantization-noise and the signal terms in (2.2) and to show that (1) this bound is achieved by coder in class C, and (2) given any coder (H,H, R), one can construct a coder in class C that is at least as good as the original (H,H, R).
The particular subband coder in Fig. 2 was already shown to be optimal in the PR class [12] .
In that case, we had the additional restrictionG i (f ) = 1/G i (f ), due to the PR constraint. It was also shown that under optimality conditions, U(f ) must be a PCFB. As Theorem 3.3 shows, a closely related but weaker property holds for our problem. As discussed in Remark 4 in Sec. 3.2, it is generally not necessary for U(f ) to be a PCFB for optimality. Hence, unlike in the PR case, the design in Fig. 2 may not be necessary for optimality.
In Sec. 3.2, we seek expressions for the best filters G i (f ) andG i (f ). The optimal solution is clearly guaranteed to be at least as good as the optimal PR solution, since the optimization is over a larger set.
Optimal Filters for a Given Bit Allocation
Our goal here is to find the pre-and post-filters Fig. 2 that minimize the MSE (2.2) for a given U(f ) and bit allocation R. We shall not need to assume that either U(f ) or the bit allocation R is optimal. However, we shall assume that U(f ) statistically decouples the subbands, as is the case for the PCFB in Fig. 2 .
Let S i (f ), 0 ≤ i < M , be the spectral density of the signal z i (n) in channel i at the output of U(f ). Since H = GU andH = U †G , we have
Additionally, since U(f ) statistically decouples the subbands,
Here
nonnegative, so P i (f ) is also nonnegative:
The lower bound in (3.5) is attained if and only if
where α i are arbitrary, nonnegative, real-valued constants. If (3.8) is satisfied, we have
Our approach is to minimize the lower bound (3.6) over P subject to the nonnegativity constraints (3.7). Using (3.8), we then construct a set of filters G,G that attains this minimum; hence this must be the solution to the minimization problem (3.4). Denote by
the solution to the constrained optimization problem (3.6) (3.7). The following theorem gives P opt and constructs optimal filters G opt andG opt in terms of the bit allocation R and the spectral
is a PCFB, and if the bit allocation is optimal, then G opt andG opt
give us a globally optimal solution to the original optimization problem (2.2).
Theorem 3.4 For any given eigenvector matrix U(f ) and R, the filters G andG in Fig. 2 that minimize the MSE (2.2) are given by
where c i are arbitrary positive scaling factors, and the product filters
are of the form 
(3.14)
The MSE for the optimal filters G,G is given by
Proof : See Appendix B.
Since the support sets F + i depend on P opt,i (f ), the expression (3.13) is apparently a complicated nonlinear system of equations. However, in Appendix C we develop a simple algorithm that solves this system. The key idea is that P opt,i (f ) is zero for all frequencies f such that S i (f ) is below a certain threshold. The weak signal components at frequencies f ∈ F + i are of no significance in determining the optimal filters. Note that this property is unique to filter banks without PR constraints. The ability to entirely eliminate weak components of the signal bears a striking similarity with the well-known reverse water filling result in rate-distortion theory for stationary Gaussian processes [18, p. 641 ], according to which no bits should be allocated to frequency components that fall below a certain level that depends on the spectral density of the signal and on the bit budget available.
To illustrate Theorem 3.4 and the discussion above, we present a toy example. The signal x(n) in Fig. 3 is applied to a two-channel filter bank. Its spectral density S x (f ) is piecewise constant as given in Fig. 3(a) , with δ ≪ 1. The frequency response of the lowpass and highpass filters of the Fig. 3(b) , and the resulting aliased spectra S 0 (f ) and S 1 (f ) are shown in Fig. 3(c) . For any bit rate R 0 , the solution to (3.13) is given by
. For any given R 1 , if δ is small enough, half of the frequency components of S 1 (f ) are weak and are filtered out. For δ ≪ 1, the solution to (3.13) is F 
for f ∈ F + 1 , and zero otherwise.
Remark 1
The functional form of the optimal filters (3.13) is independent of the particular ratedistortion criterion used.
Remark 2 Given a particular bit allocation R, the solution (3.13) is unique because it is the global minimizer of the strictly convex cost functional (3.6) over the convex set (3.7) (a simple extension of Proposition B.10, in [19, p.571] ). This implies uniqueness of the sets F + i .
Remark 3
In virtually all examples involving AR processes we studied, a significant simplification arose as P opt,i (f ) was strictly positive over the whole frequency interval:
From (3.13), we find that a necessary and sufficient condition for (3.16) to hold is
In other words, (3.16) holds if S i (f ) is not too small relative to its mean, and the bit rate R i is large enough. This condition was not satisfied in the toy example of Fig. 3 . If (3.16) holds, then (3.13) reduces to 18) and the expression (3.15) for the minimal MSE simplifies into
(3.19)
, it may not be necessary for U(f ) to be a PCFB. To see this, consider the two-channel case and assume there exists f such that the signal components at f are weak in both channels: f ∈ F + 0 and f ∈ F + 1 . Then switching U 00 f ) and U 11 (f ) has no effect on the cost functional.
Remark 5 Since the class C of filters considered includes biorthogonal filters as a special case, the optimal MSE (3.15) is upper-bounded by the minimal value
for the IIR biorthogonal case [12] . At high bit rates, E min ∼ E biorth . Observe that G opt,i (f ) and G opt,i (f ) can be approximated with arbitrary accuracy by FIR filters of sufficient length, so the performance of optimal FIR filter banks converges to (3.15) as the filter length tends to infinity.
As discussed in [12] , PR-FIR filter banks do not enjoy a similar property: they must satisfy the constraint det H(f ) ≡ 1, and their performance does not converge to that of IIR biorthogonal filter banks (for which the constraint det H(f ) ≡ 1 is not applicable). This has a remarkable implication which is illustrated by experiments in Sec. 5: even at high bit rates, FIR filter banks of specified length can vastly outperform FIR biorthogonal filter banks of arbitrary length.
Computation of Jointly Optimal Filters and Bit Allocation
In Sec. 2.3, we derived the condition (2.4) for the optimal bit allocation given the filters. In Sec. 3.2,
we obtained the optimal filters from the expression (3.13) for the optimal product filters P, given the bit allocation R and the eigenvector matrix U(f ). This was done by minimizing the cost functional E in (3.6) over P. As mentioned in Remark 2, these optimal product filters are unique given R and U(f ), because E is strictly convex in P. Moreover, E is strictly convex in R for every P, which implies the uniqueness of the optimal R, given P and U(f ).
We are now interested in computing jointly optimal filters and bit allocation. This can be done using an alternating optimization approach in which bit allocation and filters are successively updated. Each iteration involves two steps: first optimize the bit rates using standard convex programming (e.g., gradient-based) techniques [20, 21] , and second, optimize the filters using (3.11), (3.12) , and (3.13). Such an algorithm would converge to the globally optimum solution under convexity conditions which are discussed below. The PCFB U(f ) is fixed, so we view E as a function of both R and P. The joint optimization problem is much harder than it appears at first sight. For instance, just because the optimal R is unique given P, and the optimal P is unique given R, does not imply that the jointly optimal solution is unique! 2 We now present a condition on the rate-distortion function D(R) that guarantees strict convexity of E as a function of the pair (R, P)
and hence existence of a unique minimum. The convexity property implies that this minimum can be easily found using numerical techniques such as the iterative algorithm above.
Proposition 3.5 The cost functional (3.6) is strictly convex in R and P if 
Exponential Rate-Distortion Function
In this section, we derive analytical expressions for the jointly optimal filters and bit allocation, under the classical model D(R) = γ2 −2R for the rate-distortion function. Recall from (3.21) that the high bit rate assumption guarantees uniqueness of the solution to this optimization problem.
For this particular D(R), the optimal bit allocation condition (2.4) becomes
2 A textbook example of this apparent paradox is the function of two variables F (x0, x1) = (x0 − 1)
2 which has a unique minimum for any given x0 and a unique minimum for any given x1, yet admits two joint minima (0, 0) and (1, 1) . This function is strictly convex in x0 as well as strictly convex in x1, but is not convex in the pair (x0, x1).
The resulting distortions σ 2 i ||h i || 2 D(R i ) are thus identical for all channels. Therefore,
where R =
This yields a closed-form expression for the optimal bit allocation in terms of the filters,
Substituting (4.2) into (2.2), we obain This expression involves M + 1 constants {σ 2 opt,i } and E q that are solutions to the nonlinear system (E.2) (E.3). These solutions are unique owing to (3.21). We have been able to solve the nonlinear system (E.2) (E.3) in closed form for the special case of two-channel filter banks at high bit rates.
The result is stated below. 
3 Otherwise replace σ Proof : Here (E.3) takes the form
Assume momentarily that condition (3.16) is satisfied. Substituting (4.7) into (E.9), we obtain
Dividing both sides by σ 2 opt,0 when i = 0 and by σ 2 opt,1 when i = 1, gives the linear system
whose solution is given by (4.6). Substituting (4.7) into (E.1), we obtain (4.5). From (4.6), we have σ 2 opt,i → 0.5 −0.5
. Hence (4.3) implies that R i → ∞. Hence the right-hand side of (3.17) tends to zero, which justifies our initial assumption (3.16).
Numerical Experiments
In order to illustrate our analyses, we applied an AR(1) input process with correlation coefficient r = 0.8 to a two-channel subband coder. The PCFB for this process is the traditional orthonormal filter bank with ideal low-pass and high-pass filters shown in Fig. 3b . We used the exponential rate-distortion model D(R) = γ2 −2R for the quantizers, with γ = 2.71 (ECSQ). The optimization problem was solved for various rates R, and the results were compared with optimal IIR biorthogonal filter banks and optimal unconstrained-length FIR biorthogonal filter banks [12] . At all bit rates, we obtained F
2 . For R = 1.76, the bit rate in the high-pass channel becomes zero, in which case the design criterion (4.4) becomes invalid. As Fig. 4 shows, the performance of the optimal unconstrained-length MMSE filter banks is very close to optimal IIR biorthogonal filter banks at very high rates, but improvements become quite significant as R decreases. Indeed, the optimal filter banks are close to the IIR biorthogonal solution at very high rates, but the filters differ significantly from those optimal PR filters at lower bit rates. These results are consistent with numerous results in the literature using numerically optimized filter banks. Frequency responses are shown in Fig. 5 for an AR(1) process with correlation coefficient r = 0.8, and rate R = 2.91.
The arbitrary scaling constants c 0 and c 1 for all three filter banks have been chosen so that the frequency responses are the same at f = 0 and at f = 0.5.
Remark 5 at the end of Sec. 3.2 motivated us to investigate the constrained-length version of this design and quantify the improvements over FIR biorthogonal filter banks. A simple rectangular windowing technique was used to design constrained-length FIR filter banks from the optimum unconstrained-length solution. As shown in Fig. 6 , the results are excellent at medium bit rates.
At R = 2.91, the length-63 FIR filter bank outperforms optimal FIR biorthogonal filter banks of arbitrary length, and the length-103 FIR filter bank outperforms optimal IIR biorthogonal filter banks. Similar advantages hold at arbitrarily high bit rates, but longer FIR filters are needed to break the performance bounds for FIR and IIR biorthogonal filters. Refinements in the FIR filter design method are likely to yield further improvements.
Conclusion
We have studied the design of subband coders that are optimally adapted to second-order input signal statistics. Our main working assumptions are the use of scalar quantizers and a model for the rate-distortion characteristic of these quantizers. Absolutely no constraints are placed on the subband filters. The criterion for optimal design of the filters and bit allocation is overall ratedistortion performance of the subband coder. Previous results in the literature have addressed simplified versions of this problem, involving assumptions such as fixed analysis filters. However, joint optimization of analysis filters, synthesis filters, and bit allocation, presents significant challenges. We have obtained answers to a number of basic theoretical questions.
First, we have shown that the output of the optimal coder satisfies fundamental properties of total decorrelation and spectral majorization, which were previously known to apply only to coders with PR constraints on the filters. Also we have shown that the optimal subband coder in the special class of Fig. 2 achieves the global minimum of the distortion-rate function. This analysis stresses the important role played by PCFBs in such problems. We have derived analytical expressions for the optimal pre-and post-filters in Fig. 2 . The functional form of these expressions is independent of the particular rate-distortion model used. Conditions for uniqueness of the jointly optimal pre-and post-filters and bit allocation have been identified in Proposition 3.5. A simple algorithm based on convexity properties of the cost function has been proposed to compute the globally optimal coder. Closed-form expressions have been obtained in the case of two-channel subband coders with exponential rate-distortion function.
The optimal filters do not admit a finite parameterization. In practice, FIR approximations may be sought. We have constructed simple FIR approximations and demonstrated both theoretically and numerically (see Fig. 6 ) the following remarkable property: these FIR approximations significantly outperform FIR PR filter bank of arbitrary length in the sense that even at high bit rates, the MSE performance gap does not tend to zero. Note that the ultimate performance in a constrained class of FIR filters would be obtained by using rate-distortion as the approximation criterion. However, determining optimal filters in this fashion is still an open problem. Another possible extension of our work would be to relax the high-rate assumption that led to the MSE model (2.2). However, as indicated in [9] , low-bit-rate quantization noise models involve complex dependencies between noise samples. Optimization of the overall performance of the subband coder under such models would certainly present a formidable challenge. Other possible applications of our techniques may include the optimal design of transceivers in communication systems; see [22] for recent work in this area. First we give two lemmas which are a direct consequence of Proposition 3.1.
Lemma A.1 The optimal synthesis polyphase matrix is of the form
whereŨ(f ) is a paraunitary matrix, andG(f ) is a diagonal matrix with real, nonnegative entries.
The proof of Lemma A.1 is exactly the same as the proof of Corollary 2.4 in [12] and uses the fact thatH †H is diagonal, which is a consequence of Proposition 3.1.
Lemma A.2 The optimal analysis polyphase matrix is of the form
where S = VΛV † is an arbitrary eigenvector decomposition of S, W is a paraunitary matrix, and Next we derive two lower bounds on the signal and quantization-noise components of the cost function (2.2). These bounds are stated in the two lemmas below. We use the following notation:
, 0 ≤ i < M denotes the same vector with reordered components:
. For ease of notation we also let
Lemma A.3 Let S = VΛV † be an eigenvector decomposition of S, where the elements λ i (f ), 0 ≤ i < M of the diagonal of Λ(f ) are not necessarily ordered. The signal term in (2.2) admits the following lower bound:
with equality if and only if {Q i (f )} and {λ i (f )} have the same ordering ∀f .
Proof: We have 
Let P be a frequency-dependent permutation matrix that reorders the elements of Q in the same order as those of Λ. The lower bound in (A.6) is attained if V †Ũ = P, and W = P T . Moreover, P = I M if the ordering of the elements of Q and Λ is the same.
Lemma A.4 Assume that the optimal bit allocation R satisfies R 0 ≥ R 1 ≥ · · · ≥ R M −1 . Then the quantization noise term in (2.2) admits the following lower bound:
for some admissible bit allocation
The inequality (A.7) holds with equality if and only if the following three conditions are satisfied: R = R * , there exist M constants α i such that S 0.5 y,ii (f ) = α iGii (f ) for all f and i, and the spectral majorization condition (3.1) is satisfied.
Proof: From (2.3) and (A.1), we have
From the Cauchy-Schwarz inequality, we have σ i ||h i || ≥ 0.5 (A.3) . Equality is achieved if and only if there exist M constants α i such that
Next we show that
We first establish this result in the two-channel case.
Let a = 
be the optimal bit rates for Q 0t , Q 1t , i.e., R 0 (t) minimizes
and R 1 (t) = 2R − R 0 (t). It is shown in Lemma A.5 below that for 0 ≤ t ≤ 1 ≤ c b , we have d dt E(R 0 (t), t) < 0, and thus, E(R 0 (0), 0) > E(R 0 (1), 1). But Q 01 = max(Q 0 , Q 1 ) = Q (0) and Q 11 = min(Q 0 , Q 1 ) = Q (1) . This proves (A.10) for the two-channel case (M = 2) if we let
If M > 2, the two-channel approach is used to prove that we can replace Q 0 and Q 1 with max(Q 0 , Q 1 ) and min(Q 0 , Q 1 ), respectively, and then Q 0 and Q 2 with max(Q 0 , Q 2 ) and min(Q 0 , Q 2 ), etc., until in channel 0 we have Q (0) . The procedure is repeated on Q (1) , Q (2) until all channels are exhausted. The proof is complete.
Lemma A.5 Let a ≥ c and b > 0. Let R 0 (t) be the unique minimizer, for fixed t, of the expression
Proof: For fixed t, the extremality conditions for optimality require
which defines R 0 (t) implicitly. Now
due to the strict convexity of D(R 0 ). Thus the solution to F (R 0 , t) = 0 is unique, and R 0 (t) is differentiable, by the implicit function theorem. Also, D ′ (R 0 ) is increasing. Thus (A.12), together with our assumptions about a, b, c, imply that R 0 > 2R − R 0 . D(R 0 )) ) is a strictly convex function, its derivative is strictly increasing:
In (A.13), the denominators are positive (because D(R 0 ) is strictly decreasing) and equal (by the extremal condition (A.12)). This yields
We now use the chain rule and write
by (A.14) and b > 0. The proof is complete.
We are now ready to prove Theorem 3.3. Let V be a PCFB, so the eigenvalues λ i (f ) are ordered.
Any optimal H,H has the structure given in Lemmas A.1 and A.2. Let Q i (f ) be given by (A.3).
) and the polyphase matrices
Let R * (necessarily ordered) be the optimal bit allocation for the choice of filters H * ,H * . It can be seen by retracing the steps of the proofs of Lemmas A.3 and A.4 that the triple H * ,H * , R * is at least as good as the original triple H,H, R and satisfies both lower bounds (A.4) and (A.7) with equality. Since H * ,H * is by construction in class C, and S v,ii = (Q * i ) 2 are ordered, the theorem is proven.
.
B Proof of Theorem 3.4
In order to find the solution to the constrained optimization problem (3.7) (3.10), we make use of the generalized Kuhn-Tucker theorem [24, p.249] . We introduce the Lagrangian
where 5, 0.5] are Lagrange multipliers and we define λ(f )
T . Let P opt (f ) be a solution to the constrained optimization problem (3.10). Then there exists λ opt (f ) such that the Lagrangian is stationary at P opt (f ). Setting the Fréchet derivative of the Lagrangian to zero, we obtain the necessary conditions (B.1) and (B.2) for optimality:
where λ opt (f ) is such that the nonnegativity constraints (3.7) are satisfied. Additionally,
In order to find the solution to the optimization problem (3.7) (3.10), we examine whether the constraint P i (f ) ≥ 0 is active or not, for each frequency f ∈ [−0.5, 0.5]. If the constraint is inactive for a particular frequency f , then P opt,i (f ) > 0, and successive application of (B.2) and (B.1)
gives λ opt,i (f ) = 0 and ∇ P i E P i =P opt,i = 0. On the other hand, if the constraint is active at f , we have P opt,i (f ) = 0 and
. This solution clearly satisfies the first-order Kuhn-Tucker conditions (B.1) and (B.2).
We can now compute P opt,i (f ). When the constraint is inactive (P opt,i (f ) > 0), we obtain from (3.6)
When the constraint is active f ∈ F + i , we obtain
Multiplying both sides by S i (f ), integrating and simplifying, we obtain 0.5
Substituting (B.5) into (B.4) yields the expression (3.13) for the optimal product filter.
We can now compute the optimal pre-and post-filters, {G opt,i (f )} and G opt,i (f ) . From (3.8),
G opt,i (f ) . Hence, (3.11) (3.12) follow with c i = α i . We now substitute (3.11) and (3.12) into (3.2) and obtain
Using (B.5) in (B.6) yields (3.14) . Having derived the optimum filter responses (3.11)-(3.13), we compute the corresponding optimal value of the cost functional E min . Evaluating (3.6) at P opt , we obtain
The expression above is (3.15) and is valid for any given bit allocation R.
C Computation of Support Sets F + i
The sets F + i implicitly defined in (3.13) can be written as
Define the sets F i (T ) = f : 0.5 ≤ f ≤ 0.5 and
i is the solution to the nonlinear equation
See Fig. 7 for an illustration. Per Remark 2 in Sec. 3.2, the sets F 
where {f j } are the roots of S i (f ) = T . After some algebraic manipulations, we find
which implies that
dT has the same sign as
we directly obtain:
In order to establish this claim, we assumed differentiability of |F i (T )| and Q i (T ). However, the existence of plateaus in S i (f ) (as in the example of Fig. 7a ) would give rise to jumps in both |F i (T )| and Q i (T ). We now show that the claim holds even in this case. The functions |F i (T )| and Q i (T ) are right-continuous and have the same set of discontinuities. We have
where A i (T ) △ = f : −0.5 ≤ f ≤ 0.5 and S i (f ) = T are the level sets of S i (f ). It can easily be shown that jumps of f i (T ) are given by
Note that ∆f i (T * i ) = 0 and that ∆f i (T ) has the same sign as f i (T ) − T . Hence the claim (C.2) still holds.
This suggests the use of the following iterative algorithm to find T * i in each channel (See 
D Proof of Proposition 3.5
The cost functional (3.6) viewed as a function of both P and R is the sum of M functionals
depends on i via S i . A sufficient condition for E to be strictly convex in (R, P) is that each F i be strictly convex in (R, P ). A sufficient condition for strict convexity of F i is the positivity of its second order variation evaluated for all (R, P ). (Analogously, positive definiteness of Hessians of functions defined on R n is a sufficient condition for the strict convexity of these functions). Let (δR, δP ) be any admissible variation of the variables (R, P ). The claim will be proven by showing that the second derivative of F (R + αδR, P + αδP ) with respect to the real variable α, evaluated at α = 0, is strictly positive for any admissible (δR, δP ). We have
Using the Cauchy-Schwarz inequality on the rightmost term of (D.1), we have the following tight lower bound:
The right hand side of (D.2) is quadratic in δR and is strictly positive if the discriminant is negative:
Hence (3.20) follows directly.
E Optimal Filters For Exponential Rate-Distortion Function
For notational simplicity, we use σ 2 opt,i in place of σ 2 opt,i /c 2 i (Equivalently, we assume that c i ≡ 1.)
Claim : Under optimal bit allocation, the filters that minimize the MSE (4.4) are given by (3.11) and (3.12), with product filters
The constants σ 2 opt,i and E q are solutions to the nonlinear system
The MSE for the optimal filters is given by
(E.5)
Proof : Substituting (B.6) in (B.4), we obtain
The first term in the right hand side of (4.4),
is inversely proportional to the classical coding gain for PR systems. For optimal filters, (B.6) is satisfied (with c i ≡ 1), so (E.7) takes the form (E.3). Using (4.1) (equality of distortions in all channels), we obtain from (E.3)
Substituting (E.8) into (E.6), we obtain (E.1). Multiplying both sides of (E.1) by S i (f ) and integrating, we obtain
Therefore, σ 2 opt,i satisfies the quadratic equation whose solution is given by (E.2). Equations (E.2), (E.3) constitute a nonlinear system of M + 1 equations with M + 1 unknowns {σ 2 opt,i }, E q . The nonlinearity of this system is compounded by the dependency of the domain of integration F + i on E q and σ 2 opt,i . Given {σ 2 opt,i }, E q , one can solve for F + i using the algorithm in Appendix C. Given F + i , the system (E.2) (E.3) can be solved numerically. The optimal pre-and post-filters are again given by (3.11) and (3.12), respectively.
In order to find the optimum value of the MSE, we substitute (B.6) and (E.1) into the first and second terms of (B.7), respectively. We obtain
(E.10)
Substituting (E.8) into the first term of (E.10), we obtain (E.5).
The discriminant in (E.2) is guaranteed to be nonnegative for all i because there always exists a solution to the optimization problem, per the remark at the end of Sec. 2.2. This solution is unique because condition (3.21) is assumed to be satisfied.
According to (E.2), there apparently exist two possible candidates for the solution σ 2 opt,i in each channel, depending on the choice of the sign. Only one of them corresponds to the (unique) solution. At high bit rates, the solution tends to the IIR biorthogonal solution, and the optimal system tends to a PR system. In this case, σ 2 opt,i tends to the PR solution 0.5 −0.5
that all signs in (E.2) must positive.
Remark When the condition (3.16) is satisfied, the optimal product filters are given by The optimal product filters P opt,0 (f ) and P opt,1 (f ). Note P opt,1 (f ) rejects the insignificant frequency components in the range 0 < |f | < 0.25. Figure 5 : Frequency responses of optimal, unconstrained length analysis filters in two-channel coder, for AR(1) process at bit rate R = 2.91. Solid line: IIR biorthogonal (half-whitening) filters [12] . Dotted line: FIR biorthogonal filters [12] . Dashed line: MMSE filters. 
