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Abstract
Typical energy loss calcuations in AdS/CFT simulations use an initial condition of off-
shell pairs of quarks placed back-to-back in the QGP, but a precise and theoretically
motivated description of configuration does not exist. Quark virtuality can have noticable
effects on the rate of energy loss so a first principles calculation is needed for the early
time behaviour of virtual particles soon after production.
We use the Schwinger Keldysh formalism to calculate a perturbative expression for the
Energy Momentum Tensor of hard partons created before the formation of the Quark
Gluon Plasma. We propose this as a foundational model to use as an initial condition in
jet energy loss calculations.
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Chapter 1
Introduction
One of the four fundamental forces is the Strong interaction, governed by the Quantum
Chromodynamics (QCD) sector of the standard model Lagrangian [1]. Heavy Ion col-
lisions provide experimental access to the emergent, non-trivial, many body physics of
QCD [2]. In particular, naive intuition suggests that different physical processes dominate
when nuclear matter has a density less than that of the proton (∼ 1 GeV/fm3) compared
to when nuclear matter is compressed to densities greater than that of the proton. From
Figure 1.1, we can note that a drastic change in /T 4 occurs around Tc ≈ 160MeV ,
which is interpreted as a sudden increase in the number of degrees of freedom. As such,
Tc is understood to be a critical temperature at which a phase transition occurs and the
hadrons of the system “melt” to form a Quark Gluon Plasma (QGP).
One can note from the top right corner of Figure 1.1 that the lattice data for /T 4
approaches the Stefan-Boltzmann limit, which would be consistent with a weakly coupled
Quark Gluon Plasma of deconfined quarks and gluons. However, a calculation through
the strongly coupled Anti de-Sitter/ Conformal Field Theory correspondence (AdS/CFT)
predicts an /T 4 which is as consistent with the lattice data as the Stefan-Boltzmann limit
[3]. Figure 1.1 therefore remains consistent with both pictures of a strongly-coupled QGP
fluid, and a weakly-coupled QGP gas.
The observed phenomena in heavy ion data of large elliptic flow, heavy quark elliptic
flow and jet quenching in AA data suggest that in the low transverse momentum (pT )
region the QGP behaves like a strongly coupled fluid of low viscousity to entropy density
ratio (η
s
) [5, 6], which is consistent with the AdS/CFT prediction of a low η
s
= 1
4pi
[7].
Great effort has been made to develop theoretical techniques to understand the QGP in
this regime, such as Lattice QCD, Hydrodynamics [5] and the AdS/CFT correspondence
[8]. These same methods fail however in the high pT region, where perturbative QCD
(pQCD) accurately describes the data [9].
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Figure 1.1: Figure indicating the energy density scaled by temperature T 4 as predicted
from Lattice data for typical temperatures reached by SPS and RHIC. Figure adapted
from [4].
The Initial State
A good description of the collision process involving heavy nuclei (such as Pb or Au)
is given in [10, 11] (summarized here). In the centre of mass frame, a longitudinal
Lorentz factor of γ ∼ 100 flattens the nuclei into dense systems of gluons with very
small longitudinal momentum fractions, and large transverse momenta typically of order
k⊥ ∼ 2GeV . QCD exhibits asymptotic freedom, meaning that at relevant scales that are
high compared to ΛQCD ∼ 200MeV , QCD becomes weakly coupled [12]. This weakly
coupled, dense, gluonic form of matter is known as the Colour Glass Condensate (CGC).
Interactions begin at τ = 0 when the nuclei collide. The ‘hard’ processes (those that
involve a momentum transfer Q & 10 GeV ) occur at a time scale τ ∼ Q−1 by the
uncertainty principle. Therefore interactions that are able to result in high transverse
momentum (such as hard parton production) occur very early in the collision before the
‘softer’ processes that result in thermalization, which begin at τ ∼ 0.2 fm/c at an energy
scale of ∼ 1 GeV .
If we were to perform a standard high centre of mass energy (
√
s) p-p collision experiment
(which is governed by pQCD by asymptotic freedom [12]) and measure the pT spectrum
as a function of azimuthal angle φ and rapidity η, we would expect (and do find) clear
peaks indicating the correlated final state particles. We find the same phenomena in
the collision of heavy nuclei, now with a (usually asymmetric) suppression in the peaks
and a large background of photons and hadrons for all angles [13]. The fact that these
jets exist indicate that some high pT underlying phenomena must exist during the initial
stages of the collision, consistent with the application of pQCD to hard particles created
at the earliest times of a heavy ion collision. We understand the suppression to indicate
collimated streams of high energy particles which result in these angularly correlated
peaks, flowing through a medium of softer modes which result in the background of lower
energy hadrons and photons. The suppression of the peaks is understood to indicate
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energy loss as the high energy jets move through (and interact with) the medium [14].
We will be interested in the evolution of the hard processes created during the earliest
stages of the collision, which act as the initial condition for what we observe as jets.
The AdS/CFT Correspondence
The AdS/CFT (Anti-de Sitter Conformal Field Theory) correspondence is a conjectured
connection between an N = 4 Super Yang-Mills theory (a Conformal Field Theory similar
to QCD) and a 10 dimensional string theory of gravity in an Anti-de Sitter background
[15, 16]. Calculations that may be impossible in the gauge theory are solvable in the
gravity dual, namely most problems in the strong coupling regime [17]. Typically an AdS-
Schwarzschild black hole metric is introduced whose Bekenstein-Hawking temperature TH
is considered dual to a thermal medium of temperature T in the CFT, creating something
that is qualitatively similar to the QGP [18, 19]. A usual calculation is to propagate
probes through the medium and calculate their rate of energy loss [20, 21]. This energy
loss rate can then be translated to a prediction of the level of jet quenching that we
expect in heavy ion data.
We would like to think of the QGP as being fully described by strongly-coupled AdS/CFT,
but unfortunately there is no mechanism for jet production from within the theory [22].
With no means of creating hard partons, it is clear that our framework will not reproduce
data. We believe the resolution is to recognize that a QGP (as modelled by an AdS-
Schwarzschild black hole metric) only exists after equilibration, which we expect to be
roughly∼ 1 fm after the collision [23, 24, 25]. We should then be able to use the formalism
associated with hard parton production (pQCD) to describe the evolution of high pT
modes that will propagate through the QGP. We would like to model the evolution of a
pair of weakly coupled hard partons that propagate without a thermalized medium from
the time of the collision at t = 0 fm/c. At ∼ 1 fm an equilibrated medium is formed, and
the evolution of the hard parton through a strongly coupled medium can be performed
through an AdS/CFT simulation [26]. To facilitate this computation, we will need to find
a gauge invariant quantity that can be calculated in both theories, which can be used as
a cross-over from one model to the other. The energy momentum tensor associated with
an excitation in the gauge theory can be found in the gravity description by calculating
the fluctations of the metric at the boundary due to objects placed in the AdS bulk [27].
In this thesis we propose a computation that can be done in any quantum field theory
(QFT) to find the expectation value of the energy momentum tensor in the gauge theory
at weak coupling. The fact that the same object is computable in both models makes
the energy momentum tensor a natural choice for a comparison. One could find the
expectation value of T µν in the gauge theory, evolve it from the collision time to ∼ 1 fm,
match it to the equivalent object in the gravity dual, and evolve it through a strongly
coupled medium onwards.
In our calculation we will first aim to understand the T µν(x) of hard partons created
in a vacuum (similar to the evolution present after a proton-proton interaction). Our
calculations will be done in a scalar field theory, finding general principles and results
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that can be extended to QCD. A nucleon-nucleon collision is far more complicated than
a scaled up number of independent p-p collision processes, so in that sense this model
would be naive without considering the mechanism that causes the equilibration of the
thermalized medium before 1 fm. For a leading order calculation we will neglect this
thermalization process and just assume that before the formation of the medium, the
energy momentum tensor of a hard parton production event will be the same in a p-p
collision as it would in an AA collision.
The Energy Momentum Tensor
The energy momentum tensor for a scalar field is defined in [28] as
T µν =
∑
i
∂µφi∂νφi − gµνL; (1.1)
a quantity that is unique for a given theory. Using perturbative techniques we will
explicitly write down the expectation value of T µν for a pair of weakly coupled, back-to-
back partons. An improved energy momentum tensor may be necessary beyond leading
order to avoid divergences from our diagrammatic expansion by keeping the kinetic energy
term scale invariant [29, 30]. A calculation following an example from [31] is given in B.1.
In the context of CGC, extensive work has been done to find expectation values due
to the presence of a strong classical source [10]. The source acts like a coherent state.
Because we are considering the production of hard partons in a small system (such as a
proton-proton collision) we are unable to approximate the nuclei as a coherent object.
Instead we will define an initial state of asymptotically non-interacting particles, and
calculate the contribution to the energy momentum tensor from their interaction, which
will occur after the evolution of the initial states. This derivation can be done in a
similar way to standard scattering calculations, with an individual parton being chosen
from some Parton Distribution Function (PDF) to interact weakly with a parton from
the alternative PDF. Such a process is indicated in Figure 1.2.
Figure 1.2: A generic two-body scattering process. Adapted from [28].
We will use the Schwinger-Keldysh real time formalism (to calculate expectation values)
to attempt to understand this scattering as an initial value problem. Given some initial
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condition, we would want to find the average energy/momentum density of a system as
a function of spacetime. We hope to see a stark change in 〈T µν〉 at the time of collision,
followed by the evolution of a back-to-back pair of hard partons. The Schwinger-Keldysh
formalism results in a diagrammatic expansion at weak coupling that we hope can be
reliably truncated. As we will find, these diagrams carry the interpretation of the squares
of matrix elements given in the usual scattering formalism, weighted by the eigenvalues
which correspond to the operator Tˆ µν .
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Chapter 2
The Schwinger Keldysch Formalism
Interaction Picture and Gell-Mann Low
We want to evaluate expectation values of operators within the context of quantum field
theory. It is convenient to consider a general Hamiltonian H = H0 + Hint where H0 is
chosen to be soluble (for example, we will take H0 to be the Hamiltonian of a free field
theory) and Hint which we will call the Interaction Hamiltonian.
Consider the Schro¨dinger Equation
i
d
dt
|ψS〉 = H |ψS〉 . (2.1)
where |ψ〉 is a state determined by the Hamiltonian H. The S subscript indicates op-
erators and states in the Schro¨dinger picture. We can define a time evolution operator
UH(t, t0) so that we can represent
|ψS(t)〉 = UH(t, t0) |ψS(t0)〉 . (2.2)
Equation 2.1 implies that UH(t, t0) satisfies
i
d
dt
UH(t, t0) = HUH(t, t0). (2.3)
Consider UH0(t, t0) as the corresponding time evolution operator for the soluble theory
given by Hamiltonian H0. We know that UH0(t, t0) will satisfy the Schro¨dinger Equation
for the H0 Hamiltonian
i
d
dt
UH0(t, t0) = H0UH0(t, t0). (2.4)
We define the interaction picture states as
|ψI(t)〉 = U †H0(t, t0) |ψS(t)〉 (2.5)
OI(t) = U
†
H0
(t, t0)OS(t)UH0(t, t0). (2.6)
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In particular we define HI := U
†
H0
(t, t0) (Hint)S UH0(t, t0). Equation 2.1 becomes
i
d
dt
|ψI〉 = U †H0(t, t0) (Hint)S UH0(t, t0) |ψI〉 = HI |ψI〉 . (2.7)
Suppose we write the interaction picture ket as in the form
|ψI(t)〉 = UI(t, t0) |ψI(t0)〉 (2.8)
where we understand UI(t, t0) to be the time evolution operator for states in the interac-
tion picture. Equation 2.7 then implies
i
d
dt
U(t, t0) = HIU(t, t0) (2.9)
so that we can understand interaction picture states to evolve according to the Schro¨dinger
Equation with a Hamiltonian given by HI . Setting |ψI(t0)〉 = |ψS(t0)〉 = |ψ(t0)〉 and using
Equations 2.2, 2.5 and 2.8 we can find (and alternatively verify by plugging Equation 2.10
into Equation 2.9) that
UI(t, t0) = U
†
H0
(t, t0)UH(t, t0). (2.10)
The expectation value 〈O〉 is then
〈ψS(t)|OS(t)|ψS(t)〉 = 〈ψS(t0)|U †H(t, t0)UH0(t, t0)OI(t)U †H0(t, t0)UH0(t, t0)|ψS(t0)〉
= 〈ψ(t0)|U †I (t, t0)OI(t)UI(t, t0)|ψ(t0)〉 .
From a direct computation one can show that the solution to 2.9 is given by
UI (t, t0) = T←−{e
−i ∫ tt0 dτ HI(t)}. (2.11)
Taking the Hermitian conjugate of a string of time ordered operators will result in a
string of anti-time ordered operators
(O1...On)
† = On†...O1†, (2.12)
so the Hermitian conjugate of the evolution operator will be the anti-time ordered expo-
nential
U †I (t, t0) = T−→{e
i
∫ t
t0
dτ HI(t)}. (2.13)
For clarity we write
〈O〉 (t, t0) = 〈ψ(t0)| T−→{e
i
∫ t
t0
dτ HI(t)}OI(t) T←−{e
−i ∫ tt0 dτ HI(t)} |ψ(t0)〉 . (2.14)
The right hand side of Equation 2.14 has the interpretation of evolving the state from
some time t0 to time t, evaluating the operator OI at time t, and then evolving the state
back in time to time t0. We define the closed time path C so that the expectation value
of operator O (associated with the full interacting theory Hamiltonian H) is given by
〈O〉 (t, t0) = 〈ψ(t0)|T C{e−i
∫ t
t0
dτ HI(τ)OI(t)} |ψ(t0)〉 (2.15)
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Figure 2.1: Time evolution indicated by the Schwinger-Keldysh contour. The bottom
“+” contour indicates evolution of the initial state through the time-ordered exponential.
The top “-” contour indicates evolution through the anti time-ordered contour.
where T C is the time ordered contour along C. An explanation of the definition of Equation
2.15 as well as a proof of its equivalence to Equation 2.1 is given in Appendices A.1 and
A.2.
We re-iterate Equation 2.10 that UI(t, t0) = U
†
H0
(t, t0)UH(t, t0). The time evolution oper-
ators hold a similar form to Equation 2.11, replaced with the appropriate Hamiltonian.
We define |0(t)〉 as the vacuum state associated with the H0 Hamiltonian, and |Ω(t)〉 as
the vacuum state associated with the H Hamiltonian. Further we define H0 |0(t)〉 = 0.
We use the completeness of the energy eigenstates |n〉 of H to write
UH(t, t0) |0〉 = e−iEΩ(t−t0)|Ω〉〈Ω|0〉+
∑
n>0
e−iEn(t−t0)|n〉〈n|0〉. (2.16)
If we tend t0 → −∞ (1− i) with a small imaginary part, the second term vanishes. We
find
lim
t0→−∞(1−i)
UI(t, t0)|0〉 = lim
t0→−∞(1−i)
U †H0(t, t0)e
−iEΩ(t−t0)|Ω〉〈Ω|0〉 = lim
t0→−∞(1−i)
UI(t, t0)|Ω〉〈Ω|0〉.
(2.17)
Similarly we can use that
〈Ω|UI(t0, t) = 〈Ω|0〉〈0|UH0(t, t0)UH(t0, t) +
∑
n>0
〈Ω|n〉〈n|UH0(t, t0)UH(t0, t)
= 〈Ω|0〉〈0|e−iE0(t−t0)UH(t0, t) +
∑
n>0
〈Ω|n〉〈n|e−iEn(t−t0)UH(t0, t)
to find that
lim
t0→−∞(1−i)
〈Ω|U †I (t, t0) = lim
t0→−∞(1−i)
〈Ω|0〉 〈0|U †I (t, t0).
We choose |Ω(t0)〉 = |Ω〉 and |0(t0)〉 = |0〉 to be the same eigenstate in all pictures t = t0.
We will have (similar to Equation 2.15) that,
〈ΩS(t)|OS(t)|ΩS(t)〉 = lim
t0→−∞(1−i)
〈ΩS(t0)|U †H(t, t0)UH0(t, t0)OIU †H0(t, t0)UH(t, t0)|ΩS(t0)〉
= lim
t0→−∞(1−i)
〈Ω|0〉〈0|UI† (t, t0)OI(t)UI (t, t0) |0〉
〈Ω|0〉
= lim
t0→−∞(1−i)
〈0|UI† (t, t0)OI(t)UI (t, t0) |0〉. (2.18)
Therefore we find
〈ΩS|OS|ΩS〉 (t) = 〈0|T C{e−i
∫ t
−∞ dτ HI(τ)OI(t)}|0〉. (2.19)
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An Expectation Value with a multi-particle initial state
We are interested in expectation values of operators associated with the interactions of
particle excitations in a vacuum. For this purpose, we define an initial density matrix (in
a similar way to [32, 33]) given by
ρ(t0) = ρ0 =
∑
ψ
pψ |ψ0〉 〈ψ0| , (2.20)
We will choose Equation 2.20 to be the same at t0 for both the Schro¨dinger and interaction
pictures. For scattering calculations we will ultimately choose t0 → −∞. An expectation
value of an operator O is simply the time evolved sum over these states in the interaction
picture
Tr{ρ0O}(t) =
∑
ψ
pψ 〈ψ0|T−→{e
i
∫ t
−∞ d τ HI(t)}OI(t) T←−{e
−i ∫ t−∞ dτ HI(t)}|ψ0〉 . (2.21)
Here we have simply replaced the vacuum initial state given by Equation 2.19 with a
state of non-interacting particles at t0 →∞.1
We want to reproduce the behaviour of hard partons at early times after collision. A
natural way to do this is to define isolated single particle states, scatter them, and
calculate the evolution of their observables in time. We will use the shorthand of
n∏
i
⊗ |ki〉 = |k1〉 ⊗ ... ⊗ |kn〉, and choose an initial state of n asymptotic particle ex-
citations at momenta ki. Wavepackets ψi(ki) are chosen to be centred around some
specific momenta pi. We define the initial conditions at t0 → −∞ then as
|ψ0〉 =
n∏
i
⊗
∫
d3ki
(2pi)32Eki
ψi(ki) |ki〉 , (2.22)
〈ψ0| =
n∏
i
⊗
∫
d3k¯i
(2pi)32Ek¯i
ψ¯i(k¯i) 〈k¯i| (2.23)
where the function ψ¯(ki) is the complex conjugate of ψ(ki).
For a single particle, Equation 2.22 would reduce to |ψp0〉 =
∫
d3k
(2pi)32Ek
ψ(k) |k〉. It is usual
to pull out a factor of
√
2Ek from ψ(k) to give |ψp0〉 =
∫
d3k
(2pi)3
ψ˜(k)√
2Ek
|k〉, the momentum
1The trace is an alternative definition of the expectation value because
Tr{ρ0Θ} =
∑
n,ψ
pψ 〈n |ψ0〉 〈ψ0| Θˆ|n〉
=
∑
n,ψ
pψ 〈ψ0| Θˆ |n〉 〈n|ψ0〉
=
∑
ψ
pψ 〈ψ0|Θˆ|ψ0〉 .
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space “in” state given in [28] with normalization condition
∫
d3k
(2pi)3
|ψ˜(k)|2 = 1. In its
current form, Equation 2.22 has the normalization condition that∫
d3k
(2pi)32Ek
|ψ˜i(k)|2 = 1, (2.24)
for each square wavepacket i.
We now have (mirroring Equation 2.21) a leading order expression for the expectation
value of an operator O given initial state |ψ0〉. We will sometimes write the expectation
value in terms of the Heisenberg operator OH = T C{e−i
∫ t
−∞ d τHˆI(t)OˆI(x)},
〈ψS|OS|ψS〉 (x)
= 〈ψ0|OH |ψ0〉 (x)
=
n∏
i
⊗
∫
d3ki
(2pi)32Eki
d3k¯i
(2pi)32Ek¯i
ψ(ki)ψ¯(k¯i) 〈{k¯i}|T C{e−i
∫ t
−∞ d τHˆI(t)OˆI(x)} |{ki}〉 . (2.25)
Contour Green’s Function and useful relations
We are interested in operators that can be constructed from products of the fields in the
theory. The expansion of 2.25 should then result in terms that can be solved with simple
contraction rules between the fields of Oˆ and the fields of the interaction Hamiltonians
from the Dyson series.
It is therefore useful to consider the contour ordered n-point function. By applying Wick’s
theorem2 we find that
TC 〈0|φ(x1)...φ(xm)|0〉 =
∑
contractions
∏
i6=j
〈0|TC{φ(xi)φ(xj)}|0〉 =
∑
contractions
∏
i6=j
D(xi, xj).
(2.26)
These propagators each depend on the relative placements of xi and xj on the TC contour.
We now examine the Green’s functions associated with this contour and define
D (x, y) = 〈0|T C{φ(x)φ(y)}|0〉 =
{
φ(x)φ(y), if x0 <C y0
φ(y)φ(x), if x0 >C y0
. (2.27)
This the <C and >C define an order on the contour. There are 4 cases in which this
simplifies into a familiar propagator.
Case 1: Both co-ordinates on same path of the contour
If we consider both points to be on the upper path of the contour, D (x, y) will be
equivalent to the Feynman propagator. We define the propagator in this case as
D++ (x, y) = T←−〈0|{φ(x)φ(y)}|0〉 . (2.28)
2The proof of Wick’s theorem found in [28] will hold for more complicated paths than the time-ordered
contour with the tweak that when applying it to a general path ordering, the resulting propagators will
be defined using the same path ordering.
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Similarly, if both are on the lower path, the later time will occur first in C. So D (x, y)
will be the anti time-ordered contour
D−− (x, y) = T−→〈0|{φ(x)φ(y)}|0〉 . (2.29)
Case 2: Co-ordinates on opposite paths of the contour
In this case we already know the relative <C ordering of our fields. Then
D+− (x, y) = 〈0|{φ(y)φ(x)}|0〉 , (2.30)
and
D−+ (x, y) = 〈0|{φ(x)φ(y)}|0〉 . (2.31)
These definitions are sumarized below.
Dij(x1, x2) =

〈0|T←−{φ(x1)φ(x2)}|0〉 if i, j = +,+
〈0|{φ(x2)φ(x1)}|0〉 if i, j = +,−
〈0|{φ(x1)φ(x2)}|0〉 if i, j = −,+
〈0|T−→{φ(x1)φ(x2)}|0〉 if i, j = −,−
(2.32)
It is then easy to see the following relations.
D++ (x, y) = θ(x0 − y0)〈φ(y)φ(x)〉+ θ(y0 − x0)〈φ(x)φ(y)〉
= θ(x0 − y0)D−+ (x, y) + θ(y0 − x0)D+− (x, y) (2.33)
D−− (x, y) = θ(x0 − y0)〈φ(x)φ(y)〉+ θ(y0 − x0)〈φ(y)φ(x)〉
= θ(x0 − y0)D+− (x, y) + θ(y0 − x0)D−+ (x, y) . (2.34)
Adding Equations 2.33 and 2.34 together we find
D++ (x, y) +D−− (x, y) = D+− (x, y) +D−+ (x, y) . (2.35)
For convenience we will usually write Equation 2.35 as∑
m,n
mnDm,n(x, y) = 0. (2.36)
Further, we can show that these propagators relate to the free retarded and advanced
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propagators in the following way.
DR(x− y) :=θ(x0 − y0)〈[φ(x), φ(y)]〉
=
{
〈[φ(x), φ(y)]〉, if x0 > y0
0, if x0 < y0
= θ(x0 − y0)〈φ(y)φ(x)〉+ θ(y0 − x0)〈φ(x)φ(y)〉 − 〈φ(x)φ(y)〉
= D++ (x, y)−D+− (x, y) ,
=
∑
m
mD+,m(x, y)
=
∑
m
mD−,m(x, y)
Similarly,
DA(x− y) = D++ (x, y)−D−+ (x, y) =
∑
m
mDm,+(x, y) =
∑
m
mDm,−(x, y). (2.37)
For convenience, we usually write these indices on the fields to indicate from which part
of the contour they came. For example, a field excitation φm(z) indicates an operator
from the time ordered exponential when m = +, and the anti-time ordered exponential
when m = −.
We will sometimes use the shorthand of indicating the propagator’s spacetime points as
a subscript. In these cases we will write Dmn(z1, z2) = D
mn
12 .
Asymptotic States
Returning to Equation 2.25
〈ψ0|OH |ψ0〉 (x)
=
n∏
i
⊗
∫
d3ki
(2pi)32Eki
d3k¯i
(2pi)32Ek¯i
ψ(ki)ψ¯(k¯i) 〈k¯i|T C{e−i
∫ t
−∞ d τHˆI(t)OˆI(x)} |ki〉
we can observe that Equation 2.25 includes the contractions between the in and out states
contained in the bra and ket. The contour ordering determines where the interaction
picture fields (contained inside the contour ordered exponential) appear between the bra
and ket, but the |k¯i〉 and |ki〉 states do not change position throughout this ordering. We
can explicitly find that for some excitation φm(z) we have 〈0|φm(z)|k〉 = e−ik·x, which
is independant of the index m.3 Essentially, the contour ordering does not influence
these states because they are already contour ordered. The same external propagator
will therefore be used to connect the external state to vertices of index m, irrespective of
whether m = + or m = −.
Similarly for the external fields on the left, 〈k|φm(z)|0〉 = eik·x.
3Note that k0 is an on shell energy, defined in terms of k.
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Vanishing Diagrams
A simple argument will end up having incredibly powerful implications for the rest of our
analysis. Consider some operator OˆH such that [OˆI , HI ] = 0. Then we will have that
〈OˆH(t)〉 = 〈T−→ exp
i t∫
−∞
dz1 HˆI(z1)
OˆI(t)T←− exp
−i t∫
−∞
dz1 HˆI(z1)
〉
= 〈OˆI(t)T−→ exp
i t∫
−∞
dz1 HˆI(z1)
T←− exp
−i t∫
−∞
dz1 HˆI(z1)
〉
= 〈OˆI(t)〉
We substitute OˆH(t) = 1, and expand this equivalent expression in terms of the contour
ordered exponential. Then
1 = 〈1〉 = 〈TC
 ∞∑
n=0
(−i)n
n!
t∫
−∞
dz1...dzn
(
All combinations of H+I and H
−
I
)〉, (2.38)
where H±I is composed of fields on the ± contour. The n = 0 term is 1, and each
consecutive term is proportional to some power of the vertex coupling, so each of these
terms must vanish individually. Thus we have that for each n > 0,
〈TC
 t∫
−∞
dz1...dzn
(
All combinations of H+ and H−
)〉 = 0. (2.39)
From Equation 2.39 we can read off the statement
t∫
−∞
dz1...dzn
( ∑
m1...mn
m1...mnD
m1,m2(z1, z2)...D
mn,m1(zn, z1)
)
= 0. (2.40)
For the case of n = 2 we have Equation 2.36∑
m,n
mnDm,n(z1, z2) = 0. (2.41)
Suppose now we want to find
〈OˆH〉 = 〈TC
 ∞∑
n=0
(−i)n
n!
t∫
−∞
dz1...dzn OˆI
(
All combinations of H+I and H
−
I
)〉 (2.42)
for some operator OˆH . Equation 2.42 results in a series expansion given in terms of
contracted fields (or diagrams). Suppose in this expansion there is a subdiagram that
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is not connected in some way to the OˆI operator (either through direct contraction, or
being contracted to a field that is contracted with the OˆI operator). Then that diagram
is one of the terms in the expansion given by Equation 2.39, and is therefore equal to 0.4
The vacuum expectation value of the operator 〈0|Oˆ|0〉 will not vanish in general. We
will at this point consider only the expectation value of Oˆ with a subtracted vacuum
contribution. Therefore the expectation value of operator OˆH will be a sum of the fully
connected diagrams which are connected (as well) to OˆI . Explicit calculations of some
vacuum diagrams can be found in A.3.
The modified Feynman Rules
Once again we recall the expectation value due to an asymptotic initial state.
〈ψ0|OH |ψ0〉 (x)
=
n∏
i
⊗
∫
d3ki
(2pi)32Eki
d3k¯i
(2pi)32Ek¯i
ψ(ki)ψ¯(k¯i) 〈k¯i|T C{e−i
∫ t
−∞ d τHˆI(t)OˆI(x)} |ki〉︸ ︷︷ ︸
MOˆ
(2.43)
It will be convenient focus on the integrand MOˆ, which we have named to be reminis-
cent of a matrix element in the in/out formalism, but acts more as a square amplitude
multiplied by the eigenvalues of Oˆ. MOˆ can be found at weak coupling through a di-
agrammatic expansion, after which we can integrate over the remaining wavepackets to
find the expectation value of Oˆ.
One can follow the standard procedure to construct diagrams in this formalism, with
some slight modifications to the usual Feynman Rules. For every interaction Hamiltonian
HI we will include interaction terms +H
+
I and −H−I (represented as mHmI ), which will
indicate terms from the Dyson series from either the time ordered or anti-time ordered
exponential. There must exist exactly one factor of the operator OˆI in each diagram
(which must be fully connected). OˆI can be chosen to be associated with the + contour,
the − contour or neither (as explained in A.1). Contractions with OˆI (which we have
chosen to be some linear function of the fields contained in the Hamiltonian) result in
the contour ordered propagators described in 2.26.
As an example, we will define the Feynman rules for an interacting scalar theory of the
form
L = 1
2
(∂ψ1)
2 − 1
2
m21ψ
2
1 +
1
2
(∂ψ2)
2 − 1
2
m22ψ
2
2 − λψ21ψ22, (2.44)
when calculating an operator of the form OˆI = ψ1(x)ψ1(x).
Feynman Rules in position space:
• For each propagator associated with ψ1 we include,
4The exception is when the subdiagram is the trivial contraction between the asymptotic states at
the 0th order of the coupling, which provides an overall factor of 1.
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x,m y, n
= Dm,n1 (x, y)
• For each propagator associated with ψ2 we include,
x,m y, n
= Dm,n2 (x, y)
• For each vertex we include,
z1,m = (−iλ)
∑
m
m
∫
d4z1
• For each external line on the right (from a contraction involving a ket) include,
x,m
= e−iki·x
• For each external line on the left (from a contraction involving a bra) include,
x,m
= eiki·x
• We must include exactly one factor of the operator OˆI = ψ1(x)ψ1(x) (which we will
call the insertion) somewhere on our fully connected diagram.
x,+
= 1
The end points (although not specified) can either be vertices or external legs.
• Lastly, divide out any symmetry factors.
It may naively seem that the insertion (indicated by the red “X”) does not do anything,
but this is not so. The insertion essentially allows the propagators to connect to a point
in spacetime without integrating over the associated co-ordinate. Our chosen perscription
is such that propagators ending on the insertion’s spacetime point will be a function of
the co-ordinate and carry its associated “ + ” perscription (which need not be the case,
as explained in the appendix A.1). This is equivalent to saying that we consider the
operator Oˆ to be on the “+” contour.
The modified Feynman rules can be used to derive an expression for MOˆ, which can be
related to the expectation value of the operator Oˆ through Equation 2.43.
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k
′
1
k
′
2
k1
k2
z2
n
z1
m
x, +
Figure 2.2: A typical diagram given in our formalism. The red X indicates an operator
insertion of the form ψ1(x)ψ1(x). The m and n indicate the indicies of two vertices. The
external legs on the left and right indicate the asymptotic states.
A short Diagrammatic Example
A typical Schwinger-Keldysh diagram is given by Figure 2.2, with explicit labels on the
external states. Representing the total contribution of the diagram by A(x), we will have
A(x) = (−iλ)2
∫
d4z1d
4z2
(∑
m,n
mnDm,+1 (z1 − x)D+,n1 (x− z2)Dm,n2 (z1 − z2)
)
e+i(k
′
1+k
′
2)z1−i(k1+k2)z2 .
A Useful Observation
Suppose we were to take the previous example and include an additional term to the
interaction lagrangian of the form
∫
d4x Oˆ(x), and suppose we decided to measure the
expectation value of 1. One of the diagrams in this expansion (call this diagram B) would
look exactly the same as the expansion of the previous section (given by diagram A(x)),
now with an integral over the Oˆ spacetime variable x. Since there are no free spatial
variables in B, and the diagram must conserve 4-momentum, B must be proportional to
δ4(k¯in − kin), where k¯in is the total momentum coming from the left and kin is the total
momentum from the ket on the right.
Therefore A(x) must be proportional to a function that when integrated over all space
is the 4-momentum conserving delta function. The only possibility is that A(x) ∼
e−ix(k¯in−k¯in). The same observation is true of all diagrams in the expansion, so that
we can write down the general property that
MOˆ(x)(kin → k¯in) ∼ e−ix(kin−k¯in). (2.45)
Equation 2.45 will be a useful result for section 3.2.
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Chapter 3
The Expectation Value in an
Interacting Theory
We are interested in the expectation value of the energy momentum tensor.
〈ψ0|T µνH |ψ0〉 (x) =
∫ ( n∏
i
d3ki
(2pi)32Eki
d3k¯i
(2pi)32Ek¯i
ψ(ki)ψ¯(k¯i)
)(MTµν(x)) , (3.1)
where
MTµν(x) =
n∏
i
⊗〈k¯i|T C{e−i
∫ t
−∞ d τHˆI(τ)T µνI(x)} |ki〉 . (3.2)
MTµν(x) will be expanded in powers of the coupling associated with the interaction Hamil-
tonian, and although not indicated explicitly on the left hand side of Equation 3.2 will
depend on 2n momenta indicated by k¯i and ki. There will always be one term in the con-
tour ordered exponential proportional to the identity, which will give us a non-interacting
contribution to the energy momentum tensor. It is therefore useful to study 〈T µν〉 for a
free theory.
3.1 Tµν for a Free Particle
The diagram associated with the free field contribution to the energy momentum tensor
is given by 3.1, but we will evaluate 〈T µν〉 for the free field through explicit contractions.
To 0th order in the coupling, T µν for a scalar field has the form
T µν = ∂µφH∂νφH − gµν
(
1
2
∂µφH∂
µφH − 1
2
m2φ2H
)
. (3.3)
Our ket associated with a one-particle state is given by
|ψp0〉 =
∫
d3k
(2pi)32Ek
ψ(k) |k〉 where
∫
d3k
(2pi)3
|ψ(~k)|2 = 1.
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Both terms are quadratic in φ; we first examine the kinetic term of Equation 3.3.
〈ψp0|∂µφ(x)∂νφ(x)|ψp0〉 =
∫
d3qd3p√
EqEp(2pi)6
ψ(p)ψ¯(q)pµqνe
−ix(p−q). (3.4)
Equation 3.4 is gained by commuting the creation/annihilation operators in the definition
of φ, and considering the 1 particle states in the kets as a fourier transform of φ. We have
also implicitly subtracted out a divergent vacuum expectation value in Equation 3.4.
Equation 3.4 gives a contribution to 〈T µν(x)〉, but this form does not give us much
insight. We therefore integrate our expression over all space to give us a contribution to∫
d3x 〈T µν(x)〉, which gives us∫
d3x 〈ψp0|∂µφ(x)∂νφ(x)|ψp0〉 (3.5)
=
∫
d3qd3p√
EqEp(2pi)6
ψ(p)ψ¯(q)pµqν(2pi)
3δ(3)(q− p) (3.6)
=
∫
d3p
(2pi)3
|ψ(p)|2 pµpν
Ep
(3.7)
≈ p0
µp0
ν
Ep0
. (3.8)
In Equation 3.7 we have used that |ψ(p)|2 is sharply localized around p0 to pull p0µp0νEp0
out of the integral, which then evaluates to 1 by normalization. Similarly,∫
d3x 〈ψp0|φ(x)φ(x)|ψp0〉 ≈
1
Ep0
, (3.9)
Giving us the final result∫
d3x 〈ψp0 |T µν(x)|ψp0〉 ≈
1
Ep0
(
p0
µp0
ν + gµν
(
m2 − p0αp0α
))
=
p0
µp0
ν
Ep0
. (3.10)
This form of the energy momentum tensor for a free particle will be recurring in our
further analysis. The additional examples of 〈T µν〉 for a field in the presence of a classical
source and 〈φ(x)〉 for a single particle state are given in B.2 and B.3.
Figure 3.1: Diagram associated with the free field contribution to Tµν for a single particle
state at leading order.
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3.2 General properties of the perturbative series to
all orders
Vanishing Diagrams due to Conservation of 4-Momentum
We would like to use simple physics principles to determine general properties of our
diagrammatic expansion. We will then use the same principles as sanity checks for our
calculations. Namely, we will show that the expectation value of conserved quantities will
be fully determined from the initial state |ψ0〉. As such interaction terms in a diagram-
matic expansion will sum to 0 when the operator is chosen to be a conserved quantity.
Suppose we have an initial state |ψ0〉 (given by Equation 2.22) of n localized excitations
of momenta smeared over separate wavepackets which we expect to interact through a
collision. We take t0 → −∞ so that we can accurately assume the state of the system to be
given by free theory excitations as required in perturbation theory.1 We will call diagrams
that result from an expectation value of the form 〈ψ0|OI(t)|ψ0〉 free particle diagrams; in
particular these diagrams involve no vertices from any interaction Hamiltonian. As such
free theory diagrams are all that remain in the t = t0 → −∞ limit,
lim
t→−∞
〈T µν〉 = lim
t→−∞
〈ψ0|U †(t, t0)T µνIU(t, t0)|ψ0〉 = 〈ψ0|T µνI |ψ0〉 . (3.11)
Consider an operator C such that [C,H] = 0 (or the eigenvalues of C are a conserved
quantity in time). In the interaction picture the implication is simply that [CI , HI ] = 0.
We therefore have that
〈C〉 = 〈ψ0|U †(t, t0)CIU(t, t0)|ψ0〉 = 〈ψ0|U †(t, t0)U(t, t0)CI |ψ0〉 = 〈ψ0|CI |ψ0〉 . (3.12)
The implication of Equation 3.12 is that any conserved quantity (such as the total 4-
momentum of the system) is determined from the setup of the problem and the expecta-
tion value of these quantities will not change in time. Futher we see that
〈ψ0|U †(t, t0)CIU(t, t0)|ψ0〉 − 〈ψ0|CI |ψ0〉 = 0. (3.13)
The first term of Equation 3.13 represents a diagrammatic expansion, the zeroth order
term of which is 〈ψ0|CI |ψ0〉. Equation 3.13 implies that non-free theory diagrams sum to
0 for expectation values of conserved quantities.
Finally we note that P =
∫
d3xT µ0 is a conserved quantity, so that 〈P 〉 will be given for
all t by integrating Equation 3.11
〈P 〉 =
∫
d3x lim
t→−∞
〈T µν〉 = 〈ψ0|P |ψ0〉 . (3.14)
Let us interpret our equations at this point. During a scattering experiment at some
finite t the particles will interact, causing some spacetime dependent change in energy
1If the isolated particles were able to interact, we would not able to use eigenstates of the free theory
as eigenstates of the full interacting theory at t→ −∞.
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〈P µ〉 =
∫
d3x
∑
i
Figure 3.2: diagrammatic representation of Equation 3.16.
and momentum density. As such the expectation value of the energy momentum tensor
〈T µν〉 (x) will be spacetime dependent and descibed by a diagrammatic expansion
〈T µν〉 (x) = 〈ψ0|U †(t, t0)T µνIU(t, t0)|ψ0〉 . (3.15)
Integrating Equation 3.15 with respect to d3x however will cause all diagrams corre-
sponding to an interaction (any interaction proportional to some power of the coupling)
to vanish. For example, diagrams of the form given in Figure 2.2 will vanish when inte-
grated over all space, while diagrams of the form given in Figure 3.1 will not.
The Free Theory Diagrams determine the Total 4-Momentum
We re-iterate Equation 3.12 in terms of the 4-momentum operator
〈P µ〉 = 〈ψ0|P µI |ψ0〉 (3.16)
which states that the total 4-momentum is equal to the sum of the independant contri-
butions to the 4-momentum from the initial free theory state. Equation 3.16 is written
diagrammatically in Figure 3.2. For consistancy, we must show that this contribution
will be time independant, and so the total momentum will be conserved.
From Equation 2.45, we know that every matrix element MTˆµν(x)(kin → k¯in) is propor-
tional to e−ix·(kin−k¯in). Any single particle diagram with the external momentum placed
on-shell has the property that k0 =
√
k2 +m2, so that integrating over d3x gives a delta
function δ(3)
(
~kin − ~¯kin
)
, automatically setting k0in = k
0
out. Therefore any single parti-
cle diagram contribution to the conserved 4-momentum will be time independent, as
expected.
All diagrams indicating an interaction between different particles will have a more compli-
cated time dependence, but we have shown from Equation 3.13 that these contributions
vanish when integrated over all space. To satisfy Equation 3.11, all interaction contribu-
tions must also vanish as t→ −∞.
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General Late Time Solution
In general we will always know how to write down canonical momentum operator in the
full interacting theory. ∫
d3x Tˆ µ0 = Pˆ µ (3.17)
We can write down a complete set of states. If inserted at t → ∞, this will be a sum
over free field multi-particle states.2
1 =
∑
n
(
n∏
i=1
⊗
∫
d3si
(2pi)32Ei
|si〉 〈si|
)
=
∫
dΠs |s〉 〈s| (3.18)
We write the transition matrix from one state to another in the interaction picture as
T . In the momentum basis (given by state |s〉) we diagonalize the momentum operator
Pˆ µ |s〉H = Psµ |s〉H. When |s〉 represents an asymptotic state in the interaction picture
at t→ ±∞ (at weak coupling), there is no longer an interaction and the eigenvalue Psµ
will simply be the sum of the momenta of the final state on-shell particles.
Pˆ µ |s〉 =
(∑
f
sf
µ
)
|s〉 . (3.19)
We also expect the transition matrix to be 0 when 4-momentum conservation is not
observed, so that for free theory states |in〉 and |out〉
〈out|U(tout, tin)|in〉 = 〈out|1 + iT |in〉 ∼ δ(4)(Pin − Pout). (3.20)
We define
|in〉 =
( ∏
i=A,B
⊗
∫
d3ki
(2pi)3
φi(ki)√
2Ei
)
e−i(b
⊥·k⊥B) |ki〉 (3.21)
Where we have applied a translation operator e−ib·pˆ to the ket to introduce a transverse
impact parameter, which we will later integrate to relate our result to the cross-section.
lim
t→∞
〈Pˆ 〉H =
( ∏
i=A,B
∫
d3kid
3k¯i
(2pi)6
φi(ki)φ¯i(k¯i)√
2Ei2E¯i
)
e−i(b
⊥·(k⊥B−k¯⊥B))

∏
i=A,B
⊗〈k¯i|U †(∞,−∞)Pˆ U(∞,−∞)|ki〉︸ ︷︷ ︸
We call this MPˆ

(3.22)
2This assumption is only valid insomuch as it is true that the Hilbert space of final states in our
theory is spanned by combinations of free particle states at late times (when the particles presumably
are unable to further interact). This means that our treatment will be blind to late time bound states.
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For brevity we define |{ki}〉 = |kA〉 ⊗ |kB〉. By inserting a complete set of states we can
rewrite MPˆ as
MPˆ =
∫
dΠs 〈{k¯i}|(1− iT †)Pˆ |s〉 〈s| (1 + iT )|{ki}〉
= 〈{k¯i}|Pˆ |{ki}〉︸ ︷︷ ︸
The t→ −∞ result, before interaction.
+
∫
dΠs
(∑
f
sf
)(〈{k¯i}|s〉 〈s|iT |{ki}〉 − 〈{k¯i}|iT †|s〉 〈s|{ki}〉+ 〈{k¯i}|T †|s〉 〈s|T |{ki}〉)
Noting that 〈{ki}|s〉 =
∏
i,j
(2pi)32Esiδ
(3)(si − kj) we see that
∫
dΠs
(∑
f
sf
)(〈{k¯i}|s〉 〈s|iT |{ki}〉 − 〈{k¯i}|iT †|s〉 〈s|{ki}〉) ,
=
(∑
i
ki
)
〈{k¯i}|iT |{ki}〉 −
(∑
i
k¯i
)
〈{k¯i}|iT †|{ki}〉 ,
=
(∑
i
ki
)(〈{k¯i}|i(T − T †)|{ki}〉) ,
=−
∫
dΠpf
(∑
i
ki
)(〈{k¯i}|T †|{pf}〉 〈{pf}|T |{ki}〉) .
Here we have used that 〈{k¯i}|iT †|{ki}〉 ∼ δ(4)(
∑
i
ki −
∑
i
k¯i) to pull the eigenvalues out
as a common factor. In the last line we have used the optical theorem and re-inserted a
convenient complete set of states. We now have that
MPˆ =
∑
i
ki 〈{k¯i}|{ki}〉
+
∫
dΠpf
(∑
f
pf −
∑
i
ki
)(〈{k¯i}|T †|{pf}〉 〈{pf}|T |{ki}〉) , (3.23)
where 〈{pf}|T |{ki}〉 = iM({ki} → {pf})(2pi)4δ(4)(
∑
i
ki −
∑
f
pf ) from the standard
definition of matrix elements and transition amplitudes given in [28, 34].
We define
dσ
dΠpf
(in→{pf})
=
∫
d2b
( ∏
i=A,B
∫
d3kid
3k¯i
(2pi)6
φi(ki)φ¯i(k¯i)√
2Ei2E¯i
)
e−i(b
⊥·(k⊥B−k¯⊥B))
(〈{k¯i}|T †|{pf}〉 〈{pf}|T |{ki}〉) ,
(3.24)
which mirrors the definition of dσ in [28] Equation (4.76). A detailed explanation of
Equation 3.24 is given in Appendix A.4. Performing the usual steps of localizing the
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initial wavepackets around peaks of on-shell momentum {pi} we can approximate the ki
eigenvalues as pi. As such, we can use Equations 3.22 and 3.23 to write
lim
t→∞
∫
d2b 〈Pˆ µ〉 =
(∑
i
pi
µ
)
δ(2)(0)︸ ︷︷ ︸∫
d2b〈Pˆµ〉|t→−∞
+
∫
dΠpf
(∑
f
pf
µ −
∑
i
pi
µ
)
dσ
dΠpf
(in→{pf})
.
(3.25)
The late time average momentum is the sum of the 4-momenta of all possible final state
particles, weighted by the cross-section associated with that state.3
To understand Equation 3.25, it is easiest to first consider only the spatial momentum in
the center of mass frame.
lim
t→∞
∫
d2b 〈Pˆ〉 = 0 =
∫
dΠpf
(∑
f
pf
)
dσ
dΠpf
(in→{pf})
(3.26)
Equation 3.26 tells us that given an initial total spatial momentum in the centre of mass
frame
∑
i
pi = 0, the final state particles will distribute themselves in momentum space
so as to keep the total momentum conserved.
Equation 3.25 is the has the same interpretation as Equation 3.26, but will hold in an
arbitrary frame. The contribution of
∫
d2b 〈Pˆ µ〉 |t→−∞ in Equation 3.25 can be interpreted
as a base contribution from the initial average momentum.
The second term of Equation 3.25 adjusts how the final states at t → ∞ contribute to
the total momentum.
∑
f
pf
µ dσ
dΠpf
(in→{~pf}) adds momentum contributions corresponding
to the final states and −∑
i
pi
µ dσ
dΠpf
(in→{~pf}) subtracts the equivalent momentum from the
initial state. Because dσ
dΠpf
(in→{~pf}) ∼ δ(4)
(∑
f
pf
µ −∑
i
pi
µ
)
, the second term of Equation
3.25 will always be 0, meaning that the total momentum will always be conserved.
We can represent Equation 3.25 in terms of the corresponding diagrammatic expansion
as given in Figure 3.3. Thus we receive an interpretation of each diagram in terms of its
contribution to the final state.
3The δ(2)(0) is just a result of summing the infinite volume of the particle beam in the transverse
direction. The infinity here should not cause alarm.
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〈Pˆ 〉 = ∑ ... ++ ∑ ( )... ... ... ...
Contribution to
−∑
i
pi
µ dσ
dΠpf
Contribution to∑
f
pf
µ dσ
dΠpf
Free field 〈Pˆ 〉
Figure 3.3: Diagramatic representation of Equation 3.25
3.3 The Elastic Collision λψ21ψ
2
2 Model
Interactions of asymptotic states should fit comfortably into the language of scattering.
It is natural to consider the expectation value of the energy momentum tensor due to
the collision of two particles. For this purpose we construct a simple model to study only
the behaviour of elastic scattering with an interaction term of the form λψ21ψ
2
2. Adding a
coupling to gluons or photons would be unnecessary. For now we aim only to study the
kinematics of this process in the context of Schwinger-Keldysh.
The Lagrangian
L = 1
2
(∂ψ1)
2 − 1
2
m2ψ21 +
1
2
(∂ψ2)
2 − 1
2
m2ψ22 − λψ21ψ22. (3.27)
provides an appropriate toy model. In the analysis that follows we will be using a 2-
particle initial state |in〉 = |ψ1ψ2〉. We will explicitly verify Equations 3.11 and 3.25
diagrammatically in the rest of this chapter.
Order λ0 Calculation of the Canonical Momentum
The λ0 contribution is given simply by free field diagrams, giving a result identical to a
sum of non-interacting energy momentum tensors (as found in Section 3.1).
+
Figure 3.4: Diagrams associated with the free field contribution to Tµν .
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Order λ Calculation of the Canonical Momentum
The total momentum is defined as P i =
∫
d3xT 0i(x) =
∑
j
∂0ψj∂iψj. A similar formula
holds true for fermionic and gauge particles. The contribution at order λ for an operator∑
j
ψj(x)ψj(x) is given by the diagrams in Figure 3.5.
Figure 3.5: Diagrams that will contribute to Pˆi at order λ.
Let A(x, y) represent the contribution from the diagram in Figure 3.6a plus the equivalent
diagram under an exchange of x and y.
A(x, y) = −iλe−ik1′x
(∫
d4zDR (y − z) e−iKz
)
+ (x↔ y) (3.28)
We will enact derivatives on A(x, y) and limit y → x as the diagram represented by Figure
3.6b will be of ultimate importance in Equation 3.31. For clarity we provide Figure 3.6a
explicitly in this case, but in later examples we will instead only provide diagrams where
the limit y → x has already been taken. Here k1′ indicates the momentum associated
with the external particle with which the operator is contracted, while K represents the
sum of the rest of the momenta at the operator insertion, which can be found by imposing
momentum conservation at the rest of the vertices in the diagram. We use the definition
k
′
1
k
′
2
k1
k2
z1
m
x, + y, +
(a)
k
′
1
k
′
2
k1
k2
z1
m
x, +
(b)
Figure 3.6: Figure 3.6a represents the diagram corresponding to A(x, y). x and y are
taken as different for the convenience of taking derivatives but ultimately a limit will be
taken to relate Figure 3.6a to 3.6b. In Figure 3.6b we indicate the appropriate result
where 3.6a has undergone the limit y → x.
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of the retarded propagator4
DR (y − z) =
∫
d3p
(2pi)3
1
2Ep
(
eip(y−z) − e−ip(y−z)) θ(y0 − z0), (3.30)
to calculate∫
d3x lim
y→x
∂
∂xµ
∂
∂yν
A(x, y)
=− iλ
x0∫
−∞
dz0
∫
d3xd3z
d3p
(2pi)3
(
k1
′
µpν + pµk1
′
ν
)
2Ep
(
e−ix(p+k1
′
)+iz(p−K) + eix(p−k1
′
)−iz(p+K)
)
=λ
∫
d3p
(2pi)3
(
k1
′
µpν + pµk1
′
ν
)
2Ep
(
δ(3)(~p+ ~k1
′
)δ(3)(~p− ~K)
p0 −K0 + i −
δ(3)(~p− ~k1′)δ(3)(~p+ ~K)
p0 +K0 + i
)
e−ix
0(k1
′0+K0).
(3.31)
We are interested specifically in the case µ = 0, ν = i. In this case the δ(3)(~p + ~k1
′
)
function of the first term requires that
(
k1
′
0pi + p0k1
′
i
)
=
(−Ek1′k1′ i + Ek1′k1′ i) = 0, the
first term will necessarily vanish. The result of the second term will be∫
d3x lim
y→x
∂
∂x0
∂
∂~y
A(x, y) = −λ~k1′δ(3)(~k1′ + ~K) e
−ix0(k1′0+K0)
(k1
′0 +K0 + i)
. (3.32)
k1
′0 + K0 is the sum of the energies associated with the external legs and will be in-
dependent of the diagram that we had chosen to calculate. The same functional form
can be factored out when we add the diagrams together. When we add together the
contributions from all the diagrams in 3.5 we will find
− λ(
∑
i
~ki)δ
(3)(
∑
i
~ki)
e−ix
0(Sum of Energies)
(Sum of Energies)
= 0. (3.33)
For this example the spatial integral of the diagrams corresponding to interactions be-
tween the particles will vanish, and the total momentum will be conserved. Note here
that we had to add all the diagrams together to get momentum conservation; individual
diagrams did not give the correct time dependence on their own.
Order λ Calculation of the Canonical Energy
For brevity most proofs in this thesis will be done explicitly using the 3-momentum,
but for completeness we will provide an explicit proof of the conservation of the total
4Note that
∂x0DR(x−z) = θ(x0−z0)
∫
d3p
(2pi)3
1
2Ep
∂x0
(
eip(x−z) − e−ip(x−z)
)
+
∫
d3p
(2pi)3
1
2Ep
(
eip(x−z) − e−ip(x−z)
)
δ(x0 − z0)︸ ︷︷ ︸
0
,
(3.29)
so that we do not need to consider the θ function when differentiating with respect to time.
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energy to this order. Note that conservation of momentum does not imply conservation
of energy, because the total energy does not obey a relativistic dispersion relation.5 The
canonical energy is given by
E =
∫
d3x
(∑
i
1
2
(
(∂0ψi)
2 + (~∂ψi)
2 +m2iψ
2
i
)
+ λψ21ψ
2
2
)
. (3.34)
We will make use of the previous result for
∫
d3x lim
y→x
∂
∂xµ
∂
∂yν
A(x, y) now given the short-
hand Aµν , and A to indicate the expression without derivatives.
Aµν =λ
∫
d3p
(2pi)3
(
k1
′
µpν + pµk1
′
ν
)
2Ep
(
δ(3)(~p+ ~k1
′
)δ(3)(~p− ~K)
p0 −K0 + i −
δ(3)(~p− ~k1′)δ(3)(~p+ ~K)
p0 +K0 + i
)
e−ix
0(k1
′0+K0)
=− iλe−ix0(k′10+K0)

k
′
1µ
(
Ek′1
−~k′1
)
ν
2Ek′1
δ(3)(~k
′
1 + ~K)
k
′
1
0 − (K0 + i) −
k
′
1µ
(
Ek′1
+~k
′
1
)
ν
2Ek′1
δ(3)(~k
′
1 + ~K)
k
′
1
0 + (K0 + i)
+ (µ↔ ν)
Adding together all diagrams for these terms we find
1
2
(
A00 + Aii +m2A
)
=− iλ 1
2Ek′1
(
E2
k
′
1
− (~k′1)2 −m2
)
k
′
1
0 − (K0 + i)︸ ︷︷ ︸
= 0, because k
′
1 is on shell.
δ(3)(~k
′
1 + ~K)e
−ix0(k′10+K0)
+ iλ
1
2Ek′1
(
E2
k
′
1
+ (~k
′
1)
2 +m2
)
k
′
1
0 + (K0 + i)
δ(3)(~k
′
1 + ~K)e
−ix0(k′10+K0)
= + iλ
k
′
1
0
k
′
1
0 + (K0 + i)
δ(3)(~k
′
1 + ~K)e
−ix0(k′10+K0)
Including the contributions from the other diagrams results in a sum over the energies.
〈1
2
∫
d3x
∑
i
(
(∂0ψi)
2 + (~∂ψi)
2 +m2iψ
2
i
)
〉 = +iλe−ix0(k′10+K0)δ(3)(~k′1 + ~K). (3.35)
A direct computation of the interaction term yields
〈
∫
d3xλψ21ψ
2
2〉 = −iλe−ix
0(k
′
1
0+K0)δ(3)(~k
′
1 + ~K). (3.36)
We conclude that the order λ contribution to the energy is 0, and so the energy is
conserved to this order.
5The total energy of the 2 particle system will be given by E = E1 + E2 at all times, which is not
fixed by only requiring that ~P = ~p1 + ~p2 is conserved.
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+ +
+++
Figure 3.7: Contributions to the Expectation Value from s-channel Diagram. This can be
seen as the perturbation to the free field Energy Momentum Tensor due to interactions
with another particle.
Figure 3.8: Contribution to the Expectation Value from t-channel Diagram.
O(λ2) Calculation of the Canonical Momentum
Insertions in the Loop
The presence of the loop appears to be crucial in the calculation of the expectation
value. The integral over the internal momentum is related to a sum over all the possible
outcomes that the average is weighted over. We will consider the diagrams given by
Figure 3.7. The diagrams of the same form as Figure 3.8 will be similar except with
a different definition of the external momentum, and studying them in detail will not
contribute any more insight to our discussion.
We begin by considering A(x, y) representing the contribution from the diagram in Figure
3.9 plus the equivalent diagram under the exchange x↔ y . In a similar fashion to Figures
3.6a and 3.6b, Figure 3.9 represents the expectation value of a bilocal operator. Because
ultimately the y → x limit will always be taken, the diagram in Figure 3.9 is represented
with one insertion labelled by separate co-ordinates x and y. We have that
A(x, y)
=
(−iλ)2
2
∫
d4z1d
4z2
(∑
m,n
mnDm,+(z1 − x)D+,n(y − z2)Dm,n(z1 − z2)
)
e+ik¯inz1−ikinz2 + (x↔ y).
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k
′
1
k
′
2
k1
k2
z2
n
z1
m
x, y
+, +
p1 p2
q
Figure 3.9: Contribution from insertion placed in the loop. We call this diagram A(x, y).
So that we can find
A˜(kin, k¯in) = lim
y→x
∫
d3x ∂xµ∂
y
νA(x, y)
=
(−iλ)2
2
∫
d4z1d
4z2d
3x
(∑
m,n
mn∂µD
m,+(z1 − x)∂νD+,n(x− z2)Dm,n(z1 − z2)
)
︸ ︷︷ ︸
C(x)
e+ik¯inz1−ikinz2
+ (µ↔ ν).
We are interested in the late time solution so we examine limx0→∞C(x). From the
definitions of the propagators, when x0 →∞ we are able to switch the index associated
with x for free.6 We write
lim
x0→∞
C(x)
= lim
x0→∞
(
∂µD
+,+
1,x ∂νD
+,+
x,2 D
+,+
1,2 + ∂µD
−,+
1,x ∂νD
+,−
x,2 D
−,−
1,2
)
− lim
x0→∞
(
∂µD
+,+
1,x ∂νD
+,−
x,2 D
+,−
1,2 + ∂µD
−,+
1,x ∂νD
+,+
x,2 D
−,+
1,2
)
=
(
∂µD
+,−
1,x ∂νD
−,+
x,2 D
+,+
1,2 + ∂µD
−,+
1,x ∂νD
+,−
x,2 D
−,−
1,2
)
− (∂µD+,−1,x ∂νD+,−x,2 D+,−1,2 + ∂µD−,+1,x ∂νD−,+x,2 D−,+1,2 ) (3.37)
Now when transforming to the Fourier space and substituting C(x) back into A˜(kin, k¯in)
6This can be seen from
lim
x01→∞
Dij(x1, x2) = lim
x01→∞

〈0|T←−{φ(x1)φ(x2)}|0〉 if i, j = +,+
〈0|{φ(x2)φ(x1)}|0〉 if i, j = +,−
〈0|{φ(x1)φ(x2)}|0〉 if i, j = −,+
〈0|T−→{φ(x1)φ(x2)}|0〉 if i, j = −,−
= lim
x01→∞
{
〈0|{φ(x2)φ(x1)}|0〉 if j = −
〈0|{φ(x1)φ(x2)}|0〉 if j = +
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we will find
A˜(kin, k¯in)
=
∫
d4p1d
4qd4p2
(2pi)12
(p1µp2ν + (µ↔ ν))
D+,−(p1)D−,+(p2)D+,+(q) +D−,+(p1)D+,−(p2)D−,−(q)︸ ︷︷ ︸
DA
∆
−
∫
d4p1d
4qd4p2
(2pi)12
(p1µp2ν + (µ↔ ν))
D+,−(p1)D+,−(p2)D+,−(q) +D−,+(p1)D−,+(p2)D−,+(q)︸ ︷︷ ︸
DB
∆,
where
∆ =
(−iλ)2
2
∫
d4z1d
4z2d
3xe+ik¯inz1−ikinz2−ip1(z1−x)−ip2(x−z2)−iq(z1−z2)
=
(−iλ)2
2
(2pi)11δ(4)(k¯in − (p1 + q))δ(4)(kin − (p1 + q))δ(3)(~p1 − ~p2).
Notice how integrating over d3x has caused the time dependance to fall away. When we
take µ = 0, ν = i and perform the dp01 and dp
0
2 integrals over the DA term, we find∫
dp01dp
0
2 (p1µp2ν + (µ↔ ν))
(
D+,−(p1)D
−,+
(p2)
D+,+(q) +D
−,+
(p1)
D+,−(p2)D
−,−
(q)
)
δ(3)(~p1 − ~p2)
=
((−Ep1
~p1
)
µ
(
Ep1
~p1
)
ν
+ (µ↔ ν)
)
(2pi)2
4E2p1
δ(3)(~p1 − ~p2)(D+,+(q) +D−,−(q) )
= 0. (3.38)
Repeating the calculation for the D−,+(p1)D
−,+
(p2)
D−,+(q) term
7 we find∫
dp01dp
0
2 (p1µp2ν + (µ↔ ν))
(
D−,+(p1)D
−,+
(p2)
D−,+(q)
)
δ(3)(~p1 − ~p2)
=
p1µp1ν
Ep1
∣∣∣∣
p01=Ep
(2pi)2
2Ep1
δ(3)(~p1 − ~p2)D−,+(q) . (3.39)
Plugging Equations 3.38 and 3.39 back into A˜(kin, k¯in), and integrating over the remaining
d3p2dq
0, we will have
A˜(kin, k¯in) =
∫
d3pd3q
(2pi)62Ep2Eq
(
pµpν
Ep
∣∣∣∣
p0=Ep
)
λ2(2pi)8δ(4)(kin−k¯in)δ(4)(kin−(p+q)). (3.40)
Note that we calculated Equation 3.40 for the case of x0 →∞ which allowed us to simplify
Equation 3.37 and gain only D±∓ propagators. As a result the momenta p and q are have
been placed on-shell due to the delta functions held within the D±∓ propagators. The
7We could certainly do the same as well for the D+,−(p1)D
+,−
(p2)
D+,−(q) term. We get the same thing, now
with p01 = −Ep1 and q01 = −Eq. If we specify for our problem that we started with positive energy
particles, then the delta function δ(k0in − (p0 + q0)) reduces this term to 0.
33
on-shell-ness of the momenta comes from the mathematics as opposed to being imposed
externally.
We can use Equation 2.43 to recover the expectation value of
∫
d3x ∂µψ1∂νψ1(x) from
A˜(kin, k¯in) =M∫ d3x ∂µψ1∂νψ1(x). The factor of λ2δ(4)(kin − k¯in)δ(4)(kin − (p + q)) in Equa-
tion 3.40 is exactly what we would find for the squared matrix element in the in/out
formalism, so that the integral over wavepackets in 2.43 will be reminiscent of the deriva-
tion of the differential cross-section given in [28] pg’s 105-106 and reflected in Equation
3.24. Specfically, the δ(4)(kin − k¯in) present in A˜(kin, k¯in) affects only the integrals of the
wavepackets in Equation 2.43. A more explicit calculation is performed in section 4.1.1
but will not be necessary here. For our purposes, the δ(4)(kin − k¯in) function will not be
important, and we can think of A˜(kin, k¯in) as the sum of final state momentum eigenvalues
associated with the diagram given in Figure 3.9, weighted by the matrix element squared
|M|2 of 2→ 2 scattering in the elastic collision model.
A full calculation with Pˆ =
∫
d3x (∂µψ1∂νψ1(x) + ∂µψ2∂νψ2(x)) would include a diagram
with an insertion on the solid line of the internal loop in Figure 3.9, providing an additional
term. We find (ignoring for now the insertions placed on the external legs, and considering
only the contributions from the loop)
lim
t→∞
MPˆ
∣∣∣∣
loop
=
∫
d3pd3q
(2pi)62Ep2Eq︸ ︷︷ ︸∫
dΠ
pµpνEp
∣∣∣∣
p0=Ep
+
qµqν
Eq
∣∣∣∣
q0=Eq︸ ︷︷ ︸∑
f p
f
λ2(2pi)8δ(4)(kin − k¯in)δ(4)(kin − (p1 + q))︸ ︷︷ ︸|M|2 .
(3.41)
This is exactly what we would expect as given by 3.25. The late time total momentum
is given by a distribution of final state particles in the rest frame weighted by the cross-
section. What is left is to check that placing insertions on the external legs provides the
correct contribution so that our late time calculation holds outside the rest frame.8
8The t-channel contributions would have been similar, but with a different definition of kin and k¯in
inside the delta functions.
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Figure 3.10: Sum of the s-channel contributions with insertions placed on the external
legs
k
′
1
k
′
2
k1
k2
z2
n
z1
m
+, +
x, y
Figure 3.11: Diagram contributing A(x, y). An order λ2 diagram with an insertion placed
on an external leg.
Insertions on the External Legs
We will now consider diagrams of the form 3.10. We concentrate first on diagram 3.11.
We call the contribution from this diagram A(x, y).
A(x, y) =
(−iλ)2
2
∫
d4z1d
4z2
∑
m,n
mnD+,mψ2 (x− z1)Dm,nψ1 (z1 − z2)Dm,nψ2 (z1 − z2)e+ik
′
1y−i((k1+k2)z2−k
′
2z1)
+ (x↔ y). (3.42)
Through explicit calculation we see that9
D++ψ1 (z1, z2)D
++
ψ2
(z1, z2)−D+−ψ1 (z1, z2)D+−ψ2 (z1, z2)
=θ(z01 − z02)
1
(2pi)3
∫
d3pd3q
2Ep2Eq
(
e−i(p+q)(z1−z2) − e−i(p+q)(z2−z1))
=D−+ψ1 (z1, z2)D
−+
ψ2
(z1, z2)−D−−ψ1 (z1, z2)D−−ψ2 (z1, z2),
an object which looks very similar to a standard retarded propagator. Using this we are
able pull the loop terms out as a common factor to give
A(x, y) =
(−iλ)2
2(2pi)3
∫
d4z1d
4z2DR(x− z1)θ(z01 − z02)
∫
d3pd3q
2Ep2Eq
(
e−i(p+q)(z1−z2) − e−i(p+q)(z2−z1)) e+ik′1y−i((k1+k2)z2−k2z′2) + (x↔ y).
The x dependence of this diagram is conveniently isolated for us. From our analysis of
9This should be no surprise because we have already proven that
∑
i,j
Di,jψ1(z1, z2)...D
i,j
ψn
(z1, z2) = 0.
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Figure 3.12: Diagram contributing B(x, y). This contribution will be similar to that of
A(x, y), now with an insertion placed on an alternate external leg.
the O(λ) diagrams recall that when finding the spatial momentum10
lim
y→x
∫
d3x ∂xµ∂
y
ν
(
DR(x− z1)e+ik
′
1·y + (x↔ y)
)
=
k
′
1µk
′
1ν
Ek′1
e+ik
′
1·z1θ(x0 − z01). (3.43)
We then note that∫
d3z1d
3z2e
−i((k1+k2)z2−(k′1+k
′
2)z1)
(
e−i(p+q)(z1−z2) − e−i(p+q)(z1−z2))
=(2pi)6δ(3)( kin︸︷︷︸
k1+k2
−(p+ q))δ(3)( k¯in︸︷︷︸
k
′
1+k
′
2
−(p+ q))e−iz02(k0in−(p0+q0))+iz01(k¯0in−(p0+q0))
−(2pi)6δ(3)( kin︸︷︷︸
k1+k2
+(p+ q))δ(3)( k¯in︸︷︷︸
k
′
1+k
′
2
+(p+ q))e−iz
0
2(k
0
in+(p
0+q0))+iz01(k¯
0
in+(p
0+q0)).
Then the following holds.
lim
y→x
∫
d3x∂xµ∂
y
νA(x, y)
=
(−iλ)2
2
∫
d3pd3q
(2pi)62Ep2Eq
k
′
1µk
′
1ν
Ek′1
(2pi)6δ(3)(kin − (p+ q))δ(3)(k¯in − (p+ q))F−(x0)
−(−iλ)
2
2
∫
d3pd3q
(2pi)62Ep2Eq
k
′
1µk
′
1ν
Ek′1
(2pi)6δ(3)(kin + (p+ q))δ
(3)(k¯in + (p+ q))F+(x
0)
where we define
F−(x0) =
x0∫
dz1
z01∫
dz2e
−iz02(k0in−(p0+q0))+iz01(k¯0in−(p0+q0)),
F+(x
0) =
x0∫
dz1
z01∫
dz2e
−iz02(k0in+(p0+q0))+iz01(k¯0in+(p0+q0)).
A similar expression can be found from the diagram B(x, y) given in 3.12.
10Where we have specified that µ = 0, ν = i.
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lim
y→x
∫
d3x∂xµ∂
y
νB(x, y)
=
(−iλ)2
2
∫
d3pd3q
(2pi)62Ep2Eq
k1µk1ν
Ek1
(2pi)6δ(3)(kin − (p+ q))δ(3)(k¯in − (p+ q))G−(x0)
−(−iλ)
2
2
∫
d3pd3q
(2pi)62Ep2Eq
k1µk1ν
Ek1
(2pi)6δ(3)(kin + (p+ q))δ
(3)(k¯in + (p+ q))G+(x
0)
where we define
G−(x0) =
x0∫
dz2
z02∫
dz1e
−iz02(k0in−(p0+q0))+iz01(k¯0in−(p0+q0)),
G+(x
0) =
x0∫
dz2
z02∫
dz1e
−iz02(k0in+(p0+q0))+iz01(k¯0in+(p0+q0)).
We want to see what 〈T µν(x)〉 yields as t→∞, so we find
lim
x0→∞
F±(x0) +G±(x0) = −(2pi)2δ(k0in − k¯0in)δ(k0in ± (p0 + q0)) (3.44)
Adding together all the diagrams given by 3.10, using the δ(kin− k¯in) constraint to equate
the ~kin and ~¯kin vectors, and taking the x
0 →∞ limit we then will have (considering only
the contribution from the external legs)
lim
t→∞
MPˆ
∣∣∣∣
ext legs
= (−iλ)2
∫
d3pd3q
(2pi)62Ep2Eq
(
~kin
)
(2pi)4δ(4)(kin − k¯in)(2pi)4δ(4)(kin − (p+ q)).
(3.45)
Note that an additional term exists proportional to δ(4)(kin + (p + q)) but for clarity we
will assume our particles are prepared with positive energies so that this term vanishes.
A more general treatment of external leg insertions on diagrams can be seen in Appendix
A.5.
The problem with an Expectation Value
Let us consider the expression we have found (in the rest frame) for the matrix element
corresponding to the expectation value of the total momentum,
lim
t→∞
MPˆ =
∫
d3pd3q
(2pi)62Ep2Eq
(
pµpν
Ep
∣∣∣∣
p0=Ep
+
qµqν
Eq
∣∣∣∣
q0=Eq
)
λ2δ(4)(kin − k¯in)δ(4)(kin − (p1 + q)).
(3.46)
We happily interpret Equation 3.46 as the average momenta of all possible outgoing
states, weighted by some matrix element squared λ2δ(4)(kin − k¯in)δ(4)(kin − (p1 + q)). We
are faced with a problem here that this distribution (of course) favours no particular
direction in momentum space, which is very unlike our desired jet-like structure. Even
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(a)
(b)
Figure 3.13: In Figure 3.13a (adapted from [26]) we have a two-body scattering process
resulting in a back-to-back correlation. In Figure 3.13b we imagine the Expectation
Value (blue) as interpreted as a sum over all the final states associated with an interaction
represented with the Conditional Expectation Value (red) which restricts the Expectation
Value based on a subset of the allowed final states.
when we have a more complicated cross-section, this will remain a problem where we
have not constrained our system enough in our average. What we want to rather study
then is a kind of expectation value which specifies some subset of the final state of our
system, and removes the contributions which would result in a region of phase space in
which we have no interest. What we would like is to calculate our expectation value using
a conditional probability, where the condition is that the final states occupy a particular
subset of phase space.
Figures 3.13a and 3.13b provide a visual description of the problem with the expectation
value. Figure 3.13a outlines an actual physical event, a two body collision that results in
a back-to-back correlation. The expectation value of the final states of such a process,
however, would not have favoured a particular direction in momentum space; we require
more information to restrict our final states to a specific region of phase space. Figure
3.13b indicates how this back-to-back correlation could be attained by defining a con-
ditional expectation value to disallow contributions from unimportant regions of phase
space.
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Chapter 4
The Conditional Expectation Value
A conditional expectation value can be simply defined by taking the state of our system
|ψ〉 as a projection of the initial state |ψ0〉 onto a projection operator MR(∆) at some
final time. This new |ψ〉 is then used to calculate the expectation value of some operator
Θ(t). Choosing the density matrix from 2.20 the resulting formula will be given by
Ec(Θˆ) =
Tr{ρMR(∆)Θˆ(t)MR(∆)}
Tr{ρMR(∆)} (4.1)
where the numerator is an expectation value given using the initial state |ψ〉 = MR(∆) |ψ0〉,
and the denominator is a normalization factor given by 〈ψ|ψ〉. The rigorous derivation
of Equation 4.1 (as well as it’s surprising implications for Bayes’ Theorem) is given in
Appendix A.6.
4.1 Example in λψ21ψ
2
2 Theory
In our elastic distinguishable collision model, we want to specify an initial state |ψ0〉 (t =
−∞), and find the expectation value of the momentum associated with particle ψ1 given
a measurement of a particle ψ2 in some final state at t =∞. Again we take a toy model
given by the Lagrangian
L = 1
2
(∂ψ1)
2 − 1
2
m2ψ21 +
1
2
(∂ψ2)
2 − 1
2
m2ψ22 − λψ21ψ22, (4.2)
with a 2-particle initial state1
|ψ0〉 = |ψ1ψ2〉 =
(
2∏
i=1
∫
d3ki
(2pi)32Eki
ψi(ki)
)
|k1〉ψ1⊗|k2〉ψ2 =
(
2∏
i=1
∫
d3ki
(2pi)32Eki
ψi(ki)
)
|k1k2〉 .
(4.4)
1We can subtract out the contributions where the particles do not interact by considering
Ec(Θˆ, rn ∈ ∆| |ψ1ψ2〉 〈ψ1ψ2|)− Ec(Θˆ, rn ∈ ∆| |ψ1〉 〈ψ1|)− Ec(Θˆ, rn ∈ ∆| |ψ2〉 〈ψ2|). (4.3)
We will implicitly use Equation 4.3 to subtract out the non-interacting contributions.
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The Projection Operator
At t±∞ we know that the Hilbert space of possible states splits into a disjoint union of
multiple particle states of distinct free field species ψ1 and ψ2. For any other time this
distinction is less clear. We will find it convenient to define
MR(∆) =
∫
d3s
(2pi)32Es
θs |~s〉 〈~s|ψ2 ⊗ 1ψ1 , (4.5)
which works as a projection operator only on the ψ2 momentum states.
2 We choose this
to restrict ψ2 to only single particle states with positive energy, but we could have chosen
otherwise. The ψ1 states pass through unaffected. We choose θs to restrict ourselves to a
desired momentum range.3 There are many different forms that our projection operator
could have taken, but this works out to be convenient for our purposes of finding an
analytic solution.
We define
E =
∫
d3s
(2pi)32Es
d3t
(2pi)32Et
θsθt 〈ψ0|U †(∞,−∞)|s〉〈s|U(∞,x0)Oˆ(x)U †(∞,x0)|t〉〈t|U(∞,−∞)|ψ0〉 ,
(4.6)
and
D =
∫
d3v
(2pi)32Ev
θv 〈ψ0|U †(∞,−∞)|v〉〈v|U(∞,−∞)|ψ0〉 , (4.7)
so that we can write our Conditional Expectation Value as
Ec =
E
D
. (4.8)
Both E and D can be expanded perturbatively as usual. Contractions will result in con-
tour ordered propagators for the ψ1 particles, where the contour is determined according
to the evolution along the contour given by A.5. For ψ2 the contractions with the projec-
tion operator will be more complicated. Consider the following as a possible arrangement
of contractions.∫
d3s
(2pi)32Es
d3t
(2pi)32Et
θsθt〈ψ0|...ψ2(z1)|s〉〈s|ψ2(z2)...ψ2(z3)|t〉〈t|ψ2(z4)...|ψ0〉 (4.9)
Note that the ψ2 fields annihilate on the projection operators so that ψ2(z1) (for example)
can never contract with the |t〉 ket. Observe that
〈0|ψ2(z1)|~s〉 = e−is·z1 , (4.10)
〈~s|ψ2(z2)|0〉 = eis·z2 . (4.11)
2Note that the definition given in Equation 4.5 implies that MR(∆)
2 = MR(∆) which is necessary
for the definition of a projection operator.
3Choosing θs = 1 will imply MR(∆) = 1 which should return us to the original definition of the
Expectation value.
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Figure 4.1: Example of modified diagram for the Conditional Expectation Value
So that in the end we will have a contribution from these contractions of∫
d3s
(2pi)32Es
θse
−is(z1−z2) =
∫
d4s
(2pi)4
θsD
−,+(s)e−is(z1−z2) :=
∫
d4s
(2pi)4
D˜−,+(s)e−is(z1−z2).
(4.12)
The same result can be found when we contract a ψ2 field with |t〉〈t|.4 The fields in the
time ordered exponential between 〈t| and |in〉 always occur before the rest of the fields
in the contour. Similarly, the fields from the anti-time ordered exponential between |in〉
and |s〉 always occur last in the contour. The fields between |t〉 and 〈s| should be ordered
in a similar way to contour ordering.
Modified Feynman Rules for Conditional Expectation Values
Suppose we label any Hamiltonian from the right-most time-ordered exponential with an
index 1. We give the rest of the Hamiltonians (following from the Dyson series expansions
right to left) 2, 3 and 4 respectively. The diagrams assoicated with our conditional
expectation value will be similar to those we have constructed before, now with indicies
1, ..., 4 instead of + and −. Note that our operator should be labelled with a 2, 3 or have
no index (in a similar way as indicated in A.1).
We then write down all connected diagrams (at a given order) with propagators joining
vertices associated with each time/anti time-ordered exponential. Now however, we con-
struct a barrier between any 1 or 4 vertex and the rest of the diagram (this is an explicit
representation of the projection operator MR(∆)). When a ψ2 particle crosses the barrier
the associated propagator is modified to the D˜ propagator of Equation 4.12. The ψ1
propagator is unaffected by the barriers. An example of such a diagram is given in figure
4.1.
The indicies exist to keep track of which exponential results in which Hamiltonian, but
the contractions between the fields are similar to that of the usual Schwinger-Keldysh
Formalism. With i, j indicating 1, 2, 3, 4 we find
Dij(x1, x2) =

D++(x1, x2) if i = j = 1 or 3
D−−(x1, x2) if i = j = 2 or 4
D−+(x1, x2) if i > j
.
4If we had specified a state with a negative energy, we would have been left with a D+,−(s) propagator.
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Figure 4.2: The leading order diagram for wide angle scattering for our Conditional
Expectation Value.
4.1.1 Calculation for Wide Angle Scattering
Now we can introduce a helpful trick that will greatly simplify our problem. Suppose that
we start our initial wavepackets with momentum centred around some ±~p0 (in the centre
of mass frame). Then we choose our projection operator MR(∆) to centre around some
momentum orthogonal to ±~p0 (where there are large deviations from initial trajectory).
Then we have that
MR(∆) |ψ0〉 ≈ 0. (4.13)
From Equation 4.13 we conclude that only one term in our expansion will contribute to
E at order O(λ2)5 and is given by Figure 4.2.
E ≈ 〈ψ0|T−→{
∞∫
−∞
dτ H(τ)}MR(∆)Oˆ(x)MR(∆)T←−{
∞∫
−∞
dτ H(τ)}|ψ0〉 (4.14)
Substituting the interaction Hamiltonian for our elastic collision model into Equation
4.14, as well as setting an initial condition of |ψ〉 = |ψ1ψ2〉 for the collision of two distinct
particles and choosing Oˆ(x) = ψ1(x)ψ1(y), we will find
E ≈
∫
d3s
(2pi)3Es
θs
d3t
(2pi)3Et
θt
(−iλ)2
2
〈ψ1ψ2|
∞∫
−∞
d4z1 ψ
2
1(z1)ψ
2
2(z1) |s〉 〈s|ψ1(x)ψ1(y) |t〉 〈t|
∞∫
−∞
d4z2 ψ
2
1(z2)ψ
2
2(z2)|ψ1ψ2〉
(4.15)
For convenience, we will seperate out the wavepacket dependence from Equation 4.13,
so that
E =
( ∏
i=A,B
∫
d3kid
3k¯i
(2pi)6
φi(~ki)φ¯i(~¯ki)√
2Ei2E¯i
)
e−i(
~b⊥·(~¯k⊥B−~k⊥B))
(Mcψ1(x)ψ1(y)) (4.16)
5Essentially, any diagram that attaches a barrier to an external propagator vanishes.
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where to leading order in the coupling, and using the same wide angle scattering approx-
imation,
Mcψ1(x)ψ1(y) ≈
∫
d3s
(2pi)3Es
θs
d3t
(2pi)3Et
θt
(−iλ)2
2
〈k¯1k¯2|
∞∫
−∞
d4z1 ψ
2
1ψ
2
2(z1) |s〉 〈s|ψ1(x)ψ1(y) |t〉 〈t|
∞∫
−∞
d4z2 ψ
2
1ψ
2
2(z2)|k1k2〉 .
(4.17)
The resulting diagrams are of the form given in Figure 4.2. Performing all necessary
contractions in Equation 4.17, we find
Mcψ1(x)ψ1(y) ≈ 8λ2
∫
d4z1d
4z2D
−,+(z1, x)D−,+(y, z2)D˜−,+(z1, z2)e−ik¯inz1+ikinz2 + (x↔ y),
(4.18)
where kin = k1 + k2. We are interested in the momentum operator given by Pˆ =∑
i∈{1,2}
∫
d3x ∂µψi∂νψi(x). We can find the conditional expectation value of
∫
d3x ∂µψ1∂νψ1(x)
from Mcψ1(x)ψ1(y).
Mc∫ d3x ∂µψ1∂νψ1(x)(kin, k¯in) =
∫
d3x lim
y→x
∂xµ∂
y
νMcψ1(x)ψ1(y)
≈ 8λ2
∫
d3p1d
3p2d
3qd3x
(2pi)923Ep1Ep2Eq
θq (p1µp2ν + (µ↔ ν)) eix(p1−p2)(2pi)8δ(4)((p1 + q)− kin)δ(4)((p2 + q)− k¯in),
= 8λ2
∫
d3p1d
3q
(2pi)62Ep12Eq
θq
(
p1µp1ν
Ep1
)
(2pi)8δ(4)((p1 + q)− kin)δ(4)(kin − k¯in). (4.19)
Substituting Equation 4.19 into the definition of E given by 4.16, following the standard
proceedure of integrating over a transverse impact parametre b⊥ and peaking the initial
wavepackets, as given by [28] pg 105-106, we will find
E ≈ 8λ
2
2Ek1Ek2 |v1 − v2|
∫
d3p1d
3q
(2pi)62Ep12Eq
θq
(
p1µp1ν
Ep1
)
(2pi)4δ(4)((p1 + q)− kin), (4.20)
where we have renamed k1 and k2 as the peak values of the wavepackets ψi(ki), and the
difference |v1 − v2| is the relative phase velocity of the beams as viewed from the lab
frame. Converting to the centre of mass6 frame ~kin = 0 and kin = Ecm, and converting
6Note that because we are in the centre mass frame, the diagrams with insertions of the external legs
will be 0, so we need not consider them.
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the d3q integral to polar co-ordinates we can find that
8λ2
∫
d3p1d
3q
(2pi)62Ep12Eq
θq
(
p1µp1ν
Ep1
)
(2pi)4δ(4)((p1 + q)− kin)
=8λ2
∫
d|~q|dΩ
(2pi)32Ep2Eq
θq
(
pµpν
Ep
)
(2pi)δ(0)((p+ q)0 − k0in)
∣∣∣∣
~p=~kin−~q
=
∫
dΩ
(2pi)2
θΩ
∫
d|~q|
2Eq2Ep
( |~q|
Eq
+
|~p|
Ep
)(
pµpν
Ep
) ∣∣∣∣
~p=−~q
=
∫
dΩ
(4pi)2
θΩ
|~q|
Ecm
(
pµpν
Ep
) ∣∣∣∣
~p=−~q
.
We choose θΩ to be of some infinitesmal size and centred around some qˆ0 that we specify.
We can approximate the dΩ integral as constant over the small region. Then we have
E ≈ 8λ
2
2Ek1Ek2|v1 − v2|
dΩ
(4pi)2
|~q|
Ecm
(
pµpν
Ep
) ∣∣∣∣
~p=−~q0
. (4.21)
Following a similar line of reasoning for the denominator D, we find
D ≈〈ψ0|T−→{
∞∫
−∞
dτ H(τ)}MR(∆)T←−{
∞∫
−∞
dτ H(τ)}|ψ0〉
≈ 8λ
2
2Ek1Ek2|v1 − v2|
dΩ
(4pi)2
|~q|
Ecm
∣∣∣∣
~p=−~q0
,
from which it follows that
Ec =
E
D
≈
(
pµpν
Ep
) ∣∣∣∣
~p=−~q0
. (4.22)
Equation 4.22 is (of course) not the total momentum. If we were to perform the same
calculation with Oˆ =
∫
d3x∂µψ2∂νψ2, we would find the missing momentum. The calcu-
lation for Equation 4.22 has been performed specifically for the spatial momentum, but
we expect similar relations to hold for the energy.
What we have attained from Equation 4.22 is similar to what we would find in a classical
mechanics problem of elastic scattering. To leading order no new particles are created
so that the momentum of the away-side particle is fully specified by the trigger particle
that we onto which we have projected. This result then is exactly what we expect.
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Chapter 5
Towards a Scattering solution in
Finite time
The arguments of the previous chapters have been given to create a confidence in the
formalism we have been using. We found that to all orders in perturbation theory we
would recover a total momentum at late times with a very natural link to the cross-
section. We now want to relax the late time limit and calculate the momentum density
shortly after a collision of asymptotic particles. If we arrange our initial condition with
wavepackets centred at ±~p0, then by symmetry the collision of the particles must happen
in the region of t ∼ 0. Therefore we will calculate the conditional expectation value of
T 0i(x) near t ∼ 0. Following the same procedures we did to arrive at 4.18, we now do
not integrate over all ~x and instead find
lim
y→x
∂xµ∂
y
νA(x, y)
= 8λ2
∫
d3p1d
3p2d
3q
(2pi)923Ep1Ep2Eq
θq (p1µp2ν + (µ↔ ν)) eix(p1−p2)(2pi)8δ(4)((p1 + q)− kin)δ(4)((p2 + q)− k¯in)
=
λ2
2pi
∫
dΩq θΩq
d|q|
Eq
(
Ekin−q
kin − q
)
µ
(
Ek¯in−q
k¯in − q
)
ν
Ekin−qEk¯in−q
e−ix(kin−k¯in)δ(Ekin−q + Eq − k0in)δ(Ek¯in−q + Eq − k¯0in)
+ (µ↔ ν),
where we have used the delta functions to complete the d3p1 and d
3p2 integrals and have
converted the d3q integral to spherical co-ordinates. A similar form will hold for all our
diagrams.
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~k1 ~k2
~q ~p
~k1 + ~k2
Figure 5.1: A visual representation of Equations 5.1 and 5.2. The sums of the vectors
start and end at the two foci. Vectors k1 and k2 are given in red, and fix the ellipse. q
and p trace out the curve of the ellipse due to constraint 5.2.
5.1 The Kinematics of massless 2-body scattering
The Ellipse
In order to make a numerical solution more tenable, we evaluate both non-trivial delta
functions. For simplicity we choose m = 0 and focus on the δ(Ekin−q+Eq−k0in) constraint.
For the case of 2 → n scattering, kin = k1 + k2 and k0in = |k1| + |k2|. Here we are
considering the case of 2→ 2.
The set of kinematic constraints is then given by the equations
k1 + k2 = q + p, (5.1)
|k1|+ |k2| = |q|+ |p|. (5.2)
where k1 and k2 represent the incoming momenta, and q and p represent the outgoing
modes. For a given set of two ki’s we have a total of 2n degrees of freedom. Equation
5.1 can be used to fix p. If we then represent q = |q|qˆ, equation 5.2 will determine |q|
for a given angle represented by qˆ. We can observe that these constraints define a curve
in momentum space. 5.1 is the statement that the sum of these four vectors forms a
closed loop. Fixing |k1|+ |k2| = |const|, equation 5.2 is the statement that the sums of
the lengths of two vectors (q and p) remains constant. This is exactly the definition of
an ellipse, where the foci are given by the endpoints of the vector k1 + k2 = q + p. A
visualization of this is given in figure 5.1.
We can square and subtract 5.1 and 5.2 to solve these equations explicitly,
|p|2 = |k1|2 + |k2|2 + |q|2 − 2|q|qˆ · k1 − 2|q|qˆ · k2 + 2k1 · k2 (5.3)
|p|2 = |k1|2 + |k2|2 + |q|2 + 2|k1||k2| − 2|k1||q| − 2|k2||q|. (5.4)
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~k1
~k2~q
~p
~k1 + ~k2
θ α β
Figure 5.2: For consistency, the angle θ must be varied through an integration over k1
and k2. The new angle that should appear in equation 5.6 is α.
Equating 5.3 and 5.4 and solving for |q| we find
|q| = |k1||k2| − k1 · k2|k1|+ |k2| − qˆ · (k1 + k2) . (5.5)
In arbitrary dimensions, the solution is constrained to a two dimensional slice in momen-
tum space, determined by the angle θ between k1 + k2 and qˆ. For simplicity however, we
will work in n = 2. We can write equation 5.5 as
|q| =
(
|k1||k2|−k1·k2
|k1|+|k2|
)
1−
(
|k1+k2|
|k1|+|k2|
)
cos (θ)
, (5.6)
which is the definition of an ellipse with eccentricity e = |k1+k2||k1|+|k2| . The triangle inequality
ensures that e < 1 for all non-zero values of k1 and k2.
θ is specified as the angle between qˆ and a particular set of k1 +k2, but we intend to vary
k1 and k2 through integration. In order for θ to remain consistent for each one of these
increments, we must shift our axis as a function of these vectors. A figure is represented
for clarity in figure 5.2. We can find
β = arctan
(
ky1 + k
y
2
kx1 + k
x
2
)
,
α = θ + β.
allowing us to write
q =
(
|k1||k2|−k1·k2
|k1|+|k2|
)
1−
(
|k1+k2|
|k1|+|k2|
)
cos (α)
(
cosα
sinα
)
. (5.7)
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~k1
~k2
~q
~p
~k1 − ~q
Figure 5.3: Hyperbola defined by equations 5.8 and 5.9.
The Hyperbola
Solving the second delta function is similar in spirit but has a very different result. Now
we are solving the set of constraints given by
k¯1 + k¯2 = q + p2, (5.8)
|k¯1|+ |k¯2| = |q|+ |p2|. (5.9)
The q = q0 here is the same vector that acts as the solution to equations 5.1 and 5.2.
Now we use the constraints to solve for the magnitude of k
′
2. The solution to 5.8 and 5.9
is given as
|k¯2| =
|k¯1||q0|−k¯1·q0
|k¯1|−|q0|
1− |k¯1−q0||k¯1|−|q0| cos (γ)
, (5.10)
which defines a hyperbola with eccentricity e = |k¯1−q0||k¯1|−q0| . By the triangle difference in-
equality, the magnitude of e is greater than 1. Defining φ as the angle between kˆ2 and
(k1 − q0), the angle γ is given by
γ = φ+ arctan
(
k¯
y
1 − qy0
k¯
x
1 − qx0
)
, (5.11)
so as to account for the shift in the axis caused by varying the integration variables. Note
that unlike the ellipse, the hyperbola only serves as a solution to 5.9 for − arccos (−1
e
)
<
φ < arccos
(−1
e
)
.
We have now eliminated the problem of divergences in our computation, and will now
be able to perform a numerical integral over 4 gaussian wavepackets constrained by the
solutions given above.
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Chapter 6
Conclusion
We have taken a venture towards understanding the evolution of colliding particles in
finite time. We constructed and tested a formalism for finding the expectation value
of operators in the context of scattering. We related the late time 4-momenta to the
scattering cross-section to all orders and calculated an expectation value of the energy
momentum tensor for an interacting model of scattering particles.
We constructed a general argument for the late time behaviour of the total momentum,
which matches exactly what we would expect from standard in/out scattering computa-
tions. We were further able to verify our general results using a toy model to simulate
elastic scattering.
Realizing that our expectation value was badly constrained we continued our analysis by
defining the Conditional Expectation Value, allowing us to move towards a jet-like picture
of particle scattering. We calculated the expectation value of the momentum associated
with an “away-side” particle in a back-to-back collision, given that the correlated particle
is detected in a small region of momentum space. We found that the expectation value of
the away-side particle must be exactly the opposite of the trigger particle. This verifica-
tion of our formalism is a good first step towards constructing the full spacetime energy
momentum tensor for a back-to-back pair. We are not aware of any others attempts
to define conditional expectation values in the context of QFT scattering, so that this
calculation appears to be a first.
A clear next step is to derive real spacetime dependent results for the 〈T µν〉 associated
with hard partons at early times. We have reduced the calculation of the energy momen-
tum tensor to a pure 8 D numerical integral. Future work will include explicit calculation
of this numerical integral and a comparison to the early-time energy momentum tensor
associated with string constructions in AdS/CFT.
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Appendix A
Additional Proofs
A.1 Contour Prescription
The Expectation Value (as we have defined it) is written
〈O〉 (t) =
〈
T−→ exp
i t∫
−∞
dz1H
−
I (z1)
OI(t)T←− exp
−i t∫
−∞
dz1H
+
I (z1)
〉 . (A.1)
Because t is the latest time, we can shift the operator into either the time-ordered, or anti-
time ordered ordering for free. From that point we are able to insert 1 = U †(∞, t)U(∞, t)
to send the limits of the integrals to infinity.〈
T−→ exp
i t∫
−∞
dz1H
−
I (z1)
T←−{OI(t) exp
−i t∫
−∞
dz1H
+
I (z1)
}〉
=
〈
T−→ exp
i ∞∫
−∞
dz1H
−
I (z1)
T←−{OI(t) exp
−i ∞∫
−∞
dz1H
+
I (z1)
}〉 .
We could just as well have placed the operator in the anti-time ordered contour, or in
neither at all. In the latter case, we do not send t→∞. The fields from the Dyson series
expansions then contract with the operator as if it is the latest field in the time ordered
contour, and the earliest field in the anti-time ordered contour.
A.2 The Contour Ordered Exponential
Our goal is to find the expectation values of Heisenberg operators. To this end we evolve
the incoming state from −∞ in the interaction picture to some finite time t, then evolve
this state back in time again to the t = −∞ asymptotic limit. In this section we will
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justify the statement from section 2 that Equation 2.15 is an equivalent definition of the
expectation value given by 2.14.
〈O〉(t) =
〈
T−→ exp
i t∫
−∞
dz1 HˆI(z1)
OˆI(t)T←− exp
−i t∫
−∞
dz1 HˆI(z1)
〉 (A.2)
In particular, we will show term by term that Equation A.2 is equal to Equation A.3,〈
TC
(
e−i
∫
C dz1 HˆI(z1)OˆI(t)
)〉
, (A.3)
where we define ∫
C
dz1 HˆI(z1) =
t∫
−∞
dz1 Hˆ
+
I (z1) +
−∞∫
t
dz1 Hˆ
−
I (z1). (A.4)
It can be seen that the integral in Equation A.4 is over the contour specified by Figure
A.1. The + and − indices indicate which region is being integrated in Equation A.4;
Figure A.1: Time evolution indicated by the Schwinger-Keldysh contour. The bottom
“+” contour indicates evolution of the initial state through the time-ordered exponential.
The top “-” contour indicates evolution through the anti time-ordered contour.
the Hamiltonians are however no different to each other. We define the contour ordering
operator TC as the operator that moves every − operator to the left, every + operator
to the right, time orders the + operators and anti-time orders the − operators. We can
see by switching the limits of integration that
∫
C
dz1 HˆI(z1) =
t∫
−∞
dz1
(
Hˆ+I (z1)− Hˆ−I (z1)
)
=:
(
H+ −H−) . (A.5)
Note that under contour ordering Equation A.5 is not trivially 0. To show the equivalence
we expand the contour ordered exponential in Equation A.3 through a Dyson series.〈
TC
(
e−i
∫
C dz1 HˆI(z1)OˆI(t)
)〉
=
〈
TC
( ∞∑
n=0
(−i)n
n!
(
H+ −H−)n OˆI(t))〉
=
〈
TC
( ∞∑
n=0
(−i)n
n!
(
All combinations of H+ and H−
)
OˆI(t)
)〉
(A.6)
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TC acting on A.6 will bring all H
+ operators to the right and all H− operators to the
left, so the order of these combinations do not matter. Thus we will have〈
TC
(
e−i
∫
C dz1 HˆI(z1)OˆI(t)
)〉
=
〈 ∞∑
n=0
(−i)n
n!
n∑
m=0
(
n
m
)((−H−)n−m OˆI(t) (H+)m)〉 .
(A.7)
Next we study〈
T−→ exp
i t∫
−∞
dz1 Hˆ
−
I (z1)
OˆI(t)T←− exp
−i t∫
−∞
dz1 Hˆ
+
I (z1)
〉
=
〈 ∞∑
l=0
∞∑
k=0
(−i)l+k
k!l!
((−H−)l OˆI(t) (H+)k)〉 .
Defining n = k + l, we write n into our expression without changing the limits of the
summation. 〈 ∞∑
l=0
∞∑
k=0
(−i)n
k!(n− k)!
((−H−)n−k OˆI(t) (H+)k)〉 . (A.8)
We re-order our expression to first sum over k from 0 to our fixed number n. Note that
we can not sum to larger than k = n because l is non-negative. We then sum over n from
0 to ∞. Because n is monotonic in l we include all the same terms in this sum with no
double counting. Therefore we have〈
T−→ exp
i t∫
−∞
dz1 HˆI(z1)
OˆI(t)T←− exp
−i t∫
−∞
dz1 HˆI(z1)
〉
=
〈 ∞∑
n=0
n∑
k=0
(−i)n
n!
(
n
k
)((−H−)n−k OˆI(t) (H+)k)〉 . (A.9)
Equation A.9 is exactly the same as the expression in Equation A.7. We therefore have
that
〈OˆH(t)〉
=
〈
T−→ exp
i t∫
−∞
dz1 HˆI(z1)
OˆI(t)T←− exp
−i t∫
−∞
dz1 HˆI(z1)
〉
=
〈
TC
(
e−i
∫
C dz1 HˆI(z1)OˆI(t)
)〉
.
A.3 Examples of Vanishing Vacuum Diagrams
In this section we will use a theory of scalar particles φ and ψ with interaction term
Lint = −λψ2φ. As a shorthand we will use the subscripts 1 and 2 to indicate spacetime
points rather than particle species in the fields and propagators (φ1 = φ(z1) and Dφ
ij
12 =
Dijφ (z1, z2)).
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The vacuum 2 Loop Diagram
Equation 2.40 indicates that vacuum diagrams should be 0 to all orders, but it will be
useful to follow some explicit computations of vanishing vacuum diagrams. Equation
A.10 is proportional to the contractions associated with the 2-loop diagram in Figure
A.2. ∑
i,j
∫
d4z1d
4z2 TC〈0|ψ1φ1ψi1ψ2φ2ψj2|0〉ij. (A.10)
Equation A.10 results in a sum of propagators given by∑
i,j
ijDψ
i
1
j
1Dφ
i
1
j
2Dψ
i
2
j
2 = Dψ
+
1
+
1 Dψ
+
2
+
2
∑
i,j
ijDφ
i
1
j
2 = 0. (A.11)
Since Dψ
ij
11 and Dψ
ij
22 propagate from and to the same spacetime points, it will not matter
if we use + or − indicies for the propagators. We can then factorize these out of the sum.
Notably here we have used the identity
∑
i,j
ijDφ
ij
12 = 0 given in 2.36.
z2
j
z1
i
Figure A.2: A vacuum 2-loop diagram. The solid and dashed lines indicate the ψ and φ
propagators respectively.
The vacuum Sunset Diagram
The sunset diagram given by Figure A.3 is associated with contractions of the form
∑
i,j
∫
d4z1d
4z2 TC〈0|ψ1φ1ψi1ψ2φ2ψj2|0〉ij, (A.12)
where every propagator goes from the same spacetime point to another distinct spacetime
point. The sum of the terms will be proportional to∑
i,j
ijDψ
ij
12Dφ
ij
12Dψ
ij
12. (A.13)
Suppose we have m propagators, not necessarily of the same type, propagating from
spacetime point z1 to z2 such that
1
D1
++...Dm
++ = θ(z1
0 − z20)D1−+...Dm−+ + θ(z20 − z10)D1+−...Dm+− (A.14)
1The subscripts in Equations A.14, A.15 and A.16 now indicate particle species. The spacetime
dependence of each propagator is taken through out as (z1, z2).
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We then multiply Equation A.14 by Dm+1
++ to find
D1
++...Dm+1
++
=
(
θ(z1
0 − z20)D1−+...Dm−+ + θ(z20 − z10)D1+−...Dm+−
)×(
θ(z1
0 − z20)Dm+1−+ + θ(z20 − z10)Dm+1+−
)
=
(
θ(z1
0 − z20)D1−+...Dm+1−+ + θ(z20 − z10)D1+−...Dm+1+−
)
(A.15)
We know that Equation A.15 is true for the case m = 1, so by induction this will be true
for all natural numbers n. Similarly, we can show that
D1
−−...Dn−− = θ(z10 − z20)D1+−...Dn+− + θ(z20 − z10)D1−+...Dn−+ (A.16)
Adding Equations A.15 and A.16 together, we have the identity
D1
++...Dn
++ +D1
−−...Dn−− = D1−+...Dn−+ +D1+−...Dn+−
=⇒
∑
i,j
ij
n∏
k=1
Dk
ij
12 = 0. (A.17)
It follows from Equation A.17 that∑
i,j
ij Dψ
ij
12Dφ
ij
12Dψ
ij
12 = 0. (A.18)
It is clear that all higher order vacuums which can be written as a product of propagators
from some co-ordinate z1 to co-ordinate z2 will also vanish.
z2
j
z1
i
Figure A.3: A vacuum Sunset diagram. The solid and dashed lines indicate the ψ and φ
propagators respectively.
A.4 The differential cross-section in the Schwinger-
Keldysh Formalism
The definition of the differential cross-section is given in Equation (4.76) of [28] is
dσ =
(∏
f
d3pf
(2pi)3
1
2Ef
)∫
d2b
( ∏
i=A,B
∫
d3ki
(2pi)3
φi(~ki)√
2Ei
∫
d3k¯i
(2pi)3
φ¯i(~¯ki)√
2E¯i
)
× ei(~b⊥·(~¯k⊥B−~k⊥B)) (
out
〈{pf}|T |{ki}〉in
) (
out
〈{pf}|T |{k¯i}〉in
)∗
, (A.19)
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Figure A.4: An example of a general diagram with an insertion on an external leg.
where
(
out 〈{pf}|T |{ki}〉in
)
= iM({ki} → {pf})(2pi)4δ(4)(
∑
i ki −
∑
f pf ) gives the tran-
sition amplitude for a set of states momentum eigenstates {ki} at t = −∞ to evolve to
momentum eigenstates{pf} at t =∞, φi and φ¯i are wavepackets, and ~b⊥ gives the impact
parameter. Re-arranging the transition amplitudes in Equation A.19 and renaming the
differential dΠf =
(∏
f
d3pf
(2pi)3
1
2Ef
)
we find
dσ = dΠf
∫
d2b
( ∏
i=A,B
∫
d3ki
(2pi)3
φi(~ki)√
2Ei
∫
d3k¯i
(2pi)3
φ¯i(~¯ki)√
2E¯i
)
× ei(~b⊥·(~¯k⊥B−~k⊥B)) (in 〈{k¯i}|T †|{pf}〉out) (out 〈{pf}|T |{ki}〉in) , (A.20)
prompting the useful definition for Equation 3.24.
dσ
dΠpf
(in→{~pf})
=
∫
d2b
( ∏
i=A,B
∫
d3ki
(2pi)3
φi(~ki)√
2Ei
∫
d3k¯i
(2pi)3
φ¯i(~¯ki)√
2E¯i
)
× ei(~b⊥·(~¯k⊥B−~k⊥B)) (in 〈{k¯i}|T †|{pf}〉out) (out 〈{pf}|T |{ki}〉in) . (A.21)
A.5 A more General Treatment of External legs
In the section 3.3 we used a trick to factorize out a retarded propagator on the external
leg which simplified calculations. The same trick can always be used on external legs to
all orders.
Let A represent the sum of diagrams indicated by Figure A.4. The external leg propoga-
tors do not depend on the vertex label so they can be pulled out of any vertex sum.
Without a great loss of generality we can write A as
A =
∏
i
(external propogators)i
∑
{m1,...,mn}
m1...mn
(
D+,m1x,z1 ...D
mn,m1
zn,z1
)
, (A.22)
which is a product of propagators looping from co-ordinate z1 to some number of other
vertices, ending again on z1. This proof holds specifically when we are studying a 3-
vertex connected to the insertion at x, but will generalize easily to more complicated
vertices. Here we have neglected to explicitly write down the integration over the z1 to
zn co-ordinates, the coupling and any symmetry factors. In the following we will also
neglect to explicitly write down the product over external propogators, which will also
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be irrelevant. Performing the m1 sum we will find
A ∝
∑
{m2,...,mn}
m2...mn
(
D+,+x,z1D
+,m2
z1,z2
...Dmn,+zn,z1
)− ∑
{m2,...,mn}
m2...mn
(
D+,−x,z1D
−,m2
z1,z2
...Dmn,−zn,z1
)
.
(A.23)
Now consider the product∑
{m1,...,mn}
m1...mn
(
Dm1,m2z1,z2 ...D
mn,m1
zn,z1
)
=
∑
{m2,...,mn}
m2...mn
(
D+,m2z1,z2 ...D
mn,+
zn,z1
)− ∑
{m2,...,mn}
m2...mn
(
D−,m2z1,z2 ...D
mn,−
zn,z1
)
.
∑
{m1,...,mn}
m1...mn
(
Dm1,m2z1,z2 ...D
mn,m1
zn,z1
)
represents a closed loop of propagators proportional
to atleast one power of the coupling. This being the case, we know that 〈1〉 = 1 forces
all diagrams of this type to vanish. Then∑
{m2,...,mn}
m2...mn
(
D+,m2z1,z2 ...D
mn,+
zn,z1
)
=
∑
{m2,...,mn}
m2...mn
(
D−,m2z1,z2 ...D
mn,−
zn,z1
)
. (A.24)
This exactly what we’d like to factorize out of our previous expression, the can read it
as saying that the m2 index does not matter, we can choose it to be + or − through the
sum. We take m2 = + to give
A ∝ (D+,+x,z1 −D+,−x,z1) ∑
{m2,...,mn}
m2...mn
(
D+,m2z1,z2 ...D
mn,+
zn,z1
)
=DR (x− z1)
∑
{m2,...,mn}
m2...mn
(
D+,m2z1,z2 ...D
mn,+
zn,z1
)
.
From this we can conclude that the insertions (of the form φ(x)φ(x)) placed on an external
leg of a diagram will yield a contribution which is proportional to θ(x0 − z01). This is
perhaps something we should have expected, that (obeying causality) the diagrams only
have a contribution “after” the collision of the particles given at the time of the relevant
vertex z01 , which is the same time at which we will receive another contribution from an
insertion placed inside our complicated loop. This strengthens our interpretation that
the insertions placed on the external legs exist to subtract out the contributions of the
insertions placed in the loops in order to preserve the conserved quantities. It is clear from
this that we should not expect a general amputation proceedure to subtract diagrammatic
contributions with external leg insertions.
As an added bonus this implies that all interaction contributions with an insertion placed
on an external leg will vanish as x0 → −∞, which is exactly what we expect to satisfy
Equation 3.11.
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A.6 Definition of the Conditional Expectation Value
in Quantum Mechanics
Classical Probability Theory
Below we state the axioms of classical probablity theory given for conditional probabilities
on a finite sample space. For events A, B and C we have (closely following [35]):
P1 : P (A|B) ≥ 0
P2 : P (A|A) = 1
P3 : P (A|B) + P (A¯|B) = 1
P4 : P (A ∩B|C) = P (B|C)P (A|B ∩ C).
We would like to define our probabilities in Quantum Mechanics so as consistently extend
axioms P1 through P4.
Quantum Probability Theory
We want to define an intuitive nothing of probability in the context of Quantum Mechan-
ics so as to recover as many axioms from section A.6 as possible. In the analysis that
follows we consider all objects at the same time t in the Schro¨dinger Picture. Let rn be
an eigenvalue of the operator Rˆ. The probability that a measurement of Rˆ on some state
will yield an eigenvalue of Rˆ is 1, what is the probability that it will yield an eigenvalue
rn ∈ ∆, where ∆ is a subset of all the possible eigenvalues of Rˆ? We define
MR(∆) =
∑
rn∈∆
|rn〉〈rn| (A.25)
MR(∆) is the projection operator onto states given by ∆. We define the density matrix
ρ =
∑
b
ρb|b〉〈b| with property
∑
b
ρb = 1. The probability that a measurement will yield a
result in ∆ is the expectation value of the projection operator, which can be motivated
by noting that if ∆ = ∆c (where ∆c is the set of all eigenvalues of Rˆ) then MR(∆c) = 1
is a complete set of states, so that Tr{ρMR(∆c)} = 1. If ∆ is a smaller subset, the
expectation value of MR(∆) now excludes the contribution from the missing states. Thus
we say that
P ({rn ∈ ∆}|ρ) = Tr{ρMR(∆)}. (A.26)
Interpreting P ({rn ∈ ∆}|ρ) as the probability that rn is contained in the subset ∆ given
that our system is initialized with the density matrix ρ, Equation A.26 will satisfy axioms
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P1 through P3 which is shown explicitly in [35]. We now want to consider two observables
Q and R represented respectively by operators Qˆ and Rˆ with eigenvectors given by |qn〉
and |rn〉 with associated eigenvalues contained in the subsets qn ∈ Γ and rn ∈ ∆. Note
that by using Equation A.25 we assume that operators Qˆ and Rˆ are diagonalizable in
some basis. However, we do not require that they are similtaneously diagonalizable.
To define the conditional probability, we need to know the probability that a state cor-
responding to qn ∈ Γ will be measured, given that a state corresponding to rn ∈ ∆ has
been measured. This is simply
P ({qn ∈ Γ}|ρ˜) = Tr{ρ˜MQ(Γ)} (A.27)
where ρ˜ is the density matrix of the system after a measurement of Rˆ. How do we
find ρ˜? If a state ρ˜ is such that a measurement will yield rn ∈ ∆ with certainty, then
ρ˜ ∼MR(∆)AˆMR(∆) for some operator Aˆ. Note that as a projection operator, MR(∆) is
Hermitian. Enforcing that Tr{ρ˜} = 1 provides a normalization of Tr{MR(∆)AˆMR(∆)}.
Suppose we collapsed the state into ρ˜(0) immediately after preparing the state in ρ(0).
Then we would find Aˆ = ρ(0). Define ρˆ(t) as the time evolved ρˆ(0) state. Then
ρ˜(t) =
MR(∆)ρˆ(t)MR(∆)
Tr{MR(∆)ρˆ(t)MR(∆)} =
MR(∆)ρˆ(t)MR(∆)
Tr{ρˆ(t)MR(∆)} (A.28)
where we have used the cyclicity of the trace and the fact that MR(∆) is a projection
operator. Now we can write
P ({qn ∈ Γ}|ρ˜) = Tr{MR(∆)ρˆ(t)MR(∆)MQ(Γ)}
Tr{ρˆ(t)MR(∆)} =
Tr{ρˆ(t)MR(∆)MQ(Γ)MR(∆)}
Tr{ρˆ(t)MR(∆)} .
(A.29)
This is the conditional probability that a state corresponding to qn ∈ Γ will be measured,
given that a state corresponding to rn ∈ ∆ has been measured. Note that this reduces
to Bayes’ theorem when MR(∆) and MQ(Γ) commute.
We will define the conditional expectation value of an operator Qˆ by
Ec(Qˆ) =
∑
qn∈Γ
qn P ({qn ∈ Γ}|ρ˜), (A.30)
the sum of the eigenvalues qn of Qˆ weighted by the conditional probability. We will take
Γ to be a complete spectrum so that any eigenvalue of Qˆ is accessible. We can write
Qˆ =
∑
qn∈Γ
qn|qn〉〈qn|, allowing us to express the conditional expectation value as
Ec(Qˆ) =
∑
qn∈Γ
qn
Tr{ρˆMR(∆)|qn〉〈qn|MR(∆)}
Tr{ρˆMR(∆)} =
Tr{ρˆMR(∆)QˆMR(∆)}
Tr{ρˆMR(∆)} (A.31)
Conditional Expectation Values in the Interaction Picture
We will now attempt to relate Equation A.31 to operators in the interaction picture. The
situation we have in mind is one where the system is known at time t0, and projected
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onto some set of states (not necessarily completely known) again at time tm. While ρ(t)
and MR(∆, t) appear in Equation A.31, ρ(t0) and MR(∆, tm) are our actual constraints.
The time evolution of these operators is determined from the Schro¨dinger Equation so
that we can write
Ec(Qˆ) =
Tr{ρˆ(t0)U †H(t, tm)MR(∆, tm)U †H(t, tm)Qˆ(t)UH(t, tm)MR(∆, tm)UH(tm, t0)}
Tr{ρˆU †H(tm, t0)MR(∆)UH(tm, t0)}
(A.32)
To save space we will adopt the notation UH(t1, t2) = UH (t1,t2). We define the interaction
picture operatorsMR(∆, tm) = UH0 (tm,t0)MI(t0)U
†
H0 (tm,t0)
and Qˆ(t) = UH0 (t,t0)QI(t)U
†
H0 (t,t0)
.
We take ρ0 = ρ(t0) to be the same for both the interaction and Schro¨dinger pictures.
Ec(Qˆ) =
Tr{ρ0 U †H (tm,t0)UH0 (tm,t0)︸ ︷︷ ︸
U†I (tm,t0)
MI(tm)U
†
H0 (tm,t0)
U †H (t,tm)Qˆ(t)UH (t,tm)UH0 (tm,t0)MI(tm)U
†
H0 (tm,t0)
UH (tm,t0)︸ ︷︷ ︸
UI (tm,t0)
}
Tr{ρ0 U †H (tm,t0)UH0 (tm,t0)︸ ︷︷ ︸
U†I (tm,t0)
MI(tm)U
†
H0 (tm,t0)
UH (tm,t0)︸ ︷︷ ︸
UI (tm,t0)
} .
(A.33)
We then examine the product
U †H0 (t,t0)UH (t,tm)UH0 (tm,t0)
=U †H0 (t,t0) UH (t,tm)UH (tm,t0)︸ ︷︷ ︸
UH(t,t0)
U †H (tm,t0)UH0 (tm,t0)︸ ︷︷ ︸
U†I (tm,t0)
=UI (t,t0)U
†
I (tm,t0)
=UI (t,tm). (A.34)
Substituting Equation A.34 into Equation A.33 we find
Ec(Qˆ) =
Tr{ρ0U †I (tm,t0)MI(tm)U
†
I (t,tm)
QI(t)UI (t,tm)MI(tm)UI (tm,t0)}
Tr{ρ0U †I (tm,t0)MI(tm)UI (tm,t0)}
. (A.35)
In a standard experiment we could take t0 → −∞ to define and initial density matrix of
non-interacting free field excitations. We could take detection to be given by the project
operator MI(tm) at t → ∞. Ec(Qˆ) then gives us of the time evolving expectation value
of Qˆ given these constraints. Equation A.35 can be expanded in a perturbative series in
the usual way. The new contour associated with Equation A.35 is given by Figure A.5.
For convenience we will usually separate out the numerator and denominator of Equation
A.35 as
Ec(Qˆ) =
E(Qˆ)
D
(A.36)
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Figure A.5: Time evolution indicated by a modified contour with various measurements
Generalization of Bayes’ Theorem
Consider axiom P4 : P (A ∩ B|C) = P (B|C)P (A|B ∩ C). Because A ∩ B = B ∩ A, P4
is a definition of the probability of both A and B where the order does not matter. This
property is not naturally inherent of Quantum Mechanics and not present in Equation
A.29. However from A.29 we can examine that in the limit where MR(∆) commutes with
MQ(Γ),
P ({rn ∈ ∆}|ρ)P ({qn ∈ Γ}|ρ˜) = Tr{ρˆ(t)MR(∆)MQ(Γ)MR(∆)} = Tr{ρˆ(t)MR(∆)MQ(Γ)}.
Tr{ρˆ(t)MR(∆)MQ(Γ)} is symmetric in R and Q so that we can reasonably make the
definition
P ({rn ∈ ∆} ∩ {qn ∈ Γ}|ρ) = Tr{ρˆ(t)MR(∆)MQ(Γ)}. (A.37)
Therefore in this limit we recover P4.
P ({rn ∈ ∆} ∩ {qn ∈ Γ}|ρ) = P ({rn ∈ ∆}|ρ)P ({qn ∈ Γ}|ρ˜). (A.38)
The commutation of MR(∆) and MQ(Γ) is a necessary and sufficient condition for the
commutivity of R and Q. Essentially P4 holds in the case where R and Q have similta-
neous eigenstates [35], and Equation A.29 holds when this is not so. In this way we have
generalized the concept of conditional probabilities and conditional expectation values to
quantum systems.
61
• 
)\,f n(6.)' 
E OE't:) ( 
• 
)Mn(6.)
1 
-00 00 
Appendix B
Interesting Topics
B.1 The Improved Energy Momentum Tensor in φ4
The improved energy momentum tensor in n spacetime dimensions for a single scalar
field is defined in [31] as
Θµν = T µν − 1
4
n− 2
n− 1 (∂µ∂ν − gµν∂α∂
α)φ2. (B.1)
A more general definition is available in [30], but will not be necessary in this analy-
sis. A strong criticism for [31, 30] is that they do not evaluate the expectation value of
Θµν . Rather they attempt to insert the improved energy momentum tensor operators
into standard time-ordered Green’s functions, which lacks a natural interpretation. Re-
gardless, the improvement term does ensure that the energy momentum tensor remains
finite in perturbation theory, and may be useful for our calculations should we start
considering higher order diagrams. In the following we will mirror a calculation which
demonstrates the cancelation of the divergences present in the loop diagrams associated
with an insertion of Θµν . Starting from Equation (4.13) of [31] we have
Mµν = 24iλ
∫
d4q
(2pi)4
(q − k)µqν − 12gµν((q − k)q −m2) + 14 n−2n−1(kµkν − gµνk2)
((q − k)2 −m2)(q2 −m2) (B.2)
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The denominator of Equation B.2 can be arranged into D = q˜2−m2 + k2x(1− x) + i =
q˜2 −∆ + i with q˜µ = qµ − xkµ. If we define d = 4− , then
Mµν
=24iλ
1∫
0
dx
∫
ddq˜
(2pi)d
(
δµ
αδν
β − 1
2
gµνg
αβ
)
(q˜αq˜β − kαkβx(1− x)) + 12gµνm2 + 14 n−2n−1(kµkν − gµνk2)
q˜2 −∆ + i
=− 24λ
(4pi)d/2
1∫
0
dx
(
Gµ
α
ν
β
)(−gαβ
2
Γ(1− d
2
)
Γ(2)
(
1
∆
)1− d
2
− kαkβx(1− x)
Γ(2− d
2
)
Γ(2)
(
1
∆
)2− d
2
)
− 24λ
(4pi)d/2
1∫
0
dx
(
1
2
gµνm
2 +
1
6
(kµkν − gµνk2)
)
Γ(2− d
2
)
Γ(2)
(
1
∆
)2− d
2
Where we have defined Gµ
α
ν
β =
(
δµ
αδν
β − 1
2
gµνg
αβ
)
. We note that
Γ(2− d
2
)
1− d
2
= Γ(1 − d
2
)
and that Γ(2) = 1. Further we use that
Γ(2− d
2
)
(
1
∆
)2− d
2
= (
1
2− d
2
− γ)(1− (2− d
2
) ln (∆) + ...)
≈ 1
2− d
2
− ln
(
∆
µ2
)
This approximation is exact in the limit d→ 4. We see that
Mµν =
24λ
(4pi)d/2
1∫
0
dx
(
Gµ
α
ν
β
(
gαβ
2
∆
1− d
2
+ kαkβx(1− x)
)
− 1
2
gµνm
2 − 1
6
(kµkν − gµνk2)
)
Γ(2− d
2
)
(
1
∆
)2− d
2
Define 1

= 1
2− d
2
. Note that Gµ
α
ν
βgαβ = −gµν and Gµανβkαkβ = kµkν − 12gµνk2. Then
the divergent contribution is given by
24λ
(4pi)d/2
1∫
0
dx
(
Gµ
α
ν
β
(
gαβ
2− d(m
2 − k2x(1− x)) + kαkβx(1− x)
)
− 1
2
gµνm
2 − 1
6
(kµkν − gµνk2)
)
=
24λ
(4pi)d/2
1∫
0
dx
((
x(1− x)− 1
6
)
(kµkν − gµνk2)
)
=0.
The same manipulations can be used on the remaining finite term to find
Mµν =
24λ
(4pi)d/2
(kµkν − gµνk2)
1∫
0
dx
(
1
6
− x(1− x)
)
ln
(
m2 − k2x(1− x)
µ2
)
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B.2 Tµν for a Scalar theory with a Classical Source
In this calculation we will be finding the vacuum expectation of the energy momentum
tensor. A similar approach can be followed in [36]. The Lagrangian here is given by
L = 1
2
∂µφH∂
µφH − 1
2
m2φ2H + j(x)φH . (B.3)
j(x) is a classical function, and φ is given here in the Heisenberg picture. The energy
momentum tensor is given by
T µν = ∂µφH∂νφH − gµν
(
1
2
∂µφH∂
µφH − 1
2
m2φ2H + j(x)φH
)
. (B.4)
Equation B.4 can be considered as a perturbation on the free field Lagrangian with
interaction Hamiltonian density HI = j(x)φI . To leading order
D(x, y) =
∑
m,n
∫
d4z1 d
4z2mn 〈TC{φ+x φ+y φm1 φn2}〉 j1j2
=
∑
m,n
∫
d4z1 d
4z2mn
(
D+x
+
yD
m
1
n
2 +D
+
x
m
1 D
+
y
n
2 +D
+
x
n
2D
+
y
m
1
)
j1j2.
We can find ∑
m,n
mnDm1
n
2 = D
+
1
+
2 +D
−
1
−
2 −D+1 −2 −D+1 −2 = 0, (B.5)
and∑
m,n
mnD+x
m
1 D
+
y
n
2 =
(
D+x
+
1 −D+x −1
) (
D+y
+
2 −D+y n2
)
= DR(x− z1)DR(y − z2). (B.6)
We then have the result that to leading order
〈Ω|φH(x)φH(y)|Ω〉 = 1
2
∫
d4z1 d
4z2j1j2 (DR(x− z1)DR(y − z2) +DR(x− z2)DR(y − z1)) .
(B.7)
We can find the leading order interaction term to be
〈Ω|j(x)φH(x)|Ω〉 = −i〈0|j(x)
∫
d4zHI(z)φ(x)〉 (B.8)
= −i j(x)
∫
d4z j(z)〈0|φ(x)φ(z)〉 (B.9)
= −i j(x)
∫
d4z j(z)DR(x− z). (B.10)
We find that all higher order terms will necessarily contain a factor of
∑
m,n mnD
m
1
n
2 ,
and so will vanish. Therefore the lowest order result in perturbation theory yields the
exact result. We can write
〈φ(x)φ(x)〉H = lim
y→x
〈φ(x)φ(y)〉H = lim
y→x
D(x, y), (B.11)
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and
〈∂µφ(x)∂νφ(x)〉H = lim
y→x
∂x
µ∂y
ν〈φ(x)φ(y)〉H = lim
y→x
∂x
µ∂y
νD(x, y). (B.12)
Putting these together, we will have an expression for the desired vacuum expectation.
〈T µν〉L.O = −
∫
d4y j(y)
∫
d4z j(z){∂xµDR(x− y)∂xµDR(x− z)−
1
2
gµν
[
∂xαDR(x− y)∂xαDR(x− z)−m2DR(x− y)DR(x− z)
]}
− igµνj(x)
∫
d4yj(y)DR(x− y).
We ignore the zeroth order result because this just contributes an infinite background
energy. If we define
ϕ = i
∫
d4y j(y)DR(x− y), (B.13)
then we will have that
〈T µν〉 = ∂µϕ∂νϕ− gµν
(
1
2
∂αϕ∂
αϕ− 1
2
m2ϕ2 + j(x)ϕ
)
. (B.14)
B.3 Expectation of φ(x)
As a stepping-stone towards finding the expectation of T µν in a non-linear, interacting
theory we could start with a simpler operator, the φ(x) field. Because 〈φ(x)2〉 ≈ 〈φ(x)〉2
is a bad approximation for small systems, we will not be able to use this result to obtain
T µν . However we may glean some information on how to perform our calculation.
First we note that 〈in1|in2〉 = δin1,in2 in Schwinger-Keldysh. Choosing φ(x) on the +
contour, we will have
〈φ(x)〉Heisenberg =
∞∑
n=0
(−i)n
n!
〈Tc{φ+(x)
n∏
i=1
∑
mi={+,−}
miH
mi}〉interaction (B.15)
If we choose the incoming states to be the same |in1〉 then contracting φ(x) with an
external state will allow us to factorize the operator out. Thus the rest of the diagram
will depend on the expectation 〈in1|1|in2〉 with |in1〉 6= |in2〉. Thus these diagrams will
contribute 0, and φ(x) will only contract with φ(zi) operators from the interaction Hamil-
tonians.
We will chooseHmi =
∫
d4z
(
gψφψmi − δgψφψmi + 12ψ
(
δψ∂
2 − δmψ
)
ψmi + 1
2
φ
(
δφ∂
2 − δmφ
)
φmi
)
.
The counter terms here simply cancel the divergences that come from the loop integrals,
so we will not consider their effect in too much detail. Focusing on the gψφψmi term, we
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explicitly write out the possible contractions.
〈φ(x)〉Heisenberg =
∞∑
n=0
(−ig)n
n!
〈φ+(x)
∫
d4z1...d
4zn
∑
mi={+,−}
m1ψφψ
m1 ...
∑
mn={+,−}
mnψφψ
mn〉
=
∞∑
n=0
(−ig)nn
n!
∫
d4zn〈
∑
mn={+,−}
mnφ
+(x)φmn(zn) (ψψ
mn(zn))
n−1∏
i
∫
d4zi
∑
mi={+,−}
miψφψ
mi〉
= (−ig)
∫
d4z
 ∑
m={+,−}
mD+m(x, z)
 ∞∑
n=0
(−ig)n−1
(n− 1)! 〈(ψψ
m(z))
n−1∏
i
∫
d4zi
∑
mi={+,−}
miψφψ
mi〉
= (−ig)
∫
d4z
 ∑
m={+,−}
mD+m(x, z)
 〈ψψm(z)〉Heisenberg
Including the counter terms in this analysis gives us the same result, now with all loop
contributions being renormalized. Now comes the trick. 〈ψψm(z)〉Heisenberg is just the
expectation value of some operator. It does not matter if this operator is evaluated on
the + or − contour, the answer will be the same through the m sum.
〈φ(x)〉Heisenberg = (−ig)
∫
d4z
 ∑
m={+,−}
mD+m(x, z)
 〈ψψ(z)〉Heisenberg
= (−ig)
∫
d4z DR(x− z)〈in|ψψ(z)|in〉Heisenberg
B.3.1 Emission from a single particle
We have shown that
〈φ(x)〉 = −ig
∫
dn+1z DR(x− z)〈ψψ(z)〉 (B.16)
Notice that Equation B.16 is the solution to the equations of motion given by a Lagrangian
L = 1
2
∂µφ∂
µφ − 1
2
m2φ2 − gφ〈ψψ〉, where the gφ〈ψψ〉 term indicates a coupling of the φ
field to a classical source. In general if we are able to determine the expectation 〈ψψ〉, we
will have 〈φ(x)〉 exactly. Equation B.16 has the interpretation of being a propagation of
the φ field from the current given by the expectation value of the square of the ψ, which
in weak coupling could be considered as a statistical ensemble of the possible virtual/real
particles off which the φ field could be emitted.
Suppose we have |in〉 = |ψ〉 = ∫ dnk
(2pi)n/2
√
2Ek
ψ˜(k)|~k〉, with normalisation condition ∫ dnk
(2pi)n
|ψ˜(k)|2 =
1. We find
〈ψ|ψψ|ψ〉(z) =
∫
dnk1d
nk2
(2pi)n
√
Ek1Ek2
ψ˜(k1)ψ˜
∗(k2)e−iz(k1−k2), (B.17)
from which it follows that
〈φ〉(x) = g
∫
dnk1d
nk2
(2pi)n
√
Ek1Ek2
ψ˜(k1)ψ˜
∗(k2)
e−ix(k1−k2)
(k1 − k2)2 −m2g
. (B.18)
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Numerical computations for the time evolution of the 1+1 dimensional analogue of Equa-
tion B.18 is given in Figures B.2 and B.3. For an analytic result we take ψ˜(k) =
(2pi)n/2
(2piα2)n/4
e−
1
4
(~k)2/α2 Effectively there is only a significant contribution to the integral when
~k21 +
~k22 << α
2. As α → 0 the wavepackets become sharply peaked and the significant
contribution will come from a smaller region. If mψ >> α
2 then Eq ≈ mψ through the
integral.1 Therefore
〈ψ|ψψ|ψ〉(z) ≈ 1
mψ
|
∫
dnk
(2pi)n/2
ψ˜(k)e−i~z·
~k|2 = 1
mψ
|ψ˜(~z)|2 (B.19)
Note that where the time is small in comparison to m−1ψ , the time dependence drops out
of the expression. We are left with a static, stable source over the time interval t << m−1ψ .
Then we will have that
〈φ(x)〉 ≈ −i g
mψ
∫
dn+1z DR(x− z)|ψ˜(~z)|2. (B.20)
Note that we can integrate the propagator over z0 to find∫
dz0DR(x− z) =
∫
dn+1p
(2pi)n+1
i
p2 −m2φ
∫
dz0 e−ip(x−z)
=
∫
dn+1p
(2pi)n+1
i
p2 −m2φ
ei~p(~x−~z)(2pi)δ(p0)
= −i
∫
dnp
(2pi)n
ei~p(~x−~z)
~p2 +m2φ
= Dn(~x− ~z)
Here Dn(~x − ~z) is the propagator for the Helmholtz equation (∇2 + m2)φ = 0 in n
dimensions. For the case n = 3, we have that D3(~x − ~z) = 14pi|~x−~z|e−mφ|~x−~z|. For our
chosen wavepackets, |ψ˜(~z)|2 = 2n√2piα2ne−2α2~z2 . Making the substitution 2α2 = 1
4τ
we
will now have
〈φ(x)〉 ≈ g2
3
√
2piα2
3
mψ
∫
d3z
e−mφ|~x−~z|
4pi|~x− ~z|e
−2α2~z2
= (2pi)3
g
mψ
∫
d3z
e−mφ|~z|
4pi|~z|
e−
(~z−~x)2
4τ
√
4piτ
3 (B.21)
We can think of Equation B.21 as the solution of the heat equation with initial condition
given by e
−mφ|~x|
4pi|~x| , the Yukawa potential. τ is some function of the width of the asymptotic
wavepackets, as we localize this momenta (or spread out the concentration of the source
in position space) we smear out the concentration of 〈φ(x)〉 given at the origin. For non-
zero τ the value of 〈φ(x)〉 at the origin will be finite. The same argument will hold for
1This argument will hold true for any peaked wavepacket with width parameterized by α.
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Figure B.1: Comparison between numerical and analytic results for 〈φ(x)〉 in 1 + 1 di-
mensions, for large mψ
Figure B.2: Time evolution of 〈φ(x)〉 in 1 + 1 dimensions
arbitrary dimensions, just with a different Green’s function Dn(~x). Far from the origin,
the result will approach what we would expect in the limit τ = 0. In n = 1 the result is
〈φ(x)〉 ≈ g
mφmψ
pi
2
e
m2φ
8α2
(
e−mφ|~x|Erfc
(
mφ − 4|~x|α2
2
√
2α2
)
+ emφ|~x|Erfc
(
mφ + 4|~x|α2
2
√
2α2
))
(B.22)
Note that in this regime of t << m−1ψ , Equation B.22 does not carry explicit time depen-
dence. A comparison between a numerical calculation given by the 1+1 D analogue of
Equation B.18 and the analytic calculation B.22 is given in Figure B.1.
When simulating the result in some region where our approximations do not hold, we
find that the field value decays in time.
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Figure B.3: Time evolution of 〈φ(x)〉 in 1 + 1 dimensions with some initial momentum
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