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Re´sume´ : On e´tablit dans ce rapport de nouvelles proprie´te´s de convergence presque
suˆre de transforme´es de martingales vectorielles. On montre en particulier que, sous
certaines conditions de re´gularite´ du processus croissant et sous certaines condi-
tions de moments sur la martingale, il y a convergence des moments normalise´s de
tout ordre pair dans le the´ore`me de la limite centrale presque suˆr pour les mar-
tingales vectorielles. On formule e´galement une conjecture de convergence sous des
hypothe`ses moins restrictives, couvrant des familles plus vastes de processus. En-
fin, on applique ces re´sultats aux mode`les de re´gression line´aire ainsi qu’a` certains
processus de branchement avec immigration, ce qui permet d’e´tablir de nouvelles
proprie´te´s asymptotiques sur les erreurs d’estimation et de pre´diction.
Mots-cle´s : Martingale vectorielle, moment, re´gression, transforme´e, the´ore`me
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Convergence of moments in the almost sure central
Limit theorem for multivariate martingales
Abstract: In this report, new almost sure convergence properties for multivariate
martingale transforms are established. Assuming some regularity conditions both on
the increasing process and on the moments of the martingale, one can show that
normalized moments of any even order do also converge in the almost sure cental
limit theorem for martingales. In addition, a conjecture about convergence under
wider hypotheses is formulated, the goal being to cover a larger class of processes.
Cases studies are proposed, including linear models and some branching processes
with immigration, for which new asymptotic estimation and prediction errors are
obtained.
Key-words: Almost sure cental limit theorem, moment, regression, multivariate
martingale.
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1 Introduction
Soit (Xn) une suite de variables ale´atoires re´elles inde´pendantes et de meˆme loi avec
E[Xn] = 0 et E[X
2
n] = σ
2. Si Sn = X1 + · · · + Xn, on a par le the´ore`me de la limite
centrale
Sn√
n
L−→ N (0, σ2)
ce qui entraine que, pour toute fonction h continue borne´e,
lim
n→∞
E
[
h
( Sn√
n
)]
=
∫
R
h(x)dG(x)
ou` G est la mesure gaussienne N (0, σ2). On a e´galement, par le the´ore`me de la limite
centrale presque suˆr (TLCPS), que la mesure emprique ale´atoire
1
log n
n∑
k=1
1
k
δ Sk√
k
=⇒ G p.s.
En d’autres termes, pour toute fonction h continue borne´e,
lim
n→∞
1
log n
n∑
k=1
1
k
h
( Sk√
k
)
=
∫
R
h(x)dG(x) p.s.
Ce the´ore`me a e´te´ de´montre´ par [2] et [16, 17], et dans sa forme pre´sente par [11].
Le TLCPS a aussi e´te´ e´tabli dans un cadre martingales par [3, 4], [5] et [14, 15],
plus pre´cise´ment de´fini de la manie`re suivante. Soit (εn) une suite de diffe´rences
de martingales adapte´e a` une filtration F = (Fn). Soit (Φn) une suite de variables
ale´atoires adapte´e a` F. La transforme´e de martingale re´elle (Mn) est de´finie, pour
tout n ≥ 1, par
Mn
def
=
n∑
k=1
Φk−1εk.
On de´finit e´galement le coefficient d’explosion fn associe´ a` (Φn) par
fn
def
=
Φ2n
sn
, avec sn
def
=
n∑
k=0
Φ2k.
Le TLCPS pour les martingales [3] peut alors s’exprimer en version simplifie´e de
la fac¸on suivante. Sous des hypothe`ses raisonnables de moment et de convergence
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ad hoc, on a pour toute fonction h continue borne´e
lim
n→∞
1
log sn
n∑
k=1
fkh
( Mk√
sk−1
)
=
∫
R
h(x)dG(x) p.s. (1)
Une de´marche naturelle est de chercher a` savoir si cette convergence reste vraie
pour des fonctions h non borne´es. On trouve dans [1] que, si (εn) admet un moment
conditionnel d’ordre > 2p fini, alors la convergence (1) est vraie pour h(x) = x2p
avec p ≥ 1.
The´ore`me 1.1 (Convergence des moments dans le TLCPS scalaire). On suppose que
(εn) ve´rifie E[ε
2
n+1 | Fn] = σ2 p.s. et qu’il existe un entier p ≥ 1 et un re´el a > 2p
tels que
sup
n≥0
E[|εn+1|a|Fn] < ∞ p.s.
Si (fn) tend vers ze´ro p.s., on a
lim
n→∞
1
log sn
n∑
k=1
fk
( M2k
sk−1
)p
=
σ2p(2p)!
2pp!
p.s. (2)
On reconnaˆıt, dans la limite (2), le moment d’ordre 2p de la loi gaussienne N (0, σ2).
Dans ce rapport, on propose un re´sultat analogue au the´ore`me 1.1 de [1] dans un
cadre vectoriel.
Soit (Mn) une martingale a` valeurs dans R
d adapte´e a` une filtration F. On suppose
que (Mn) est de carre´ inte´grable. Son processus croissant est la suite (〈M〉n) de
matrices carre´es d’ordre d, syme´triques et de´finies positives, donne´es par
〈M〉n =
n∑
k=1
E[(Mk −Mk−1)(Mk −Mk−1)t|Fk−1].
Un premier TLCPS pour les martingales vectorielles discre`tes a e´te´ e´tabli dans [5]
et [6] sous des conditions assez restrictives sur le processus croissant (〈M〉n). Notre
objectif est de montrer que, sous des hypothe`ses approprie´es sur (〈M〉n), il y a
convergence des moments d’ordre pair dans le TLCPS pour (Mn). On va se placer
dans le cadre plus ge´ne´rale des transforme´es de martingales vectorielles (Mn) de la
forme
Mn
def
= M0 +
n∑
k=1
Φk−1εk
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ou` M0 peut eˆtre choisie arbitrairement et (Φn) est une suite de vecteurs ale´atoires
de Rd adapte´e a` F. On note e´galement
Sn =
n∑
k=0
ΦkΦ
t
k + S (3)
ou` S est une matrice de´terministe, syme´trique et de´finie positive. Il est clair que, si
E[ε2n+1 | Fn] = σ2 p.s., alors le processus croissant de (Mn) est donne´ par 〈M〉n =
σ2Sn−1. On de´finit le coefficient d’explosion associe´ a` (Φn) par
fn = Φ
t
nS
−1
n Φn =
dn − dn−1
dn
(4)
avec dn = det(Sn).
Le rapport est organise´ de la fac¸on suivante. On e´nonce dans la section 2 les princi-
paux re´sultats de convergence pour les transforme´es de martingales vectorielles. Les
applications statistiques sur le calcul des erreurs d’estimation et de pre´diction dans
les mode`les de re´gressions line´aires font l’objet de la section 3. On e´tudie en parti-
culier les mode`les autore´gressifs et les processus de branchement avec immigration.
Les de´monstrations des re´sultats ne sont pas donne´es dans leur inte´gralite´, mais les
ide´es cle´s sont indique´es. On se reportera a` [7] pour le de´tail des preuves.
2 Convergence des moments dans le TLCPS pour les martingales
vectorielles
Notre objectif est d’e´tablir une ge´ne´ralisation du the´ore`me 1.1 au cadre vectoriel.
Sous des hypothe`ses de moment approprie´es sur (εn) ainsi que des hypothe`ses de
convergence raisonnables sur (〈M〉n), on va montrer la convergence des moments
normalise´s d’ordre pair dans le TLCPS pour (Mn).
The´ore`me 2.1. On suppose que (εn) ve´rifie E[ε
2
n+1 | Fn] = σ2 p.s. et qu’il existe un
entier p ≥ 1 et un re´el a > 2p tels que
(Hp)
sup
n≥0
E
[|εn+1|a∣∣Fn] < ∞ p.s.
On suppose e´galement que (fn) tend vers ze´ro p.s. et qu’il existe une suite ale´atoire
positive (αn) croissante vers l’infini et une matrice L syme´trique et inversible telles
que
lim
n→∞
α−1n Sn = L p.s. (5)
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Alors, on a presque suˆrement
lim
n→∞
1
log dn
n∑
k=1
fk
(
M tkS
−1
k−1Mk
)p
= `(p) = dσ2p
p−1∏
j=1
(
d + 2j
)
, (6)
lim
n→∞
1
log dn
n∑
k=1
(
M tkS
−1
k−1Mk
)p − (M tkS−1k Mk)p = λ(p) = pd`(p). (7)
Remarque 1. La limite `(p) correspond au moment d’ordre 2p de la norme d’un vec-
teur gaussien N (0, σ2Id). Par conse´quent, le the´ore`me 2.1 e´tablit bien la convergence
des moments d’ordre 2p dans le TLCPS pour les martingales vectorielles. La norma-
lisation de´terministe du TLCPS de [5] est remplace´e par la normalisation ale´atoire
naturelle donne´e par le processus croissant.
Remarque 2. L’hypothe`se de convergence (5) entraˆıne que (fn) tend vers ze´ro p.s.
si et seulement si αn ∼ αn−1 p.s. car detL > 0 et
lim
n→∞
dn
αdn
= det L p.s.
De´monstration. La de´monstration comple`te du the´ore`me 2.1 figure dans [7]. On
indique seulement ici les ide´es principales de la preuve. Pour alle´ger les notations,
on commence par de´finir les variables
Vn
def
= M tnS
−1
n−1Mn, (8)
ϕn
def
= α−1n Φ
t
nL
−1Φn,
vn
def
= α−1n−1M
t
nL
−1Mn.
Tout d’abord, on peut remarquer, en utilisant le syme´trie de L, que la convergence
(5) entraˆıne que presque suˆrement
fn = ϕn + o
(
ϕn
)
, (9)
Vn = vn + o
(
vn
)
. (10)
On de´duit directement de (10) que V pn = v
p
n + o
(
vpn
)
. Pour de´terminer la limite (6),
il suffit donc, d’apre`s le lemme de Toeplitz, d’e´tudier la convergence presque suˆre
lim
n→∞
1
log dn
n∑
k=1
fkV
p
k = limn→∞
1
log dn
n∑
k=1
ϕkv
p
k. (11)
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On prouve le the´ore`me 2.1 par re´currence sur p ≥ 1. L’ide´e de la preuve est inspire´e
de celle de [1] dans le cas scalaire. Il s’agit dans un premier temps d’e´crire une relation
de re´currence sur M tnL
−1Mn. Par de´finition de la suite (Mn), on a la de´composition
M tn+1L
−1Mn+1 = M
t
nL
−1Mn + 2εn+1Φ
t
nL
−1Mn + ε
2
n+1Φ
t
nL
−1Φn.
On pose
βn = tr
(
L−1/2SnL
−1/2
)
, (12)
γn =
βn − βn−1
βn
et δn =
M tnL
−1Φn
βn
.
Si mn = β
−1
n−1M
t
nL
−1Mn, on de´duit alors de la de´composition ci-dessus que
mn+1 = (1− γn)mn + 2δnεn+1 + γnε2n+1. (13)
La preuve du the´ore`me repose ensuite sur le lemme suivant.
Lemme 2.2. Sous les hypothe`ses du the´ore`me 2.1, si gn = M
t
nS
−1
n−1Φn, on a
lim
n→∞
1
log dn
n∑
k=1
γkm
p
k =
`(p)
dp+1
p.s. (14)
lim
n→∞
1
log dn
n∑
k=1
(1− fk)g2kmp−1k =
λ(p)
pdp−1
p.s. (15)
Si l’on e´le`ve l’e´galite´ (13) a` la puissance p, on obtient
mpn+1 =
p∑
k=0
k∑
`=0
2k−`CkpC
`
k γ
`
nδ
k−`
n
(
(1− γn)mn
)p−k
εk+`n+1. (16)
Apre`s quelques simplifications e´le´mentaires, on trouve la relation de re´currence
mpn+1 +An(p) = mp1 + Bn+1(p) +Wn+1(p) (17)
avec
An(p) =
n∑
k=1
β−pk
(
βpk − βpk−1
)
mpk, Bn+1(p) =
2p−1∑
`=1
n∑
k=1
bk(`)ε
`
k+1,
RR n° 6056
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Wn+1(p) =
n∑
k=1
γpkε
2p
k+1.
Si 1 ≤ ` ≤ p− 1, on a
bk(`) =
b`/2c∑
j=0
2`−2jC`−jp C
j
`−jγ
j
kδ
`−2j
k
(
(1 − γk)mk
)p−`+j
,
tandis que si p ≤ ` ≤ 2p− 1,
bk(`) =
b`/2c∑
j=`−(p−1)
2`−2jC`−jp C
j
`−jγ
j
kδ
`−2j
k
(
(1− γk)mk
)p−`+j
+C`−pp 2
2p−` − δ2p−`k γ`−pk .
La preuve consiste en l’e´tude des comportements asymptotiques deWn+1(p), Bn+1(p)
et mpn afin d’en de´duire des informations sur An(p). Tout d’abord, pour p = 1, on a
par le lemme de Chow [8, page 22]
lim
n→∞
1
log βn
Wn+1(1) = σ2 p.s.
Il est aussi facile de voir que Bn+1(1) = o
(An(1)) p.s. On de´duit e´galement de la
relation (2.30) de [19] que mn+1 = o(log βn) p.s. Par suite, on a par l’e´galite´ (17)
lim
n→∞
1
log βn
An(1) = σ2 p.s.
Cependant, il re´sulte imme´diatement de l’hypothe`se de convergence (5) que
lim
n→∞
βn
γn
= d p.s.
ce qui implique log dn ∼ d log βn p.s. On tire alors
lim
n→∞
1
log dn
An(1) = σ
2
d
p.s.
ce qui entraine la convergence (14) pour p = 1. On suppose ensuite que p ≥ 2. On
trouve par le lemme de Chow que
Wn+1(p) = o
(
log dn
)
p.s.
INRIA
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On peut e´galement montrer que
Bn+1(p) = p
dp+1
`(p) log dn + o
(
log dn
)
+ o
(An(p)) p.s.
La relation (2.30) de [19] entraine aussi que mpn = o(log dn). On obtient ainsi
lim
n→∞
1
log dn
An(p) = p
dp+1
`(p) p.s.
ce qui ache`ve la preuve de (14) car
lim
n→∞
1
log dn
n∑
k=1
γkm
p
k = limn→∞
1
p log dn
An(p) = `(p)
dp+1
p.s.
Pour la seconde partie du lemme 2.2, on raisonne de la meˆme manie`re via l’e´galite´
V pn+1 =
p∑
k=0
k∑
`=0
2k−`CkpC
`
k f
`
ng
k−`
n h
p−k
n ε
k+`
n+1 (18)
avec gn = Φ
t
nS
−1
n−1Mn et hn = M
t
nS
−1
n Mn.
Dans la plupart des applications statistiques, l’hypothe`se de convergence (5) est
ve´rifie´e. Cependant, cette hypothe`se technique a e´te´ introduite de fac¸on a` pouvoir
contourner le proble`me vectoriel en se ramenant d’une certaine fac¸on au cadre sca-
laire. En effet, l’hypothe`se (5) entraine que toutes les valeurs propres de la matrice
Sn tendent vers l’infini a` la meˆme vitesse αn. Il est naturel d’espe´rer pouvoir e´tablir
le re´sultat suivant sans l’hypothe`se de convergence (5).
Conjecture 2.3. On suppose que (εn) ve´rifie (Hp) pour un entier p ≥ 1. Alors, on a
n∑
k=1
fk
(
M tkS
−1
k−1Mk
)p
= O(log dn) p.s.
n∑
k=1
(
M tkS
−1
k−1Mk
)p − (M tkS−1k Mk)p = O(log dn) p.s.
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3 Applications
3.1 Mode`les de regression line´aire
A` partir de nouvelles proprie´te´s asymptotiques presque suˆres pour les puissances de
transforme´es de martingales vectorielles, on va e´tablir des re´sultats de convergence
sur les erreurs d’estimation et de pre´diction associe´es aux mode`les de re´gression
line´aire. Ces derniers sont de´finis, pour tout n ≥ 1, par la relation
Xn+1 = θ
tΦn + εn+1 (19)
ou` θ ∈ Rd est le parame`tre inconnu du mode`le. Les variables ale´atoires Xn, Φn et
εn sont respectivement l’observation, le vecteur de re´gression et le bruit du syste`me.
On propose ci-apre`s deux illustrations des re´sultats de la section 2 portant sur les
processus autore´gressifs line´aires et ainsi que sur les processus de branchement avec
immigration.
Pour une suite d’estimateurs (θ̂n) de θ, on s’inte´resse a` la performance asymptotique
de θ̂tnΦn comme pre´dicteur de Xn+1. Plus pre´cise´ment, on se concentre sur l’erreur de
pre´diction Xn+1− θ̂tnΦn et sur l’erreur d’estimation θ̂n−θ. Il est plus approprie´ (voir
par exemple [10]) de conside´rer les erreurs cumule´es de pre´diction et d’estimation,
respectivement de´finies, pour tout p ≥ 1, par
Cn(p) =
n−1∑
k=0
(Xk+1 − θ̂tkΦk)2p (20)
et
Gn(p) =
n∑
k=1
kp−1‖θ̂k − θ‖2p. (21)
Dans le cas scalaire d = 1, sous des hypothe`ses de moment approprie´es, des re´sultats
asymptotiques sur (Cn(p)) et (Gn(p)) se trouvent dans [1] avec l’estimateur des
moindre carre´s
θ̂n = S
−1
n−1
n∑
k=1
Φk−1Xk. (22)
INRIA
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Notre but est d’e´tendre ces re´sultats au cadre multidimensionnel. Dans ce contexte,
il y a dans [8,19] des re´sultats asymptotiques pour (Cn(p)) et (Gn(p)) mais seulement
dans le cas p = 1. Pour la consistance forte de l’estimateur des moindres carre´s, on
peut e´galement consulter les travaux de [12, 18]. Ces re´sultats sont e´tendus dans
[9]. D’autre part, le comportement asymptotique de l’estimateur empirique de la
covariance associe´e au mode`le (19) est e´tudie´ dans [9, 12, 13, 18]. On peut se poser
la question ge´ne´rale suivante : comment utiliser les re´sultats de convergence de la
section 2 afin obtenir le comportement asymptotique des suites (Cn(p)) et (Gn(p)) ?
On peut de´duire de (19) et de (22) que
θ̂n − θ = S−1n−1Mn avec Mn = M0 +
n∑
k=1
Φk−1εk (23)
ou` M0 = −Sθ. On pose alors
pin =
(
θ − θ̂n
)t
Φn = Xn+1 − θ̂tnΦn − εn+1. (24)
Les relations (23) et (24) permettent d’e´crire
pi2n = M
t
nS
−1
n−1ΦnΦ
t
nS
−1
n−1Mn.
Par ailleurs, en appliquant la formule de Riccati [8], on a
S−1n−1 = S
−1
n + (1− fn)S−1n−1ΦnΦtnS−1n−1.
Par conse´quent,
an(1)
def
= M tnS
−1
n−1Mn −M tnS−1n Mn = (1− fn)pi2n. (25)
Il est souvent difficile d’obtenir des re´sultats asymptotiques sur le coefficient d’ex-
plosion fn. Dans les mode`les conside´re´s dans ce rapport, (fn) converge p.s. vers ze´ro.
Pour e´tudier le comportement asymptotique de (Gn(p)) et (Cn(p)), on va utiliser des
proprie´te´s asymptotiques de
(
an(1)
)p
, sous des hypothe`ses de moments approprie´es.
Du meˆme coup, on estime les moments d’ordre 2p du bruit (εn).
Corollaire 3.1. Sous les hypothe`ses du the´ore`me 2.1, on a
lim
n→∞
1
log dn
n∑
k=1
(
ak(1)
)p
=
{
0 si p > 1,
σ2 si p = 1.
(26)
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De´monstration. Dans le cas particulier p = 1, la convergence (26) correspond exac-
tement a` (7). On suppose maintenant p > 1. On de´duit de l’ine´galite´
an(1) ≤ fnVn
et de la convergence presque suˆre de (fn) vers ze´ro, en appliquant le lemme de
Kronecker et le lemme 2.2, que
0 ≤ lim
n→∞
1
log dn
n∑
k=1
(
ak(1)
)p ≤ lim
n→∞
1
log dn
n∑
k=1
(
fkVk
)p
= 0 p.s.
3.2 Estimation des moments, erreurs d’estimation et de pre´diction
On suppose que le bruit (εn) ve´rifie E[ε
2
n+1 | Fn] = σ2 ainsi que (H1). Si
∆n =
1
n
n∑
k=1
ε2k,
la loi forte des grands nombres pour les martingales entraine que (∆n) converge p.s.
vers σ2. Sous les hypothe`ses du the´ore`me 2.1 avec p = 1, on de´duit alors de (26) que
l’estimateur de σ2
Γn =
1
n
n−1∑
k=0
(
Xk+1 − θ̂tkΦk
)2
est fortement consistant avec
lim
n→∞
n
log dn
(Γn −∆n) = σ2 p.s. (27)
On peut maintenant proposer des estimateurs consistants des moments d’ordre
supe´rieur de (εn). Pour tout p ≥ 1,
Γn(2p) =
1
n
n−1∑
k=0
(Xk+1 − θ̂tkΦk)2p (28)
est un estimateur naturel du moment σ(2p) d’ordre 2p du bruit (εn). On peut remar-
quer que nΓn(2p) = Cn(p). Le corollaire suivant donne des re´sultats asymptotiques
pour Γn(2p).
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Corollaire 3.2. On se place sous les hypothe`ses du the´ore`me 2.1 avec p ≥ 2. Pour
tout entier 1 ≤ q ≤ p tel que, pour tout n ≥ 0, E[ε2qn+1∣∣Fn] = σ(2q), Γn(2q) est un
estimateur fortement consistant de σ(2q) et(
Γn(2q)− 1
n
n∑
k=1
ε2qk
)2
= O
( log dn
n
)
p.s. (29)
De´monstration. On a de´ja` vu par (27) que le corollaire 3.2 est vrai pour q = 1. On
peut donc supposer que q ≥ 2. Si l’on de´veloppe l’expression de Γn(2q), on a par
(24)
n
(
Γn(2q)−∆n(2q)
)
=
n−1∑
k=0
pi2qk +
2q−1∑
`=1
C`q
n−1∑
k=0
pi2q−`k ε
`
k+1.
On de´duit de (25) et de la convergence p.s. de (fn) vers ze´ro associe´s au corollaire 3.1
que
n∑
k=0
pi2qk = o(log dn) p.s.
Pour tout ` ∈ {1, . . . , 2q − 1}, on a la de´composition
n−1∑
k=0
pi2q−`k ε
`
k+1 = Pn(`) + Qn(`),
avec
Pn(`) =
n−1∑
k=0
pi2q−`k σk(`) et Qn(`) =
n−1∑
k=0
pi2q−`k ek+1(`),
ou` σn(`) = E
[
ε`n+1
∣∣Fn] et en+1(`) = ε`n+1−σn(`). Tout d’abord, puisque les moments
σn(`) sont presque suˆrement borne´s, on a
|Pn(`)| = O(
n−1∑
k=0
pi2q−`k ) = O(log dn) p.s.
On peut e´galement montrer qu’on a l’estimation
|Qn(`)|2 = O(n log dn) p.s.
Par conse´quent, on obtient
n2
(
Γn(2q)−∆n(2q)
)2
= O(n log dn) p.s.,
ce qui ache`ve la preuve du corollaire 3.2.
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Il est maintenant possible de de´duire du corollaire 3.2 le comportement asympto-
tique de (Cn(q)). Sous les hypothe`ses du corollaire 3.2, la convergence (29) implique
que Cn(q)/n converge p.s. vers σ(2q). De plus, comme (εn) admet un moment condi-
tionnel fini d’ordre a > 2p, on peut de´duire du lemme de Chow que, pour tout c tel
que 2pa−1 < c < 1, ∣∣∣∣∣ 1n
n∑
k=1
ε2qk − σ(2q)
∣∣∣∣∣ = o(nc−1) p.s. (30)
Il de´coule alors de (29) et (30) que, si log dn = o
(
nc
)
,
∣∣∣∣ 1n Cn(q)− σ(2q)
∣∣∣∣2 = o(nc−1) p.s.
Avant d’obtenir des re´sultats sur les erreurs cumule´es d’estimation (Gn(p)), on
e´nonce un autre corollaire du the´ore`me 2.1.
Corollaire 3.3. Sous les hypothe`ses du the´ore`me 2.1, on a
lim
n→∞
1
log dn
n∑
k=1
fk
(
(θ̂k − θ)tSk(θ̂k − θ)
)p
= `(p) p.s. (31)
De plus, on suppose qu’il existe une matrice inversible L telle que
lim
n→+∞
1
n
Sn = L p.s. (32)
Alors, on a
lim
n→∞
1
log n
n∑
k=1
kp−1
(
(θ̂k − θ)tL(θ̂k − θ)
)p
= `(p) p.s. (33)
Remarque 3. Comme L est de´finie positive, on tire imme´diatement de (33) que
Gn(p) = O
(
log n
)
p.s.
De´monstration. On montre facilement a` partir de la de´finition de Sn et de l’estima-
teur des moindres carre´s θ̂n que(
θ̂n − θ
)t
Sn
(
θ̂n − θ
)
= Vn + g
2
n.
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Ainsi, on de´duit de la convergence (6), de la limite nulle du coefficient d’explosion
fn et du lemme de Kronecker que presque suˆrement
lim
n→∞
1
log dn
n∑
k=1
fk
((
θ̂k − θ
)t
Sk
(
θ̂k − θ
))p
= lim
n→∞
1
log dn
n∑
k=1
fkV
p
k = `(p).
Ainsi la convergence (31) est une conse´quence imme´diate du the´ore`me 2.1. Pour la
deuxie`me partie du corollaire, on peut de´ja` montrer en utilisant la racine carre´e de
L que ((
θˆn − θ
)t
L
(
θˆn − θ
))p ∼ (n−2mnβn)p ∼ (d2mnβ−1n )p p.s.
Ainsi, on obtient
lim
n→∞
1
log n
n∑
k=1
kp−1
((
θˆk − θ
)t
L
(
θˆk − θ
))p
= lim
n→∞
dp+1
log n
n∑
k=1
mpk
βk
p.s.
On cherche a` comparer cette somme avec celle e´tudie´e dans le lemme 2.2. Graˆce a`
une transformation d’Abel, on a la de´composition
n∑
k=1
γkm
p
k =
mpn
βn
(
Σn − d(n− 1)
)− mp1
β0
Σ0 + rn + d
n−1∑
k=1
mpk
βk
, (34)
avec
Σn
def
=
n∑
k=1
βkγk =
n∑
k=1
ΦtkL
−1Φk ∼ βn
et
rn
def
=
n−1∑
k=1
(mpk
βk
− m
p
k+1
βk+1
)(
Σk − kd
)
.
On peut voir aise´ment que
mpn
βn
(
Σn − d(n− 1)
)− mp1
β0
Σ0 = o
(
log dn
)
p.s.
Il reste a` prouver que rn = o
(
log n
)
p.s. En effet, on aura alors par le lemme 2.2 que
lim
n→∞
1
log n
n∑
k=1
mpk
βk
=
1
d
lim
n→∞
1
log n
n∑
k=1
γkm
p
k =
`(p)
dp+1
p.s.
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On e´crit rn comme somme deux termes :
rn =
n−1∑
k=1
Σk − kd
βk
(
mpk −mpk+1
)
+
n−1∑
k=1
Σk − kd
βk
γk+1m
p
k+1. (35)
Ensuite, en utilisant la preuve du the´ore`me 2.1 et la de´composition (16), on trouve
pour le premier terme
lim
n→∞
1
log n
n−1∑
k=1
Σk − kd
βk
(
β−pk
(
βpk − βpk−1
)
mpk − wk+1 − bk+1
)
= 0 p.s.
On de´duit directement du lemme 2.2 et de la convergence presque suˆre de Σn−nd/βn
vers ze´ro, que le deuxie`me terme est aussi un o(log n) p.s. Finalement, on obtient
lim
n→∞
1
log n
n∑
k=1
kp−1
((
θˆk − θ
)t
L
(
θˆk − θ
))p
= `(p) p.s.
On va maintenant appliquer ces re´sultats aux processus autore´gressifs line´aires ainsi
qu’aux processus de branchement avec immigration, qui sont des cas particuliers du
mode`le de re´gression (19).
3.3 Processus autore´gressif line´aire
Le processus autore´gressif line´aire est un cas particulier du mode`le de re´gression
(19). Il est de´fini pour tout n ≥ 1, par
Xn+1 =
d∑
k=1
θkXn−k+1 + εn+1. (36)
La matrice compagne C associe´e a` ce processus est donne´e par
C =


θ1 θ2 . . . θd−1 θd
1 0 . . . . . . 0
0 1 0 . . . 0
...
. . .
. . .
. . .
...
0 . . . 0 1 0

 .
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On s’inte´resse ici seulement au cas stable, c’est-a`-dire quand ρ(C) < 1, ou` ρ(C)
de´signe le rayon spectral de la matrice compagne C. On suppose que (εn) est soit
une suite de variables ale´atoires inde´pendantes et de meˆme loi centre´e et de variance
σ2, soit une suite de diffe´rences de martingales satisfaisant E[ε2n+1 | Fn] = σ2 avec
un moment conditionnel d’ordre > 2 fini. Si
Γ = σ2


1 0 . . . 0
0 0 . . . 0
...
...
...
...
0 0 . . . 0

 ,
le re´sultat de convergence (32) est ve´rifie´ avec L donne´e par
L =
∞∑
k=0
CkΓ(Ct)k. (37)
De plus, on peut facilement voir que L est inversible. Par conse´quent, log dn est p.s.
e´quivalent a` d log n. Sous les hypothe`ses du corollaire 3.2, Γn(2q) est un estimateur
fortement consistant de σ(2q),
(
Γn(2q)− 1
n
n∑
k=1
ε2qk
)2
= O
( log n
n
)
p.s. (38)
et le corollaire 3.3 s’applique en remplac¸ant log dn par d log n. Sous les hypothe`ses
du corollaire 3.3, on a aussi
Gn(p) = O(log n) p.s.
Finalement, la convergence (33) est ve´rifie´e pour L donne´e par (37).
3.4 Processus de branchement avec immigration
3.4.1 Estimation de la moyenne
On conside`re un processus de branchement (Xn) sujet a` une composante d’immigra-
tion inde´pendante a` chaque ge´ne´ration. La notion d’immigration correspond au fait
que la population de re´fe´rence peut s’enrichir d’apports exte´rieurs : par exemple, on
peut mode´liser l’e´volution d’un patrimoine ge´ne´tique, de phe´nome`nes en e´cologie,
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en physique des particules ou en e´pide´miologie. Le processus de branchement (Xn)
est donne´ par la relation de re´currence
Xn+1 =
Xn∑
k=1
Yn,k + In+1 (39)
avec X0 = 1. La variable ale´atoire In correspond a` l’effectif de l’immigration a`
la ne ge´ne´ration tandis que, pour tout 1 ≤ k ≤ Xn, Yn,k de´signe le nombre de
descendants du ke individu de la ne ge´ne´ration. On suppose que les suites (Yn,k) et
(In) sont inde´pendantes et constitue´es de variables ale´atoires inde´pendantes et de
meˆme loi a` valeurs dans N. On pose
E[Yn,k] = m, E[In] = λ,
var[Yn,k] = σ
2, var[In] = b
2.
La relation de re´currence (39) peut s’e´crire sous la forme autore´gressive
Xn+1 = mXn + λ + εn+1, (40)
ou` (εn) est une suite de diffe´rences de martingales. Le processus (Xn) est donc un
cas particulier de (19) avec Φtn = (Xn, 1) et θ
t = (m,λ). Cependant, dans ce mode`le,
le moment conditionnel d’ordre 2 du bruit n’est pas presque suˆrement borne´ car
E
[
ε2n+1 | Fn
]
= σ2Xn + b
2.
Pour cette raison, on conside`re le mode`le de re´gression suivant
X˜n+1 = θ
tΦ˜n + ε˜n+1,
ou` les variables ale´atoires X˜n+1, Φn et ε˜n sont donne´es par
X˜n+1 = c
−1/2
n Xn+1, Φ˜n = c
−1/2
n Φn,
ε˜n+1 = c
−1/2
n εn+1, cn = Xn + 1.
Avec ce mode`le, on a clairement la majoration
E
[
ε˜2n+1 | Fn
] ≤ σ2 + b2.
De plus, dans le cas stable m < 1, la convergence suivante a e´te´ e´tablie dans [20]
lim
n→∞
n−1S˜n
def
= lim
n→∞
n−1
(
S +
n∑
k=0
c−1k ΦkΦ
t
k
)
= L
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ou` L est la matrice de´finie positive donne´e par
L =


E
[
X2
X+1
]
E
[
X
X+1
]
E
[
X
X+1
]
E
[
1
X+1
]

 .
La notation X de´signe une variable ale´atoire suivant la loi stationnaire associe´e a`
la chaˆıne de Markov (Xn). Par conse´quent, les hypothe`ses des corollaires 3.2 et 3.3
sont ve´rifie´es. On obtient donc
(
Γn(2q) − 1
n
n∑
k=1
ε2qk
)2
= O
( log n
n
)
p.s.
∣∣∣∣ 1n Cn(q)− σ(2q)
∣∣∣∣2 = o(nc−1) p.s.
Gn(p) = O(log n) p.s
3.4.2 Estimation de la variance
La de´finition de (εn) dans la relation (40) permet d’e´crire la de´composition
ε2n+1 = σ
2Xn + b
2 + vn+1,
ou` (vn) est une suite de diffe´rences de martingales ve´rifiant
E
[
v2n+1|Fn
]
= 2σ4X2n + Xn(τ
4 − 3σ4 + 4b2σ2) + ν4 − b4,
en notant τ 4 et ν4 les moments centre´s d’ordre 4 de (Yn,k) et (In). Par conse´quent,
on a la majoration
E
[
c−2n v
2
n+1|Fn
] ≤ τ4 + 4b2σ2 + ν4.
Comme la moyenne θ est inconnue, on utilise l’estimateur des variances η t = (σ2, b2)
de´fini par
η̂n = Q
−1
n
n∑
k=1
c−2k Φkε̂
2
k+1, ε̂k+1 = Xk+1 − θ̂kΦk,
ou`
Qn = S +
n∑
k=1
c−2k ΦkΦ
t
k.
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D’apre`s [20], dans le cas stable m < 1, l’hypothe`se de convergence (32) est ve´rifie´e
puisque
lim
n→∞
n−1Qn = Λ
ou` Λ est la matrice de´finie positive donne´e par
Λ =


E
[
X2
(X+1)2
]
E
[
X
(X+1)2
]
E
[
X
(X+1)2
]
E
[
1
(X+1)2
]

 .
Ainsi les hypothe`ses des corollaires 3.2 et 3.3 sont e´galement ve´rifie´es. Les compor-
tements asymptotiques des erreurs d’estimation et de pre´diction cumule´es sont donc
identiques au cas de l’estimation de la moyenne.
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