We show that, for β ≥ 1, the semigroups of β-Laguerre and β-Jacobi processes of different dimensions are intertwined in analogy to a similar result for β-Dyson Brownian motion recently obtained in [20] . These intertwining relations generalize to arbitrary β ≥ 1 the ones obtained for β = 2 in [3] between h-transformed Karlin-McGregor semigroups. Moreover, they form the key step towards constructing a multilevel process in a Gelfand-Tsetlin pattern leaving certain Gibbs measures invariant. Finally, as a by product, we obtain a relation between general β-Jacobi ensembles of different dimensions.
Introduction
The aim of this short note is to establish intertwining relations between the semigroups of general β-Laguerre and β-Jacobi processes, in analogy to the ones obtained for general β-Dyson Brownian motion in [20] (see also [12] ). These, also generalize the relations obtained for β = 2 in [3] when the transition kernels for these semigroups are given explicitly in terms of h-transforms of Karlin-McGregor determinants.
We begin, by introducing the stochastic processes we will be dealing with. Consider the unique strong solution to the following system of SDEs with i = 1, · · · , n with values in [0, ∞) n ,
where the B (n) i
, i = 1, · · · , n, are independent standard Brownian motions. This process, was introduced and studied by Demni in [7] in relation to Dunkl processes, (see for example [22] ) where it is referred to as the β-Laguerre process, since its distribution at time 1, if started from the origin, is given by the β-Laguerre ensemble (see Section 5 of [7] ). We could, equally well, have called this the β-squared Bessel process, since for β = 2 it exactly consists of n BESQ(d) diffusion processes conditioned to never collide as first proven in [15] but we stick to the terminology of [7] . Similarly, consider the unique strong solution to the following system of SDEs
where, again, the B (n) i
, i = 1, · · · , n, are independent standard Brownian motions. We call this solution the β-Jacobi process. It was first introduced and studied in [6] as a generalization of the eigenvalue evolutions of matrix Jacobi processes and whose stationary distribution is given by the β-Jacobi ensemble (see Section 4 of [6] ):
for some normalization constant C n,a,b,β . We now give sufficient conditions that guarantee the well-posedness of the SDEs above. For β ≥ 1 and d ≥ 0 and a, b ≥ 0, (1) and (2) have a unique strong solution with no collisions and no explosions and with instant diffraction if started from a degenerate (i.e. when some of the coordinates coincide) point (see Corollary 6.5 and 6.7 respectively of [13] ). In particular, the coordinates of X (n) stay ordered. Thus if,
then with probability one,
From now on, we restrict to those parameter values. It will be convenient to define θ = β 2 . We write P (1) and (2) respectively, given by,
With I denoting either [0, ∞) or [0, 1], define the chamber,
Moreover, for x ∈ W n+1 define the set of y ∈ W n that interlace with x by,
For x ∈ W n+1 and y ∈ W n,n+1 (x), define the Dixon-Anderson conditional probability density on W n,n+1 (x) (originally introduced by Dixon at the beginning of the last century in [8] and independently rediscovered by Anderson in his study of the Selberg integral in [1] ) by,
, the integral operator with kernel λ θ n,n+1
i.e.,
Then, our goal is to prove the following theorem, which should be considered as a generalization to the other two classical β-ensembles, the Laguerre and Jacobi, of the result of [20] for the Gaussian ensemble,
, we have the following equalities of Markov kernels, ∀t ≥ 0,
Remark 1.2. For β = 2, this result was already obtained in [3] , see in particular subsections 3.7 and 3.8 therein respectively. [19] ), suggests that there should be a way to realize these intertwining relations by coupling these n and n + 1 particle processes, so that they interlace. In the Laguerre case, (the Jacobi case is analogous) the resulting process Z = (X, Y), with Y evolving according to P
Remark 1.3. The general theory of intertwining diffusions (see
(t) and X in its own filtration according to P
with reflecting boundary conditions of the X components on the Y particles (in case they do collide). For a rigorous construction of the analogous coupled process in the case of Dyson
Brownian motions with β > 2, see Section 4 of [12] . In fact, for certain values of the parameters, the construction of the process with the generator above, can be reduced to the results of [12] and a more detailed account will appear as part of the author's PhD thesis [2] . As just mentioned, such a coupling was constructed for Dyson Brownian motion with β > 2 in [12] ; and in [3] (see also [23] ) for copies of general one-dimensional diffusion processes, that in particular includes the squared Bessel (this corresponds to the Laguerre process of this note) and Jacobi cases for β = 2, when the interaction, between the two levels, entirely consists of local hard reflection and the transition kernels are explicit. Given such 2-level couplings, one can then iterate to construct a multilevel process in a Gelfand-Tsetlin pattern, as in [25] which initiated this program (see also [12] , [19] , [3] ). For a different type of coupling, for β = 2 Dyson Brownian motion, that preceded [15] and is related to the Robinson-Schensted correspondence, see [16] , [17] and the related work [5] .
Using Theorem 1.1 and that M Jac,n a,b,β is the unique stationary measure of (2), which follows from smoothness and positivity of the transition density p n,β,a,b t (x, y), with respect to Lebesgue measure, of Q (n) a,b,θ (t) (see Proposition 4.1 of [6] ; for this to apply we further need to restrict to a, b > 1 β ) and the fact that two distinct ergodic measures must be mutually singular (see [24] ), we immediately get, 
Proof. From (8) we obtain that M
is the unique stationary measure of Q
Before closing this introduction we remark, that in order to establish Theorem 1.1, we will follow the strategy given in [20] , namely we rely on the explicit action of the generators and integral kernel on the class of Jack polynomials which, along with an exponential moment estimate, will allow us to apply the moment method. We note that, although the β-Laguerre and β-Jacobi diffusions look more complicated than β-Dyson's Brownian motion, the main computation, performed in Step 1 of the proof below, is actually simpler than the one in [20] .
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Preliminaries on Jack polynomials
We collect some facts on the Jack polynomials J λ (z; θ) which as already mentioned will play a key role in obtaining these intertwining relations. We mainly follow [20] which in turn follows [4] (note that there is a misprint in [20] ; there is a factor of 1 2 missing from equation (2.7) therein c.f. equation (2.13d) in [4] ). The J λ (z; θ) are defined to be the (unique up to normalization) symmetric polynomial eigenfunctions in n variables of the differential operator D (n),θ ,
indexed by partitions λ = (λ 1 ≥ λ 2 ≥ · · · ) of length l with eigenvalue eval(λ, n,
and λ ′ is the conjugate partition. With 1 n denoting a row vector of n 1s, we have the normalization,
Define the following differential operators,
Then the action of these operators on the J λ (z; θ)'s is given explicitly by (see [4] equations (2.13a), (2.13d) and (2.13b) respectively),
where λ (i) is the sequence given by 
but whose exact values will not be required in what follows. Finally, we need the following about the action of Λ θ n,n+1
on J λ (·; θ) (see [18] Section 6),
where,
Proof
We split the proof in 4 steps, following the strategy laid out in [20] .
Proof of Theorem 1.1. First, note that we can write the operators L
as follows,
Step 1 The aim of this step is to show the intertwining relation at the level of the infinitesimal generators acting on the Jack polynomials. Namely that,
We will show relation (22) for the Jacobi case and at the end of Step 1 indicate how to obtain (21) .
to obtain that,
Now, in order to check (LHS)=(RHS) we check that the coefficients of J λ and J λ (i) ∀i coincide on both sides.
• First, the coefficients of J λ (x; θ):
These are equal iff:
which is easily checked from the explicit expression of eval(n, λ, θ).
• Now, for the coefficients of J λ (i) (x; θ): (LHS): (1 n+1 ; θ) .
(RHS):
is equal to a standard Brownian motion (W(t), t ≥ 0) and so we obtain,
Thus, X (n) (t) is a squared Bessel process of dimension dim β,n,d = β
Hence, from standard estimates (see [21] Chapter IX.1 or Proposition 2.1 of [9] ; in case that dim β,n,d is an integer the result is an immediate consequence of Fernique's theorem ( [10] ) since X (n) (t) is the square of a Gaussian process) it follows that, for ǫ > 0 small enough,
Step 3 We now lift the intertwining relation to the semigroups acting on the Jack polynomials, namely,
The proof follows almost word for word the elegant argument given in [20] . We reproduce it here, elaborating a bit on some parts, for the convenience of the reader, moreover only considering the Laguerre case for concreteness. We begin by applying Ito's formula to J λ (X (n) (t); θ) and taking expectations (note that the stochastic integral term is a true martingale since its expected quadratic variation is finite which follows by the exponential estimate of Step 2) we obtain,
Now, the same considerations with n replaced by n + 1 and along with the following elementary fact about finite dimensional square matrices, is denoted by the matrices M 2 and M 3 respectively) give that,
(t)J λ (·; θ).
Step 4 We again follow [20] . Recall, (see [20] and the references therein) that we can write any symmetric polynomial p in n variables as a finite linear combination of Jack polynomials in n variables. Hence, for any such p,
