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Abstract
We mainly study the Cauchy problem of the periodic generalized Degasperis–Procesi equation. First, we
establish the local well-posedness for the equation. Second, we give the precise blow-up scenario, a con-
servation law and prove that the equation has smooth solutions which blow up in finite time. Finally, we
investigate the blow-up rate for the blow-up solutions.
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1. Introduction
In this paper, we consider the Cauchy problem for the periodic generalized Degasperis–
Procesi equation:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut − utxx + 4f ′(u)ux = 3f ′′(u)uxuxx + f ′′′(u)u3x + f ′(u)uxxx,
t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
u(t, x) = u(t, x + 1), t > 0, x ∈ R,
(1.1)
where f : R → R is a given Cm-function, m> 3.
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⎩
ut − utxx + 4uux = 3uxuxx + uuxxx, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
u(t, x) = u(t, x + 1), t > 0, x ∈ R.
(1.2)
Degasperis, Holm and Hone [20,21] proved the formal integrability of Eq. (1.2) by construct-
ing a Lax pair. They also showed that it has bi-Hamiltonian structure and an infinite sequence of
conserved quantities, and admits exact peakon solutions which are analogous to the Camassa–
Holm peakons [2–5,9,18,19].
The Degasperis–Procesi equation can be regarded as a model for nonlinear shallow water
dynamics and its asymptotic accuracy is the same as that for the Camassa–Holm shallow water
equation [1,6,11,14–16,27,32]. Dullin, Gottwald and Holm [22] showed that the Degasperis–
Procesi equation can be obtained from the shallow water elevation equation by an appropriate
Kodama transformation. Vakhnenko and Parkes [34] investigated the traveling wave solutions of
Eq. (1.2) and Holm and Staley [26] studied the stability of solitons and peakons [35] numerically.
Lundmark and Szmigielski [30] also presented an inverse scattering approach for computing n-
peakon solutions to Eq. (1.2).
After the Degasperis–Procesi equation was derived, many results were obtained [23,24,29].
Such as, Yin proved local well-posedness of Eq. (1.2) with initial data u0 ∈ Hs(R), s > 32 on the
line [37] and on the circle [38]. In these two papers the precise blow-up scenario and a blow-
up result were derived. The global existence of strong solutions and global weak solutions to
Eq. (1.2) are also investigated in [39,40]. Recently, Lenells [28] classified all weak traveling
wave solutions. Matsuno [31] studied multisoliton solutions and their peakon limits.
Analogous to the case of the Camassa–Holm equation [10], Henry [25] and Mustafa [33]
showed that smooth solutions to Eq. (1.2) have infinite speed of propagation. Coclite and
Karlsen [7] also obtained global existence results for entropy weak solutions belonging to the
class L1(R) ∩ BV (R) and the class L2(R) ∩ L4(R). The Cauchy problem for the generalized
Degasperis–Procesi equation has been studied in [36].
However, the periodic generalized Degasperis–Procesi equation has not been discussed yet.
The aim of this paper is to establish the local well-posedness of Eq. (1.1), to give the precise
blow-up scenario, an important conservation law and to show that Eq. (1.1) has blow-up solu-
tions, provided their initial data satisfy certain conditions. While the local well-posedness results
in Section 2 are similar to the corresponding results on the line [36], some blow-up results in
Section 3 use the periodicity property in an essential way [8,12,17,24].
The paper is organized as follows. In Section 2, we establish local well-posedness of Eq. (1.1).
In Section 3, we derive a precise blow-up scenario and present several blow-up results of strong
solutions to Eq. (1.1). In Section 4, we investigate the blow-up rate for the blow-up solutions of
Eq. (1.1).
2. Local well-posedness
In the section, we will apply Kato’s theory to establish the local well-posedness for the Cauchy
problem of Eq. (1.1) in Hs(S), s > 32 with S = R/Z (the circle of unite length).
First, we introduce some notations. If A is an unbounded operator, D(A) denotes the domain
of the operator A, [A,B] = AB − BA denotes the commutator of the linear operators A and B ,
‖ · ‖X denotes the norm of the Banach space X. For convenience, let ‖ · ‖s and (·,·)s denote the
1430 X. Wu / Journal of Functional Analysis 260 (2011) 1428–1445norm and inner product of Hs(S), s ∈ R, respectively. Let X and Y be Hilbert spaces such that
Y is continuity and densely embedded in X and let Q : Y → X be a topological isomorphism.
L(Y,X) denotes the space of all bounded linear operators from Y to X (L(X), if X = Y ).
Note that Eq. (1.1), analogous to the case of the Degasperis–Procesi equation, can be written
in Hamiltonian form and has the invariants
E1(u) :=
∫
S
u3 dx, E2(u) :=
∫
S
y dx, E3(u) :=
∫
S
yv dx,
where we set y(t, x) := u− uxx , v(t, x) := (4 − ∂2x )−1u.
By computation, Eq. (1.1) takes the form of a quasi-linear evolution equation of hyperbolic
type:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
yt +
[
f ′(u)y
]
x
+ 2f ′′(u)uxy = 3f ′′(u)uux + f ′′′(u)u3x − 3f ′(u)ux,
t > 0, x ∈ R,
y(0, x) = u0(x)− uxx(0, x), x ∈ R,
y(t, x) = y(t, x + 1), t  0, x ∈ R.
(2.1)
Note that if G(x) := cosh(x−[x]− 12 )
2 sinh( 12 )
, where [x] stands for the integer part of x ∈ R, then we have
(1 − ∂2x )−1f = G ∗ f for all the f ∈ L2(S) and G ∗ y = u. Here we denote by ∗ the convolution.
Then we can rewrite Eq. (2.1) as follows:
⎧⎨
⎩
ut + f ′(u)ux + ∂xG ∗
(
3f (u)
)= 0, t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
u(t, x) = u(t, x + 1), t  0, x ∈ R.
(2.2)
Or in the equivalent form:
⎧⎪⎨
⎪⎩
ut + f ′(u)ux = −∂x
(
1 − ∂2x
)−1(3f (u)), t > 0, x ∈ R,
u(0, x) = u0(x), x ∈ R,
u(t, x) = u(t, x + 1), t  0, x ∈ R.
(2.3)
Theorem 2.1. Assume that f ∈ Cm(R,R), m > 3. Given u0 ∈ Hs(S), 32 < s m, there exists a
unique solution u(t, x) to Eq. (1.1) (or Eq. (2.3)), and a T = T (f,‖u0‖s) such that
u = u(·, u0) ∈ C
([0, T );Hs(S))∩C1([0, T );Hs−1(S)).
Moreover, the solution depends continuously on the initial data, i.e. the mapping u0 →
u(·, u0) : Hs(S) → C([0, T );Hs(S)) ∩ C1([0, T );Hs−1(S)) is continuous. If T < ∞, then
lim supt↑T ‖u(t, ·)‖s = ∞.
X. Wu / Journal of Functional Analysis 260 (2011) 1428–1445 1431Proof. For u ∈ Hr(S), 32 < r < m, we define the operator A(u) = f ′(u)∂x . Analogous to
Lemma 2.6, [36], we have that A(u) is quasi-m-accretive, uniformly on bounded sets in Hr−1(S).
One can also check that A(u) ∈ L(Hr(S),H r−1(S)). Moreover,∥∥(A(y)−A(z))w∥∥
r−1  a1‖y − z‖r−1‖w‖r , y, z,w ∈ Hr(S).
Set B(u) = [Λ,f ′(u)∂x]Λ−1, Λ = (1 − ∂x) 12 . Analogous to Lemma 2.8 [36], we find that
B(u) ∈ L(Hr−1(S)) and∥∥(B(y)−B(z))w∥∥
r−1  a2‖y − z‖r‖w‖r−1, y, z ∈ Hr(S), w ∈ Hr−1(S).
Introduce g = −∂x(1 − ∂2x )−1(3f (u)), X = Hr−1(S), Y = Hr(S) as in Lemma 2.9 from [36],
g is bounded on bounded sets in Hr(S), and satisfies
∥∥g(y)− g(z)∥∥
r
 a3‖y − z‖r , y, z ∈ Hr(S),∥∥g(y)− g(z)∥∥
r−1  a4‖y − z‖r−1, y, z ∈ Hr(S).
Set Y = Hr(S), X = Hr−1(S), and Q = (1−∂2x )
1
2
. Obviously, Q is an isomorphism of Y onto X.
Applying Kato’s theory for abstract quasi-linear evolution equation of hyperbolic type, we can
obtain the local well-posedness of Eq. (1.1) (or Eq. (2.4)) in Hr(S), 32 < r m, then the solution
u(t, x) belongs to
C
([0, T );Hr(S))∩C1([0, T );Hr−1(S)).
This completes the proof of Theorem 2.1. 
Theorem 2.2. Assume that f ∈ Cm(R,R), m > 4. Let u0 ∈ Hs(S), 32 < s  m − 2. Then
T in Theorem 2.1 may be chosen independent of s in the following sense. If u = u(·, u0) ∈
C([0, T );Hs(S)) ∩ C1([0, T );Hs−1(S)) is a solution to Eq. (1.1) (or Eq. (2.4)), and if u0 ∈
Hs1(S) for some s1 
= s, 32 < s1  m, then u ∈ C([0, T );Hs1(S)) ∩ C1([0, T );Hs1−1(S))
and with the same T . In particular, if f ∈ C∞(R,R) and u0 ∈ H∞(S) = ⋂s0 Hs(S), then
u ∈ C([0, T );H∞(S)).
Proof. Since the proof of Theorem 2.2 is similar to the one of Theorem 2.3 of [36], we omit it
here. 
3. Blow-up phenomena
First, by using the local well-posedness result of Section 2 and the energy method, one can get
the following precise blow-up scenario of strong solutions to Eq. (2.2). The proofs are similar to
that in [36], we omit the proof of Lemma 3.1, Lemma 3.2 and Lemma 3.5.
Lemma 3.1. Let f ∈ Cm(R,R), m> 4 and u0 ∈ Hr(S), 32 < r m. Then the solution u(t, x) of
Eq. (1.1) blows up in finite T < ∞ if and only if
lim
t↑T
{∥∥u(t, x)∥∥
L∞(S) +
∥∥ux(t, x)∥∥L∞(S)}= ∞.
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{
qt = f ′
(
u(t, q)
)
, t > 0, x ∈ R,
q(0, x) = x, x ∈ R. (3.1)
Applying classical results in the theory of ordinary differential equations, one can obtain the
following useful result on the above initial value problem.
Lemma 3.2. Let u0 ∈ Hs(S), s  3, and T be the maximal existence time of solution u(t, x) to
Eq. (2.2). Then Eq. (3.1) has a unique solution q(t, x) ∈ C1([0, T ) × R,R). Moreover, the map
q(t, ·) is an increasing diffeomorphism of R with
qx = exp
( t∫
0
f ′′(u)ux
(
s, q(s, x)
)
ds
)
, ∀(t, x) ∈ [0, T )× R.
Lemma 3.3. Let u0 ∈ Hs(S), s > 32 . Then as long as the solution u(t, x) to Eq. (1.1) given by
Theorem 2.2 exists, we have
∫
S
y(t, x)v(t, x) dx =
∫
S
y0(x)v0(x) dx,
where y(t, x) := u − uxx , v(t, x) := (4 − ∂2x )−1u, y0(x) = y(0, x), v0(x) = v(0, x). Moreover,
we have
1
4
‖u0‖2L2  ‖u‖2L2  4‖u0‖2L2 .
Proof. The proof of Lemma 3.3 is similar to the one of Lemma 3.1 in [24]. Applying Theorem
2.2 and a simple density argument, it suffices to consider s = 3. By Eq. (1.1), we have
∫
S
ytv dx =
∫
S
(−4f ′(u)ux + 3f ′′(u)uxuxx + f ′′′(u)u3x + f ′(u)uxxx)v dx
=
∫
S
4f (u)vx dx +
∫
S
(
3f ′′(u)uxuxx + f ′′′(u)u3x + f ′(u)uxxx
)
v dx
=
∫
S
4f (u)vx dx +
∫
S
∂3x
(
f (u)
)
v dx
=
∫
4f (u)vx − f (u)∂3x v dx
S
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∫
S
f (u)∂x
(
4 − ∂2x
)
v dx
=
∫
S
f (u)ux dx = 0. (3.2)
On the other hand,
d
dt
∫
S
yv dx =
∫
S
ytv + yvt dx = 2
∫
S
(ytv + yvt ) dt.
Combining the above two relations, we deduce that
∫
S
y(t, x)v(t, x) dx =
∫
S
y0(x)v0(x) dx.
In view of the above conservation law, it follows that
‖u‖2
L2 =
∞∑
n=−∞
|uˆn|2  4
∞∑
n=−∞
1 + 4π2n2
4 + 4π2n2 |uˆn|
2
= 4(yˆ(t), vˆ(t))= 4(y(t), v(t))= 4(y0, v0) = 4(yˆ0, vˆ0)
= 4
∞∑
n=−∞
1 + 4π2n2
4 + 4π2n2
∣∣(uˆ0)n∣∣2
 4
∞∑
n=−∞
∣∣(uˆ0)n∣∣2 = 4‖u0‖2L2 . (3.3)
Similarly, we can deduce that
‖u‖2
L2 =
∞∑
n=−∞
|uˆn|2 
∞∑
n=−∞
1 + 4π2n2
4 + 4π2n2 |uˆn|
2
= (yˆ(t), vˆ(t))= (y(t), v(t))= (y0, v0) = (yˆ0, vˆ0)
=
∞∑
n=−∞
1 + 4π2n2
4 + 4π2n2
∣∣(uˆ0)n∣∣2
 1
4
∞∑
n=−∞
∣∣(uˆ0)n∣∣2 = 14‖u0‖2L2 . (3.4)
This completes the proof of Lemma 3.3. 
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existence time of the solution u(t, x) to Eq. (2.2). Then we have
‖u‖L∞  6k‖u0‖2L2 t + ‖u0‖L∞ , ∀t ∈ [0, T ].
Proof. Applying Theorem 2.2 and a simple density argument, it suffices to consider s = 3. Let
T > 0 be the maximal existence time of the solution u(t, x) to Eq. (1.1) with the initial data
u0 ∈ H 3(S) such that u(t, x) ∈ C([0, T );H 3(S))∩C1([0, T );H 2(S)). By Eq. (2.2), we have
ut + f ′(u)ux = −∂xG ∗
(
3f (u)
)
. (3.5)
By Eq. (3.1), we have
du(t, q(t, x))
dt
= ut (t, q)+ ux(t, q)dq(t, x)
dt
= (ut + f ′(u)ux)(t, q).
It follows from Eq. (3.5) that
∣∣∣∣du(t, q(t, x))dt
∣∣∣∣ ∥∥∂xG ∗ (3f (u))∥∥L∞  ‖∂xG‖L∞∥∥3f (u)∥∥L1
 3
2
k
∥∥u2∥∥
L1 =
3
2
k‖u‖2
L2  6k‖u0‖2L2 . (3.6)
Thus we obtain
−6k‖u0‖2L2 
du(t, q(t, x))
dt
 6k‖u0‖2L2 .
Integrating the above inequality with respect to t < T on [0, t], yields
−6k‖u0‖2L2 t + u0(x) u
(
t, q(t, x)
)
 6k‖u0‖2L2 t + u0(x).
Thus
∣∣u(t, q(t, x))∣∣ ∥∥u(t, q(t, x))∥∥
L∞  6k‖u0‖2L2 t +
∥∥u0(x)∥∥L∞ .
Using the Sobolev’s embedding to ensure the uniform boundedness of ux(r, η) for (r, η) ∈
[0, t] × R with t ∈ [0, T ), in view of Lemma 3.2, we get a constant C(t) > 0 such that
e−C(t)  qx(t, x) eC(t), (t, x) ∈ [0, T )× R.
We deduce that the function q(t, ·) is strictly increasing on R
with limx→±∞ q(t, x) = ±∞ as long as t ∈ [0, T ). Thus we can obtain∥∥u(t, x)∥∥
L∞ 
∥∥u(t, q(t, x))∥∥
L∞  6k‖u0‖2L2 t +
∥∥u0(x)∥∥L∞ .
This completes the proof of Lemma 3.4. 
X. Wu / Journal of Functional Analysis 260 (2011) 1428–1445 1435Remark 3.1. Analogous to the generalized Degasperis–Procesi equation, although the H 1-norm
of the solution to the periodic generalized Degasperis–Procesi equation is not conserved gener-
ally, Lemma 3.4 ensures that the amplitude remains bounded in finite time.
Lemma 3.5. Assume that f ∈ Cm(R,R), m > 4. Given u0 ∈ Hs(S), 3  s  m, if |f (u)| 
k|u|2, k > 0 and 0 < k1  f ′′(u), then the corresponding solution u(t, x) to Eq. (2.2) blows up
in finite time T < ∞ if and only if
lim inf
t↑T
{
inf
x∈Rux(t, x)
}
= −∞.
Lemma 3.6. (See [14].) Assume u0 ∈ H 3(S) is odd. Let f be given even and T be the maximal
existence time of the corresponding strong solution u(t, x) to Eq. (2.2). For 12  x  1 we have
the representation formulas
u(t, x) = 1
sinh( 12 )
sinh(1 − x)
x∫
1/2
sinh
(
ξ − 1
2
)
y(t, ξ) dξ
+ 1
sinh( 12 )
sinh
(
x − 1
2
) 1∫
x
sinh(1 − ξ)y(t, ξ) dξ, t ∈ [0, T ), (3.7)
while
ux(t, x) = − 1
sinh( 12 )
cosh(1 − x)
x∫
1/2
sinh
(
ξ − 1
2
)
y(t, ξ) dξ
+ 1
sinh( 12 )
cosh
(
x − 1
2
) 1∫
x
sinh(1 − ξ)y(t, ξ) dξ, t ∈ [0, T ). (3.8)
The representation on [0, 12 ] are obtained by reflection in x = 12 if we recall that u(t, ·) is odd for
t ∈ [0, T ).
We now present these blow-up results. First, in order to have a neat notation, let
J = coth
(
1
2
)
= cosh(
1
2 )
sinh( 12 )
.
Theorem 3.1. Assume u0 ∈ Hs(S), s > 32 and |f (u)| k|u|2, k > 0 and f ′′(u) k1 > 0. Let f
be given even, u0 be odd and
u′0(0) < −
√
6Jk
k
‖u0‖L2 .
1
1436 X. Wu / Journal of Functional Analysis 260 (2011) 1428–1445Then the corresponding solution u(t, x) to Eq. (2.2) blows up in finite time T and
T  1‖u0‖L2
√
6Jkk1
ln
(√
k1u
′
0(0)−
√
6Jk‖u0‖L2√
k1u
′
0(0)+
√
6Jk‖u0‖L2
)
.
Proof. By Theorem 2.2 and a simple density argument, we only have to prove that the theorem
holds for s = 3. Let T be the maximal existence time of the solution u ∈ C([0, T );Hs(S)) ∩
C1([0, T );Hs−1(S)) with the initial u0 of Eq. (1.1). Note that Eq. (1.1) enjoys the symmetry
(u, x) → (−u,−x). If u0(x) is odd, then u(t, x) is odd for any t ∈ [0, T ). Since s = 3, the
functions u and uxx are continuous in x. Then we have
u(t,0) = uxx(t,0) = 0, ∀t ∈ [0, T ).
Differentiating Eq. (2.2) with respect to x, we obtain
utx + f ′′(u)u2x + f ′(u)uxx + ∂2xG ∗
(
3f (u)
)= 0.
Let h(t) = ux(t,0), t ∈ [0, T ). Applying ∂2x (G ∗ f ) = G ∗ f − f , Young’s inequality and
Lemma 3.3, we have
dh(t)
dt
−k1h2(t)+
∥∥G ∗ (3f (u))(t,0)∥∥
L∞ −k1h2(t)+
3Jk
2
∥∥u2∥∥
L1
−k1h2(t)+ 3Jk2 ‖u‖
2
L2 −k1h2(t)+ 6Jk‖u0‖2L2 . (3.9)
Since h(0) < −
√
6Jk
k1
‖u0‖L2 , it follows that h′(0) < 0.
Thus we get h(t) < −
√
6Jk
k1
‖u0‖L2 and h′(t) < 0. By solving the inequality (3.9), we can
obtain ∀t ∈ [0, T )
√
k1h(0)+
√
6Jk‖u0‖L2√
k1h(0)−
√
6Jk‖u0‖L2
exp
(‖u0‖L2√6Jkk1t)− 1 2
√
6Jk‖u0‖L2√
k1h(t)−
√
6Jk‖u0‖L2
< 0.
Thus
t <
1
‖u0‖L2
√
6Jkk1
ln
(√
k1h(0)−
√
6Jk‖u0‖L2√
k1h(0)+
√
6Jk‖u0‖L2
)
.
This completes the proof of Theorem 3.1. 
Theorem 3.2. Assume ε > 0 and u0 ∈ Hs(S), s > 32 . Let |f (u)| k|u|2, f ′′(u) k1 > 0. If there
is x0 ∈ S such that
u′(x0) <
−(1 + ε)√6k√
(
‖u0‖L∞ +
(
2
√
6k√ ‖u0‖2L2 ln
(
1 + 2
)
+ ‖u0‖2L∞
) 1
2
)
,2 k1 k1 ε
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existence time is estimated above by
−‖u0‖L∞ + (‖u0‖2L∞ + 2
√
6k√
k1
‖u0‖2L2 ln(1 + 2ε ))
1
2
12k‖u0‖2L2
.
Proof. As mentioned earlier, it suffices to consider s = 3. Let T be the maximal existence time
of the solution u(t, x) to Eq. (2.3) with the initial data u0 ∈ H 3(S). Differentiating Eq. (2.2) with
respect to x, in view of ∂2x (G ∗ f ) = G ∗ f − f , we obtain
utx + f ′(u)uxx = −f ′′(u)u2x + 3f (u)−G ∗
(
3f (u)
)
. (3.10)
Note that
dux(t, q(t, x))
dt
= utx(t, q)+ uxx(t, q)dq(t, x)
dt
= (utx + f ′(u)uxx)(t, q(t, x)). (3.11)
Using Young’s inequality and Lemma 3.4, we have
∥∥3f (u)−G ∗ (3f (u))∥∥
L∞  6
∥∥f (u)∥∥
L∞  6k‖u‖2L∞
 6k
(
6k‖u0‖2L2 t + ‖u0‖L∞
)2
. (3.12)
By (3.10)–(3.12), we deduce that
dux(t, q(t, x))
dt
−k1u2x
(
t, q(t, x)
)+ 6k(6k‖u0‖2L2 t + ‖u0‖L∞)2. (3.13)
Set m(t) = ux(t, q(t, x0)) and fix ε > 0. Take
T1 =
−2√6k‖u0‖L∞ + (24k‖u0‖2L∞ + 48k
√
6k√
k1
‖u0‖2L2 ln(1 + 2ε ))
1
2
24k
√
6k‖u0‖2L2
and
K(T1) =
√
6k
(
6k‖u0‖2L2T1 + ‖u0‖L∞
)
.
It is found that
2
√
k1K(T1)T1 = ln
(
1 + 2
ε
)
. (3.14)
By the assumption of the theorem, we have
m(0) < −(1 + ε)K(T1)√ < −K(T1)√ . (3.15)
k1 k1
1438 X. Wu / Journal of Functional Analysis 260 (2011) 1428–1445This implies that
0 <
√
k1m(0)−K(T1)√
k1m(0)+K(T1) = 1 −
2K(T1)√
k1m(0)+K(T1) < 1 +
2
ε
.
It then follows from the above inequality and (3.14) that
1
2K(T1)
√
k1
ln
(√
k1m(0)−K(T1)√
k1m(0)+K(T1)
)
< T1.
In view of (3.13), we have
dm(t)
dt
−k1m2(t)+K2(T1), ∀t ∈ [0, T1] ∩ [0, T ). (3.16)
Note that (3.15), (3.16), the standard argument of continuity shows m(t) < −K(T1)√
k1
, ∀t ∈ [0, T1]∩
[0, T ). By solving the inequality (3.16), we can obtain
√
k1m(0)+K(T1)√
k1m(0)−K(T1) exp
(
2K(T1)
√
k1t
)− 1 2K(T1)√
k1m(t)−K(T1) < 0.
Since 0 <
√
k1m(0)+K(T1)√
k1m(0)−K(T1) < 1, then
T  1
2K(T1)
√
k1
ln
(√
k1m(0)−K(T1)√
k1m(0)+K(T1)
)
< T1,
such that limt↑T m(t) = −∞. This completes the proof of the theorem. 
Remark 3.2. Note that if ε > 0 goes to positive infinity and the assumption of Theorem 3.2 still
holds, the maximal existence time of the solution will tend to zero. This means that the steeper
the slope of the solution at some point is, the quicker the solution blows up.
By Theorem 3.2, we have the following two corollaries.
Corollary 3.1. Assume that u0 ∈ Hs(S), s > 32 , is even and not constant. Then for sufficiently
large n, the corresponding solution to Eq. (2.2) with initial data v0(x) = u0(nx) blows up in
finite time.
Proof. Take x0 ∈ [− 12 , 12 ] such that u′0(x0) = minx∈[− 12 , 12 ] u
′
0(x). Since u0 is even, it follows that
−u′0(x0) = u′0(−x0) = maxx∈[− 12 , 12 ] u
′
0(x). Thus we deduce that
(
min
x∈S u
′
0(x)
)2 = (max
x∈S
u′0(x)
)2
>
∫
S
(
u′0(x)
)2
dx > 0.
Note that v′0(x) = nu′0(nx), ‖v0(x)‖L2 = ‖u0(x)‖L2 , and ‖v0(x)‖L∞ = ‖u0(x)‖L∞ . From the
above inequality, we see that the assumption of Theorem 3.2 is satisfied for the initial data
v0(x) = u0(nx) provided n is large enough. This completes the proof of the corollary. 
X. Wu / Journal of Functional Analysis 260 (2011) 1428–1445 1439Corollary 3.2. Assume that u0 ∈ Hs(S), s > 32 , is even and not constant. If
∣∣∣min
x∈S u
′
0(x)
∣∣∣ ∣∣∣max
x∈S
u′0(x)
∣∣∣,
then for sufficiently large n, the corresponding solution to Eq. (2.2) with initial data u0(nx)
blows up in finite time.
Proof. The assumption and the mean value theorem imply that there is some x0 ∈ [0,1] such
that
(
min
x∈S u
′
0(x)
)2

(
max
x∈S
u′0(x)
)2
,
(
min
x∈S u
′
0(x)
)2
>
(
u′0(x0)
)2 = ∫
S
(
u′0(x)
)2
dx > 0.
In view of the proof of Corollary 3.1, we can obtain the desired result of Corollary 3.2. 
We now present the finally blow-up result.
Theorem 3.3. Assume u0 ∈ Hs(S), s > 32 , u0 
≡ 0. Let 0  f (u)  k|u|2, k > 0 and f ′′(u) 
k1 > 0. If 9k−8k1 < 0 and the corresponding solution u(t, x) has a zero for any time t  0, then
the solution u(t, x) to Eq. (2.2) blows up in finite time.
Proof. As mentioned earlier, it suffices to consider s = 3. Let T be the maximal existence time
of the solution u to Eq. (2.2) with the initial data u0 ∈ H 3(S).
By assumption, for each t ∈ [0, T ), there is ηt ∈ [0,1] such that u(t, ηt ) = 0. Then for x ∈ S
we obtain
u2(t, x) =
( x∫
ηt
ux dx
)2
 (x − ηt )
x∫
ηt
u2x dx. (3.17)
Thus the relation above and an integration by parts yield
ηt+ 12∫
ηt
u2u2x dx 
ηt+ 12∫
ηt
(x − ηt )u2x
( x∫
ηt
u2x dx
)
dx
 1
4
( ηt+ 12∫
u2x dx
)2
, ∀x ∈
[
ηt , ηt + 12
]
.ηt
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ηt+1∫
ηt+ 12
u2u2x dx 
1
4
( ηt+1∫
ηt+ 12
u2x dx
)2
.
Combining the above two inequalities, we have
∫
S
u2u2x dx 
1
4
(∫
S
u2x dx
)2
. (3.18)
Using (3.17), we also obtain
u2(t, x) sup
x∈S
u2(t, x) 1
2
∫
S
u2x dx. (3.19)
Assume that the solution u(t, x) exists globally in time. Note that G(x) 1
2 sinh( 12 )
, ∀x ∈ S. Then
by (3.10), (3.18), we have
d
dt
∫
S
u3x dx = 3
∫
S
u2xutx dx
= 3
∫
S
u2x
(−f ′′(u)u2x − f ′(u)uxx + 3f (u)−G ∗ 3f (u))dx
=
∫
S
−3u4xf ′′(u)+ u4xf ′′(u) dx + 9
∫
S
u2xf (u)dx − 9
∫
S
u2xG ∗ f (u)dx
−2k1
∫
S
u4x dx + 9k
∫
S
u2u2x dx −
9k
2 sinh( 12 )
∫
S
u2x dx
∫
S
u2 dx
−2k1
∫
S
u4x dx +
9k
4
(∫
S
u2x dx
)2
− 9k
2 sinh( 12 )
∫
S
u2x dx
∫
S
u2 dx. (3.20)
By the Cauchy–Schwartz inequality, we get
9k
4
(∫
S
u2x dx
)2
 9k
4
∫
S
u4x dx. (3.21)
Furthermore, Lemma 3.3 and (3.19) imply that
−
∫
u2 dx
∫
u2x dx −2
(∫
u2 dx
)2
−1
8
‖u0‖4L2 . (3.22)S S S
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d
dt
∫
S
u3x dx 
9k − 8k1
4
∫
S
u4x dx −
9k
16 sinh( 12 )
‖u0‖4L2 .
An application of Holder’s inequality yields
d
dt
∫
S
u3x dx 
9k − 8k1
4
(∫
S
u3x dx
) 4
3 − 9k
16 sinh( 12 )
‖u0‖4L2 . (3.23)
Define W(t) := ∫
S
u3x(t, x) dx. By (3.23), we obtain
W(t)W(0)− 9k
16 sinh( 12 )
‖u0‖4L2 , t  0.
Since u0 
≡ 0, it follows that −9k‖u0‖4L2/16 sinh( 12 ) < 0. Thus we can find that there is some
t0  0 such that W(t) < 0, ∀t  t0. In view of (3.23) again, we have
d
dt
W(t) 9k − 8k1
4
(
W(t)
) 4
3 , t  t0.
By solving the above inequality, we obtain
(
8k1 − 9k
12
(t − t0)+ 1
(W(t0))
1
3
)3
 1
W(t)
< 0, t  t0.
Then we have
t <
−24
(8k1 − 9k)(W(t0)) 13
+ t0.
Since W(t0) < 0, the above inequality will lead to contradiction. It follows that T < ∞. This
completes the proof of Theorem 3.3. 
By Theorem 3.3, we deduce the following useful corollaries.
Corollary 3.3. Let u0 ∈ H 3(S), u0 
≡ 0 and
∫
S
u0 dx = 0 or
∫
S
y0 dx = 0. Then the corresponding
solution u(t, x) to Eq. (2.2) blows up in finite time.
Proof. By Eq. (2.2), we can deduce that∫
S
u(t, x) dx =
∫
S
y(t, x) dx =
∫
S
y0(x) dx =
∫
S
u0(x) dx = 0.
The relation above shows that u(t, x) has at least a zero for all t  0. By Theorem 3.3, the
solution u(t, x) blows up in finite time. 
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≡ 0, and u0(x) or y0(x) is odd, then the
corresponding solution u(t, x) to Eq. (2.2) blows up in finite time.
Proof. If u0(x) or y0(x) is odd and f is even, then the solution u(t, x) is odd for all t  0. This
shows that u(t, x) has at least a zero for all t  0. Thus Theorem 3.3 ensures that the solution
u(t, x) blows up in finite time. 
Corollary 3.5. If u0 ∈ Hs(S), s > 32 , u0 
≡ 0 and
∫
S
u30 dx = 0, then the corresponding solution
u(t, x) to Eq. (2.2) blows up in finite time.
Proof. Multiplying Eq. (2.2) by u2 and integrating by parts, we have
1
3
d
dt
∫
S
u3 dx = −
∫
S
u2f ′(u)ux dx −
∫
S
u2∂xG ∗ 3f (u)dx
=
∫
S
(
G ∗ 3f (u))∂x(u2)dx = 0.
It follows that ∫
S
u3(t, x) dx =
∫
S
u30(x) dx = 0.
The conservation law implies that u(t, x) has at least a zero for all t  0. Thus Theorem 3.3
ensures that the solution u(t, x) blows up in finite time. 
Remark 3.3. Compare with Theorems 3.1–3.2, in Theorem 3.3 and Corollaries 3.3–3.5, the
condition 9k − 8k1 < 0, 0 f (u) ku2 is indispensable. Note that there is some difference in
blow-up phenomena of the generalized Degasperis–Procesi equation between the periodic and
the line case. In particular, set f (u) = u22 , k1 = 1 and k = 12 , these results cover the blow-up
results of the periodic Degasperis–Procesi equation.
4. Blow-up rate
We are now concerned with the rate of the blow-up of the slope of blow-up solutions to
Eq. (2.2).
First, we recall the following useful lemma.
Lemma 4.1. (See [13].) Let T > 0 and u ∈ C1([0, T );H 2(S)). Then for every t ∈ [0, T ), there
is at least one point ξ(t) ∈ S with
m(t) := inf
x∈S
[
ux(t, x)
]= ux(t, ξ(t)),
the function m(t) is absolutely continuous on [0, T ) with
dm(t)
dt
= utx
(
t, ξ(t)
)
a.e. on [0, T ).
X. Wu / Journal of Functional Analysis 260 (2011) 1428–1445 1443Theorem 4.1. Assume u0 ∈ Hs(S), s > 32 . Let |f (u)| k|u|2, f ′′(u) k1 > 0. If T < ∞ be the
blow-up time of the corresponding solution u(t, x) to Eq. (2.2) with initial data u0, then we have
lim
t↑T infx∈Rux(t, x) =O
(
1
T − t
)
,
while the solution u(t, x) remains bounded.
Proof. Again we may assume s = 3 to prove the above theorem. Differentiating Eq. (2.2) with
respect to x, in view of ∂2x (G ∗ f ) = G ∗ f − f , we obtain
utx + f ′(u)uxx + f ′′(u)u2x = 3f (u)−G ∗
(
3f (u)
)
. (4.1)
By Lemma 3.5, we have
lim inf
t→T m(t) = −∞, (4.2)
where m(t) := infx∈S ux(t, x) for t ∈ [0, T ). Obviously, one can check that the function m(t)
is locally Lipschitz. Moreover, by Lemma 4.1 we have m(t) = ux(t, ξ(t)), t ∈ [0, T ). Note that
uxx(t, ξ(t)) = 0 for a.e. t ∈ [0, T ). Using Young’s inequality and Lemma 3.4, we get
∥∥3f (u)−G ∗ (3f (u))∥∥
L∞  3
∥∥f (u)∥∥
L∞ +
3J
2
∥∥f (u)∥∥
L1
 3k‖u‖2L∞ +
3Jk
2
‖u‖2
L2
 3k
(
6k‖u0‖2L2 t + ‖u0‖L∞
)2 + 6Jk‖u0‖2L2 . (4.3)
Set
K(T ) = 3k(6k‖u0‖2L2T + ‖u0‖L∞)2 + 6Jk‖u0‖2L2 .
Combining (4.1) with (4.3) we deduce
dm(t)
dt
−k1m2(t)+K(T ). (4.4)
Choose now ε ∈ (0,1). Using (4.2), we can find t0 ∈ [0, T ) such that
m(t0) < −
√
K(T )
k1
+ K(T )
εk1
.
By (4.4), we deduce that m(t) is decreasing on [t0, T ) and
m(t) < −
√
K(T )
k
+ K(T )
εk
< −
√
K(T )
εk
, t ∈ [t0, T ).1 1 1
1444 X. Wu / Journal of Functional Analysis 260 (2011) 1428–1445Since f ′′ is continuous, by Lemma 3.5, we can find k2 such that f ′′(u) < k2. Again, in view of
(4.1) and (4.3), we obtain
−k2m2(t)−K(T ) dm(t)
dt
−k1m2(t)+K(T ), t ∈ [t0, T ).
From the above inequality, we obtain
k1 − k1ε  d
dt
(
1
m(t)
)
 k2 + k1ε.
Integrating the above inequality on (t, T ) with t ∈ [t0, T ) and noticing that limt→T m(t) = −∞,
we get
(k1 − k1ε)(T − t)− 1
m(t)
 (k2 + k1ε)(T − t).
It follows that
1
k2 + k1ε  (t − T )m(t)
1
k1 − k1ε .
Since ε ∈ (0,1) is arbitrary, in view of the definition of m(t), the above inequality implies the
desired result of the theorem. 
Remark 4.1. Note that the blow-up rate of breaking waves to the Degasperis–Procesi equation
and the Camassa–Holm equation is −1, −2, respectively [9,23].
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