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Abstract – We consider the AC transport in a quantum RC circuit made of a coherent chaotic
cavity with a top gate. Within a random matrix approach, we study the joint distribution for the
mesoscopic capacitance Cµ = (1/C+1/Cq)
−1 and the charge relaxation resistance Rq, where C is
the geometric capacitance and Cq the quantum capacitance. We study the limit of a large number
of conducting channels N with a Coulomb gas method. We obtain 〈Rq〉 ' h/(Ne2) = Rdc and
show that the relative fluctuations are of order 1/N both for Cq and Rq, with strong correlations
〈δCqδRq〉/
√〈δC2q 〉 〈δR2q〉 ' +0.707. The detailed analysis of large deviations involves a second
order phase transition in the Coulomb gas. The two dimensional phase diagram is obtained.
Introduction. – The search for fast control and ma-
nipulation of charge in quantum coherent conductors has
stimulated recent developments in time dependent re-
sponse of mesoscopic structures [1]. Bu¨ttiker, Preˆtre and
Thomas (BPT) [2, 3] have proposed a first theoretical de-
scription of the coherent AC response based on the scat-
tering approach and a Thomas-Fermi treatment of elec-
tronic interactions. When applied to the elementary RC
circuit, BPT formalism provides the “mesoscopic capaci-
tance” Cµ and the “charge relaxation resistance” Rq, two
coefficients carrying information about the quantum dy-
namics of charges and involved in the impedance of the
circuit, Z(ω) = 1/(−iω Cµ) + Rq +O(ω). The capacitive
response is splitted into two terms, 1/Cµ = 1/C + 1/Cq,
where C is the geometric capacitance deduced from the
Poisson equation and Cq the quantum capacitance (con-
tribution of the density of states). In practice, the RC
circuit can be realised with a chaotic cavity patterned in
a two dimensional electron gas (2DEG) closed by a quan-
tum point contact (QPC) and on the top of which is de-
posited a gate voltage capacitively coupled to the 2DEG
(Fig. 1). A remarkable feature that has attracted a lot
(a)aurelien.grabsch@ens-cachan.fr
(b)christophe.texier@u-psud.fr
of attention is the universal value Rq = h/(2e
2), indepen-
dent of the transmission properties of the contact, for a
contact with a single spin-polarised channel. This predic-
tion [3] was demonstrated experimentally [1] by studying
the circuit in the integer quantum Hall regime with filling
factor one, i.e. in an effectively one-dimensional situa-
tion. This experimental advance has stimulated some the-
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Figure 1: A chaotic cavity in a 2DEG (blue) with top gates.
oretical efforts questioning the robustness of the universal
result Rq = h/(2e
2), shown to persist in the presence of
Coulomb blockade, within a Hartree-Fock treatment of in-
teraction [4] or beyond mean-field [5] (see also [6]). The
transition between the universal half quantum resistance
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and the QPC’s DC resistance Rq ' h/(e2T ) = Rdc, where
T is the transmission probability through the QPC, was
shown to result from the presence of dephasing [7].
If instead the system is studied in the weak magnetic
field limit, electronic transport is sensitive to the complex
(chaotic) dynamics inside the cavity. When the dwell time
is much larger than the Thouless time, random matrix the-
ory (RMT) is a powerful approach, which has allowed to
obtain several results: for a perfect contact with N con-
ducting channels, the distribution of Cq for N = 1 [8],
N = 2 [9] and large N [10]. The distribution of Rq was
found in the case N = 2 in Ref. [11] and the mean value
〈Rq〉 ' h/(e2NT ) = Rdc for NT  1 [12]. 1 The statisti-
cal properties of Rq for arbitrary N and the correlations
with Cq have remained unknown so far: it is the aim of
this letter to answer this question.
Quantum mechanical properties of a single contact con-
ductor (Fig. 1) with N conducting channels are encoded in
the N ×N scattering matrix S(ε). Whereas many simple
properties, like conductance or shot noise, can be obtained
within the simple assumption of a uniform distribution
of S over the unitary group [14], AC transport involves
some information about the energy dependence of the
scattering matrix: a Thomas-Fermi treatment of screen-
ing shows that the complex admittance G(ω) = 1/Z(ω)
can be written as 1/G(ω) = 1/G0(ω) + 1/(−iωC), where
G0(ω) is the AC conductance of the non-interacting elec-
tron gas [2]. At zero temperature, its low frequency ex-
pansion takes the form G0(ω) = (e
2/h)
[ − iωTr {Q} +
(1/2)ω2 Tr
{Q2}+O(ω3)] where Q = −i~S†∂S/∂ε is the
Wigner-Smith time delay matrix [15] taken at Fermi en-
ergy (finite temperature involves additional convolutions
with Fermi functions); spin-degeneracy can be accounted
for with the trace. Cµ and Rq appear in the ω → 0 expan-
sion of the admittance: we get Cq = (e
2/h) Tr {Q}, where
ν ' Tr {Q} /h is the density of states of the open con-
ductor, and Rq = [h/(2e
2)] Tr
{Q2} /(Tr {Q} )2 [3]. For
a perfect contact such that 〈S〉 = 0, where 〈· · · 〉 denotes
ensemble averaging, the matrix Q−1 was shown to belong
to the Laguerre ensemble of RMT [16,17]:
P(γ1, · · · , γN ) ∝
∏
i<j
|γi − γj |β
∏
k
γ
βN/2
k e
−βγk/2 , (1)
where the proper time τi = τH/γi is an eigenvalue of Q,
τH = h/∆ is the Heisenberg time and ∆ the mean level
spacing. β ∈ {1, 2, 4} is the Dyson index corresponding to
orthogonal, unitary or symplectic symmetry classes [14].
We introduce the dimensionless quantities s = Tr {Q} /τH
and r = N Tr
{Q2} /τ2H in terms of which
Cq =
e2
∆
s and Rq =
h
Ne2
r
2s2
. (2)
1. The mean value of the admittance was first obtained in
Ref. [13], leading to 〈Rq〉 = h/(Ne2)
[
1 + (2/β − 1)/N +O(N−2)],
where the second term is the weak localisation correction (see also
[14]). Only the fluctuations of the capacitive part of the response
was obtained in this reference.
Our aim is to analyse the joint distribution PN (s, r).
Main results. – For large N , it takes the scaling form
PN (s, r) ∼
N→∞
exp
{−(β/2)N2Ψ(s, r)} , (3)
where Ψ(s, r) is a large deviation function. The distri-
bution is dominated by a narrow Gaussian peak centered
around 〈s〉 = 1 and 〈r〉 ' 2 (the orange ellipse marked MP
on Fig. 2), leading to 〈Cq〉 = e2/∆ and 〈Rq〉 ' h/(Ne2) =
Rdc. We have recovered that 〈Rq〉 coincides with the DC
resistance of the QPC, as expected [12] (see footnote 1);
although the scaling Rq ∼ 1/N was noticed in [3], we
see that there is no simple combination rule as for the
DC resistance since the contribution to 〈Rq〉 per channel
crosses over from h/(2e2) for N = 1 to h/e2 for N  1. 2
Standard deviations are described by the expansion for
δs = s− 1 1 and δr = r − 2 1:
Ψ(s, r) ' (δs δr)( 4 24
24 160
)−1(
δs
δr
)
, (4)
written in terms of the covariance matrix (this latter
could also be obtained by other means [18, 19]). We re-
cover
〈
δC2q
〉
/ 〈Cq〉2 = Var(s) ' 4/(βN2) [10, 13, 20, 21]
and, writing Rq ' [h/(Ne2)](1 − 2δs + δr/2), we get〈
δR2q
〉
/ 〈Rq〉2 ' 8/(βN2). The strong correlations be-
tween proper times are responsible for much smaller rel-
ative fluctuations, ∼ 1/N , than that of the sum of in-
dependent variables, ∼ 1/√N . Eq. (4) shows that s
and r, and thus Cq and Rq, are strongly correlated
(this is illustrated by the orange ellipse on Fig. 2):
〈δCqδRq〉 /
√
〈δC2q 〉〈δR2q〉 = +1/
√
2. The RC time τRC =
RqCµ = [r/(2s)] τdwell/(1 + sEC/∆) is also of interest,
where τdwell = h/(N∆) is the dwell time and EC = e
2/C
the charging energy. We find 〈τRC〉 ' τdwell/(1 +EC/∆),
with relative fluctuations of order 1/N as well.
The large deviation function Ψ(s, r) has a rich structure
whose analysis can be formulated as the study of thermo-
dynamic properties of a one-dimensional gas of N parti-
cles with logarithmic interactions (the “Coulomb gas”).
The available region in the plane (s, r) is bounded by two
constraints: r > s2 coming from the Jensen’s inequality
and r 6 Ns2 (vertical axis s = 0 in the thermodynamic
limit N → ∞) due to the positivity of the γi’s, imply-
ing h/(2Ne2) 6 Rq 6 h/(2e2). In the right part of the
phase diagram (Fig. 2), we have found a particle density
with compact support. Near the lower boundary, we get a
logarithmic divergence of the large deviation function (i.e.
the energy of the gas)
Ψ(s, r) ' −1
2
ln(r − s2) for r − s2 → 0+ (5)
(cf. Fig 3). This behaviour corresponds to the rapid van-
ishing PN (s, r) ∼ (r − s2)βN2/4. Correspondingly, the
2. for N = 2, using the distribution of Ref. [11], we obtain 〈Rq〉 =
(3/4)h/(2e2) for β = 1 and 〈Rq〉 = (5/7)h/(2e2) for β = 2.
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Figure 2: Phase diagram of the Coulomb gas. The black line
corresponds to a 2nd order transition. Along the brown vertical
line, the bulk density is frozen. The dotted-dashed blue line
bounds the domain of existence of the compact phase.
distribution of Rq vanishes as ∼ [Rq − h/(2Ne2)]βN2/4
for Rq → h/(2Ne2). Across the black line of Fig. 2, the
Coulomb gas exhibits a phase transition towards a phase
characterised by a density with a non compact support,
where one particle splits off the bulk and brings a “macro-
scopic” contribution to Tr
{Q2}. In this region the large
deviation function is independent of r:
Ψ(s, r) ' Φ−(s) (6)
where Φ−(s) is the large deviation function related to the
marginal law of the variable s obtained in Ref. [10], with
limiting behaviours Φ−(s) ' (1/4)(s−1)2 for s→ 1− and
Φ−(s) ' 1/s+ (3/2) ln s for s 1 (blue curve on Fig 3).
Coulomb gas method. – The Coulomb gas method,
introduced by Dyson, starts with the interpretation of
the distribution (4) as the Gibbs equilibrium measure
for N “charges” of “positions” γi’s [10, 22–26]. Rescal-
ing the dimensionless rates as γi = Nxi and introducing
the charge density ρ(x) = (1/N)
∑N
i=1 δ(x − xi) lead to
P(γ1, · · · , γN ) ∝ exp
{− (β/2)N2E [ρ]}, where the energy
E [ρ] =
∫ ∞
0
dx ρ(x) (x− lnx)
−
∫ ∞
0
dxdx′ ρ(x) ρ(x′) ln |x− x′| (7)
describes confinement by the potential V (x) = x − lnx
and logarithmic repulsion between the charges. The anal-
ysis of the joint distribution of s = (1/N)
∑
i x
−1
i and
r = (1/N)
∑
i x
−2
i can be recast as an energy minimiza-
tion problem under three constraints, leading to consider
the “free energy” F [ρ] = E [ρ] + µ0
( ∫
dx ρ(x) − 1) +
µ1
( ∫
dx ρ(x)/x − s) + µ2 ( ∫ dx ρ(x)/x2 − r), where µ0,
µ1 and µ2 are three Lagrange multipliers. Minimization
of the free energy, δF [ρ]/δρ(x) = 0, and derivation with
respect to x, leads to the equilibrium condition
1− 1
x
− µ1
x2
− 2µ2
x3
= 2r
∫ b
a
dx′
ρ(x′)
x− x′ for x ∈ [a, b] (8)
where r
∫
represents the principal part. We have assumed
that the distribution has a compact support [a, b]. Eq. (8)
expresses equilibration of the two forces (confinement and
repulsion) acting on the charge at x. Solving Eq. (8) pro-
vides the density as a function of µ1 and µ2; imposing the
three constraints furnishes the dependence of the Lagrange
multipliers in s and r, i.e. two functions µ1 = µ
?
1(s, r)
and µ2 = µ
?
2(s, r), from which we deduce the equilibrium
density ρ?(x; s, r), as a function of s and r. Denoting by
ρMP(x) the solution for µ1 = µ2 = 0, we get the form
(3) with Ψ(s, r) = E [ρ?]− E [ρMP], where the second term
comes from the normalisation of PN (s, r).
Thermodynamic identities. – We have ob-
tained [27]
∂E [ρ?]
∂s
= −µ?1(s, r) and
∂E [ρ?]
∂r
= −µ?2(s, r) , (9)
which have simplified the determination of the energy:
knowing ρ?, instead of a direct calculation of E [ρ?] from
Eq. (7), as in Refs. [10, 22–24, 26], the identities (9) al-
low to obtain E [ρ?] more efficiently by integration of the
Lagrange multipliers, which solve algebraic equations ob-
tained below.
Compact phase. – Eq. (8) is solved with Tricomi’s
theorem [28] (see also Ref. [23, 26]). We get
ρ?(x; s, r) =
x2 + c x+ d
2pix3
√
(b− x)(x− a) , (10)
where c = µ1/
√
ab+ µ2 (a+ b)/(ab)
3/2 and d = 2µ2/
√
ab.
Given s and r, we find the support [a, b] by solving
s =
[
2u (3− 4u+ 18u2 − 4u3 + 3u4)
− v (1− u)4(1 + 4u+ u2)
] 1
32u3v
, (11)
r =
[
2u (9− 10u+ 39u2 − 12u3 + 39u4 − 10u5 + 9u6)
− 3v (1− u2)4
] 1
128u4v2
, (12)
where u =
√
a/b and v =
√
ab. Then the Lagrange multi-
pliers are given by
µ1 =
[
2u (−9 + 4u− 6u2 + 4u3 − 9u4)
+ 3v (1− u2)2(1 + u2)
] v
2u(1− u2)2 , (13)
µ2 = −v2 2u (−3 + 2u− 3u
2) + v (1− u2)2
(1− u2)2 . (14)
Setting µ1 = µ2 = 0 corresponds to relaxing the two
constraints and to searching for the global minimum of
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E [ρ?] [i.e. the maximum of PN (s, r)]. This leads to
u = x− ≡ uMP and v = 1 ≡ vMP, where x± = 3±2
√
2, cor-
responding to the Marcˇenko-Pastur (MP) law [10, 17, 29]
ρMP(x) =
√
(x− x−)(x+ − x)/(2pix). We deduce the
two typical values s =
∫
dx ρMP(x)/x = 1 and r =∫
dx ρMP(x)/x
2 = 2, i.e. ρ?(x; 1, 2) = ρMP(x).
Small deviations around this solution can be easily stud-
ied by using (9), leading to E [ρ?] ' E [ρMP] − (1/2)(s −
1)2∂µ1/∂s
∣∣
MP
− (1/2)(r − 2)2∂µ2/∂r
∣∣
MP
− (s − 1)(r −
2)∂µ1/∂r
∣∣
MP
, where derivatives are calculated at u = uMP
and v = vMP, hence Eq. (4).
The vicinity of the lowest boundary r − s2 → 0+ of
the phase diagram, i.e. u → 1−, is studied as follows:
Eqs. (11,12) give u ' 1 − 2√r − s2/s and v ' 1/s. Then
the expansion of the Lagrange multipliers (13,14) and their
integration thanks to (9) eventually lead to (5).
These results have been confirmed by Monte Carlo sim-
ulations of the Coulomb gas which will be described else-
where [27].
Phase transition. – Besides the two natural con-
straints r > s2 and r 6 Ns2, Eqs. (11,12) do not have real
solutions in the full available domain. A necessary condi-
tion for the existence of the solution (10) is x2 +c x+d > 0
for x ∈ [a, b], which leads to the domain bounded by the
blue dashed-dotted line on Fig. 2. A similar phenomenon
has already occured elsewhere [10, 24, 30]. The origin of
the problem can be identified by inspection of the effec-
tive confining potential Veff(x) = x− lnx+ µ1/x+ µ2/x2
from which the force of the left hand side of Eq. (8) de-
rives: when µ2 < 0 the compact phase is unstable (or
metastable). The line µ2 = 0 thus defines where a phase
transition takes place.
In the region of the phase diagram at the left of the
line µ2 = 0 (Fig. 2), the compact phase (density with
compact support) is energetically unfavorable or unstable.
The new phase corresponds to one charge at x1 splitted off
the bulk: ρ(x) = (1/N) δ(x−x1) + ρ˜(x) where the density
ρ˜(x) with compact support describes the remaining N − 1
charges forming the “bulk”. The fact that one proper time
τ1 = τH/(Nx1) is dominant can be interpreted as the con-
tribution of a narrow resonance in the original scattering
problem [10]. The bulk density ρ˜(x) and the position x1
are determined by δF [ρ]/δρ˜(x) = 0 and ∂F [ρ]/∂x1 = 0,
leading to
1− 1
x
− µ1
x2
− 2µ2
x3
=
2/N
x− x1 + 2r
∫ b
a
dx′
ρ˜(x′)
x− x′ (15)
1− 1
x1
− µ1
x21
− 2µ2
x31
= 2
∫ b
a
dx′
ρ˜(x′)
x1 − x′ . (16)
We expect x1 → 0 while the bulk remains at distance
a  x1 from the origin. The analysis of (16) shows that
µ2 must absorb the main divergence of the left hand side
in the x1 → 0 limit; thus 2µ2 ' −µ1 x1 − x21 → 0. It
follows that, if N  1, Eq. (15) has for solution the one
describing the marginal law of the variable s studied in
Ref. [10], leading to an energy profile flat in the r direc-
tion (at lowest order in 1/N), Eq. (6) (cf. Fig 3). From r =
1/(Nx21) +
∫
dx ρ˜(x)/x2, we deduce x1 ' 1/
√
N(r − r(s))
where r = r(s) is the line where µ2 = 0 (black line on
Fig. 2). The energy of the gas contains a contribution
−(1/N) lnx1 from the potential energy of the isolated
charge, subdominant in 1/N but diverging as x1 → 0. 3
Hence PN (s, r) ∼ (r−r(s))−βN/4 exp
{−(β/2)N2Φ−(s)}.
For r 6 2 and s 6 1, the phase transition takes place
at the black line of Fig. 2 (the dashed part between MP
and C corresponds to a metastable branch for the compact
phase [10]); µ1 and µ2 are continuous across the line but µ2
is not differentiable, hence the phase transition is second
order. For s > 1, the line µ2 = 0 corresponds to the frozen
phase of Ref. [10] (with µ1 ' 0): ρ˜(x) = ρMP(x)+O(N−1)
with x1 ' 1/[N(s−1)]. This frozen phase exists on the line
r = 1/(Nx21) +
∫
dx ρ˜(x)/x2 ' N(s− 1)2 + 2 (brown line
of Fig. 2). Although we have not yet determined ρ? in the
last region between the brown vertical line and the blue
dashed-dotted line, nor its energy, we have strong reasons
to believe that the support of the density is splitted into
two disconnected intervals, like it occurs in other problems
(e.g. [26,31]); this is supported by the analysis of the shape
of the effective potential Veff(x) (when µ2 > 0 and µ1 < 0)
and the study of the polynomial x2 + c x+d in (10) in the
vicinity of the dotted-dashed blue line [27].
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Figure 3: Large deviation function for three values of r.
Dashed lines set the boundary for the compact phase.
Recently, the existence of phase transitions driven by
large deviations was studied in Ref. [32] by considering two
linear statistics of the form s =
∑
i yi and r =
∑
i y
η
i where
the random variables yi are identical and uncorrelated (in
our case, the marginal law of τi has a power law tail).
Although part of the phase diagram is reminiscent of ours,
we see that correlations induce a richer structure.
Conclusion. – We have studied the joint distribution
for two linear statistics in the Laguerre ensemble of RMT,
leading to the study of a two dimensional phase diagram
3. Note that the energy contains other 1/N terms and the en-
tropy of the bulk density [23], neglected here, also produces an-
other s-dependent contribution of order 1/N to be added to the
energy E [ρ˜].
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for the Coulomb gas. Our analysis has been greatly sim-
plified by the use of the thermodynamics identities (9).
We have obtained the large deviation functions and the
phase diagram; the region remained unexplored here will
be hopefully unveiled in a forthcoming paper [27]. We have
deduced some properties for the distribution of the charge
relaxation resistance: position and width of the dominant
Gaussian peak, behaviour near the lower boundary, for
Rq → h/(2Ne2). However the large deviations related to
the behaviour of the distribution near the upper boundary,
for Rq → h/(2e2), is still unknown. The universal value
of the charge relaxation resistance for N = 1 channel has
been measured for a quantum dot in the integer quantum
Hall regime [1] ; similar experimental study in the weak
magnetic field regime with many open channels should
allow for an investigation of the charge relaxation resis-
tance’s statistical properties, hopefully revealing the rich
structure of its distribution in connection with the phase
transitions in the Coulomb gas discussed here. Such a
study relies on the possibility to realize sample averaging,
which was recently achieved for a single sample by using
gate voltages in an appropriate way in the remarkable ex-
periment on phase coherence time [33].
Another challenging issue is related to the possible
decorrelation of linear statistics, as pointed out in the co-
variance analysis of the conductance g and the shot noise
p of a two terminal conductor with N1 and N2 channels at
the two contacts [18, 34]. The vanishing of the covariance
obtained in [34], Cov(g, p) ' (2/β)[(1 − 2/β)2 − (N1 −
N2)
2
]
(N1N2)
2/(N1 + N2)
6, when N1 = N2 and β = 2,
was attributed to the symmetry Ti ↔ 1− Ti of the distri-
bution of the transmission probabilities Ti’s. In the highly
asymmetric limit, N1  N2, the results of Ref. [34] lead
to a full anticorrelation Cov(g, p)/
√
Var(g)Var(p) ' −1.
An interesting question would be to examine these phe-
nomena at the level of the joint distribution itself and the
implication for the thermodynamics of the Coulomb gas.
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