Abstract
Introduction
Changes in land-cover are both cause and consequence of environmental change. Monitoring this change with remote sensing requires accurate and repeatable methodologies, and is currently the object of a great deal of research (Foody et al., 1999) . This need directs the aims of this work, which are (a) to test the suitability of evidence pooling and artificial neural networks (ANNs) for land-cover mapping, and (b) to evaluate different combinations of sources of evidence to see whether or not they contribute to the classification results observed.
When land-cover changes affect large areas (e.g., urbanization and deforestation), they can be relatively easily mapped. However, when they involve small scale changes then boundaries may be uncertain and measuring changes may require greater precision. The levels of accuracy required are not always achieved by using remotely sensed information alone. Ground and other ancillary data often also need to be included. In order to include this additional information, the problem becomes also of finding a way to integrate interpreted
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Pooling for Land Cover Mapping M.J. Aitkenhead, S. Flaherty, and M.E.J. Cutler results from multiple datasets of different types. This is a field of research in itself (Cohen, 1985; Comber et al., 2004a) , and one that is still growing. In addition to the standard pixelbased classification that is often carried out using spectral, textural, and other information, research is also ongoing into the identification of objects on the ground and their inclusion in land-cover maps. This approach relies on the ability of the mapping system to segment the landscape into parcels and identify each individually. Examples of this include urban areas (Moeller, 2004) , forestry (Mo et al., 2006) , and polygons of specific land-cover classes (Liu et al., 2005; Wang et al., 2006) . Here, we use a pixel-based approach that can be applied to each of the land-cover classes used, but that could also be implemented within an object-oriented land-cover mapping system.
Image Classification
Digital image classification is the process by which pixels in an image are assigned to particular classes according to their similarity. Commonly, statistical classifiers have been used to assign pixels to land-cover classes defined by the user. However, such classifiers assume that the frequency distribution of the data is multivariate and that data are free of noise and are collected at the same measurement scale (Mather, 2004) . This is often untrue of remotely sensed data. Nonparametric methods, such as Artificial Neural Networks (ANNs) on the other hand, have been proven to give successful results when working with data that statistical classifiers find difficult to interpret (Openshaw, 1997; Kavzoglu and Mather, 2003; Aitkenhead et al., 2003; Qiu and Jensen, 2004) .
Artificial Neural Networks
The use of artificial neural networks allows the prediction of one or more output variables based on some input values. The trained network is capable of giving these outputs without the need for defining the complicated relationships between the input and output variables. In fact, provided that a functional relationship exists between a set of input data and a corresponding set of output data, a neural network can be constructed and trained that will describe the transformation function that expresses this relationship (Bishop, 1995) . For the backpropagation neural network described below, the node input-output activation function must have a first derivative. The backpropagation neural network training method is one of the most commonly used neural network approaches.
The architecture of a neural network training using backpropagation consists of several layers of nodes. The first is the input layer and the last is the output layer, with one or more hidden layers between. All nodes in one layer are connected to all nodes in the next layer and each of these connections has a weight associated with it (usually randomly assigned prior to training). Data are fed through the network and arrive at the output layer with an accompanying target output. The error between the target and actual output directs the adjustment of weights through the network, with the process being repeated until an acceptable error threshold is reached (Rumelhart et al., 1986; Openshaw, 1997) . The number of training iterations has an important influence on the performance of the classification. While too few iterations are not enough to force the neural network connection weights into a distribution that relates to the studied system, too many may result in a network that will work well with the training data, but not with previously unseen data (Kavzoglu et al., 2003) . In a hard classification, each training sample is associated with a single class (Zhang et al., 2001) .
One of the most common applications of ANNs in remote sensing is land-cover mapping (e.g., Mas, 2004; Han et al., 2005; Champagne et al., 2005) . In particular, ANNs have been successfully used to classify land-cover in situations where statistical techniques have given poor results typically by combining spectral with other data. For example, Lloyd et al. (2004) incorporated geostatistical measures of texture as an input to the network, as well as Landsat TM spectral bands, and found that it improved accuracy when classifying Mediterranean landcover. Likewise, Mas (2004) used an ANN to generate a landcover map of a coastal area in Mexico by combining Landsat TM imagery, a digital elevation model (DEM) and a previous land-cover/land-use map in the training of the network.
Current Limitations
The use of satellite imagery has advantages over other methods of remote sensing, since it is less expensive than aerial photography and generally provides greater spectral and spatial coverage. It often however also has significant limitations for the purposes of land-cover mapping (Lillesand et al., 2003) . For instance, the spatial resolution may not be fine enough, depending on the intrinsic spatial variability of the cover type to be mapped. In Europe for example, land-cover unit sizes require at least the spatial resolution provided by Landsat TM/ETMϩ or SPOT HRV images (Townshend, 1992) . Another problem is the difficulty in discriminating between different classes. In landscapes with a wide variety of spectrally similar cover types, it is common for some classes to be difficult to distinguish when using broad-band sensors with a limited spectral resolution. The use of non-parametric classification approaches, as well as combining spectral information with other spatial datasets (e.g., topography), show promise in addressing this problem (Comber et al., 2004) .
Requirements for successful neural network training are image consistency across the area to be mapped and the ability to identify specific training areas on the ground. If these criteria are met, then a training dataset can normally be developed that will produce a network with classification capabilities better than or equal to a wide range of statistical methods. However, the consistency and repeatability of results over both time and space remains unclear (Mills et al., 2006; Foody et al., 2004) , which potentially limits the operational use of ANNs, and remote sensing in general, for land-cover mapping. Some of these limitations may be addressed by using multiple datasets and by pooling evidence from a number of networks (i.e., using the techniques of bagging and boosting, Breiman, 1996) .
Here, we apply neural networks to the generation of evidence for or against individual land-cover classes, and demonstrate a method for integrating responses from networks trained using different datasets. An unsupervised clustering method was used to demonstrate that remote sensing imagery alone cannot provide sufficient information to accurately map land-cover when a large number of classes are used. This also showed that the integration of evidence from multiple datasets provides greater accuracy than the use of single datasets. Finally, a standard backpropagation neural network was applied to the combined datasets, to determine whether the classical "winner-takes-all" approach was improved upon by using evidence pooling.
Study Site and Data
A secondary objective of this work was to contribute to methods to update the 1988 Land Cover Map of Scotland (LCS88). This was originally generated using medium scale aerial photographs acquired in 1987/1988 and interpreted using expert knowledge. The aim of the LCS88 was to produce a detailed census of the land-cover of Scotland. The majority of the work carried out to develop the LCS88 was completed by the Macaulay Institute (MLURI, 1993) . The area of study for the current work was located in Perthshire, Scotland and was selected because of the variety of land-cover types present. The size of the study area was 30 ϫ 30 km. From the 127 classes defined for the LCS88, 60 were identified as occurring in the area in 1988.
Several datasets were used to complete this work including satellite remotely sensed data, field work, and existing spatial datasets. In order to make the products of this work comparable to the most recent land-cover map of the U.K. (Land Cover Map 2000; CEH, 2005) , a Landsat ETMϩ image was used. The image was acquired on the 17 July 2000 and obtained from MIMAS (Manchester Information & Associated Services). The image was already georeferenced and preprocessed (atmospherically corrected and converted to reflectances) before it was obtained, with a pixel resolution of 28 m. Further preprocessing was considered unnecessary as the image section contained no visible distortion, haze, clouds, or shadows. The reflectance values from all eight bands were used. Seven of the eight bands were of resolution 28 m, with the eighth, the panchromatic band, being of resolution 15 m. The panchromatic band was therefore first resampled to 28 m to allow it to be used with the seven spectral bands to calculate texture.
The Grey Level Co-occurrence Matrix (GLCM) is a common method of obtaining textural information from imagery. Within a moving window of a predefined size centered on the pixel to which the textural values are assigned, neighboring pixels pairs are used to determine occurrence rate frequencies of specific pixel pair intensity values. The pixel intensity range for the image was first reduced from [0, 255] to give eight grey levels, after which the pixel intensity pair frequency rates were calculated for each window. The result of this calculation is an 8 ϫ 8 matrix (the GLCM) for each window location giving pixel pair occurrence rates for that window. The grayscale image necessary for calculating GLCM values for individual pixels was obtained by calculating the mean value of each of the eight bands for every pixel, after which the GLCM for each pixel was determined.
From this information about pixel intensity pair rates, several differently-defined textural measurements can be derived (Haralick, 1979) . The textural data used here was generated by using a window size of 9 ϫ 9 to provide eight different textural measures. It would have been possible to use the panchromatic band alone to generate textural data, but it was felt that the use of a resampled image alone to produce textural data could have led to errors, as the resampling process is never error-free and produces artifacts in the image. The textural measurements used as derived from the GLCM, included the following:
• Contrast: increases exponentially with increased contrast between neighboring pixels. • Dissimilarity: increases linearly with increased contrast between neighboring pixels.
• Homogeneity: increases with decreased contrast between neighboring pixels.
• Maximum: increases as the maximum number of pixel pairing neighbors with the same values increases.
• Angular second moment: the sum of the squared pair values within the GLCM, which increases as the maximum number of identical pair values increases.
• Energy: the square root of the angular second moment, which increases as the orderliness of the image increases.
• Entropy: increases as the probability of each pixel pair value approaches the same value.
• Correlation: increases as the correlation between individual pixel pairs increases.
Other types of textural measurement for image classification exist, including Fourier transforms (Sangwine and Ell, 2001) , Principal component analysis, and the use of complex numbers to quantify color as a single numerical value (Shi and Funt, 2007) . We adopted the use of the GLCM texture as it is computationally less intensive than other methods, and has become something of an "industry standard" in image texture analysis.
A 50-meter spatial resolution DEM (provided by MLURI) was used to include topographic information from the area as training data. This information included elevation, slope, aspect angle from north, and aspect angle from east. A digitized and georeferenced copy of the Land Cover Map of Scotland 1988 (LCS88) was also used. Both of these datasets were resampled to the same resolution as the Landsat imagery (28 m).
Research Methodology
The research methodology involved the collection of field reference and testing data, image pre-processing prior to classification, the application and comparison of three different neural network-based classification methods, and one statistical method (Maximum Likelihood Classification).
Field Work and Class Definition
The purpose of the field work was to obtain information for the training and validation stages of the classification. Since the final aim of this work was not to get a landcover classification as detailed as the LCS88, some of the 60 classes were excluded and some others were amalgamated into a new class. The criteria used to reduce the number of classes are explained in Table 1 . The final number of classes was 24.
The field work took place on 14 July 2005, at the same time of the year that the Landsat ETMϩ image was acquired. For a small number of classes, the samples were collected from the LCS88 itself, since they were difficult to locate in the field and there was not a valid reason to think that the land-cover would have changed from 1988 to the present day. Classes sampled in this way included water (from large water bodies), montane vegetation, and blanket bog. Concerns that the assumption of unchanging land-cover over a 17 year gap between mapping and resampling were dealt with through analysis of the spectral consistency of the training and testing datasets. It was found that for each class, the spectral variation across classes did not lead us to conclude that our assumption was wrong. Classes identified in the field were marked on an Ordnance Survey (OS) map of the area, with the assistance of a GPS when necessary. Finally, some classes (urban, roads, factories, quarries, and golf courses) were directly extracted from OS map data.
Visual characteristics of the land-cover classes were determined from examination of the Landsat imagery, and are listed as follows with the classes that have these characteristics:
• Uniformity: water, grassland, arable, golf courses.
• Low reflectance: water, forestry, arable (occasionally), heather moorland, blanket bog. • High reflectance: factory, airfield, roads, urban, quarries, arable (occasionally), montane, vegetation.
• High contrast: urban, road, blanket bog, recent felling.
• Edges: factory, airfield, urban, road, arable.
• Speckled: all forestry classes, heather moorland, blanket bog.
Training Data Preparation
To train the ANNs, it was necessary to obtain a list of the map coordinates of a certain number of pixels that corresponded to each class. To achieve this, the training areas were enclosed by polygons on the Landsat ETMϩ image using ERDAS Imagine ® image processing software. Once completed, a list of the pixels was generated using the same software. In this way, 100 pixels for each class were identified. Half of the pixels for each class were used for the training stage and half for the validation, with each portion being selected at random.
Unsupervised Classification of Remotely Sensed Data
Unsupervised classification of the training data was carried out to determine whether the classes could be identified purely on the basis of spectral information. The method used was Kohonen's self-organizing map (SOM) which produces clusters corresponding to groupings within the data. The reason for selecting the SOM instead of other approaches (e.g., fuzzy k-means, ISODATA) was that the SOM operates better than approaches relating to fuzzy k-means when dealing with clusters that are not spherical, as is the case with the data analyzed here. The SOM operates by finding the best match between the data point currently being examined and a group of data points randomly positioned in the phase space of the system. Those points within a certain distance of the Best Matching Unit (BMU) are moved closer to the BMU in phase space, with the neighborhood range and size of movement diminishing over several thousand iterations. The end result of this process is a collection of points that are clustered in phase space, and that can be graphically demonstrated to contain a certain number of identifiable groups.
Kohonen SOM methods have been applied to land-cover mapping using remote sensing and other data sources in the past (Poth et al., 2001; Foody and Cutler, 2006) . They have been shown capable of clustering spectral imagery into more than twenty classes (Villmann et al., 2003; Merényi et al., 2007) , and so have the potential to provide clusters corresponding to each of the land-cover classes used here, if the data representing each class is sufficiently different from that of the others. Once an SOM has been trained, its clustering of data vectors can be evaluated to determine if the clusters correspond to specific land-cover classes or whether they are artificial.
Several Kohonen SOMs were trained, using two different input sets and three different sizes of output layer. The two input sets were (a) spectral data only (eight input variables), and (b) all variables available, including spectral, textural and topographical (20 variables). In each case, the values of the input variables were adjusted so that each variable gave a value between 0 and 1. Output layer sizes used were 100 (10 ϫ 10), 400 (20 ϫ 20) and 2,500 (50 ϫ 50) nodes (each node corresponds to a different combination of input variable values). Each network was trained for a total of 100,000 steps, with training rates beginning at 0.05 and multiplied by 0.9999 per training step. Each had a neighborhood radius beginning at half the output layer width and decreasing linearly to 0 by the end of the training session.
Other combinations of training rate, training rate decrease (i.e., linear instead of exponential decay), neighborhood radius and neighborhood radius decrease (i.e., exponential decay instead of linear) were investigated, with the best results being given using the parameters and design given. Increasing the number of training steps did not improve the clustering of the SOM.
In each case, the trained Kohonen SOM was examined for evidence of node clustering in phase space, with the cluster prototype vectors and the dataset used to create each SOM being compared to the LCS88 to determine if any cluster prototype vectors corresponded well to specific land-cover classes. Comparison using this method showed that the SOM clusters bore little or no relationship in each case with actual land-cover classes. To emphasize this result, twodimensional graphs were drawn of all possible combinations of variables, with each graph revealing little in the way of clustering. Figure 1 shows some of these combinations, and reveals that there is a varying degree of correlation between the variables. The following combinations are shown, with specific characteristics:
• Spectral 1 (blue) and Spectral 2 (green): This pairing would be useful for distinguishing between different forest and grassland types, and for determining forest stand age (the green/blue ratio of forestry decreases with stand age).
• Spectral 4 (near infrared) and Spectral 6 (shortwave infrared):
Specific types of land-cover, particularly bare ground and urban structures, have strong infrared signatures in comparison to vegetation classes. This variable pairing could be useful for distinguishing between non-vegetation classes.
• Textural 1 (contrast) and Textural 2 (dissimilarity): These two variables both give an indication of the levels of variation across the window, and as a pair could be used to identify strongly contrasting land-cover classes (e.g., urban) • Textural 3 (homogeneity) and Textural 6 (energy): These two variables increase with increased uniformity of the image, and so could be used to distinguish between structured, highly variable land-cover classes (e.g., urban) and uniform, smooth classes (e.g., water, bare ground, agriculture).
• Slope and elevation: Provides a means of distinguishing between topographically different landscapes, with low flat land being most suitable for agriculture and urban, medium elevation and steep slopes being occupied by forestry, and high flat areas being dominated by peatland and montane vegetation.
• Spectral 2 (green) and Textural 7 (entropy): Different types of forestry land-cover have different entropy values, and so this variable pairing should be particularly useful for distinguishing forest types.
This points towards a need, in future work, for analysis of the data prior to this stage in order to identify variables that can be removed from the analysis. For example there is little to be gained from having both Spectral 1 and 2 variables, or for having both Textural 1 and 2. If some variables can be removed without loss of information in the analysis, this would make the mapping process more efficient. In each comparison, very little evidence of clustering was found. There were some differences in distribution density of the nodes throughout variable phase space, but no clear distinctions between clusters could be made. This demonstrates that the available spectral, textural, and topographic information was not sufficient to carry out a classification based purely on combinations of available data. Some other technique is therefore required that can extract sufficient information from these data to carry out land-cover classification.
Evidence Pooling
The concept of evidence pooling involves the integration of information from different sources which provide support for a particular hypothesis. In the case of land-cover, the hypothesis is that land-cover in a particular location is of some class X. Since it is difficult to find a single method that provides answers to all the different questions about land-cover that might be asked, it means that there is a need to integrate different data sources. One of the most effective methods found so far is evidence pooling (Cohen, 1985; Skelsey et al., 2003; Comber et al., 2004b) . This method works on the basis that evidence is gathered from different sources and is organized into categories, according to the strength and meaning of the data used. The evidence is then processed according to a set of heuristics to develop conclusions about each hypothesis. Another method of evidence pooling involves simply summing the evidence numerically for each hypothesis, and selecting the one with the greatest total.
The advantages that the evidence pooling approach has over other data integration approaches include (a) its flexibility in handling information derived from multiple different and disparate datasets, and (b) the ability to accept data from a wide number of expert systems (e.g., decision trees, neural networks, Bayesian statistics). For the current study, evidence was obtained through the use of several neural networks, each of which provided evidence for a single possible hypothesis. There were a total of three evidence neural networks for each land-cover class: spectral reflectance values, texture (both derived from satellite imagery data), and topography (derived from the digital elevation model).
Neural Network Training
Each of the networks (72 in total: three for each of 24 classes) was trained using the information acquired from 50 samples for each land-cover class, and 50 samples randomly selected from other classes. The assumptions made here are that (a) for each land-cover class, the training data corresponding to that class is clustered, with training data corresponding to all other classes being scattered out with that cluster, and that (b) a neural network is capable of using training data that is distributed through the variable phase space in this manner to identify presence or absence of a specific class. A preliminary study carried out to test this second assumption confirms that backpropagation neural networks are indeed capable of categorization in this manner, with 50 data points clustered within a three-dimensional sphere of 1 unit radius corresponding to presence, and 50 points lying at radii between 1 unit and 2 units corresponding to absence providing a categorization accuracy of 93 percent. Further tests with absence data points lying at radii between a minimum of 1 and maximum values between 1.1 and 5 units gave accuracy rates between 78 percent and 99 percent, with the accuracy rate increasing with more scattered absence data points. This is considered sufficiently high to provide validation of the assumptions made here.
Each neural network used for identification of the actual land-cover classes had a single output node which was trained to give 0 for pixels of a different land-cover class and 1 for the land-cover type it was related to. Training was carried out for a total of 10,000 steps, using a learning rate of 0.2. The backpropagation training algorithm was used, with the transformation between input values and output values for each node being given by Equation 1: (1) where X is the input value to each node of the neural network, and Y is the corresponding output. The use of this relationship provides a node output guaranteed to lie in the range [0, 1], while still varying in the same direction as input values (i.e., if the input value increases, so does the output).
Each network had ten nodes in each of two hidden layers, and a single output node. The number of input nodes varied according to the type of data that were used to train the neural network. There were eight inputs for both the network using the eight bands of the Landsat ETMϩ imagery and the network using textural information, and four inputs for the network trained using topographic information (elevation, slope, aspect angle from north, and aspect angle from east). For each network, it was found that both the mean error rate and mean rate of change of connection weights reached an approximate minimum before the end of the 10,000-step training period, with little or no decrease in the values after that point. Accuracy rates of the neural networks varied between neural networks trained to identify different classes, with accuracy rates found to lie in the range 53 to 72 percent. In order to evaluate the effectiveness of using the neural network architecture described, a range of different hidden layer sizes, learning rates and training steps was investigated. Increasing the hidden layer size beyond ten nodes or the training step count beyond 10,000 steps was not found to improve the accuracy rates with a learning rate of 0.5. Increasing the learning rate was found decrease the mean accuracy of neural networks, while decreasing the learning rate did not produce improved accuracy rates even when a greater number of training steps was used.
Evidence Integration Using Evidence Categories
Using the networks as they were designed, evidence for the 24 land-cover classes was determined for each pixel. The activation level of the output node provided a method of classifying the evidence according to strength. There are four possible types of evidence, which are allocated to the hypothesis depending on the activation of the output node: the closer the activation towards 0 or 1 and the further from 0.5 (which corresponds to an input activation of 0 according to Equation 1), the stronger the evidence.
The four types of evidence are: There is a list of 24 hypotheses for each pixel, with each hypothesis corresponding to the statement that the land-cover class at that pixel is that of one of the 24 classes
used, and for each hypothesis there are three pieces of evidence. The evidence for each pixel is combined to produce a conclusion, in decreasing order of importance, according to:
1-Definite: conclusive evidence that is not contradicted. 2-Confident: prima-facie evidence that is not contradicted. 3-Likely: strong positive evidence greater then strong negative evidence (or vice versa). 4-Indicated: weak positive evidence greater than weak negative evidence (or vice versa). 5-Contradicted: positive and negative evidence is balanced.
Finally, the complete list of conclusions is examined to see if there is a clear winner. For example, if there is only one "definite" positive, and all the others are "confident" or "likely" the pixel can be confidently classified. In this way, this first stage will end up in a set of pixels that can be identified, and another set of unclassified pixels. To reduce the number of unidentified pixels, a second stage concluding method can be used. This involves reducing the shortlist of winning hypothesis that match one another to a single hypothesis by taking the first one of the list. In this way, the number of identified pixels will increase, although the classification will clearly not be as accurate.
For example, consider the following hypothetical situation using only four land-cover classes instead of 24 and three pieces of evidence for each: Combining the evidence for each class as described above, we arrive at the following conclusions for each:
• Class A: Likely positive.
• Class B: Indicated positive.
• Class C: Confident negative.
• Class D: Likely negative.
In this case therefore, the winning hypothesis would be that for Class A, and the conclusion would be that the landcover at that point would be A.
Evidence Integration Using Network Output Summation
The second method of evidence integration that was used did not involve classification of the neural network outputs based on strength, followed by integration into types of conclusion. Rather, it summed values obtained through a mathematical function of the output neural network activations to give a total weighting for each hypothesis. There were three neural networks contributing to each hypothesis, and so three values, each the result of applying the transforming function on a node activation, were added together to give a total weighting for each hypothesis. The hypothesis with the strongest weighting was then selected as the winner for that pixel.
The use of a mathematical function of the output node activations was made in order to avoid the assumption that outputs should be given a weighting linearly related to their value. The function took the form of a histogram relating node activation values in the range [0, 1] to weighting values in the range [Ϫ1, 1]. The histogram used 100 ranges from 0 to 1, in equal increments of 0.01. Each node activation "range" had a corresponding weighting value that was initially randomly selected, and simulated annealing was used to evolve the outputs to values that gave the most accurate results overall. Simulated annealing is the process by which small random perturbations are made to values describing a system (in this case, the histogram relating node activation values to weightings), and if the fitness of the system (here defined by the overall mean accuracy of the mapping) is improved, then these perturbations are kept, otherwise they are discarded. The simulated annealing process resulted in a histogram that very closely resembled the reverse transformation of the equation used to calculate node output values (Equation 1). Effectively, it was found that the input activation for that node could be used as received from nodes in the second hidden layer of the network, instead of calculating the output value according to Equation 1.
Consider again the example previously given using four land-cover classes, but in this case using network output summation for evidence integration. We have the following output node activation values providing evidence:
• Class A: values of 4.2, Ϫ5.6, and 2.7 (summed value of 1.3).
• Class B: values of 2.6, Ϫ3.3, and 1.2 (summed value of 0.5).
• Class C: values of 2.5, 3.1, and Ϫ4.0 (summed value of 1.6).
• Class D: values of 2.3, Ϫ3.0, and Ϫ3.4 (summed value of Ϫ4.1).
In this case, the winning candidate would be land-cover class B instead of A, despite the fact that the output node activation values correspond to values that would result in their node outputs being categorized identically to in the earlier example.
Classical "Winner-Takes-All" Classification Comparison of the above evidence pooling methods with a more commonly used neural network method shows whether this more complex approach is actually worthwhile. Land-cover classification has been carried out many times before using neural networks. This normally involves using a single backpropagation neural network with multiple inputs, one or two layers of hidden nodes and multiple output nodes. Each of the outputs corresponds to a single land-cover class. When activated by an input vector, the trained network is used to make a prediction of the landcover class to which the data belongs by taking the output node with the greatest activation. Here we used a backpropagation neural network with 20 inputs (one for each of the data set variables), 40 nodes in each of two hidden layers, and 24 outputs (one for each land-cover class). Each input variable was adjusted to fit on the scale [0, 1], in order to prevent any one variable masking the influence of others. The neural network was trained for a total of 100,000 training steps using the same training data that were used for the evidence pooling networks, and with a learning rate of 0.1 which was found to be optimal for this neural network architecture. A greater number of training steps was found to be required in order to achieve optimal training convergence than with the evidence integration approaches, for which 10,000 steps were sufficient. Testing was carried out using the same testing data as previously used and an overall measure of classification accuracy produced.
Comparison with Maximum Likelihood Classification
In order to demonstrate that the effort of developing and implementing this method is valid, the Maximum Likelihood Classification (MLC) approach was used with the training data. This method assumes that the data are normally distributed, something that is not true in this case, but is considered sufficiently robust to be able to operate using the training data. MLC operates by comparing the vector from the centroid of each class to the unclassified pixel in variable space with the standard deviation of each class' distribution along that vector. The nearest class to which the pixel falls in terms of multiples of standard deviations is then the one to which the pixel is categorized. The classification accuracy obtained using the Maximum Likelihood approach was compared to the results obtained using evidence pooling, to ensure that the much simpler MLC method did not provide comparable accuracy with less effort.
Fuzzy Accuracy Estimation
Accuracy measurements of the classification are based primarily on the confusion matrix method, which gives an indication of how many pixels of each class have been confused with other classes. This approach to the measurement of accuracy may not be the best available, as pointed out by Foody (2002) , who suggests that the method of Gopal and Woodcock (1994) , based on fuzzy set operators, may provide a sounder method of accuracy assessment of thematic land-cover mapping. Using the fuzzy approach, categorization is not always either "perfectly right" or "perfectly wrong" as it is with hard classifications, but in terms of accuracy can be divided into several classes ranging between these two extremes. Here, we also use the linguistic scale described by Gopal and Woodcock (1994) Gopal and Woodcock, 1994) The individual categories of assessment are based on expert knowledge of land-cover classes, and as such are subjective, depending as they do on individual perceptions of how closely related one class is to another. Implementation of this scale for the 24 land-cover classes used here requires the development of a 24 ϫ 24 assessment matrix within which each of the possible actual/categorized pairings are given a value according to the scale. Once this has been done, validation of the produced land-cover map allows a count not only of how often (and where) the categorization was exactly right, but also of how often and where it was of a certain standard. Gopal and Woodcock (1994) define several ways in which the accuracy can be estimated using the fuzzy linguistic system, but we will for brevity's sake simply take a count of the number of categorizations that fall into each of the accuracy rankings given above. It is useful to note that for the expert-derived assessment matrix, the number of cells, from a total of that were given each of the above rankings was as follows: Absolutely wrong: 455; Understandable, but wrong: 76; Reasonable or acceptable: 15; Good: 6; Absolutely right: 24.
Data and Methodology Considerations
When developing or testing a new land-cover mapping methodology or comparing existing ones, researchers often assumes that any errors in the results obtained from an approach are due entirely to the approach itself. In the case of evidence integration, which is intended to provide flexibility in the datasets used for land-cover mapping, it would be foolish to assume that there was no variation in the results between applying data from two different sources. Variation is also to be expected from different data preprocessing and expert system training approaches, and from the implementation of different evidence integration paradigms. It is necessary, therefore, to provide a rationale for the data that is used, the manner in which it is handled and even for overall manner in which the evidence integration is carried out.
Texture Derivation
The use of the GLCM approach to calculate textural measurements has been shown to work many times, and is effective at distinguishing image features. However, the approach can only be applied to grayscale imagery, which means that for multispectral images some form of band combination method must be used to produce a grayscale image. Here, we have simply taken the arithmetic mean of the intensity values for each band at each point to calculate a grayscale value, on the assumption that this will provide an image equivalent to panspectral imagery. It is possible that this assumption is flawed due to correlations between individual bands, and that the resulting grayscale image quality is not as good as it could be if another method were used. Principal component analysis, for example, would allow us to calculate a weighting for each band and therefore create a more effective grayscale image. However, this is balanced by the consideration that for different physical locations, the use of PCA will almost definitely result in weights for each band that vary according to location. This means that for two halves of a larger image, different land-cover maps would be produced to the map produced for the entire image. It is felt that in this case, spatial consistency of method takes priority over optimization of data, as the approach should be capable of being applied in any location and over any size of study area. There are arguments for and against this position, both of which are felt to have merit.
Curse of Dimensionality
Each expert system was trained using 50 samples taken from the relevant land-cover class. As the number of inputs variables increases, the number of samples required to provide a realistic coverage of each class increases. It is possible that 50 samples are insufficient to provide sufficient coverage of the variation within each class when the number of input variables is high. With the datasets used here, the total number of input variables is 20. For the evidence integration methods, these are split into sets with a maximum of eight inputs, while for the winner-takes-all and one of the Kohonen network approaches, all 20 of the input variables were used. While we did not carry out a statistical evaluation of the training data, visual examination of the amount of variation within each land-cover class led us to decide that for the neural networks trained with eight or four input variables, a total of 50 samples was sufficient although by no means excessive. However, examination of the training data used when 20 input variables were used led us to believe that 50 is at the lowest end of what was appropriate in this case, and for some classes would have been insufficient. Future work would benefit from using an increased number of data samples for similar numbers of input variables.
Other Evidence Integration Methods
Several method of integrating evidence for and against specific hypotheses exist, including symbolic logic (Comber et al., 2004b) , Bayesian (Zhang et al., 2003) , and neural networks (Karaoz et al., 2004) . The approaches taken here include a translation of the expert outputs into symbolic categories, and a more straightforward expert system output summation. The use of Bayesian statistics to integrate evidence requires a complete probability distribution for each class, which would have required a much larger training dataset. As mentioned in the previous section, the training data that we did have was appropriate for neural network training, but it was found insufficiently large for Bayesian statistics. The use of neural networks to integrate evidence in addition to providing evidence was considered out with the remit of this work, but would be considered as an additional piece of land-cover mapping research at a later stage. The overall advantage of using the methods applied here therefore, are that they require less training data than other methods and that they are relatively easy to implement. Future work may determine improved methods of integrating the outputs of individual expert systems using similar-sized datasets, but for the moment we are simply attempting to show that the approach used here is better than no evidence integration at all.
Results
The performance, in terms of classification accuracy, of both the evidence categorization and evidence summation methods were each compared to the "winner takes all" approach, as well as to each other. Overall accuracy and the accuracy of individual classes were assessed using the confusion matrix approach. For comparison of methods, the mean accuracy over all classes was used while within methods some analysis of the relationships between datasets and individual class accuracy values was carried out.
Evidence Integration Using Evidence Categories
This method allowed for different combinations of the three available sources of evidence (spectral information, texture, and topography). It was also possible to choose between one of the two concluding stages by selecting or avoiding the secondary conclusions option. The classification was applied using all combinations of sources of evidence and concluding stages. The aim of this was to test whether or not the use of different types of evidence and concluding stages improved the results observed. The most accurate map was obtained using spectral information, topography, and secondary conclusions, but not using the textural information (24.42 percent). Figure 2 shows this map, from which a distribution of the predicted land-cover classes can be determined. Features that can be easily distinguished include The accuracy assessment was carried out using a total of 1,200 pixels, 50 for each of the 24 classes. The overall accuracy was computed by summing the numbers in the diagonal of the confusion matrix, and dividing it into the total number of pixels used for the validation. The overall accuracy fluctuated between 11.25 percent and 24.42 percent. The primary conclusion stage produced land-cover maps with low levels of accuracy and a high number of unclassified pixels. From the results, the most notable inference was that using this method, the addition of textural information did not improve the results. On the contrary, when this data was incorporated, the level of accuracy was slightly lower than when it was left out. This was surprising, as it was expected Figure 2 . Most accurate land-cover map produced using evidence categorization method.
that image texture would contain a large amount of information about the land-cover class being examined. However, further consideration of the following points caused us to revise this opinion:
• The imagery used to produce the textural data was of resolution 28 m, which is too coarse for many of the landcover classes being considered.
• The textural measurements were selected without first correlating them to any of the land-cover classes involved, and it is possible that relationships do not exist that were assumed to do so.
For the analysis of the results, the classes that performed best and those that performed the worst were selected. In the first case, classes where at least 50 percent of the pixels were classified correctly were considered. For the second case, all classes where 100 percent of pixels were incorrectly classified were chosen (Table 2) .
To see whether or not the spectral information was the main reason why these classes were successfully differentiated, the spectral signatures were compared manually. The results were evaluated with those obtained when applying ANNs with only the spectral information as source of evidence. The following observations were made relating to individual classes:
• Road: Having a defined spectral signature, this class was successfully classified when using only spectral information, or when both spectral and topographic data were used. • Heather moor (burning): In this case, 50 percent of the pixels were correctly classified when using both spectral and topographic information, while 0 percent was successfully classified when using only spectral information. It can be inferred that the inclusion of topographic information plays a crucial role in the identification of this feature.
• Undifferentiated Bracken: In this case, 100 percent of the pixels were successfully classified when using topographic and spectral information, while 2 percent of the pixels were correctly classified when using only spectral information.
• Blanket bog/peatland veg. (no erosion): As in the above cases, the accuracy of the classification was high (66 percent) when both spectral and topographic information were used, but significantly lower (16 percent) when only the spectral information was used.
• Wetlands: This feature was successfully classified when only spectral information was considered, as well as when spectral and topographic data were used. Being a mix of vegetation and water, wetlands have a characteristic spectral signature that shows a low reflectivity in the visible region due to the presence of water, and a high reflectivity in the NIR, due to the vegetation.
Heather moor, bracken and blanket bog peatland classes occur in a sector of the study area having a complex topography. This fact could explain the reason why the inclusion of topographic information improved the classification results.
Although classes like water or estuary are not included in the previous list, the percentage of pixels correctly classified was low (20 percent and 12 percent, respectively, when both spectral and topographic data were used, and when only spectral data was used). A relatively high proportion of pixels were misclassified with confusion occurring between pixels that corresponded to water being classified as estuary, and vice versa. Taking this into account, and the fact that the characteristic spectral signature of water should have facilitated the correct classification of this feature, it can be inferred that these two classes are not spectrally separable within this image. The situation was similar when comparing the Built-up area class with the Airfield and Factory classes.
Evidence Integration Using Network Output Summation
This method also allowed for different combinations of the three available sources of evidence. However, there was no secondary conclusions option, which involved selecting the first available hypothesis from a list of equal leaders. This is because the summation of evidence in this case involved adding values together, and there was always one hypothesis whose weight of evidence was greater than the rest. This method was also applied using all combinations of evidence, and it was found that the map accuracy increased with evidence use regardless of the evidence (Table 3 ). Figure 3 shows the land-cover map that resulted when using all three evidence sources. Further investigation of the results shows that the increase in accuracy when each of the evidence types is included, compared to when it is not, provides information about the relative effectiveness of each evidence type. Features visible on this map include:
• The average increase in accuracy given by using spectral information is 13.7 percent, while that for textural and topographic evidence is 6.2 percent and 12.4 percent, respectively. Investigation of the individual class mapping accuracy using the network output summation approach gave similar implications to those obtained when analyzing the evidence categories approach, namely that classes with clear visual signatures were more likely to be identified when using spectral and textural imagery, while classes that were dependant on topography were more likely to be identified using slope, elevation, etc.
The accuracy levels given here are low in comparison to those given by other methods of land-cover classification in the literature. However, this is at least partially due to the fact that a relatively large number of classes were used in this case. Linking classes that are functionally or otherwise related, and that are spectrally similar to one another using the LCS88 classification system, will increase the accuracy of the mapping method without undue loss of detail. This can be achieved by examining the confusion matrix obtained from the test data, and applying knowledge of related landcover classes. Class combination requires a level of understanding about the land-cover categories in order to avoid creating classes that are devoid of relevance or meaning. Table 4 gives the accuracy levels for individual classes, using all data sources and the evidence summation method Figure 3 . Most accurate land-cover map produced using evidence summation method. produce Scrub (79.1 percent), inclusion of Bracken in the Scrub class (80.6 percent), and Coniferous with Deciduous to produce Forest (81.6 percent). Following this, the largest remaining sources of error involves the confusion between the Scrub, Forest, and Arable classes. However, the conflations carried out in Table 5 are considered optimal, in terms of improving the accuracy levels while at the same time retaining a sufficient level of detail about the actual land-cover on the ground. Of course, this categorization may only be of use to certain people, and would have to be adapted for others, but it does show the accuracy levels available using this method.
Classical "Winner-Takes-All" Classification With the "winner takes all" approach a classification accuracy of 36.8 percent was given when using 24 classes, and an accuracy of 70.7 percent when using the conflated classes (Table 5) . These values are slightly lower than those obtained using the evidence pooling method, and show that the winner-takes-all approach is not as accurate in this case. However, when comparing the computational requirements for the two methods as reflected in the number of connections that must be considered within all the neural networks used, then the situation changes. This is based upon the assumption that connection count is approximately proportional to the amount of processing that must be carried out. There are 13,440 connections in the evidence pooling networks and only 3,360 in the single winner-takes-all network. When mapping a large number of pixels, the size of the neural network used must be a consideration as it greatly affects the time taken to carry out the mapping. A further comparison, using the Maximum Likelihood Classification (MLC) approach, gave a classification accuracy of 25.5 percent using all 24 classes. This is much lower than that obtained using either the output summation evidence integration or winner-takes-all neural network approaches, and provides satisfactory evidence that the reduced computational cost of the MLC approach does not warrant using it when there are other methods that give much higher classification accuracy. The accuracy obtained using the MLC method is only slightly higher than that obtained from the evidence categorization and summation approach, highlighting the inadequacy of this method.
Fuzzy Accuracy Assessment
In Table 6 , we give details of the percentage of validation data that fell into each of the fuzzy linguistic rankings of accuracy given by Gopal and Woodcock (1994) , as previously to give an overall accuracy of 41.2 percent. Table 5 shows the class conflations that were selected, and the effects this had on individual class and overall accuracy levels.
The final classification includes the following categories, with percentage accuracy in brackets: 
Discussion
The aim of this work was to investigate the potential of the evidence integration approach in producing land-cover maps, and to compare this approach with other expert system methods. If successful, the evidence integration approach could allow more accurate land-cover maps to be produced using combinations of existing datasets, and provides the possibility of removing reliance on methodoriented approaches. The results show that evidence integration produces more accurate land-cover mapping than both classical neural network method and fuzzy classification, but also that improvements can be obtained by altering the evidence integration method itself. The class definition used was taken from the LCS88, although some classes were excluded and some others merged together. Originally intended for visual interpretation of aerial photography, this class definition is not suitable for spectral analysis of satellite imagery. As we have shown here, some classes that have similar spectral signatures were easily confused with one another. A combination of imagery with other data sources in the most literal manner, simply by adding more variables to the dataset, does not help greatly as shown by the use of Kohonen SOMs and a winner-takes-all neural network training approach. Better results were achieved using evidence pooling methods. These generated individual pieces of evidence for or against specific classes and then integrated this evidence in an appropriate manner. It was also shown that the manner in which the evidence was integrated influenced the accuracy of the resulting map. This should be taken into consideration when developing further methodologies that are based around the principle of evidence pooling.
Once the ANNs were trained, several different combinations of sources of evidence and concluding methods were tested, with the overall accuracy being computed for each of these combinations. Additionally, conflating the land-cover categories into fewer classes allowed comparison with other methods of land-cover mapping. It was seen that textural information, while adding to the accuracy of the classification, was not as effective as spectral or topographic information in making distinctions between classes. It is felt that this is not due to problems with the use of texture, but because the resolution of the imagery used was too coarse to allow the textural features of the different land-cover classes to be used effectively. Texture as a discriminant of land-cover classes is no doubt effective, and would be more so than here if applied to higher-resolution imagery. Another possible reason why texture did not perform well is that the method used to produce the grayscale image from which textural measurements were derived could be improved. Instead of using the arithmetic mean of all bands to calculate the grayscale intensity for each pixel, a more effective method would have been to use principal component analysis to calculate a weighting for each band, and then combine them linearly. As it is, correlations between individual bands may have resulted in a grayscale image of poorer quality than could have been obtained. As previously mentioned, there were reasons for using the mathematical mean of the bands based on a desire for spatial consistency. Future work should aim to solve the problem of producing spatially coherent grayscale imagery from multispectral data sets using a better approach than the arithmetic mean.
The highest overall accuracy achieved using 24 landcover classes was 41 percent. However, adjustment of the classification system to reduce the number of categories but retain an element of functionality improved the accuracy of the resulting map dramatically. An optimum accuracy level of 75.4 percent for ten conflated classes and 81.6 percent using six classes was achieved. This is comparable with the results of Kavzoglu et al. (2003) , who also used six classes. While this work was carried out on a relatively small area in central Scotland, there is no obvious reason why accuracy of this order could not be achieved using this method for any environment given an appropriate land-cover classification system and meaningful training data. Of course, the classification scheme is dependant on the purpose of the mapping project, and so we cannot assume that the number of classes will be low. For mapping projects involving complex landcover classification systems, improvements to the way in which datasets are selected and utilized must be made, and also to the data integration approach.
The use of a fuzzy accuracy assessment allowed us to quantify the level of error according to different criteria for each mapping method. These results showed us that a large proportion of the categorizations that were not perfect were not absolutely wrong either, and that the use of a linguistic fuzzy assessment scale can be useful in determining how often the system is only slightly wrong.
Recommendations for future work include the following:
• It is clear that land-cover classes must be defined in order to achieve a class definition suitable for spectral data classification. If other spectrally similar classes are required then suitable non-remotely sensed sources of information must be integrated into the classification process. This is not to say that certain classes within the LCS88 classification system are not spectrally distinct from one another, but there is sufficient overlap between classes to cause problems with spectral classification when trying to identify which of several classes is present. If the person carrying out the mapping can be sure that there are only two classes present at a site, then spectral classification has every chance of success.
• Further research will help determine which additional sources of evidence can increase the accuracy of the classification system. Examples could include SAR and/or lidar data to give vegetation height/roughness, additional spectral band information, and finer spatial resolution imagery to provide more relevant textural information. One of the obvious advantages of the method outlined here is that it can be applied to a wide range of data types, making the integration of multiple datasets relatively easy. In this way, new data can be snapped onto the existing data rapidly and its potential for improving the overall accuracy evaluated. Currently, with many and various sensors available, the challenge of finding the most appropriate data source for a particular land-cover mapping problem is an obstacle to development. With the approach given here, this obstacle is lowered, if not removed.
• We do not mean to imply that simply adding more and more data to the method is the best approach, however; as we have shown, some data types are of less use than others for specific land-cover mapping problems, and so the solution lies in allowing a wider range of datasets to be utilized while at the same time being able to identify which datasets are more useful and should be applied in the method. Adding the ability to select specific datasets based on their level of usefulness is a high priority for further work in this area. Another possibility is the addition not only of other types of data, but also of different expert system implementations, of which neural networks are only one example. Ongoing work in this area is exploring the addition of Bayesian statistics and decision trees amongst other, in order to determine if the pairings of specific datasets and specific expert systems can be used to optimize land-cover mapping. The advantage of the evidence pooling approach is that, suitably implemented, it can take evidence from any expert system type.
• Since the approaches used here were based on hard classification, the heterogeneity of land-cover in parts of the landscape, especially for areas of semi natural vegetation (heather moor, bracken) results in the presence of mixed pixels within the training data. This no doubt reduces the levels of accuracy achieved from that which would be achieved in homogeneous landscapes. Use of fully and/or partially fuzzy training data which provide a measure of proportions of each land-cover class, rather than binary (0 for absent, 1 for present), may resolve this issue (Foody and Boyd, 1999) . However, this can require detailed ground data that may be unavailable across large areas. In a similar manner, the use of unsupervised clustering has the potential to identify which superclass pixels belong to, with related (or perhaps unrelated) classes belonging to particular superclasses. This will inform further, more detailed classification and should be explored as a potential method of narrowing the definition of what is on the ground without being completely specific.
