Predictive models constitute an important tool in ecology. Using presence/absence data of 6 15 plant species of an alpine rangeland in northern Spain, and a set of 14 topographical and Curve (AUC) using leave-one-out cross validation and the resolution and reliability diagrams 13 of the resulting probabilistic predictions. We also analyzed the binary presence/absence de-14 terministic predictions obtained by setting two different probability thresholds: the species 15 prevalence and a ROC-optimized value, and we computed the corresponding confusion ma-16 trices to calculate sensitivity, specificity, Cohen's kappa and the True Skill Statistic (TSS).
1. Introduction the configuration of vegetation at the landscape scale, with an estimated summed cover 117 representing more than 95% of total study area including bare soil and rocky outcrops. One 118 of them, Festuca-Agrostis, is not a single species but a distinctive grassland type dominated 119 by Festuca gr. rubra and Agrostis capillaris. For convenience, we will collectively refer to 120 them simply as "species" hereafter. After discarding all polygons with very scarce or null 121 plant cover (cliffs, lakes and screes), a final dataset of 415 polygons covering an area of 424.6 122 hectares was retained. Finally, abundance data were transformed into presence/absence data, 123 considering any cover value > 0 as presence of the species (see Fig. 1 for the distribution of 124 four illustrative species).
125
For each polygon, mean values of four topographical variables (altitude, slope, solar 126 radiation and terrain convexity) were calculated from a 2 m resolution digital elevation 127 model. Aspect was not used as environmental variable as it was highly correlated with solar 128 radiation. We also used 10 geomorphological variables, extracted from a geomorphological 129 map that we constructed based on field observations and interpretation of aerial photographs 130 (Table 3) . function 'step'. Additionally, we used the packages "ROCR" (Sing et al. 2009 ) for the which is commonly used as a benchmark to predict the probability of occurrence of an event 142 y (in our example species occurrences) by fitting data to the following formula:
where X = {X 1 , . . . , X m } is a set of predictor variables (the environmental descriptors in where f is again the sigmoid function and α ik and β ji are the parameters to be fitted to data.
158
In this case, the optimization of the error function leads to a complex nonlinear problem 159 which needs to be solved with particular algorithms (in our case, we used the R package
160
"AMORE" by Castejón et al. (2007)). Note that, as mentioned before, when considering no 161 hidden layer, (2) reduces to (1).
162
MARS is a nonparametric method for regression analysis developed in the early 90s
163 by Friedman (1991) which allows approximating the underlying function through a set of 164 adaptive piecewise linear regressions called "basis functions" in the following form:
where the slope of each piecewise b k (x) can change in a set of points 
subject to
For SVM construction we used the R implementation in package "e1071" (Dimitriadou of a given case to be correctly classified, whereas specificity is the inverse of Sensitivity. 
209
In the case of probabilistic predictions, the ROC (Receiver operating characteristics)
210
curve is commonly used as a generalization of the above validation procedure to describe 211 the accuracy of the model (Fig. 2) . This curve is defined by plotting the sensitivity(u) vs.
212
1 − specif icity(u) values for the deterministic prediction given by a probability threshold 213 u. Probabilities above/below this threshold are set to positive/negative (presence/absence).
214
By varying the probability threshold, the system becomes either more conservative or more under the whole range of probability thresholds providing a global measure of model per- axes respectively (Fig. 3) . The system is better calibrated the closer the curve is to the 234 45 degree diagonal, which indicates a perfect agreement between predicted probability and 235 true prevalence. If the curve passes under the diagonal, it is an indication that the system 236 is over-estimating the event and on the contrary, when the curve passes above the diagonal 237 the probability of the event is being under-estimated.
238
Another important measure of the quality of a binary probabilistic prediction is the 239 resolution, which quantifies the deviation of the prediction from the true species prevalence. 
246
In applications in which a deterministic prediction is required, a particular probability 247 threshold must be set. However, AUC does not provide a probability threshold for case 248 classification, which must be selected based on the objectives of each particular case-study, to illustrate model performance for deterministic predictions, we set two probability thresh- to independent data set testing in order to assess model performance.
277
Moreover, in addition to the full models, obtained by considering the full 14 input envi-278 ronmental variables described in Table 3 , we also conducted a variable selection procedure 279 for each of the species in order to obtain reduced models with optimum predictors. To this 280 aim, we applied a stepwise logistic regression using the Akaike Information Criterion (AIC),
281
obtaining the set of input variables displayed in calibration (e.g. Luzula caespitosa, Fig. 3c ; Genista obtusiramea, Fig. 3d ) and sometimes 324 even notably better than MLR models (e.g. Luzula caespitosa, Fig. 3c ). In most cases, SVM 325 models produced a more irregular calibration, and CART models resulted very unreliable.
326
On the other hand, in the case of resolution, in most cases MLR models were considerably 327 worse than the other methods, exhibiting more uniform, and even "n" shaped probability 328 outputs, grouped around the uninformative 0.5 probability value. For almost all species, the 329 best predictive resolution was achieved by ANN and CART models, with some exceptions 330 such as Luzula caespitosa (Fig. 4c) . As illustrative examples, Juniperus nana, a poorly 331 predicted species, obtained a bad resolution for all models (Fig. 4b) . Conversely, the ANN 332 and MARS models of Festuca eskia (Fig. 4a) or the ANN and SVM models of Luzula 333 caespitosa (Fig. 4c) achieved high predictive resolutions.
334
b. Threshold-dependent deterministic predictions
335
In some applications, probabilistic predictions need to be converted into deterministic 336 ones by defining an appropriate probability threshold. As we have already mentioned in
337
Section 2c, in this study we have considered two different thresholds: the prevalence of the 338 species and a ROC-optimized probability threshold. In this case, a number of validation 339 scores is commonly used in order to focus on different aspects of the prediction. generally corresponded to the highest TSS in the set of species tested. However, the same can 346 not be said for the probability threshold, whose selection often affected the final model choice.
347
The selection of the probability threshold is therefore a critical step in final deterministic 
358
The predicted probabilities can be ecologically translated into "habitat suitability" maps was lower than 5% in more than 80% of the polygons in which the species was present.
383
The same can be said of Vaccinium myrtillus, another poorly predicted species which had 384 an estimated cover lower than 5% in 77% of polygons in which it was present. 
468
Resolution is an important characteristic of the predictive model, specially when a deter-469 ministic outcome is required, since the classifier will be less sensitive to probability threshold to be more stable for varying probability thresholds because of their ability to effectively variables selected by the stepwise AIC procedure included). See Table 3 for variable codes.
632
Statistical significance of variables in the MLR stepwise models is also indicated (Signif. Accuracy of the models after computation of the deterministic binary response prediction. Table 2 . Target species of this study and their prevalence, defined as the proportion in % of polygons in which the species is present (any cover value > 0 was considered a presence). The four species used in the paper for illustrative purposes are shown in boldface. Table 4 . Accuracy of the models after computation of the deterministic binary response prediction. For simplicity, we illustrate only the four species used in the previous examples. Results presented correspond to the species prevalence and the ROC optimized (OPT) probability thresholds. OPT maximizes the sum of sensitivity (Sens) and specificity (Spec). True skill statistic (TSS) and Cohen's kappa (K ) are also indicated. For each probability threshold, Best TSS results are presented in bold. Number in parenthesis next to MARS method indicate the order of interactions achieving the best result. Deterministic predictions have been obtained using the optimized probability threshold (OPT) as cut-off value.
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