Due to their ubiquitous and pervasive nature, Wi-Fi networks have the potential to collect large-scale, low-cost, and disaggregate data on multimodal transportation. In this study, we develop a semisupervised deep residual network (ResNet) framework to utilize Wi-Fi communications obtained from smartphones for the purpose of transportation mode detection. This framework is evaluated on data collected by Wi-Fi sensors located in a congested urban area in downtown Toronto. To tackle the intrinsic difficulties and costs associated with labelled data collection, we utilize ample amount of easily collected low-cost unlabelled data by implementing the semi-supervised part of the framework. By incorporating a ResNet architecture as the core of the framework, we take advantage of the high-level features not considered in the traditional machine learning frameworks. The proposed framework shows a promising performance on the collected data, with a prediction accuracy of 81.8% for walking, 82.5% for biking and 86.0% for the driving mode.
and validate algorithms. Thus, data should either be manually labelled by looking into video footage, for instance, or be limited to selected participants who would label their own trips. In both cases, the advantage of large scale data collection will be negatively affected as the number of data points obtained will be significantly reduced. To benefit from large amounts of unlabelled data available, semi-supervised or unsupervised algorithms can be taken into account. In basic terms, semi-supervised learning algorithms couple a small-sized labelled data with unlabelled data for the purpose of training a classifier [3] .
In this study, we develop a semi-supervised deep residual neural network for Wi-Fi signals to infer mode of transportation of network users in a congested urban area in Downtown Toronto. In recent years, Deep Neural Networks (DNN) have demonstrated successful performances in different fields of machine learning. DNNs, if coupled with adequate procedures, have shown impressive performances on complex and noisy data [21, 22] . However, increasing the number of hidden layers after some point results in the problem of degradation in accuracy [10] . This concern led to the introduction of impressively successful Deep Residual Networks (ResNet), which tries to increase the number of hidden layers by implementing Shortcut Connections [10] .
The rest of this paper is organized as follows: In the next section, we review previous researches on the subject. Section 3 presents data collection and pre-processing procedures in detail. We then describe the framework and architecture of our proposed algorithm in section 4. We apply our proposed framework on the data collected in section 5. In the end, conclusions and future research plans are outlined in section 6.
Literature Review
Data collection methods that are based on location-aware technologies, and thus the associated mode detection studies, can be divided into two main categories: user-centric and network-centric methods. In user-centric methods, users are required to be actively involved in the data collection procedure. Examples include GPS and accelerometer data, or a combination of both that can be used to infer transportation mode [31, 20, 25, 7, 30, 6] . [31] used GPS data to detect mode of transportation. In their study, features such as heading change rate, stop rate and velocity change rate were defined. A graph-based post-processing algorithm was proposed considering the conditional probability between different modes of transport. Using the approach suggested in this study, transportation mode of users in 76% of the experiments was predicted correctly. Using multiple data sources has also been widely practiced in related studies. [20] implemented GPS data along with smartphones accelerometer data to identify walking, running, biking and motorized modes. An accuracy of over 90% was achieved using two-stage decision tree and discrete Hidden Markov Model. The data collection procedure of this study involved attaching 5 phones to each participant simultaneously, which seems to be impossible to implement for real-life large scale-data collection. Moreover, training classifiers based on data from 5 out of 6 participants and validating them on data from the other participant, resulted in a drop in accuracy by 10%, which may have been due to the overfitting to training data. [25] added transportation network information to determine users' mode of transport between stationary, walking, biking, driving, and using public transit. Classifiers such as decision tree, random forest, and Multilayer Perceptron were developed in this study. Training classifiers using solely GPS data resulted in an accuracy of 75%. However, when network information such as bus routes, rails, real-time bus schedules, etc, were added, random forest method was shown to have an accuracy of 93.7%. Using multiple data sources may not always be an available option in different cities. Thus making this approach difficult to introduce as a generalized solution. [30] outperformed traditional decision tree-based models by applying a tree-based ensemble classification algorithms using over 100 GPS trajectory augmented features . Although user-centric approaches potentially tend to collect more precise and accurate data, the collection relies upon a specific and limited number of participants. This makes such methods hard to implement in large scales and to address real-life transportation problems. Such data collection method may result in biased data due to the involvement of only a certain type of participants. In addition, extra operational costs are usually associated with such studies, as they require mobile Apps, participant's time, and a high level of battery consumption.
On the contrary, network-centric methods try to collect data passively, requiring no intervention from the users of the network. Main sources of data in network-centric approaches in the literature have been Wi-Fi data, Bluetooth transceivers data, and GSM signals data [23, 28, 16, 28] . [23] used coarse-grained GSM data to determine users' movements between staying in a place, walking and driving. By using boosted logistic regression in two phases, an accuracy of 80.85% is reached for walking and driving. Although collecting GSM data is essentially a network-centric approach, data collection in this study mainly relied on limited number of lab members with a designed software for recording GSM records. Thus, the advantages of network-centric approaches are not fully in effect in this study. [28] used coarse-grained unlabelled call detail records to infer transportation mode between pairs of defined origins and destinations. K-means algorithm was used in this study to detect mode of transportation. Low positioning accuracy, ping-pong handover effect, and privacy concerns have been mentioned in this study as some of the main problems of using GSM data. It should be noted that the GSM data is not readily available and needs cooperation from cellular network providers. [16] coupled Wi-Fi and GSM data to reach a classification accuracy of 72.5% for walking and driving in urban areas. They used decision tree to differentiate between walking, driving, and dwelling. Features used for classification in this experiment include Wi-Fi signal strength variance, duration of the dominant Wi-Fi access point, number of cell IDs that device connects to and residence time in cell footprint. Similar to Sohn's study, data collection in this study was designed as a controlled procedure using limited number of participants actively involved in the experiment. Unlike GPS data, for which accuracy is significantly affected in high-rise urban environments, Wi-Fi data can be implemented even in indoor environments. [14] used Wi-Fi signal strengths and their variance as inputs to a Hidden Markov Model for smoothing transitions between the inferred states of still and moving in indoor environments. An accuracy of 87% was achieved in this study. The indoor environments are more controlled and have lesser heterogeneity, compared to outdoor environments. This study also did not consider transportation modes other than walking. [2] used Wi-Fi data collected on a 14 blocks pedestrianized street in Montéal to develop the next location choice model. They developed a dynamic mixed logit model with agent effects to achieve a maximum prediction performance of 70%.
Growing interest in deep neural networks has led researchers to investigate deep architectures for the purpose of mode detection. [7] developed a deep neural network with fully connected layers to extract high-level features. Image-based deep features were combined with manual features, and used as the input for a traditional classifier. Despite successfully implementing a deep network, the study lacks motion features such as speed and acceleration. In another study, [29] defined point features as a time series of speed, headway change, time interval, and distance between the GPS points. These features were then combined with manual features, and fed to a deep neural network. Despite using high-level features and developing deep neural networks, the accuracies obtained using these algorithms are still lower than some studies using manual data. Recently, [6] developed a Convolutional Neural Network (CNN) architecture with different types of layers that are fed with an input layer with kinematic characteristics. Using their proposed architecture, a total accuracy of 84.8% was achieved in this study. CNN architecture is well suited for user-centric approaches where the location is regularly sampled in terms of time. However, such an architecture is not suited for network-centric approaches where the user is observed at fixed locations that may or may not overlap.
In spite of promising performances of using deep neural networks for mode detection, all these studies are concentrated on labelled data from user-centric approaches, which requires vast amounts of labelled data. Semi-supervised learning is one of the possible approaches to address this issue by utilizing unlabelled data in order to enhance hypotheses obtained from labelled data [32] . In short, semi-supervised algorithms add unlabelled samples to the training data and the classifier is retrained on the new augmented training dataset.
The advantages of Wi-Fi networks over other sources in terms of their granularity and ubiquity, along with the promising performance gains of deep residual networks in recent years, made us explore the feasibility of using Wi-Fi signals as the only source of data to detect transportation mode. Moreover, to overcome the difficulty of labelling in network-based approached, we introduced a semi-supervised version of the model.
Case Study
We used URBANFlux system that consists of a network of Wi-Fi detectors called OD_Pods [8] to record MAC addresses, signal strengths and times of connection for individual devices on four urban roads within the study area ( Figure 1 ). Coverage zone of each OD_Pod can be approximated as a sphere with a radius of 50 meters. We collected the Wi-Fi signals from different smartphones on two separate days. The first wave of data collection was done on Wednesday, June 15, 2017, from 10 A.M. to 1 P.M. in a congested area in downtown Toronto. In order to increase the size of the data, and reduce human and experimental errors, the second round of data collection was done in the same area on Wednesday, August 22, 2018, from 10 A.M. to 1 P.M.
In both data collection rounds, parts of four downtown Toronto streets forming a loop were selected for installing OD_Pods. This area was selected in order for the experiment to account for congested urban areas. As it is depicted in Figure 1 , the selected parts form a grid loop with a perimeter of 857 meters. Designated streets and locations of OD_Pods were set so as to maintain the heterogeneity of the data. The designated loop includes a mix of separate bike lanes, side-walks, arterial, two-lane and one-lane streets. In addition, north edge of the loop is on the path of Toronto's 506 Carlton streetcars. Traffic signals on all four corners of the loop make the experiment more realistic and applicable to urban areas. The sensors are placed on mid-block locations so that no overlap occurs between coverage areas of OD_Pods. 
Data Collection
To collect labelled data, four volunteers were recruited, each going around the designated loop for 10 rounds. MAC address of participants' devices are recorded by URBANFlux system. Modes are assigned to each participant in a way to resemble the actual share of different modes in downtown Toronto. To do so, the shares of walking, biking and driving trips are set to be approximately 25%, 25%, and 50%. Data recorded from movements between each two OD_Pods are considered as a trip with their respective mode. In addition, OD_Pods automatically track MAC addresses of all Wi-Fi enabled devices moving in the area. MAC addresses different than those of the participants, which were recorded by at least two independent OD_Pods during the experiment, were considered as the unlabelled trips. Table 1 represents the total number of trips for each mode, along with unlabelled trips. Relative Travel Speed is represented by the normalized ratio of "distance with no coverage zone between two involved OD_Pods" to its respective travel time, and is used as an indicator of travel speed. Speed-related variables have been the main features for classification in related literature [19] . However, using speed solely does not guarantee satisfactory results. This can be explained by the fact that in congested areas, different transportation modes move at similar speeds. Connection time variables represent variables related to the time that a device is communicating with the OD_Pod in the coverage zone. b. Connection: Number of communication messages exchanged with an OD_Pod while a device is in its coverage zone. Intuitively, when a user spends more time in a coverage zone, for example, when walking in a coverage zone, the number of connections increases. c. Signal Strength: Variance, first and second derivative of signal strengths during the time a device is communicating to an OD_Pod. Intuitively, if a person passes through an OD_Pod coverage are in short time, the fluctuations in signal strength are higher, which we are trying to observe in variance and derivatives of signal strength.
Methodology
Here we develop a machine learning framework for mode detection that is specifically tailored to exploit the large, ubiquitous, low-cost, noisy, and partially labelled Wi-Fi data available in our case study. We use a semi-supervised residual net (ResNet) for developing very deep neural networks that are based on Multilayer Perceptron (MLP). Figure  2 depicts the general working of the proposed framework. After extracting labelled and unlabelled data, a ResNet MLP classifier is trained using solely labelled data. The trained classifier is then used to predict the mode of transportation of a sample of unlabelled data. In the next step, predicted modes are used as the labels for the selected sample, known as Pseudo-labels. Next, ResNet MLP classifier is re-trained on labelled data and pseudo-labelled data. The classifier is retrained on other portions of unlabelled data, and in the end, the accuracy of the method is evaluated on a labelled validation set.
In this study, the ResNet MLP architecture is developed and implemented as the classifier in the pseudo-labelling algorithm. In short, the classifier consists of an input layer, multiple building blocks, and an output layer. Each building block consists of two or three fully connected layers, with an identity shortcut connection that skips these layers.
The proposed method in this research aims at addressing two challenging issues in related studies [10, 15] :
a. Lowering the associated costs of data collection by incorporating a large amount of unlabelled data within the semi-supervised framework b. Benefiting from the large number of layers in a very deep network, without suffering from vanishing gradient problem, by implementing identity shortcut connection, derived from ResNet architecture
In this section, we first describe ResNet and the way we developed our neural network using it. Pseudo-label, a simple, yet efficient semi-supervised learning method that we are applying to the core architecture is then discussed.
ResNet-based MLP
Deep Residual Network (ResNet) was originally introduced for image recognition and won the first place at the ILSVRC 2015 classification task [10] . Although ResNet has been mainly implemented in convolutional neural networks, the idea of using identity shortcut connections to skip one or more layers can be applied to other types of networks. In this study, we exploit this idea to develop a very deep multilayer perceptron.
The ResNet MLP developed for this study consists of three types of layers discussed below:
• Input Layer: 15 features are extracted from raw labelled and unlabelled data. For each trip, values of features are normalized and inserted into the 15-node input layer.
• Building Block: A building block, or residual blocks, consists of a few fully connected layers and identity shortcuts. Finding adequate number of building blocks, and number of layers in each block, requires testing different networks and comparing the results. Feeding a block with input x, the output of the building block is [10] : y = f (x, {w i }) + x (1) in which f is a shallow MLP, with two or three fully connected layers. For instance, in a two layer building block, f can be written as:
Here σ is the activation function, which is selected to be ReLU [18] , similar to the original paper [10] .
• Output Layer: It consists of three nodes, for three modes of transportation investigated in our study. Similar to other layers in the network, output layer is fully connected. The outputs from previous layers are inserted into the last fully connected layer for classification. Softmax activation function is used to create probability distribution for three transportation modes.
By adding the output of shortcut connections to that of the stacked layers in equation 1, optimization of the network becomes easier, with no additional parameters or computational burden added [10, 11] .
Pseudo-Label
Semi-supervised learning techniques are implemented to reduce the reliance on large amounts of expensive labelled data required in supervised learning algorithms. Unlabelled data are easy to collect in large volumes with lower costs compared to labelled datasets. In this study, a simple, yet efficient method for semi-supervised learning, called pseudo-label, is utilized [15] .
In each iteration of the algorithm, pseudo-labels are defined as the classes with maximum predicted probability for each unlabelled sample. The ResNet MLP network is trained on labelled and pseudo-labelled data in a supervised fashion. In every weight update, pseudo-labels are recalculated and are used in the loss function. The overall loss function of the learning task is written as [15] :
Here n and n are the number of batches for labelled and unlabelled data, respectively; M is the number of classes i.e. modes of transportation investigated in our case; y and y are labels and pseudo-labels respectively; f and f are the network outputs of labelled and pseudo-labelled samples; and α(t) is the balancing coefficient [15] .
The performance of the algorithm varies for different sample rates. To find the best performance, various sample rates are tested, and the performances are compared.
Pseudo-labelling is a relatively simple semi-supervised algorithm based on self-learning scheme, that may perform poorly when the accuracy in predicting unlabelled samples are low. However, the simplicity and easy implementation of the algorithm, along with relatively high performance of the ResNet MLP classifier on labelled data, led us to add the algorithm to our ResNet MLP classifier. 
Results
For data preparation and feature extraction, R programming language is used. All the classification algorithms, including pseudo-labelling and ResNet MLP were coded in Python programming language, using Keras library [5] and its implementation of TensorFlow with GPU support [1] . After preparing the data for the analysis, network configuration is optimized based on ResNet34, which is one of the most commonly used architectures, initially introduced in [10] . In this step, whether to add batch normalization and dropout layers, and number of nodes (neurons) in each hidden layer is determined, and the best configurations are selected for the next stage. The best configurations selected in the previous step will then be implemented in different architectures, with different sample rates of pseudo-label algorithm to find the final model.
Tuning ResNet Configuration
The ResNet core of the model can be configured in various ways. Going through all the possible conditions would require a timely and computationally expensive search. In this section, we try to cover a range of possible configurations based on dropout layers, batch normalization layers, and number of nodes (neurons) in hidden layers:
• Batch Normalization: By performing normalization for each training mini-batch, batch normalization makes normalization a part of the model architecture. It also can be used as a regularizer to replace dropout in some cases [12] .
• Dropout: Aiming at reducing overfitting in the models, dropout's key idea is to randomly drop units and their connections from the neural network during training [24] .
• Number of Neurons (nodes): Efficient number of nodes in each hidden layer should be carefully investigated, as low number of nodes can cause underfitting, and using too many nodes may result in overfitting. For the ease of calibration and to limit the number of possible architecture, we assume that all hidden layers are similar and have an equal number of nodes.
As presented in Table 2 , 16 configurations can be generated based on the possible combinations of the three items. Each configuration is named using a letter a, b, c, d representing number of nodes in hidden layers, and a regularization ID, all provided in parentheses in front of the items. For instance, Config-a10 refers to a configuration having 5 nodes in each hidden layer (a), with regularization ID 10, meaning that batch normalization is conducted before all layers (1) and no dropout layer is used (0). All the configurations are implemented and tested in a supervised manner on ResNet34, which appears to be a good starting architecture, as it offers good performance in spite of less time complexity and model size comparing to other architectures in the original paper [10] . Performance of these configurations is compared after 500 number of epochs, with 20% of the data used as the validation set. For time-saving purposes, the accuracy of the models in this stage is not estimated using 10-fold cross validation. Batch size for all the tests is set equal to 32, and considering its successful performances in deep learning literature [13] , Adam method is used as the optimizer. Finally, best model will be selected for the next step, which will be the implementation of the core in a semi-supervised manner in different architectures. No (0) Yes (1) Accuracy of ResNet34 on training set and validation set for all configurations, along with their respective run time and gap percentage between training and validation accuracy are provided in Table 3 . Figure 3 presents a comparative bar plots of the configurations. As shown in Figures 3a and 3b , all configurations having 20 nodes in their hidden layers, are performing worse on training and validation sets, than their counterpart configurations with 15 nodes in hidden layers. Thus, more nodes are not added to hidden layers. According to the results, top configurations based on accuracy of training and validation sets are: c00, d00, and b00. In all these three configurations, batch normalization and dropout layers are removed. The effect of removing regularization layers is clearly observable in gap % of training and validation accuracy: despite high accuracy in training and validation sets, the gap between these two accuracies in three R e g u la r iz a t io n ID The main purpose of batch normalization and dropout layer is to prevent overfitting over the training set. High accuracy on training data (over 95% in three cases) and relatively large gap between training and validation accuracy is a sign of overfitting in these configurations. Configurations with regularization ID 01, in which dropout is used for regularization, have a maximum accuracy of 65% on both training and validation sets. Considering high gap between validation and training accuracy, overfitting occurred in these configurations. Adding batch normalization layers in configurations with regularization ID 11, helped to reduce overfitting slightly. However, the accuracies remained low.
On the other hand, configurations with regularization ID 10, appear to have satisfying performance on both aspects: least gap between training and validation accuracy, and acceptable prediction accuracy on training and validation data. Batch normalization in these configurations makes the networks not requiring dropout for regularization [12] . Considering various aspects described above, c10 configuration is selected as the candidate in this step to be fed into our pseudo-label algorithm in the next stage. To further investigate configurations, training run times are compared. As it is expected, adding dropout and batch normalization layers significantly increases the time it takes to run the code. However, for c10, which is the configuration selected, it takes an affordable time of 1249 seconds to be trained by 500 epochs, on a 1.6GHz dual-core Intel Core i5 processor. Figure 4 shows the trend of accuracy in training and validation set over 500 number of epochs for c10.
Model Sensitivity Analysis
In the second stage for model calibration, configuration found in the previous section is fixed to find the best model architecture. In each architecture, number of layers within a building block is set to be equal to either 2 or 3 similar to [10] . In addition, different number of building blocks within the ResNet MLP architecture are tested. Architectures are developed mainly based on their presence in [10] : For two-layer building block architectures, ResNet18 and ResNet34 and for three-layer building block architectures, ResNet50, ResNet101, and ResNet152 are tested. In addition, to explore other architectures, ResNet10 for two-layer building block networks, and ResNet74 and ResNet122 for three-layer building block networks are developed. The number in the model names represents the number of layer in that model. For instance, ResNet101 consists of 33 building blocks, each having three layers, plus an input and an output layer. On the pseudo-label part of the model, 6 sample rates are tested for each architecture: 0, 0.2, 0.4, 0.6, 0.8 and 1. Having a sample rate of 0 means that unlabelled data are not fed into the model, and pseudo-labelling part is ignored. By using a 0 sample rate, we will be able to better compare the performance of the classifier in a supervised and semi-supervised manner. On the other side, a sample rate of 1 means inserting all unlabeled data into the algorithm and pseudo-labeling them at once. Model evaluation in this step is conducted using 10-fold cross-validation: dataset is randomly divided into 10 groups or folds. The first fold will be used as test set, and the other 9 folds will be used to train the classifier. This procedure is repeated 10 times, having a different fold as test set each time. Different model architectures are tested to find the optimal model with the best performance in 10-fold cross-validation. The number of epochs in training the model was set to be 1000 for all architectures. All the models are trained on a Core i7 4GHz CPU and a 16.0 GB memory.
Compared to plain non-residual architectures, all ResNet-based architectures showed significantly better performances than plain 34-layer MLP. A low accuracy of 56% is achieved by using a deep non-residual network with 34 layers, which shows the power of adding identity shortcut connections to the network. Figure 5a depicts the accuracy of different architectures for models with a two-layer building block. In figure 5b three-layer blocks are compared. As it can be inferred from the figures, performance of ResNet MLP architectures in a supervised manner, i.e. a sample rate of 0%, appears not to be improving while increasing the number of hidden layers. ResNet18 for instance performs better than its deeper counterpart, ResNet32, for 2-layer building block models. Similarly, ResNet74 performs better than ResNet101 and ResNet122. However, adding the pseudo-label algorithm with a sample rate of 20% results in a better performance of deeper networks. Specifically, for networks with more building blocks, improvement in performance using pseudo-labels appears to be more significant. For ResNet122 for instance, the accuracy increases by around 5% with 20% sample rate of pseudo-labels, whereas for ResNet10, the increase is less than 1%, and for ResNet18, semi-supervised learning does not help to improve the performance. It can be concluded that having more building blocks, in general, tends to cause more overfitting, which is addressed by adding pseudo-labelled data to the model. For sample rates greater than 20%, the fluctuations in the accuracy increases and does not follow a predictable trend. Thus, sample rate of 20% is selected as the optimum number for pseudo-labelling. On the other side, performance of the model in the deepest architecture, ResNet152 starts decreasing compared to ResNet122, which made us stop adding more hidden layers to the architecture. In conclusion, ResNet122 with a sample rate of 20% is selected as the best model for classifying mode of transport using collected Wi-Fi data. Regarding the training time of the selected framework, a 10-fold cross-validation on the model takes around 4 hours to run, meaning an estimated average of 24 minutes per classifier. 
Final Model Accuracy Analysis
The highest accuracy of the model, as it is depicted in Figure 5b is achieved in ResNet122 with a sample rate of 20%. With an 84.1% accuracy in 10-fold cross-validation, the model outperforms all the other architectures, supervised and semi-supervised, residual and non-residual. In table 4, confusion matrix of this architecture is depicted. Recall and precision of each mode of transport in the confusion matrix are estimated based on a 20% sample of labelled data, which was not used in the training procedure. Test set includes 170 rows of labelled data, including 44 walking, 40 biking and 86 driving trips. As it can be inferred from the table, the model successfully predicts all three modes of transportation with an accuracy of over 80%. Among modes, driving has the most accurate recall and precision, despite the fact that both data collection experiments are conducted in congested urban areas, where the speed of vehicles are not significantly higher than bikes and pedestrians. Unlike commonly used mode classification methods which rely merely on features such as speed to distinguish trips, our model has benefited from higher level features with the help of very deep residual networks.
The lowest precision in the confusion matrix belongs to bikes. Biking and driving modes share many similar features, particularly in congested urban areas with signalized intersections. Thus, relatively low precision of biking can be explained. As it can be seen in Table 4 , 8 driving trips that are incorrectly predicted as biking, play the main role in low accuracy of biking. These 8 trips consist less than 10% of the driving trips. Due to a higher volume of vehicles in the area, our dataset consist of approximately 50% driving trips. The higher number of driving trips in the data can result in the model to develop a tendency to be fitted better for this mode. This tendency led our framework to predict 5 walking trips (11% of all walking trips) as driving. For a similar reason, 5 bike trips (12.5% of all bike trips) are incorrectly predicted as driving. Despite all the above-mentioned inaccuracies, the model has been capable of predicting the correct mode of transportation with a satisfying accuracy of 84.1% for all the trips based on 10-fold cross-validation results.
Conclusion
In this paper, a novel framework to infer transportation mode based on Wi-Fi data is introduced. By implementing URBANFlux technology introduced in [8] , Wi-Fi communication records in a congested urban area in downtown Toronto were collected on two separate days, as labelled data from participants and unlabelled data from non-participants. After data preparation processes and extracting fifteen features based on time and speed, signal strength and number of connections, a ResNet Multilayer Perceptron Network was developed and implemented as the core of a Pseudo-label semi-supervised learning algorithm. The proposed framework enables us to exploit the ample amount of low-cost unlabelled data, which makes our framework's performance adaptable to real life scenarios. In addition, by implementing a ResNet-based architecture, we could successfully train networks with a large number of hidden layer, which helps us benefit from high-level features in our classification task. Moreover, ResNet architecture helped us utilize noisy Wi-Fi data, with highly correlated features, which can be extracted with low costs. By adding semi-supervised learning to our framework, we tried to tackle the problems and costs of data collection. Calibrating this framework, we reached a total accuracy of 84.1% for mode detection.
Unlike other related works on the topic, in this study Wi-Fi data are not coupled with other sources of data to detect transportation mode in urban areas. This makes our proposed approach more cost-effective and easier to implement, with no interventions from users or processes like multi-source data fusion required. Another key differentiating feature in this study is the implementation of Wi-Fi-based mode detection on actual urban roads with real traffic at a reasonably large scale. Bluetooth and Wi-Fi signal sensors are already implemented in a number of cities, including Toronto. Labelling data collected from anonymous network users using these sensors can be extremely difficult and expensive, if not impossible. By implementing our framework, these data can be used in their unlabelled form to re-train our classifiers, and subsequently, improve their accuracy. Another advantage of our framework is its capability of being implemented in urban areas with Bluetooth or Wi-Fi sensors already incorporated, with virtually no additional cost for sensors and infrastructures.
With regard to the high penetration rate of smartphones in recent years, this method can be used within URBANFlux system by city decision makers, operators, and planners to have a better understanding of users travel habits and their trends over time. Transportation mode detection can also be useful in urban ubiquitous sensing, as it gives insight into energy consumption, pollution tracking and prediction and burned calorie estimation.
Our study is not without limitations which can be addressed in future studies. It can be extended by considering other different modes of transportation, i.e. subway, streetcars, and buses. This can be done by incorporating real-time data from transit schedules, which are available for most public transits in large cities. Moreover, underlying signal timing or network structure data can be added to further improve our knowledge on network users' modes of transportation. Real-time inference of transportation mode can also be investigated in future studies, adding unlabelled data from network users to update the framework continuously.
