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Sum m ary
Multicell Joint Processing has emerged as a new paradigm of cooperative communi­
cations, which aims at pushing the capacity limits of cellular systems by eliminating 
inter-cell interference. Its operation is based on the concept of Base Station coopera­
tion, which is enabled through wideband error-free low-latency links to a central signal 
processor. This processor is responsible for jointly encoding or decoding the signals, 
which are transmitted to or received from the User Terminals of the cellular system. 
The rationale behind this cooperation is that spatially distributed Base Stations are 
able to act as multiple antennas of a single universal transceiver, which servers the 
entire cellular system. In this context, the objective is to determine the capacity per­
formance of a multicell joint processing system under the limitations imposed by a 
practical cellular channel. Towards this end, a comprehensive cellular channel model is 
proposed, which accommodates continuous path  loss functions, distributed User Ter­
minals, multiple antennas and correlated flat fading.
Focusing on the uplink channel, the per-cell sum-rate capacity is determined using 
asymptotic analysis and the derived closed-forms aie verified through Monte Carlo 
simulations. The core of the analysis is based on free probability and random matrix 
theory, which provide the mathematical tools for studying the asymptotic eigenvalue 
distribution of the channel matrix. Based on this setting, it is observed that multicell 
processing effectively removes the interference-limited behavior of conventional cellu­
lar systems, since increasing the system power always results in higher capacity. The 
exact sum-rate capacity depends on the total received power across the system, which 
is determined by the user distribution, the cell density and the path loss. Including 
multiple antennas at the Base Stations results in a linear capacity scaling, whereas mul­
tiple antennas at the User Terminals do not provide a capacity enhancement. Similarly, 
antenna correlation at the Base Station side degrades the capacity, while correlation at 
the User Terminal has no effect. Furthermore, the distribution of the sum-rate capacity 
across individual User Terminal rates is investigated in terms of fairness. It is observed 
that by first decoding strong-channel User Terminals, rate fairness is promoted, but 
equal rate sharing can only be achieved by employing power control in parallel with 
heuristic user ordering.
Focusing on the downlink channel, the per-cell sum-rate capacity is evaluated using 
duality principles and the individual user rates are calculated considering channel- 
dependent and random encoding orders. More specifically, three types of power allo­
cations are considered: a) optimal power allocation with system power constraint as 
an upper bound, b) optimal power allocation with the more appropriate per-cell power 
constraint and c) uniform power allocation in the dual uplink domain. In this context, 
it is shown that the upper bound calculated considering a system power constraint is 
tight for the considered range of cellular parameters and it can be utilized to closely 
estimate the realistic downlink capacity of a per-cell power constrained system. Fur­
thermore, the downlink user rate vectors are greatly affected by the employed encoding 
order. More specifically, by considering a user ordering which favours the deep-fade 
User Terminals, the fairness over the downlink rates can be promoted, while uniform 
power allocation favours user rate fairness on the expense of the sum-rate capacity.
K ey  w ords: Multiuser Information Theory, Capacity Limits, Multi-cell Joint Process­
ing, Base Station Cooperation, Asymptotic Analysis, Tiansmitter Optimization, Free 
Probability, Random Matrix Theory, Duality.
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Chapter 1
Introduction
Since its conception, wireless communication has been constantly evolving while finding 
applications in every aspect of the contemporary life. The ubiquity of wireless systems 
has raised the demand for cost-efficient high-rate wireless services and thus the net­
work operators have been in search for new transmission techniques which will allow 
them to reach the channel capacity limits. However, the improvement margin of the 
traditional cellular paradigm has become more and more limited, as the increase in 
the system complexity becomes disproportional with respect to the provided capacity 
gain. Realizing this fact, academia and industry have staited investigating alternative 
cellular architectures, which have the ability to provide high spectral efficiencies. In 
this direction, cooperative wireless cellular architectm'es have gained momentum as a 
dominant candidate for an alternative approach in wireless cellular networks.
1.1 Cooperative Cellular System s
In a cellnlar system, three types of cooperation scenarios emerge: cooperation between 
the User Terminals (UTs), cooperation between the geographically spaced Base Stations 
(BSs) and cooperation including intermediate transceivers (relays).
1.1.1 UT Cooperation
According to this approach, the UTs of the system can cooperate in order to increase 
the throughput or the fairness of the cellulai’ system. The UT cooperation can appear 
in diverse forms, such as scheduling, power control and virtual antenna array s. More 
specifically, scheduling and power control are utilized to promote the fair distribution 
of the available capacity by regulating the transmission strategy of each UT is terms of 
time sharing and interference mitigation respectively. On the other hand, virtual arrays 
diversity can be utilized to aciiieve larger channel capacity by allowing adjacent UTs 
to form a multiple-antenna transceiver [1] (Figure 1.1). However, this capacity gain 
comes with a price, since the UTs have to exchange synchronization data and Channel
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C h a p t e r  1: I n t r o d u c t io n
Figure 1.1: UT Cooperation
State Information (CSI) in order to collaboratively communicate with the respective 
BSs and this exchange results in a significant signaling overhead.
1 .1 .2  R e la y in g
This approach refers to multihop cellular networks [2], where the communication link 
between BS and UT can comprise of multiple hops, which are implemented through 
relaying elements. The basic distinction in multihop cellular networks is whether fixed 
wireless transponders (RSs - Relay Stations) are employed for relaying or the UTs 
can act as relays under certain conditions (RTs - Relay Terminals). In the first case 
(Figure 1.2), the positioning of the transponders can be planned for optimal coverage, 
but there is an additional cost of deploying and maintaining active network elements. 
In the second case (Figure 1.3), the extension of infrastructure is redundant, but the 
battery life of UTs can decrease substantially. The networks which adopt the second 
approach are also known as hybrid cellular networks [3, 4], because they combine the 
principles of cellular and ad hoc networks. Another point of distinction in multihop 
networks is whether the relays can cooperate while transmitting data. This scenario 
seems more feasible in the case of RSs, since they can be interconnected in order to 
cooperatively communicate data from/to the desired destination. Furthermore, another 
important characteristic of multihop cellular networks is the employed relaying strategy, 
which can be Decode-and-Forward (DF), Compress-and-Forward (CF) or Amplify-and- 
Forward (AF) [5, 6, 7, 8]. In the first case, the signal is first decoded to remove the noise 
and then re-encoded for forwarding. This strategy is more appropriate for dedicated 
relays, which can have higher power and processing capabilities. In the second case, a 
quantized and compressed observation of the received signal is relayed, whereas in the 
third case both signal and noise ar e amplified before forwarding. Assuming all strategies 
operate under equal power constraints, the latter strategies are more appropriate for 
RTs due to their reduced complexity. Finally, the relays can be categorized to static
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C h a p t e r  1: I n t r o d u c t io n
Figure 1.2: Relaying over RS
and adaptive according to their triggering mechanisms. More specifically, the static 
relays always forward signals, whereas the adaptive relays incorporate algorithms in 
order to evaluate if the forwarding is going to be beneficial for the system or not.
1 .1 .3  B S  C o o p e r a t io n
In traditional cellular systems, each UT associates with the BS whose pilot signal is 
best received. While communicating data from the UT to the associated BS, this 
communication is overheard by neighboring BSs. This acts as inter-cell interference 
limiting the detection performance at neighboring BSs. If BSs cooperate with each 
other (Figure 1.4), this unwanted overheard signal can be dealt with appropriately, 
noting that this intercell interference is still a desired information-bearing signal for 
the cooperating BSs. As a result, the joint multiuser detection [9, 10] of all system UTs 
at a central point has the potential of turning the unwanted received signal into useful 
received signal by means of cooperation between the receivers. In this direction, the 
concept of multicell joint decoding at the uplink of a cellular system was first introduced 
by [11] and also independently proposed by the seminal work of [12], further extended in 
[13, 14] and discussed in [15]. This ensued the use of the term “Hyper receiver” for such 
system-wide joint decoder. The principles of joint decoding have been extended to the 
downlink channel, where the cooperating base stations can precancel the interference 
at the cooperating transmitters (a Hyper Transmitter) [16]. In this context, findings 
in the current thesis have shown that multi-cell joint processing can increase the order 
of magnitude of the spectral efficiency in a typical macrocellular scenario. A more 
detailed literature review on the area of BS cooperation can be found in chapter 3, 
while chapters 4 - 7  study the capacity limits of multicell processing systems.
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Figure 1.3: Relaying over RT
Central
Processor
UT
Figure 1.4: BS Cooperation
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Table 1.1: Feasibility of Cooperation Types
A dvan tages D isadvan tages
U T
No need for additional infrastructure 
Coverage extension
Tr ansceiver complexity at UT-side 
Battery life penalty 
Signaling overhead
RS
No UT cooperation needed 
Battery life saving 
Coverage extension
New sites needed
Complexity for BS/RS signal processing 
Careful interference management needed
R T
Use of the existing infrastructure 
Coverage extension
Transceiver complexity at UT-side 
Battery life penalty
Careful interference management needed
BS
No UT cooperation needed 
Use of the existing infrastructure 
No harmful inter-cell interference
BS interconnection needed 
Complexity for BS signal processing
1.1,4 Feasibility Evaluation and Comparison
An evaluation and comparison of the major cooperation strategies in terms of practical 
implementation can be found in Table 1.1. As it can be seen, BS cooperation can take 
advantage of the existing infrastructure, since the processing complexity is transferred 
to the central processor without affecting the UTs or requiring new transceiving sites. 
A more detailed discussion about the practical limitations of multicell joint processing 
is given in section 8.3, as part of future work.
In this point, it should be noted that multiple cooperation strategies can be deployed at 
the same time, although initial results have shown that the additional spectral efficiency 
gain derived from this combination is not considerable, especially in the high-SNR 
regime. More specifically, it was shown [17, 18, 19, 20] that relaying does not result in 
a significant capacity gain, when BS cooperation is in place.
1.2 Objectives and M otivation
Based on this discussion, the current thesis focuses on investigating the information- 
theoretic capacity limits for the case of BS cooperation. More specifically, the objective 
is to determine uplink and downlink capacity limits for real-world cellular networks 
based on practical system parameters, such as:
• Cell radius
• Number of UTs per cell
• UT distribution
• Transmit power
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• Path loss model
• Number of antennas per BS
• Number of antennas per UT
• Antenna correlation level
The significance of this objective can be appreciated by considering the following ar­
guments. Future generation wireless systems are expected to incorporate some form 
of cooperation. This view is strengthened by the fact that cooperative technique pro­
posals have been already submitted in major standardization initiatives, such as 3GPP 
LTE-Advanced. By knowing the capacity limits, the performance of cooperative and 
conventional cellular systems can be straightforwardly compared and the improvement 
margin in terms of spectral efficiency can be evaluated. This evaluation is crucial, since 
it allows network operators to make informed decisions on infrastructure investments 
by considering both financial cost and expected performance gain.
Furthermore, by investigating the capacity limits, researchers can gain insights on the 
cellular system performance, which can be applied to the design of coding, channel 
estimation and feedbaclc techniques. Most importantly, the capacity limit can serve as 
a benchmark target for multiuser coding researchers in the same way that Shannon’s 
capacity limit has served for optimizing the single-user link [21]. This fundamental 
target will hopefully provide the motive for designing practical communication systems 
which can approach the capacity limit for an affordable complexity level.
1.3 Fundamental A ssum ptions
Adopting Shannon’s approach for deriving the fundamental channel capacity limit, 
the following ideal conditions apply while studying multiuser cellular channels in the 
current thesis:
• Gaussian Coding: The input symbols are assumed to be Gaussian distributed, 
while the transmitted codeblocks are assumed to be infinitely long.
• Flat-/Fast-fading Channel: The channel state can be represented by a single 
narrowband fading coefficient, since no frequency-selectivity is considered. The 
fading dynamics of the channel are assumed to be fast compared to the length of 
the transmitted codeblocks.
# Channel State Information: The central processor is assumed to possess perfect 
information about the instantaneous channel state of all BS-UT pairs.
In addition, the following assumptions are talcen into account in the context of the 
multicell processing architecture:
• Infrastructure: The BSs are interconnected through high-speed delay-less error- 
free links to a central hyper-processor with infinite processing capabilities.
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• QoS: No QoS constraints, such as minimum rate or delay constraints, are talten 
into account while optimizing the multiuser channel sum-rate capacity.
A detailed discussion on the effect of the aforementioned fundamental assumptions can 
be found in sec 8.3.
1.4 Overview of Contributions
The main contributions of the current thesis can be summai'ized as follows:
A comprehensive Multicell Processing channel model is proposed which accom­
modates fading processes, continuous path loss models, multi-tier interference, 
MIMO BS-UT links and spatially distributed UTs, In particulai", the spatial 
distribution of UTs is a novel characteristic of the model which has not been 
previously studied in the literature of BS cooperative systems.
Based on the approach of asymptotic analysis and mathematical principles from 
free probability theory, optimal capacity closed-forms are derived for the uplink 
of proposed channel model. More specifically, these closed-forms rely on a scaled 
version of the Shannon transform of the MarCenko-Pastur law, where the scaling 
factor depends on the considered cell size, UT distribution, path loss model and 
possible power control. In addition, the effect of heuristic UT ordering on the 
fairness of individual UT rates is studied.
The optimal capacity closed-forms are subsequently extended in order to incor­
porate MIMO BS-UT links in the uplink channel. Furthermore, linear MMSE 
filtering and intracell orthogonalization are employed as a means of reducing the 
complexity at the central processor. In this direction, MMSE capacity closed- 
forms aie derived in order to allow the straightforward compar ison of the consid­
ered communication schemes.
In addition, the antenna correlation between the multiple elements of BSs and 
UTs is investigated in the context of the uplink channel. Both single-side and 
double-side correlation are considered based on the Kronecker model. In this 
direction, the 72,-transform of the empirical channel matrix eigenvalue distribution 
is derived based on free-probabilistic arguments and closed-forms for optimal 
decoding and MMSE filtering follow.
In the downlink channel, the effect of input constraints is investigated by con­
sidering both system and per-cell power constraints and comparing the system 
performance based on input optimization algorithms. Uniform power allocation 
in the dual uplink is also studied as a simple lower bound which allows for asymp­
totic analysis. In addition, the effect of heuristic UT ordering on the fairness of 
individual UT rates is studied.
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1.5 Thesis Structure and Outline
The remainder of the thesis is structured as follows:
• C h ap ter 2: “M u ltiu ser In form ation  T h eo ry ”
In this chapter, the fundamental principles of information theory such as entropy 
and mutual information are reviewed and explained. Subsequently, the channel 
capacity of the point to point channel is studied in order to derive Shannon’s 
celebrated formula. Moving on, multiple dimensions are introduced in the com­
munication channel, the Multiple Input Multiple Output (MIMO) channel capac­
ity is derived and the input optimization technique of waterfilling is described. 
Focusing on multiuser information theory, an overview of the multiuser capacity 
metrics is presented and the basics of Multiple Access Channel (MAC) and Broad­
cast Channel (BC) are discussed. More specifically, the optimal communication 
strategies of Superposition Coding (SC) /  Successive Interference Cancellation 
(SIC) and Dirty Paper Coding (DPC) are described in detail. In addition, mul­
tiple dimensions are introduced in the MAC and the BC in order to investigate 
the channel capacity and the employed input optimization techniques. Finally, 
the principles of duality are overviewed as a means of simplifying the capacity 
calculation in the inherently more complicated MIMO BC.
• C hapter 3; “M u ltice ll Jo in t P ro cess in g ”
This chapter focuses on the concepts of BS cooperation and MultiCell Processing 
(MCP). Initially, the topology and the assumptions of BS cooperation are pre­
sented and the analogy with multiuser MIMO systems is described. Subsequently, 
the evolution of BS cooperation models is reviewed, starting from Wyner’s model 
and moving towards a model which accommodates fading processes, continuous 
path loss models, multi-tier interference, MIMO BS-UT links and spatially dis­
tributed UTs. In addition, the effect of the model characteristics on the structure 
of the aggregate channel m atrix is investigated. Finally, the basic sum-rate ca­
pacity equations for the uplink and downlink cellular channel are presented based 
on the MIMO MAC and BC respectively.
•  C h ap ter 4: “C ellu lar U plink: U ser  D istr ib u tio n  and P ow er C ontrol”
This chapter investigates the effect of user distribution and power control on 
the capacity performance of the cellular uplink channel. Initially, a closed form 
is derived for the sum-rate capacity based on the principles of Free Probabil­
ity Theory (FPT). Building on this result, the structure of the variance profile 
matrix is mathematically described based on the considered UT distribution for 
both one- and two-dimensional models. Furthermore, power control in combina­
tion with heuristic UT orderings is considered as a means of providing fair rate 
allocation. Finally, the derived analytical forms are verified through numerical 
results obtained by Monte Carlo simulations.
•  C h ap ter 5: “C ellu lar U plink: M IM O  and M M SE  F ilter in g ”
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This chapter introduces multiple BS/UT antennas in the considered MOP model 
and investigates the sum-rate capacity scaling with respect to the number of an­
tennas. The free probability approach of chapter 4 is extended in order to derive 
sum-rate closed-form expressions for an MOP system with MIMO BS-UT links. 
Subsequently, lineai' MMSE filtering and intra-cell orthogonalization are consid­
ered as a means of reducing the computation complexity in the central processor. 
In this direction, the capacity analysis for two sub-optimal schemes is presented: 
1) intra-cell user orthogonalization combined with optimal multicell joint decod­
ing and 2) intra-cell user orthogonalization combined with linear MMSE filtering 
and single-user decoding. Finally, numerical results are presented in order to ver­
ify the accuracy of the closed-form expressions and to evaluate the gap between 
the optimal and sub optimal approaches.
C h ap ter 6: “C ellu lar U plink: M IM O  under A n ten n a  C orrelation ”
In this chapter, the assumption of uncorrelated MIMO antennas is alleviated and 
the effect of antenna correlation on the sum-rate capacity is investigated. Ini­
tially, the recent advances in correlated point-to-point MIMO links are reviewed 
before proceeding to correlated cellular systems. Adopting the Kronecker corre­
lation model, closed-form expressions of the asymptotic eigenvalue distribution 
are derived based on free probabilistic arguments for MCP systems with BS-, 
UT- and double side correlated MIMO links. In this context, both optimal joint 
decoding and linear MMSE filtering are considered and the sum-rate handicap 
due to antenna correlation is evaluated. Finally, numerical results are presented 
for a set of practical correlation parameters.
C hapter 7: “C ellu lar D ow nlink: In p u t C onstrain ts and O p tim iza tion ”
This chapter focuses on the cellular downlink channel of the proposed MCP model 
in order to determine the capacity limits under various input constraints. In 
this context, both system and per-cell power constraints are considered and the 
capacity is expressed as an optimization problem based on the duality principles, 
described in chapter 2. Subsequently, the employed optimization algorithms are 
discussed and their implementation is analyzed. Furthermore, the suboptimal 
case of uniform power allocation is considered as a lower bound and its capacity 
performance is evaluated in the dual uplink domain based on the analysis in 
chapter 4. The individual UT rates are also investigated for the considered input 
constraints and for heuristic UT orderings. Finally, the capacity performance 
under these input constraints is evaluated and compared for a set of practical 
parameters.
C hapter 8: “E p ilogu e”
This chapter provides a conclusive summar y of the insights and findings acquired 
by the investigations of the previous chapters. Furthermore, a number of open 
issues in the area of BS cooperation and multicell joint processing are discussed 
and proposed for future work. The main focus is on moving from theory to prac­
tice and more specifically on evaluating the exact spectral efficiency enhancement, 
which can be harnessed under the hardware limitations and Quality of Service 
(QoS) requirements of current cellular technology.
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Chapter 2
Multiuser Information Theory
111 this chapter, the fundamental principles of information theory such as entropy and 
mutual information are reviewed. Subsequently, the capacity of the single-user chan­
nel is studied in order to derive Shannon’s celebrated formula. Moving on, multiple 
dimensions are introduced in the communication channel in order to derive the MIMO 
channel capacity, while the input optimization technique of waterfilling is described. 
Focusing on multiuser information theory, an overview of the multiuser capacity metrics 
is presented and the capacity regions of MAC and BC are described. Furthermore, the 
optimal communication strategies of SIC and DPC are studied in detail. In addition, 
multiple dimensions are introduced in the MAC and the BC in order to investigate 
the MIMO MAC and MIMO BC capacity region and the employed input optimization 
techniques. Finally, the principles of duality are over viewed as a means of simplifying 
the capacity calculations in the inherently more complicated MIMO BC.
2.1 Introduction
The basis of Information Theory was established by Shannon in his celebrated paper
[22] published in 1940s, where he defined the channel capacity, namely the rate limits 
within which asymptotically error free communication can be achieved. Since then, 
the research community has been working in this area in order to establish a corre­
sponding theory for multiuser channels. This initiative has developed a new research 
area, called Multiuser or Network Information Theory, which can be applied in diverse 
application scenarios, for instance cellulai', ad hoc and hybrid networks. Especially 
in the case of cellular systems. Multiuser Information Theory can determine the fun­
damental capacity limits in terms of spectral efficiency, which can be achieved using 
optimal coding and decoding techniques. Although this approach introduces a level 
of complexity which can be prohibitive with respect to the currently available com­
putational power, it provides an indisputable mathematically-proven metric which can 
be used to evaluate the efficiency of the emerging wireless transmission technologies. 
Furthermore, the theoretically optimal communication rates originating in information 
theory have always served as a performance benchmark for coding techniques, the most
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well-known example being turbo coding. In this direction, the current chapter inves­
tigates the channel capacity from an information-theoretical point of view in order to 
determine the maximum spectral efficiency which can be achieved in a range of single- 
aiid multi-user channels.
2.2 Fundamentals of Information Theory
This section presents the definitions and properties of entropy and mutual information, 
two metrics which play a central role in information theory. More specifically, entropy 
is utilized as measure of uncertainty, while mutual information is the basis of channel 
capacity definition.
D efin ition  2.2.1, The entropy^ H{x)  of a continuous random variable x  is defined as^
[23]:
Tiix) = ~  logp(x’)dæ, (2.1)
where p{x) is the probability density function of x  e  C.
T h eo rem  2.2.2. The entropy of a random vector x  which follows the complex mul­
tivariate Gaussian distribution with zero mean and n x n covariance matrix Q, x  ~
CM(0, Q), is given by [24, 25]:
7Y(x) =  log ((ttc)” det Q ) . (2.2)
Proof. The probability density function of the complex multivariate Gaussian distribu­
tion is given by [24, 25]:
p(x) =  det (7r” Q )“  ^exp x^Q“ ^x^ . (2.3)
According to the entropy definition (def. 2.2.1):
7Y(x) = -  [  p(x)logp(x)dx 
VC"
=  J  p(x) ^log det (tt^Q) -f x^Q~^x^ dx 
=  log det (tt^Q) E [x’*'Q“ ^x|
=  log det (tt^ Q) -I- tr  ^E |xx^j
=  log det (-tt^ Q) -b tr  (I)
=  log det (tt^Q) 4- n
= log ((7re)” det Q ) . (2.4)
□
’"The term entropy refers to the “differential entropy” of continuous variables as defined in [23]. 
®The logarithmic expression refers to the natural logarithm log^, unless stated otherwise.
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C o ro lla ry  2.2.3. From Theorem 2.2.2, the entropy of a random variable which follows
the complex Gaussian distribution with zero mean and variance cr, æ ~  is
given by:
H{x) =  log , (2.5)
D efin ition  2.2.4. The joint entropy H {x,y) of a pair of continuous random variables 
{x,y) G respectively is defined as [23]:
^(a;,2/) =  -  / I p{x,y) logp{x,y)dxdy, (2.6)Vc Vc
where p{x, y) is the joint probability density function of x  and y.
D efin ition  2.2.5. The conditional entropy 'H{y\x) is defined as [23]:
H{'y\x) = -  p{x) /  p(p|x) logp(i/]x)dpdx J c  J c
=  - /  p{x,y) logp{y\x)dxdy, (2.7)VC vc
where p{y\x) is the probability density function of y conditioned on x.
T h eo rem  2.2.6. According to the Ghain Rule [23]:
7Y(x,p) =  H{x) +TC{y\x). (2.8)
Proof.
n { x ,y )  = -  I p{x,y) logp(x,y)dxdy  Vc vc
=  -  /  I p{x,y) logp{x)p{y\x)dxdy Vc Vc
=  -  /  /  p(æ,2/)logp(x’)d æ d y - /  /  p(æ,p) logp(p|a:)da:dp Vc vc Vc Vc
=  -  /  p(x)logp(a;)dx -  /  /  p(;c,p) logp(y|a;)da;dp *y c t/ c  c
=  Ti{x) +  7i{y\x). (2.9)
□
D efin ition  2.2.7. The mutual information between two continuous random vai'iables 
is defined as [23];
I (x ; y) = ! , )  log
=  /  /  p ix ,y )  log ^ ^ ^ ^ d x d y  vc Vc p(a;)
=  -  J ^J ^p {x ,y )  lo g p {x)d x d y-  (^- J ^J ^p {x ,y )  logp{x\y)dxdy^
=  H{x) — H{x\y). (2.10)
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2.3 Ergodic Capacity
According to Shannon [22], the channel capacity is the maximum data rate that can 
be reliably transmitted with asymptotically small error probability ( “equivocation”).
D efin ition  2.3.1. In terms of information theory, the channel capacity [23] is defined 
as the maximum mutual information of input x  and output y over all possible values 
of input distributions p{x) :
C =  m axJ(x ; y). (2.11)p(x)
T h eo rem  2.3.2 (Noisy-channel Coding Theorem [26]). For any error probability e > 0 
and rate R < C ,  for large enough N , there exists a code of length N  and rate R  and a 
decoding algorithm, such that the maximal probability of block error is < e.
In this context, the following sections of this chapter study the ergodic capacity of 
discrete-time Gaussian fading channels, which are continuous input-continuous output 
channels. The ergodic capacity is evaluated as the expectation of the instantaneous 
channel capacity over a sequence of fading instances, which is sufficiently long for the 
properties of the ergodic fading process to be expressed. The term “Gaussian” origi­
nates from the fact that the additive noise follows the complex Gaussian distribution, 
also known as Additive White Gaussian Noise (AWGN). Finally, the term “fading” 
originates from the fact that the input signal is scaled by a channel gain complex 
coefficient according to an ergodic fading process^.
2.4 Single-user Channel
The single-user channel (Fig. 2.1) includes a single transmitter and a single receiver. 
It is mathematically defined as:
y[i] =  h[i]x[i] + z[i], (2.12)
where x[i] G C denotes the ith  transmitted complex symbol, y[i] G C denotes the 
(til received complex symbol and z  ~  CAf{0, N q) with N q =  denotes the power of 
AWGN. The coefficient h[i] G C represents J,he complex channel gain of the fading 
process. The transmitter is subject to an average power constraint, i.e. E [^(x[%]) ]^ <  P.
Let us begin by deriving the channel capacity assuming that the fading coefficient h is 
constant (non-fading Gaussian channel).
T h eo rem  2.4.1 (Shannon’s law). The channel capacity of the single-user channel is 
given by:
C =  log ^1 -f — , (2.13)
where P  is the average power constraint on the transmitted symbol sequence.
stochastic process is said to be ergodic if its statistical properties can be deduced from a single, 
sufficiently long sample of the process.
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Transmitter Channel Receiver
Encoder x[i] _ T[/]V
V_____ ^
j
/I
Decoder
Figure 2.1: Block diagram of the single-user channel.
Proof. According to def. 2.3.1:
0 =  max K x',y). p{xy.Ei[\x[i\f]<p (2.14)
Assuming that the transmitted signal x  is statistically independent of the AWGN z:
I{x]y) ^ n { y ) - n { y \ x )
= 7i{y) — 7i{hx + z\x)
= H{y) -  H{z\x)
= n { y ) - n { z )  (2.15)
Considering that z CA/"(0, iVo), the entropy of AWGN is given by (cor. 2.2.3):
H[z) =  log (-TreAo). (2.16)
Therefore, it remains to maximize the output entropy 7^(y). In this direction, it is 
known that the complex Gaussian distribution maximizes the entropy [23] and since:
E[y2] =  E [(te  +  0 )f]
=  +  K[^ l^ +  2/iE[æ]E[z]
=  /»2E[x ]^ + E [z=1
=  /î^P +  Aro (2.17)
the output entropy 'Hiy) is given by (cor. 2.2.3):
'H{y) =  log (ne{h^P  +  Aq)) • (2.18)
Equation (2.13) can be derived by combining equations (2.14) -  (2.16) and (2.18). □
T h eo rem  2.4.2. The ergodic channel capacity of the single-user fading channel is 
given by:
Ei
/ .
(2.19)
where P  is the average power constraint on the transmitted symbol sequence.
Proof. Eq. (2.19) follows straightforwardly by evaluating the ergodic capacity for eq. 
(2.13). However, it should be n o ted  that no input optimization over time is considered. 
In other words, the available transmit power is uniformly distributed across all fading 
instances. □
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Cliamiel
ReceiverTransmitter H[/]
DecoderEncoder
Figure 2.2: Block diagram of the MIMO Gaussian channel.
2.5 Single-user MIMO Channel
The single-user MIMO channel (Fig. 2.2) includes a single transm itter with multiple 
transmit dimensions ny and a single receiver with multiple receive dimensions u r . It 
is mathematically defined as:
(2 .20)
where x[i] denotes the %tli transmitted x 1 symbol vector, y[i] denotes the ith  
received n/j x 1 symbol vector and z[i] denotes the ur  x  1 AWGN vector. The ur x  wr 
channel matrix H[«] describes the interaction between the multiple receive and transmit 
dimensions of the channel. Considering that the noise at each receive dimension is 
independent, the covariance m atrix of z is given by E[zz^] =  Nolnj^ or equivalently 
z CA/’(0, Wolnjî)- The transmitted symbol vector is subject to an average power 
constraint, i.e. Ej[x[2]'1'x[i]] < P.
Remark 2.5.1. The MIMO Gaussian channel is usually associated with multiple anten­
nas at the transmitting and receiving end. However, it can be also applied in the case of 
frequency-selective channels with interfering subchannels or Inter-Symbol Interference 
(181) channels. In this context, the remainder of this section focuses on a memoryless 
multi-antenna channel, where the entries of the H  matrix are independent identically 
distributed (i.i.d.) complex circularly symmetric (c.c.s.) values, representing the com­
plex channel gains amongst each transmit-receive antenna pair. The channel is defined 
as memoryless when the output depends only on the current input and it is condition­
ally independent from the previous input or output values [27]. On the grounds of the 
memoryless channel, the time index can be omitted, i.e.
y  — H x  + z. (2.21)
Let us begin by deriving the channel capacity assuming that the fading channel matrix 
H  is constant (non-fading MIMO Gaussian channel).
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T h eo rem  2.5 .2 . The channel capacity of the single-user MIMO channel is given by:
C =  lo g d e t( l„ „  +  ^ H H t ) ,  (2.22)
where P  is the average power constraint over the transmitted symbol vector.
Proof. According to def, 2.3.1:
C =  max X(x;y). (2.23)E[xtx]<P
Assuming that the transmitted signal x  is statistically independent of the AWGN z:
J (x ;y )  =  ?f(y) -  ?Y(y|x)
=  7Y(y) -  ?Y(Hx +  z|x)
=  '^(y) -  7i(z|x)
=  n{y) -  n{z) (2.24)
Considering that z CM{0, the entropy of AWGN can be calculated as follows
(th. 2.2.2):
H(z) =log((7re)”^JVo). (2.25)
Therefore, it remains to maximize the output entropy 7i{y). In this direction, it is 
known that “circularly symmetric complex Gaussians are entropy maximizers” [24] 
and since:
E [^ yy^ ] =  E |^(Hx +  z) (H x +  z)’*']
=  E [(Hx +  z) ^x'l'H^ +  z'l'^j]
=  E [Hxx't’H'^j +  E [Hxz^j +  E [zx^H^j +  E [zz^j 
=  E [Hxx^Ht] +  E [Hx] E p ]  +  E [z] E p H ^ ]  +  E [zzt]
=  HQH^ +  Wolnjî (2.26)
the output entropy 77 (y) is given by:
•H(y) =  log ((ire)"" det (HQH * +  N oI„„)) . (2.27)
In the case that no Channel State Information (CSI) is available at the transmitter the 
available power is uniformly distributed across the transmit antennas [28, 29], namely 
Q =  P /u t - Equation (2.28) can be derived by combining equations (2.23) -  (2.25) and 
(2.27). □
T h eo rem  2.5 .3 . The ergodic channel capacity of the single-user MIMO fading channel 
is given by: PCsu-MIMO =  E (2.28)
where P  is the average power constraint over the transmitted symbol vector.
Proof Eq. (2.28) follows straightforwai'dly by evaluating the ergodic capacity for eq. 
(2.22). However, it should be n o te d  that no input optimization over time is considered, 
just as in the single-user channel case. □
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2 .5 .1  P a i'a lle l D e c o m p o s it io n
Under certain conditions, the single-user MIMO Gaussian channel can be decomposed 
into a number of independent parallel channels. Under the assumption of a rich scat­
tering environment, the rank of the channel matrix is given by rank(H) =  min(njj;,nr). 
In this context, the channel m atrix can be written as a Singular Value Decomposition 
(SVD) H  =  USV't', where the hr x ur matrix U  and the ut x tir are unitary ma­
trices and the u r  X u r  diagonal m atrix S contains the singular values s* of H. The 
parallel decomposition is obtained by the transmit preceding operation x  =  V x  and 
the receiver shaping operation ÿ  =  U^y:
y  =  u t  (H x -h z)
=  U t (u S V tx -F z )
=  u t  (u S V tV x  +  z)
=  U tU S V tV x-h  U tz
=  Sx 4- z. (2.29)
2 .5 .2  W a te r fillin g
Waterfilling (or waterpouring) is an input optimization technique which can be ex­
ploited when the transm itter has CSI. In general, waterfilling is utilized to distribute 
an available amount of power across a number of asymmetric channels. The objective 
is to find a waterfill level that determines which channels are going to be allocated 
power and the level of power tha t should be allocated to each of these channels. More 
specifically, the waterfill level divides the channels into two subsets according to their 
instant gain: usable channels and unusable channels. The available power is distributed 
only to the usable channels proportionally to their instant gain, namely a high channel 
gain corresponds to a high amount of allocated power. In this direction, the available 
power P  can be optimally allocated for each fading instance across the independent 
parallel channels as follows:
P i = U - — )  , (2.30)V Si /  +
where Pi is the power allocated to the %th parallel channel with Pi = T
is the water level and =  1 , . . , , rank(H) are the singular values of matrix H.
After the waterfilling, the channel capacity of the single-user MIMO channel can be 
calculated as the sum-rate capacity of the independent paiallel channels:
rank(H) , P \
Csu-MIMO =  ' (2.31)
2.6 M ultiuser Channels
In this section, the multiuser channels are reviewed starting from the appropriate ca­
pacity metrics and theoretically optimal transmission techniques and moving towai-ds
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the capacity regions of the (MIMO) MAC and (MIMO) BC. Furthermore, at the end of 
this section there is a review of the duality principles, which can be exploited to obtain 
the MIMO BC capacity.
R em ark  2.6.1. Throughout the remainder of this chapter, the variance of AWGN Nq 
is normalized to unity in order to simplify notations. This normalization takes place 
without loss of generality, since it can be counterbalanced with appropriate scaling of 
the input power constraint.
2.6.1 M ultiuser Capacity M etrics
In the case of the single-user (MIMO) channel, a single real-numbered value suffices to 
quantify the capacity. However, in multiuser systems a rate vector is needed to quantify 
the capacity of all source-destination pairs. More specifically, this rate vector r should 
contain a single entry for each of the K  users in order to fully characterize the channel 
capacity:
r =  [jRi,. . . ,  R k]^  • (2.32)
Under a certain set of constraints (e.g. power, minimum rate etc.), the set of all possible
rate vectors defines the capacity region of the cellular channel. Since the rate vector is a
multidimensional metric, concise real-numbered capacity metrics are usually employed 
as they can be more easily perceived and compared. More specifically, the following 
multiuser capacity metrics aie widely utilized in the information-theoretic literature:
• Sum -rate C apacity: The sum-rate capacity is defined as the sum of all the rate 
vector elements: K
Csr =  sum r =  ^  (2.33)
fc=i
and it can be used as a metric of the multiuser system’s capacity, when there are 
no constraints on the capacity allocation amongst the users.
• S ym m etric  C apacity: The symmetric capacity is defined by maximizing the 
minimum of the rate vector under a set of constraints [30] :
Csym =  max mill r (2.34)
and it can be used as a metric of the multiuser system’s capacity, when the 
objective is to provide fairness in terms of capacity allocation amongst the users.
• W eigh ted  S u m -rate C apacity: The weighted sum-rate capacity is defined as 
the sum of the weighted rate vector elements
K
Cwsr =  w  r — ^  WkRki (2.35)
fc=i
where w =  [rai,. . . ,  rufc] is the weight row vector, Wk denotes the weight of the kth. 
user and sum w =  Sfc=i'^fc =  1- The weighted sum-rate capacity can be used 
as a metric of the multiuser system’s capacity, when the objective is to allocate 
capacity to each user according to a weight factor.
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Figure 2.3: Successive Interference Cancellation Block Diagram
In this point, it should be n o ted  that for the remainder of the thesis the term capacity, 
unless otherwise specified, refers to normalized sum-rate capacity. The reader is referred 
to [31, 32, 33] and [30] for more information on weighted sum-rate and symmetric 
capacity.
2 .6 .2  M u lt iu se r  T r a n sm iss io n  T ech n iq u es
The following paragraphs describe the theoretically optimal transmission techniques 
which achieve the capacity region of multiuser channels.
Successive In te rfe ren ce  C ance lla tion
Successive Interference Cancellation (SIC) is an intuitive approach to jointly decode the 
received signals in multiuser systems, where Superposition Coding (SC) is employed. 
SC implies that multiuser transmissions are not orthogonalized, but all users share the 
available time and frequency degrees of freedoms. As a result, the transmitted multiuser 
signal is the sum of the individual transmitted signal vectors. The block diagram of the 
SIC process is depicted in Figure 2.3. The SIC process staits by decoding the signal 
that can be decoded with highest certainty. All subsequent decodings will subtract 
the effect of the known signal from the received aggregate signal before decoding other 
signals. This cancels the effect of the first signal as interference from all subsequent 
decodings. After the next signal is decoded, its effect as interference can also be canceled 
in subsequent decodings, and the process continues iteratively for all received users. 
It has been shown that SIC combined with Minimum Mean Square Error (MMSE) 
detection can achieve the performance of optimum joint decoding [34, Ch. 8] [35].
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Figure 2.4: Dirty Paper Coding Block Diagram 
D ir ty  P a p e r  C oding
According to the single-channel Dirty Paper Coding (DPC) [36], interference does not 
compromise the channel capacity as long as this interference is known a priori to the 
transmitter [37]. In this point, it should be noted that DPC applies even though the 
receiver is not aware of the interference. This fact inspired the title of DPC as an anal­
ogy to the problem of writing on dirty paper, where the reader is unable to distinguish 
between dirt and written symbols. In the multiuser case, DPC can be extended by 
considering that the interference is due to the signals transmitted to multiple UTs over 
a shared medium. These signals are constructed by the transmitter and hence they 
can be considered to be known a priori. By establishing a serial encoding order for the 
system UTs, DPC can be utilized in order to minimize interference. More specifically, 
the UT signal which is encoded first is bound to receive interference from all the other 
signals, since none of them is known to the transmitter at the time of the encoding. 
Similarly, the UT signal which is encoded last will not receive any interference, since 
all other UT signals have already been constructed and are known to the transmitter. 
In general, a UT signal which is encoded at a random order will not be affected by 
the preceding UT signals, but it will receive interference from the following UT signals. 
The blodc diagram of the SIC process is depicted in Figure 2.4. The DPC principles 
have been applied to practical coding scliemes, such as Tomlinson-Harashima precoding 
[38, 39] and the vector perturbation technique [37].
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Figure 2,5: Block diagram of the MAC.
2 .6 .3  M u lt ip le  A c c e s s  C h a n n e l
The Multiple Access Channel (Fig. 2.5) includes multiple transmitters K  and a single 
receiver. It is mathematically defined as:
î/[i] =  [hi[i] . . .  hK[i]]
xi[i]
XK[i]
+  z\i\ (2.36)
or equivalently
y[i] =  h[2]^x[z] +  z[i], (2.37)
where the / C x i  vector x[?] contains the zth transmitted symbol for all JC transmitters, 
y[i] denotes the ith  received symbol and z ~  CM{Q, 1) denotes the AWGN at the 
receiver. The 1 x JC channel vector h[i] contains the complex gain coefficients for all JC 
transmitters. All transmitters are subject to an individual average power constraint, 
i.e. Ei[( i^fc[i])^] < P, V/c =  1 , . . . ,  JC.
Assuming full CSI, the optimal transmission strategy for the Gaussian MAC channel 
is SC followed by SIC at the receiver. In order to determine the ergodic capacity, the 
concept of power policy T^mac should be introduced, namely a map from the fading 
states h  to the instantaneous transmit power J^(h), V/c =  1 , . . . ,  JC of each user. In 
addition, let PuAC denote the set of all power policies satisfying the JC individual 
average power constraints: J/'mac =  {^MAC : E[f%(h)] < P,V/c =  1, .. . ,JC}. The 
ergodic capacity region of the MAC with full CSI is defined as [40];
CMAc(h ,F )=  I J  Cmac (h, P mac) , (2.38)
"Pmlac^ ^mac
with
 
m a g  ( h ,  P m a c ) kes log j l  +  Pk{h) Y ,  hkV keS j , v s c { i ,
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Figure 2.6: Block diagram of the BC.
2 .6 .4  B r o a d c a s t  C h a n n e l
The Broadcast Channel (Fig. 2.6) includes a single transmitter and multiple receivers 
K . It is mathematically defined as:
or equivalently
yk[i] =  hk[i]x[i] +Zk[i], V/c =  1, . . .  K  
y[i] =  h[i]x[i] +  z[i],
(2.40)
(2.41)
where æ[i] denotes the tth  transm itted symbol, the K  x 1 vector y[i] denotes the %th 
received symbol for all K  receivers and z ~  CJ\f{0^ Ij^) denotes the AWGN. The K  x 1 
channel vector h[i] contains the complex gain coefficients for all K  receivers. The 
transmitter is subject to an average power constraint, i.e. Ei[(æ[i])^] < P.
Assuming full CSI, the optimal transmission strategy for the Gaussian BC channel 
is DPC. Let P bg denote the set of all power policies satisfying the average power 
constraint: Pbc = { % c  : ^ ( h ) ]  <  P}, where F%(h),VA; =  1, . . .  is the
instantaneous transmit power to each user. Considering an increasing-gain serial en­
coding order, the ergodic capacity region of the Gaussian BC with full CSI is defined 
as [41]:
Cbc (h, P) = I J  Cbc (h, Pbc) , (2.42)
■pBceJnc
with
Cbc (h, Pbc) = <r : R k < ^ log , V/c =  1 , . . . ,  AT (2.43)
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Figure 2.7: Block diagram of the MIMO MAC.
2 .6 .5  M IM O  M u lt ip le  A c c e s s  C h a n n e l
The MIMO Multiple Access Channel (Fig. 2.7) includes multiple transmitters K  with 
multiple transmit dimensions n r  and a single receiver with multiple receive dimensions 
UR. It is mathematically defined as:
xi[i]
x/^h]
+  zlil (2.44)
or equivalently
y[i] = H[z]x[i] + z[i], (2 .45 )
where the K u t x I vector x[i] =  [xi[i]^ . . .  contains the ith  transmitted x 1
symbol vector x*.[i] for all K  transmitters, y[i] denotes the ith  received ur x 1 symbol 
vector and z ~  CA7(0,I„^) denotes the AWGN vector at the receiver. The hr x K ut 
channel matrix H  =  [ H i . . .  H/<-] contains the ur x tit complex gain matrices for all K  
transmitters. All transmitters are subject to an individual average power constraint, 
i.e. E.j[(xfc[i])^xfc[i]] < P,V/c =  1, . . .  ,A".
Assuming full CSI, the optimal transmission strategy for the Gaussian MAC channel is 
SC followed by SIC at the receiver. Let P m i m o -M A C  denote the set of all power policies 
satisfying the K  individual average power constraints: P m i m o -M A C  = {"^MIMO-MAC : 
E[Pfc(H)] < P,V/c =  1 , . . . ,  AT}. The ergodic capacity region of the MIMO MAC with 
full CSI is defined as [24, 42 , 43]:
C m i m o - m a c  (H, P ) =  I J  C m i m o - m a c  ( H , P m i m o - m a c ) , (2 .46 )
T ’m i m o - m a c G -A i i m o - m a c
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with
C m i m o - m a c  ( H ,  P m i m o - m a g )  =ur  : ^  < E
k£S
logdet I„„ +  X ;H fe Q t(H )H n
\  keg J
y s c { l , . . , , ! < } } ,  (2.47)
where Qfe(H) =  Xfcx|. is the u t  x u t  input covariance matrix of the fcth user with 
tr{Qfe(H)}=Pfc(H).
Given a SIC decoding order 7r{k),k = the rate of the Ti{k)th transmitter is
given by:
^  ^ ^ 7 r ( A : ) ) y | x 7 r ( / c ) ) • • ■.... Md e t ( l  +  E iW iH jQ ,( H ) H t)
The sum-rate capacity, as defined by eq. (2.33), is given by:
K
^MIMO-MAC (H, p )  = max Rkr€CMiMO-MAO(H,P)
=  m ^  logdet (^ 1 + ^H fcQ A :(H )H |.V  (2.49)
tr (Q fc )< P  \  k= l  J
In the MIMO MAC case the waterfilling technique cannot be applied directly, as the 
channel of each UT link is modeled by a m atrix instead of scalar. The ordering of
matrices is not straightforward and thus this channel is characterized as non degraded.
However, this convex optimization problem can be solved using the iterative waterfilling 
[43] approach, which is discussed in detail in chapter 7.
2 .6 .6  M IM O  B r o a d c a s t  C h a n n e l
The MIMO Broadcast Channel (Fig. 2.8) includes a single transm itter with multiple 
transmit dimensions ny and multiple receivers K  with multiple receive dimensions h r . 
It is mathematically defined as:
yfe[i] =  Hfc[i]x[i]-hzfc[i], V/c =  1 , . . . ,A:  (2.50)
or equivalently
y[i] = H[2]x[i] -f z[i], (2.51)
where x[%] denotes the ith  nj- x 1 transmitted symbol vector, the K u r  x  1 vector
y[i] =  [yi[i]^ •. contains the ith  received u r  x  1 symbol vector for all K
receivers and z[i] =  [zi[i]^ . . .  z/<-[i] with z ~  denotes the AWGN
vector at all K receivers. The K u r  x  u t  channel matrix H  =  [H"f. . .  contains
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Figure 2.8: Block diagram of the MIMO BC.
the U f t  X U t  complex gain matrices for all K  receivers. The transmitter is subject 
to an average power constraint, i.e. Ej[x[i]^x[i]] < P.
Assuming full CSI, the optimal transmission strategy for the Gaussian BC channel is 
DPC. Let .Fmimo-bc denote the set of all power policies satisfying the average power 
constraint: .Fmimo-bc =  {'^MIMO-BC : Pjt(H)] < P}, where Pfc(H),VA: =
1 ,.. .  ,K  is the instantaneous transmit power to each user. The ergodic capacity region 
of the MIMO BC with full CSI is defined as [44, 45, 46, 47]:
Cmimo-bc (H, P) = C o  (  [ J  Cmimo-bc (H, Pmimo-bc)']
\P M IM O -B C G .F M IM O -B C  /
where the convex hull is taken over all possible DPC encoding orders and 
Cmimo- bc (H, P mimo- bc)
(2.52)
log ,Vfc =  1, (2.53)
where Tj is the tit x n r  input covariance matrix for the transmitted symbol vector 
towards the j th  user with tr{ rj(H )}  =  Pfc(H).
Given a DPC encoding order 7r{k), k = I . . .  K , the rate of the 7r(A:)th receiver is given 
by:
■^7r(fc) ^  |y7r(l) 1 • • • 1 y7r(fc—1)^
d e t ( l  +  H ,( ,)E f= k U (H )H i(„ )
=  log det ( l  +  U ( H ) H * („) (2.54)
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The sum-rate capacity, as defined in (2.33), is given by:
K
^ M I M O ~ B G  (H , P ) =  m a x  _  (2 .55 )I'GCjviiM O - B C ( H ,P )
As it can be seen, the sum-rate capacity of the MIMO BC cannot be simplified into a 
compact closed form, such as eq. (2.49) for the MIMO MAC. However, based on the 
principles of duality (c.f. sec. 2.7), the MIMO BC sum-rate and the optimal covar iance 
matrices can be calculated based on the dual MIMO MAC.
2.7 MIMO MAC -  MIMO BC D uality
This section studies the principles of duality, which can be exploited to reduce the 
complexity of determining the MIMO BC capacity region. The main concept of duality 
is that it can convert the MIMO BC channel into a dual MIMO MAC and vice versa, as 
long as the channel gain coefficients between the communicating parties are preserved. 
The advantage of converting the capacity region problem into the MIMO MAC domain 
is that the special structure of the log det formula of eq. (2,47) can be exploited in order 
to design efficient convex optimization algorithms. In the remainder of this section, the 
different forms of constraints on a covariance matrix are overviewed. Subsequently, two 
duality cases of special interest in the area of BS cooperation are considered: a) Duality 
under sum power constraint and b) Duality under per antenna power constraint.
2 .7 .1  P o w e r  C o n s tr a in ts
In practical systems, power constraints can correspond either to physical limitations 
of wireless transmitters, e.g. power amplifiers or to wireless frequency regulations, e.g. 
health protection, interference mitigation etc. Assuming that [Ai(Q). . .  At(Q)] is the 
eigenvalue vector of the covariance matrix E[xx'l‘] =  Q, a power constraint can be 
modeled in one of the following forms. It should be n o ted  that each of these power 
constraint forms can be utilized to model a certain multiuser system.
• Individual power constraint P  on each element of vector x
Amarc(Q) < P, (2.56)
where Amarc(Q) is the maximum eigenvalue of the covariance matrix Q. This
power constraint can be used to model multiuser systems comprising single­
antenna transmitters, such as the MAC or the SIMO MAC.
• Sum power constraint P  on all the elements of vector x
t
te(Q) =  E ^ i ( Q ) ^ A  (2.57)i=l
where tr(Q ) is the trace of the covariance matrix Q. This power constraint can 
be used to model multiuser systems comprising single multi-antenna terminals, 
such as the MISO BC and the MIMO BC.
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Power constraint P  on mutually disjoint sets . . . ,  of elements of vector x  
with U . . .  U =  {x} and
E  ^i(Q) ^  V» (2.58)XiEXn
where Ai(Q) is the zth eigenvalue of the covariance matrix Q  and i is the index of 
an element Xi in the set This power constraint can be used to model multiuser 
systems comprising multiple multi-antenna terminals, such as the MISO MAC 
and the MIMO MAC.
p-norm power constraint P  on the elements of the vector x  [48]
t \ Vp
E ( ^ i ( Q ) ) ” l (2.59)i=l J
This power constraint can be used to approximate a MISO BC or a MIMO BC
under both individual and sum power constraints on the transmitting antennas.
2 .7 .2  D u a l M IM O  M A C
Let us consider the MIMO BC as defined in eq. (2 .5 1 ):
y[i] =  H m im o - b c M x [ î ]  +  z[i] (2 .60 )
and the MIMO MAC as defined in eq. (2 .4 5 ):
y[i] =  H m im o - m a c [ ï ] x [ 2] +  z[z]. (2 .61)
D efin ition  2.7.1. Assuming no constraints on input and noise, the MIMO MAC is 
defined as the dual of the MIMO BC, as long as the channel gain coefficients between 
the communicating parties are preserved, namely [43, 49]:
H m im o - m a c [*] =  ( H m im o - b c [^])^ • (2 .62)
2 .7 .3  D u a lity  u n d e r  S u m  P o w e r  C o n s tr a in t
The MIMO MAC-MIMO BC duality under sum power constraint has been presented 
in [47, 49 , 45].
T h eo rem  2.7.2. The capacity region of the MIMO BC with a power constraint P  is 
equal to the capacity region of the dual MIMO M AC under a sum power constraint P  
over all K  users:
Cm im o - b c  ( H ,  P m im o - b c )
U  C m i m o - m a c  PmMO-Bc) ) (2.63)
'p S u m  c  -rSiim^ M IM O -M A C  ^ -^ M IM O -M A C
where PlnMO-MAC =  {PmMO-MAC ‘ Sfc=iIE[Pfc(H^)] < P}-
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2 .7 .4  D u a lit y  u n d e r  P e r  A n te n n a  P o w e r  C o n s tr a in t
The MIMO MAC-MIMO BC duality under per antenna power constraint has been 
presented in [50].
T h eo rem  2.7.3. The capacity region of the MIMO BC under a per antenna power 
constraint P / u t  is equal to the capacity region of the dual MIMO M AC under a sum 
power constraint P  on the input of all K  users and a sum power constraint ut on the 
uncertain noise at the receiver:
C m i m o - b c  ( h , P m i m o - b c )
— U  dMiMO-MAC P m i m o - b c )  ) (2.64)
T? A nt (- f  A nt■ M IM O -M A C  - • ' M IM O -M A C
where J^jâSio-MAC =  { E f= iE [A (H t) l  <  P }  n {E [(z(H t))tz(H t)] <  n r} .
2.8 Summary
This chapter has reviewed the fundamental theorems and results of multiuser informa­
tion theory, which are going to be useful while studying multicell joint processing and 
BS cooperation systems. In this direction, the metrics of entropy and mutual infor­
mation were formally defined and utilized to derive the channel capacity of single-user 
(MIMO) channels. Subsequently, the multiuser capacity metrics and theoretically op­
timal communication strategies were introduced and the capacity regions of (MIMO) 
MAC and (MIMO) BC were described. Finally, the principles of duality were intro­
duced as a means of simplifying the capacity region formulation of MIMO BC.
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Chapter 3
Multicell Joint Processing
This chapter focuses on the concept of Multicell Joint Processing, which is enabled 
through BS cooperation. Initially, the topology and the assumptions of BS cooperation 
are presented and the analogy with multiuser MIMO systems is described. Subse­
quently, the evolution of BS cooperation models is reviewed, starting from Wyner’s 
model and moving towards a model which accommodates fading processes, continuous 
path loss models, multi-tier interference, MIMO BS-UT links and spatially distributed 
UTs. In addition, the effect of the model characteristics on the structure of the aggre­
gate channel matrix is investigated. Finally, the basic sum-rate capacity equations for 
the uplinlc and downlink cellular channel aie derived based on the MIMO MAC and 
BC respectively.
3.1 Base Station Cooperation
According to the paradigm of BS cooperation (also known as MultiCell Processing - 
MCP), the BSs are interconnected through high-speed delay-less error-free channels 
(e.g. optic fibers) to a central hyper-processor, whicli is capable of jointly processing 
all the UT signals of the cellular system (Figure 3.1), As a result, BS cooperation 
has the ability of transforming unwanted inter-cell interference to useful information- 
bearing signal. The benefit of BS cooperation is a high capacity gain with comparison 
to the conventional cellular systems, since inter-cell interference is no longer harmful 
for the capacity performance of the cellular system. This is due to the fact that in 
the uplink, the received power transmitted by the UT can be received by more than 
one adjacent BSs and it can be transmitted to the central processor (hyper-receiver) 
for joint detection [12, 13, 11, 51]. Similarly, in the downlink the central processor 
(hyper-transmitter) jointly computes the UT signals before transmission and all the 
BSs form an antenna array in order to optimally transmit these signals to the UTs 
[52, 45, 53, 54]. W ith this in mind, it is worth noticing that the notion of cell vanishes 
in the context of BS cooperation, since each UT can be associated with multiple BSs 
simultaneously.
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-Wireless Signal 
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Figure 3.1: BS clusters cooperating via wired backhaul (left) or wireless backhaul 
(right).
However, in order to optimize the system throughput, the interference amongst UTs 
has to be minimized as well. This inter-terminal interference is due to the wireless 
medium which has to be shared amongst the UTs. In traditional cellular systems, 
the same problem arises within each cell (intra-cell interference) and it is tackled by 
employing orthogonal access techniques, such as TDMA, FDMA or CDMA. However, 
this approach is sub optimal from a channel capacity point-of-view, since it avoids in­
terfering by allowing a single communication per channel use. The optimal strategy to 
maximize the system throughput would be to employ transmission techniques, which 
allow multiple signals to be communicated per channel use, along with multiuser pre­
coding/decoding techniques which minimize inter-terminal interference.
In the uplink channel, the optimal decoding technique is Successive Interference Can­
cellation (SIC), according to which the central processor receives an aggregate signal 
and the decoding process starts by processing the UT whose signal can be decoded 
with highest certainty. The decoded signal can be then subtracted from the aggregate 
received signal, creating no more interference for the following UTs. This process is 
repeated serially for all the UTs of the system, until the last decoded UT receives no 
interference at all.
In the downlink channel, the optimal precoding technique is Dirty Paper Coding (DPC). 
Before transmission, the UT signals are encoded serially and thus for a random UT 
the previously encoded signals are known a priori to the joint encoder. As a result, 
the encoder can pre-cancel the known interference, so that the already encoded signals 
create no interference to the intended receiver. In this point, it should be noted that 
SIC and DPC assume that the central processor has Channel State Information (CSI) 
for all the BS-UT pairs at each channel use. A detailed overview of these techniques 
has been already presented in section 2.6.2.
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3.2 M ultiuser MIMO vs BS Cooperation
In the conventional cellular context, both uplink (UTs to BSs) and downlink (BSs to 
UTs) communication channel can be classified as Gaussian interference channels. The 
capacity region of this channel is not known in general [23], despite the recent advances 
in [55, 56, 57]. However, the concept of BS cooperation in cellular system can convert 
the uplink and the downlink interference channel into a MIMO MAC and a MIMO 
BC respectively. The capacity regions of these MIMO channels have been found and 
they can be interpreted accordingly in the context of cooperative cellular systems. It 
is depicted in Figure 3.2 tha t a MIMO MAC can be obtained from a general uplink 
interference channel, introducing cooperation amongst BSs. Similarly, the lower part of 
Figure 3.2 shows that a MIMO BC can be formed from a general downlink interference 
channel by allowing BS cooperation.
As discussed earlier, the multiple BS receivers in cellular uplink channel, cooperate 
in decoding the received signals. All received signals are transported (assuming an 
unconstrained, delay-less link) to a central processor where they are jointly decoded. 
In this context, these geographically dispersed BS receivers act as multiple antennas of 
a single receiver [11, 12, 13]. In the cellular downlink channel, multicell joint processing 
is employed by the transmitting BSs in order to cooperatively calculate and encode all 
the signals destined for the system UTs. As a result, the cellular downlink channel 
can be viewed as a MIMO BC with spatially distributed antennas. In this point, it 
should be noted that the paradigms of MCP and BS cooperation are also known as 
Distributed Antenna Systems (DAS) [58, 59, 60, 61] or Network MIMO [62, 63].
Despite the aforementioned parallelism between multiuser MIMO and BS cooperation 
systems, there is a crucial distinctive differentiation which poses a challenge in de­
termining the channel capacity. More specifically, in multiuser MIMO scenarios it is 
common to consider that all the UTs are symmetric, namely their channel statistics 
are identical. Considering a distance-dependent path-loss model, this assumption would 
mean that all UTs are equidistant from the BS. However, in BS cooperation scenarios 
this simplification is unrealistic, since the spatial distribution of UTs is inherent in 
cellular communications. Therefore, the channel statistics of each UT and specifically 
the channel norm have to be scaled according to the distance from the BS. In this con­
text, the following section describes thoroughly the evolution of MCP channel models, 
highlighting the contribution of each model towards the proposed MCP channel model.
3.3 M CP Channel M odel Evolution
Before beginning the discussion about the MCP channel models, let us pause to discuss 
the two main factors which affect intercell interference in a cellular system, namely cell 
density and path loss. More specifically, intercell interference is proportional to cell 
density, since increasing cell density means decreasing the distance among neighboring 
BSs and thus increasing interference. On the other hand, assuming a power-law path-
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Figure 3.2: BS Cooperation converts the uplink and downlink cellular channel to a 
wide-area MIMO MAC and BC respectively.
loss model^ and fixed cell density, intercell interference decreases exponentially with 
the path loss exponent, since increasing the path loss exponent means decreasing the 
received power from interfering transmitters and thus decreasing interference. In this 
point, it should be emphasized once more that in the context of MCP networks, all 
the UT signals received by the BSs of the system are transmitted to a central location 
(hyper-receiver) for joint processing [12] and therefore intercell interference does not 
have a negative effect on the capacity of the cellular system. On the contrary, the 
findings in chapters 4-7 show that intercell interference is beneficial and it provides a 
considerable multiplexing gain, when BS cooperation is in place.
Let us now consider a linear cellular system with N  cooperating BS stations and K  
UTs per cell. The majority of early contributions in MCP focused on the uplink cellu­
lar channel due to the advances in MIMO MAC literature and the fact that no input 
optimization was needed. In this direction, the focus of this section is also on the 
uplink cellular channel. In any case, the channel matrix of the downlink channel can 
be obtained by taking the hermitian of the uplink channel matrix, as in eq. (2.62). 
The remainder of this section presents a chronological overview of MCP channel model 
evolution, starting from the simplified “collocated” AWGN model of Wyner and mov­
ing towards the proposed model which accommodates continuous path loss functions, 
multipath fading, multitier interference, spatially distributed UTs and MIMO BS-UT 
links.
3 .3 .1  W y n e r ’s M o d e l
Wyner’s model [12] assumes that all the users in the cell of interest have a channel 
gain equal to 1. It considers interference only from the users of the two neighboring
^Power-law path-loss implies that the norm of channel coefficient is proportional to d where d is 
the path distance and t] is the loss exponent.
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cells, which ai*e assumed to have a fixed channel gain, also laiown as interference factor 
a  G [0,1], According to W yner’s model, the received signal at the n th  BS is:
^  / —  -- \î/n[^ ] — +  CK [ y   ^ j T (3 1)
fc=l \/c=l fc=l /
where Xn^k [*] is the %th transmitted complex symbol of the kth  UT in the n th  cell and Zn 
is an i.i.d c.c.s. random variable representing AWGN with mean E[^„] =  0 and variance 
=  1- All UTs are subject to an average power constraint, i.e. 
for all {n,k).
Assuming that there is a power-law path loss model which affects the channel gain, 
then Wyner has modeled the case where the UTs of each cell aie collocated, since no 
variation of the channel gain ol is considered across intra-cell UTs.
3 .3 .2  In tr o d u c in g  F a d in g
The same assumption is made by Somekh-Shamai [14], which have extended Wyner’s 
model for flat fading environment. According to this model, the received signal at the 
n th  BS is:
K
fc=l
/  K  K  \
+  ^  ( Z )  5n-l.fcN®n-l,A:[^] +  Z )  (3.2)Vfc=l A:=l /
where æ„,fc[i] is the zth complex channel symbol of the kih  UT in the n th  cell and 
independent, strictly stationary^ and ergodic complex random processes in 
the time index i, which represent the flat fading processes of the link between the n th  
BS and the k th  UT of the m th cell. The fading coefficients aie normalized to unit 
power, i.e. ^  1 foL all (n,m, fe) or equivalently g'^ j^  ~  CJ\f{0,1). All UTs
are subject to an average power constraint, i.e. E[æn^ AX* ;;.] <  P  for all (n, fc).
In both [12] and [14], a single interference factor a  is utilized to model both the cell 
density and the path loss. The interference factor a  ranges in [0,1] , where a  =  0 
represents the case of perfect isolation among the cells and a  =  1 represents the case 
of BS collocation, namely a MIMO MAC. Based on the results in [14] for the model of 
Equation (3.2), Figure 3.3 depicts the per cell sum-rate capacity for decreasing a  in a 
Rayleigh flat fading environment, assuming that intercell interference is received only 
from the first tier of adjacent cells.
3 .3 .3  In tr o d u c in g  P a t h  L oss
The models in [51, 64] differ from the aforementioned models in the sense that for the 
UTs of each cell, an interference coefficient is defined with respect to each BS depending
strictly stationary process is a stochastic process whose joint probability distribution does not 
change when shifted in time or space.
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Figure 3.3: Per-cell capacity C  (nat/s/H z) vs. 1 — a. Parameter values K  = b ,P  = 10.
Multi-tier interference 
Single-tier interference
I
g1a
Cellular System Span {D)
Figure 3.4: Per-cell capacity C (nat/s/H z) vs. cellular system range D  for multi­
tier (solid lines) and single-tier (dashed lines) interference models. Parameter values 
iV =  100,77 =  2,j£: =  5, P = 1 0 .
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on the considered power-law path loss model. Although the authors in [51, 64] take 
into account the path loss effect, the UTs of each cell have still the same channel gain 
and this models the case where the UTs of each cell are collocated. However, this 
model is more detailed than the previously described models, since it decomposes the 
interference factor a , so that the cell density H and the path loss exponent r; can be 
modeled and studied separately.
According to this model, the received signal at the nth BS for the flat fading case is:
K
yn\i] =l]ao<fc[«]a'n,fc[i]+k=l
N/2 /  K  K  \
4" [^]^n+.?,fc[*] j +^n[*]j (3-3)\k= l k=l J
where the interference factors Oij of the n — j  and n  +  j  cells (multi-tier interference) 
are calculated according to a distance-dependent path loss function. For instance, the 
author in [51] employs the “modified” power-law path loss model [65]:
a ,  =  ( l + i / n ) - ’>/2, (3.4)
where H =  N /D  is the cell density and D  is the linear cellular system span. Based on 
the model of Equation (3.3), Figure 3.4 (solid lines) depicts the per cell capacity while 
varying the system span D  and consequently the cell density H. The dashed line of 
Figure 3.4 represents the per-cell capacity, if the model of Equation (3.3) is modified 
to comply with the assumption of Wyner-like models, according to which intercell 
interference is received only by the first tier of adjacent cells (single-tier interference). 
As expected, for high cell densities (small D) this assumption does not hold and the 
capacity gap between the two models increases. However, for low cell densities (large 
D) the two models converge, since the bulk of the interference comes from the first 
tier of neighboring cells. In other words, interference factors Oij for j  >  1 become 
insignificant and can be ignored without having an effect on the sum-rate capacity. 
In this point, it should be n o ted  that single-tier interference is just an assumption 
and not an inherent deficiency of W yner’s model, since the analysis in [12, 14] can be 
straightforwardly extended to incorporate multi-tier interference.
3 .3 .4  I n tr o d u c in g  U T  D is tr ib u t io n
The spatial distribution of UTs is an inherent characteristic of cellular networks, which 
has been ignored in the aheady existing MCP channel models. In this context, the 
model proposed herein introduces a single path loss coefficient for each BS-UT link 
which dictates the variance of the fading coefficient and thus the level of received 
power.
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According to this model, the received signal at the n th  BS for the fiat fading case is:
K
yn\i\ +fc—1
N /2 K  N /2  k
^  V ^  V ^n— 4" y V ^  4“ ■2n[*]) (3*5)j=l k—1 j —1 k=l
where is the path loss coefficient for the link between the n th  BS and the A;th UT
of the m th cell. The path loss coefficients can be defined based on any continuous path
loss function which depends on the distance of the link and the path loss exponent. As 
it can be seen the path loss coefficients ç” scale the variance of the fading coefficients 
and this is where the distinctive difference between multiuser MIMO and MCP
lies.
Based on the analysis in chapter 4, the proposed model enables the investigation of 
the effect of path loss function, UT distribution and power control on MCP systems. 
Furthermore, introducing spatially distributed UTs allows us to study the individual 
UT rates and the Area Spectral Efficiency (ASE) in BS cooperation systems.
3 .3 .5  In tr o d u c in g  M u lt ip le  A n te n n a s
In current wireless communications standards, MIMO has been already established as 
a means of providing high throughput rates via multiplexing. In this direction, the 
proposed model can be extended in order to accommodate multiple antennas at BS- 
and UT-side, as follows:
K
yn[^j — ^n.fc^n./c[ ]^^n.fc[ ]^4-
N /2 K  n /2 k
5 3  5 3  +  5 3  5 ^  ^n+i,A:^n+j,A:[ ]^^n+j,fc[*] 4“ Zn[*]) (3 6)j= lfc=l j —1fc=l
where y„ is the n g g x  1 symbol vector received at the n th  BS, is the nuT  x 1 symbol 
vector transmitted by the A;th UT of the n th  cell and is the AWGN vector. The 
nj5 5  X nxjT matrices ^ contain the fading coefficients for the MIMO link between the 
n th  BS and the A;th UT of the m th cell. The path loss coefficient of the MIMO BS-UT 
links are preserved, since they are distance dependent and the multiple antennas of 
each BS/UT are assumed to be collocated.
The effect of multiple antennas has aheady been studied in the context of MCP systems. 
In [64], the multiple-tier interference model is combined with multiple antennas and the 
asymptotic performance of optimal and group MMSE decoders is derived for orthogonal 
intra-cell UTs. In addition, the authors in [66] investigate the capacity scaling in the 
asymptotic regime where the number of BS antennas and the number of UTs grow lar ge. 
Nevertheless, both approadies inherit the unrealistic “UT collocation” assumption by 
W yner’s model.
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Based on the aforedescribed model, the effect of multiple antennas on the MCP system’s 
performance is investigated in chapter 5, while the effect of fading correlation amongst 
the multiple antennas is studied in chapter 6.
3 .3 .6  M C P  M o d e ls  O v e r v ie w
The evolution of MCP models in the context of multicell processing literature can 
be seen graphically in Figure 3.5. Initially, Wyner [12] introduced the concept of 
interference factor, which quantifies the amount of intercell interference from the first 
interfering tier (Subfigure 3.5.A). Subsequently, authors in [14] introduced the i.i.d. 
fading coefficients. Multiple tiers of interference were introduced by [51, 64], which have 
considered variable interference factors depending on the distance from the interfering 
tier and the power-law path loss (Subfigure 3.5.B). Finally, the assumption of collocated 
UTs was alleviated in [67, 68] by considering user distribution (Subfigure 3.5.C) and 
MIMO BS-UT links were introduced in [66, 64, 69].
In order to better conceptualize the described evolution, the MCP models presented
in sections 3.3.1-3.3.5 can be viewed under the generic MIMO MAC channel equation
(2.45):
y[i] = H[i]x[i] J- z[i]. (3.7)
Initially, Wyner [12] introduced the single-tier interference factor a  and studied the 
following channel matrix:
H  =  Ast, (3.8)
where Ast is the N  x N  matrix
T a 0 . . .  O '
a 1 a :
A s t  — 0 tt’ 1 0
0 0
' ■ • Û!
a  1
(3.9)
It should be noted that the channel matrix Agt appears as square, because the K  
collocated UTs in each cell can be viewed as a single UT transmitting with the sum 
of their power, while studying the sum-rate capacity. Subsequently, the authors in [14] 
building on Wyner’s model introduced the flat fading coefficients:
H  =  Ast © GjvxN) 
where GjvxAT is a standard N  x N  Gaussian matrix.
(3.10)
The next step was to include multi-tier interference shaped by a path-loss function 
[51, 64]. The resulting channel m atrix can be expressed as:
H  =  Amt © GiVxN) (3.11)
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Figure 3.5: Graphical representation of MCP model evolution: A) Single-tier interfer­
ence with collocated UTs, B) Multi-tier interference with collocated UTs, C) Multi-tier 
interference with distributed UTs.
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where A ^t is the N  x N  matrix
Cko a i Oi2 OlN
a - _ i Cl'O a i
A m t  — a ~ 2 q : _ 1 0 = 0 0 - 2
a ^ N OL-2
a i
C K - l  Ct'O
(3.12)
Furthermore, by alleviating the assumption of UT collocation [67, 68] the channel 
matrix is modified as follows:
H  =  S  © G mxKN, 
where G is now a. N  x K N  Gaussian matrix and Ti is Sk N  x K N  matrix
(3.13)
ÇQ Çi Ç2 . . .  Ç n
Ç-1 Çq Çi
Ç-2 Ç-i Ço C2 (3.14)
: **• Çl
Ç - N Ç-2 Ç-1 Çq
withÇji =  [ç„_i. . .  Çti,k ] being a ,lx K  row vector, which contains the path loss coefficients 
for all K  UTs of the n th  cell with respect to a reference BS. Using the Hadammard 
product, it can be seen that matrix S  scales the variance of the fading coefficient 
elements in G. This is the reason why S  is often referred to as the variance profile 
matrix.
Finally, by considering MIMO BS-UT links the channel matrix can be written as [69, 
70]:
H  XTi[/r) © xA'iVnur ’ (3.15)
where InBsxnt/T is a n s 5  x uut matrix of ones.
Figure 3.6 provides a graphical representation of the aforementioned MCP models, 
focusing on the structure of the variance profile matrix for a linear cellular array. As 
it can be seen, the models in [12, 14] consider single-tier interference with collocated 
UTs and thus the variance profile matrix is a symmetric tridiagonal square matrix 
(Subfigure 3.6.A). In [51, 64], multi-tier interference with collocated UTs is considered 
and therefore the variance profile matrix is a symmetric square matrix with high path 
loss coefficients along the diagonal and off-diagonal values which vanish exponentially 
with respect to the distance from the main diagonal (Subfigure 3.6.B). In the proposed 
model, the variance profile matrix H assuming uniformly distributed UTs is rectangular 
and symmetric about the oblique diagonal t = K r , where r, t are the row and column 
indices (Subfigure 3.6.C).
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Figure 3.6: Graphical representation of the variance profile matrix structure: A) Single­
tier interference with collocated UTs, B) Multi-tier interference with collocated UTs, 
C) Multi-tier interference with distributed UTs.
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3.4 M CP Variance Profile M atrix
The main characteristic of the MCP channel model is that the fading coefficients do 
not have a uniform variance. Thus, the MCP channel model is affected by a variance 
profile which is dictated by the considered path loss function, the UT distribution and 
the MCP system geometry. The following par agraphs focus on describing the effect of 
each factor on the variance profile m atrix S .
3 .4 .1  P a th  lo ss  fu n c t io n
The considered continuous path loss function and specifically the path loss exponent 
dictates the decrease rate of the off diagonal values and as a result the number of 
considerable interfering tiers. Assuming that the path loss value at reference distance 
do is To, let us consider a distance-dependent power-law path loss function as follows:
C,fc =  Ç(U i )  =  (^ 1 +  , (3.16)
where is the path loss coefficient for the link between the n th  BS and the A;th UT 
of the m th cell. The variable ç(r, t) is the (r, t)th  element of the variance profile matrix 
with r  =  n /N  e  (0,1] and t  = {{m — 1 ) K k ) / N  € (0, A"] being the normalized row/BS 
and column/UT indices. Finally, d(r, t) denotes the distance between the n th  BS and 
the kth. UT of the m th cell.
It should be n o ted  that this model is inspired by the “modified” path loss model in 
[65], also used in [51]. The coefficient 1+ is utilized in order to avoid singularities, when 
the communicating parties are collocated, i.e. d{r,t) —> 0.
3 .4 .2  U T  d is tr ib u t io n
The variance profile matrix is further affected by the spatial distribution of the UTs. 
UT distribution effectively shapes the distance d(r, t) and as a result the structure of the 
variance profile matrix S . In chapter 4, a generic theorem is presented for analytically 
deriving the channel capacity based on the considered probability density function of 
the UT distribution. Furthermore, this theorem is specialized for a number of intuitive 
UT distributions and the produced analytical results are verified numerically.
3 .4 .3  S y s te m  G e o m e tr y
The structure of the variance profile m atrix S  largely depends on the considered cellular 
system geometry. The simplest cellular array is the linear or ID array, that is a linear 
segment which contains equally spaced BSs (Subfigure 3.7.A). The 2D equivalent is 
called planar cellular array and it is a surface covered by hexagonal cells of equal size 
(Subfigure 3.7.C). The cellular arrays contain in general a finite number of cells and 
therefore they are affected by edge effects, which appear on the array boundaries. There
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Figure 3.7: Cellular system geometry: A) Linear array of cells, B) Circular Array of 
cells, C) Planar array of hexagonal cells, D) Toric array of hexagonal cells.
ai'e two main approaches for mitigating these effects. According to the first approach, 
an infinite number of cells is considered, so that the edge-effects become insignificant 
in the context of per-cell capacity calculation. This approach is usually applied to 
asymptotic analytical derivations. The second approach involves considering circular 
(Subfigure 3.7.B) or toric (Subfigure 3.7.D) models, which eliminate edge-effects by 
connecting the system edges. This approach is extremely useful in numerical (Monte 
Carlo) simulations where a finite number of cells can be considered due to computational 
complexity limits.
The effect of system geometry on the variance profile matrix structure is graphically 
represented in Figure 3.8. As it can be seen, in the case of linear array high variance 
values only appear near the matrix diagonal, while for the circular array additional 
values appear near the matrix edges. In the case of planar airay, more high-variance 
diagonal-like segments appear with varying slopes, but their value decreases as they 
move away from the main diagonal. This phenomenon is due to the richer interaction 
between neighboring cells on a planar layout. Finally, for the toric planar array ad­
ditional high-variance values appear in between the diagonal-like segments due to the 
wrap-around effect.
3.5 M aximizing the Sum -rate
Based on the aforedescribed proposed model, this section focuses on maximizing the 
sum-rate of the cellular system for both uplink and downlink channel. The objective is
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Figure 3.8: Graphical 3D representation of the variance profile matrix structure for 
various cellular system geometries.
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to provide a brief introduction to the main capacity formulas and input optimization 
techniques before moving on to the detailed investigations of chapters 4-7.
3 .5 .1  U p lin k  C e llu la r  C h a n n e l
It has been established that when BS cooperation is in place, the uplink cellular channel 
can be considered as a MIMO MAC. The only imposed constraint is a limitation on 
the transmit power P  of the UTs, which relates to the physical limitations of the 
transmit amplifier. No Quality of Service (QoS) constraints such as delay and minimum 
rate constraints are considered. Under these assumptions, the sum-rate capacity of 
the uplink cellulai* channel can be calculated using the logdet formula in eq. (2.49) 
specialized for single-antenna UTs:
C*uL =  E
=  E l^^nax  ^log det ( l  -f H PH ^ j 
=  E [log det ( l  4- -PHHt)] , (3.17)
where H  — S  O G  is the channel m atrix and P  is the diagonal input covariance matrix 
with diag(P) =  [P i. . .  P^]. The per-UT power constraint P  is translated as a constraint 
on the eigenvalues of the input covariance matrix, i.e. P  [4 P I  (c.f. sec. 2.7.1). 
Thus, it can be seen from the structure of the optimization problem that transmitting 
with maximum power P  for every UT maximizes capacity [48]. This realization is an 
important characteristic of BS cooperation, since it implies that no power control is 
needed to maximize the sum-rate. An intuitive explanation would be that there is no 
reason for controlling the transmit power, because inter-cell interference is no longer 
harmful.
Going back to the logdet equation, the calculated capacity value depends on the number 
of cells and the evaluation of this formula becomes problematic in extensive systems, 
as the determinant of a really large random matrix has to be found. To overcome 
this problem, a usual approach is asymptotic capacity analysis [71], [72], where the 
system size tends to infinity and the capacity is normalized by the number of cells. 
In this direction, the research area of wireless communications has blended with the 
mathematical fields of Random Matrix Theory (RMT) [73, 74] and Free Probability 
Theory (FPT) [75, 76], which provide powerful tools for calculating the statistical 
properties of infinitely lai'ge random matrices. The principles of RMT and FPT  are 
applied in capacity derivations of chapters 4, 5 and 6 .
3 .5 .2  D o w n lin k  C e llu la r  C h a n n e l
Assuming BS cooperation, the downlink cellular channel can be considered as a MIMO 
BC. In this case, the power P  of each BS is constrained in order to model the saturation 
level of the BS amplifier. Just like in the uplink case, no Quality of Service (QoS)
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constraints such as delay and minimum rate constraints are considered. Under these 
assumptions, the sum-rate capacity of the downlinlc cellular channel can be calculated 
using eq. (2.55) specialized for single-antenna UTs:
C'dl ' E m a xZ L  C i 1 + ht Ef.fe+1 U h | (3.18)
where hfc and Vk is the channel vector and the input covariance m atrix for the A:th UT 
respectively. If 1 to K is the DPC encoding order, then the nominator includes the 
aggregate received signal, whereas the denominator includes the unknown interference 
from signals which are encoded after the kth  UT. The UTs encoded beforehand are 
transparent to the decoding process due to the pre-canceling of interference.
The main step before evaluating this formula is determining the input covariance ma­
trices which maximize the sum-rate capacity. This non-convex optimization problem 
can be tackled using algorithms designed for the dual uplink domain. In this context, 
chapter 7 focuses on investigating the sum-rate capacity of the downlink channel and 
evaluating the system performance using vaiious input constraints and optimization 
algorithms.
3.6 Summary
In this chapter, the concept of BS cooperation, also known as multicell joint processing, 
was described as a means of eliminating intercell interference. The paradigm of BS 
cooperation was examined in comparison to a multiuser MIMO system, highlighting the 
similarities and differences in terms of channel modeling. Subsequently, the evolution 
of BS cooperation models was presented in detail, focusing on the structure of the 
variance profile matrix and the factors that affect it, namely path loss, UT distribution 
and system geometry. Finally, the main difficulties in determining the sum-rate of the 
uplink and downlink cellular channels were studied, laying the path for the contributions 
of the following chapters.
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Chapter 4
Cellular Uplink: 
User Distribution and Power Control
This chapter investigates the effect of user distribution and power control on the ca­
pacity performance of the cellular uplink channel. More specifically, the asymptotic 
eigenvalue distribution of the proposed model is analyzed based on free-probabilistic 
arguments and closed-form expressions are derived for the per-cell sum-rate capacity 
of the optimal joint decoder. Subsequently, the derived closed forms are specialized 
for circulai' and toric cellular models by mathematically defining the structure of the 
variance profile matrix with respect to the considered UT distribution. Furthermore, 
power control and UT decoding order aie investigated as a means of providing a fair 
distribution of the sum-rate capacity to system UTs. Finally, for a set of practical 
parameters, the agreement of analytical closed-forms and Monte Carlo simulations is 
established and the effect of UT distribution, power control and decoding order on the 
per-cell sum-rate capacity and the individual ergodic UT rates is evaluated.
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cations and Networking in China (ChinaCom’08), Hangzhou, China, Aug 2008, 
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• S. Chatzinotas, M. A. Imran, and C. Tzaras, “Optimal information theoretic 
capacity of the planar cellular uplink channel,” in IEEE 9th Workshop on Sig­
nal Processing Advances in Wireless Communications (SPAWCT8), Pernambuco, 
Brazil, Jul 2008, pp. 196-200.
• S. Chatzinotas, M. A. Imran, and C. Tzaras, “Information theoretic uplink ca­
pacity of the linear cellular array,” in ^ih Advanced International Conference on 
Telecommunications (AIC TT8), Athens, Greece, Jun 2008, pp. 249-254.
4.1 Cellular Channel M odel
Assume that K  users per cell are distributed across a cellular system comprising N  
cells. Adopting the model of eq. (3.5), the received signal at the n th  BS, at time index 
i, is given by:
N  K
2/n[«] =  (4-1)
1 fc=l
where is the ith  complex channel symbol transmitted by the fcth UT of the
m th  cell and are independent, strictly stationary and ergodic complex random
processes in the time index i, which represent the flat fading processes experienced in 
the transmission path between the n th  BS and the kth  UT in the m th  cell. The fading 
coefficients are assumed to have unit power, i.e. =  1 for all (n, m, k) and all
UTs are subject to an average power constraint, i.e. E[]æ,„ f^c[î]p] <  P  for each {m ,k).
The variable  ^represents the path loss coefficient in the transmission path between
the n th  BS and the A:th UT in the m th  cell.
The model can be more compactly expressed as a vector memoryless channel of the 
form
y  =  H x  4- z , (4 .2 )
where the vector y  =  [?/i.. ■ represents received signals by the BSs, the vector 
X =  [æi,i. . .  xnjc]"^ represents transmit signals by all the UTs of the cellular system and 
the components of vector z = [^ i . . .  are i.i.d. c.c.s. random variables representing 
AWGN with E[zn,] =  0, E[|2r„p] =  cr^ . The channel matrix H  can be written as H  =  
5] O G, where 'Em a. N x  K N  deterministic matrix, G is a complex Gaussian N  x K N  
matrix comprising the corresponding Rayleigh fading coefficients and © denotes the 
Hadamai'd (element-wise) product. The entries of the E  matrix are defined by the 
continuous and bounded distance-dependent variance profile function ç(r, f), where r  G 
(0,1] and t e  (0, K] are the normalized indexes for the rows/BSs and the columns/UTs 
respectively.
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4.2 Capacity Analysis
T h eo rem  4.2.1. The asymptotic sum-rate capacity Copt for the cellular uplink channel 
is given by:
Copt =  V^HHt ’ (4-3)
where 7  =  K N 'y and 7  =  P /a^ are the system- and UT-transmit power over receiver 
noise ratio respectively and V xW  is the Shannon transform of a random square Her­
mitian matrix X  with parameter u.
Proof. Assuming a very large number of cells, the sum-rate capacity Copt for the cellular 
uplink channel is given by [75]:
C„pt=  lim i l E [ I ( x ; y |H ) ]
/Y —>00 iV
=  JvïïJo K "I®*
(1).
HtH » (^ 477
where ^  = K N 'y  and 7  =  P/<r^ aie the system- and UT-transmit power over receiver 
noise ratio respectively, Aj (X) denotes the eigenvalues of matrix X  and
Vx(«)=E[log(l-hwX)]
= P l o g ( l  +  uA(X))dFx(A) (4.5)Jo
is the Shannon transform [75] of a random square Hermitian matrix X, whose asymp­
totic eigenvalue distribution (a.e.d.) has a cumulative distribution function denoted by 
Fx(A). Step (A) follows from eq. (3.17) and step (B) follows from the fact that the 
matrices and have the same non zero eigenvalues, but their sizes differ
by a factor of K .
□
T h eo rem  4.2.2. For a complex Gaussian matrix G CAT(0,Ijv); the a.e.d. o f^ G ^ G  
converges almost surely (a.s.)^ to the nonrandom a.e.d. of the Marôenko-Pastur law 
[81J
ViGtG(^) ^MP(lb^), (4.6)
^Almost sure (a.s.) convergence is defined as asymptotic convergence with probability one. In this 
case, the asymptotic behaviour refers to  the dimension size of the random matrix.
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whose Shannon transform with parameter u is given by 
VmP (w, v )  =  log ( l - \ r l L -  ^(j) {u, v) ^
4 - ilo g  4- uv -  {u, v ) ^  -  (^» ’o ) , (4.7)
where
(j){u,v) = (1 4- ^ /vŸ  4- 1 -  \/w (1 -  \A7)^ 4- (4.8)
and V is the ratio of horizontal to vertical matrix dimensions.
The rest of this section describes the derivation of the a.e.d. of inspired by the
analysis in [51] and using tools from the mathematical field of Free Probability Theory, 
which was established by Voiculescu [76].
T h eo rem  4.2.3. The Shannon transform of the a.e.d. of is given by:
where q{E) A | | s f  /K N ^  (4.10)
and IJSjl is the Frobenius norm of the S  matrix.
Proof. The square Hermitian matrix can be written as the sum of K N  x K N
unit rank matrices, i.e.
l H t H = X ; h i h „ ,  (4.11)
n = l
where h„ ~  CJ\f{0,Yn) denotes the n th  1 x K N  row vector of (l/\/jV )H . The covari­
ance matrix equals where is a diagonal matrix with diag(É„) —
with tTji being the n th  row of E . The unit-rank matrices W n =  hj^h^ constitute com­
plex singular Wishart matrices with one degree of freedom and their density according 
to [82, Theorem 3-4] is
/v „ (W „) =  S y M et (W „ ) i-™  e - k ( v ; 'w .)
Bv„ = ir^™ “ *det(V „). (4.12)
If h]j =  QnSji is a singular value decomposition, then the density can be written as
/v „ (W „) =  B ÿ ld e t  ( S . . S ! , ) e - t r ( v ; 'Q . s . s ! . q * ) (4.13)
It can be easily seen that if V „ =  I, the matrices would be unitarily invariant [83, Def­
inition 17.7] and therefore asymptotically free [84]. Although in our case Vn =  
let us assume that the asymptotic freeness still holds. Similar approximations have
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been already investigated in an information-theoretic context, providing useful analyt­
ical insights and accurate numerical results [85, 8 6 ]. In this context, the asymptotic 
P-transform of each unit rank matrix [75, Example 2.28] is given by
=  - A - — b n i 2  ( ^ 1 ^)‘>»h„
and the asymptotic P-transform  of (l/Ar)H^H is equal to the sum of the P-transforms 
of all the unit rank matrices [75, Theorem 2.64]
N
n —1
Since any distance-dependent variance profile function defines a rectangular block- 
circulant variance profile matrix E  with Ix IT  blocks whicli is symmetric^ about t = K r , 
the channel matrix H  is asymptotically row-regular [75, Definition 2.10] and thus the 
asymptotic norm of h„ converges to a deterministic constant for every BS, i.e Vn
2 1 1 11^41 = j™ N E  <1^ =  JV EA ; = l  f c = l
 ^ K N  f /c
-  N  E =  I  (4.16)
where Çn,k is the (n,/e)th element of the E  matrix. Step (A) follows by applying 
the Lindberg-Feller Central Limit Theorem to the sum of K N  chi-square distributed 
variables with one degree of freedom and mean In addition, based on the row-
regularity it can be seen that
[  ç ^ (r ,t)d t=  [  f  ç^{r,t)drdt. (4.17)Jo Jo Jo
Therefore, while lini/v-»oo) Equation (4.15) can be simplified to
(A) 1 / q /o^^ç^(r,Qdrdt
-  w Jq ?^(r, t)drdt
(^-18)
^This symmetry is due to the symmetric nature of the cellular array and it can be achieved by 
following an appropriate order while enumerating the system users (c.f. 4.2.1).
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where q{E) A \ \ E f / K N ^  (4.19)
with ||S || A being the Frobenius norm of the S  matrix. Step (A) follows
from eq. (4.17), while step {B) follows from [75, Theorem 2.31]. It should be noted 
that in the asymptotic case, q{E) is given by
l i m g ( S )  =  ^ /  (4.20)i V —> o o  JQ
Alternatively, eq. (4.18) can be written using [75, Theorem 2.31] as :
(^-2 1 )
which means that the matrix {q{E)N)~^'Hf'H. follows the Marcenko-Pastur law and 
converting to the Shannon-transform domain:
^HtH W  -  H ip  {u, K )
^.^HtH(^) ~  H ip (?(5j)'U, J^) (4,22)
Therefore, it is proven that the probability density function (p.d.f.) of the a.e.d. of 
follows a scaled version of the Marcenko-Pastur law. □
Remark 4.2.4. It should be noted that according to [75, Theorem 2.49] the a.e.d. con­
verges to the Mai'cenko-Pastur law, as long as S  is asymptotically doubly-regular [75, 
Definition 2.10]. In theorem 4.2.3, it is shown that on the grounds of free probability, a
scaled version of the Marcenko-Pastur law can be effectively utilized in cases where E
is just asymptotically row-regular. If m atrix S  is bounded but has no special structure, 
its a.e.d can be determined using the fixed-point equations of [75, Theorem 2.50].
L em m a 4.2.5. Combining theorems 4-2.1 and 4-2.3, the asymptotic sum-rate capacity 
Copt for the cellular uplink channel is given by:
C o p t  —  K  - V m p ( î ( E ) ^ , / f )  . (4.23)
Fï'om a cellular model point-of-view, it has been shown that a scaled version of the 
Marcenko-Pastur law can still be utilized to determine the sum-rate capacity, providing 
a useful tool for incorporating UT distribution, continuous path loss models and power 
control techniques in information-theoretic cellular models. This scaling is dependent 
on the structure of the variance profile m atrix E , which is shaped by the variance profile 
function ç(r, Q. In this direction, the following paragraphs present the derivation of 
expressions for ç(r, t) in the case of UT distribution and power control.
4 .2 .1  U T  d is t r ib u t io n
Due to the distance-dependent nature of ç(r, t) and the system symmetry (i.e. identical 
cell size and UT distribution function), the BS index r  does not affect the integral of eq. 
(4.20). Therefore, it suffices to find an expression for ç(d(t)), where d{t) is the distance 
of the ^-indexed UT from the BS of interest. For notational simplicity, let us assume 
that the BS of interest is located at the center of the considered cellular system. Linear 
or planar UT distribution effectively alters the form of d(t) and as a result influences 
the scaling norm according to eq. (4.20).
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Linear U T  d istr ib u tion
Let us assume that the UTs of each linear cell are randomly distributed across the cell’s 
coverage span according to a single-cell probability distribution which is symmetric 
about the BS position, namely the cell center. In order to find an expression for ç{d{t)), 
let us assume that the UTs are deterministically positioned on a regular grid, whose 
points are generated according to a UT distribution with a known and invertible CDF 
F {x),x  G [0,1]. The case æ =  0 corresponds to cell center transmitters, whereas the 
case æ =  1 corresponds to cell edge transmitters. Jî I G [—K /2 ,K /2]  is the single-cell 
UT index ordered with respect to the distance dsc  from the BS, then
(4.24)
\ - f - H - 0  k o .
The terms R  and 2 /K  are normalization factors, due to the fact that K /2  UTs are 
distributed across the cell radius R. By using the normalized index t = l /N  instead of
dsc{i) = R - F ~ '^ [ N — t y  (4.25)
If the same single-cell distance pattern is reproduced for all N  cells of the cellular 
system, then d{t) is given by
N
where tn = t — and fl denotes the rect function. The factor 2Rn  compensates for 
the fact that neighboring BSs are distanced by 2R  . Knowing the distance of each UT 
from the BS of interest, the variance profile values for the distributed case can be found 
by substituting (4.26) to the variance profile function ç(d(t)).
Using the described approach, the sum-rate capacity can be calculated for any one­
dimensional UT distribution by combining equations (4.23),(4.20), (3.16) and (4.26), 
although the analysis may become tedious and numerical methods may be necessary. In 
this context, section 4.3.3 presents sum-rate capacity results for uniformly distributed 
UTs, where F(æ) =  x.
4.2.2 Planar U T distribution
In order to determine the index of each UT, a scanning method is required which 
serially enumerates all the UTs of the system. This scanning method is identically 
repeated for all BSs to ensure that the variance profile matrix E  is symmetric about 
t = K r. In the linear case, the scanning method comes naturally due to its one­
dimensional nature, but in the planar case an intuitive scanning method is required in 
order to mathematically express the variance profile function with respect to the UT
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index. The following paragraphs describe the steps of constructing the variance profile 
function for a planar cellular system with uniformly distributed UTs. The scanning 
method can be easily modified based on the arguments in the linear case in order to 
incorporate more complicated UT distributions. In this point, it should be noted that, 
on the grounds of mathematical tractability, the coverage area of the hexagonal cell is 
approximated by the corresponding circular area, as depicted in Figure 4.1.
C ell o f  in terest
Let us assume that a number of UTs lies in the coverage area of the cell of interest and 
it is positioned on a ring of radius p G [0, R] ai'ound the BS, where R  is the cell radius 
(Figure 4.1). Since the UTs ai'e uniformly distributed, the number of UTs positioned 
on the ring should increase with p. More specifically, the p.d.f. of the probability that 
a UT is positioned on a ring of radius p G [0,1] is given by /(p ) =  2p and the respective 
cumulative distribution function (c.d.f.) is given by F{1) =  Jq f{p)dp  =  The next 
step is to construct a deterministic regular grid which follows this distribution function. 
This grid can be constructed based on the inverse CDF, namely F~^{1) =  \/Z, I G [0,1]. 
Assuming that p ranges in [0,R] and I = 1 ,. . .  ,K  is the single-cell UT index, then the 
distance dco  of the UTs positioned on the grid from the BS of interest is given by
d c o { l ) = R ^ .  (4.27)
The terms R  and ^ /K  are normalization factors, coming from the fact that K  UTs are 
distributed on a cell of radius R. By using the normalized index t = l /N  instead of Z,
dco(t) =  r J  (4.28)
C ells o f th e  m th  in terference tier
In this case, the UTs that lie in a cell of the m th interference tier are considered with 
respect to the BS of the cell of interest (Figure 4.1). According to the angular position 
9 of each UT in the interfering cell, its distance cZp from the BS of the cell of interest 
varies in (2m ±  1) R. More specifically, the distance fZp for the m th interference tier is 
given by the law of cosines
(ZP(Z)^  =  (m • 2R Ÿ  -f d c o il?  -  2m • 2R • dco{l) cos 9
= {m ’ 2R Ÿ + — 4m ' ~ = V îc o s 9 .  (4.29)
In order to drop 9 in Equation (4.29), a spiral scanning method is employed. More 
specifically, the locus of an Archimedean spiral using polai’ coordinates {dco, 9) is given 
by
dco(i) = 4  +  ^ S ,  (4.30)
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1_
m-2R
Figure 4.1: Cell of interest (on the left) and cell of the m th tier of interference (on the 
right).
Figure 4.2: Spiral scanning method
where dg is the distance offset from the center of the spiral and df is the distance 
that separates successive turnings. Figure 4.2 depicts the path followed by the spiral 
scanning method in order to enumerate the UTs of a cell. In order to scan the entire 
cell, the distance offset has to be set to dg = 0. By combining Equations (4.29) and 
(4.30)
d r ( l f  = ( m - 2 F Ÿ + ( - ^ v t jV\/K 7 Vk
By using the normalized index t = l /N  instead of /,
2 ^2 ^ 2t:R4m • — v t cos dty/K 4 - (4.31)
da{\tŸ =  {rn ■ 2R Ÿ  +  j  -  4m • R ^ ^ j^ \ / i c o s  j  . (4.32)
In this point, it should be noted that dt depends on the cell radius R  and on the number 
of UTs 6m K  of m th interfering tier and therefore it should be dependent on m and 
proportional to dt{m) a
V ariance profile fu n ction
The variance profile function is utilized to calculate ç(S ) in Equation (4.20). Based 
on the aforementioned analysis, the variance profile function for uniformly distributed
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UTs over a planar cellular array is given by 
ç( t )  =  Ç {d c o { t ) )  n ' ^
The rect functions are used in order to apply different var iance profile functions to UTs 
that belong to the cell of interest and to each of the M  interfering tiers. The factor 
QmK is due to the fact that the m th interfering tier includes 6 m cells and thus QmK 
UTs, which can be treated equally on the grounds of symmetry.
4.2.3 Power Control
In the previous analysis, it was assumed that all the UTs transmit using the maximum 
power P . In this section, the analysis is generalized to incorporate cases where each UT 
transmits with arbitrary but constrained power < P. Additionally, let pk = P kfP  
be the normalized transmit power of the kth. UT. The transmit power of each UT is 
assumed to be constant for long code blocks and it does not depend on or adapt to the 
flat fading state. If the diagonal matrix P  with p  =  diag(P) = \ p i - . - P k n ]  denotes the 
input covariance matrix, the asymptotic per-cell sum-rate capacity Copt for this model 
is given by [75]:
Copt =  lim EA^—>oo
=  lim IV—»oo N
^ X( x; y |H) ]  
[log det (ijv + 7HPHt)]
=  ^ i^ ^ E [ lo g d e t( lO T s :  +  7 P 5 H tH P b ]
2= 1   ^ ^
where step (A) follows from the identity det (1 4 - AB) =  det (I 4- BA ). By decomposing
the matrix P sH ^ H P s  to a sum of vector products, it can be written as:
1 /  N  \  N  ,-P5H tH P5 =P5 ( Ÿ, h lL  I pè = (pè 0  h„)t (4.35)
\ n = l  /  n = l
where ~  CA^(0, V^) denotes the n th  1 x K N  row vector of {l/^/N)'H.. By defining 
matrix H  =  S  0  G  with variance profile function
ç(r, t) = p{t) 5 ç(r, t ) , (4.36)
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where p{t) is the transmit power of the t-indexed UT, it can be seen that the asymptotic 
per-cell sum-rate capacity Copt is given by lemma 4.2.5
C o p t  =  K -Vup . ( 4 , 3 7 )
The derived generic equation can accommodate all power control strategies, but for the 
remainder of this chapter the following three main cases ar e considered and compared:
N o  P ow er C ontrol
In this case all UTs transmit with maximum power P  and the capacity is given by
C o p t  =  K  ■ Vmp . (4 .3 8 )
P ow er E qu alization
The transmit power of eacli UT is equalized according to the path loss between the 
nearest BS and a cell-edge UT of the cell of interest
Çce =  \ / ï û  (  ^ ^  ) (4.39)
\  ^0 /
and the variance profile can be written as
where ç (r^ t)  is the path loss coefficient betweeh the tth  UT and the rcth BS, which 
denoted the BS of the cell where the tt\i UT is positioned.
E xp on en tia l P ow er C ontrol
The transmit power of each UT is controlled according to a scaled version of the equal­
ization coefficient. The scaling talces place by means of an exponent 7]e- The capacity 
is given by Equation (4.37) with variance profile defined as
where 0 < % <  1. It should be noted that exponential power control has two extremes 
for rje = 0 and r)e = I corresponding to no power control and power equalization 
respectively.
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4 .2 .4  I n d iv id u a l U T  r a te s
In order to determine the individual rate of each UT, a UT ordering is needed for the de­
coding of signals in the multicell joint processor. More specifically, if k =  [1,2, . . . ,  KN] 
is a vector containing all the UT indices, then the UT ordering 7r(fe) with A: e  k  de­
notes a permutation of this vector, with 7t ( 1 ) being the last-decoded UT and tc{K N ) 
being the first-decoded UT. Let us now consider an arbitrary UT ordering in order to 
observe its effect of the individual rates. In the SIC decoding of the uplink channel, the 
first-decoded UT signals are less favoured than the last-decoded UT signals, since the 
decoder has not still decoded and removed the interference. Considering an arbitrary 
UT ordering tt as above, the individual rate of the 7r(/c)th UT is given by:
R^ik) = IE (4.42)
where h&is the kth  iV x 1 column vector of H.
In order to achieve the fairest possible distribution, the space of all possible UT order­
ings has to be searched in order to identify the ordering that maximizes the minimum 
rate at each time instant. An algorithm to tackle this minmax problem for the downlink 
channel has been presented in [30]. However, the complexity of this problem makes it 
prohibitive for practical implementation. In this direction, the effect of the following 
heuristic UT orderings on the individual UT rates is considered:
• R an d o m  ordering : the UT ordering is a random perturbation of the UTs.
• C hannel o rdering : the UT ordering is determined by the norm of the instant 
channel matrix of each UT with respect to the N  BSs, i.e. ||hfc|| =
where hn,k is the (n, k)th  element of H  . This ordering favors deep-fade UTs by 
decoding them last, when the bulk of the interference has been already decoded 
and removed.
• R a te  o rdering: Let r  =  [R i . . .  R k n ] be the average UT rate vector achieved so 
far. The UT ordering for decoding the next frame is determined by sorting r  in an 
increasing order. As a result, the UT with the lowest current rate is decoded last 
without receiving any interference and the UT with the highest rate is decoded 
first receiving maximum interference.
4.3 Num erical R esults
This section verifies the close agreement of the derived closed-forms with Monte Carlo 
simulations by quantifying at the same time the effect of UT distribution, multiple 
antennas and power control on the per-cell capacity performance. The produced nu­
merical results are plotted versus the cell radius R  which is utilized to quantify the cell 
density of a large linear cellular array (Figure 4.3). It should be n o ted  that the results 
and insights obtained from linear arrays can be straightforwardly applied to planar
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M ulticell
D e c o d e r
Figure 4.3: Linear cellular array with K  = A UTs per cell on a uniform grid.
cellular systems using the concepts in section 4.2.2. In this direction, two approaches 
are considered for determining the UT density: a) fixed number of UTs per cell K, b) 
fixed number of UTs per distance unit (e.g. Km) K q. The employed approach will be 
explicitly mentioned in each set of results to avoid confusion. Furthermore, the fairness 
of individual ergodic UT rates is investigated by plotting the c.d.f. for fixed cell radius 
and number of UTs.
4 .3 .1  P r a c t ic a l P a r a m e te r s
In order to produce meaningful practical results, the path loss function of eq. (3.16) is 
considered along with the typical parameters of Table 4.1 for a real-world macro-cellular 
scenario. The values of L q and 77 have been fitted to the path loss model defined in the 
“Urban Macro” scenario of [87].
4 .3 .2  M o n te  C a r lo  S im u la tio n s
The analytical curves are verified by running Monte Carlo simulations over 100 random 
realizations^ of the system and by averaging the produced results. More specifically, 
for each system realization the Gaussian complex matrix G is constructed by randomly 
generating Gaussian i.i.d. c.c.s. fading coefficients with unit variance. Similarly, the 
variance profile matrix S  is constructed by randomly placing the UTs according to the 
considered spatial distribution in the coverage range of each cell and by calculating 
the variance profile coefficients using Equation (3.16). After constructing the channel 
matrix H  =  E  © G, the per-cell sum-rate capacity is calculated by evaluating the 
well-known formula in [24]
C*opt — j^ log det ^Itv +  qH PH ^ . (4.43)
It should be noted that in Figures 4.4-4.6  continuous lines represent analytical plots, 
whereas circle points represent simulation values.
^Due to the effect of multiuser averaging, 100 realizations are adequate for the per-cell sum-rate 
capacity to converge to the log-term average value.
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Table 4.1: Practical Parameters for Cellular Uplink
Parameter Symbol Value/Range (units)
Cell Radius R 0.1 — 3 km
Reference Distance do 1 m
Path Loss at ref. distance Lo 34.5 dB
Path  Loss Exponent V {3.5}UT Transmit Power Pt 2 0 0  m W
Thermal Noise Density No — 169 d B m /H z
Channel Bandwidth B 5 M H z
4 .3 .3  U s e r  T erm in a l D is tr ib u t io n
Figure 4.4 depicts the per-cell sum-rate capacity versus the cell radius assuming a 
fixed number of K  =  20 UTs per cell and single BS/UT antenna. Three UT spatial 
distributions are considered: cell-center collocation (F(æ) =  0), cell-edge collocation 
(F(æ) =  1) and the more realistic uniform distribution (F(æ) =  x). As it can be 
seen cell-center collocation overestimates the actual capacity achieved with uniformly 
distributed UTs, while cell-edge underestimates it.
4 .3 .4  A r e a  S p e c tr a l  E ffic ie n c y
The curve in Figure 4.5 refers to the mean Area Spectral Efficiency (ASE)
Ag =  Copt/A (nats or bits/sec/Hz/Km) (4.44)
averaged over a large number of fading realizations and UT positions. The ASE of con­
ventional and cooperative cellular systems has been also studied in [8 8 ] and [89] respec­
tively. In the current setting, while scaling the cell radius, the UT density (UTs/Km) 
K q =  40 UTs/Km  is kept fixed and hence the per-cell number of UTs K  ~  K qR  and the 
system power scales accordingly. As it can be seen, the potential of multicell decoding
is very promising especially for high cell density systems. It should be n o ted  that for
planar cellular systems the ASE is given by [67]:
Ag =  Copt/TrR^ (nats or bits/sec/Hz/Km^), (4.45)
4 .3 .5  P o w e r  C o n tr o l
Figure 4.6 depicts the per-cell capacity versus the cell radius for the three considered 
power control strategies (c.f. section 4.2.3) assuming that the UT density (UTs/Km) 
K q is kept fixed. It can be seen that the optimal capacity (no power control) is not 
affected by the density of the cellular system. On the other hand, the capacity under 
power equalization and exponential power control (with =  0.5) diminishes for sparse 
cellular systems.
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4 .3 .6  In d iv id u a l U T  R a te s
The ergodic individual UT rates are evaluated based on the afore described Monte 
Carlo simulations. For each channel realization, the decoding order is determined 
based on the three ordering criteria (c.f. section 4.2.4) and the instantaneous rates are 
calculated using eq. (4.42). The ergodic UT rates are evaluated by averaging over the 
instantaneous rates and plotted in the form of c.d.f. (Figures 4.T-4.9). In the case of 
Random Ordering (Figure 4.7), power control can mitigate the unfairness of UT rates, 
but there is still a small percentage of UTs which are not served. It should be noted 
that the unfairness mitigation takes place on the expense of the sum-rate capacity 
(c.f. Figure 4.6). In both cases of Channel and Rate Ordering (c.f. 4.2.4), Power 
Equalization achieves a fair UT rate distribution, while Exponential Power Control 
can provide a trade-off between sum-rate capacity and UT rate fairness by ranging the 
exponent % (Figures 4.8 and 4.9).
4.4 Summary
In this chapter, the multicell decoding performance of the cellular uplink channel was 
investigated in the presence of flat fading, path loss and distributed users. In this direc­
tion, analytical closed-forms were derived for the per-cell sum-rate capacity using a free- 
probabilistic approach. Furthermore, mathematical expressions of the variance profile 
function were described for both linear and planar UT distributions. The closed-forms
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Figure 4.7: UT rate cumulative distribution (bit/sec/Hz) for Random Ordering. Pa­
rameters: R = 1 Km, T]e =  0.5, K q = 40 UTs/Km.
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Figure 4.8: UT rate cumulative distribution (bit/sec/Hz) for Channel Ordering. Pa­
rameters: R = 1 Km, 7]e =  0.5, K q =  40 UTs/Km.
page 65
C h a p t e r  4: C e l l u l a r  U p l i n k :
U s e r  D i s t r i b u t i o n  a n d  P o w e r  C o n t r o l
Rate Ordering
0.9
0.7
0.6
Q 0.5
0.4
0.3
0.2
 No Power Control
Exponential Power Control 
-  -  -  Power Equalization
0.5 1.5 2 2.5
User Capacity in bit/s/Hz
3.5
Figure 4.9: UT rate cumulative distribution (bit/sec/Hz) for Rate Ordering. Parame­
ters: R = 1 Km, T)e =  0.5, K q =  40 UTs/Km.
were verified through Monte Carlo simulations for three different UT distributions: cell- 
center collocation, cell-edge collocation and uniform distribution. Subsequently, the 
analysis was extended in order to accommodate power control techniques and heuristic 
UT decoding orders. In this direction, the exponential power control technique was 
introduced, which can produce power control profiles ranging from power equalization 
to no power control, providing at the same time a trade-off between sum-rate capac­
ity and UT rate fairness. Finally, it was shown that fair UT rate distribution can be 
achieved by combining power equalization and adaptive UT ordering techniques.
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Chapter 5
Cellular Uplink: 
MIMO and MMSE Filtering
In this chapter, multiple BS/UT antennas are introduced into the proposed model and 
closed-forms are derived for asymptotic eigenvalue distribution of the channel matrix 
and the per-cell sum-rate capacity of the optimal joint decoder. The capacity scaling 
with respect to the number of antennas is investigated and verified with numerical 
simulations. Furthermore, linear MMSE filtering is studied as a means of reducing the 
computational complexity of the multicell joint decoding. In this context, two sub- 
optimal schemes are considered: 1 ) intra-cell user ortliogonalization combined with 
optimal multicell joint decoding and 2 ) intra-cell user ortliogonalization combined with 
linear MMSE filtering and single-user decoding.
The research work reported in this chapter has been published in [69, 90]:
• S. Chatzinotas, M. A. Imran, and C. Tzaras, “Uplink capacity of MIMO cellular 
systems with multicell processing,” in IEEE International Symposium on Wireless 
Communication Systems (ISW C S’08)  ^ Reykjavik, Iceland, Oct 2008, pp. 453- 
457.
• S. Chatzinotas, M.A Imran, and R. Hoshyai*, “Reduced-complexity multicell de­
coding systems with multiple antennas at the base station,” in 5th International 
Wireless Communications and Mobile Computing Conference (IW CM C’OQ), Leip­
zig, Germany, Jun 2009.
5.1 MIMO B S-U T  links
Multiple-Input Multiple-Output (MIMO) communications are a promising paradigm 
which has been studied meticulously during the last decades [91, 92] and has recently 
appeared in standardized cellular air-interfaces e.g. WiMAX, UMTS. As a result, the 
combination of MIMO and multicell processing comprises a scenario of great interest
page 67
C h a p t e r  5: C e l l u l a r  U p l i n k :
MIMO AND M M SE F il t e r in g
[93]. In this direction, the authors in [6 6 ] have investigated the capacity scaling in 
the asymptotic regime where the number of BS antennas and the number of UTs 
grow large for a Wyner-like cellular model. Subsequently, the multiple-tier interference 
model has been combined with multiple antennas and the asymptotic performance of 
optimal and group Minimum Mean Square Error (MMSE) decoders has been derived 
for orthogonal intra-cell UTs [64]. An important assumption preserved in [6 6 , 64] 
is that the UTs are unaware of the Channel State Information (CSI). This lack of 
knowledge limits the sum-rate capacity, since the UT is unable to fully exploit the space 
diversity by optimizing the power allocation over its transmit antennas. As shown in 
[43], the iterative-waterfilling input optimization technique can enhance the capacity 
performance of the system, but the enhancement is marginal in the high-SNR regime. 
Moreover, it should be noted that the aforementioned MIMO results apply only to 
uncorrelated MIMO channels, which is not always the case. For example, when the BS 
lies on high ground in a poor scattering environment, then receive correlation can be 
considerable. In addition, due to the limited separation amongst the transmit antennas 
of an individual UT, the channels of the transmit antennas can appear correlated. 
Such correlation effects can compromise the capacity growth of the multicell decoding 
systems, as it will be shown in chapter 6 .
5 .1 .1  C e llu la r  C h a n n e l  M o d e l
Assume that K  UTs are uniformly distributed in each cell (with radius R) of a cellular 
system comprising N  base stations and that each BS and each UT are equipped with 
UBS and nuT  antennas respectively. The received ngg x 1 symbol vector at n th  BS, at 
time index i, is given by eq. (3.6):
N  K
yn[*] =  Z )  5 ]  f^c[i]x„,,fc[i] H- z„[z], (5.1)
m = l  f c = l
where Xm,,&[%] is the ztli complex channel symbol vector nuT  x 1 transmitted by the kth  
UT of the m th cell and i s a n ^ g x  nuT  random matrix with c.c.s. i.i.d. elements.
The matrix G^ _ [^%] represents the multiple-antenna flat fading processes experienced 
in the transmission path between the n s s  leceive antennas of the n th  BS and the uut 
transmit antennas of the fcth UT in the m th cell. The fading coefficients are assumed 
to have unit power, i.e. E[GJ^ ^^ [z]G]];^ j^ .[i]'^ ] =  for all (n,m, fc) and all UTs are 
subject to a power constraint P , i.e. E[x,„^fc[i]'i'x7„,fc[*]] < P  for all (m, k). It should be 
noted that the UTs aie assumed to be completely ignorant of CSI. In case the UTs had 
perfect of even statistical CSI, input optimization strategies could be used to maximize 
the ergodic capacity [43, 94, 95] . However, in our case the optimal transmission 
strategy is to uniformly allocate the UT power P  across the nuT  transmit antennas 
i.e. E[xn%,A:Mxm,A;[%]^ ] = {P/nuT)T-nuT' Moreover, Gaussian input symbols are assumed, 
conforming with the capacity achieving statistics [24]. The variance coefficients ç” in 
the transmission path between the n th  BS and the kth  UT in the m th cell are calculated 
according to the power-law path loss model of eq. (3.16). Dropping the time index %, 
the aforementioned model can be compactly expressed as a vector memoryless channel 
of the form
ÿ  =  H M x 4 -z , (5.2)
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where ÿ  =  [yf . . .  with yn =  b i  • • • VnBsV representing the received signal vector
by the u b s  antennas of the n th  BS, x  =  [x^^ . . .  x^j^ x j^ i ^ n ,i  • • •
with Xn,k =  [æi. . .  Xnu2']'  ^ representing the transmit signal vector by the nuT  antennas 
of the fcth UT in the n th  cell and z— z^] ^ with z^ . =  [^i • • • ^nss]^ being i.i.d 
c.c.s. random variables representing AWGN with E[z„] =  0, E[zn[i]zn[i]^] =  œ’^ Iubs' 
The channel matrix can be rewritten as:
H m =  S m © G m , (5.3)
where Gm CM (0, Ijv^gg) is a complex Gaussian N u bs x K N n u T  matrix, comprising
the Rayleigh fading coefficients between the K N n u T  transmit and the N u b s  receive
antennas. Similaiiy, Sm  is a N u b s  x K N njjT  deterministic matrix, comprising the 
path loss coefficients between the K N njjT  transmit and the N u b s  receive antennas. 
Since the multiple antennas of each UT /  BS are collocated, Sm can be written in the 
form of a block matrix based on the single-antenna vaiiance profile matrix S  as
S m =  S  ® I, (5.4)
where E is a ngg x nuT  matrix of ones. The entries of the S  matrix are defined by the 
variance profile function of eq. (3.16).
5 .1 .2  C a p a c ity  A n a ly s is
T h eo rem  5.1.1. The asymptotic sum-rate capacity Copt for the cellular MIMO uplink 
channel is given by:
Copt =  ( j ^ )  =  { k ^ )  ’ (5-5)
where u b s , tlu t  is the number of multiple antennas at the BS, UT side respectively.
Proof. According to [75], the asymptotic sum-rate capacity Copt for the described model 
assuming a very large number of cells, is given by:
Copt =  lim EN —yoo
lim EN->-oo
= lim EN —^ oo
^ X ( x ; y  I H m)
Nubs
roo /  ^  \
=  n s s  I  log (1  +
-  riBS V^hmhI;, ( / f n t / r )
-  { k ^ )  ■ (5.6)
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where 7  =  K N P /a ^  — K N ^  is the system transmit power normalized by the receiver 
noise power and 7  =  P/cr^ is the UT transmit power normalized by the receiver
noise power Step (A) follows from eq. (3.17) and the fact that the available power
P  is uniformly allocated across the n jjT  transmit antennas. Step (B) follows from the 
fact that the matrices and have the same non zero eigenvalues,
but their sizes differ by a factor of KnjjT /nBS^ O
T h eo rem  5.1.2. The Shannon transform of the a.e.d. 0/ is given by:
(ïï^) ~
Proof The a.e.d. of is derived based on the analysis in section 4.2 and using
tools from the discipline of Free Probability. In this direction, can be written
as the sum of K N u u t  x K N u u t  nnit rank matrices, i.e.
1-H i iH M  =  E  (5.8)
 ^ n = l
where h„ 'n. CA/'(0 , V„) denotes the %th 1 x K N u u t  row vector of (1/\/ÎV)Hm, since 
the term ^  has been incorporated in the unit ranlc matrices. The covariance matrix 
equals =  ^ 2 ^, where is a diagonal matrix with diag(S„) =  cTn with cTn being 
the n th  row of Em- The unit-rank matrices W „ — hj^h^ constitute complex singular 
Wishart matrices with one degree of freedom and their density according to [82] is
/v „ (W „) =  S v^det g -tr(v ;^w .)
Sv„ =  (V „ ) . (5.9)
It can be easily seen that if V „ oc I, the matrices aie unitarily invariant and therefore
asymptotically free [75, Example 2.46]. Although in our case V„ =  let us assume
that the asymptotic freeness still holds. In this context, the asymptotic 7^-transform 
of each unit rank matrix [75, Example 2.28] is given by
iih ir
=  (5-10)
and the asymptotic P-transform  of ;^H]^jH]vi is equal to the sum of the 7^-transforms 
of all the unit rank matrices [75, Th. 2.64]
N u b s
N —^ 0 0  JV M  M  jV —> 0 0  T
l lhn f— liiïi -----------  ^  ^
N ^c^K N nrjT  l - w l | h „
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Since the variance profile function of Equation (3.16) defines a rectangular block- 
circulant matrix Sm  with 1  x K njjT  blocks which is also asymptotically row-regulai' [75, 
Definition 2.10], the asymptotic norm of should converge to the same deterministic 
constant for all BS antennas, i.e Vn
 ^ K N n u T  rlCnuT
^"11 E  =  (5-12)
where is the (n, A:)th element of the S m matrix. In addition, based on the row- 
regular ity it can be seen that
p K n u T  „  pi^BS pK nuT  „riBS /  ç^(? ',t)d t=  I I <;^{r,t)drdt. (5.13)Jo Jo Jo
Therefore, the 77.-transform can be simplified to [75, Th. 2.31, Ex. 2.26] 
lim H H  ~  rN^oo K nuT  Jo 1 — c u / ô  '■'’ ç ^ ( r ,  t ) d t
1  ■;'(»■. Odrdt
K n vT  n s s  -  w JJ*®» ç ^ r ,  i)d rd t 
=  (/(Sm)-
1  -
(5-14)
where q(S m) — l|SM|P/(ArA^7^{/r^jBS') is the Fi'obenius norm of the S m matrix 
||Sm |P — tr(s[,jSM ) normalized with the matrix dimensions and
IISmIP =  tr  { (S  ® IŸ  (S  ® I)} (5.15)
=  t r { ( s t ® l t )  ( S ® I ) }
=  t r { s t S ® l t l }
=  t r { s t s } t r { l i l }
=  tr  j s i ^ s j  nuT^BS
=  ||S|[^ nc/Tn-Bs- (5.16)
Thus, it can be seen that
ç( S m) =  ? (S ) =  (5.17)
In the asymptotic case, g(S) is given by eq. (4.20). Therefore, the a.e.d. of ^H |^H m  
follows a scaled version of the Marcenko-Pastur law and hence the Shannon û'ansform 
of the a.e.d. of 4  h 1 jHm can be written as
□
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Figure 5.1: Per-cell sum-rate capacity vs. the cell radius R  for multiple antennas n s s  
at the BS. Parameters: K  — 20,u b s  = [1,2 ,3].
L em m a 5.1.3. Combining theorems 5.1.1 and 5.1.2, the asymptotic sum-rate capacity 
Copt for the cellular MIMO uplink channel is given by:
K n UT(  ^Copt—K n u T  ' Vmp ( q ^  ,V K nuT  n s s (5.19)
5 .1 .3  E ffe c t o f  M u lt ip le  A n te n n a s
In order to study the effect of multiple antennas in the context of MCP cellular' models, 
the path loss function of eq. (3.16) is considered along with the typical parameters of 
Table 4.1 for a real-world macro-cellular scenario. In this direction, figure 5.1 depicts the 
per-cell capacity versus the cell radius R  for multiple antennas at the BS-side assuming 
a fixed number of K  = 20 UTs per cell. As it can be seen, the analytical results 
(solid lines) match the simulations (circle points) and the sum-rate capacity increases 
by adding more BS antennas. Moreover, the capacity enhancement due to iterative 
waterfilling [43] is marginal (0,002 nats/s/H z for u bs = l,n u T  = 3) as expected and its 
plot coincides with the solid curve in Figure 5.1. Therefore, this marginal enhancement 
does not justify the additional complexity needed in the transceiver design for acquiring 
the CSI and optimizing the transmitted signal.
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5 .1 .4  M IM O  A n te n n a  S c a lin g
According to [75], for large values of u and u > 1 it can be asymptotically written that 
Jm^uVMpC^tj v) =  log(mi) — (u — 1) log — 1. (5.20)
Furthermore, for large values of v the previous equation can be simplified to
lim uVm p(w,^') =  log(u'y) (5.21)u v^—>oo
since lim^_,oo +  i )  ~  6 . In this direction, by defining u = q {^ )^ jK n u T  and 
V =  K tiut/ tibs the per-cell capacity of Equation (5.19) can be simplified to
lim Copt =  riBs * log Tg (E) . (5.22)K^oo \  UBSJ
Equation (5.22) reveals the scaling of the MIMO sum-rate capacity with respect to 
single-antenna sum-rate capacity, which comes into agreement with the already-existing 
results in the literature [96, 6 6 ]. According to figure 5.2, when the number of UTs is 
large, the MIMO sum-rate capacity grows linearly with the number of BS antennas 
for the considered range of parameters. It should be n o ted  that the solid line refers 
to eq. (5.19), while the dashed line refers to eq. (5.22). The two curves converge for 
K  »  riBs/nuT, but they start to diverge as K  —»■ u b s / ^ u t -
In contrast with multiple BS antennas, incorporating multiple antennas at the UT side 
does not achieve a capacity enhancement, since equation (5.22) is independent of the 
number of UT antennas nuT‘ This can be intuitively explained by the fact that the 
sum-rate capacity grows linearly with the rank of the channel matrix min (n*°*,n|°*), 
where =  N u b s  and =  N K n u T  is the total number of receive and transmit 
antennas respectively in a MIMO MAC. Thus, K  3 > UBs/nuT  yields that 
and as a result the sum-rate capacity grows linearly with the number of BS receive 
antennas u b s - Hence, it can be seen that in terms of sum-rate capacity, K  UTs with a 
power constraint P  equally distributed over nuT  antennas are equivalent to K  single­
antenna UTs with an individual power constraint of P .
5.2 M M SE Filtering
In order to achieve the optimal capacity in a cellular multiple-access channel, all the 
UTs have to transmit simultaneously over the ensemble of the channel time-frequency 
resources (superposition coding), while Successive Interference Cancellation (SIC) is 
utilized at the joint processor [23, 14, 35] to recover the individual UT signals. However, 
the complexity of such a receiver grows with the number of UTs which ai'e involved in 
the SIC process and thus the computational load increases beyond the capabilities of 
current processors even for moderately sized systems (c.f, section 6.3.4).
In this direction, this section investigates the capacity performance of reduced com­
plexity communication schemes in order to evaluate their performance with respect to
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Figure 5.2: Per-cell sum-rate capacity vs. number of BS antennas 7 1 5 5  for TV —» oo 
(solid line) and for N ,K  —> 00 (dashed line) . Parameters: K  = 20, R  = IK m .
the optimal multicell joint decoding scheme. The complexity can be reduced either by 
decreasing the number of UTs in the SIC process or by using sub-optimal multiuser 
receivers, which can still exploit the paradigm of BS cooperation. More specifically, the 
number of UTs can be decreased by splitting the intra-cell UTs into orthogonal groups 
using TDMA or FDMA techniques [14, 64, 51]. Additionally, the computationally- 
expensive multicell joint decoder could be replaced by the simpler approach of lin­
ear Minimum Mean Square Error (MMSE) filtering, followed by single-UT decoding 
[97, 98]. In this direction, two sub-optimal schemes are considered: 1) intra-cell user 
orthogonalization combined with multicell joint decoding and 2 ) intra-cell user orthog- 
onalization combined with linear MMSE filtering and single-user decoding. A relevant 
investigation can be found in [64], although therein a single multiple-antenna UT per 
cell is considered in combination with single-cell linear MMSE detectors or nonlinear 
MMSE SIC detectors. In our investigation, multiple UTs per cell with arbitrary num­
ber of antennas per UT can transmit simultaneously, as long as the total number of 
transmit antennas per cell matches the number of receive antennas at the BS. Further­
more, a single linear MMSE filter is applied across all the cooperating cells, which aims 
at jointly maximizing the achieved Signal to Interference and Noise Ratio (SINK). In 
this context, TDMA and FDMA are utilized as intra-cell orthogonalization techniques, 
while both peak and average transmit power constraints are taken into account.
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5 .2 .1  C h a n n e l M o d e l
Assume that K  UTs are spatially distributed in each cell (with radius R  as in Figure 
4.3) of a linear cellular array comprising N  BSs with n s s  antennas per BS. Further­
more, we assume that Channel State Information (CSI) is not available at the UT-side 
and thus input optimization through iterative waterfilling [43] is not possible. In the 
remainder of the analysis, single-antenna UTs are considered in order to simplify the 
notations, although the model is straightforwardly extendable to UTs equipped with 
arbitrary number of antennas. It should also be noted that perfect CSI is assumed 
to be available at the receiver-side. In this context and considering an average power 
constraint P  per UT antenna, the optimal transmission strategy is non-orthogonal 
transmission [14] with power P  [48, 29] followed by optimal multicell joint decoding 
[14]. In other words, the UTs transmit simultaneously on the available bandwidth and 
SIC is employed at the central multicell-decoding processor [35]. However, it is well- 
known that joint decoding of a large number of UTs is highly complex and additionally 
successive decoding techniques can introduce error propagation in the system. On these 
grounds, the suboptimal MMSE receiver is investigated due to its reduced-complexity 
and compared with the optimal joint decoder. More specifically, this study considers 
a receiver which performs linear' MMSE filtering followed by single-user decoding. The 
main limitation of the MMSE receiver is tha t the number of UTs that can be filtered 
effectively is limited by the rank of the channel matrix, namely the number of receive 
antennas N ubs-  Due to this factor, intra-cell orthogonalization techniques have to 
applied amongst the system UTs, allowing only N n n s  ont of the K N  UTs to trans­
mit over the same channel resources. In this direction. Time and Frequency Division 
Multiple Access (TDMA and FDMA) are considered as means of dividing the system 
UTs into K / u b s  orthogonal groups. In addition, a further practical consideration, 
namely a peak power constraint Pmaxj is introduced by defining the Peak to Average 
power Ratio PAR =  Pmax/P with PAR > 1 . It should be n o ted  that in practical 
cellular systems, the concept of pealc power constraint can be justified based on the 
non-linearity of amplifiers, air-interface standardization, interference regulations and 
health regulations.
O p tim al T ransm ission  S tra te g y
Let us assume a large number of uniformly distributed UTs and a channel model 
impaired by flat fading and path loss. Adopting the optimal transmission strategy, the 
received signal at the rith BS, at time index i ,  is given by the u b s  x 1 vector:
N K
yn[*] =  E  ^  +  Zn[«], (5.23)
m = l  k —l
where Xjn,k\^] is the %th complex channel symbol transmitted by the k t h  UT of the 
m th cell and is a 7 1 5 5  x 1 Gaussian vector containing i.i.d. c.c.s. elements of 
unit vai'iance, which represent the flat fading processes experienced in the transmission 
path between the u b s  antennas of the n th  BS and the k t h  UT in the m th cell. The 
fading coefficients are assumed to have unit power, i.e. E[g]]:,^  ^^ [T](g]^  ; [^i])^ ] =  In^s for
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all {n ,m ,k). The path-loss coefficients in the transmission path between the n th  
BS and the A:th UT in the m th cell are calculated according to the power-law path loss 
model of eq. (3.16). The n s s  x 1 vector Zn = [z i. . .  Zn^sV' contains i.i.d. c.c.s. random 
variables representing AWGN with E[z„] =  0 , E[z„[7](zyi[i])f] =  Since there is
no CSI at the UT-side and PAR > 1, all UTs transmit with a constant power P , i.e.
=  P  for all {k ,m ,i), assuming a flat fading environment. The model can be 
more compactly expressed as a vector memoryless channel of the form:
y  =  H x  +  z, (5.24)
where y  =  [yf . . .  y ^ ]^  with y„ (c.f. eq.(5.23)) represents the received symbol vector by
the multiple antennas of the n th  BS, x  =  [æi,i. . .  Z2 , i  Xjv-i.jc ^N,i • • •
represents transmit signals by all the UTs of the cellular system and z =  [ z f . . .  z^]^  
(c.f. Eq.(5.23)) represents AWGN. The channel matrix H  can be written as
H  =  (S  <g) In ss) ® G, (5.25)
where S  is a AT x AT AT deterministic matrix, is a ngg x 1 vector of ones, and
G ~  C //{0,lNnBs) ÎG a complex Gaussian N u bs  x K N  matrix comprising the corre­
sponding Rayleigh fading coefficients. The entries of the S  matrix are defined by the 
variance profile function of eq. (3.16).
In tra -ce ll O rth ogonaliza tion
Considering intra-cell orthogonalization, only N u b s  out of K N  UTs transmit per chan­
nel use and thus the received signal at the n th  BS, at time index i, is given by:
N  riBS
yn[î] =  E  Ë  +  Zn[î], (5.26)
m—1 k—l
or expressed as a vector memoryless channel of the form:
y  =  HoXo 4- z, (5.27)
wheie Xq [^ i,i . . .  ^i,tib3 ^ 2 , 1 ...........—1,7^ 33 lepresents transmit
signals by a group of N u b s  UTs. The channel matrix Hq can be written as
Ho =  (So ® hiBs) ® Go, (5.28)
where So is a AT x N u b s  deterministic matrix, is a ngg x 1 vector of ones,
and Go ~  CM{0,ÏMnBs) is a complex Gaussian N u bs x N h bs  m atrix comprising 
the corresponding Rayleigh fading coefficients. The entries of the So matrix are still 
defined by the variance profile function of eq. (3.16)
- 77/2
(5.29)
with the differentiation that r  € (0 , 1 ] and t G {0,nBs]-
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5 .2 .2  C a p a c ity  A n a ly s is  
O p tim al Jo in t D ecoding
Considering the optimal transmission strategy combined with optimal miilticell joint 
decoding, the asymptotic per-cell sum-rate capacity Copt for this model is given by [75]
=  lim TiggE i V —» o o
== UBS log ( l  +  d F i^)
=  U B S  • V ^ H H t
=  (5.30)
where 7  =  K N ^  and 7  =  P/cr^ is the system- and UT- transmit power normalized with 
the receiver noise power respectively. Using lemma 5.1.3, the optimal per-cell sum-rate 
capacity is given by:
Copt =  / f - V m p  ( ' « ( s Æ . — j ,  ( 5 . 3 1 )
\  n B S /
where according to equations (4.20) and (5.17)
lim q(S) = [  q‘^ {r,t)dt, Vr G [0,1]. (5.32)AT—7 0 0  K  JQ
If optimal joint decoding is combined with intracell orthogonalization, then using lemma
5.1.3 the per-cell sum-rate capacity is given by:
Copt' =  • Vmp ’ (5.33)
where 7  =  N u b  S'Y and 7  is the group- and UT- transmit power normalized with the 
receiver noise power respectively. The vai'iable 7  is not utilized for the normalized 
UT transmit power, since its value depends on the orthogonalization technique and 
the PAR. This dependence is described in detail later on in this section. Now let us 
assume that the number of BS antennas u b s  Is sufficiently lar ge, so that even if K  UTs 
are divided in orthogonal groups of u b s  UTs, there is still a lar ge number of UTs per 
group uniformly distributed across the coverage area of each cell. In this case, it can 
be asymptotically written that
N
1 priBS „ ^  „lim ç(So) =  —  /  ç^(r,î)dt, Vr G [0,1]. (5.34)'f-^oo U B S Jo
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L inear M M S E  R eceiver
T h eo rem  5.2.1. The achievable sum-rate when intra-cell orthogonalization is em­
ployed as the transmission strategy, followed by linear MMSE filtering and single-UT 
decoding is given by:
Cmmse -  UBS log U L )  J  ’ (5 .35 )
where 7  =  N u b sI  cbnd 7  is the group- and UT- transmit power normalized with the 
receiver noise power respectively.
Proof. Let us consider the suboptimal scenario, where intra-cell orthogonalization is 
employed as the transmission strategy, followed by linear MMSE filtering and single- 
UT decoding. If SINRavg and mmseavg denote the average UT SINR and MMSE 
after filtering, the achieved per-cell capacity can be approximated by [75, Equation 
1.9][10, 99 , 100]:
Cmmse — "^BS hm log ( I T  SINRavg)N —^ oo
= N —*oo
=  -n B S  Ihn logN —*oo
mmseiavg
NnBS E
=  -UBS  lim log I EAT—700
=  —nBS
NubsE
=  -n s s lo g ( i ; iH ÎH „
nss 
7
X
-dFT (æ)
nBS (5 .36 )
where 7  =  N u b s I  and 7  is the group- and UT- transmit power normalized with the 
receiver noise power respectively and 7/x is the 77-transform [75] of a random square 
Hermitian matrix X. O
T h eo rem  5.2.2. For a complex Gaussian matrix G  ov CAf { 0 , 1 m ) ,  the a.e.d. o fj^Q ^G  
converges almost surely to the nonrandom a.e.d. of the Mar6enko-Pastur law,
î?^GtG (^ 0  ?7MP {u,v) , 
whose Tj-transform is given by [10, p. 303]
4>{u,v)’?MP (w, -y) =  1 - Auv
(f) (u, v) =  u ( 1  T  ^ /vŸ  T  1 -  \ J u { l -  Vy)^ T  1 ^ 
and V is the ratio of horizontal to vertical matrix dimensions.
(5 .37 )
(5 .38)
(5 .39 )
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T h eo rem  5.2.3. The rj-transform of (1/AT)H1Ho is given by:
-  VMP (g  ( S o )  l )  . ( 5 . 4 0 )
Proof. The 77-transform of (l/iV )H lH o follows from the arguments in the derivation of 
theorem 5,1.2. □
L em m a 5.2.4. Combining theorems 5.2.1 and 5.2.3, the achievable sum-rate when 
intra-cell orthogonalization is employed as the transmission strategy, followed by linear 
MMSE fUtering and single- UT decoding is given by:
Cmmse =  log ^^MP ^ 9  (-^o) ^ • (5.41)
T D M A  versus F D M A
So far the treatment of intra-cell orthogonalization was common for both TDMA and 
FDMA. However, there are a number of distinct differences, which should be pointed 
out before proceeding to the numerical results section. Firstly, the assumption of flat 
fading is more valid for FDMA than TDMA systems due to the narrower sub carrier 
bands. Secondly, the capacity-achieving Gaussian input presumes codewords, which 
are sufficiently long to experience all possible realizations of the channel. Considering 
that each orthogonal UT group is scheduled once every K / u b s  channel uses, there can 
be a considerable time delay between transmissions, which is problematic for delay- 
sensitive applications. Thirdly and most importantly, the TDMA transmit power can 
get saturated due to the peak power constraint. More specifically, as the number of 
orthogonal groups increases, the transmission duration of each group decreases and thus 
the UTs have to employ bursty transmission, namely short duration and high power. 
However, the peak power constraint of each UT limits the maximum instantaneous 
power which can be utilized and thus the TDMA transmit power gets saturated^. This 
problem does not apply to FDMA systems, since in this case the SNR gain originates in 
the fact that narrower sub carrier bands are affected by lower noise levels. To quantify 
this distinctive difference, the TDMA transmit SNR can be written as
f 4  • — PAR > 
while the FDMA transmit SNR can be written as
Finally, it is worth mentioning that a TDMA system would also require perfect syn­
chronization amongst the orthogonal groups and open loop power control to prevent 
the UTs from exceeding the pealt power constraint.
^It should be n o ted  that in the absence of the peak power constraint TDMA and FDMA are 
equivalent in terms of capacity.
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5.2.3 Numerical Results
This section verifies the accuracy of the derived closed-forms and investigates the per­
formance handicap of the suboptimal transmission and decoding techniques based on 
numerical results. In order to produce practical results, the typical parameters of Table
4.1 are considered in conjunction with the path loss model of eq. (3.16).
C ap ac ity  S im ula tions
In each figure of this section, there are five curves: 1) optimal per-cell capacity (eq. 
(5.31)), 2) achievable per-cell capacity with FDMA and optimal multicell joint decoding 
(eq. (5.33) and (5.43)), 3) achievable per-cell capacity with TDMA and optimal multi­
cell joint decoding (eq. (5.33) and (5.42)), 4) achievable per-cell capacity with FDMA 
and linear MMSE filtering (eq. (5.41) and (5.43)), 5) achievable per-cell capacity with 
TDMA and linear MMSE filtering (eq. (5.41) and (5.42)). The analytical curves are 
verified by running Monte Gai'lo simulations over 100 random realizations of the system 
and by averaging the produced results. More specifically, for each system realization 
the Gaussian complex m atrix G  is constructed by randomly generating Gaussian i.i.d,
c.c.s. fading coefficients with unit variance. Similarly, the variance profile matrix S
is constructed by randomly placing K  UTs according to a uniform distribution in the 
coverage range of each cell and by calculating the variance profile coefficients using 
eq. (3.16). After constructing the channel matrix H  =  S  © G, the optimal per-cell 
sum-rate capacity is calculated by evaluating the formula in [24]
Gopt — j^ log det (Inubs  +  7 HH^  ^j - (5.44)
In addition, the intra-cell orthogonalization channel matrix Ho is constructed by ran­
domly selecting t i e s  out of the K  UTs of each cell and concatenating the corresponding 
column vectors of H . The achievable per-cell sum-rate with FDMA and optimal mul­
ticell joint decoding is given by
=  [log det +  TfH oH I ) ] , (5.45)
while the achievable per-cell sum-rate with TDMA and optimal multicell joint decoding 
by
[log det (ijvnBB +  Tt H oHI ) ] .  (5.46)
Similarly, the achievable per-cell sum-rate with FDMA and linear MMSE filtering is 
given by
Nubs r —ilE  l o g | ( W  +  7FH tH „j
k=
while the achievable per-cell sum-rate with TDMA and linear MMSE filtering by
Nubs
^FDMA   Lip-'m m se  jy- ^ (5.47)
r / \ ~llU nubs +  TtH JH o j
k=i L
(5.48) 
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Optimal 
Optimal FD M A  
-  -  “ Optimal T D M A  
M M SE FD M A  
-  ■ -  ' M M SE TD M A  
Sim ulation
C ell Radius R in Km
Figure 5.3: Per-cell capacity vs. cell radius R  for fixed number of UTs per cell. Pa­
rameters: AT =  20, riBS = 4, PAR =  2.
A chievable S u m -ra te  R esu lts
Figure 5.3 depicts the per-cell capacity versus the cell radius R  for the five considered 
scenarios, while preserving a fixed number of UTs per cell AT. It should be noted that 
continuous lines represent analytical plots, whereas circle points represent simulation 
values. As Figure 5.3 illustrates, there is a close agreement between analysis and 
simulation for the considered range of values. Moreover in Figure 5.4, the UT density 
(users/Km) Kq  is kept fixed while scaling the cell radius, and hence the per-cell number 
of UTs K  =  K q R  and the system normalized power 7  scale accordingly. As it can be 
seen, the optimal capacity is not affected by the cell density of the system, whereas 
in the other scenarios the achieved sum-rate diminishes for sparse cellular systems. 
Furthermore, the FDMA scheme performs better than TDMA due to the peak power 
constraint. It should be n o ted  that for the first point of the curves (A =  0.1 K m )  the 
number of UTs per cell equals the number of BS antennas and this is why optimal and 
FDM A/TDM A capacities coincide. Figure 5.5 illustrates the per-cell capacity for fixed 
cell radius and number of BS antennas, while the number of UTs per cell increases. It 
is shown that FDMA sum-rate increases while TDMA sum-rate remains fixed with the 
number of UTs per cell due to the peak power saturation. What is more, the complexity 
of the multicell receiver does not increase with the number of UTs per cell, since only 
N u bs out of K N  are processed per channel use for the sub-optimal schemes. Finally, 
Figure 5.6 depicts the per-cell capacity for fixed cell radius and UTs per cell, while the 
number of BS antennas increases. As it can be seen, even with the suboptimal schemes 
a linear scaling of the achieved sum-rate with the number of BS antennas is observed.
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40 «
Optimal 
■ ■ "O ptim al FD M A
 Optimal T D M A
'■ '■ 'M M S E  FD M A  
M M SE TD M A
20 S
'"'"imimim
2.50.5
Cell Radius R in Km
Figure 5.4: Per-cell capacity vs. cell radius R  for fixed UT density. Parameters: 
K q =  40 UTs/Km, n s s  =  4, PAR =  2.
40
Optimal 
■ ■ ■ Optimal FD M A  
-  —  Optimal T D M A  
'■ '■ 'M M S E  FDM A  
M M SE T D M A
Icc
I
Num ber o f  U T s per cell K
Figure 5.5: Per-cell capacity vs. number of UTs per cell K . Parameters: R  
IK m , n s s  — 4, PAR =  2 .
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Optimal
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• “  “  Optimal T D M A
■ ' ■ I M M SE FD M A  
“  ' “  ■ M M SE T D M A
40 «
= 20
20 2
Num ber o f  BS antennas n,BS
Figure 5.6: Per-cell capacity vs. number of BS antennas u b s - Parameters: R  =  
IK m , K  =  20, PAR =  2.
5.3 Summary
In this chapter, the capacity performance of MCP cellular models was evaluated when 
MIMO BS-UT links are in place. In this direction, it was shown that by incorporating 
multiple antennas at the BS-side, an almost linear growth of the sum-rate capacity can 
be achieved with respect to the number of antennas. More importantly, it has been 
shown that increasing the number of UT antennas does not achieve higher capacities, 
which is in accordance with the size and power limitations of the mobile handsets. Fur­
thermore, this chapter investigated multiple-access techniques and multiuser receivers, 
which can reduce the system complexity. In this direction, intra-cell orthogonalization 
were considered as a means of decoupling the multiuser receiver’s load from the number 
of UTs. In addition, the achievable sum-rate was studied for the suboptimal but effi­
cient receiver, which employs linear MMSE filtering, followed by single-user decoding. 
The main conclusion of this study is that linear MMSE filtering combined with multi­
ple BS antennas and intra-cell orthogonalization could provide a considerable capacity 
enhancement for an affordable complexity level. From a system-design point of view, a 
capacity versus complexity trade-off can be achieved by varying the number of BS an­
tennas and as a result the size of the UT group which has to be jointly filtered. Finally, 
FDMA is shown to be more efficient than TDMA as an intra-cell orthogonalization 
technique, when the UT transmissions are peak-power constrained.
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Chapter 6
Cellular Uplink: 
MIMO under Antenna Correlation
This chapter studies the effect of MIMO fading correlation on the capacity performance 
of a multicell processing system. In this context, a cellulax MIMO uplink channel 
model is introduced, which accommodates distributed UTs, a continuous path-loss 
model and Kroneclcer-correlated multiple antennas. Based on a recent Random Matrix 
Theory result, the sum-rate capacity calculation problem is transformed to a non-linear 
programming problem, which can be utilized to efficiently calculate the optimal capacity 
for finite cellulai' systems. Furthermore, the asymptotic eigenvalue distribution of this 
channel model is analyzed based on free-probabilistic arguments and closed-forms are 
derived for the per-cell sum-rate capacity of the optimal joint decoder and the MMSE 
decoder. Based on the derived closed-forms, it is shown that antenna correlation at 
the UT-side has no effect on the performance, while antenna correlation at the BS-side 
compromises the multiplexing gain of the system. For a set of practical parameters, 
the agreement of analytical closed-forms and Monte Carlo simulations is established 
and the effect of BS-side antenna correlation is evaluated.
The research work reported in this chapter has been published in [70, 101, 102]:
•  S. Chatzinotas, M.A Imran, and R. Hoshyar, “On the multicell processing capac­
ity of the cellular MIMO uplink channel in correlated Rayleigh fading environ­
ment,” IEEE Trans. Wireless Commun., 2009, to appear.
• S. Chatzinotas, M.A Imran, and R. Hoshyar, Cooperative Communications for 
Improved Wireless Network Transmission: Frameworks for Virtual Antenna A r­
ray Applications. IGI Global, 2009, ch. Capacity Limits of Base Station Coop­
eration in Cellular Networks.
• S. Chatzinotas, M.A Imran, and R. Hoshyar, “The multicell processing capacity of 
the cellular MIMO uplink channel under correlated fading,” in IEEE International 
Conference on Communications (ICC’09), Dresden, Germany, Jun 2009.
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6.1 Point-to-point MIMO Correlation
The capacity results of chapter 5, as well as the majority of MCP results in the literature 
have been produced based on the simplifying assumption that the fading coefficients 
of the MIMO subchannels are completely uncorrelated. In reality, this is not the case, 
since fading correlation may appear due to inadequate antenna separ ation and/or poor 
local scattering [103]. In a typical macro cellular scenario, the inadequate antenna 
separation mainly affects the UTs, as the components of the antenna array may be 
separated by a distance less than half of the communication wavelength due to their 
size limitations. On the other hand, poor local scattering affects mainly the BSs, as 
the number of local scatterers is insufficient due to their elevated position.
6 .1 .1  C o r r e la te d  M IM O  C h a n n e l M o d e ls
Focusing on a point-to-point MIMO link, the channel matrix can be expressed in general 
as [104]:
H  =  (6.1)
where G r and G t are Gaussian matrices, whereas R r , R r and R t  are deterministic 
or slow-varying matrices. The matrices R r  and R t , also known as the receive and 
transmit correlation matrix, depend on the angle spread, the antenna beamwidth and 
the antenna spacing at the receive and transmit end respectively. The matrix R r 
introduces the notion of the keyhole or pinhole channel, which appears when R r is a 
low-rank matrix. In cases where there is adequate scattering to prevent the keyhole 
effects (i.e. R r is full-rank), the channel matrix can be written as:
H  =  R ^ /^ G R ^ \ (6 .2 )
where G is a Gaussian matrix. This channel matrix represents the Kronecker correla­
tion model [105], since the covariance of the vectorized channel matrix can be written 
as the Kronecker product of the receive and transmit correlation matrix, namely:
cov (vec (H)) =  R r  ® R t (6.3)
or equivalently
E [(H)p., (H );J  =  (Rr )^,, (Rt ),,, , (6.4)
where (X)^j is the (« ,j)th  element of matrix X. According to the Kronecker corre­
lation model, the correlation between two subchannels equals to the product of the 
corresponding transmit and receive correlation (c.f. eq. (6.4)). From a physical point- 
of-view, the Kronecker model appears when the antennas are arranged in regular arrays 
and the correlation vanishes fast with distance [106]. In this point, it is worth men­
tioning that according to [107, 108] a MIMO channel with a laige number of keyholes 
converges to the Kronedcer MIMO model. An interesting property of the Kronecker 
model is its equivalence to the separable correlation model [106, 109] , while studying 
the eigenvalue distribution of the channel covariance matrix H H k  More specifically, 
if R r  =  UDrU'1 and R t  =  VDtVI" are the eigenvalue decompositions of the receive
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and transmit correlation matrices respectively, then -based on the isotropic behavior of 
Gaussian matrices- the eigenvalue distribution of H H I =  is equiva­
lent to the one of d J/^G D t G 1D^^. In this direction, the equivalent MIMO channel 
matrix can be written as:
H  X D ^ ^ G D ^ ^  (6.5)
This equivalence is going to be very useful in the derivations of section 6.2.
Let us now focus on the structure of the correlation matrix. A common model often 
used to effectively quantify the level of spatial correlation is the exponential correlation 
model [110, 111, 112] . More specifically, according to the exponential model, the 
receive/transmit correlation m atrix can be constructed utilizing a single coefficient 
Pe € C with I Pel < 1 as follows:
{/  s a b s O ' - i )  . .i > j
where abs(-) denotes the absolute value. It has been shown that the exponential model 
can approximate the correlation in a uniform linear array under rich scattering condi­
tions [113]. Similar correlation models, such as the square exponential and the tridiag­
onal model can be found in [114].
6 .1 .2  P o in t - to - p o in t  M IM O  c h a n n e l c a p a c ity
The already existing approaches for the point-to-point MIMO channel can be classified 
in two main categories: exact analysis and asymptotic analysis. In the exact analysis, 
the probability distributions of finite-dimension matrices are investigated, resulting in 
closed-form expressions which can produce exact results [115, 116]. On the other hand, 
in the asymptotic analysis a single or both dimensions of the random channel matrix 
grow infinitely large in order to allow approximations and simplifications due to the 
law of large numbers. Although the asymptotic analysis may seem less accurate, it has 
been widely shown that asymptotic closed-form expressions are able to produce accurate 
results even for finite dimensions [75]. W hat is more, the asymptotic analysis is ideal 
for studying cases where the system size is of no importance, since it reveals the effect of 
normalized parameters and provides insights into the system’s performance [117]. In the 
category of asymptotic analysis, the majority of the approaches consider the generic 
setting where correlation affects both transmit and receive end and the numbers of 
both transmit and receive antennas grow large together while preserving a fixed ratio. 
Although the asymptotic eigenvalue distribution analysis comprises an approximation 
for matrices of finite dimensions, it is often employed in order to isolate the effect of 
specific physical parameters and to produce analytical closed-form expressions. This 
setting is particulaidy suitable for studying the uplink channel of multicell processing 
systems, since the ratio of transmit and receive antennas is a constant proportional to 
the per-cell number of UTs K .
The performance of multi-antenna channels was originally investigated in [24, 118] and 
it was shown that the capacity grows linearly with rain (nr, nt), where Ur and n  ^ ai*e the
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number of receive and transmit antennas respectively. However, the correlated fading 
amongst the multiple antennas compromises the capacity performance with respect 
to the independent fading case. This phenomenon is widely established in various 
regimes and settings; the capacity of the Kronedcer correlated (also known as doubly 
correlated) MIMO channel is expressed as a hxed-point equation based on the Steltjes’ 
transform [106] of the limiting eigenvalue distribution of H H k  In the same direction, 
authors in [119] study the capacity of the Kronecker correlated MIMO channel based 
on the principles of Random Matrix Theory [75]. The derivation results in a fixed- 
point equation including functionals of the SINK and MMSE. In [109, 120, 121], the 
expectation and the variance of the capacity are evaluated using closed-form expressions 
based on the solution of 2 x 2 equation systems. In [122], the principles of majorization 
theory [123] are applied in order to show that the average mutual information is a 
Schur-concave function with respect to the ordered eigenvalue vector of the correlation 
matrix. In addition, the doubly correlated MIMO channel for Toeplitz correlation 
matrices is analyzed in [114] based on the concept of linear spectral statistics. Finally, 
in [124, 125] the performance of Kronecker correlated MIMO channels is studied using 
the replica method, which originates in theoretical physics.
It should be noted tha t the aforementioned results specifically focus on the point- 
to-point correlated MIMO channel. In the following sections, MIMO correlation in 
individual BS-UT link is studied in the context of multicell processing systems.
6.2 Channel M odel & A ssum ptions
Let us assume that K  UTs are uniformly distributed in each cell of a linear cellular 
system (Fig. 4.3) comprising N  base stations and that eacli BS and each UT are 
equipped with u bs  and nuT  antennas respectively. Under conditions of correlated fiat 
fading, the received signal at the n th  BS, at time index i, is given by:
ynW =  E  E  C .k  ( R rZ.Jc) '  ( % , t ) * +  Zn[i], (6.7)m=l
where is the ith  complex channel symbol vector ni/T x  1 transmitted by the
k t h  UT of the m th cell and is a u b s  x nuT  random matrix with independent,
strictly stationary and ergo die complex random elements in the time index i. According 
to the Kronedcer correlation model, RTm,A; and Rr^^^ are deterministic transmit and 
receive correlation matrices of dimensions n u r  x nuT  and u b s  x u b s  respectively. In 
this context, the following normalizations are considered in order to ensure that the 
correlation matrices do not affect the path loss gain of the BS-UT links:
tr(RTÎ^^fc) =  nuT  and tr(RR.;^_^) =  tibs V(n, m, k).  (6 .8 )
The matrix product (RRm,fc)^^^Gm,A;[*](^Tm,fc)^^^ represents the multiple-antenna cor­
related flat fading processes experienced in the transmission path between the u b s  re­
ceive antennas of the n th  BS and the tiut  transmit antennas of the k t h  UT in the m th 
cell. The fading coefficients are assumed to have unit power, i.e. E[G^^^.[i]G|^ j^ .[z]l’] =
page 87
C h a p t e r  6: C e l l u l a r  U p l i n k :
M IM O u n d e r  A n t e n n a  C o r r e l a t io n
Iiiss for all (n, m, k) and all UTs are subject to a power constraint P , which is uni­
formly distributed across the transmit antennas i.e. d
for all {m ,k). The vector represents the AWGN noise at the receiver with
E[zn[«]] =  0, E[z„[i]zn[i]'*'] =  cr^Ingg. To simplify notations, the parameter 7  =  P/cr^ is 
defined as the UT transmit power normalized by the receiver noise power. The variance 
coefficients  ^ in the transmission path between the n th  BS and the kth. UT in the 
m th cell are calculated according to eq. (3.16). Dropping the time index i, the afore­
mentioned model can be more compactly expressed as a vector memoryless channel of 
the form
ÿ =  H c x  +  z, (6.9)
where ÿ  =  [ y f . . .  with yn =  [yi • • ■ Vnss]^ representing the received signal vector
by the ngg antennas of the n th  BS, x  =  [xf^  ^ . . .  x f  x ^ ^ .......... • • • ^ n ,k V
with Xtji./c =  [æi. . .  Xnuj.]^ representing the transmit signal vector by the nuT  antennas 
of the fcth UT in the m th cell and ... with z^  ^ =  [%i. . .  Zn^sV  being i.i.d
c.c.s. random variables representing AWGN. In order to simplify the notations, it is 
assumed that all BSs/UTs are characterized by identical receive R r and transmit R t 
correlation matrices. However, it should be n o te d  that the following capacity analysis 
can be straightforwardly generalized to encompass the more realistic case of different 
correlation matrices for each BS/UT. The channel matrix H e can be written as
H e  =  Sm O ((liv  ® R r 2  ^ Gm (J-k n  ® RT^^] , (6 .1 0 )
where Gm is a N n s s  x K N njjT  Gaussian matrix with i.i.d. c.s.s. elements of unit 
variance. As explained before, the Kronecker correlation model is equivalent to a 
separable variance profile model in terms of its eigenvalue distribution. Based on this 
equivalence, the channel matrix can be rewritten as follows:
H e X S m © ( d I g m d I )  =  S m 0   ^ 0  G m , (6.11)
where D r  and D t  are the diagonal eigenvalue matrices of lyv ® R r ^  and I k n  ® R ^ ^  
respectively and dR : 1 x N u bs  and d.T : 1 x K N n u T  are row vectors containing 
the diagonal elements of D r  and D t  respectively. As it can be seen, the MIMO 
correlation model has been transformed into an uncorrelated model with a variance 
profile D =  Dm O (d^dT )z , which is neither row-regular nor separable.
6.3 Capacity Analysis
In this direction, it has been shown that the correlated channel matrix of the point- 
to-point MIMO channel can be expressed in terms of the separable variance profile, 
which depends on the eigenvalues of the correlation matrices. In parallel, as shown in 
chapter 5, the channel matrix of a cellular uplink channel can be expressed in terms 
of the path-loss variance profile, which depends on the considered UT distribution, 
cell size and path loss exponent. The main objective of this study is to determine 
the eigenvalue distribution of the channel covariance matrix, which determines the 
optimal and the MMSE sum-rate capacity. For the case of point-to-point correlated
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MIMO channel, the objective has been accomplished by exploiting the separability of 
the variance profile [106, 109]. Similarly, for the case of the cellular uplink channel the 
asymptotic eigenvalue distribution was determined by exploiting the row-regulaiity of 
the variance profile [67]. Nevertheless, the channel matrix of a correlated cellular uplink 
channel -  expressed as Hadamard product of a separable and a row-regular variance 
profile -  is neither separable nor row-regular and hence a new approach is needed.
6 .3 .1  A  R a n d o m  M a tr ix  T h e o r y  a p p r o a ch
On the basis of a recent result in Random Matrix Theory [109, Theorem 2.4 and 
Theorem 4.1] the optimal per-cell sum-rate capacity of the derived channel model is 
given by:
Co,. =  1  (logdet H-logdet ^  | | n o
(6 .1 2 )
where the diagonal matrices T  and T  are given as the solution of the following N nssA -  
K N n u T  equations:
ti =  for Î =  1 , . . . , N u bs  (6.13)l  +  ^ t r ( 0 ,T )
=  T T -----1 ^  ro  T-i j  = l , . . .J < N n u T  (6.14) ^+  KNnuT UU-*-j
with the unknown variables
t  =  diag (T) — [ t i . . .  ^NriBs] 
t  =  diag ^T^ =  [Û . . .  tjcNnux] 
where f t j ,  Ùi diagonal matrices and
diag (Dj-)^/^ =  Wj =  [uij . . .  wjvnssj] the jth. column of O
diag  ^ =  cJi =  \u i i . . .  Wi/ciVni/r] is the «th row of O.
This result simplifies the capacity computation in large systems by converting the 
original problem to a non-linear programming problem. Hence, this approach can be 
utilized to efficiently calculate the optimal capacity for finite cellular systems. However, 
the size of the problem i.e. the number of equations still depends on the size of the 
system N  and thus this solution cannot provide asymptotic results.
6 .3 .2  A  F ree  P r o b a b ili ty  A p p r o a c h
This section describes a free probability approach which can be utilized to derive a 
closed form for the probability density function of the asymptotic eigenvalue distri­
bution. Firstly, the UT- and BS- side correlation cases are studied separately and
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subsequently the produced results for the single-side case are utilized to deduce the 
solution for the double-side case. In this point, it should be noted that free probability 
theory has been also used in [1 1 1 , 1 1 2 ] to investigate the case of point-to-point MIMO 
channels correlated on a single side according to the exponential model.
U T -side  C o rre la tio n
T h eo rem  6.3.1. The Shannon transform of the a.e.d. of ^ H q H c  with UT-side cor­
relation ( R r  =  Inas) by
which coincides with the case of no correlation (c.f. theorem 5.1.2).
Proof. Assuming that there is no receive correlation at the BS side i.e R r  =  Inas^ the 
channel matrix of Equation (6.11) can be rewritten as follows:
=  (W  (l/cN  ® R t ^ )) X (W  (Ik „  ® D t ^ )) , (6.10)
where W  =  O Gm and therefore
1 N u b s
- H t , H c =  E
n = l  
N u b s
X I  ( i K N  O  D t  2 )  w j , w ^  o  D t  2 )
n = l
X  ® 0  Wn j (J^Ik N <S> 0  Wn^ , (6.17)
where denotes the n th  1 x K N n u T  row vector of W , I k n  is d ^ l x K N  row vector of 
ones and At is a row vector containing the eigenvalues of R t-  Hence, the 7Z-transform 
can be written as
Nubs
n = l
1 Nubs
=  .l™ E |2N - ^ ^ K n u x N
1 _  f e i g ( n )  "  (G IG)Ubs '■ '
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where
q {fl) — K N njjT
I /  -A( I k n  0  Wj
K N n u TnuT 1 rK1 "G fA / \
^  lo (6.19)
where step {A) follows from eq. (6 .8 ). It can be seen that the scaling of the Marcenko- 
Pastur law is identical for the cases of nncorrelated and UT-side correlated antennas, 
i.e. q (D) =  q (1 2 ). □
Remark 6.3.2. As a result, the per-cell capacity for UT-side correlation is given by 
(5.19) which coincides with the case of uncorrelated multiple antennas. Therefore, it 
can be concluded that for large values of K  (K  3 > uut ) UT-side correlation has no 
effect on the system’s performance. This ascertainment is expected, since the capacity 
scaling is dictated by the rank of the channel matrix, which depends only on the number 
of BS antennas in a cellular scenario.
B S-side C o rre la tio n
T h eo rem  6.3.3. For a complex Gaussian matrix G ~  C ff {0,1n ), the a.e.d. o f ^ G ^ G  
converges almost surely to the nonrandom a.e.d. of the Marcenko-Pastur law,
^MP (u ,v ) , (6 .2 0 )
whose TZ-transform is given by [10, Ex. 2.26]
TZmp  { u , v )  =   ---------, (6.21)i  — uv
where v is the ratio of horizontal to vertical matrix dimensions.
T h eo rem  6.3.4. The asymptotic TZ-transform of the a.e.d. o /-^ H q H c  with BS-side 
correlation (R-t =  ^nar) git^en by
Proof. Assuming that there is no transmit correlation at the UT side i.e. R t  =  ïnuT^ 
the channel matrix of Equation (6.11) can be rewritten as follows:
; ^ H o  =  ((iw  ® R r O  ® D R :) w )  (6.23)
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and therefore
1 1 IV N Ub s  N
^  E  H n ll"  =  E  w 1 D rW „  =  E  ArO) E  ( 6  24)
n = l  n = l  j = l  n = l
where and W „ are submatrices of H e  and W  respectively with dimensions u b s  x  
K N n jjT  and A r  is a row vector containing the eigenvalues of R r . Based on the previous
analysis, the asymptotic eigenvalue distribution of A  =  Y^n=i follows a scaled
version of the Marcenko-Pastur law. Hence, the asymptotic TZ-transform of A can be 
written as
j i^ % A ( w )  -  R ,(s )* G ,G (w ) =  (6.25)
where G  is a A  x K N uut matrix distributed as CJV (0 , 1 ) and
The asymptotic TZ-transform of -^H ^H c is calculated based on [75, Theorems 2.31 
and 2.64] TIBS
lim TZijjtH c(^) =  X  Ar OOTZa CAr O')^). (6.27)A —>00 N  C  ‘3=1
□
Remark 6.3.5. The a.e.d. of -^H qH c is obtained by determining the imaginary part 
2f of the Cauchy transform Q for real arguments
+  to) } (6.28)
considering that the Cauchy transform is derived from the TZ-transform [126] as follows
^ÏH t,H o(“ ) =  ^ * H Î ,H c (- ‘^ ) - ^  ( 6  29)
The a.e.d. of -^H cH q can be subsequently derived as follows:
(^)+ ( 1  -  ■ ^ ) s { x ) = / r „ ,  „ M ,  (6.30)K nuT  K njjT
since the matrices ;^H cH q and have the same non zero eigenvalues, but their
sizes differ by a factor of u b s /K^W T'
D ouble-side C o rre la tio n
L em m a 6.3.6. The TZ-transform of the a.e.d. o /^ H q H c  with double-side correlation 
is given by eq. (6 .2 2 ).
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Figure 6.1: Asymptotic eigenvalue p.d.f. of (omitting the zero eigenvalues)
while varying the level of correlation at the BS antennas pR. Parameters: A  =  4, nuT  =  
=  2,7? =  2 , 7  =  1 0 .
Proof. By combining the arguments in theorems 6.3.1 and 6.3.4, it can be easily seen 
that the a.e.d. for the double-side Kronecker correlation model coincides with the BS- 
side correlation case, since UT-side correlation has no effect on the a.e.d. of □
Figure 6.1 illustrates the a.e.d. of varying the level of correlation at the BS
antennas pR. As it can be seen, by increasing the level of fading correlation, the plot 
of the eigenvalue distribution is gradually decomposing into two segments.
6 .3 .3  O p t im a l C a p a c ity
According to [75], the per-cell asymptotic Optimal Joint Decoding sum-rate capacity 
Copt assuming a very large number of cells and no CSI available at the UT-side (i.e.
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uniform power allocation), is given by:
Copt =  lim — E [X (x; y  j He)]A—>00 /V
=  lim —E N—*oo N
=  lim EN—>00
log det ( I  +
Nubs
(' nuT H c h J,
=  riBS
7
K nuT
= K n u r  log ^ 1  +  ^
K njjT  
“■') -^ÎhcHÎ.
' O c H t ) )
(z)dz
(æ)dx, (6.31)
where 7  =  KN-y is the system transmit power normalized by the receiver noise power 
respectively. Equation (6.31) can be utilized in combination with Equation (6.28) 
and (6.29) for the case of correlated BS antennas. For uncorrelated BS antennas, the 
optimal per-cell sum-rate capacity is given by lemma 5.1.3. It should be noted that if 
CSI is available at the UT-side, multiuser iterative waterfilling [43] can be employed to 
optimize the transmitter input and as a result to maximize the channel capacity.
6 .3 .4  M M S E  C a p a c ity
A global joint decoder will be extremely demanding in terms of computational load 
as the complexity of symbol-by-symbol multiuser detection increases exponentially as 
the number of users to be detected in the system increases [10]. However, for a coded 
system MMSE in combination with Successive Interference Cancellation(SIC) yields 
linear complexity in the number of users, or at least polynomial if one considers that 
the computation of the MMSE filters, matrix-vector multiplications and subtraction 
are quadratic or cubic in the number of users [34, Chap. 8 ]. Based on this argument, 
the following equations describe the sub-optimal capacity achieved by a linear MMSE 
filter followed by single-stream decoding. Based on the arguments in [75, Equation 
1.9] [10, 99, 100], the MMSE and the Signal to Interference and Noise Ratio (SINK) for 
the kth  date stream, assuming no CSI available at the UT-side (e.g. uniform power 
allocation), can be written as:
mmsefc h<NnuT +  —nuT k,k
1 SINRjij — 1 -)- 1 — mmsefc mmsefc =  nnnse (6.32)
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Considering single-stream decoding, the per-cell asymptotic MMSE capacity is given 
by the mean individual stream rate multiplied by the number of streams per cell;
a — l im  K n u T ^N—ioo
= — lim K n jjT ^A —>00
> — lim A nt/rlogA —>(X5
=  — lim KnuT^og  ( EA —» o o  I
N K n u T
NKriTjT
N K n u T
NKnuT 
Y ,  ( l  +  SINRfc)
fc=l J
NKnux
^  y ( ^NKniiT "b
f e = l nuT
H t-H c
.  k , k j
I a A'nuT + nuT
2 KNnuT 2
=  —KnjjT^og I(r\J0  
/
1 +
=  —K njjT  log
K tiut'
1
0+ 1 -t- -/TKnu'p
(:r)dx +  1 ‘Ti'BS IK r i u T  j (6.33)
which can be utilized in combination with Equation (6.28) and (6.29) for the case of 
correlated BS antennas. For uncorrelated BS antennas, the asymptotic MMSE capacity 
is given by:
=  - K r i T j r l o g  ^7?MP ^ g ( S )
\  N ^ c ^ o  \K n u T ,
7 K u u t \ \
K n u r ' tibs ) )  ’ (6.34)
where ??m p  is calculated based on Equation (6.21).
In this point, it should be noted that MMSE filtering exhibits an interference-limited 
behavior, when the number of transmit antennas is larger than the number of receive 
antennas [64]. More specifically, in the previous transmission strategies the signals of 
all system UTs have been superpositioned on the shared time-frequency medium, which 
is sensible if optimal decoding is in place. However, if MMSE filtering is applied, the 
performance can be optimized by orthogonalizing the intra-cell UTs so that only ngg 
out of K nuT  transmit antennas are active per channel use. This scenario resembles 
to cellular systems employing intra-cell TDMA, FDMA or orthogonal CDMA and its 
performance in the absence of antenna correlation was evaluated in chapter 5. In this 
case, the per-cell asymptotic MMSE capacity for the correlated case is given by:
C “ m se r iB S  lO g  [  ^
\  ~ ~b RnuT 
and for the uncorrelated case by eq. (5.41).
HjHo (x)dx (6.35)
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Table 6.1: Correlation Parameters (according to [87])
Parameter Symbol Value
BS Correlation Level PR 0.8624
UT Correlation Level PT 0
6.4 Num erical R esults
In order to produce practical results, the variance profile function of eq. (3.16) is utilized 
along with the parameter values of Table 4.1. Finthermore, the BS correlation level was 
selected according to the worst case scenario of [87] assuming 2 degrees angle spread, 
50 degrees angle of arrival and an antenna spacing of 4A, where A is the communication 
wavelength. Table 6.1 includes the correlation parameter values used for producing the 
numerical results.
6 .4 .1  C a p a c ity  S im u la tio n s
The analytical results (eq. (6.31),(6.33),(6.35)) have been verified by running Monte 
Carlo simulations over 100 random instances of the system and by averaging the pro­
duced capacity results. More specifically, for each system instance the complex matrix 
(Ijv<S>Rr2 )Gm is constructed by randomly generating correlated fading coefficients ac­
cording to the exponential model with pR being the BS-side correlation coefficient. UT- 
side correlation is not considered in the numerical results, since it does not have an effect 
on capacity for large K . Subsequently, the variance profile matrix S  is constructed by 
randomly placing the UTs according to a uniform distribution in the coverage area and 
by calculating the variance profile coefficients using eq. (3.16). The numerical results 
presented in this section refer to the optimal and MMSE per-cell sum-rate capacity 
averaged over a large number of fading realizations and UT positions. After construct­
ing the channel matrix H e, the optimal per-cell sum-rate capacity is calculated by 
evaluating the formula in [24]
Copt — — EN logdet ^I a ; + H cH Î,nuT (6.36)
while the MMSE per-cell capacity is calculated by summing all the individual stream 
rates and normalizing by the number of cells [75]
NKnuT
k=l I/CAnr/T "b nuT J
-T
k,k
(6.37)
and the MMSE per-cell capacity with intracell orthogonalization
^orth  __^mmse jV
Nubs
k—l
I akbs +
k,k
(6.38)
where [X]^  ^ denotes the kth  diagonal element of the X  matrix.
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Figure 6.2: Optimal and MMSE per-cell sum-rate capacity vs. the cell radius R  in 
Km considering the correlation parameters in Table 6.1. Parameters: K  — 16 ,nss =  
nuT  =  2 .
6 .4 .2  D is c u s s io n
Figure 6.2 depicts the optimal and MMSE per-cell sum-rate capacity versus the cell 
radius R. It is interesting that in the considered parameter range, the effect of both 
BS-side correlation and cell density on the MMSE capacity is negligible due to the 
interference-limited behavior which has also been observed in [64, 51]. On the contrary, 
the optimal capacity performance is degraded by 1 bit/sec/Hz due to correlation, while 
the orthogonal MMSE scheme is is degraded by 2 bit/sec/Hz. Furthermore, it can be 
observed that for the performance of MMSE filtering combined with intra-cell orthogo­
nalization is no longer interference-limited, since there are sufficient degrees of freedom 
to suppress inter-cell interference.
Subsequently, Figure 6.3 illustrates the per-cell sum-rate capacity versus the level of 
BS-side correlation for a fixed cell size {R =  IKm) .  It can be observed that the 
capacity degradation becomes detrimental for high correlation levels in all considered 
cases. This is due to the fact that BS-side correlation decreases the degrees of freedom 
due to the multiple receive antennas and therefore compromises the multiplexing gain of 
the system. Furthermore, the capacity performance of the optimal scheme with single 
BS antenna is comparable with the performance of the orthogonal MMSE scheme with 
2 BS antennas and moderate correlation levels (c.f. Point 1 in figure 6.3). It should be 
noted that in the full-correlation extreme p r  =  1 , the optimal capacity curve degrades 
to the single-antenna capacity, since no multiplexing gain is achieved by the multiple BS 
antennas (c.f. Point 2 in figure 6.3). This degradation is even worse in the orthogonal 
MMSE scheme, because the multiplexing loss is enhanced by the lack of degrees of
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Figure 6.3: Optimal and MMSE per-cell sum-rate capacity vs. the level of BS-side 
correlation pR for a fixed-radius cellular system with uniformly distributed UTs. Pa­
rameters: K  = IQ, R = I Km,  U b s  ~  2,U[/T =  1.
freedom (c.f. Point 3 in figure 6.3).
Finally, Figure 6.4 depicts the per-cell sum-rate capacity versus the cell radius R  varying 
the number of BS antennas t i b s - By observing the figure, it becomes clear that the 
linear capacity scaling with the number of receive antennas ubs  is preserved in spite of 
the degrading effect of fading correlation. In other words, by increasing the number of 
correlated BS antennas the sum-rate capacity scales linearly and so does the degradation 
gap compared to the uncorrelated case.
6.5 Summary
This chapter considered a multicell processing system with MIMO links and distributed 
UTs and investigated the effect of antenna correlation on the capacity performance of 
the system. The presented results have been derived considering that the variances of 
the Gaussian channel gains are scaled by a generic variance profile which incorporates 
both path loss and antenna correlation. In this direction, two analytical approaches 
were presented: a finite Random Matrix approach and an asymptotic Free Probabil­
ity approach. The former approach is useful for reducing the complexity of capacity 
calculation in finite systems, whereas the latter provides closed-form expressions and 
interesting insights on the system performance. The main findings can be summarized 
as follows: antenna correlation degrades the capacity performance of the system, espe­
cially if it appears on the BS side. W hat is more, for large number of UTs per cell, the
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Figure 6.4: Optimal per-cell sum-rate capacity vs. the cell Radius R  varying the number 
of BS antennas ngg in a cellular system with uniformly distributed UTs. Parameters: 
K  =  16, nuT =  1.
effect of UT-side correlation is negligible. Furthermore, it is shown that linear MMSE 
filtering combined with intra-cell orthogonalization can deliver half of the optimal ca­
pacity for moderate correlation, reducing at the same time the complexity at the central 
processor. Finally, the linear scaling of the sum-rate capacity with the number of BS 
antennas remains despite the degradation effect due to antenna correlation.
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Chapter 7
Cellular Downlink: 
Input Constraints and Optimization
This chapter focuses on the cellular downlink channel of the proposed MCP model 
in order to determine the capacity limits under various input constraints. In this 
context, both system and per-cell power constraints are considered and the capacity 
is expressed as an optimization problem based on the duality principles, described 
in chapter 2 . Subsequently, the employed optimization algorithms are discussed and 
their implementation is analyzed. Furthermore, the suboptimal case of uniform power 
allocation is considered as a lower bound and its capacity performance is evaluated 
in the dual uplink domain based on the analysis in chapter 4. The individual UT 
rates are also investigated for the considered input constraints and for heuristic UT 
orderings. Finally, the capacity performance under these input constraints is evaluated 
and compared for a set of practical parameters.
The research work reported in this chapter has been published in [71, 6 8 , 127]:
• S. Chatzinotas, M.A Imran, and C. Tzaras, Cooperative Wireless Communica­
tions. Auerbach Publications, Taylor & Francis Group, 2009, ch. Capacity 
Limits in Cooperative Cellular Systems.
• S. Chatzinotas, M. A. Imran, and C. Tzaras, “Spectral efhciency of variable 
density cellular systems,” in IEEE 19th International Symposium on Personal, 
Indoor and Mobile Radio Communications (PIM RC’08), Cannes, France, Sep 
2008, pp. 1-5.
• S. Chatzinotas, M.A Imran, and C. Tzains, “On the multicell processing rates of 
the cellulai’ downlink fading channel,” lE T  Communications, 2009, submitted.
7.1 Downlink Input Constraints
In the information-theoretic literature, the optimal capacity of MCP systems has been 
under ongoing research during the last decades. However, the stricter assumption of
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a per-UT power constraint has promoted the analysis of the uplink channel [12, 128] 
in comparison to the downlink channel which obeys a laxer assumption of per-cell 
power constraint and therefore allows for transmitter input optimization. Fortunately, 
based on recent advancements on MIMO information theory, the optimal sum-rate 
capacity of the cellular downlink fading channel can be deduced from the uplink analysis 
using the principles of duality. Nevertheless, eaidy duality results [45] imposed a rather 
unrealistic assumption, namely a sum power constraint over aU the Base Stations (BSs) 
of the cellular system. This means that an individual BS would be able to transmit, 
if needed, using the sum of the power available to all the BSs of the cellular system. 
Pi'om a practical point of view this is rather unfeasible, since the transmit power of each 
BS is limited by the saturation power threshold of the BS amplifier. Recently, duality 
theorems were extended to incorporate the per-cell power constraint [50], although 
the resulting optimization problem is much more complex than the system-constraint 
optimization problem.
Coming bade to the simple fading broadcast channel, its foundations for the singe-cell 
single-antenna case were established in the two-par t paper [129, 41], which studies both 
ergodic and outage capacity region. Subsequently, the authors in [53] have considered a 
single cell with multiple antennas at the BS and using duality arguments they determine 
the capacity enhancements that can be achieved using known interference cancellation, 
also known as Dirty Paper Coding (DPC). In multicell environments, the need for joint 
transmission on the downlink has been identified in [130] by studying the interference- 
limited behaviour of conventional MIMO downlink channels using multiuser detection 
techniques. In addition, the authors in [131, 132] evaluate the effect of BS coordination 
on cellular networks using DPC and zero forcing techniques. In [16], the benefits 
of BS coordination are studied for a Wyner-like model considering DPC, as well as 
linear precoding schemes, such as co-phasing, zero-forcing and MMSE precoders. More 
specifically, the considered Wyner-like model includes two groups of users (cell-interior 
and cell-edge), while a per-cell power constraint is imposed. In [133] a lower bound 
on the asymptotic downlink capacity of coordinated cellular networks is established for 
a Wyner-like model, assuming uniform power allocation and UTs positioned on the 
corners of a cell-concentric hexagon. Finally, in [18] the downlink sum-rate capacity of 
non-fading channel with per-cell power constraint is shown to coincide with the uplink 
sum-rate capacity, while upper and lower achievable bounds are established for the 
fading case. By reviewing the aforementioned results, it can be seen that the employed 
cellular channels are quite simplistic in terms of user positioning, since they consider 
groups of users which are collocated /  equidistant from the cell-center. Furthermore, 
adopting Wyner’s original assumption, inter-cell interference affects only neighboring 
cells. However, this assumption does not comply with the dense urban microcell /  
picocell architecture, where the multicell-processing paradigm is more feasible to be 
applied.
Based on the previous discussion, this chapter considers a cellular downlink fading 
channel which incorporates practical assumptions, such as uniformly distributed UTs, 
multi-tier interference and power-law path loss. It should be noted that full Channel 
State Information (CSI) at the BS-side and own CSI at the UT-side are considered. 
In this context, the sum-rate capacity of this channel is investigated considering three 
types of power allocations: a) optimal power allocation with system power constraint,
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b) optimal power allocation with per-cell power constraint and c) uniform power allo­
cation in the dual uplink domain. The uniform power allocation is a lower bound on 
the power allocation with system constraint, but it is studied herewith as it allows for 
an asymptotic closed-form analysis. On the other hand, power allocation with system 
power constraint gives an upper bound on the “realistic” power allocation with per-cell 
constraint. In this direction, the optimal power allocations are calculated by employing 
optimization techniques which have been proved to converge to the optimal downlink 
sum-rate capacity. The presented numerical results show that the upper bound calcu­
lated by considering a system power constraint is tight for practical scenarios and thus 
the realistic downlink capacity can be closely estimated by employing the more efficient 
system-constraint optimization algorithm. W hat is more, an important clue missing 
from current literature is the effect of power allocation on the UT rates of the cellu- 
lai* downlink channel. W ith that in mind, the downlink power allocation is computed 
using channel-dependent and random DPC encoding orders and the effect of the DPC 
encoding order on UT rate fairness is evaluated.
7.2 M ultiuser MIM O V iew  of a Cellular System
In the MIMO literature, two major results have been recently presented in the infor­
mation theoretic research community. Firstly, it has been shown in [134, 44] that the 
capacity region of the MIMO Broadcast Channel (BC) can be achieved using DPC [36]. 
According to the single-channel DPC, interference does not compromise the channel 
capacity as long as this interference is known a priori to the transm itter [37]. In the 
multiuser case, DPC can be extended by considering that the interference is due to 
the signals transmitted to multiple UTs over a shared medium. These signals are con­
structed by the transmitter and hence they can be considered to be known a priori. 
By establishing a serial encoding order tt for the system UTs, DPC can be utilized 
in order to minimize interference. More specifically, the UT signal which is encoded 
first is bound to receive interference from all the other signals, since none of them is 
known to the transmitter at the time of the encoding. Similarly, the UT signal which 
is encoded last will not receive any interference, since all other UT signals have been 
constructed and are known to the receiver. In general, a UT signal which is encoded 
at an intermediate stage will not be affected by the preceding UT signals, but it will 
receive interference from the following UT signals.
Secondly, it has been proven in [45, 46, 47, 50, 135] that the MIMO BC is dual to a 
MIMO MAC under both per-cell and system power constraints. More specifically, this 
means that the sum-rate capacity of the MIMO BC is equal to the sum-rate capacity 
of the MIMO MAC assuming tha t a) the channel gains between all BS-UT pairs are 
reciprocal and b) a sum power constraint is imposed over all the UTs of the MIMO 
MAC. The noise statistics and constraints of the dual MIMO MAC depend on the 
considered power constraint of the MIMO BC (c.f. subsection 7.4). The importance of 
duality lies in the fact that more efficient optimization algorithms can be designed in 
the dual uplink domain due to its simpler structure.
It can be easily seen that these duality results can be also applied to the cellular scenario. 
In the uplink case, all the BSs jointly decode the received signal using Successive
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Figure 7.1: Power constraints /  allocations in a linear cellular array
Interference Cancellation (SIC) and thus they can be considered as a large MIMO 
receiver with spatially distributed antennas. Similarly, in the downlink case, all the 
BSs jointly encode the transmitted signal using DPC and thus they can be considered 
as a large MIMO transmitter with spatially distributed antennas. Taking into account 
the aforementioned parallelism, the sum-rate capacity of the downlink cellular channel 
can be evaluated by calculating the sum-rate capacity of the uplink cellular channel. 
In the following subsections, the mathematical models of the downlink and dual uplink 
cellular channel and the related duality theorems are described in detail.
7.3 Channel M odel
7 .3 .1  C e llu la r  D o w n lin k  C h a n n e l M o d e l
Assume that K  users are uniformly distributed in each cell of a cellular system com­
prising N  base stations (Figure 7.1). Each UT and BS is equipped with one omnidi­
rectional antenna. Assuming flat fading, the received signal at UT k = I , . . .  , K  oï cell 
n = 1, . . .  , N,  at time index i, will be given by:
N
yn,k[i] =  y  ,
m = l
(7.1)
where is the complex signal transmitted by BS m =  1 , . . . ,  AT at the ith  time
instance and are independent, strictly stationary and ergodic complex random
processes in the time index i, which represent the flat fading processes experienced in 
the transmission path between the m th BS and the kth. UT in the n th  cell. The fading 
coefficients are assumed to have unit power, i.e. — 1 for all (n,m , &).
The BSs are subject to a per-cell power constraint, i.e. Xm[i]a:m[*T < Pgg, Vm =  
1,...,7V\ In this point, it should be mentioned that the system power constraint i.e.
< Ptot, will be also studied further on as an upper bound. The path 
loss coefficients in the transmission path between the m th BS and the kth  UT in 
the n th  cell are calculated according to eq. (3.16).
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The aforementioned model can be more compactly expressed as a vector memoryless 
channel of the form:
y =  H x  +  z, (7.2)
where the vector y  =  [yi ^  . . .  yNjc]"^ represents received signals by all the UTs of the 
cellular system, the vector x  =  [æi. . .  represents transmit signals by the BSs and
the components of vector z = [z i,i . . .  zm,k ]'^  Eue i.i.d c.c.s. random variables representing 
AWGN with =  0, Throughout the expressions of this chapter,
the AWGN variance cr^  is normalized to 1 to simplify notations. The channel matrix 
H  can be written as
H  =  E  © G, (7.3)
where Ti is & K N  x N  deterministic matrix and G is a standard complex Gaussian
K N  x N  matrix with variance 1, comprising the corresponding fading coefficients. The
entries of the S  matrix are defined by the variance profile function of eq. (3.16), where 
r G (0, K] and t G (0,1] are the normalized indexes for the UTs and the BSs respectively 
and d (r, t) is the normalized distance between BS t and UT r.
7 .3 .2  D u a l C e llu la r  U p lin k  C h a n n e l M o d e l
Considering the dual uplink channel, the received signal at the n th  BS, at time index 
i, is given by:
N  K= E E (7.4)m=l&=1
where is the ith  complex channel symbol transmitted by the kth. UT of the
m th cell, ^  and are the path loss and fading coefficient respectively in the
transmission path between the n th  BS and the kth  UT in the m th  cell.
The dual uplink channel of the cellular array can be written as
y  =  H x  +  z, (7.5)
where the vector ÿ =  [ÿ i. . .  ÿiv]^ represents received signals by the BSs, the vector 
X  =  [5i^i. , .  xn ,k ]^  represents transmit signals by all the UTs of the cellular system 
and the components of vector z =  [zi... zn]'^ are random variables representing AWGN. 
In this point, it should be mentioned that according to the duality theorems 2.7.2 and 
2.7.3:
H  -  H t. (7.6)
7.4 Power A llocation
In order to evaluate the optimal downlink sum-rate capacity of a cellular system, the 
problem of power allocation has to be solved. Power allocation determines how the 
available power is distributed among the UTs. The aim is to find the power allocation 
profile which maximizes the sum-rate capacity of the cellular system at each time
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instance. Considering the DPC coding scheme for the downlink cellular channel, this 
objective can be translated to the following maximization problem [45, 49]:
C o . (H) =  1
/ K N  \
subject to tr < Ptot (7.8)
K N
or subject to Tjt X Pqs • Ï n  (7.9)
k—l
and Pfc positive semidefinite
where the downlink input covariance matrices and hfc are the row vectors of the
channel matrix H , namely the channel gains of UT k with respect to N  BSs. Equations 
(7.8) and (7.9) express the system and per-cell power constraint respectively.
S ystem  Pow er C o n s tra in t
As it can be seen. Equation (7.7) is neither a concave nor a convex function of Ffc and 
thus the entire space of covariance matrices should be examined to meet the objective 
[45, 136]. However, this obstacle can be overcome by utilizing the principles of duality. 
More specifically, instead of optimizing eq. (7.7), the following dual maximization 
problem can be considered [45, 49] for the case of system power constraint (c.f. theorem 
2 .7 .2):
1 / ZfAT ^
CuLtot ^  m ^ lo g  det f I^ + ^  hk^Qk^k ) (7.10)
K N
subject to ' ^ q k <  P to t  (7.11)
k=l
qi > 0
where qk am the uplink transmit powers of each single-antenna UT. It can be seen that 
this expression refers to a cellular uplink channel with H  =  HT, where a sum power 
constraint has been imposed over the ensemble of UTs. Equation (7.10) is a convex 
function of % [43] and hence a number of algorithms have been proposed in order to 
solve this convex optimization problem, i.e. the steepest descend method [53], the dual 
decomposition method [49], the iterative waterfilling method [136] and the conjugate 
gradient projection method [137].
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P e r-ce ll Pow er C o n s tra in t
In the case of per-cell power constraint, the dual optimization problem can be expressed 
as follows [50] (c.f. theorem 2.7.3):
CuLbs ( h ' )  =  ^  mmmaxlog 
K N
subject to ^ Q k <  Ptot (7.13)
tr  (A) < IV (7.14)
% > 0, A ^  0 is diagonal and positive semidefinite.
It can be seen that this expression refers to a cellular uplink channel, where a sum 
power constraint has been imposed over the ensemble of UTs, but now there is an 
uncertain noise with covariance matrix A and a power constraint over its diagonal. 
The aim of the optimization problem is to maximize over the space of transmit power
and to minimize over the space of the uncertain noise. An interior-point algorithm
which tackles this minimax optimization problem has been presented in [50], but this 
is a not a simple convex optimization problem like (7.10) and thus the algorithm is 
characterized by a higher degree of complexity. The employed optimization algorithms 
for both system and per-cell power constraint are further studied in section 7.5.
U nifo rm  Pow er A llocation
The last and simplest power allocation strategy studied in this chapter is the uniform 
power allocation of the dual uplink channel, which serves as an analytical lower bound 
for the system constrained power allocation and models the case where no CSI is avail­
able at the BS-side. The sum-rate capacity in this case can be expressed as:
Cul„n, (H t)  =  ^  log det f  I  +  E  (7.15)
\  /
and its asymptotic analysis is described in Section 7.6.
7.5 Algorithm s
For the sake of completeness, this section describes in detail and using unified notation 
the implementation of three optimization algorithms, which were used for producing 
and verifying the results of this chapter. The iterative waterfilling algorithm in [136] 
and the dual decomposition method in [49] were utilized for the case of system power 
constraint, whereas the interior-point algorithm in [50] was utilized for the per-cell 
power constraint.
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7 .5 .1  I te r a t iv e  W a te r f il l in g  A lg o r ith m
In general, waterfilling algorithms are utilized to distribute an available amount of 
power across a number of asymmetric channels. The objective is to find a waterfill 
level which determines which channels are going to be allocated power and the level 
of power that should be allocated to each of these channels. More specifically, the 
waterfill level divides the channels into two subsets according to their instant gain: 
usable channels and unusable channels. The available power is distributed only to the 
usable channels proportionally to their instant gain, namely a high channel gain cor­
responds to a high amount of allocated power. The waterfilling approach was firstly 
introduced in the context of the multiple access channel (MAC) under an individual 
power constraint [43]. Subsequently, three iterative waterfilling algorithms for multi­
antenna broadcast channels were presented in [136]. The term iterative refers to the 
fact that the waterfilling process is repeated for each UT considering other UTs as 
interference until the algorithm converges to the optimum power allocation. The mul­
tiple iterations of the waterfilling process are requisite, since the individual channels of 
the UTs interfere amongst themselves and therefore updating the allocated power of a 
single channel affects the interference towards the remaining channels. The following 
pseudocode describes our implementation of the “alternative” iterative waterfilling al­
gorithm, which is the most efficient in terms of complexity with respect to the three 
algorithms presented in [136].
A lg o rith m  Im p lem en ta tio n : I te ra tiv e  W aterfilling
R equ ire : hfc, Vfc =  1 . . .  A’A  and Ptot > 0 
In itia tio n :
1: 4= 0, VA: =  [1...  KN]
M ain  Loop:
2: Qk <= =  [1...  AT A]
/ /  Generate effective channels Efc 
3: for A: =  1 to K N  do  ,
4: E/j h/; ^I -1- YlrriT^ k
5: end  for
/ /  Generate noise vector N  
6: for A: =  1 to K N  do 
7: V kSkV k <=
8: s 4= [s|diag {8k)]
9: end  for 
10: n  ^  sort((s)^^)
/ /  Determine optimal water level I 
11: m 4= 0 
12: re p e a t
13; I 4= ll{K N  — m)
14: m  ^  m  + 1
16: u n til  2 ™  (I -  n(i)) > Ptot 
l = Tià^ {Ptot + T .fJ {n (i))
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/ /  Waterfill over effective channels 
fo r  A: =  1 to AT d o
Wfc.!=tr(iI-(SO;0 +
e n d  fo r
/ /  Update power allocation 
21: fo r  A: =  1 to AiV d o  
22: Qk -| j^ Q k
23: e n d  fo r
7 .5 .2  D u a l D e c o m p o s it io n  A lg o r ith m
The algorithm in [49] utilizes the Lagrangian dual decomposition in order to decou­
ple the sum-power constraint on the covariance matrices of the UTs. The following 
pseudocode describes our implementation of the dual decomposition algorithm. More 
specifically, the algorithm comprises two nested loops. The inner loop (lines 5-11) 
updates the covariance matrices of the UTs for a fixed water level I using a modified it­
erative waterfilling approach. The outer loop (lines 3-16) performs an one-dimensional 
search on Z, so that the sum-power constraint is satisfied. The pai’ameters e and e' rep­
resent the outer and inner loop accuracy respectively. The parameter v can be adjusted 
in order to modify the one-dimensional search on the water level I.
A lg o rith m  Im p lem en ta tio n ; D ual D ecom position
R equ ire : h^ ,VA: =  ! . .  ,K N  and Ptot > 0 
In itia tio n :
1: Imin ^  0 
2 : Ijnax Ptot 
M ain  Loop:g.  ^  ^  lmin~\r^7rLaa:
4: Qk ^  Qki'^k = 1 . . . K N  
/ /  Inner loop 
5: w hile Qk ~  J2k=l Qk < ^  do
6: for A: =  1 to K N  do
7: Fl|.A/;Efe 4= Ylrn^k +  I
8: 4= ^Efch|.
/ /  Calculate allocated powers q^ .
9: 3 ^ 4 = t r ( ( i I - S J ^ ) J
10: end  for
11: en d  w hile
/ /  Update water level I 
12: if EkLi Qk > Ptot th e n  
13: Imax 4= Imax (J>Tnax ^min) “ (0.5 v)
14: else
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15: Imax ^max {^max
16: e n d  i f
S topp ing  C ondition :
lm a æ ’~ l m r n  g
^min) ■ (0 .5
Imax^t - m in
7.5.3 Interior-point Algorithm  under Per-antenna Power Constraint
The following pseudocode describes our implementation of the algorithm. The interior- 
point algorithm in [50, 138] is designed to solve the minimax problem of eq. (7.12) 
directly by employing an infeasible-start Newton’s method and a composite stopping 
criterion r. Although this algorithm produces the optimal power allocation under the 
realistic per-cell power constraint, it is much more computationally intensive than the 
convex optimization algorithms, which tackle the system-constrained problem. How­
ever, as shown in Section 7.8, the downlink sum-rate capacity can be closely estimated 
for practical cellular systems by employing the simpler convex algorithms 7.5.1 and 
7.5.2.
Algorithm Implementation: Interior-Point for Per-antenna Power Constraint
Require: h ,^ V/c =  1 . . .  K N \ P b s  =  > 0; t >  0; 0 < o;,/3 < 1; 5 >  1; e, e' —> 0
Initiation:
1: /  =  log H+QH -f a | -  log [A| -f y (log IQl -  log jAPegAI)
2: q  : diag(Q) =  [qi . . .  Qk n ]
4: z  : diag(A)
5: Z  4=
6: 4 =  0
7: N < = NPbs8: /i 4= 0 
9: M
10: r  =  [ - V q / -  -  V J  -  1 - N q  1 -  M z]^
M ain  Loop:
/ /  Calculate Update Step
Aq 0 '
Az V2q/ 011: A u <= N 0 0 0
All 0 M 0 0
/ /  Calculate Step Size s using backtracking line search 
I2 >  (1 — as) lli'llg AND q*,z* b  0 do12 w hile 1r * ll2 > (1 -
13 s == s •/3
14 q* q +  s • A q
15 z* <= z  4- 5 ' Az
16 u^ y +  s - A u
17 4= 11 +  S' A p
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18: e n d  w h i le
/ /  Reduce the cost of the harrier function 
19: i f  |jrj|2 <  e' t h e n  
20: t  = t - 6
21: e n d  i f
S top p in g  C ondition :
22: A I M  < g
7.6 Uniform Power A llocation
This section investigates the case where the available system power is uniformly allo­
cated across the UTs of the dual uplink channel. Obviously, the produced capacity is 
a lower bound on the case of per-cell power constraint. However, the uniform power 
allocation allows for asymptotic analysis and therefore no convex optimization methods 
ai'e needed. According to [75], the asymptotic sum-rate capacity Culuni this model
assuming a very large number of cells, is given by
C'uLuni =  P  (x; y  I H  )]
=  lim “ E
N —^oo N
= lim E
N —*oo
log det f 1 4-
= % *og ( l  +
= (^)
According to theorem 4.2.3, the probability density function (p.d.f.) of the a.e.d. of 
follows a scaled version of the Marcenko-Pastur law and hence the Shannon 
hansform of the a.e.d. of ^ H H t  can be approximated by
V^HHt ( ^ )  ^  Vmp ( « ( S ) ^ , k )  . (7.17)
7.7 U T Ordering and Individual Rates
After determining the power allocation of the dual uplink channel % V/c =  1 , . . . ,  A'A', 
the downlink covariance matrices Vfc =  1 , . . . ,  AT have to be found in order to calcu­
late the individual UT rates. For the cases of system constraint and uniform allocation, 
which are affected by white noise, the downlink covariance matrices are derived using
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the MAC-to-BC transformation [45]. Considering an arbitrary UT ordering 7r(%):
i - l
where = 1 + h (^<) ^
j= i
K N
and A^(i) =  1 + hj.(i)h (^i)- (7 ^8)
j=i+l
The uniform power allocation greatly simplifies the above formulas, since =  
P, Vi =  1 .. .ATAT. For the case of per-cell constraint, which is affected by uncertain 
noise, the downlink covariance matrices are derived using a “channel-flipping” trans­
formation [50], based on the beamforming duality and the fact that the uplink and 
downlink beamformers and respectively) coincide up to a scaling factor:
f  K N  \
< ( i ) =  U  9 - r ( , ) h * o , ) h , ( j )  +  A  ( 7 , 1 9 )
v = i+ l /
The scaling factors ai‘e calculated using the channel-flipping matrix B:
= B “ ^1
VttO) =
- IwloihLT Vi<j27rO)“ 7r(z)|
Vi > j
where represents the S I N R  level, 1 is a vector of ones and B^- denotes the (i, j ) th  
element of matrix B. An important common characteristic of the above transforma­
tions is that the result greatly depends on the considered UT ordering, utilized while 
performing SIC in the uplink or DPC in the downlink. Since the main focus of this 
chapter is the downlink, UT ordering refers to DPC encoding order. In this point, it 
is worth mentioning that in DPC encoding the first UTs are less favoured than the 
last UTs, since the encoder is still unaware of the interference and it is unable to re­
move it. Considering a DPC encoding order 7r(i), the individual downlink rates can be 
calculated using the following formula:
=  E logdet -------------------- ( + - (7.21) 
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It should be noted that the UT ordering affects only the allocation of the available power 
and the distribution of the sum-rate capacity amongst the UTs. It does not affect in 
any way the value of the sum-rate capacity, which is independent of the employed UT 
ordering. W ith this in mind, the objective of fairness in terms of UT rate allocation 
is investigated. In other words, the objective is to determine the UT ordering, which 
maximizes the minimum individual UT rate. In a degraded broadcast real channel, the 
optimal solution is straightforwai'd and it involves ordering the UTs in decreasing order 
based on their channel gain. Nevertheless, in a non-degraded broadcast channel, such 
as the MIMO BC, the channel gains are vectors (or matrices) with complex elements 
and thus there is no unique way of ordering them. Ideally, the entire space of UT 
orderings should be searched as in [30], but the complexity of this problem malces it 
prohibitive for practical implementation. Therefore, the effect of the following heuristic 
UT orderings on the individual UT rates is considered:
• C hannel G ain  o rdering : In this case, the UT ordering is determined by the 
Frobenius norm of the instant channel matrix of each UT with respect to the N  
BSs, i.e. ||hfc|] =  where is the (n, k)th  element of H  matrix. Two 
subcases can be considered: “Increasing Gain” and “Decreasing Gain” ordering.
• R an d o m  ordering : In this case the UT ordering is a random permutation of 
the vector [1 , . . . ,  ATiV].
7.8 Num erical R esults
This section investigates the multicell-processing performance of a downlink linear cellu­
lar array, which includes uniformly distributed UTs, multi-tier interference, power-law 
path loss and flat fading. First, practical values are defined for the cellular system 
parameters. Subsequently, the per-cell sum-rate capacity is studied for uniform power 
allocation, per-cell power constraint and system power constraint. Finally, the individ­
ual UT rates are considered for the three aforementioned cases and compared in terms 
of fairness by considering heuristic UT orderings.
7 .8 .1  P r a c t ic a l  P a r a m e te r s
In order to produce practical results, the typical parameters of Table 7.1 are considered 
in accordance to Table 4.1. Furthermore, assuming that the power loss at the reference 
distance do is Lq, the path-loss variance profile function of eq. (3.16) is utilized.
7 .8 .2  C a p a c ity  S im u la t io n s
The optimization algorithms were run for 100 instances for a range of cell radii in 
order to find the expectation of the optimal sum-rate capacity of the downlink cellular 
channel. More specifically, for each system instance the fading matrix G  is constructed 
by randomly generating i.i.d. c.c.s. coefficients. The variance profile matrix S  is 
constructed by randomly placing the UTs according to a uniform distribution along 
the coverage span and by calculating the variance profile coefficients using eq. (3.16).
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Table 7.1: Practical Parameters for Cellular DownlinkParameter Symbol Value/Range (units)
Cell Radius R 0.1 — 3 km
Reference Distance do 1 m
Path Loss at ref. distance Lo 34.5 dB
Path Loss Exponent V 3.5
UTs per cell K 4
BS Transmit Power P b s 50 W
Thermal Noise Density No —169 d B m / H z
Channel Bandwidth B 5 M H z
Ic  10
f ' “O- ’ Unifonn Allocation
-  T-Pei'-cell Constraint
-  A -  System Constraint
\  \
\
...... \
-
**
23
18 a
13
0.5 1.5 2Cell Radius in Km 2.5
Figure 7.2: Per cell sum-rate capacity vs. cell radius R  varying the input constraint.
7 .8 .3  D isc u ss io n
As it can be seen in Figure 7.2, the sum-rate capacity under system power constraint 
is a tight upper bound for the per-cell power constraint (the average gap is 0.02 
bits/sec/Hz), while the uniform power allocation is a loose lower bound. Further­
more, Figure 7.3 depicts the instantaneous transmit power for a single BS of the linear 
array over a large number of system snapshots. As it can be seen, a practical amplifier 
would have to back off in order to cope with the variations of the instantaneous BS 
transmit power about the per-BS power constraint for the system constraint or uniform 
allocation.
Figure 7.4 depicts the Cumulative Distribution of the individual downlink UT rates 
for the three considered power constraints. In all cases, there is a percentage of rates 
which is zero or close to zero. However, the rate distribution for system and per-
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Figure 7.3: Effect of power constraint /  allocation on the instantaneous BS transmit 
power. Parameters: R  =  l.bK m .
cell power constraint is even more unfair than the uniform allocation, since the power 
allocation algorithms favour the UTs that have a strong channel gain. Figure 7.5 
depicts the Cumulative Distribution of the individual downlink UT rates for the three 
considered UT orderings. As it can be seen, the Decreasing Gain UT ordering favours 
the deep-fade (low norm) UTs and thus the fairness over the downlink UT rates can be 
promoted compared to Random UT ordering. On the other hand, the Increasing Gain 
UT ordering favours the strong-channel (high norm) UTs and thus the fairness over 
the downlink UT rates is compromised compared to Random UT ordering. The floor 
that is observed for the case of Increasing Gain is due to the fact that the sum-rate 
capacity is allocated only to a subset of strong-channel UTs, while weak-channel UTs 
are encoded last and effectively receive no rate due to the strong interference.
7.9 Summary
In this chapter, the downlink channel of a cellular array under power-law path loss and 
flat fading was investigated using MIMO information-theoretic results and the princi­
ples of duality. The per-cell sum-rate capacity of this cellular scenario was evaluated 
using the dual uplink channel and the UT rate vectors were calculated considering 
channel-dependent and random DPC encoding orders. In this context, it has been 
shown that the upper bound calculated considering a system power constraint is tight 
for the considered range of cellular parameters and it can be utilized to closely estimate 
the realistic downlink capacity of a per-cell power constrained system. Furthermore, 
the downlink UT rate vectors are greatly affected by the employed DPC encoding order.
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Donwlink UT rates in bits/sec/Hz
Figure 7.4: Effect of power constraint /  allocation on the Cumulative Distribution 
Function of the individual UT rates (bit/sec/Hz) for the downlink channel. Parameters: 
R = l.bK m .
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Donwlink UT rates in bits/sec/Hz
Figure 7.5: Effect of heuristic UT ordering on Cumulative Distribution Function of the 
individual UT rates (bit/sec/Hz) for the downlink channel. Parameters: R  =  l.bK m .
page 115
C h a p t e r  7: C e l l u l a r  D o w n l i n k :
I n p u t  C o n s t r a i n t s  a n d  O p t im iz a t io n
More specifically, by considering a UT ordering which favours the deep-fade UTs the 
fairness over the downlink UT rates can be promoted, while uniform power allocation 
favours UT rate fairness on the expense of the sum-rate capacity.
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8.1 Conclusive Summary
BS cooperation has appeared as a new paradigm in cooperative cellular communica­
tions, aiming to eliminate inter-cell interference. Information-theoretic studies have 
shown that high spectral efficiency enhancements can be achieved by multicell process­
ing, compared to the traditional interference-limited systems. In this direction, this 
thesis has investigated the capacity limits of MCP systems, which can be achieved 
through theoretically optimal communication strategies originating from multiuser in­
formation theory.
In order to lay the basis for the analysis of MCP systems, chapter 2 has reviewed the 
fundamental theorems and results of multiuser information theory. In this direction, the 
metrics of entropy and mutual information were formally defined and utilized to derive 
the channel capacity of single-user (MIMO) channels. Subsequently, the multiuser 
capacity metrics and theoretically optimal communication strategies were introduced 
and the capacity regions of (MIMO) MAC and (MIMO) BC were described. Finally, 
the principles of duality were introduced as a means of simplifying the capacity region 
formulation of MIMO BC.
In chapter 3, the concept of BS cooperation, also known as multicell joint processing, 
was described as a means of eliminating intercell interference. The paradigm of BS 
cooperation was examined in comparison to a multiuser MIMO system, highlighting the 
similarities and differences in terms of channel modeling. Subsequently, the evolution 
of BS cooperation models was presented in detail, focusing on the structure of the 
variance profile matrix and the factors that affect it, namely path loss, UT distribution 
and system geometry. Finally, the main difficulties in determining the sum-rate of the 
uplink and downlink cellular channels were studied, laying the path for the contributions 
of the following chapters.
In chapter 4, the multicell decoding performance of the cellulai* uplink channel was 
investigated in the presence of flat fading, path loss and distributed users. In this di­
rection, analytical closed-forms were derived for the per-cell sum-rate capacity using
page 117
C h a p t e r  8: E p i l o g u e
a free-probabilistic approach. Furthermore, mathematical expressions of the variance 
profile function were described for both linear and planar UT distributions. The closed- 
forms were verified through Monte Carlo simulations for three different UT distribu­
tions: cell-center collocation, cell-edge collocation and uniform distribution. In this 
context, it was shown that collocated schemes, which are commonly assumed in MCP 
studies, are unable to accurately estimate the capacity performance of realistic MCP 
systems with distributed UTs. More specifically, cell-center collocation overestimates 
the actual capacity achieved with uniformly distributed UTs, while cell-edge underes­
timates it. Subsequently, the analysis was extended in order to accommodate power 
control techniques and heuristic UT decoding orders. In this direction, the exponential 
power control technique was introduced, which can produce power control profiles rang­
ing from power equalization to no power control, providing at the same time a trade-off 
between sum-rate capacity and UT rate fairness. Finally, it was shown that fair UT 
rate distribution can be achieved by combining power equalization and adaptive UT 
ordering techniques.
In chapter 5, the capacity performance of MCP cellular models was evaluated when 
MIMO BS-UT link are in place. In this direction, it was shown that by incorporating 
multiple antennas at the BS-side, an almost linear growth of the sum-rate capacity can 
be achieved with respect to the number of antennas. More importantly, it has been 
shown that increasing the number of UT antennas does not achieve higher capacities, 
which is in accordance with the size and power limitations of the mobile handsets. Fur­
thermore, this chapter investigated multiple-access techniques and multiuser receivers, 
which can reduce the system complexity. In this direction, intra-cell orthogonalization 
was considered as a means of decoupling the multiuser receiver’s load from the number 
of UTs. In addition, the achievable sum-rate was studied for the sub optimal but effi­
cient receiver, which employs linear MMSE filtering, followed by single-user decoding. 
The main conclusion of this study is that linear MMSE filtering combined with multi­
ple BS antennas and intra-cell orthogonalization could provide a considerable capacity 
enhancement for an affordable complexity level. Prom a system-design point of view, a 
capacity versus complexity trade-off can be achieved by varying the number of BS an­
tennas and as a result the size of the UT group which has to be jointly filtered. Finally, 
FDMA is shown to be more efficient than TDMA as an intra-cell orthogonalization 
technique, when the UT transmissions are pealc-power constrained.
Subsequently, chapter 6 considered a multicell processing system with MIMO links and 
distributed UTs and investigated the effect of antenna correlation on the capacity per­
formance of the system. The presented results have been derived considering that the 
variances of the Gaussian channel gains are scaled by a generic variance profile, which 
incorporates both path loss and antenna correlation. In this direction, two analytical 
approaches were presented: a finite Random Matrix approach and an asymptotic Free 
Probability approach. The former approach is useful for reducing the complexity of 
capacity calculation in finite systems, whereas the latter provides closed-form expres­
sions and interesting insights on the system performance. The main findings can be 
summarized as follows: antenna correlation degrades the capacity performance of the 
system, especially if it appears on the BS side. W hat is more, for large number of 
UTs per cell, the effect of UT-side correlation is negligible. Furthermore, it is shown 
that linear MMSE filtering combined with intra-cell orthogonalization can deliver half
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of the optimal capacity for moderate correlation levels, reducing at the same time the 
complexity at the central processor. Finally, the linear scaling of the sum-rate capacity 
with the number of BS antennas remains despite the degradation effect due to antenna 
correlation.
In chapter 7, the downlink channel of a cellular array under power-law path loss and flat 
fading was investigated using MIMO information-theoretic results and the principles 
of duality. The per-cell sum-rate capacity of this cellular scenar io was evaluated using 
the dual uplink channel and the UT rate vectors are calculated considering channel- 
dependent and random DPC encoding orders. In this context, it has been shown 
that the upper bound calculated considering a system power constraint is tight for the 
considered range of cellular parameters and it can be utilized to closely estimate the 
realistic downlink capacity of a per-cell power constrained system. Furthermore, the 
downlink UT rate vectors are greatly affected by the employed DPC encoding order. 
More specifically, by considering a UT ordering which favours the deep-fade UTs the 
fairness over the downlink UT rates can be promoted, while uniform power allocation 
favours UT rate fairness on the expense of the sum-rate capacity.
8.2 Application Scenarios
Herein, BS cooperation and MCP have been studied in the context of cellular systems 
with variable density, ranging from sparse to dense network layouts. However, the 
challenges posed by the deployment of MPC systems largely depends on the application 
scenario. In this direction, this section discusses about two application scenarios: a 
femtocell MCP system and a macrocell MCP system.
In the former scenario, it is assumed that a number of functionally simple and compact 
BSs are deployed across a large corporate building in order to provide wireless network 
access. The backhaul consists of fiber optic lines, connecting all the BSs to a central 
signal processor. As it can be seen, this scenario comprises a small-scale deployment, 
where the ideal MCP assumptions can be met. In this case, the main challenges are 
optimal BS positioning, which can provide a fair throughput and coverage, and low- 
complexity signal processing techniques, which can accommodate a large number of 
users.
In the latter scenario, the ideal BS interconnection is unrealistic and thus small clusters 
cells should be formed in order to cover areas where high traffic demand is expected. 
W ithin those clusters, one BS is equipped with the central processor, whereas the 
remaining BSs have to relay the user signals to the central BS for joint processing. The 
relay channels may be low-rate error-prone wireless links and this poses a new set of 
challenges. Firstly, a subset of users should be selected for joint processing, while the 
remaining users are conventionally processed. Furthermore, the relayed signals many 
be imperfect copies of the original signals and this has to be taken into account when 
designing the joint signal processing techniques.
Based on the previous discussion, it can be seen th a t BS cooperation can be employed 
in a wide range of scenarios by tailoring accordingly the backhaul topology and the
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signal processing techniques. The following section discusses in detail some further 
research directions towai*ds the practical implementation of MCP systems.
8.3 Future Work
The findings reported in the current thesis have confirmed the high spectral efficiency 
advantage of MCP systems over conventional interference-limited cellular architectures. 
In addition, the derived closed-form expressions and the presented algorithms allow for 
an accurate evaluation of MCP capacity limits. W hat remains to be seen is whether 
practical BS cooperation can deliver the promised spectral efficiencies on a reasonable 
investment cost. In this direction, this section discusses the limiting factors which hin­
der the realistic performance evaluation and practical implementation of MCP systems 
and proposes future research guidelines towards these goals.
8 .3 .1  C o d in g  a n d  M o d u la t io n
This section discusses the practical limitations of the capacity-achieving interference- 
cancellation schemes. First, the processing load involved in performing the interference 
cancellation serially for a large number of signals results in high latency, which cannot be 
tolerated in practice. A possible solution is the parallel interference cancellation, which 
increases the required computational power by introducing several decoders operating 
in parallel but reduces the latency involved in decoding the signals one after the other. 
Alternatively, multi-stage decoding provides a scheme with affordable computational 
power and tolerable latency, where groups of users are decoded in parallel and each 
group is canceled from the aggregate signal after its reliable detection. Furthermore, 
in practical channel coded systems, soft decisions can be exchanged iteratively between 
the decoding and interference cancellation processes in order to improve the combined 
performance of detection and decoding.
However, one of the main limitations that compromise the performance of these inter­
ference cancellation schemes is the performance degradation due to error propagation. 
Errors may occur due to channel estimation inaccuracies or even excessive thermal 
noise. Due to the serial nature of these schemes, these errors can create a chain of 
incorrect UT signals, which compromise the performance and the error resilience of the 
scheme. A concise review of interference cancellation for cellular systems is presented 
in [139] and the practical limitations of the known schemes are discussed.
Another issue considering modulation is the limitations on the constellation size. Ide­
ally, unlimited Gaussian-distributed alphabet should be used in order to achieve the 
optimal capacity. However, in practical systems the modulation rarely goes beyond 
512-QAM due to processing constraints of the digital signal processing hardware. As 
a result, the attained capacity of practical modulation schemes saturate after a certain 
threshold and the rate ceases to increase with SNR. This saturation threshold is deter­
mined by the number of bits that the employed constellation can carry. Depending on 
the SNR conditions, this limitation could also have an effect on the sum-rate capacity of
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BS cooperation systems. Finally, the assumption of infinitely long codeblocks of Gaus­
sian coding cannot be implemented in practice, especially considering delay-sensitive 
real-time applications.
8 .3 .2  E V equency S e le c t iv it y
In the ergodic capacity literature, the majority of results preserve the assumption of 
a flat-fading Gaussian channel. However, the actual wireless channels in current com­
munication systems are often wideband and therefore time dispersive and frequency 
selective. In this context, the investigation of MCP systems operating over a wide­
band channel is an important topic towards evaluating the capacity performance in 
real-world conditions. A first step in this direction was published (as an auxiliary part 
of this thesis) in [140], where the ergodic capacity of a wideband MIMO channel has 
been studied in both time and frequency domain based on free probabilistic arguments.
8 .3 .3  C h a n n e l S ta te  In fo r m a tio n
As mentioned earlier, the employed coding schemes (SIC and DPC) which achieve the 
optimal sum-rate capacity require perfect channel state information. Availability of 
channel knowledge is more crucial for downlink operation as it requires the channel 
gains of all possible BS-UT pairs to be known at the hyper-transmitter. For this 
case in practice, the channel state can be estimated at the UT-side by measuring the 
received power of pilot signals originating at the BS. Therefore, the UTs are aware of 
the downlink channel gains and a reverse channel is needed in order to feedback the 
channel estimates to the BSs. The required rate of the reverse channel is proportional 
to the frequency and quantization accuracy of the channel gain measurement.
Another problem in the downlink case is that there is a time delay of the channel esti­
mation which corresponds to the time needed for the pilot signal to reach the UT, to 
be measured and to be fed bade to the BS. Hence, when the UTs are highly mobile, the 
coherence time of the channel is very short and this process can introduce estimation 
errors. This problem is tadded by transmitting pilot signals more frequently, but this 
means sacrificing a part of the downlink throughput for pilot signaling. Therefore, it 
can be seen that the actual objective is to determine an operation point of channel esti­
mation quality, where the throughput enhancement due to channel knowledge outgrows 
the throughput penalty due to the reverse and pilot channel.
Another complication appears in the uplink channel, where the BSs require the channel 
state information of the reverse channel in order to jointly decode the received signals. 
However, this information is not available and therefore the downlink channel gains are 
utilized instead. This discrepancy is of minor importance if the uplink-downlink channel 
reciprocity applies. In FDM systems, this means that there is no frequency-selective 
fading and thus the channel gains are not frequency-dependent. In TDM systems, 
it means that there is no time selectivity and thus the channel gains are not time- 
dependent. Nevertheless, these ideal assumptions rarely apply in practice and hence 
the channel estimation errors are inevitable. In general, the level of channel reciprocity
page 121
C h a p t e r  8: E p i l o g u e
is higher in TDM than in FDM systems. The degradation of the information-theoretic 
capacity due to imperfect channel estimation is surveyed in [141, 142, 143].
8 .3 .4  I n fr a s tr u c tu r e
In a BS cooperation system, the requisite infrastructure comprises the central processor 
and the backhaul that interconnects the BSs. First, let us focus on the complexity of 
the multiuser signal processing on the central processor. Since it has to take into 
account all the UTs of the cellular system, the computational load increases beyond 
the capabilities of current processors even for moderately sized systems.
Fortunately, based on the concept of clustering (also known as distributed antenna 
system) cooperation can be allowed amongst smaller clusters of BSs without sacrificing 
the capacity enhancements achieved with global BS cooperation. This concept relies 
on the fact that the wireless signal decays fast with distance and therefore it suffices 
to consider only a limited number of cooperating cell tiers. This approach has also 
the advantage of decreasing the cost of infrastructure investment, since the cabling and 
the processing can take place locally (within the clusters) instead of globally. Unfortu­
nately, clustering results in a hybrid of BS cooperation and interference-limited systems, 
as the inter-cluster interference still affects the performance of the system. As a result, 
the cluster-edge UTs will be inadequately served in compai’ison to the cluster-center 
UTs. This effect could be mitigated by designing overlapping clusters and incorporat­
ing an additional layer of inter-cluster processors. A simpler suboptimal solution is to 
utilize orthogonal multiple access techniques amongst the clusters [144]. Effectively at 
the expense of some extra control signaling, clusters could be dynamically coordinated 
to mitigate the haianful inter-cluster interference effect. The capacity degrading effect 
of clustering becomes more evident as cluster size decreases. Coordination amongst 
clusters can recover the major part of this loss by engaging effective interference con­
trol and management techniques through shared control information. For example, 
potential inter-cluster interfering UTs could be dynamically orthogonalized through 
inter-cluster coordinated radio resource allocation mechanisms.
Another important limiting factor is the rate and delay limitations of the backhaul 
system that interconnects the BSs. Since it is not always possible to deploy optic 
fibers due to financial or geographical reasons, the backhaul can comprise less reliable 
connections, such as copper cables or microwave links. The imperfectly-connected BSs 
can be considered as relays and thus this setting resembles the case of relaying in 
combination to BS cooperation. The recent survey in [145] summarizes the effects of 
limited-capacity backhaul for non-fading uplink and downlink channels for simplified 
cellular system models.
8 .3 .5  Q oS
In the current thesis, the objective was to maximize the sum-rate capacity. However, in 
actual commercial networks there is a number of QoS constraints that have to be met. 
These constrains can be generally categorized in minimum rate constraints and delay
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constraints. The miniinmn rate constraints are needed in order to ensure that each UT 
can achieve the requisite rate for the basic network services. For example, in a cellular 
network a UT has to be able to establish a voice connection at any time, while the 
rate of data connections may vary. In another scenar io, the minimum rate constraints 
could be utilized for ensuring that a group of premium UTs are guaranteed a higher 
minimum rate than regular UTs. Furthermore, delay constraints are used in order to 
prevent disruption in real-time services (e.g. voice/video calling/conferencing, mobile 
radio/TV). In this direction, it becomes apparent that a multiobjective optimization 
approach has to be taken while analyzing BS cooperation systems. For instance, an 
interesting scenario would be to maximize the sum-rate while meeting a minimum 
rate and delay constraint for the ensemble of UTs. This objective could be achieved by 
designing QoS-aware power allocation algorithms [146]. In addition, the outage capacity 
is a more appropriate figure of merit than ergodic capacity, when delay-sensitive systems 
are considered.
8 .3 .6  E n e r g y  E ffic ie n c y
Energy consumption is rapidly becoming an important design factor in wireless commu­
nications due to environmental and financial reasons. In this direction, opportunistic 
cooperative communication strategies can be employed in order to minimize the infras­
tructure energy consumption and to maximize battery life. By converting interference 
to useful signal, BS cooperation contributes towards the energy efficiency objective. 
However, it remains to be seen if the energy consumed on the backhaul communi­
cations and central processing can be balanced by the energy saved by eliminating 
inter-cell interference.
8 .3 .7  C o m b in in g  C o o p e r a t io n  T e c h n iq u e s
An interesting scenaiio appears while combining multiple cooperation techniques in 
order to satisfy a number of network performance criteria. More specifically, BS coop­
eration can be exploited to achieve high spectral efficiencies, while relaying and/or UT 
cooperation can be utilized for coverage extension. These synergies can be studied in 
the context of network planning in order to determine the optimal BS positioning and 
clustering and the requisite cooperation techniques.
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