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PROPAGATION OF SINGULARITIES FOR THE STOCHASTIC
WAVE EQUATION
CHEUK YIN LEE AND YIMIN XIAO
Abstract. We study the existence and propagation of singularities of the solution to a
one-dimensional stochastic wave equation driven by an additive Gaussian noise that is white
in time and colored in space. Our approach is based on a simultaneous law of the iterated
logarithm and general methods for Gaussian processes.
1. Introduction
Consider the stochastic wave equation in one spatial dimension:
∂2
∂t2
u(t, x)− ∂
2
∂x2
u(t, x) = W˙ (t, x), t ≥ 0, x ∈ R,
u(0, x) = 0,
∂
∂t
u(0, x) = 0,
(1.1)
where W˙ is a Gaussian noise that is white in time and colored in space with spatial covariance
given by the Riesz kernel of exponent 0 < β < 1, i.e.
E[W˙ (t, x)W˙ (s, y)] = δ0(t− s)|x− y|−β. (1.2)
The existence of the mild solution u(t, x) of (1.1) was studied by Dalang [4], see (2.3) below.
The purpose of this article is to study the existence and propagation of singularities of
{u(t, x), (t, x) ∈ R+ × R}.
In this article, singularities are associated with the law of the iterated logarithm (LIL),
or the local modulus of continuity. They refer to the random points at which the process
exhibits local oscillations that are much larger than those given by the LIL. For the Brownian
motion, this phenomenon was first studied by Orey and Taylor [15]. It is well known that at
a fixed time point, the local oscillation of a Brownian sample path satisfies the LIL almost
surely. However, it is not true that the LIL holds simultaneously for all points with prob-
ability 1. Indeed, according to Le´vy’s uniform modulus of continuity, one can find random
points at which the LIL fails and the oscillation is exceptionally large, and therefore these
exceptional points may be defined as singularities. Similarly, singularities can be defined for
other stochastic processes and, more generally, random fields.
The singularities of the Brownian sheet and the one-dimensional stochastic wave equation
driven by the space-time white noise were studied by Walsh [20, 21], and the case of semi-
fractional Brownian sheet was studied by Blath and Martin [2]. Based on a simultaneous
law of the iterated logarithm, Walsh [20] showed that the singularities of the Brownian sheet
propagate parallel to the coordinate axis. Moreover, Walsh [21] established an interesting
relation between the Brownian sheet and the solution u(t, x) to (1.1) driven by the space-time
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white noise. Indeed, it follows from Theorem 3.1 in [21] that the solution can be decomposed
into three components:
u(t, x) =
1
2
[
B
(t− x√
2
,
t+ x√
2
)
+ Wˆ
( t− x√
2
, 0
)
+ Wˆ
(
0,
t+ x√
2
)]
, (1.3)
where the main component B is a Brownian sheet and Wˆ is the modified Brownian sheet
defined in Chapter 1 of Walsh [21], and the processes {B(s, t) : s, t ≥ 0}, {Wˆ (s, 0) : s ≥ 0}
and {Wˆ (0, t) : t ≥ 0} are independent. This relation implies that the singularities of v(t, x)
propagate along the characteristic curves t− x = c and t+ x = c.
The study of singularities of the solution to (1.1) driven by space-time white noise in [20, 21]
was later extended by Carmona and Nualart [3] to one-dimensional nonlinear stochastic wave
equations driven by a space-time white noise. Their method is based on the general theory of
semimartingales and two-parameter strong martingales. In particular, Carmona and Nualart
[3] proved the law of the iterated logarithm for a semimartingale by the LIL of Brownian
motion and a time change. They also proved that, for a class of two-parameter strong
martingales, the law of the iterated logarithm in one variable holds simultaneously for all
values of the other variable.
The main objective of this article is to study the existence and propagation of singularities
of the solution to (1.1) driven by a Gaussian noise that is white in time and colored in space
with spatial covariance given by (1.2) with 0 < β < 1. In this case, the solution shares some
similarity with the fractional Brownian sheet, but it seems to us that there is not a natural
relation like (1.3) between the solution and the fractional Brownian sheet. Also, the method
in Carmona and Nualart [3] based on two-parameter strong martingales can not be applied.
Our approach is based on a simultaneous LIL for the solution and relies on general methods
for Gaussian processes.
The rest of this article is organized as follows. First, we establish a simultaneous LIL for
the solution of the stochastic wave equation. We prove that after a rotation, the LIL in one
variable holds simultaneously for all values of the other variable. The proof consists of two
parts. The upper bound for the LIL is proved in Section 2 and the lower bound is proved
in Section 3. In Section 4, we define singularity for the solution and apply the simultaneous
LIL to study the propagation of singularities. The main result Theorem 4.3 shows that
singularities propagate along the characteristic curves.
It would be interesting to study the existence and propogation of singularities of the
solutions of the nonlinear stochastic wave equations with a Gaussian noise which is white in
time and colored in space ([4]) or stochastic wave equations with a multiplicative space-time
homogeneous Gaussian noise ([1]). For solving these problems, the martingale based methods
of Carmona and Nualart [3] are not applicable. We believe that the Gaussian method in this
article, together with appropriate approximation arguments, will be useful.
2. Simultaneous Law of Iterated Logarithm: Upper Bound
The noise in (1.1) is defined as the mean zero Gaussian processW (ϕ) indexed by compactly
supported smooth functions ϕ ∈ C∞c (R+ × R) with covariance function
E[W (ϕ)W (ψ)] =
∫
R+
ds
∫
R
dy
∫
R
dy′ ϕ(s, y)|y − y′|−βψ(s, y′)
=
1
2pi
∫
R+
ds
∫
R
µ(dξ)F (ϕ(s, ·))(ξ)F (ψ(s, ·))(ξ)
(2.1)
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for all ϕ,ψ ∈ C∞c (R+ × R), where µ is the measure whose Fourier transform is | · |−β and
F (ϕ(s, ·))(ξ) is the Fourier transform of the function y 7→ ϕ(s, y) in the following convention:
F (ϕ(s, ·))(ξ) =
∫
R
e−iξyϕ(s, y)dy.
Note that µ(dξ) = Cβ|ξ|−1+βdξ, where
Cβ =
pi1/221−βΓ(12 − β2 )
Γ(β2 )
see [19, p.117]. We assume that W is defined on a complete probability space (Ω,F ,P).
Following [4, 5], for any bounded Borel set A in R+ × R, we can define
W (A) = lim
n→∞W (ϕn)
in the sense of L2(P)-limit, where (ϕn) is a sequence in C
∞
c (R+ × R) with a compact set K
such that suppϕn ⊂ K for all n and ϕn → 1A. From (2.1), it follows that for any bounded
Borel sets A,B in R+ ×R, we have
E[W (A)W (B)] =
∫
R+
ds
∫
R
dy
∫
R
dy′ 1A(s, y)|y − y′|−β1B(s, y′)
=
1
2pi
∫
R+
ds
∫
R
Cβdξ
|ξ|1−β F (1A(s, ·))(ξ)F (1B (s, ·))(ξ).
(2.2)
In dimension one, the fundamental solution of the wave equation is 121{|x|≤t}, so the mild
solution of (1.1) is
u(t, x) =
1
2
∫ t
0
∫
R
1{|x−y|≤t−s}(s, y)W (ds dy) =
1
2
W (∆(t, x)), (2.3)
where ∆(t, x) = {(s, y) ∈ R+×R : 0 ≤ s ≤ t, |x− y| ≤ t− s}. The set ∆(t, x) is indicated by
the shaded region in Figure 1.
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Consider a new coordinate system (τ, λ) obtained by rotating the (t, x)-coordinates by
−45◦. In other words,
(τ, λ) =
(t− x√
2
,
t+ x√
2
)
and (t, x) =
(τ + λ√
2
,
−τ + λ√
2
)
.
For τ ≥ 0, λ ≥ 0, let us denote
u˜(τ, λ) = u
(τ + λ√
2
,
−τ + λ√
2
)
.
We are going to prove a simultaneous LIL for the Gaussian random field {u˜(τ, λ), τ ≥ 0, λ ≥
0}. The following result shows an upper bound for the LIL in λ, which holds simultaneously
for all values of τ . By a symmetric argument, we can also prove that the LIL in τ holds
simultaneously for all λ.
Proposition 2.1. For any λ > 0, we have
P
(
lim sup
h→0+
|u˜(τ, λ+ h)− u˜(τ, λ)|√
(τ + λ)h2−β log log(1/h)
≤ Kβ for all τ ∈ [0,∞)
)
= 1, (2.4)
where
Kβ =
(
2(1−β)/2
(2− β)(1− β)
)1/2
.
Lemma 2.2. For any 0 < β < 1, a < b and c < d, we have
Cβ
∫ ∞
−∞
|F1[a,b](ξ)|2
dξ
|ξ|1−β =
4pi
(2− β)(1− β) (b− a)
2−β (2.5)
and
Cβ
∫ ∞
−∞
F1[a,b](ξ)F1[c,d](ξ)
dξ
|ξ|1−β =
2pi
(2− β)(1 − β)
(
|c−b|2−β+|d−a|2−β−|c−a|2−β−|d−b|2−β
)
.
Proof. The Fourier transform of the function 1[a,b] is
F1[a,b](ξ) =
e−iξa − e−iξb
iξ
.
It follows that
Cβ
∫ ∞
−∞
|F1[a,b](ξ)|2
dξ
|ξ|1−β = Cβ
∫ ∞
−∞
|eiξ(b−a) − 1|2 dξ|ξ|3−β
= Cβ(b− a)2−β
∫ ∞
−∞
|eiξ − 1|2 dξ|ξ|3−β .
The last equality follows by scaling. The proof of Proposition 7.2.8 of [17] shows that∫ ∞
−∞
|eiξ − 1|2 dξ|ξ|3−β =
2pi
(2− β)Γ(2 − β) sin(piβ2 )
.
Also, using the relations Γ(2z) = 22z−1pi−1/2Γ(z)Γ(z + 1), Γ(z)Γ(1 − z) = pi/ sin(piz) and
zΓ(z) = Γ(z + 1) (cf. [8, p.895–896]), we can show that
Cβ =
2Γ(2− β) sin(piβ2 )
1− β .
Hence (2.5) follows.
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For the second part,∫ ∞
−∞
F1[a,b](ξ)F1[c,d](ξ)
dξ
|ξ|1−β =
∫ ∞
−∞
(
eiξ(c−a) + eiξ(d−b) − eiξ(c−b) − eiξ(d−a)) dξ|ξ|3−β .
Note that this integral is real, so we have∫ ∞
−∞
F1[a,b](ξ)F1[c,d](ξ)
dξ
|ξ|1−β =
1
2
∫ ∞
−∞
(
eiξ(c−a) + e−iξ(c−a) + eiξ(d−b) + e−iξ(d−b)
− eiξ(c−b) − e−iξ(c−b) − eiξ(d−a) − e−iξ(d−a)) dξ|ξ|3−β .
Since |eiξ(x−y) − 1|2 = 2− eiξ(x−y) − e−iξ(x−y) for all x, y ∈ R, we have∫ ∞
−∞
F1[a,b](ξ)F1[c,d](ξ)
dξ
|ξ|1−β
=
1
2
∫ ∞
−∞
(− |eiξ(c−a) − 1|2 − |eiξ(d−b) − 1|2 + |eiξ(c−b) − 1|2 + |eiξ(d−a) − 1|2) dξ|ξ|3−β .
Now the result follows from the first part of the proof. 
Lemma 2.3. For any τ, λ, h > 0,
E[(u˜(τ, λ+ h)− u˜(τ, λ))2] = 1
2
K2β
[
(τ + λ)h2−β + (3− β)−1h3−β
]
,
where
Kβ =
(
2(1−β)/2
(2− β)(1− β)
)1/2
.
Proof. Note that
E[(u˜(τ, λ+ h)− u˜(τ, λ))2] = E
[(
u
(τ + λ+ h√
2
,
−τ + λ+ h√
2
)
− u
(τ + λ√
2
,
−τ + λ√
2
))2]
=
1
4
E
[(
W
(
∆
(τ + λ+ h√
2
,
−τ + λ+ h√
2
)∖
∆
(τ + λ√
2
,
−τ + λ√
2
)))2]
.
Then by (2.2) and Lemma 2.2,
E[(u˜(τ, λ+ h)− u˜(τ, λ))2]
=
1
8pi
{∫ τ+λ√
2
0
ds
∫ ∞
−∞
Cβdξ
|ξ|1−β
∣∣F1[√2λ−s,√2(λ+h)−s](ξ)∣∣2
+
∫ τ+λ+h√
2
τ+λ√
2
ds
∫ ∞
−∞
Cβdξ
|ξ|1−β
∣∣F1[−√2τ+s,√2(λ+h)−s](ξ)∣∣2
}
=
1
2(2− β)(1 − β)
{∫ τ+λ√
2
0
(√
2h
)2−β
ds+
∫ τ+λ+h√
2
τ+λ√
2
(√
2(τ + λ+ h)− 2s)2−βds}
=
1
2
K2β
[
(τ + λ)h2−β + (3− β)−1h3−β
]
. 
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Recall a standard result for large deviation (cf. [10, 12]): If {Z(t) : t ∈ T} is a continuous
centered Gaussian random field which is a.s. bounded, then
lim
γ→∞
1
γ2
log P
(
sup
t∈T
Z(t) > γ
)
= − 1
2 supt∈T E(Z(t)2)
. (2.6)
By symmetry of the distribution of {Z(t) : t ∈ T}, we have
lim
γ→∞
1
γ2
log P
(
sup
t∈T
|Z(t)| > γ
)
= − 1
2 supt∈T E(Z(t)2)
. (2.7)
Now, we prove Proposition 2.1.
Proof of Proposition 2.1. It suffices to show that for any 0 ≤ a < b <∞ and any 0 < ε < 1,
P
(
lim sup
h→0+
|u˜(τ, λ+ h)− u˜(τ, λ)|√
(τ + λ)h2−β log log(1/h)
≤ (1 + ε)Kβ for all τ ∈ [a, b]
)
= 1. (2.8)
Let c ∈ [a, b], δ = (a+ λ)ε/2 and d = c+ δ. Take 0 < θ < 1 such that θ(1 + ε) > 1. Choose
a real number q such that 1 < q < [θ(1 + ε)]1/(2−β). Consider the event
An =
{
sup
τ∈[0,d]
sup
h∈[0,q−n]
∣∣u˜(τ, λ+ h)− u˜(τ, λ)∣∣ > γn},
where
γn = (1 + ε)Kβ
√
(c+ λ)(q−n−1)2−β log log qn.
By Lemma 2.3,
E
[
(u˜(τ, λ+ h)− u˜(τ, λ))2] = 1
2
K2β
[
(τ + λ)h2−β + (3− β)−1h3−β
]
.
By (2.7), for all large n,
1
γ2n
log P(An) ≤ − θ
K2β [(d+ λ)(q
−n)2−β + (3− β)−1(q−n)3−β] .
It follows that
P(An) ≤ exp
(
− θ(1 + ε)
2(c+ λ)
q2−β[(d+ λ) + (3− β)−1q−n] log(n log q)
)
= (n log q)−pn ,
where
pn =
θ(1 + ε)2
q2−β[(1 + δc+λ) + (3− β)−1(c+ λ)−1q−n]
.
Recall that δ = (c+λ)ε/2. If n is sufficiently large, then (3−β)−1(c+λ)−1q−n ≤ ε/2, which
implies that
pn ≥ θ(1 + ε)
q2−β
> 1.
Hence
∑∞
n=1 P(An) <∞ and by the Borel–Cantelli lemma, we have P(An i.o.) = 0. It follows
that with probability 1,
sup
τ∈[c,d]
sup
h∈[q−n−1,q−n]
|u˜(τ, λ+ h)− u˜(τ, λ)|√
(c+ λ)(q−n−1)2−β log log qn
≤ (1 + ε)Kβ
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eventually for all large n. Hence
P
(
lim sup
h→0+
|u˜(τ, λ+ h)− u˜(τ, λ)|√
(τ + λ)h2−β log log(1/h)
≤ (1 + ε)Kβ for all τ ∈ [c, d]
)
= 1.
From this, we can deduce (2.8) by covering the interval [a, b] by finitely many intervals [c, d]
of length δ. 
3. Simultaneous Law of Iterated Logarithm: Lower Bound
Next, we prove the lower bound for the simultaneous LIL:
Proposition 3.1. For any λ > 0,
P
(
lim sup
h→0+
|u˜(τ, λ+ h)− u˜(τ, λ)|√
(τ + λ)h2−β log log(1/h)
≥ Kβ for all τ ∈ [0,∞)
)
= 1, (3.1)
where Kβ is the same constant as in Proposition 2.1, i.e.
Kβ =
(
2(1−β)/2
(2− β)(1− β)
)1/2
.
Recall the following version of Borel–Cantelli lemma [16, p.391].
Lemma 3.2. Let {An : n ≥ 1} be a sequence of events. If
(i)
∑∞
n=1 P(An) =∞ and
(ii) lim inf
n→∞
∑n
j=1
∑n
k=1 P(Aj ∩Ak)
[
∑n
j=1 P(Aj)]
2
= 1,
then P(An i.o.) = 1.
We will also use the following lemma, which is essentially proved in [18]. For the sake of
completeness, we provide a proof for this result.
Lemma 3.3. Let Z1 and Z2 be jointly Gaussian random variables with E(Zi) = 0, E(Z
2
i ) = 1
and E(Z1Z2) = r. Then for any γ1, γ2 > 0, there exists a number r
∗ between 0 and r such
that
P(Z1 > γ1, Z2 > γ2)− P(Z1 > γ1)P(Z2 > γ2) = rg(γ1, γ2; r∗),
where g(x, y; r) is the standard bivariate Gaussian density with correlation r, i.e.
g(x, y; r) =
1
2pi(1 − r2)1/2 exp
(
−x
2 + y2 − 2rxy
2(1− r2)
)
.
Proof. Let γ1, γ2 > 0 and p(r) =
∫∞
γ1
∫∞
γ2
g(x, y; r) dx dy. Define the Fourier transform of a
function f(x, y) as Ff(ξ, ζ) =
∫∫
R2
e−i(xξ+yζ)f(x, y) dx dy. Note that
g(x, y; r) =
1
(2pi)2
∫∫
R2
ei(xξ+yζ)[Fg(∗ ; r)](ξ, ζ) dξ dζ
and
[Fg(∗ ; r)](ξ, ζ) = e− 12 (ξ2+2rξζ+ζ2).
By the dominated convergence theorem,
∂rg(x, y; r) =
−1
(2pi)2
∫∫
R2
ei(xξ+yζ)ξζ[Fg(∗ ; r)](ξ, ζ) dξ dζ.
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Since (iξ)(iζ) ·Ff(ξ, ζ) = [F∂x∂yf ](ξ, ζ), we have
∂rg(x, y; r) =
1
(2pi)2
∫∫
R2
ei(xξ+yζ)[F∂x∂yg(∗; r)](ξ, ζ) dξ dζ = ∂x∂yg(x, y; r).
Therefore,
∂rp =
∫ ∞
γ1
∫ ∞
γ2
∂x∂yg(x, y; r) dx dy = g(γ1, γ2; r).
The mean value theorem implies that p(r)− p(0) = rg(γ1, γ2; r∗) for some r∗ between 0 and
r, and hence the result. 
Let σ and σ˜ be the canonical metric on R+ × R for u and u˜, respectively, i.e.
σ[(t, x), (t′, x′)] = E[(u(t, x)− u(t′, x′))2]1/2,
σ˜[(τ, λ), (τ ′, λ′)] = E[(u˜(τ, λ)− u˜(τ ′, λ′))2]1/2.
For a rectangle I = [a, a′] × [−b, b], where 0 < a < a′ < ∞ and 0 < b < ∞, recall from [6,
Proposition 4.1] that there exist positive finite constants C1 and C2 such that
C1
(|t− t′|+ |x− x′|)(2−β)/2 ≤ σ[(t, x), (t′, x′)] ≤ C2(|t− t′|+ |x− x′|)(2−β)/2 (3.2)
for all (t, x), (t′, x′) ∈ I.
The proof of the following lemma is based on the method in [13, 14].
Lemma 3.4. Let τ > 0, λ > 0 and q > 1. Then for all 0 < ε < 1,
P
(
u˜(τ, λ+ q−n)− u˜(τ, λ+ q−n−1)
σ˜[(τ, λ+ q−n), (τ, λ+ q−n−1)]
≥ (1− ε)
√
2 log log qn infinitely often in n
)
= 1. (3.3)
Proof. For n ≥ 1, let An = {Zn > γn}, where
Zn =
u˜(τ, λ+ q−n)− u˜(τ, λ+ q−n−1)
σ˜[(τ, λ+ q−n), (τ, λ + q−n−1)]
and
γn = (1− ε)
√
2 log log qn.
We will complete the proof by showing that (i) and (ii) of Lemma 3.2 are satisfied. For (i),
by using the standard estimate
P(Z > x) ≥ (2
√
2pi)−1x−1 exp(−x2/2), x > 1, (3.4)
for a standard Gaussian random variable Z, we derive that for large n,
P(Zn > γn) ≥ C
n(1−ε)2
√
log n
and hence
∑∞
n=1 P(An) =∞.
Next, we show that (ii) is satisfied. Since
n∑
j=1
n∑
k=1
[
P(Aj ∩Ak)− P(Aj)P(Ak)
]
= E
[( n∑
j=1
(
1Aj − P(Aj)
))2] ≥ 0
and
∑∞
n=1 P(An) =∞, it is enough to prove that
lim inf
n→∞
∑
1≤j<k≤n[P(Aj ∩Ak)− P(Aj)P(Ak)]
[
∑n
j=1 P(Aj)]
2
≤ 0. (3.5)
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We are going to use Lemma 3.3 to estimate the difference in the numerator. First, we estimate
the correlation rjk between Zj and Zk for j < k. Let (tn, xn) = (
τ+λ+q−n√
2
, −τ+λ+q
−n√
2
). By
(2.2), we have
E
[
(u˜(τ, λ+ q−j)− u˜(τ, λ+ q−j−1))(u˜(τ, λ+ q−k)− u˜(τ, λ+ q−k−1))]
=
1
4
E
[
W
(
∆(tj , xj)\∆(tj+1, xj+1)
)
W
(
∆(tk, xk)\∆(tk+1, xk+1)
)]
=
1
8pi
∫ ∞
0
ds
∫ ∞
−∞
Cβdξ
|ξ|1−β F (1∆(tj ,xj)\∆(tj+1,xj+1)(s, ·))(ξ)F (1∆(tk ,xk)\∆(tk+1,xk+1)(s, ·))(ξ)
=
1
8pi
∫ tk+1
0
ds
∫ ∞
−∞
Cβdξ
|ξ|1−β F (1[xk+1+tk+1−s, xk+tk−s])(ξ)F (1[xj+1+tj+1−s, xj+tj−s])(ξ)
+
1
8pi
∫ tk
tk+1
ds
∫ ∞
−∞
Cβdξ
|ξ|1−β F (1[xk−tk+s, xk+tk−s])(ξ)F (1[xj+1+tj+1−s, xj+tj−s])(ξ).
Note that (2.2) also implies that this covariance is nonnegative. Then by Lemma 2.2,
E
[
(u˜(τ, λ+ q−j)− u˜(τ, λ+ q−j−1))(u˜(τ, λ+ q−k)− u˜(τ, λ+ q−k−1))]
= Ctk+1
[
(q−j−1 − q−k)2−β − (q−j−1 − q−k−1)2−β + (q−j − q−k−1)2−β − (q−j − q−k)2−β
]
+ C
∫ q−k
q−k−1
[
(q−j−1 − q−k)2−β − (q−j−1 − s)2−β + (q−j − s)2−β − (q−j − q−k)2−β
]
ds
=: J1 + J2. (3.6)
Let us consider the first term J1. By the mean value theorem, we can find some a and b such
that
q−j−1 − q−k ≤ a ≤ q−j−1 − q−k−1 < q−j − q−k ≤ b ≤ q−j − q−k−1.
and
(q−j−1 − q−k)2−β − (q−j−1 − q−k−1)2−β + (q−j − q−k−1)2−β − (q−j − q−k)2−β
= (2− β)(b1−β − a1−β)(q−k − q−k−1)
≤ (2− β)[(q−j − q−k−1)1−β − (q−j−1 − q−k)1−β]q−k.
Suppose j ≤ k−2. By the mean value theorem again, we can find some ξ between q−j−q−k−1
and q−j−1 − q−k such that
(q−j − q−k−1)1−β − (q−j−1 − q−k)1−β = (1− β)ξ−β[(q−j − q−k−1)− (q−j−1 − q−k)]
≤ (1− β)(q−j−1 − q−k)−βq−j
≤ (1− β)(q−j−1 − q−j−2)−βq−j
≤ (1− β)(q−1 − q−2)(q−j)1−β .
It follows that
J1 ≤ C(q−j)1−βq−k.
Next, we consider the term J2 in (3.6). For every s ∈ [q−k−1, q−k], we can find some a˜ and
b˜ (depending on s) such that
q−j−1 − q−k ≤ a˜ ≤ q−j−1 − s < q−j − q−k ≤ b˜ ≤ q−j − s
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and
(q−j−1 − q−k)2−β − (q−j−1 − s)2−β + (q−j − s)2−β − (q−j − q−k)2−β
= (2− β)(b˜1−β − a˜1−β)(q−k − s)
≤ (2− β)[(q−j − s)1−β − (q−j−1 − q−k)1−β]q−k.
For j ≤ k−2, by the mean value theorem again, there exists η between q−j−s and q−j−1−q−k
such that
(q−j − s)1−β − (q−j−1 − q−k)1−β = (1− β)η−β [(q−j − s)− (q−j−1 − q−k)]
≤ (1− β)(q−j−1 − q−j−2)−βqj
≤ (1− β)(q−1 − q−2)(q−j)1−β .
Then we have
J2 = C
∫ q−k
q−k−1
[
(q−j−1 − q−k)2−β − (q−j−1 − s)2−β + (q−j − s)2−β − (q−j − q−k)2−β
]
ds
≤ C(q−j)1−β(q−k)2 ≤ C(q−j)1−βq−k.
Therefore, by combining (3.6), the upper bounds for J1, J2, and recalling (3.2), we see that
for j ≤ k − 2, the correlation rjk between Zj and Zk satisfies
0 ≤ rjk = E(ZjZk) ≤ C(q
−j)1−βq−k
(q−j)1−β/2(q−k)1−β/2
= C0(q
−(k−j))β/2 =: ξjk. (3.7)
By (3.7), we can choose a fixed l ≥ 2 such that r := sup{rjk : j ≤ k − l} < 1. Since∑∞
n=1 P(An) =∞, in order to prove (3.5), it suffices to prove that for any δ > 0, there exists
m such that
lim inf
n→∞
∑n
k=m
∑k−l
j=1[P(Aj ∩Ak)− P(Aj)P(Ak)]
[
∑n
j=1 P(Aj)]
2
≤ δ. (3.8)
Let δ > 0 be given and let m be a large integer that will be chosen appropriately depending
on δ. Let ρk =
4
(β/2) log q log γk, so that for 1 ≤ j ≤ k − ρk,
ξjk ≤ C0γ−4k . (3.9)
Provided m is large, 1 < k − ρk < k − l for all k ≥ m. By Lemma 3.3, we have
n∑
k=m
k−l∑
j=1
[P(Aj ∩Ak)− P(Aj)P(Ak)] ≤
 n∑
k=m
⌊k−ρk⌋∑
j=1
+
n∑
k=m
k−l∑
j=⌊k−ρk⌋
 rjkg(γj , γk; r∗jk), (3.10)
where r∗jk is a number such that 0 ≤ r∗jk ≤ rjk for each j, k. Let us consider the two sums on
the right-hand side of (3.10) separately. By (3.7), the first sum is
n∑
k=m
⌊k−ρk⌋∑
j=1
rjk
2pi(1− r∗2jk)1/2
exp
(
−γ
2
j + γ
2
k − 2r∗jkγjγk
2(1 − r∗2jk)
)
≤
n∑
k=m
⌊k−ρk⌋∑
j=1
ξjkγjγk
2pi(1− ξ2jk)1/2
exp
(
−r∗2jk(γ2j + γ2k) + 2r∗jkγjγk
2(1− r∗2jk)
)
γ−1j e
−γ2j /2γ−1k e
−γ2
k
/2.
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Note that γj < γk for j < k. Then by (3.4), (3.7) and (3.9), the sum is
≤ 4
n∑
k=m
⌊k−ρk⌋∑
j=1
C0γ
−2
k
(1 −C20γ−8k )1/2
exp
(
C0γ
−2
k
1− C20γ−8k
)
P(Aj)P(Ak).
Since γk →∞, we may choose m to be large enough such that this sum is ≤ δ[
∑n
j=1 P(Aj)]
2.
By (3.4), the second sum on the right-hand side of (3.10) is
n∑
k=m
k−l∑
j=⌊k−ρk⌋
rjk
2pi(1 − r∗2jk)1/2
exp
(
−γ
2
j + γ
2
k − 2r∗jkγjγk
2(1 − r∗2jk)
)
≤
n∑
k=m
k−l∑
j=⌊k−ρk⌋
rjkγj
2pi(1 − r∗2jk)1/2
exp
(
−(γk − r
∗
jkγj)
2
2(1− r∗2jk)
)
γ−1j e
−γ2j /2
≤ 2√
2pi
n∑
k=m
k−l∑
j=⌊k−ρk⌋
γk
(1− r∗2jk)1/2
exp
(
−(1− r
∗
jk)
2γ2k
2(1 − r∗2jk)
)
P(Aj).
Recall that r = sup{rjk : j ≤ k − l} < 1. Moreover, if m is large enough, then
γk log γk
(1− r2)1/2 exp
(
−(1− r)γ
2
k
2(1 + r)
)
≤ δ
and k − ρk > k/2 for all k ≥ m, so that the last sum above is
≤ 2√
2pi
n∑
k=m
ρkγk
(1− r2)1/2 exp
(
−(1− r)γ
2
k
2(1 + r)
)
P(A⌊k−ρk⌋)
≤ C
n∑
k=m
γk log γk
(1− r2)1/2 exp
(
−(1− r)γ
2
k
2(1 + r)
)
P(A⌊k/2⌋)
≤ 2Cδ
n∑
k=1
P(Ak).
We get that
n∑
k=m
k−l∑
j=1
[P(Aj ∩Ak)− P(Aj)P(Ak)] ≤ δ
(
n∑
j=1
P(Aj)
)2
+ 2Cδ
n∑
j=1
P(Aj).
Hence (3.8) follows and the proof of Lemma 3.4 is complete. 
We now come to the proof of Proposition 3.1.
Proof of Proposition 3.1. Fix λ > 0. It suffices to show that for any 0 ≤ a < b < ∞ and
0 < ε < 1,
P
(
lim sup
h→0+
|u˜(τ, λ+ h)− u˜(τ, λ)|√
(τ + λ)h2−β log log(1/h)
≥ (1− ε)Kβ for all τ ∈ [a, b]
)
= 1. (3.11)
To this end, let us fix a, b and ε for the rest of the proof.
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Note that when q is large, q−
2−β
2 (1 + q
−n−1
τ+λ )
1/2 < ε/4 uniformly for all τ ∈ [a, b]. So we
can choose and fix a large q > 1 such that
(1− ε/4)
(
q − 1
q
) 2−β
2
− q− 2−β2
(
1 +
q−n−1
τ + λ
)1/2
− (1− ε) > ε/4 (3.12)
for all τ ∈ [a, b]. We also choose δ > 0 small such that
λ(ε/4)2
δ
> 1. (3.13)
Since we can cover [a, b] by finitely many intervals [c, d] of length δ, we only need to show
(3.11) for τ ∈ [c, d], where [c, d] ⊂ [a, b] and d = c+ δ.
Let us define the increment of u˜ over a rectangle (τ, τ ′]× (λ, λ′] by
∆u˜((τ, τ ′]× (λ, λ′]) = u˜(τ ′, λ′)− u˜(τ, λ′)− u˜(τ ′, λ) + u˜(τ, λ).
Then for all τ ∈ [c, d] we can write
u˜(τ, λ+ q−n)− u˜(τ, λ) = u˜(d, λ + q−n)− u˜(d, λ+ q−n−1)
+ u˜(τ, λ+ q−n−1)− u˜(τ, λ)
−∆u˜((τ, d] × (λ+ q−n−1, λ+ q−n]).
(3.14)
By Lemma 3.4, we have
|u˜(d, λ + q−n)− u˜(d, λ+ q−n−1)|
σ˜[(d, λ + q−n), (d, λ + q−n−1)]
≥ (1− ε/4)
√
2 log log qn
infinitely often in n with probability 1. By Lemma 2.3,
σ˜[(d, λ+ q−n), (d, λ + q−n−1)]
=
Kβ√
2
√
(d+ λ+ q−n−1)(q−n − q−n−1)2−β + (3− β)−1(q−n − q−n−1)3−β,
so we have
|u˜(d, λ+ q−n)− u˜(d, λ+ q−n−1)| ≥ (1− ε/4)Kβ
√
(d+ λ)(q−n − q−n−1)2−β log log qn (3.15)
infinitely often in n with probability 1. Also, by Proposition 2.1, with probability 1, for all
τ ∈ [c, d] simultaneously,
|u˜(τ, λ+ q−n−1)− u˜(τ, λ)| ≤ Kβ
√
(τ + λ+ q−n−1)(q−n−1)2−β log log qn (3.16)
eventually for all large n.
Next, we derive a bound for the term ∆u˜((τ, d] × (λ+ q−n−1, λ+ q−n]). For τ ∈ [c, d], let
φ(τ) = (1− ε/4)
(
q − 1
q
) 2−β
2
(d+ λ)1/2 − q− 2−β2 (τ + λ+ q−n−1)1/2 − (1− ε)(τ + λ)1/2.
Consider the events
An =
{
sup
τ∈[c,d]
|∆u˜((τ, d] × (λ+ q−n−1, λ+ q−n])| > γn
}
,
where
γn = Kβ φ(d)
√
(q−n)2−β log log qn.
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x
t
λ
τ
λ+ q−n
λ+ q−n−1
τ
d
Q1
Q2
Q3
Figure 2.
Note that ∆u˜((τ, d]× (λ+ q−n−1, λ+ q−n]) = 12W (Q), where Q is the image of the rectangle
(τ, d]× (λ+ q−n−1, λ+ q−n] under the rotation (τ, λ) 7→ ( τ+λ√
2
, −τ+λ√
2
). Provided n is large, we
have Q = Q1 ∪Q2 ∪Q3, where
Q1 =
{
(t, x) :
τ + λ+ q−n−1√
2
< t ≤ τ + λ+ q
−n
√
2
,
√
2(λ+ q−n−1)− s < x < −
√
2τ + s
}
,
Q2 =
{
(t, x) :
τ + λ+ q−n√
2
< t ≤ d+ λ+ q
−n−1
√
2
,
√
2(λ+ q−n−1)− s < x ≤
√
2(λ+ q−n)− s
}
,
Q3 =
{
(t, x) :
d+ λ+ q−n−1√
2
< t ≤ d+ λ+ q
−n
√
2
,−
√
2d+ s ≤ x ≤
√
2(λ+ q−n)− s
}
.
The sets Q1, Q2 and Q3 are shown in Figure 2. By (2.2), it follows that
E
[
(∆u˜((τ, d] × (λ+ q−n−1, λ+ q−n]))2] = 1
4
E
[
W (Q)2
]
=
1
8pi
{∫ τ+λ+q−n√
2
τ+λ+q−n−1√
2
ds
∫ ∞
−∞
Cβdξ
|ξ|1−β
∣∣1̂[√2(λ+q−n−1)−s,−√2τ+s](ξ)∣∣2
+
∫ d+λ+q−n−1√
2
τ+λ+q−n√
2
ds
∫ ∞
−∞
Cβdξ
|ξ|1−β
∣∣1̂[√2(λ+q−n−1)−s,√2(λ+q−n)−s](ξ)∣∣2
+
∫ d+λ+q−n√
2
d+λ+q−n−1√
2
ds
∫ ∞
−∞
Cβdξ
|ξ|1−β
∣∣1̂[−√2d+s,√2(λ+q−n)−s](ξ)∣∣2
}
.
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Then by Lemma 2.2,
E
[(
∆u˜((τ, d] × (λ+ q−n−1, λ+ q−n]))2]
=
1
2(2 − β)(1− β)
{∫ τ+λ+q−n√
2
τ+λ+q−n−1√
2
(
2s−
√
2(τ + λ+ q−n−1)
)2−β
ds
+
∫ d+λ+q−n−1√
2
τ+λ+q−n√
2
(√
2(q−n − q−n−1))2−βds+ ∫ d+λ+q−n√2
d+λ+q−n−1√
2
(√
2(d+ λ+ q−n)− 2s)2−βds}
=
1
2(2 − β)(1− β)
{
2 · 2
1−β
2
3− β (q
−n − q−n−1)3−β + 2 1−β2 (q−n − q−n−1)2−β(d− τ − (q−n − q−n−1))}
=
1
2
K2β(q
−n − q−n−1)2−β
{
(d− τ)− 1− β
3− β (q
−n − q−n−1))}.
Since d− τ ≤ d− c = δ, we have
sup
τ∈[c,d]
E
[
(∆u˜((τ, d] × (λ+ q−n−1, λ+ q−n]))2] ≤ 1
2
K2β(q
−n − q−n−1)2−βδ.
By (2.7), for all large n,
1
γ2n
logP(An) ≤ − 1
K2β(q
−n − q−n−1)2−βδ .
It follows that
P(An) ≤ exp
(
− φ(d)
2(q−n)2−β log log qn
(q−n − q−n−1)2−βδ
)
= (n log q)p,
where
p =
1
δ
(
q
q − 1
)2−β
φ(d)2.
By (3.12) and (3.13),
p ≥ d+ λ
δ
[
(1− ε/4)
(
q − 1
q
) 2−β
2
− q− 2−β2
(
1 +
q−n−1
d+ λ
)1/2
− (1− ε)
]2
>
λ(ε/4)2
δ
> 1.
Hence P(An i.o.) = 0 by the Borel–Cantelli lemma. Then the symmetry of u and the mono-
tonic decreasing property of φ imply that with probability 1, simultaneously for all τ ∈ [c, d],∣∣∆u˜((τ, d] × (λ+ q−n−1, λ+ q−n])∣∣ ≤ Kβφ(τ)√(q−n)2−β log log qn (3.17)
eventually for all large n. By (3.14) and the triangle inequality,∣∣u˜(τ, λ+ q−n)− u˜(τ, λ)∣∣ ≥ ∣∣u˜(d, λ+ q−n)− u˜(d, λ + q−n−1)∣∣
− ∣∣u˜(τ, λ+ q−n−1)− u˜(τ, λ)∣∣
− ∣∣∆u˜((τ, d] × (λ+ q−n−1, λ+ q−n])∣∣.
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Then (3.15), (3.16) and (3.17) together imply that with probability 1, for all τ ∈ [c, d]
simultaneously,∣∣u˜(τ, λ+ q−n)− u˜(τ, λ)∣∣
≥
[
(1− ε/4)
(
q − 1
q
) 2−β
2
(d+ λ)1/2 − q− 2−β2 (τ + λ+ q−n−1)1/2 − φ(τ)
]
×Kβ
√
(q−n)2−β log log qn
≥ (1− ε)Kβ
√
(τ + λ)(q−n)2−β log log qn
infinitely often in n. This yields (3.11) for τ ∈ [c, d] and concludes the proof of Proposition
3.1. 
4. Singularities and Their Propagation
In this section, we study the existence and propagation of singularities of the stochastic
wave equation (1.1). The main result is Theorem 4.3.
Let us first discuss the interpretation of singularities and how they may arise. Proposition
2.1 and 3.1 imply that LIL holds at any fixed point (t, x):
lim sup
h→0+
|u(t+ h√
2
, x+ h√
2
)− u(t, x)|√
h2−β log log(1/h)
= Kβ(
√
2t)1/2 a.s.
It shows us the rate of local oscillation of u when (t, x) is fixed. On the other hand, when
(t, x) is not fixed, the behavior will be different. Indeed, from the modulus of continuity in
Theorem 3.1 of [11], we know that for I = [a, a′]× [−b, b], where 0 < a < a′ and b > 0, there
exists a positive finite constant K such that
lim
h→0+
sup
(t,x),(t′,x′)∈I:
0<σ[(t,x),(t′,x′)]≤h
|u(t′, x′)− u(t, x)|
σ[(t, x), (t′, x′)]
√
log(1 + σ[(t, x), (t′, x′)]−1)
= K a.s.
Recalling (3.2), this result shows that the largest oscillation in I is of order
√
h2−β log(1/h),
which is larger than
√
h2−β log log(1/h) as specified by the LIL. It suggests that the LIL does
not hold simultaneously for all (t, x) ∈ I and there may be (random) exceptional points with
much larger oscillation. Therefore, we can define singularities as such points where the LIL
fails. More precisely, we say that (τ, λ) is a singular point of u˜ in the λ-direction if
lim sup
h→0+
|u˜(τ, λ+ h)− u˜(τ, λ)|√
h2−β log log(1/h)
=∞
and a singular point in the τ -direction if
lim sup
h→0+
|u˜(τ + h, λ)− u˜(τ, λ)|√
h2−β log log(1/h)
=∞.
Our goal is to justify the existence of random singular points and study their propagation.
Fix τ0 > 0. Let us decompose u˜ into u˜1 + u˜2, where
u˜i(τ, λ) = ui
(τ + λ√
2
,
−τ + λ√
2
)
, i = 1, 2,
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and
u1(t, x) =
1
2
W
(
∆(t, x) ∩ {0 ≤ t < τ0/√2}),
u2(t, x) =
1
2
W
(
∆(t, x) ∩ {t ≥ τ0/√2}).
Let Fτ0 be the σ-field generated by {W
(
B ∩ {0 ≤ t < τ0/
√
2}) : B ∈ Bb(R2)} and the
P-null sets. Note that Fτ0 is independent of the process u˜2.
Following the approach of Walsh [20] and Blath and Martin [2], we will use Meyer’s section
theorem to prove the existence of a random singularity. Let us recall Meyer’s section theorem
([7], Theorem 37, p.18):
Let (Ω,G ,P) be a complete probability space and S be a B(R+) × G -measurable subset
of R+ × Ω. Then there exists a G -measurable random variable T with values in (0,∞] such
that
(a) the graph of T, denoted by [T ] := {(t, ω) ∈ R+ ×Ω : T (ω) = t}, is contained in S;
(b) {T <∞} is equal to the projection pi(S) of S onto Ω.
Lemma 4.1. Let τ0 > 0. Then there exists a positive, finite, Fτ0-measurable random variable
Λ such that
lim sup
h→0+
|u˜1(τ0,Λ + h)− u˜1(τ0,Λ)|√
h2−β log log(1/h)
=∞ a.s.
Proof. Note that
lim sup
h→0+
|u˜1(τ0,Λ + h)− u˜1(τ0,Λ)|√
h2−β log log(1/h)
= lim sup
h→0+
|v˜1(τ0,Λ+ h)− v˜1(τ0,Λ)|√
h2−β log log(1/h)
,
where v˜1(τ0, λ) = u˜1(τ0, λ)− u˜1(τ0, 0). The covariance for the process {v˜1(τ0, λ) : λ ≥ 0} is
E[v˜1(τ0, λ)v˜1(τ0, λ
′)] =
1
4
E[W (Aλ)W (Aλ′)]
for λ, λ′ ≥ 0, where Aλ = {(t, x) : 0 ≤ t < τ0/
√
2,−t < x ≤ √2λ − t}. By (2.2) and Lemma
2.2,
E[v˜1(τ0, λ)v˜1(τ0, λ
′)] =
1
8pi
∫ τ0/√2
0
ds
∫ ∞
−∞
Cβdξ
|ξ|1−β F1[−s,
√
2λ−s](ξ)F1[−s,√2λ′−s](ξ)
=
1
4(2 − β)(1− β)
∫ τ0/√2
0
(
|
√
2λ|2−β + |
√
2λ′|2−β − |
√
2λ−
√
2λ′|2−β
)
ds
=
2−(3+β)/2 τ0
(2− β)(1 − β)
(
|λ|2−β + |λ′|2−β − |λ− λ′|2−β
)
.
It follows that {C0v˜1(τ0, λ) : λ ≥ 0} is a fractional Brownian motion of Hurst parameter
(2− β)/2 for some constant C0 depending on τ0 and β.
Let
S =
{
(λ, ω) ∈ R+ × Ω : lim sup
h→0+
|v˜1(τ0, λ+ h)(ω) − v˜1(τ0, λ)(ω)|√
h2−β log log(1/h)
=∞
}
.
Then S is B(R+) ×Fτ0 -measurable. Using Meyer’s section theorem, we can find a positive
Fτ0-measurable random variable Λ such that (a) [Λ] ⊂ S, and (b) pi(S) = {Λ <∞}.
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We claim that Λ < ∞ a.s. Indeed, by the modulus of continuity for fractional Brownian
motion (cf. [9], Theorem 1.1), for any 0 ≤ a < b,
lim sup
h→0+
sup
λ∈[a,b]
|v˜1(τ0, λ+ h)− v˜1(τ0, λ)|√
h2−β log(1/h)
= C−10
√
2 a.s. (4.1)
We now use an argument with nested intervals (cf. [15], Theorem 1) to show the existence of
a random λ∗ such that
lim sup
h→0+
|v˜1(τ0, λ∗ + h)− v˜1(τ0, λ∗)|√
h2−β log log(1/h)
=∞ (4.2)
with probability 1. First take an event Ω∗ of probability 1 such that (4.1) holds for all
intervals [a, b], where a and b are rational numbers. Let
ϕ(h) =
1
2
C−10
√
2h2−β log(1/h).
Let h0 > 0 be small such that ϕ is increasing on [0, h0]. For an ω ∈ Ω∗, we define two
sequences (λn), (λ
′
n) as follows. By (4.1), we can choose λ1, λ
′
1, say in [1, 2], with λ1 < λ
′
1
such that λ′1 − λ1 < h0 and
|v˜1(τ0, λ′1)− v˜1(τ0, λ1)| > ϕ(λ′1 − λ1).
Suppose n ≥ 1 and λn, λ′n are chosen with 0 < λ′n − λn ≤ 2−n+1 and
|v˜1(τ0, λ′n)− v˜1(τ0, λn)| > ϕ(λ′n − λn).
Since v˜1 is continuous in λ and ϕ(h) is increasing for h small, we can find some λ˜n such that
λn < λ˜n < min{λ′n, λn + 2−n} and
|v˜1(τ0, λ′n)− v˜1(τ0, λ)| > ϕ(λ′n − λ) for all λ ∈ [λn, λ˜n]. (4.3)
Then we can apply (4.1) for a rational interval [a, b] ⊆ [λn, λ˜n] to find λn+1 and λ′n+1 such
that λn ≤ λn+1 < λ′n+1 ≤ λ˜n and
|v˜1(τ0, λ′n+1)− v˜1(τ0, λn+1)| > ϕ(λ′n+1 − λn+1).
We obtain a sequence of nested intervals [λ1, λ
′
1] ⊃ [λ2, λ′2] ⊃ · · · with lengths λ′n − λn ≤
2−n+1. Therefore, the intervals contain a common point λ∗ ∈ [1, 2] such that λ′n+1 ↓ λ∗.
Since λ∗ ∈ [λn, λ˜n] for all n, by (4.3) we have
|v˜1(τ0, λ′n)− v˜1(τ0, λ∗)| > ϕ(λ′n − λ∗).
Hence, for each ω ∈ Ω∗, there is at least one λ∗ > 0 (depending on ω) such that (4.2) holds.
It implies that Ω∗ ⊂ pi(S). Then from (b) we deduce that Λ < ∞ a.s., and from (a) we
conclude that
lim sup
h→0+
|v˜1(τ0,Λ + h)− v˜1(τ0,Λ)|√
h2−β log log(1/h)
=∞ a.s.
The proof of Lemma 4.1 is complete. 
Lemma 4.2. For any τ0 > 0 and λ > 0,
P
(
lim sup
h→0+
|u˜2(τ, λ+ h)− u˜2(τ, λ)|√
h2−β log log(1/h)
= Kβ(τ − τ0 + λ)1/2 for all τ ≥ τ0
)
= 1.
18 CHEUK YIN LEE AND YIMIN XIAO
Proof. By Proposition 2.1 and 3.1,
P
(
lim sup
h→0+
|u˜(τ, λ+ h)− u˜(τ, λ)|√
h2−β log log(1/h)
= Kβ(τ + λ)
1/2 for all τ ≥ 0
)
= 1.
Then the result can be obtained by the observation that {u˜2(τ0 + τ, λ) : τ, λ ≥ 0} has the
same distribution as {u˜(τ, λ) : τ, λ ≥ 0}. Indeed, for any bounded Borel sets A,B in R+×R
and c = (c1, c2) ∈ R+ × R, by (2.2) and change of variables we have
E
[
W (A+ c)W (B + c)
]
=
∫ ∞
c1
ds
∫
R
dy
∫
R
dy′ 1A(s − c1, y − c2)|y − y′|−β1B(s − c1, y − c2)
=
∫ ∞
0
ds
∫
R
dy
∫
R
dy′ 1A(s, y)|y − y′|−β1B(s, y)
= E
[
W (A)W (B)
]
.
Since
∆
(τ0 + τ + λ√
2
,
−τ0 − τ + λ√
2
)
∩ {t ≥ τ0/√2} = ∆(τ + λ√
2
,
−τ + λ√
2
)
+ c,
where c = ( τ0√
2
,− τ0√
2
), it follows that for any τ, λ, τ ′, λ′ ≥ 0,
E
[
u˜2(τ0 + τ, λ)u˜2(τ0 + τ
′, λ′)
]
=
1
4
E
[
W
(
∆
(τ0 + τ + λ√
2
,
−τ0 − τ + λ√
2
)
∩ {t ≥ τ0/√2})
×W
(
∆
(τ0 + τ ′ + λ′√
2
,
−τ0 − τ ′ + λ′√
2
)
∩ {t ≥ τ0/√2})]
=
1
4
E
[
W
(
∆
(τ + λ√
2
,
−τ + λ√
2
))
W
(
∆
(τ ′ + λ′√
2
,
−τ ′ + λ√
2
))]
= E[u˜(τ, λ)u˜(τ ′, λ′)].
The result follows immediately. 
We are now in a position to state and prove our main theorem below. The first part shows
that if we fix τ0 > 0, then based on the information from the σ-field Fτ0 , we are able to
find the existence of a random singularity (τ0,Λ) in the λ-direction. The second part says
that if (τ0,Λ) is a singular point in the λ-direction, then (τ,Λ) is also a singular point for all
τ ≥ τ0. In other words, singularities in the λ-direction propagate orthogonally, along the line
that is parallel to the τ -axis. By symmetry, it follows immediately that singularities in the
τ -direction propagate along the line parallel to the λ-axis. These are the directions of the
characteristic curves t+ x = c and t− x = c.
Theorem 4.3. Let τ0 > 0. The following statements hold.
(i) There exists a positive, finite, Fτ0-measurable random variable Λ such that
lim sup
h→0+
|u˜(τ0,Λ + h)− u˜(τ0,Λ)|√
h2−β log log(1/h)
=∞ a.s.
(ii) If Λ is any positive, finite, Fτ0-measurable random variable, then on an event of
probability 1, we have
lim sup
h→0+
|u˜(τ0,Λ + h)− u˜(τ0,Λ)|√
h2−β log log(1/h)
=∞ ⇔ lim sup
h→0+
|u˜(τ,Λ + h)− u˜(τ,Λ)|√
h2−β log log(1/h)
=∞
for all τ > τ0 simultaneously.
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Proof. To simplify notations, let us denote
L(τ, λ) = lim sup
h→0+
|u˜(τ, λ+ h)− u˜(τ, λ)|√
h2−β log log(1/h)
and for i = 1, 2,
Li(τ, λ) = lim sup
h→0+
|u˜i(τ, λ+ h)− u˜i(τ, λ)|√
h2−β log log(1/h)
.
As in Walsh [20] and Blath and Martin [2], we are going to use the fact that for two functions
f and g, provided lim suph→0 |g(h)| <∞, we have
lim sup
h→0
|f(h)| − lim sup
h→0
|g(h)| ≤ lim sup
h→0
|f(h) + g(h)| ≤ lim sup
h→0
|f(h)|+ lim sup
h→0
|g(h)|. (4.4)
(i). By Lemma 4.1, we can find a positive, finite, Fτ0 -measurable random variable Λ such
that
L1(τ0,Λ) =∞ a.s.
Since Λ and the process u˜2 are independent, Lemma 4.2 implies that
L2(τ0,Λ) = KβΛ
1/2
which is finite a.s. Since u˜ = u˜1 + u˜2, it follows from the lower bound of (4.4) that
L(τ0,Λ) ≥ L1(τ0,Λ)− L2(τ0,Λ) =∞ a.s.
This completes the proof of (i).
(ii). Suppose Λ is a positive, finite, Fτ0-measurable random variable. By (4.4), we have
L1(τ,Λ) − L2(τ,Λ) ≤ L(τ,Λ) ≤ L1(τ,Λ) + L2(τ,Λ) (4.5)
for all τ ≥ τ0, provided that L2(τ,Λ) <∞. Observe that for τ ≥ τ0,
u˜1(τ,Λ + h)− u˜1(τ,Λ) = u˜1(τ0,Λ + h)− u˜1(τ0,Λ),
hence L1(τ,Λ) = L1(τ0,Λ). Also, by Lemma 4.2 and independence between Λ and u˜2, we
have
P
(
L2(τ,Λ) = Kβ(τ − τ0 + Λ)1/2 for all τ ≥ τ0
)
= 1.
Since Λ is finite a.s., it follows from (4.5) that
P
(
L1(τ0,Λ)−Kβ(τ − τ0 + Λ)1/2 ≤ L(τ,Λ) ≤ L1(τ0,Λ) +Kβ(τ − τ0 + Λ)1/2 for all τ ≥ τ0
)
= 1,
and it implies
P
(
L(τ0,Λ) =∞⇔ L(τ,Λ) =∞ for all τ ≥ τ0
)
= 1. 
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