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We discuss the signatures of a Kramers pair of Majorana modes formed in a Josephson junction on
top of a quantum spin Hall system. We show that, while ignoring interactions on the quantum spin
Hall edge allows arbitrary Andreev process in the system, moderate repulsive interactions stabilize
Andreev transmission – the hole goes into the opposite lead from where the electron has arrived.
We analyze the renormalization group equations and deduce the existence of a non-trivial critical
point for sufficiently strong interactions.
I. INTRODUCTION
Majorana quasi-particles have been in the focus
of condensed matter research in recent years.1,2 The
promise of topologically protected memory, quantum
computation, and non-abelian statistics3 has drawn the
attention of both theorists and experimentalists.
The first signatures of Majoranas – zero-bias differ-
ential conductance peaks – have been reported in semi-
conductor nanowires4–8 and chains of magnetic atoms in
contact with bulk superconductors.9–11 Additional theo-
retical proposals include proximitized 2-dimensional12–14
and 3-dimensional topological insulators.15 Much more
investigation is necessary since the zero-bias peak can
have multiple other origins, including disorder.16–18
Recently the possibility of obtaining multiple Majo-
ranas located in the same physical position but not hy-
bridizing with each other due to additional symmetry
has been put forward.19–30 Besides widening our under-
standing of the topological phases, observation of such
system will strengthen the claim of the Majorana bound
states31–35 even before braiding – an unparalleled signa-
ture of the Majoranas – is realized.
In this paper we consider a Kramers pair of Majo-
ranas occurring in the presence of time-reversal symme-
try in a Josephson junction on a 2d topological insula-
tor, quantum spin Hall (QSH) system. We show that
it changes the conductance at zero energy in a dramatic
fashion, changing the system from having perfect nor-
mal transmission along the edge of the QSH system to
having perfect Andreev transmission,36 for a wide range
of parameters. We show how this changes at finite tem-
perature, and how to observe the proposed effect in a
three-terminal setup. We start with a non-interacting
fermions picture and then examine the effect of interac-
tions on the system. The results prove to be quite dif-
ferent from the case of a single Majorana in contact with
one37 or two38,39 Luttinger liquids.
The rest of the paper is organized as follows: in this
section we discuss possible experimental setups and com-
pare our model to the topological Kondo effect. In Sec-
tion II we study details of the non-interacting problem,
including possible additional symmetries. In Section III
FIG. 1. Setups we use to study a Kramers pair of Majoranas
in contact with a Luttinger liquid. The key ingredient of both
the setups is the Josephson junction with phase difference pi
on top of the quantum spin Hall bar. The junction hosts two
Majorana bound states. The setups we consider has two nor-
mal and one superconducting lead. In either (a) or (b) there
is a trivial conductance path: between left (1) and right (2)
leads in (a) and between normal leads and superconducting
one (SC) in (b). These conductance paths complicate but do
not obscure the observations of the effect we propose.
we discuss the case of weak interactions, and in Section
IV we discuss the full solution of the interacting problem
using the RG, how additional symmetries can modify the
RG flows and non-trivial critical points that can occur at
strong coupling. In Section V we discuss the conductance
predictions of our analysis. Finally, in Section VI we
conclude and discuss possible future research directions.
A series of Appendices provide additional information.
These include App. C which deals with the single-lead
model, App. D which presents a tight-binding version of
the model, which may be convenient for numerical stud-
ies, App. E which calculates the impurity entropy for
various RG fixed points and verifies that it is consistent
with the g-theorem governing impurity RG flows,40 and
App. F which derives the RG equations.
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2A. Possible experimental setups
We obtain the two Majoranas by inducing a phase dif-
ference pi Josephson junction on top of a 2d topological
insulator exhibiting the QSH effect. See Figs. 1a) and
1b). It is straightforward to show the presence of two Ma-
joranas in such junction, see Appendix (B). Under time-
reversal symmetry the phase difference across the junc-
tion changes sign; thus pi is the time-reversal invariant
phase difference. Therefore, this situation corresponds
to the symmetry class DIII with the two Majoranas in
the Josephson junction. Time-reversal symmetry forbids
the coupling of the two.
Notice that though we suggest magnetic field to cre-
ate pi-junction, the field can be made arbitrary small in
the region of the junction. This can be done either by
field focusing far away from the junction, or by making
the superconducting loop arbitrary large and thus mak-
ing the field to obtain pi-junction arbitrary small. This
will make the effects of time-reversal symmetry breaking
negligible.
B. Comparison with the topological Kondo effect
A number of Majoranas coupled to a number of in-
teracting or non-interacting channels has been considered
by Be´ri and co-authors41–43 in a series of papers. They
dubbed the effect they observed “Topological Kondo ef-
fect”. Due to the similarity of the setups it is instructive
to point out the differences between our models.
First, there are obvious differences in the setups we
consider. In our setup the superconductor is connected
to an external lead, the charging energy is absent, and
Andreev conductance is possible and instrumental for the
effects we consider. In the topological Kondo effect setup
the charging energy plays a crucial role as the super-
conductor is small and floating. Due to the latter the
Andreev conductance is always zero, while inter-channel
conductance is present. In the case of the topological
Kondo effect large charging energy projects the Hilbert
space onto the states with a fixed number of particles
on the superconducting island. This ensures that there
are no direct tunneling terms in the Hamiltonian, while
the co-tunneling terms are possible, see Eq. (2) of [41].
In our case we study Hamiltonians with dominant tun-
neling terms, with co-tunneling only emerging near the
fixed point where the Majoranas are decoupled from the
normal leads.
In summary though both in our case and in the case of
topological Kondo effect the coupling of a few Majoranas
to a few leads is considered, the differences are in the cou-
pling of the superconductor to an external lead which
results in different dominant terms in the low-energy
Hamiltonian, and in the presence of additional symme-
tries protecting the Majoranas from coupling. Our prob-
lem is a more direct generalization of the Fidkowski et
al.37 work, where Andreev conductance for a single Ma-
jorana bound state coupled to an interacting lead was
considered.
II. NON-INTERACTING MODEL
We now consider the low-energy model of the system.
For that we get rid of the gapped bulk degrees of freedom
and concentrate on the edge of the QSHE which has right
moving spin up particles and left moving spin down par-
ticles. We start from phenomenologically introducing the
low-energy field theory and discussing its symmetries.
The most general time-reversal invariant low energy
non-interacting model, up to irrelevant operators, cou-
pling the QSHE edge with the Majoranas can be written
as:
H = HK +HT +HU ,
HK = ivF
∫ ∞
−∞
dx[ψ†R∂xψR − ψ†L∂xψL],
HT = d
†[t1(ψR(0) + ψ
†
L(0)) + t2(ψL(0)− ψ†R(0)]
+ h.c., (2.1)
HU = U1(ψ
†
R(0)ψR(0) + ψ
†
L(0)ψL(0))
+ iU2(ψ
†
R(0)ψ
†
L(0)− ψL(0)ψR(0)) (2.2)
Here d is a Dirac fermion composed of two Majoranas γ1
and γ2, d = (γ1 + iγ2)/2; ψR,L are right- and left-moving
fermion fields in the low-energy field theory. HK is the
kinetic Hamiltonian, HT represents tunneling, and HU
consists of perturbations that can be added at the origin,
not breaking the time-reversal symmetry. To obtain this
Hamiltonian we notice that the time-reversal symmetry
is:
ψR(x)→ iψL(x)
ψL(x)→ −iψR(x)
d→ −id†
i→ −i. (2.3)
Notice that the symmetry squares to −1 as it should for
spinfull fermions,19 even though we projected onto the
low-energy effectively spinless model. To establish the
form of the tunneling term t1 in (2.1) we notice that the
(t1d
†ψR(0) + t∗1ψR(0)
†d) term under time-reversal sym-
metry goes to (−t∗1dψL − t1ψ†Ld†). Analogously, one can
check that other terms in (2.1) and (2.2) are allowed by
time-reversal symmetry.
We can always make the tunneling amplitudes t1 and
t2 real and positive, which we will henceforth assume, by
redefining the phases of the operators:
ψR(x)→ eiαψR(x)
ψL(x)→ e−iαψL(x)
d→ deiβ (2.4)
for two independent phases α and β.
3A. U(1) symmetric case
We notice that the underlying physical Hamiltonian
can have an additional spin-rotation U(1) symmetry. It
is approximately present in real material if the effective
spin-orbit interaction is close to zero near the junction.
In other words, the symmetry is present if the spin quan-
tization axis of the edge states does not vary spatially
and there is no spin-flip in the constriction. If we assume
the symmetry to be exact, we obtain a simplified and
more tractable version of the problem, which we discuss
in this section.
We define the U(1) symmetry by ψR → eiξψR, ψL →
e−iξψL, and d→ eiξd. Then only the t1 term can appear
in the tunneling part of the Hamiltonian (2.1):
H0T = td
†(ψR(0) + ψ
†
L(0)) + h.c. (2.5)
Alternatively we could require that d→ e−iξd under the
U(1) symmetry, in which case only the t2 term appears.
Notice that HU preserve the symmetry. The U(1) sym-
metric Hamiltonian is equivalent to the well-known prob-
lem of a quantum dot side-coupled to a quantum wire.
To see the equivalence, which will be especially useful in
the interacting case, we notice that ψL → ψ˜†L transforms
the Hamiltonian into a purely normal one:
HT → td†(ψ˜R(0) + ψ˜L(0)) + h.c. ≡ H˜T . (2.6)
(We denote with the tilde operators in the transformed
basis and refer to this as charge conjugation on left-
movers or CL transformation.)
Let us now obtain the scattering matrix using the
tunnelling Hamiltonian (2.6). We can write the eigenop-
erators as:
Γ˜k ≡
∫ ∞
−∞
dx[ψ˜R(x)φR(x) + ψ˜L(x)φL(x)] + dφd (2.7)
with [Γ˜k, H˜] = kΓ˜k = vF kΓ˜k the Schroedinger equations
become:
− iv∂xφR + tφdδ(x) = vF kφR(x)
iv∂xφL + tφdδ(x) = vF kφL(x)
t[φR(0) + φL(0)] = vF kφd. (2.8)
We see that the solutions are step functions:
φR(x) = e
ikxR+, (x > 0)
= eikxR−, (x < 0)
φL(x) = e
−ikxL+, (x > 0)
= e−ikxL−, (x < 0). (2.9)
The Schroedinger equations now reduce to:
− ivF (R+ −R−) + tφd = 0
−ivF (L− − L+) + tφd = 0
t
∑
±
(L± +R±)/2 = vF kφd. (2.10)
We can solve the last equation for φd and substitute into
the first two equations. These can be rewritten to ex-
press the outgoing amplitudes, R+, L− in terms of the
incoming amplitdues, R−, L+ in the form:(
R+
L−
)
= S˜
(
R−
L+
)
(2.11)
where S˜ is the S-matrix in the transformed basis:
S˜ =
( −ivF + u u
u −ivF + u
)−1( −ivF − u −u
−u −ivF − u
)
(2.12)
and
u ≡ t
2
2vF k
. (2.13)
Solving:
S˜ =
1
vF + 2iu
(
vF −2iu
−2iu vF
)
. (2.14)
We label the S-matrix elements as
S˜ =
(
S˜RR S˜RL
S˜LR S˜LL
)
. (2.15)
S˜LR, for example, is the amplitude for an incoming right
mover with spin up to turn into an outgoing left mover
with spin down. At high enough energies, u  vF ,
|S˜LL| ≈ |S˜RR| ≈ 1 and |S˜LR| ≈ |S˜RL| ≈ 0. But at
low energies, this is reversed, corresponding to total re-
flection at zero energy. This anti-resonance is a conse-
quence of the absence of a d†d term in the Hamiltonian,
due to time-reversal invariance. The cross-over scale is
E ≈ (t)2/vF , quadratic in the tunneling amplitude t.
This can be understood from the fact that t has RG scal-
ing dimension 1/2.
We now remember that initially the model had ψ†L
instead of ψ˜L. In the original model the S-matrix is the
same but now the interpretation of its elements change.
SLR is now the amplitude for an incoming right moving
particle to turn into an outgoing left-moving hole and
similarly for SRL. So, at zero energy we get perfect An-
dreev reflection, corresponding to 2e2/h conductance.
This simplified Hamiltonian is ideal to check the influ-
ence of additional possible terms in the non-interacting
Hamiltonian, for example the U1 term in Eq. (2.2). In
the particle-hole transformed model this term is:
δH = U [ψ˜†R(0)ψ˜R(0)− ψ˜†L(0)ψ˜L(0)] (2.16)
where we drop the subscript 1 to simplify the notation.
Lets analyze its effects in the low energy normal dot
model. The Schroedinger equations are modified to:
− iv∂xφR + tφdδ(x) + UφRδ(x) = vF kφR(x)
iv∂xφL + tφdδ(x)− UφLδ(x) = vF kφL(x)
t[φR(0) + φL(0)] = vF kφd. (2.17)
4We make the same ansatz as above, Eq. (2.9), obtaining:
− ivF (R+ −R−) + tφd + U(R+ +R−)/2 = 0
−ivF (L− − L+) + tφd − U(L− + L+)/2 = 0
t
∑
±
(L± +R±)/2 = vF kφd.(2.18)
Note that, when t = 0, the effect of U is simply adding a
transmission phase:
R+ =
ivF + U/2
ivF − U/2R−
L− =
ivF − U/2
ivF + U/2
L+. (2.19)
For non-zero t
S =
( −ivF + u+ U/2 u
u −ivF + u− U/2
)−1
×
( −ivF − u− U/2 −u
−u −ivF − u+ U/2
)
(2.20)
where u is defined in Eq. (2.13). This is
S =
−1
vF (ivF − 2u) + U2/4
(
(ivF + U/2)
2 −2ivFu
−2ivFu (ivF − U/2)2
)
(2.21)
At |u|  vF , S becomes diagonal with elements given by
Eq. (2.19). At low energies, where |u|  vF , S → −σx,
as for U = 0. So, we again get an anti-resonance at zero
energy with the crossover scale shifted to
v2F + U
2/4 = vF t
2/E. (2.22)
Again in the spin-Hall system we get 2e2/h conductance
at zero temperature.
B. Case of broken U(1) symmetry
We now return to the generic non-interacting Hamil-
tonian of (2.1). We diagonalize, H → ∫ vF kΓ†kΓk, where
Γk’s are the scattering states:
Γk = φpd+ φhd
† +
∫ ∞
−∞
dx
[
PR(x)ψR(x) +HR(x)ψ
†
R(x)
+PL(x)ψL(x) +HL(x)ψ
†
L(x)
]
(2.23)
We require [Γk, H] = vF kΓk, and use the commutation
relations
[ψR(x), H] =ivF∂xψR(x) + t2δ(x)d
† + t1δ(x)d
+ U1δ(x)ψR(0) + iU2δ(x)ψ
†
L(0)
(2.24)[
ψ†R(x), H
]
=ivF∂xψ
†
R(x)− t1δ(x)d† − t∗2δ(x)d
− U1δ(x)ψ†R(0) + iU2δ(x)ψL(0)
(2.25)
[ψL(x), H] =− ivF∂xψL(x)− t1δ(x)d† + t∗2δ(x)d
+ U1δ(x)ψL(0)− iU2δ(x)ψ†R(0)
(2.26)[
ψ†L(x), H
]
=− ivF∂xψ†L(x)− t2δ(x)d† + t∗1δ(x)d
− U1δ(x)ψ†L(0)− iU2δ(x)ψR(0)
(2.27)
[d,H] = t1
(
ψR(0) + ψ
†
L(0)
)
+ t2
(
ψL(0)− ψ†R(0)
)
(2.28)[
d†, H
]
= −t1
(
ψ†R(0) + ψL(0)
)
− t2
(
ψ†L(0)− ψR(0)
)
.
(2.29)
Inserting all these into [Γk, H] and doing integration-by-
parts we obtain
vF kPR(x) =− ivF∂xPR(x) + t1δ(x)φp + t2δ(x)φh
+ U1δ(x)PR(0)− iU2δ(x)HL(0) (2.30)
vF kHR(x) =− ivF∂xHR(x)− t2δ(x)φp − t1δ(x)φh
− U1δ(x)HR(0)− iU2δ(x)PL(0) (2.31)
vF kPL(x) =ivF∂xPL(x) + t2δ(x)φp − t1δ(x)φh
+ U1δ(x)PL(0) + iU2δ(x)HR(0) (2.32)
vF kHL(x) =ivF∂xHL(x) + t1δ(x)φp − t2δ(x)φh
− U1δ(x)HL(0) + iU2δ(x)PR(0) (2.33)
vF kφp =t1[PR(0) +HL(0)] + t2[PL(0)−HR(0)]
(2.34)
vF kφh =− t2[HL(0)− PR(0)]− t1[PL(0) +HR(0)].
(2.35)
The vF k term on the left, can be absorbed, with the
ansatz:
PR(x) = e
ikxP˜R(x), HR(x) = e
ikxH˜R(x),
PL(x) = e
−ikxP˜L(x), HL(x) = e−ikxH˜L(x). (2.36)
The tilde functions, are just step functions, e.g.
P˜R(x) = PR(0
+)Θ(x) + PR(0
−)Θ(−x) where Θ(x) is
the Heaviside step function. Alternatively, we can write
P˜R(x) = P¯R + sign(x)δPR/2, where P¯R = [PR(0
+) +
5PR(0
−)]/2 and δPR = PR(0+)− PR(0−). So, we find
ivF δPR = U1P¯R − iU2H¯L + t1φp + t2φh (2.37)
ivF δHR = −U1H¯R − iU2P¯L − t2φp − t1φh (2.38)
−ivF δPL = U1P¯L + iU2H¯R + t2φp − t1φh (2.39)
−ivF δHL = −U1H¯L + iU2P¯R + t1φp − t2φh (2.40)
vF kφp = t1[P¯R + H¯L] + t2[P¯L − H¯R] (2.41)
vF kφh = −t2[H¯L − P¯R]− t1[P¯L + H¯R] (2.42)
Eliminating φp and φh, we can write the equation in the
form of
(ivF1−A)
 PR(0
+)
PL(0
−)
HR(0
+)
HL(0
−)
 = (ivF1 +A)
 PR(0
−)
PL(0
+)
HR(0
−)
HL(0
+)

→
 PR(0
+)
PL(0
−)
HR(0
+)
HL(0
−)
 = S
 PR(0
−)
PL(0
+)
HR(0
−)
HL(0
+)
 , (2.43)
with
S = (ivF1−A)−1(ivF1 +A). (2.44)
A = A† ensures unitarity of the S-matrix.
The S-matrix elements can be labelled:
S =
(
See Seh
She Shh
)
,
Sxy =
(
SRR SRL
SLR SLL
)xy
, x, y = e, h. (2.45)
We find
A(k) =
1
2k
U1k + t
2
1 + t2t
2
2 0 −2t1t2 −iU2k + t21 − t22
0 U1k + t
2
1 + t
2
2 iU2k + t
2
1 − t22 2t1t2
−2t1t2 −iU2k + t21 − t22 −U1k + t21 + t22 0
iU2k + t
2
1 − t22 2t1t2 0 −U1k + t21 + t22
 (2.46)
where
k ≡ vF k. (2.47)
In the special case U1 = U2 = 0 , we can find a simple expression for the S-matrix:
S =
1
2t2
 (1 + z)(t
2
1 + t
2
2) 0 2(1− z)t1t2 (z − 1)(t21 − t22)
0 (1 + z)(t21 + t
2
2) (z − 1)(t21 − t22) −2(1− z)t1t2
2(1− z)t1t2 (z − 1)(t21 − t22) (1 + z)(t21 + t22) 0
(z − 1)(t21 − t22) −2(1− z)t1t2 0 (1 + z)(t21 + t22)
 (2.48)
where
z ≡ ivF − 2t
2/(vF k)
ivF + 2t2/(vF k)
. (2.49)
and
t =
√
t21 + t
2
2. (2.50)
The zero elements in S, signifying the absence of normal
scattering, are a consequence of time-reversal symmetry.
Note the absence of Andreev transmission when either
t1 or t2 = 0, as required by U(1) symmetry. More sur-
prisingly, there is an absence of Andreev reflection when
t1 = t2. This is a consequence of a peculiar U(1) sym-
metry which occurs in that case. From Eq. (2.2) we see
that, when t1 = t2 the Majorana modes couple to a Dirac
fermion:
ψ0 ≡ [(ψL + ψ†L) + (ψR − ψ†R)]/2. (2.51)
The Hermitean part of ψ0 is the Hermitean part of ψL(0)
and the anti-Hermitean part of ψ0 is the anti-Hermitean
part of ψR(0). The full Hamiltonian has a U(1) sym-
metry that rotates the phase of ψ0 and the phase of d
oppositely. This corresponds to an O(2) symmetry mix-
ing the Hermitean part of ψL(x) with the anti-Hermitean
part of ψR(−x).
To prove that the symmetry forces Andreev transmis-
sion let us decompose ψR/L into Majorana components:
ψR/L(x) = χR/L + iχ
′
R/L. (2.52)
6Then the special U(1) symmetry when t1 = t2 is:
(
χL
χ′R
)
→M
(
χL
χ′R
)
(2.53)
where M is an SO(2) matrix. χ′L and χR are unaffected
by this rotation. Andreev transmission corresponds to
ψR/L(0
−) = ±ψ†R/L(0+). (2.54)
This implies
(
χL
χ′R
)
(0−) = −
(
χL
χ′R
)
(0+), (2.55)
which is consistent with the O(2) symmetry. On the
other hand, Andreev reflection implies
ψR(0
±) = ψ†L(0
±) (2.56)
and hence (
χL
χ′R
)
(0±) =
(
χR
−χ′L
)
(0±). (2.57)
This is not consistent with the O(2) symmetry under
which the left-hand vector rotates but the right-hand
vector does not. Thus the symmetry can only support
Andreev transmission.
Unlike the U(1) symmetry which occurs when t1 or
t2 = 0, this U(1) symmetry occurring when t1 = t2 is
not present once interactions are included since it is non-
local.
From Eq. (2.46) it is clear that the HU terms drop
out for k → 0. So, we see although the HU terms are
marginal at the high energy normal transmission fixed
point, at the infrared (IR) fixed point, they are irrelevant.
1. → 0
For small energies → 0 we have z → −1 and Eq. (2.48) simplifies to:
S → 1
2t2
 0 0 4t1t2 −2(t
2
1 − t22)
0 0 −2(t21 − t22) −4t1t2
4t1t2 −2(t21 − t22) 0 0
−2(t21 − t22) −4t1t2 0 0
 . (2.58)
Note that purely Andreev processes occur at zero energy: both Andreev scattering and Andreev transmission. In the
U(1) symmetric case, where either t1 or t2 = 0, we get purely Andreev reflection at zero energy.
2. t1 = t2 and U2 = 0
We see that for t1 = t2 = t/
√
2, and U2 = 0 the blocks of the A-matrix are all diagonal:
A(k) =
1
2k
U1k + t
2 0 −t2 0
0 U1k + t
2 0 t2
−t2 0 −U1k + t2 0
0 t2 0 −U1k + t2
 (2.59)
From this, we get the S-matrix:
S() =
1
(U21 + 4v
2
F ) + 4ivF t
2
−(U1 + 2ivF )
2 0 4ivF t
2 0
0 −(U1 + 2ivF )2 0 −4ivF t2
4ivF t
2 0 −(U1 − 2ivF )2 0
0 −4ivF t2 0 −(U1 − 2ivF )2
 (2.60)
For → 0 we get SRR = SLL = τx – pure Andreev transmission. An incoming electron PR(0−) becomes a reflected
hole HR(0
+) and two electrons are transferred to the superconductor (one from contact 1 and one from contact 2).
III. INTERACTING MODEL
We now extend the previous analysis to include inter-
actions, both global along the spin-Hall edges and local
at the junction with the Majorana modes. We model the
7important edge interactions by
Hint = V
∫ ∞
−∞
dx : ψ†RψR :: ψ
†
LψL : (3.1)
where the double dots denote normal ordering. Note
that, appropriate to the set-ups of Fig. 1, we have la-
beled the right and left side of the junction by x > 0
and x < 0 respectively and considered the case where
the contacts are infinitely far away. We will later con-
sider the effect of a finite distance to the contacts. It will
sometimes be convenient below to regard the x > 0 and
x < 0 regions as two different leads, in which case we in-
troduce two different fields ψL/R,1, ψR/L,2 both defined
on the x > 0 axis.
To study the low-energy properties of the model we
bosonize the Luttinger liquid. We use the notations:
ψL/R ∝ Γ exp
{
i
√
pi[φ(x)± θ(x)} , (3.2)
where Γ is a Klein factor, and φ and θ are the usual bo-
son fields with the commutation relation [φ(x), θ(y)] =
−iΘ(y− x). We explicitly obtain these bosonisation for-
mulas in Appendix A. The time-reversal symmetry is
then:
φ→ −φ, (3.3)
θ → θ +√pi/2, (3.4)
i→ −i. (3.5)
and the U(1) symmetry is:
θ → θ − ξ√
pi
. (3.6)
The Hamiltonian in the bulk of the system is:
H =
1
2
u
∫ ∞
−∞
dx
[
K
(
∂φ
∂x
)2
+K−1
(
∂θ
∂x
)2]
. (3.7)
K and u are expressed via the parameters of the fermionic
model:
u =
√
v2F −
V 2
16pi2
, K =
√
vF − V4pi
vF +
V
4pi
. (3.8)
Besides the tunneling terms present in the non-
interacting case, t1 and t2, there are the following four-
fermion boundary terms:
UNT (d
†d− 1/2)(ψ†RψR − ψ†LψL)
∝ UNT (d†d− 1/2)∂xφ(0), (3.9)
UAR(d
†d− 1/2)(ψ†Rψ†L + ψLψR)
∝ UAR(d†d− 1/2) sin 2
√
piφ(0), (3.10)
UNR(d
†d− 1/2)(ψ†RψL + ψ†LψR)
∝ |UNR|(d†d− 1/2) cos(2
√
piθ(0) + αNR), (3.11)
Here αNR is the phase of UNR. We will set them to zero
in most of the cases, besides at NR fixed point, where
they become important.
The three terms (3.9)-(3.11) favor Normal Transmis-
sion, Andreev Reflection, and single-particle Normal Re-
flection. While the first two respect the U(1) symmetry
introduced in Sec. II, UNR does not.
Additionally, we have the terms discussed in the non-
interacting case, U1 and U2, (2.2). They bosonize to:
U1∂xθ(0), (3.12)
U2 cos 2
√
piφ(0). (3.13)
U1 can be included into the Hamiltonian by a local uni-
tary transformation (the like of which, removing UNT
from the Hamiltonian will be discussed in the next sec-
tion). U2 is not generated in RG up to second order
in t, as we show in the Appendix F, and is irrelevant.
Therefore even if it is present in the Hamiltonian it sim-
ply renormalizes to zero. We do not consider these terms
below.
We now proceed with studying the model close to
the non-interacting point, where K > 1/2 and all local
couplings, tunneling, UNT , and one of UAR and UNR
are small. The analysis of the present section will be
most relevant for the experiments. In the next section we
will treat different parameter ranges, including arbitrary
K < 1 and UNT . We note that UNR is the only term
which may be not small in the experimental system, since
it results from direct Coulomb interaction between the
localized level and the bulk fermions. If it is large, this
does not change the analysis below besides moving the
starting point of RG towards NR critical point. Even
if small in the real system, we do not need to assume
UAR is small. When it is large, the RG will start from
the vicinity of the AR fixed point. We assume however
that the product of UARUNT is small so that there is no
frustration when the RG starts.
A. Interacting U(1) symmetric case
1. NT critical point
We notice that the dimension of the tunneling opera-
tors at NT critical point is (K+ 1/K)/4. The dimension
is smaller than 1 for any 1/2 < K < 1, therefore the
operator is relevant for not too strong interactions. This
means that the high-energy NT critical point is unsta-
ble to tunneling to Majoranas. This is consistent with
the non-interacting results from above, where the nor-
mal transmission at high energies was replaced by An-
dreev reflection at zero energy for the U(1) symmetric
case.
82. Stability of AR critical point
We use the CL transformed fields defined in Sec. IIA.
This brings our Hamiltonian to the familiar form of the
side-coupled normal quantum dot44 and causes a change
in the sign of the interaction term in Eq. (3.1) so that the
corresponding Luttinger parameter is K˜ ≈ 1/K for K ≈
1. After this transformation the time-reversal symmetry
becomes:
ψ˜L → ψ˜†R
ψ˜R → ψ˜†L
d→ −d†
i→ −i. (3.14)
Notice that it does not anymore square to −1, but to 1.
We denote this symmetry CT for the reasons discussed
below. This is our choice, and we have it due to the
U(1) symmetry allowing for block-diagonalizing of the
Hamiltonian and choosing arbitrary sign of square of the
time-reversal symmetry acting between the Hamiltonian
blocks19. We may identify this symmetry as a product
of time reversal symmetry
ψ˜R(x)↔ ψ˜L(x)
d→ d
i→ −i (3.15)
and charge conjugation:
ψ˜L/R(x)→ ψ˜†L/R(x)
d→ −d†
i→ i. (3.16)
(We dropped the factors of i from time-reversal for conve-
nience; this is only possible in the U(1) symmetric case.)
In the resonant case, with no d†d term, which follows
from time-reversal symmetry, it was concluded in [44]
that there is a zero transmission or perfect normal reflec-
tion fixed point for K˜ > 1 which is the case of interest for
us. After undoing the CL-transformation, this becomes
Andreev reflection in the original model.
Lets check whether this normal reflection fixed point
is stable. It corresponds to the boundary conditions:
ψ˜R(0
±) = −ψ˜L(0±). (3.17)
Any relevant interaction which couples the 2 sides to-
gether would destabilize this fixed point. With U(1)
symmetry the only candidates are constructed from
ψ˜†R(0
+)ψ˜L(0
−) and related terms. Note that under CT
symmetry:
ψ˜†R(0
+)ψ˜L(0
−)→ ψ˜L(0+)ψ˜†R(0−) = −ψ˜†R(0−)ψ˜L(0+).
(3.18)
Thus there are 2 possibilities for relevant CT invariant
Hermitean terms in the effective Hamiltonian. These are:
δH1 = U1[ψ˜
†
R(0
+)ψ˜L(0
−)− ψ˜†R(0−)ψ˜L(0+)
+ψ˜†L(0
−)ψ˜R(0+)− ψ˜†L(0+)ψ˜R(0−)]
δH2 = iU2[ψ˜
†
R(0
+)ψ˜L(0
−) + ψ˜†R(0
−)ψ˜L(0+)
−ψ˜†L(0−)ψ˜R(0+)− ψ˜†L(0+)ψ˜R(0−)] (3.19)
where U1 and U2 are real. (Note that no terms involving d
can appear at the perfect reflection fixed point, since d is
screened there.) After imposing the boundary conditions
of Eq. (3.17) these become:
δH1 = U1[−ψ˜†R(0+)ψ˜R(0−) + ψ˜†R(0−)ψ˜R(0+)
−ψ˜†R(0−)ψ˜R(0+) + ψ˜†R(0+)ψ˜R(0−)]
δH2 = iU2[−ψ˜†R(0+)ψ˜R(0−)− ψ˜†R(0−)ψ˜R(0+)
+ψ˜†R(0
−)ψ˜R(0+) + ψ˜
†
R(0
+)ψ˜R(0
−)] (3.20)
which are both zero. Thus we conclude that CT sym-
metry stabilizes the perfect reflection fixed point in the
CL-transformed model. This implies that time-reversal
stabilizes the perfect Andreev reflection fixed point in the
original model.
Thus we conclude that for small enough interaction
strength the RG flow goes from NT to AR fixed points.
This is consistent with the non-interacting results ob-
tained above, since there at high energies the conduc-
tance correspond to the normal transmission, while at
zero energy the incoming electrons always undergo An-
dreev reflection. Let us now turn to the effects of the
U(1) symmetry breaking.
B. Interacting U(1) breaking case
1. NT critical point
Here we reiterate that the NT critical point is unstable
to the tunneling terms (2.1). Besides, the dimension of
UNR (allowed when U(1) is broken) is K, therefore it is
also relevant at the NT critical point. UNR has the form
of the usual Coulomb interaction and therefore we cannot
assume that it is small in the experiment. Depending on
the actual size of UNR we start near the NT critical point
(small UNR), or near the NR critical point (large UNR).
We will discuss the NR critical point below.
2. AR and AT critical points
We reinterpret the non-interacting results in the U(1)
symmetry breaking case as follows. We know that the
scattering matrix at high energies shows dominating nor-
mal transmission (NT). Therefore, the ultraviolet fixed
point is the NT one. At zero energy no normal trans-
mission is possible. Andreev process – reflection (AR),
9transmission (AT), or anything in between can happen.
We interpret this result as the system having a line of
fixed points, connecting the AR and AT fixed points. As
we see below, this is a pathological situation, destabi-
lized by arbitrary weak interactions. In particular, AR
becomes unstable and AT becomes the absolutely stable
fixed point. Therefore the line collapses onto one point,
AT.
We start our argument by considering the stability
of the Andreev reflection fixed point when we break the
U(1) symmetry. It is now important to use the orig-
inal definition of time-reversal in Eq. (3.15) since the
simplified version with factors of i dropped is not a sym-
metry when both t1 and t2 are non-zero. After the CL-
transformation the time-reversal symmetry becomes:
ψ˜R → iψ˜†L
ψ˜†R → −iψ˜L
ψ˜†L → −iψ˜R
ψ˜L → iψ˜†R
d→ −id†
i→ −i. (3.21)
Possible U(1) breaking terms are ψ˜R(0
+)ψ˜L(0
−) and re-
lated terms. The time-reversal symmetry maps:
ψ˜R(0
+)ψ˜L(0
−)→ −ψ˜†L(0+)ψ˜†R(0−). (3.22)
Again there are 2 possible time-reversal invariant Her-
mitean terms:
δH3 = U3[ψ˜R(0
+)ψ˜L(0
−)− ψ˜†L(0+)ψ˜†R(0−)
+ψ˜†L(0
−)ψ˜†R(0
+)− ψ˜R(0−)ψ˜L(0+)]
δH4 = iU4[ψ˜R(0
+)ψ˜L(0
−) + ψ˜†L(0
+)ψ˜†R(0
−)
−ψ˜†L(0−)ψ˜†R(0+)− ψ˜R(0−)ψ˜L(0+)] (3.23)
for real U3 and U4. Imposing the boundary conditions of
Eq. (3.17), these become:
δH3 = U3[−ψ˜R(0+)ψ˜R(0−) + ψ˜†R(0+)ψ˜†R(0−)
−ψ˜†R(0−)ψ˜†R(0+) + ψ˜R(0−)ψ˜R(0+)]
δH4 = iU4[−ψ˜R(0+)ψ˜R(0−)− ψ˜†R(0+)ψ˜†R(0−)
+ψ˜†R(0
−)ψ˜†R(0
+) + ψ˜R(0
−)ψ˜R(0+)] (3.24)
We see that in this case the identical terms add instead
of canceling each other. Therefore the tunneling terms
are allowed by symmetry. The normal reflection bound-
ary condition in the CL-transformed model, Eq. (3.17),
imply θ˜(0) = constant. Applying the bosonization formu-
las of Eq. (3.2) in terms of bosons φ˜, θ˜, ψ˜R(0
+)ψ˜R(0
−)
bosonizes ∝ exp[i√pi[φ˜(0+)] exp[i√piφ˜(0−)] of dimension
1/K˜. Since we consider K˜ > 1 in the CL-transformed
model these are relevant. Here we use the fact that
boundary operators of dimension < 1 are relevant. So,
we conclude that the perfect normal reflection fixed point
is unstable in the CL-transformed model once we break
U(1) symmetry. Analogously, the perfect Andreev reflec-
tion fixed point is unstable in the original model once we
break U(1).
Now lets consider the stability of the Andreev trans-
mission fixed point in the interacting case. The corre-
sponding boundary conditions are (we now work with the
original fermions, not making the CL transformation):
ψR(0
−) = −ψ†R(0+)
ψL(0
−) = ψ†L(0
+) (3.25)
up to some phases that do not change the physics, since
they can always be incorporated into redefinition of the
bosonic fields. It is convenient to fold the system so that
it is defined at x > 0 only with 2 channels of left and
right movers. For x > 0:
ψR(x) ≡ ψR1(x)
ψL(x) ≡ ψL1(x)
ψR(−x) ≡ ψL2(x)
ψL(−x) ≡ ψR2(x) (3.26)
Note that, with these definitions, we have 2 channels of
left and right movers at x > 0 with only intra-channel
interactions (assuming the initial interactions are short
range). The Andreev transmission boundary conditions
become:
− ψL2(0) = ψ†R1(0)
ψR2(0) = ψ
†
L1(0). (3.27)
In the folded formulation these look like cross-channel
Andreev reflection boundary conditions. This is sim-
ilar to the usual s-wave Andreev reflection in a semi-
infinite wire. After bosonization the Andreev transmis-
sion boundary conditions read (two different solutions for
bosons are possible):
φ2(0) + θ2(0)
mod 2
√
pi
= −φ1(0) + θ1(0) +
√
pi
φ2(0)− θ2(0) mod 2
√
pi
= −φ1(0)− θ1(0). (3.28)
These imply
√
pi/2
mod
√
pi
= φ1(0) + φ2(0) = −[θ1(0)− θ2(0)] (3.29)
It is convenient to switch to linear combination of boson
fields, each of which has K < 1 for the repulsive interac-
tions:
φ± ≡ φ1 ± φ2√
2
θ± ≡ θ1 ± θ2√
2
(3.30)
Thus the Andreev transmission boundary conditions be-
come:
φ+(0) = −θ−(0)
mod
√
pi/2
=
√
pi/8. (3.31)
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Now lets consider the 3 types of processes that might
destabilize the fixed point: normal reflection, Andreev re-
flection, normal transmission, and see if any correspond-
ing interactions are allowed by the time-reversal symme-
try and are relevant.
Normal reflection
Single-particle normal reflection enters as an operator:
ψ†R(0
+)ψL(0
+) (3.32)
and related terms. Under the CT transformation:
uψ†R(0
+)ψL(0
+)→ −u∗ψ†L(0+)ψR(0+)
= −(uψ†R(0+)ψL(0+))†. (3.33)
Thus this term breaks time-reversal symmetry. This is
in accordance with the common wisdom about the QSH
edge, where no elastic backscattering can be induced in
presence of time-reversal symmetry.
Andreev reflection
This corresponds to terms like
ψR(0
+)ψL(0
+). (3.34)
This transforms under time-reversal symmetry to
− ψR(0+)ψL(0+). (3.35)
Therefore a term
iU(ψR(0
+)ψL(0
+)− h.c.) (3.36)
can be present in the Hamiltonian. This bosonize to:
iUe2i
√
piφ1 + h.c. = iUei
√
2pi(φ++φ−) + h.c.
→ −2U cos
√
2piφ− (3.37)
where the Andreev transmission boundary conditions of
Eq. (3.31) were used. This operator has dimension 1/K.
Therefore this term is irrelevant for K < 1. For K = 1
the term is marginal and it tunes between the AT and
AR fixed points.
Normal Transmission
This corresponds to the likes of
ψ†R(0
−)ψR(0+). (3.38)
Under CT this goes to
ψ†L(0
−)ψL(0+). (3.39)
FIG. 2. RG flow for the model for K > 1/2 and small initial
U˜NT (region I from Fig. 5) projected onto the t1-t2 coordinate
space. Fixed points present are: normal transmission (NT),
corresponding to no tunneling into Majoranas, Andreev re-
flection (AR), corresponding to t1 = 0 or t2 = 0 and the other
one renormalized to ∞, and Andreev transmission (AT), cor-
responding to t1 → ∞ and (t1 − t2)/t1 → 0. The RG flow
between them is shown by the arrows. AR fixed point is sta-
ble if U(1) symmetry is preserved, while AT fixed point is the
stable one if the symmetry is broken.
So a term
ψ†R(0
−)ψR(0+) + ψ
†
L(0
−)ψL(0+) + h.c. (3.40)
is allowed by time-reversal symmetry. In folded notation
the first term is:
ψ†L2(0)ψR1(0). (3.41)
The Andreev transmission boundary conditions of Eq.
(3.27) allow us to write this as
ψR1(0)∂xψR1(0) (3.42)
where the derivative is required due to Fermi statistics.
We see that this has dimension 2 for free fermions, K = 1.
In bosonized form,
ψ†L2(0)ψR1(0) ∝ exp[i
√
pi(−φ2 − θ2 + φ1 − θ1)]
= exp[i
√
2pi(−φ− − θ+)] (3.43)
Neither of these bosons is pinned and the total dimension
is
d = (K + 1/K) > 2. (3.44)
consistent with d = 2 for the non-interacting case. So,
normal transmission is strongly irrelevant at the Andreev
transmission fixed point for any K and the leading irrele-
vant process is Andreev reflection. Andreev transmission
is thus the stable fixed point of our model.
The RG flow between the fixed points of the model for
small enough interactions on the edge is shown in detail
in Fig. 2.
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3. NR fixed point
Finally, if UNR grows to infinity or is very large to
start with, (d†d − 1/2) cos(2√piθ(0) + αNR) is pinned.
This has the following minima:
θ +
αNR
2
√
pi
= 0,
√
pi; d†d = 0; (3.45)
θ +
αNR
2
√
pi
= ±√pi/2; d†d = 1. (3.46)
Time reversal symmetry is spontaneously broken at these
critical points, allowing normal scattering, with its phase
depending on 〈d†d − 1/2〉 and αNR. For each choice of
〈d†d−1/2〉 despite both values of possible θ pinning cor-
respond to the same boundary condition on the fermion
field (normal reflection with a phase which depends on
αNR). Thus the choice of 〈d†d − 1/2〉 determines the
ground state uniquely at the fixed point. The ground
state degeneracy is therefore 2, corresponding to the two
possible occupations of the d fermion. Importantly, op-
erator d is not screened at this fixed point, since the two
ground states correspond to different values of occupa-
tion number d†d. Let us now analyze the stability of this
critical point.
The most relevant operator that can destabilize the
fixed point is tunneling, dψ†R et cetera, which have the
scaling dimension 1/(2K). For K > 1/2 these terms are
relevant, making the fixed point unstable and presumably
leading to a flow to the Andreev transmission fixed point,
the only stable fixed point in this range of K for the bro-
ken U(1) symmetry case. We note that when t1 = t2 = 0
but UNR 6= 0 there is a different kind of U(1) symme-
try, broken only by the irrelevant UAR (and U2) terms.
This simply transforms ψR/L → eiαψR/L, corresponding
to ordinary charge conservation.
Notice that the U˜NT term is absent at this fixed point:
though d is not fixed, ∂tθ is fixed at this fixed point,
therefore forbidding ∂xφ entering the U˜NT term. Next,
the term ∂xθ
± is allowed at the fixed point and it just
shifts the phase of backscattering.
In the next section we discuss the general phase di-
agram of the model, and in Fig. 5 the flow in Fig. 2
corresponds to the region I. We have checked the consis-
tency of the RG flow with the g theorem in Appendix
E.
IV. FULL PHASE DIAGRAM OF THE
INTERACTING MODEL
Before proceeding with the discussion of the full phase
diagram of the interacting model for all values of (repul-
sive) interaction strength, we notice that there are many
other couplings that are irrelevant at K = 1, but may be-
come relevant for strong interactions. The most relevant
of them for all K’s is:
U2NRψ
†
R(0
+)∂xψ
†
R(0
+)ψL(0
+)∂xψL(0
+) + h.c.
| ∝ U2NR| cos(4
√
piθ(0) + α2NR). (4.1)
Note that this term breaks U(1) symmetry.
To study the full phase diagram we need to obtain RG
equations near the NT fixed point. We only treat UAR,
UNR, and U2NR in lowest order perturbation theory, but
we are able to treat UNT exactly, using bosonization tech-
niques. UNR similar to the previous section can be large
and we can be starting at the NR fixed point at small
other couplings.
We explore the phase diagram as a function of the
Luttinger parameter K and the bare value of UNT . The
phase diagram is shown for the U(1) symmetric case in
Fig. 3, and for the U(1) broken case in Fig. 5. The
corresponding RG flows are shown in Figs. 4 and 6.
When U(1) symmetry is preserved, only one of the t1
and t2 terms can be present. As we showed above, then
the Andreev reflection (AR) fixed point is stable for all
K < 1. For small t, the normal transmission (NT) fixed
point is also stable in the green portion of the UNT −K
phase diagram in Fig. 3. We argue below that this
implies a non-trivial critical point, separating AR and
NT fixed points, for K < 1/4. We study this using “-
expansion” techniques when K is slightly less than 1/4.
When U(1) symmetry is broken the fixed point which is
stable for all 1/4 < K < 1 is the Andreev transmission
(AT) one. For K < 1/2, there is another stable fixed
point, normal reflection (NR), which results from UNR
or U2NR, with spontaneously broken time-reversal sym-
metry. For K < 1/4 NR is the only stable fixed point.
For 1/4 < K < 1/2, the flows to these AT and NR points
are separated by a surface in the t1, t2, UNR parameter
space. Some details of these RG flows, related to the
behavior in the U(1) symmetric case, depend on UNT .
A. U(1) symmetric case
NT critical point
We start the discussion of the U(1) symmetric case
by studying the weak coupling limit, corresponding to
the NT fixed point. Let us obtain the weak-coupling
RG near the NT fixed point. In this case it is impor-
tant to take into account tunneling (t1 for example), and
the additional couplings allowed by both time-reversal
and U(1) symmetry, UAR(d
†d − 1/2) sin 2√piφ(0) and
UNT (d
†d − 1/2)∂xφ(0). The RG equations are obtained
by transforming the Hamiltonian using the unitary trans-
formation H ′ = U†HU , where
U = exp[−i√piU˜NT (d†d− 1/2)θ(0)]. (4.2)
Here U˜NT = UNT /uK. This transformation gets rid of
the UNT term in the Hamiltonian, but introduces it into
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FIG. 3. Regions where the Andreev reflection (AR) critical
point and both normal transmission (NT) and Andreev re-
flection (NT+AR) are stable in U˜NT and K coordinates. We
assume small U˜AR and t˜. -expansion works in a small region
of parameters near the line separating the two regions on the
NT+AR side. The region is shown in darker color.
the tunneling terms:
t1d
†Γ(ei
√
pi(φ−(1−U˜NT )θ) + ei
√
pi(−φ−(1−U˜NT )θ)) + h.c.,
(4.3)
t2d
†Γ(ei
√
pi(φ+(1+U˜NT )θ) − ei
√
pi(−φ+(1+U˜NT )θ)) + h.c.
(4.4)
The dimensions of t1,2 (
1
4 (K(1±U˜NT )2 +1/K)) and UAR
(1/K) are easily deduced. We obtain the quadratic part
of the RG equations in the appendix F. The result is:
dt˜
d`
=
[
1− 1
4
(K(1∓ U˜NT )2 + 1/K)
]
t˜+ t˜U˜AR,
(4.5)
dU˜NT
d`
= −4(U˜NT ∓ 1)t˜2 (4.6)
dU˜AR
d`
= (1− 1/K)U˜AR + t˜
2
pi
(1/K2 − (1∓ U˜NT )2).
(4.7)
for the properly normalized coupling constants (U˜NT =
UNT /uK, t˜ = t1,2
√
2pi/Λ, and U˜AR = UAR2pi/ΛK) and
sign − for t1 and + for t2 cases correspondingly. Here
` = ln Λ0/Λ, Λ is the renomalized cutoff, and Λ0 – bare
cutoff.
We see that for small initial 1−K and U˜NT the RG
above signifies the relevance of the tunneling strength at
the NT fixed point. Therefore the flow goes towards AR
one. This is consistent with the simple analysis of the
previous section.
We now notice that when t˜ is irrelevant, U˜NT does
not renormalize much from its initial value due to (4.6).
Then the initial value of U˜NT controls the dimension of
t˜: 14 (K(1 − U˜NT )2 + 1/K). Since, as we have shown
FIG. 4. Renormalization group flow for the U(1) symmetric
case, K < 1. (a): RG flow in the U˜NT -t˜ space for K > 1/4.
U˜C±NT represent the boundaries; outside the interval between
them there are two stable fixed points, NT and AR (see Fig.
3). Flowing to U˜C±NT is the separatrix dividing the flow to
the NT and AR fixed points. For K > 1/4 there is no non-
trivial fixed points, only NT and AR. (b): same as (a), but
now K < 1/4. There are always two stable critical points,
NT and AR. There is a separatrix line flowing to the non-
trivial fixed point, corresponding to non-zero values of t˜ and
U˜AR, see the main text for details. (c): RG flow for U˜NT = 1
with the line of non-trivial fixed points separating AR and NT
fixed points starting at K = 1/4. In this case the separatrix
consists of non-trivial fixed points for each K < 1/4 from (b).
above, the AR fixed point is stable for all K < 1, we
expect a critical surface to exist in the (t, UNR, UNT )
space, separating flows to these competing stable fixed
point. The nature of this critical surface is qualitatively
different for K < 1/4 and K > 1/4.
For all K > 1/4 and large enough U˜NT (see fig. 3)
there is a critical surface separating the flows to the AR
and NT fixed points. It is clear that the NT fixed points
are at U˜NT 6= 1, since for U˜NT = 1 t˜ is a relevant per-
turbation and the system flows to the AR fixed point.
However, for |U˜NT −1| sufficiently large, t˜ = 0 is a stable
fixed point. Therefore, we conclude that the RG flow on
the critical plane is to the NT fixed point with t = 0,
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UAR = 0 and U˜NT given by the solutions of
1
4
[
K(1− U˜NT )2 + 1
K
]
= 1, (4.8)
which is
U˜C±NT = 1±
1
K
√
4K − 1. (4.9)
The RG flow in that case is schematically shown in Fig.
4a.
For all K < 1/4 the RG flow on the critical surface
is to a non-trivial critical point where U˜NT = 1, and t
and UAR are non-zero. For K = 1/(4 + 4), 0 <   1,
we may find this critical point from the lowest order RG
equations of Eq. (4.5)-(4.7), which may be written:
dt˜
d`
= −t˜+ U˜ARt˜, (4.10)
dU˜AR
d`
= −(3 + 4)U˜AR + αt˜2. (4.11)
Here we denote α = 1piK2 .
Before proceeding let us show that we have not missed
the important terms in the equation. For that we notice
that for small : U˜AR ∼  and t˜ ∼
√
. Additionally, let us
mention the irrelevant term we did not take into account
so far, ∝ t3d†ei
√
pi(3φ+(1−U˜NT )θ). The RG equation for t3
cannot have t˜2 term in it, as then the powers of d do not
add up. Therefore t3 . 3/2 and it cannot change the
position of the non-trivial fixed point up to the order of
. There is an additional term that might appear missing
from the equations, t˜3. This is because on the line U˜NT =
1 where the critical point is situated t ∝ i(d−d†)(ei
√
piφ+
e−i
√
piφ). This corresponds to the case of single Majorana
coupled to a single channel in 38, where no third order
term in the RG equation is obtained. Therefore we have
taken into account all the terms of the order of 3/2.
But let us return to the RG equations near the barely
stable normal transmission fixed point, (4.10) and (4.11).
The equations support an unstable critical point U˜AR =
, t˜ =
√
(3 + 4)/α, which starts off being close to the
normal transmission fixed point, but then branches off.
The RG flow for K < 1/4 is shown in the (t˜, U˜NT ) plane
in Fig. 4b. The dotted line in Fig. 4c is a line of non-
trivial critical points, separating AR and NT. We present
the detailed discussion of the RG flow near the non-trivial
critical point in the Appendix E, from which we obtain
the flow towards the non-trivial critical point along the
separatrix surface defined by the equation:
t˜ =
√
3
α
+
3(1− U˜NT )2
208
− 2(U˜AR − )
α
. (4.12)
FIG. 5. Seven regions of the phase diagram corresponding to
the different RG flow in Fig. 6. They are separated by lines:
K = 1/2, where the normal reflection (NR) critical point
becomes stable; K = 1/4, where the Andreev transmission
(AT) fixed point becomes unstable; 1
4K
+ K
4
(1 + U˜NT )
2 = 1
(top line), where t2 becomes irrelevant;
1
4K
+K
4
(1−U˜NT )2 = 1
(bottom line), where t1 also becomes irrelevant. The phase
diagram for U˜NT < 0 is obtained from above by replacing
t1 ↔ t2 and U˜NT → −U˜NT . This figure can be though of as
two overlayed Fig. 3 with U˜NT for t˜1 and −U˜NT for t˜2, with
additional K = 1/2 and K = 1/4 lines separating the stability
regions of the NR and AT fixed points correspondingly.
B. Interacting U(1) breaking case
1. Normal reflection fixed point
In the U(1) symmetry breaking case the additional
UNR and U2NR terms are allowed, see eqs. (3.11) and
(4.1). UNR has scaling dimension K at the NT fixed
point and is relevant for all K < 1. U2NR has the dimen-
sion 4K and is always less relevant than UNR at the NT
critical point. However, at AT fixed point UNR is not
present since d level is screened. U2NR is allowed how-
ever, and it becomes relevant for K < 1/4, making AT
critical point unstable.
We have discussed the case of UNR growing to infinity
in the previous section. Here we notice that U2NR can
be present at this fixed point but it may only change the
value of pinning θ.
Consider now the case when the coefficient of U2NR
grows to infinity. The term U2NR cos(4
√
piθ+α2NR) pins
θ at:
θ +
α2NR
4
√
pi
= −3√pi/4,−√pi/4,√pi/4, 3√pi/4. (4.13)
At first glance the fixed point is different from the previ-
ously discussed in this section, since it does not involve
d operator at all. However both the marginal operator
∂xθ and UNR are also allowed to be generated in RG.
First tunes through the values of pinning of θ, and the
other combined with the pinned θ fixes the occupation of
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FIG. 6. Hypothesized phase diagrams of the model for different values of K and U˜NT , corresponding to different regions of
Fig. 5. The flow is based on the weak-coupling RG near the trivial critical points. (a): region I in Fig. 5, where the only
stable fixed point is AT fixed point. (b): II, where the NT fixed point becomes stable for U(1) symmetric case, where only t2
is present. (c): III, where the NT fixed point is stable for both U(1) symmetric cases. (d): IV, where NR fixed point becomes
stable, but both hoppings are relevant and NT fixed point and the flow along the U(1) symmetric line goes towards AR fixed
point. In this case we can also show that the flow along the plane separating the AT and NR fixed points is towards strong
coupling (e): V, where NR fixed point is stable, and at the same time in the U(1) symmetric case when only t2 is present,
NT becomes stable. (f): VI, where NR is stable and in both t1 and t2 U(1) symmetric directions the flow is towards NT fixed
point. (h): VII, where NR is the only stable fixed point, however the unstable fixed points on the U(1) line are still present.
We hypothesize that they are connected by the line of unstable critical points, similar to region VI.
d level. Therefore, there is only one line of fixed points,
connecting the different pinnings of θ, along which occu-
pation of d can be either 0 or 1.
2. Normal transmission critical point, non-trivial critical
points and discussion of global phase diagram
Finally we turn to the analysis of stability of the NT
fixed point. As we do not have U(1) symmetry anymore,
the term (3.11) is allowed and is always relevant at the
NT critical point. (in U(1)-symmetric case it is forbidden
and the NT fixed point may become stable).
Even if UNR is absent from the initial Hamiltonian, it
gets generated under RG except for U(1) symmetric lines.
This means that in the general U(1)-breaking case the
stability of the NR fixed point, discussed in the previous
section, influences the global phase diagram. Notice that
the equations for t˜1 and t˜2 are related by the time-reversal
symmetry in the leads, which leaves d unchanged, i.e.:
d→ d, (4.14)
ψL → −iψR, (4.15)
ψR → iψL. (4.16)
This sends t1 to t2 and U˜NT to −U˜NT .
So, with broken U(1) symmetry, NT is never sta-
ble. For K > 1/2 the only stable fixed point is AT,
corresponding to cases I, II and III in Fig. 5. For
1/4 < K < 1/2 NR is also stable so there must be a
critical surface separating these two stable fixed points,
corresponding to cases IV, V and VI in Fig. 5. Depend-
ing on the value of U˜NT and K one or both of the critical
points on the t1 and t2 axes may be stable in the U(1)
symmetric case when the other ti and also UNR are zero.
Finally, for K < 1/4 the AT critical point becomes un-
stable, and globally the RG flow leads to the NR line
of fixed points. However, there are still critical points
on the U(1) symmetric lines, and presumably a line con-
necting them as the impurity entropy is the same at the
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two points. Additionally, the NR operator is irrelevant
at AR critical point, therefore the flow first goes towards
AT critical point and only then turns towards NR, as
shown in the panel VII of Fig. 6. This leads to the 7
different cases shown in Fig. 5 and 6.
V. CONDUCTANCE
Having obtained the predictions for the scattering ma-
trix in the non-interacting case and the fixed points in the
interacting cases, we will now describe the physically ob-
servable quantity, conductance. We consider our device
to be a 3-lead junction. Two of the leads, labeled 1 and 2
in Fig. 1a) and 1b), correspond to two ends of the QSH
edge where contacts are applied and the third, labeled S,
to the superconductor. We consider infinitesimal volt-
ages, Vi applied to each of these leads and measure the
current, Ij flowing towards the junction in lead j. The
(linear) conductance tensor is defined by
Ii =
3∑
j=1
GijVj . (5.1)
Charge conservation implies that the total current flow-
ing into the junction must be zero so∑
i
Gij = 0. (5.2)
Requiring that the currents in each wire vanish when all
3 voltages are equal implies∑
j
Gij = 0. (5.3)
These 2 conditions imply that GSj and GjS , for j = 1,
2, are determined by Gij for i, j ∈ {1, 2}. Furthermore it
follows from the time-reversal symmetry that G11 = G22
and G12 = G21. Therefore we only need to calculate 2
independent components of the conductance tensor, G11
and G12.
A. Non-interacting case
In this case we can calculate the conductance from
the S-matrix calculated in Sec. II, using a generalisation
of the Blonder-Tinkham-Klapwijk (BTK) formula.46 A
parameterization of this S-matrix in terms of electrons
/holes and left/right movers was given in Eq. (2.45). It is
convenient to relabel the S-matrix elements according to
which lead, 1 or 2 the electron/hole terminates/originates
from. This corresponds to
S11 = SLR, S12 = SLL,
S22 = SRL, S21 = SRR. (5.4)
Then, following BTK, the conductance in linear response
can be written as:
Gij =
∫
d[−f ′()]gij(), (5.5)
gij() = δij −
∣∣Seeij ()∣∣2 + ∣∣Sheij ()∣∣2 , (5.6)
where f ′() is the derivative of the Fermi function. and
we work in units where e2/h = 1. Note that SeeLR = S
ee
11 =
0, corresponding to zero normal reflection amplitude due
to time-reversal. Thus G11, giving the current flowing
from contact 1 due to a voltage applied at contact 1, is
a sum of two positive terms: one corresponding to the
electron emitted from the contact and the other to the
Andreev reflected hole. G21, the current flowing from
contact 2 due to a voltage applied at contact 1 also has
two contributions: a negative one due to normal trans-
mission of an electron and a positive one corresponding
to Andreev transmission.
1. T = 0
For the zero energy conductance one can obtain very
simple expressions using the applicability of (2.58) for
arbitrary U1 and U2:
G11 = G22 = 1 +
(
t21 − t22
t21 + t
2
2
)2
, (5.7)
G12 = G21 =
4t21t
2
2
(t21 + t
2
2)
2
. (5.8)
For the U(1) symmetric case, where t1 or t2 = 0, G21 = 0
since there is pure Andreev reflection so that a voltage
applied to contact 1 leads to no current flowing from
contact 2. When t1 = t2, G11 = G21 = 1, corresponding
to perfect Andreev transmission. A voltage applied to
lead 1 leads to only a particle current in lead 1 and only
a hole current in lead 2. Another property worth noting is
that G11 +G21 = 2 for any t1 and t2 at zero temperature.
This is true, since only Andreev processes happen at zero
energy – Andreev reflection and Andreev transmission.
Note that the limiting cases coincide with the results in
Fig. 7.
2. Ui = 0
For Ui = 0 one can also write simple conductance
expressions following from (2.48):
g11 = 1 + |(z − 1)/2|2
(
t21 − t22
t21 + t
2
2
)2
, (5.9)
g21 = |(z − 1)/2|2 4t
2
1t
2
2
(t21 + t
2
2)
2
− |(z + 1)/2|2. (5.10)
Here z ≡ ivF−2t2/(vF k)ivF+2t2/(vF k) . Notice that for t1 = t2, g11
does does not depend on energy, implying that G11 is
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FIG. 7. Conductance tensor as a function of temperature
for the non-interacting case. Different colors correspond to
different ratios t1/t2, simulation is performed for U1 = U2 =
0. These ratios run from 1, corresponding to full Andreev
transmission to ∞, corresponding to full Andreev reflection.
FIG. 8. Resistance networks for the two setups with trivial
conductance paths.
temperature-independent. This is a consequence of the
fact that only Andreev reflection affects g11, as we see
from Eq. (5.6), and the fact that no Andreev reflection
occurs at any energy in this case, an exact consequence
of the non-local U(1) symmetry that appears in the non-
interacting model in this case, discussed in Section IIB).
3. Numerical solution
More generally, at the IR fixed point g11 can take
any value between 0 and 1 and g12 can take any value
between −1 and 1. Numerical results for U1 = U2 = 0
and different values of t1/t2 are shown in Fig. 7.
B. Corrections to the conductance due to trivial
conductance paths
We replot the setups shown in Fig. 1 in a schematic
way showing different current paths between the leads,
1, 2, and SC. Each connection is replaced by a resistor.
This is possible since we consider the leads to be macro-
scopic and in good contact with the edge states. This
gets rid of any possible phase coherence under the leads
and different current paths can be considered separately.
We know the conductances along the Majorana paths
in Fig. 8; those can be easily transformed into resistances
shown there. However, in parallel with the interesting
current paths there are inevitable additional paths due
to the topological nature of the QSHE and presence of
the edge channels on all the edges of the device. These
are R′12 in Fig. 8a, and R
′
1S, R
′
2S in Fig. 8b.
Treating these trivial conductance paths experimen-
tally can be done in two different ways. If one keeps
them in the quantized regime, these conductance paths
have known resistances: R′12 = h/e
2, as it is a single
normal channel; R′1S = R
′
2S = h/2e
2, as it is a single
path with perfect Andreev reflection from the supercon-
ductor. Therefore whatever is the measured resistance
between the leads, one can subtract their contribution as
described above.
Another way to treat the problem is by closing down
the unwanted paths. This is possible for example by ap-
plying local magnetic field in the quantum dot setup dis-
cussed in [14] or by making the corresponding trajectories
much longer than the mean free path due to inelastic pro-
cesses in the QSH edge. In realistic systems it is of order
of few µm.47,48 The second method has the advantage of
explicitly preserving time-reversal symmetry.
C. Interacting case
The case of interacting electrons requires a more care-
ful treatment to obtain the conductance. In this sub-
section we consider the case of interacting Luttinger liq-
uid leads, but we discuss the case of Fermi liquid leads in
sub-section VD. We first consider the conductance tensor
at the 3 fixed points discussed in Sec. II: normal trans-
mission, Andreev reflection and Andreev transmission.
The normal transmission fixed point corresponds to
ti = Ui = 0 and a perfectly translationally invariant
wire. Following the bosonization conventions introduced
in sub-section IIIA, the current operator at the fixed
points, where the Hamiltonian is quadratic in bosons,
is:
J(x) = −KvF e√
pi
∂xθ(x). (5.11)
We obtain the conductance from the Kubo formula,
where a voltage is applied at a point x and the current
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FIG. 9. Conductance as a function of temperature, purple line shows G11 = G22, and orange line – G12 = G21. We assume
K < 1. (a) Almost U(1) symmetric case. We assume that the system starts at the normal transmission (NT) fixed point, and
the tunneling is relevant at NT fixed point, K
4
(1− U˜NT )2 + 14K < 1. Starting from NT the system flows to AR fixed point. The
AR fixed point is unstable and the system flows to AT fixed point after that .(b) U(1)-breaking case but NR is unstable. We
also assume that the U˜NR is the most relevant operator at the NT fixed point, i.e. (1− U˜NT )2 + 14K > K, but NR fixed point
is unstable, i.e. K > 1/2. Then the system first flows to NR fixed point and only then turns to the stable AT fixed point. The
dependence of the conductance on temperature near the fixed points is given by the dimensions of corresponding most relevant
or irrelevant operators, see eq. (5.24).
is measured at a point y:
G = lim
ω→0
1
ω
∫ ∞
0
dte(iω−δ)t〈J(x, t), J(y, 0)]〉 (5.12)
Here J(x, t) is the current operator at position x and time
t. The retarded Green’s function for the current operator
is:
Gret(x− y, ω) =
Kv3F
pi
∫ ∞
−∞
dk
2pi
k2eik(x−y)
(ω + iδ)2 − v2F k2
(5.13)
yielding
G = K. (5.14)
Because of our sign convention, with all currents directed
towards the junction, this corresponds to
G11 = −G12 = K. (5.15)
The Andreev transmission fixed point corresponds to
the boundary condition of Eq. (3.25). To see how this
changes the conductance from the NT case note that it
is equivalent to normal transmission if we redefine the
fermion fields at x > 0 by:
ψL/R(x)→ ψ†L/R(x). (5.16)
This has the effect of changing the sign of the current
operator at x > 0:
J = ψ†RψR−ψ†LψL → ψRψ†R−ψLψ†L = −(ψ†RψR−ψ†LψL).
(5.17)
This change in sign of the current at x > 0 corresponds
to a change of sign of G12
G11 = G12 = K. (5.18)
The Andreev reflection fixed point corresponds to the
boundary condition
ψL(0
±) = −ψ†R(0±). (5.19)
In this case clearly G12 = 0 since a voltage applied to
contact 1 does not lead to any current flowing from con-
tact 2. To calculate the current flowing from contact
1 due to a voltage applied at contact 1 we can use the
AR boundary condition to unfold the right movers in the
x < 0 half of the system, defining
ψL(x) ≡ −ψ†R(−x), (x < 0). (5.20)
This has the effect, for x < 0:
J(x)→ : ψ†R(x)ψR(x) : − : ψR(−x)ψ†R(−x) :
= JR(x) + JR(−x) (5.21)
where JR is the current carried by right movers. The
term in Eq. (5.12) coming from the right-moving term
in the current is
Gret,R(x, y) = KΘ(x− y). (5.22)
Thus Eq. (5.21) implies
G11 = K[Θ(x−y)+Θ(y−x)+Θ(x+y)+Θ(−x−y)] = 2K.
(5.23)
In all three cases, the conductance tensor simply gets
multiplied by a factor of K compared to the non-
interacting case.
In the interacting case the fourth possibility arises,
fixed point with spontaneously broken time-reversal sym-
metry, NR. It corresponds to absence of transport be-
tween the leads and into the superconductor. Therefore
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the conductance tensor is identically zero at the NR fixed
point.
We expect the temperature dependence of the con-
ductance near these 4 simple fixed points to be controlled
by the leading relevant or irrelevant operators. In each
case, these make a contribution to the conductance in 2nd
order perturbation theory when the corresponding cou-
pling constants are small, corresponding to being near
the fixed point. We can estimate the asymptotic tem-
perature dependence in each case from the dimension of
the operator. An operator of RG scaling dimension d
contributes a term to the conductance in 2nd order per-
turbation theory scaling as:
δG ∝ T 2(d−1). (5.24)
For irrelevant operators, d > 1, this correction vanishes
as T → 0. However, for relevant operators, d < 1 this
correction blows up as the temperature is lowered, signi-
fying the RG flow away from the fixed point.
For general small values of the ti’s, U˜NT ≈ 1, and
K > 1/2, (region I of the phase diagram in Fig. 5), we
expect a simple flow from the Normal Transmission fixed
point to the Andreev Transmission fixed point. If we are
in regions II and III of phase diagram, we expect first
flow towards NT fixed point, and only then eventually to
AT fixed point. If we are in IV-VI regions and have small
ti’s, we flow to normal reflection fixed point. Most of the
dimensions needed to predict the exponents of the flow
with temperature were worked out in Sec. III. The two
new ones we need are the leading irrelevant operators at
NR and AR fixed points.
We start from the AR fixed point, where we consider
the leading irrelevant operator in the presence of U(1)
symmetry. We look for the lowest dimension U(1) and
time-reversal invariant operator which couples x < 0 to
x > 0 at the AR fixed point, using the CL transformed
operators ψ˜L/R(0
±) and imposing the corresponding AR
boundary condition, which corresponds to normal re-
flection in this basis, Eq. (3.17). While the operator
ψ˜†R(0
+)ψ˜R(0
−) cannot occur due to time-reversal sym-
metry, as discussed in Sec. IIB), an operator of the form
i[ψ˜†R(a) + ψ˜
†
L(a)][ψ˜R(−a)− ψ˜L(−a)] + h.c., (5.25)
where a is a short distance scale of the order the lattice
constant, is invariant under time-reversal which takes the
form given in Eq. (3.14) in this basis. Imposing the
boundary condition, and Taylor expanding this becomes
∝ i∂xψ˜†R(0+)ψR(0−) (5.26)
of dimension (1 +K).
We continue with considering the leading irrelevant
operator at the NR fixed point. We notice that the flow
exactly to the fixed point happens when ti = 0, or the
number conservation is present. Then the situation is
the same as the well-known problem of single potential
scatterer45, where the leading irrelevant operator is the
FIG. 10. Resistance network which model the system in pres-
ence of the Fermi liquid-Luttinger liquid resistance RC =
h
e2
K−1
2K
for AT fixed point (other fixed points are studied anal-
ogously). In red are the voltages for the non-trivial case of
grounding the superconducting lead and one of the normal
leads.
tunneling between the two sides of the quantum wire,
separated by the impurity. The tunneling has the form:
ψ†R(−0)ψR(+0) ∝ ei
√
pi(φ(+0)−φ(−0)), (5.27)
where we have used that θ is fixed at NR fixed point.
This operator has the dimensions 1/K.
In Fig. 9 we show the scaling behavior of conductance
starting from weak coupling (NT) fixed point. In Fig.
9a we show U(1) preserving case, where the RG flow is
between the NT and AR fixed points for in the region
where the AR is the only stable fixed point, see Fig. 3. In
Fig. 9b we show the U(1) breaking case, corresponding to
the region III of 5, where AT is the only stable fixed point,
but tunneling is irrelevant for small t. The flow between
the fixed point goes as NT→NR→AT, and we depict the
corresponding scaling behavior of conductance.
D. Fermi liquid leads
Let us now transform the conductance matrices above
into the resistance networks. Under the assumption that
there is no backscattering at the Fermi liquid-Luttinger
liquid interface, we can treat it as a resistance RC =
h
e2
K−1
2K added into the network.
49 This assumption is
valid for adiabatic contacts.50,51
For the normal reflection case, obviously, resistances
between all of the contacts are infinite and adding the
contact resistance does not change the picture.
For the AR case there is resistance RAR =
h
e2
1
2K be-
tween each of the normal contacts and the superconduc-
tor. In series with the RC the total resistance is
h
e2 , i.e.
the non-interacting answer.
For the AT case the resistance between each of the
normal leads and the superconductor is h2e2
1
K , and be-
tween the normal leads it is − he2 1K . Let us now consider
a few voltage setups to check that for them the conduc-
tance is the same as in the non-interacting cases. Firstly,
we assume both normal leads are at the same voltage,
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superconductor at a different one. Then the total resis-
tance is he2 , like in the non-interacting case. Secondly, we
assume one of the normal leads and the superconductor
are at the same voltage and the other normal lead is at
different one. This situation is shown in Fig. 10. Let us
make an explicit calculation for that case. The current
conservation conditions read:
2K
K − 1(V − V1) = 2KV1 +K(V2 − V1), (5.28)
K(V2 − V1) = 2KV2 + 2K
K − 1V2. (5.29)
Here we dropped the trivial common factor e2/h. These
equations have the solution:
V2 = −K − 1
K + 1
V1, (5.30)
V1 =
K + 1
2K
V. (5.31)
Then the total current from the biased lead into the sys-
tem is:
I = (V − V1)e
2
h
2K
K − 1 =
e2
h
V. (5.32)
Again, as expected, the K factor is dropped from the
expression. These results imply the familiar expressions
for the conductances:
G11 = G12 = G21 = G22 =
e2
h
, (5.33)
same ones as obtained for the non-interacting leads.
Note that all the above results are only valid when
there is substantial decoherence inside the Luttinger liq-
uid, i.e. when the length of the LL part is larger than
vF τd, where τd is the decoherence time. The Luttinger
liquid part should also be long compared to the Majo-
rana screening cloud (similar to the Kondo cloud), the
crossover length between the high-energy fixed point and
the low-energy one.52
VI. CONCLUSION AND DISCUSSION
We have discussed a Kramers pair of Majoranas in
contact with a spinless Luttinger liquid. The most
promising setups to realize the system include a Joseph-
son junction with phase difference pi between the super-
conductors on top of the QSH system. Examples are
shown in Fig. 1.
We find that in the non-interacting case at zero energy
the system realizes Andreev reflection, Andreev transmis-
sion, or a combination of the two. These are two types
of Andreev processes. In the first the reflected hole goes
into the same lead the electron arrived from, while in the
second the hole goes into a different lead. Which combi-
nation is realized depends on microscopic details. In the
special U(1)-symmetric case, only Andreev reflection can
occur.
When we take interactions into consideration, we find
that, for repulsive interactions of moderate strength, only
Andreev transmission is stable. For strong repulsive in-
teractions or strong local impurity-quantum wire interac-
tions with U(1) symmetry, normal transmission, as well
as Andreev reflection, becomes stable. Depending on the
bulk interactions in the Luttinger liquid, either only triv-
ial critical points occur for K > 1/4, or a non-trivial
critical point emerges for K < 1/4.
When the U(1) symmetry is broken, for strong inter-
actions K < 1/2 normal reflection (with spontaneously
breaking time-reversal symmetry) becomes stable. This
leads to the surface separating flows to the normal reflec-
tion and Andreev transmission fixed points. We know
that at K < 1/4 the surface includes non-trivial fixed
points in U(1) symmetric cases and the flow along the
surface is towards them. The surface mostly lies in
strong-coupling regime and therefore the full analysis and
proof of absence of additional structure on it is beyond
the scope of the current manuscript.
Finally, we discussed the transport signatures, in par-
ticular conductance at all the trivial fixed points. Com-
puting conductance at non-trivial ones requires further
study.
This brings us to the outlook for future study. Fur-
ther studies of the U(1) breaking case are necessary to
substantiate the picture of the present manuscript. Nu-
merical study of the model would be very useful, checking
our predicted phase diagram and in particular the non-
trivial critical point.
The questions we addressed in the present paper are
only the first ones in a series of questions on how interac-
tions in the leads influence the observation of non-trivial
topology in the new symmetry classes. So far only class
D is discussed in enough details;37 we expect much in-
teresting physics to occur in BDI, CII symmetry classes,
where more than 1 Majorana per edge of the topological
superconductor is possible.
Note added. When this manuscript was almost fin-
ished, a preprint appeared on the same system, albeit
without taking into account interactions.53
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Appendix A: Bosonization
In this section we give a pedagogical introduction
into the bosonisation conventions we use. We confirm
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the formulas by comparing of the finite size spectrum
of antiperiodic Luttinger liquid using the fermionic and
bosonic representations. We start by introducing left-
and right-moving bosons φR,L according to:
ψR,L = Γe
i
√
4piφR/L . (A.1)
We require
{ψR(x), ψL(y)} = 0. (A.2)
Thus
ei
√
4piφR(x)ei
√
4piφL(y) = −ei
√
4piφL(y)ei
√
4piφR(x). (A.3)
Using
eAeB = eA+B+(1/2)[A,B] (A.4)
e−2pi[φR(x),φL(y)] = −e2pi[φR(x),φL(y)] (A.5)
or
e4pi[φR(x),φL(y)] = −1. (A.6)
Thus, we see that φR and φL don’t commute with each
other but their commutator is a constant. We can choose
it to be:
[φR(x), φL(y)] = i/4. (A.7)
(−i/4 would work equally well.) We also require
{ψR/L(x), ψR/L(y)} = 0 (A.8)
implying
e4pi[φR/L(x),φR/L(y)] = −1. (A.9)
We can satisfy these conditions by
[φR/L(x), φR/L(y)] = ± i
4
(x− y) (A.10)
Using
φ ≡ φR + φL
θ ≡ φL − φR, (A.11)
we see that:
[φ(x), φ(y)] =
i
4
[(x− y)− (y− x) + 1− 1] = 0, (A.12)
Similarly, [θ(x), θ(y)] = 0.
[φ(x), θ(y)] =
i
4
[(x−y)+ (x−y)−1−1] = −iΘ(y−x).
(A.13)
where Θ(x) is the Heaviside theta-function (=1 for x > 0
and =0 for x < 0). We now write
ψL/R = Γe
i
√
pi[φ±θ]. (A.14)
Now consider a fermonic chain with open boundary
conditions defined on sites j = 1, 2, . . . ` − 1 with ` odd
so that the number of sites is even. Assume we are at
half-filling and use
cj ≈ ijψR(j) + (−i)jψL(j). (A.15)
Then the phantom site boundary conditions, c0 = c` = 0
imply
ψR(0) = −ψL(0), (A.16)
ψR(`) = ψL(`). (A.17)
Let’s see what boundary conditions these imply on the
boson fields. In terms of right and left movers, these are
ei
√
4piφR(0) = −ei
√
4piφL(0) (A.18)
ei
√
4piφR(`) = ei
√
4piφL(`). (A.19)
Choosing δ to be an infinitesimal positive number, the
first equation implies:
ei
√
4piφR(0)e−i
√
4piφR(δ) = −ei
√
4piφL(0)e−i
√
4piφR(δ)
(A.20)
ei
√
4pi[φR(0)−φR(δ)]e2pi[φR(0),φR(δ)]
= −ei
√
4pi[φL(0)−φR(δ)]e2pi[φL(0),φR(δ)] (A.21)
Assuming φR(x) to be continuous, and taking δ → 0+,
we obtain:
e−ipi/2 = −ei
√
4pi[φL(0)−φR(0)]e−ipi/2. (A.22)
Thus
ei
√
4pi[φL(0)−φR(0)] = −1 (A.23)
implying
φL(0)− φR(0) =
√
pi/2, (mod
√
pi). (A.24)
On the other hand, Eq. (A.19) implies
ei
√
4piφR(`)e−i
√
4piφR(`−δ) = ei
√
4piφL(`)e−i
√
4piφR(`−δ)
(A.25)
where again δ is a positive infinitesimal. Thus
ei
√
4pi[φR(`)−φR(`−δ)]e2pi[φR(`),φR(`−δ)]
= ei
√
4pi[φL(`)−φR(`−δ)]e2pi[φL(`),φR(`−δ)]. (A.26)
Now taking δ → 0+,
eipi/2 = ei
√
4pi[φL(`)−φR(`)]e−ipi/2. (A.27)
Again we find
ei
√
4pi[φL(`)−φR(`)] = −1 (A.28)
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implying
φL(`)− φR(`) =
√
pi/2, (mod
√
pi). (A.29)
Remarkably, while the boundary conditions on the ψR/L
have opposite sign at x = 0 and x = `, the boundary
conditions on the bosons are the same at x = 0 and
x = `.
These boundary conditions on the bosons can be seen
to correctly reproduce the finite size spectrum implied by
the boundary conditions on the fermions. This follows
since the mode expansion is
φ(x) =
√
pi
(
1
2
+
xn
`
)
+ . . . (A.30)
yielding
E =
pin2
2`
+ . . . (A.31)
for non-negative integer n. The boundary conditions
on the fermions are equivalent to right-movers only
with anti-periodic boundary conditions on an interval of
length 2` and hence wave-vectors
km =
pi(2m+ 1)
2`
. (A.32)
The energy of the lowest energy state with n fermions
added to the ground state is hence
En =
pi
2`
n−1∑
m=0
(2m+ 1) =
pin2
2`
(A.33)
in agreement with Eq. (A.31). We have thus obtained
the bosonisation formulas used in the main text as well
as confirmed them by explicit comparison of the finite
size spectrum of the fermionic and bosonic formulations
of the problem.
Noting that these boundary conditions are equivalent
to
θ(0) = θ(`) =
√
pi/2, (mod
√
pi), (A.34)
we see that
ψR/L(0) = ±iΓei
√
piφ(0), ψR/L(`) = ±iΓei
√
piφ(`).
(A.35)
The sign should be opposite for left and right movers but
the overall sign, and whether it is the same at x = 0 and
x = `, seems ambiguous.
Now consider the Majorana couplings:
Hb = −itLγL(c†1 + c1)/2− tRγR(c†`−1 − c`−1)/2. (A.36)
We may use
c1 = i(ψR − ψL) = 2iψR(0), c`−1 = ψR + ψL = 2ψR(`),
(A.37)
[assuming (`− 1)/2 is even] yielding
Hb = tLγL[ψR(0)− ψ†R(0)]− tRγRL[ψR(`)− ψ†R(`)]
= ±itLγLΓ cos
√
piφ(0)± itRγRΓ cos
√
piφ(`).
(A.38)
Note that both boundary terms involve the cosine, not
one cosine and one sine. The sign of each boundary term
can be changed by changing the signs of γL and γR. So
these signs are not important and can both be chosen to
be positive.
Appendix B: Formation of Majorana bound states
Imagine in either of the setups shown in Fig. 1a,b
that the tunneling between the Josephson junction and
the outside leads is set to zero. Let us find the bound
states in this case. This is the well-known problem of
a Josephson junction on top of a QSH edge.12,13 The
equation for Andreev bound states then reads:
Det
[
1− α2(E)Λs(E)Λ∗s∗(−E)] = 0. (B.1)
Here α is the energy-dependent amplitude of Andreev re-
flection, α(E  ∆) ≈ 1, s(E) is the normal region scat-
tering matrix written in the basis of the electron states
near the left superconductor and the right one (s∗(E) is
correspondingly the scattering matrix in the basis of the
hole states near the left superconductor and hole states
near the right one), and Λ is the matrix of the reflec-
tion phases between electrons and holes near the left and
right superconductors. For the superconducting phases
φ1 and φ2 mode-matching and locality of Andreev reflec-
tion gives Λ = diag{eiφ1 ,−eiφ2}. Notice the minus sign
due to opposite spins of the helical electrons. As the mid-
dle part of the junction preserves time-reversal symmetry,
the normal scattering matrix has only transmission:
s(0) =
(
0 eiχ
eiχ 0
)
. (B.2)
The condition for the bound states to be at zero then is
equivalent to requiring eigenvalues of the matrix
Λs(0)Λ∗s∗(0) =
(−ei(φ1−φ2) 0
0 −e−i(φ1−φ2)
)
(B.3)
to be 1. Thus:
φ1 − φ2 = pi. (B.4)
Appendix C: Single-lead Model
As a side problem we study the single-lead case. In
this case we have 1 normal wire on the x > 0 axis inter-
acting with two Majorana modes at the origin. Before
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coupling to the Majorana mode’s we impose a normal
scattering boundary condition at the end of the wire:
ψL(0) = ψR(0). (C.1)
Thus there is only one independent field at x = 0, which
we simply denote by ψ(0), and the tunnelling term sim-
plifies to:
HT = d
†[t1ψ(0) + t2ψ†(0)] + h.c. (C.2)
We can again choose t1 and t2 real by redefining the
phases of ψ and d. This model has a particle-hole sym-
metry forbidding a d†d term:
ψR/L → ψ†R/L
d→ −d†. (C.3)
Note that this symmetry also forbids a ψ†(0)ψ(0) term
but allows the term
HU ≡ U(d†d− 1/2) : ψ†(0)ψ(0) : . (C.4)
which we will consider.
The solution for the non-interacting system is trivial.
For one-channel scattering matrix only two possibilities
at zero energy are realized: perfect normal and perfect
Andreev reflection with possible phase.54 This is a con-
sequence of S-matrix unitarity and particle-hole symme-
try. Moreover, we notice that the total phase of the S-
matrix at zero energy is fixed due to the number of (quasi-
)bound states at the junction. Here we have two Majo-
rana bound states, and when both of them are coupled to
the lead the scattering matrix is fixed to be completely
normal-reflecting with phase shift pi. The constraint on
the single-channel S-matrix overcomes the natural ten-
dency towards Andreev reflection in the NS junctions,
which is present in the 2-channel case above.
Explicitly solving the BdG equations, we get to
ivFE(rN + rA − 1) = −(t1 − t2)2[(1 + rN ) + rA],
(C.5)
ivFE(rN − rA − 1) = −(t1 + t2)2[(1 + rN )− rA];
(C.6)
where rA and rN are the amplitudes of Andreev and nor-
mal reflection correspondingly. We can use these results
together with known BTK formula for the single channel
– G(E) = 2 |rA|2 – to write
G(E˜) = 2x
[ (1 + x)2
E˜2 + (1 + x)2
− (1− x)
2
E˜2 + (1− x)2
]
(C.7)
for the zero-temperature differential conductance where
x =
2t1t2
t21 + t
2
2
, E˜ =
vFE
t21 + t
2
2
. (C.8)
The Andreev (differential) conductance as a function
of bias voltage is plotted in Fig. (11). The conduc-
FIG. 11. Conductance of a single non-interacting lead in con-
tact with two Majorana fermions. The coupling asymmetry
parameter x = 2t1t2/(t
2
1 + t
2
2) takes values 0..1 for different
curves.
tance maximum happens at E˜ =
√
1− x2 and it is
G = 2x2 × e2/h. At zero energy, when t1 6= t2, and
both the Majoranas are coupled to the lead, the system
exhibit full normal reflection with a phase shift pi.
To treat the interacting case it is again convenient to
bosonize. The normal reflection boundary condition of
Eq. (C.1) implies that θ(0) = 0 so
HT → d†Γ
[
t˜1e
i
√
piφ(0) + t˜2e
−i√piφ(0)
]
+ h.c. (C.9)
where t˜1 and t˜2 are rescaled t1 and t2 parameters. In
terms of the two Majorana fields, defined by d = (γ1 +
iγ2)/2, this becomes:
HT = (t˜1− t˜2)iγ1Γ sin
√
piφ(0)− (t˜1 + t˜2)iγ2Γ cos
√
piφ(0)
(C.10)
The bosonized form of HU is
HU = U˜ iγ1γ2∂xθ(0). (C.11)
This is actually equivalent to (the spin sector of) a Kondo
model with an interacting lead as can be seen by the exact
mapping to spin operators:
Sy = iγ1Γ, S
x = −iΓγ2, Sz = iγ2γ1, (C.12)
The spin-up/down states are the filled/empty charge
states of the d-level. To make the mapping to the Kondo
model more transparent it is to convenient to define an
effective spin boson by the canonical transformation:
φs = φ/
√
2
θs ≡
√
2θ. (C.13)
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Then
HT +Hu = (t˜1 − t˜2)Sy sin
√
2piφs(0)
+(t˜1 + t˜2)S
x cos
√
2piφs(0) + (U˜/
√
2)Sz∂xθs(0).
(C.14)
For free spinful fermions at a boundary with ψLα(0) =
ψRα(0), abelian bosonization in terms of spin and charge
bosons gives:
ψ†σxψ(0) ∝ cos
√
2piφs(0)
ψ†σyψ(0) ∝ sin
√
2piφs(0)
ψ†σzψ(0) ∝ ∂xθs(0) (C.15)
with each operator having dimension 1. Thus
HT +HU =
∑
i
JiS
isi(0) (C.16)
where ~s(x) is the conduction electron spin density. The
Luttinger parameter in the spin boson formulation is
Ks = 2K corresponding to strong attractive interactions
which lower the scaling dimension of the boundary spin
density operators sx and sy from 1 to 1/2 in the case
K = 1. The Kondo model with an interacting lead is well
understood. The weak coupling renormalisation group
equations, describing the flow of the effective coupling
constants with energy, are:
dJz
d`
= νJxJy (C.17)
dJx
d`
= [1− 1/(2K)]Jx + νJyJz (C.18)
dJy
d`
= [1− 1/(2K)]Jy + νJxJz (C.19)
where ν = 1/(2pivF ) is the density of states at the Fermi
energy and ` ≡ − logD where D is a UV cut-off energy
scale.
The solution of these RG equations is well-known. All
3 couplings grow to large values, resulting in the Kondo
infrared fixed point which is characterized by the screen-
ing of the impurity spin and a pi/2 phase shift for the
conduction electrons. In the original fermionic language
this fixed point corresponds to a fermion from the lead
coupling strongly with the two Majoranas, sharing an
electron in an entangled state while the low energy elec-
trons undergo purely normal reflection with a pi/2 phase
shift.
Notice that the special case of the non-interacting
model when t1 = t2 and the system exhibit Andreev
reflection at zero bias corresponds to the special set of
initial conditions for the RG equations: J0y 6= 0, while
J0x = J
0
z = 0. For these conditions no Jx or Jz term gets
generated in RG. The results in this case coincide with
the single-Majorana case,37 i.e. for K > 1/2 Jy → ∞,
corresponding to the Andreev reflection fixed point, and
for K < 1/2 Jy → 0, corresponding to normal reflection
without phase shift. Either of the fixed points is unstable
since for non-zero J0x or J
0
z both Jx and Jz get generated
and flow to large couplings simultaneously, bringing the
system to the stable Kondo fixed point with normal re-
flection and pi/2 phase shift.
These results coincide with the non-interacting results
from above.
Note that the time reversal symmetry of the 2-channel
model, Eq. (2.3), takes γ1 → −γ2, γ2 → γ1 and thus for-
bids a decoupling of one of the Majoranas. On the other
hand, the particle-hole symmetry of the single channel
model, Eq. (B.3), takes γ1 → −γ1, γ2 → γ2, and thus
is consistent with a decoupling of one of the Majoranas,
leading to the critical point discussed earlier in this Ap-
pendix which is not possible in the time reversal sym-
metric 2 channel case.
Appendix D: Tight-binding model
It is possible to obtain the continuum model studied
above as the low energy limit of a tight-binding model,
which is convenient for some purposes including numer-
ical simulations. We may obtain the ψ˜R/L operators,
occurring after the CL transformation, as the continuum
limit of tight-binding operators at half-filling:
cn ≈ inψ˜R(n) + (−i)nψ˜L(n) (D.1)
where ψ˜R/L(x) vary slowly on the lattice scale. The CT
transformation of the CL transformed continuum model,
of Eq. (3.21), corresponds to
cn → i(−1)nc†n
d→ −id†
i→ −i. (D.2)
The bulk terms in the Hamiltonian are those of the stan-
dard spinless interacting tight-binding model:
H0 +Hint =
∑
n
[−t(c†ncn+1 + h.c.)
+(V/4)(c†ncn − 1/2)(c†n+1cn+1 − 1/2)
]
(D.3)
The various boundary terms are obtained as follows:
t1d
†c0 →t1d†[ψ˜R(0) + ψ˜L(0)]
−it2d†(c†1 − c†−1)/2→t2d†[ψ˜†L(0)− ψ˜†R(0)]
U1i[c
†
1 − c†−1)c0/2− h.c.]→
→ U1[ψ˜†R(0)ψ˜R(0)− ψ˜†L(0)ψ˜L(0)]
U2[c
†
0(c1 − c−1)/2 + h.c.]→
→ iU2[ψ˜†R(0)ψ˜L(0)− ψ˜†L(0)ψ˜R(0)], (D.4)
all of which can be seen to be symmetric under the CT
symmetry of Eq. (D.2). The U(1) symmetry is also
evident if either t1 or t2 = 0.
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Appendix E: Partition function and impurity
entropy
The partition function of our system is expected to
have the form:
Z = gepiLT/(6u) (E.1)
in the limit
u
L
 T  TK , D (E.2)
where TK is the crossover scale andD is the bandwidth. g
is a universal number whose logarithm gives the impurity
entropy. The g-theorem implies that the parameter g de-
creases under RG flow or should have a constant value on
a line of fixed points connected by a marginal operator.40
We calculate it for anti-periodic boundary conditions on
the fermions on a chain of length L,
ψR/L(L) = −ψR/L(0) (E.3)
at the (ti = 0) normal Transmission, Andreev Reflection
and Andreev Transmission fixed points.
1. Normal Transmission fixed point
In this case we have an anti-periodic chain with a
decoupled d-level so g simply equals 2 from the 2 states
of the d-level, for any Luttinger parameter K. For an
explicit proof that there is no contribution to g from the
anti-periodic chain, see Appendix A and [55].
2. Andreev Reflection Fixed Point
Recalling that Andreev Reflection corresponds to nor-
mal reflection after the CL-transformion, we now have
the boundary conditions:
ψ˜R(0) = ψ˜L(0)
ψ˜R(L) = ψ˜L(L). (E.4)
For the non-interacting case, we may make an “un-
folding” transformation, defining the system with right-
movers only on an interval of length 2L with periodic
boundary conditions by
ψ˜R(−x) = ψ˜L(x), 0 ≤ x ≤ L. (E.5)
The right-movers have allowed wave-vectors
k =
pin
L
(E.6)
leading to the partition function
Z = 2
{ ∞∏
n=1
[
1 + e−pivFn/(LT )
]}2
. (E.7)
(The square arises from equal contributions from parti-
cles and holes, and 2 from the zero mode for n = 0.) For
large LT/vF . Using the Euler-Maclaurin expansion:
∞∑
n=1
f(n) ≈
∫ ∞
0
dnf(n)− (1/2)f(0) +O(f ′(0)) (E.8)
we see that
lnZ ≈ ln 2 + 2 LT
pivF
∫ ∞
0
dx ln
(
1 + e−x
)− ln 2 = piLT
6vF
(E.9)
giving
g = 1. (E.10)
For the interacting case we bosonize. The boundary con-
ditions of Eq. (E.5) imply
θ(0) = 0
θ(L) =
√
pi/2 (mod
√
pi). (E.11)
This leads to the mode expansion:
θ(x) =
√
pi(Q+ 1/2)x
L
+ i
∞∑
n=1
√
K˜
pin
sin(pinx/L)(an − a†n)
φ(x) =
∞∑
n=1
1√
piK˜n
cos(pinx/L)(an + a
†
n). (E.12)
for integer Q and harmonic oscillator lowering operators
an. The corresponding finite size spectrum is:
E +
piu
L
[
(Q+ 1/2)2
2K˜
+
∞∑
n=1
mnn
]
(E.13)
for non-negative harmonic oscillator quantum numbers,
mn. The corresponding partition function:
Z =
∞∑
Q=−∞
e−piu(Q+1/2)
2/(2LTK˜)
∞∏
n=1
[
1− e−piun/(LT )
]−1
.
(E.14)
For K˜ = 1 this can be shown to be the same as Eq. (E.7)
using the Jacoby triple product identity. For large LT/u,
∞∑
Q=−∞
e−piu(Q+1/2)
2/(2LTK˜)
≈
∫ ∞
−∞
dQe−piuQ
2/(2LTK˜) =
√
2LTK˜
u
(E.15)
and, using a Dedekind eta-function identity:
∞∏
n=1
[
1− e−piun/(LT )
]−1
≈
√
u
2LT
epiLT/(6u). (E.16)
Thus we see that
g =
√
K˜ = 1/
√
K. (E.17)
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3. Andeev Transmission Fixed Point
Now the boundary conditions become:
ψR(0) = −ψ†R(L)
ψL(0) = ψ
†
L(L), (E.18)
which are consistent with time-reversal symmetry. For
the non-interacting case it is convenient to decompose
ψR/L into Hermitean and anti-Hermitean parts:
ψR/L = (χR/L + iχ
′
R/L)/2. (E.19)
We then see that χ′R, χL obey periodic boundary con-
ditions while χR, χ
′
L obey anti-periodic boundary con-
ditions on the interval of length L. The corresponding
energies are thus
ER
′
n =
pivF
L
2n (n = 1, 2, . . .)
ERn =
pivF
L
(2n+ 1), (n = 0, 1, 2, . . .) (E.20)
with an identical spectrum for χL, χ
′
L. In addition there
are two zero energy Majorana modes, corresponding to
χ′R(x), χL(x) being constant. These can be combined to
make one zero energy Dirac fermion operator. Thus the
partition function is:
Z = 2
{ ∞∏
n=1
[
1 + e−pivFn/(LT )
]}2
(E.21)
with the factor of 2 arising due to the zero energy mode.
This is the same as in (E.7).
To treat the interacting case, we again bosonize. Now
the boundary conditions of Eq. (E.18) imply
φ(L) + φ(0) = −√pi (mod 2√pi)
θ(L) + θ(0) =
√
pi (mod 2
√
pi) (E.22)
The corresponding mode expansion is:
φ(x) = φ0 +
∞∑
n=0
1√
2Kpi(2n+ 1)
×
[
eipi(2n+1)x/La2n+1,R + e
−ipi(2n+1)x/La2n+1,L + h.c.
]
θ(x) = θ0 +
∞∑
n=0
√
K
2pi(2n+ 1)
×
[
eipi(2n+1)x/La2n+1,R − e−ipi(2n+1)x/La2n+1,L + h.c.
]
(E.23)
where there are two possible inequivalent choices for the
constant terms: (φ0, θ0) =
√
pi(1,−1)/2 or √pi(−1, 1)/2.
anR and anL are independent harmonic oscillator anni-
hilation operators for right and left movers. This yields
the partition function
Z = 2
∞∏
n=0
[
1− e−pi(2n+1)uβ/L
]−2
(E.24)
where the factor of 2 arises from the two choices of
(φ0, θ0). Using:
∞∏
n=0
(1− q2n+1)−1 =
∏∞
n=1(1− q2n)∏∞
n=1(1− qn)
=
∞∏
n=1
(1− qn)(1 + qn)
1− qn =
∞∏
n=1
(1 + qn) (E.25)
we see that the two partition functions Eq. (E.21) and
(E.24) are identical. The mode expansion of Eq. (E.23)
is independent of interactions, parameterised by K, since
the boundary conditions of Eq. (E.22) do not permit any
winding modes. Thus we conclude that g = 1 at the AT
fixed point, for all K.
These results are all consistent with the RG flows dis-
cussed in Sec. III. For 1/4 < K < 1 an RG flow from
the NT to AR fixed point is allowed by the g-theorem.
For all K an RG flow from the NT to AT fixed point is
allowed. For all K < 1, an RG flow from the AR to AT
fixed point is allowed.
4. Partial Andreev Reflection and Partial Andreev
Transmission: Non-Interacting Case
We will now prove that g = 1 along the entire line of
fixed points in the non-interacting case characterised by
partial Andreev reflection and partial Andreev transmis-
sion. For this we use the scattering matrix obtained in
Eq. (2.58):
Seh =
1
t21 + t
2
2
(−2t1t2 t21 − t22
t21 − t22 2t1t2
)
= She. (E.26)
This connects: (
ψ†R(0)
ψ†L(L)
)
= Seh
(
ψR(L)
ψL(0)
)
, (E.27)(
ψR(0)
ψL(L)
)
= She
(
ψR(L)
†
ψL(0)
†
)
. (E.28)
On top of this scattering, the evolution of the wavefunc-
tion along the closed ring is described by rotation by an
angle kL due to the evolution above/below the Fermi en-
ergy. Notice that the angle is the same for electrons and
holes, as when we go from one to another the momentum
changes sign, the exponent must be complex conjugated
as well. Besides, the angle is the same for left- and right-
moving electrons, since when we apply the spatial parity
transformation, again k → −k and x→ −x. Combining
the steps of the evolution: Andreev reflection, evolution
along the ring, Andreev reflection, evolution along the
ring, we obtain the following condition on the eigenstates
and consequently eigenmomenta:(
ψR(2L)
ψL(2L)
)
= S2eh
(
ψR(0)
ψL(0)
)
, (E.29)
(E.30)
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Since S2eh = I, we obtain the allowed wave-vectors pin/L
and the same partition function as in Eq. (E.7), for all
t1/t2. This constant value of g is consistent with a line of
fixed points between AR and AT for the non-interacting
cases, as is implied by the S-matrix.
5. Normal Reflection Fixed Point
Finally, the calculation of the section on Andreev Re-
flection critical point can be directly applied to the Nor-
mal Reflection one. In the AR section we computed the
impurity entropy of the NR critical point in the CL-
transformed model, see eqs. (E.4). In the original the
NR boundary conditions can have an additional phase of
the scattering. It, however, will only influence the con-
stant terms in the mode expansion and will not affect
the impurity entropy. Therefore we conclude that the
impurity entropy at the NR critical point is:
g = 2
√
K. (E.31)
Here 2 comes from the two possible occupations of the
Majorana level. We see that at K = 1/4 the entropy of
the NR critical point becomes lower than the entropy of
the AT critical point. This is consistent with the flow
diagrams in Fig. 6, where only for K < 1/4 there is flow
from the AT to the NR critical point.
Appendix F: Derivation of the RG equations
We derive the RG equations by first taking the har-
monic part of the Hamiltonian, and then integrating out
the high-energy modes. We thus rewrite the bosonic
fields φ and θ at the normal transmission fixed point as
follows:
φ = φ0(z, z
∗) +
N∑
n=0
1√
2Kpin
[
e2piinz/Lan,R (F.1)
+e−2piinz
∗/Lan,L + h.c.
]
,
θ = θ0(z, z
∗) +
N∑
n=0
√
K
2pin
[
e2piinz/Lan,R (F.2)
−e−2piinz∗/Lan,L + h.c.
]
.
Here N is the ultraviolet cutoff, which will be modified
in RG, and z = x + iuτ . φ0 and θ0 are abbreviations
for zero modes, which will be irrelevant for the RG pro-
cedure. We rewrite this mode expansion via the integral
over energies:
φ = φ0(z, z
∗) +
∫
dω
√
L
Kuω
[
eiωz/uaω,R (F.3)
+e−iωz
∗/uaω,L + h.c.
]
,
θ = θ0(z, z
∗) +
∫
dω
√
LK
uω
[
eiωz/uaω,R (F.4)
−e−iωz∗/uaω,L + h.c.
]
.
Indeed, if we plug the expression into the Luttinger liq-
uid Hamiltonian (3.7), we obtain the harmonic oscillator
Hamiltonian for aω,R/L:
Hω =
L
u
∫
dω
2pi
ω(a†ω,Raω,R + a
†
ω,Laω,L). (F.5)
Using this expression we can proceed with averaging the
partition function exp{−βH}, β = 1/kBT , over fast
modes to obtain the low-energy Hamiltonian. For the
second order in t1 correction we find:
27
exp{−βH0}
〈
T
(∫
dτt1d
†Γ(ei
√
pi(φ−(1−U˜NT )θ) + ei
√
pi(−φ−(1−U˜NT )θ))(τ) + h.c.
)2〉
>
(F.6)
= exp{−βH0}
〈∫
dτ1dτ2
t21
2
(d†d− 1/2)T
[
(ei
√
pi(φ−(1−U˜NT )θ) + ei
√
pi(−φ−(1−U˜NT )θ))(τ1)+ (F.7)
× (e−i
√
pi(φ−(1−U˜NT )θ) + e−i
√
pi(−φ−(1−U˜NT )θ))(τ2) + h.c.
]
+ Θ(τ1 − τ2)T
[
(ei
√
pi(φ−(1−U˜NT )θ) + ei
√
pi(−φ−(1−U˜NT )θ))(τ1)+
(F.8)
× (e−i
√
pi(φ−(1−U˜NT )θ) + e−i
√
pi(−φ−(1−U˜NT )θ))(τ2)− h.c.
]〉
>
= exp{−βH0}
〈∫
dτdτ12
t21
2
(d†d− 1/2)T
[
(ei
√
pi(φ−(1−U˜NT )θ) + ei
√
pi(−φ−(1−U˜NT )θ))(τ − τ12/2) (F.9)
(e−i
√
pi(φ−(1−U˜NT )θ) + e−i
√
pi(−φ−(1−U˜NT )θ))(τ + τ12/2) + h.c.
]〉
>
.
Here the Θ-function is due to time-ordering of the fermions, φ = φ> + φ<, φ> and θ> are the fast modes we trace
over to retain the Hamiltonian in terms of φ<, τ = (τ1 + τ2)/2, τ12 = (τ2 − τ1). In the last line we have dropped
the Θ(τ12) part as it enters with an anti-Hermitian operator and should integrate to zero (one can explicitly check
that from the expressions below). Since the d level has no dynamics in the unperturbed Hamiltonian and there is
invariance under translation of τ , we need to compute the averages:〈∫
dτ12T ei
√
pi(φ−(1−U˜NT )θ)(0)e−i
√
pi(φ−(1−U˜NT )θ)(τ12)
〉
>
, (F.10)〈∫
dτ12T ei
√
pi(φ−(1−U˜NT )θ)(0)ei
√
pi(φ+(1−U˜NT )θ)(τ12)
〉
>
. (F.11)
The rest follows from these two by complex conjugation. We are interested in the connected parts of the averages to
not double-count the first-order corrections to the coefficients. Thus we notice that these averages are converted to
the difference of the connected and disconnected parts:∫
dτ12 (exp {−2piGs1s2(0, τ12)− 2piGs1s2(0, 0)} − exp {−2piGs1s2(0, 0)}) , (F.12)
where s1,2 = ±, and
Gs1s2(0, τ12) =
〈
(φ> + s1(1− U˜NT )θ>)(0)(φ> + s2(1− U˜NT )θ>)(τ12)
〉
. (F.13)
In these expressions we hid the slow fields, since they are not averaged over. We will reintroduce them when we have
computed the Green’s functions above. For that we insert the well-known expressions for the Green’s functions to
obtain:
Gs1s2(0, τ12) =
∫ Λ
Λ′
dω
ω
e−ω|τ12|
[
1
K
+ s1s2(1− U˜NT )2K + (s1 + s2)(1− U˜NT )Θ(τ12)
]
≈dΛ
Λ
e−Λ|τ12|
[
1
K
+ s1s2(1− U˜NT )2K + (s1 + s2)(1− U˜NT )Θ(τ12)
]
. (F.14)
This leads to (F.12) transforming to:∫
dτ12
−2pidΛ
Λ
e−Λ|τ12|
[
1
K
+ s1s2(1− U˜NT )2K + (s1 + s2)(1− U˜NT )Θ(τ12)
]
. (F.15)
Finally, reintroducing the slow modes we no-
tice that same signs in the exponents(F.10) and
(F.11) are for the terms renormalizing the UNT term
(UNT (d
†d − 1/2)∂xφ(0)), while opposite signs are pro-
ducing the renormalization of the UAR term (UAR(d
†d−
1/2) sin 2
√
piφ(0)). Therefore δUAR is produced by the
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sum of +− and −+ terms, while the δUNT is produced by
the difference (negative sign comes from time-ordering)
between −− and ++ terms:
δUAR = 4pit
2
1
(
1
K
−K(1− U˜NT )2
)
dΛ
Λ2
, (F.16)
δUNT = 8pit
2
1(1− U˜NT )
dΛ
Λ2
. (F.17)
At the same time we see that U1,2 do not get renormal-
ized.
Analogously we obtain renormalization of t1 due to
UARt1 term of the form:
δt1 = 2pit1UAR
1
K
dΛ
Λ2
. (F.18)
Appendix G: Flow near the non-trivial fixed point
In this section we confirm that the flow goes towards
the non-trivial fixed point along two directions in the
(t, UNT , UAR) space, and from it in one direction. We
rewrite the RG equations using transformation t˜2 = X ,
(1 − U˜NT )2 = Y, and U˜AR = Z. This transformation
makes the RG equations second-order ones. We also use
the -expansion as above:
dX
d`
= 2X
[
1− 1
4
( Y
4 + 4
+ 4 + 4
)]
+ 2XZ, (G.1)
dY
d`
= −8YX , (G.2)
dZ
d`
= −(3 + 4)Z + αX . (G.3)
Linearizing these equations near the fixed-point values
X 0 = (3 + 4)/α, Y0 = 0, and Z0 = , we obtain:
dδX
d`
= − (3 + 4)
8α(1 + )
δY + 2(3 + 4)
α
δZ, (G.4)
dδY
d`
= −8(3 + 4)
α
δY, (G.5)
dδZ
d`
= −(3 + 4)δZ + δX . (G.6)
This system is solved by finding eigenvalues of the corre-
sponding matrix:
d
δXδY
δZ
 /dt =
0 − (3+4)8α(1+) (6+8)α0 − 8(3+4)α 0
1 0 −(3 + 4)

δXδY
δZ
 .
(G.7)
Straightforward calculations give the eigenvalues of the
matrix in the first order in : −24/α, −3− (2 + 4α)/α,
and 2/α. The corresponding eigenvectors are: a1 =
(3 − (24 − 4α)/α, 208 + (464 − 1536/α), 1)T , a2 =
(−2, 0, 1)T , and a3 = (3 + (2 + 4α)/α, 0, 1)T . First
two eigenvalues are negative, meaning flow to the criti-
cal point in the directions of a1 and a2, and the last one
is positive, suggesting flow from the critical point in the
direction of a3. This suggests that the separatrix plane,
separating the NT and AR fixed points has a single crit-
ical point in it, to which the RG along the plane flows.
Finally, we obtain the equation for the separatrix by
requiring that in the expansion of the vector (δX , δY, δZ)
through ai the coefficient in front of a3 vanishes. In the
lowest order in  this means:
δX
3
− δY
208
+
2δZ
3α
= 0, (G.8)
t˜2 − 3/α
3
− (1− U˜NT )
2
208
+
2(U˜AR − )
3α
= 0. (G.9)
We solve this to obtain the equation for the critical sur-
face (4.12).
Appendix H: Apparent discrepancy of the bosonic
and fermionic RG
When we look at the RG equations (4.5)-(4.7), we
see that even when all the interactions are switched off,
e.g. bare values of UNT and UAR are 0, and K = 1,
the four-fermion couplings UNT and UAR get generated
in RG procedure. At the same time if one starts with a
fermionic model and integrate out high-energy degrees of
freedom it is obvious that no four-fermion term can be
generated and the Hamiltonian remains non-interacting.
This leads to an apparent contradiction.
However, the contradiction is only apparent. There
are several reasons for that. First, conceptually when
one goes from the fermionic model to the bosonic model,
though the transformation is exact, the high-energy
modes in one model do not coincide with the high-energy
modes of another model. Therefore the RG procedure is
not obliged to give the exact same results for the opera-
tors present at intermediate stage.
Second, the physical results of the RG procedure co-
incide with the solution of the non-interacting model. In
our case this results in the same results for the stable
fixed points for the bosonic and non-interacting fermionic
solutions, besides the termperature exponent predicted
by the bosonic calculation, 2 for K = 1, is the same
as the one obtained in the non-interacting fermion solu-
tions. Additional check comes from comparing the results
of the interacting resonant level model (see56 for exam-
ple) with the solution of the non-interacting case. Again
the bosonized version wields the same apparent problem
as our RG, but the results for the critical points and ex-
ponents in the two cases coincide.
Finally, we have checked that two- and four-fermion
Green’s functions computed in the bosonic and fermionic
language after the renormalization coincide, thus proving
that the contradiction is apparent but not present.
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