We consider a nonlinear transport equation as a hyperbolic generalisation of the well-known reaction di usion equation. We show the existence of strictly monotone travelling fronts for the three main types of the nonlinearity: the positive source term, the combustion law, and the bistable case.
Introduction
The work of Fisher 7] and Kolmogorov, Petrovsky, Piskounov 11] inspired the study of the asymptotic behaviour of spreading and interacting particles on unbounded domains. Both articles modelled spread and interaction by a reaction-di usion equations. In particular it was shown that suitable initial con gurations converge asymptotically to travelling front solutions. This observation lead Aronson and Weinberger in a series of papers to introduce the concept of the asymptotic speed of propagation, cf. 2, 1, 14, 3] . These articles already include the treatment of integral equations as well as discrete time and space models. The idea and the computation of the asymptotic speed was then extended to more general integral equations in 6, 13, 12, 15] .
The parabolic nature of the reaction-di usion equation leads to the unrealistic phenomenon of unbounded particle speeds. Motivated by the theory of di usive transport we shall therefore propose a hyperbolic generalisation, which arises if one replaces Brownian motion by a transport process. Since the state space is enlarged by the set of possible velocities/directions, the implementation of the reaction terms may di er from the reaction-di usion case.
Our goal is to show the existence of travelling front solutions of the following hyperbolic equation. For the density U = U(t; x; v) of particles, moving at (t; x) 2 R + R n with normalised velocity v 2 V B 1 (0; R n ), we consider the nonlinear transport equation (@ t + v r + L)U = 1 jV j M ? U + G ? U U in R + R n V: (1) Here denotes the maximal particle speed, U(t; The reaction is modelled by a uniformly distributed production M 0, depending on the total density U, and a reaction rate G, which acts on the individual density U. Since G is a rate there is no sign restriction, nonetheless G must contain all annihilation processes. We call f(z) = M(z) + G(z)z the net reaction law. It is this net e ect, which has to be compared with the nonlinearity used in reaction-di usion equations. The equation (1) is a multidimensional generalisation of a random walk system on the line. The latter considers only two (left and right) velocities and was proposed by Hadeler in 9, 10] . See also the references therein for more aspects on the modelling of reaction and spread using transport equations.
Throughout the paper we make the following assumptions on f (i.e., on M and G): In the present transport context we propose for the RHS of (1) the function (1?U) k U, i.e.
M 0, G = (1 ? z) k , as a suitable implementation of the mass action law. Type B can be found in many models of combustion theory, where the burning reaction is triggered by an ignition temperature. Type C refers to the bistable reaction law, since f admits two stable equilibria. We comment on the various reaction types. The classical results in 3] for the reactiondi usion equation show that for type A there are fronts for all speeds greater or equal to a uniquely de ned minimal speed. On the other hand, for type C there is only a single front, unique up to translation, which connects the equilibria 0 and 1. Berestycki and Larrouturou 4] proved also for type B the uniqueness of the front. For the hyperbolic 2-velocity model on the line of type A or C similar results were obtained in 9, 10] by transforming the hyperbolic travelling wave problem into a parabolic one. This transformation preserves the reaction type. It was shown for type A that there is an interval of positive speeds containing in particular all large speeds up to the maximal particle speed , while type C leads again to a unique front. Note that the hyperbolicity excludes any speed exceeding .
The travelling wave equation. We are concerned with the existence of travelling plane wave solutions of (1), also called fronts, i.e., of solutions of the form U(t; x; v) = u( ; v); = x ? ct where the unit vector stands for the direction along which the wave is propagating with speed c 2 (? ; ). Furthermore, we require u 0, u 2 0; 1] and the asymptotic boundary conditions u(?1; v) 1 jV j ; u(+1; v) 0: (2) This says, that the total density along the wave connects the two distinguished equilibria of f through the phase space region u 2 0; 1]. Note that the rotational symmetry of the problem allows one to x = e 1 . Inserting this ansatz into (1) we are lead to the question whether or not there is a solution (c; u) of the stationary problem (3) which also satis es (2) . Setting c = we introduce a normalised speed 2 (?1; 1). Provided that > G on 0; 1] we can rescale 2 R by the positive factor =( ? G(u)). 
We remark that the speed together with the solution u are considered as unknowns. We refer to u as the shape function. In the following the function F will incorporate all relevant features of the reaction into our wave problem. Therefore, we restate the various reaction types for F: (A) F > Id on (0; 1); (B) There is 2 (0; 1) with F = Id on 0; ], F > Id on ( ; 1); (C) There is 2 (0; 1) with F < Id on (0; ), F > Id on ( ; 1).
To construct solutions to (4) we consider the limit of solutions on nite cylinders (?R; +R) V . The method is inspired by the work of Berestycki, Nirenberg 5] on travelling fronts of reaction di usion equations in cylinders. To prove uniqueness of solutions on nite cylinders we use an adaption of the sliding domain method, originally introduced in 5] for elliptic equations. This method crucially relies on a maximum principle which is available in the elliptic case. We are able to use the power of the sliding method also for stationary transport equations of the form (4) if we require the following monotonicity assumption on the nonlinearity.
(H2) > G and the function F is strictly increasing on 0; 1].
We include the inequality > G because it is needed to derive (4) We remark that the uniform measure on the sphere S n?1 in R n satis es (H3) for any 2 (0; 1 2 ] in case n = 2 and 2 (0; 1) for all n 3.
Results. Subsequently, theorem 1.1 is used in the proof of theorem 1.2 to treat also the types B or C without further assumptions on f.
2 Type A { the positive source term 
For any c 2 R the sequence w n+1 (c; t) = maxf (t); Q S c w n ](t)g; w 0 (c; t) = (t) (8) is nondecreasing and uniformly bounded in n, nonincreasing and continuous in c; t. Therefore, w(c; t) = lim n w n (c; t) = sup n w n (c; t) is a uniquely de ned function which is nonincreasing and lower semi-continuous in c; t. Proof of theorem 2.1 (a). Assume that for c < c a front w c 2 W exists satisfying (6) . Since w c (?1) = 1 we can assume that w c (0) 2 ( ; 1) and w c (t) > w c (0) for all t < 0.
Consider the sequence w n (c; t) constructed from a satisfying (?1) = w c (0). Clearly w 0 (c; t) = (t) w c (t) and from (HQ3) we infer w n (c; t) w c (t). But proposition 2.2
states that there must be a number n 2 N such that w n (c; 0) > (?1) = w c (0), which is impossible.
Weinberger calculates also bounds for c for certain operators Q. Note that for R R L(s)ds < 1 the lower bound would be trivial, i.e., equal to ?1.
The integral equation
We return to our travelling front equation (4) . To apply Weinberger's results we will derive an integral formulation of (4) i.e., it satis es K > 0 and R R K (s)ds = 1. Note, that because of the monotonicity properties of T and F any solution of (4) is equivalent to a xed point of the corresponding integral equation for the total density satisfying in addition the asymptotic boundary condition, i.e., u = Q u]; u(?1) = 1 u(t) 0 = u(1): (9) We remark that Q is the solution operator of the stationary problem for a xed nonlinear inhomogeneity and not the time-1-evolution operator of the dynamical problem (1) in the moving coordinate system (t; x + t). Hence, the value of the speed c of a front for Q has no particular physical meaning. But we will use the simple observation, that any solution of (9) is equivalent to a speed 0 front of Q .
In contrast to the integral equation coming from the dynamical problem (1), Q enjoys a good compactness property: Fix 2 L 1 and de ne u := T . Recalling the de nition of T we obtain juj 
Now, let R ! 1 and set = Proof. Let there be two points t 1 < t 2 such that u(t 1 ) = u(t 2 ). Then equation (29) For all < we have c ( ) > 0 such that there is no speed 0 front of Q .
For any
we have c ( ) 0, i.e. there is a nonincreasing speed 0 front of Q . Recall that a speed 0 front is equivalent to a solution of (9) , which in turn is equivalent to a solution of (4). Furthermore, lemma 2.7 provides the strict monotonicity. 
Minimal wave speed for subtangential source terms
First observe that ( ; ) = T e ](0). For any 2 (? This proves the claim for such . If the integral is nite for = 1 1 it serves at least as an upper bound. We approximate e t monotonically by minfK; e t g for increasing K and obtain the reversed inequality. The latter idea also allows to prove the claim for 6 2 ? ]. In this case the lower bound T minfK; e g](0) diverges for K ! 1.
Using (14) 
Solving for the minimal gives (11).
To get some information about the function k(a), a 1 we need to examine A( ) on (0; 1) rst. Using the symmetry of in equation (12) Since T e t = ( ; )e t we deduce that := minf1; e t g is a super solution for Q .
Step 2: Let . Lemma 2.8 implies that is also a super solution for Q . Consider an arbitrary satisfying (7) . De ne for c = 0 the sequence fw n g from (8) . Since Q is monotone we obtain from that w n for any n 2 N. Hence, w e t and thus c = 0 c ( ) by proposition 2.2. In addition, u (and hence u) is strictly decreasing in t. Finally, if u 0 is any sub (resp. super) solution of Q R with u 0 2 0; 1] then u 0 u (resp. u 0 u). Proof.
Step 1 (Existence): Since 0 and 1 are both xed points of F, the constant functions u 0 and u 1 are sub and super solutions of Q R , resp. Using the compactness and monotonicity of Q R we construct a solution u 2 Y R by monotone approximation, starting with u or u , resp. Since u u u is necessarily satis ed, we get u 2 0; 1].
Step 2 (Uniqueness): We use the sliding method.
Consider two solutions u i ; i = 1; 2 of (19)-(21). Equivalently, we can say u i = Q R u i . Instead of (22) we only require u i 2 0; 1]. We extend u i naturally on R by just not restricting it, i.e. setting u i = T F E R u i for all jtj > R. Note 
Hence u i must satisfy (22). Since u i is continuous, the di erence := u 1 ?u 2 is continuous. We can assume that there exists a point t 1 ; jt 1 j R such that (t 1 ) > 0. Otherwise interchange the index or j ?R;R] 0 and we are ready. The shift operator is continuous on C b (R) such that s (t) = u 1 (t + s) ? u 2 (t) is again continuous for all s 2 R. We assumed 0 (t 1 ) > 0 and get from (23) 2R 0. Restricting our attention to the nite interval ?R; +R] we obtain, that there must exist a shift s 0 2 (0; 2R] such that s 0 j ?R;R] 0 with equality for some t 0 ; jt 0 j R. Since T is a convolution we obtain u i (t + s) = T i;s (t); i;s (t) := Note that the method of monotone approximation from step 1 implies that the unique u is sandwiched between any pair of sub and super solutions of Q R with values in 0; 1].
Step 3 (Monotonicity): Since T is a convolution with positive kernel, it leaves invariant the space of pointwise nonincreasing/nondecreasing functions on R. By (H2), recall also the precise form of boundary condition, it follows that Q R leaves invariant the space of nonincreasing functions in W R . Recall that in step 1 the solution u is constructed by a monotone approximation starting with the constant function 0 or 1. Hence, u must be nonincreasing in t. The strict monotonicity is proven by another application of the sliding method similar to step 2. Since v is a positive measure we obtain > 0.
Step 3 Step b (R). We show in the remainder of this paragraph that the function u, constructed above, is indeed a solution of (9) . This amounts to prove that u attains the asymptotic boundary conditions. Recall that 2 ; ]. At the end of this paragraph we will even show that there cannot be any solution of (9) with > . Lemma 2.7 implies that u is either strictly decreasing or equal to a constant, which must be by (28). From (27) follows that u has asymptotic limits := lim Proof. Assume 0. We apply the sliding method in order to compare u and the test function from the proof of lemma 2.9. Choosing a b 2 ( ; 1) the proof will also apply for nonlinearities of type B. Thus, is a sub solution to Q 0 , and hence for Q by lemma 2.8.
Recall that u solves u = Q u]. Furthermore, since ? = 1 lemma 2.7 shows that u is strictly decreasing. Since (t) = b for t < ?" ?1 and (t) = 0 for t 0 we have u(t) > (t) for large values of jtj. This remains true for any nite shift of the function . If we shift to the left we will achieve S M < u for some large M > 0. From u(0) = < b we know that S ?" ?1 (0) > u(0). Hence there is a shift S s 0 such that S s 0 u with equality at some nite point t 1 . Since is a subsolution we obtain (9) we can apply the sliding method in order to compare u and . Arguing similar to the proof of lemma 3.5 we deduce that u must be a nite shift of . Hence, u cannot be a solution of (9) .
