Abstract-In this paper, we analyze the sum-rate capacity of Poisson multiple access channels (MAC) when each transmitter has multiple antennas. By converting a non-convex optimization problem with a large number of variables into a non-convex optimization problem with 2 variables, we show that the sumrate capacity of the Poisson MAC with multiple transmit antennas is equivalent to a properly constructed Poisson MAC with single antenna at each transmitter. Therefore, characterizing the sumrate capacity of the Poisson MAC with multiple transmit antennas is equivalent to characterizing the sum-rate capacity of a Poisson MAC with single antenna.
I. INTRODUCTION
Poisson Channel, whereby the arrival of photons is recorded by photon-sensitive devices incorporated in the receivers [1] , is often used to model free-space optical (FSO) and visible light communication (VLC). The point-to-point single user Poisson channel has been investigated from various perspectives, including single antenna [2] , multiple antennas [3] , fading channels [4] , [5] , in continuous-time [2] and discrete-time [6] . On the other hand, Poisson channels with multiple users are not that well understood. Among limited existing work, [7] , [8] focus on the Poisson broadcast channel, [9] studies the Poisson multiple access channel (MAC), [10] considers the optimization of the capacity region of Poisson MAC with respect to different power constraints, and [11] investigates the Poisson channel with side information at the transmitter.
Of particular relevance to our study is [9] , which thoroughly investigates the continuous-time Poisson MAC when each user is equipped with single antenna. [9] shows that the approximation of the complex continuous-time continuousinput discrete-output Poisson MAC to a discrete-time binaryinput binary-output MAC does not result in a loss in terms of the capacity region. In particular, [9] determines the sum-rate capacity of the symmetric Poisson MAC, in which the channel gains and power constraints for all users are identical under the maximum power constraint. Furthermore, it characterizes the boundary points on the capacity region of symmetric MAC under maximum power constraint and analyses the maximumthroughput under peak-power and average power constraints.
In our recent work [12] , we analyze the non-symmetric Poisson MAC with single antenna at users. We refer this scenario as Poisson single-input single-output MAC (SISO-MAC). In [12] , we show that unlike Gaussian channels where all transmitter must transmit, either simultaneously or at different times, it might be optimal for a single transmitter to transmit in Poisson channels to achieve the sum-rate capacity.
In this paper, we extend the study to Poisson MAC with multiple antennas at each transmitter and one antenna at the receiver. We refer to this as Poisson multiple-input singleoutput MAC (MISO-MAC). The problem is much more challenging than that of the Poisson SISO-MAC. In particular, to characterize the sum-rate capacity, we need to solve a nonconvex optimization problem with 2 Jn variables, in which J n is the number of antennas at user n. Despite this challenge, we show that the optimal value obtained from this optimization problem with a large number of variables is the same as that of an optimization problem with only N variables, in which N denotes the number of transmitters. Furthermore, this reduced dimension optimization problem is equivalent to a problem arising in the Poisson SISO-MAC with properly chosen parameters. As the result, characterizing the sum-rate capacity of the Poisson MISO-MAC is equivalent to characterizing the sumrate capacity of a Poisson SISO-MAC. Hence, the techniques and asymptotic analysis developed in the SISO-MAC case can be used for the MISO-MAC case. There are two major steps in our proof. In the first step, we show that the original optimization problem with 2 Jn variables can be converted to a non-convex optimization problem with J n variables by showing and exploiting the fact that, at the optimality, if the antenna with a smaller duty cycle is on then the antenna with a larger duty cycle is also on. In the second step, we show that the optimization problem with J n variables obtained in step 1 can be converted to an optimization problem with only N variables. The key ingredient in this step is to show that, at the optimality, all antennas at each transmitter have to be simultaneously on or off.
The remainder of the paper is organized as follows. Section II describes the model under consideration. Section III focuses on the analysis of the Poisson MISO-MAC Poisson. Numerical analysis is presented in Section IV and concluding remarks are presented in Section V. II. SYSTEM MODEL In this section, we introduce the model considered in this paper. As shown in the Fig. 1 , we consider the continuoustime Poisson MISO-MAC with N = 2 users communicating with a single antenna receiver. The approach presented in this paper can be extended to general value of N . Transmitter n is equipped with J n transmitting antennas. Let X nj (t) be the input of the j th transmitter from n th user and Y (t) be the doubly-stochastic Poisson process observed at the receiver antenna. The input-output relationship can be described as:
in which S nj is the channel response between the j th antenna of the n th user to the receiver, λ is the dark current at receiver antenna, and P(·) is the nonlinear transformation converting the light strength to the doubly-stochastic Poisson process that records the timing and number of photon's arrivals. In particular, for any time interval [t, t + τ ], the probability that there are k photons arriving at the receiver is
We consider the peak power constraint, i.e., the transmitted signal X nj (t) must satisfy the following constraint:
where A nj is the maximum power allowed by the j th antenna of the n th transmitter. We use μ nj to denote the duty cycle of each transmitting antenna, i.e., μ nj is the percentage of time at which the j th antenna of the n th user is on. We use μ to denote the vector of all μ nj s.
Throughout the paper, we use the following notation:
It is easy to check that 0 < α(x) < 1 for x ≥ 0. Our goal is to characterize the sum-rate capacity of this Poisson MAC.
III. MISO-MAC ANALYSIS
Similar to the single antenna case discussed in [12] , the continuous-time continuous-input discrete-output Poisson MAC can be converted to discrete-time binary-input binaryoutput MAC. In particular, the input waveform of each antenna can be limited to be piecewise constant waveforms with two levels 0 or A nj for the j th antenna of the n th transmitter. Depending on the on-off states of each antenna of user n, there are 2
Jn states at user n. In the following, we use
Jn ] to trace each of these 2 Jn states at user n. We will use P n (i n ) to denote the probability that user n will be in state i n and p n [P n (1), · · · , P n (2 Jn )] to denote the vector of probabilities of states at user n. We will use the binary variable b nj (i n ) to indicate whether the j th antenna of the n th user is on or off at state i n , i.e., b nj (i n ) = 1 if the j th antenna of the n th user is on for state i n and is 0 otherwise. The sum-rate achievable using
It is easy to see that
To simplify the presentation, we focus on the case with each transmitter having two antennas, i.e., J 1 = J 2 = 2. Fig. 2 (a) shows 4 possible states for user 2. Furthermore, to lighten the notation, we define
Hence to characterize the sum-rate capacity, we need to solve the following optimization problem:
Problem (P1) is a very complex non-convex optimization problem with a large number of variables. In particular, the number of variables 2 J1 + 2 J2 increases exponentially with the number of antennas. The main result of this paper is the following theorem. 
with The proof of Theorem 1 has the following two major steps.
Step-1: In Step 1, we show that, at the optimality, instead of being a function of (p 1 , p 2 ), the objective function can be simplified to a function of μ. As the result, the dimension of the problem is reduced from 2 J1 + 2 J2 to J 1 + J 2 . The central issue here is that for a given μ, there are infinite number of combinations of (p 1 , p 2 ) that satisfies (9) . The main idea is to show that, for any user n, if the antenna with a smaller duty cycle is on, then the antenna with a larger duty cycle is also on at the optimality. As the result, at the optimality, the value of (p 1 , p 2 ) is determined by μ. For the example shown in Figure 2 , assuming μ 21 ≥ μ 22 , there are four initial states shown in Fig. 2 (a) : when only the antenna with the larger duty cycle is on, when both of the antennas are on, when only the antenna with the smaller duty cycle is on and when none of the antennas is on. We argue that having a state where only the antenna with the smaller duty cycle is on is not optimal. Hence, at the optimality, we will have scenario shown in Fig. 2 (b).
Step-2: In Step 2, we show that, at the optimality, the antennas of each user must have a same duty cycle (i.e.,
μ n ) and are aligned. Hence, the dimension of the problem is further reduced from J 1 +J 2 to 2. The main idea of this step is to show that, at the optimality, all antennas of user n are either simultaneously on or off. Hence, from receiver's perspective, transmitter n can be viewed as a single antenna with power constraint 1 and channel gain
Step 2 is illustrated Fig. 2 (b) and Fig. 2 (c) .
In the following subsections, we provide outlines of proof for these two steps.
A.
Step 1: from (p 1 , p 2 ) to μ:
In this subsection, we characterize the optimal value of (p 1 , p 2 ) for any given μ. Hence, in this subsection, μ is fixed. More specifically, we show that, at the optimality in the MISO-MAC setting, if the antenna with the smaller duty cycle is on, the other antenna should also be on.
From (8), it is clear that to optimize over p for a given μ, we only need to focus on (16). We focus on finding the optimal values of p 2 first. To facilitate the understanding, we list the labeling of states of user 2 and the corresponding values of b 2j s in Table I . Using the definition of ζ function, we can easily check that
which is simultaneously true for any value of i 1 . As H 1 (i 1 ) is simply a linear combination of d(i 1 , i 2 )s, hence, for any given μ, maximizing H 1 (i 1 ) is a linear programming problem, for which we have the following (assuming μ 21 ≥ μ 22 , the other case being similar): 4) is the largest, P 2 (4) should be as large as possible. Therefore, we assign P 2 (4) = μ 22 . 2) As μ 22 has been all used, we should set P 2 (2) = 0. Step 1 shows, at the optimality, the timing of antennas being on is aligned; (c)
Step 2 shows, at the optimality, the duty cycles of both antennas are the same and are aligned. 1) , we assign the remaining part of μ 21 to state (i 1 , 3) and hence P 2 (3) = μ 21 − μ 22 . 4) For the last state 1, allot the remaining probability.
Hence P 2 (1) = 1 − μ 21 . This assignment implies that if the antenna with a smaller duty cycle is on, the antenna with a larger duty cycle should also be on. This is illustrated in Fig. 2 (b) . Note that the above arguments are true for all i 1 s, and hence this assignment maximizes H 1 (i 1 ) for all i 1 simultaneously. Furthermore, this assignment is independent of p 1 .
We can calculate the optimal values of p 1 in the same manner.
As the result, we know that (8) 
As the result, the objective function is simplified to characterizing
in which
Other terms in (18) are defined in a similar manner. Due to symmetry, in the following, we only provide details on how to solve (P3).
B. Step 2: Optimal Values of Duty Cycles:
In this subsection, we calculate the optimal values of duty cycles. For the ease of calculation, we define q 1 = μ 11 − μ 12 , q 2 = μ 12 , q 3 = μ 21 − μ 22 and q 4 = μ 22 and let q = [q 1 , q 2 , q 3 , q 4 ]. Then (17) can be re-written as
Correspondingly, (P3) is equivalent to
The objective function (23) is not a convex function in general. We will use the KKT conditions as necessary conditions to characterize the set of possible candidates for the optimal solution. In the following, we will only consider constraint (24) explicitly. We will check (25) and (26) after obtaining the solution.
The Langrangian equation for (P4) with constraint (24) is
The corresponding KKT conditions are:
Now in order to find the set of optimal solutions, we may solve the above KKT conditions (27) and (28 Proof. Due to space limitations, we omit the detailed proof, which can be found in [13] .
Proposition 2 means that the solution to (P4) is the same as the solution to (P2), and hence Theorem 1 is proved.
IV. NUMERICAL ANALYSIS
In this section we will provide a numerical example to illustrate the result obtained in the previous section. Fig. 3 shows the optimal operating scenarios for different combinations of B 1 and B 2 when they range from 0 to 25. In generating this figure, we set λ = 0.5. In Region-I, in which B 2 /B 1 is large, it is optimal for user 2 to transmit alone. Region-II corresponds to the case in which it is optimal for both users to transmit, as B 1 and B 2 are comparable to each other. In Region-III, in which B 1 /B 2 is large, it is optimal for user 1 to transmit alone. These are consistent with the analysis of Theorem 1 and results in Poisson SISO-MAC [12] . nonlinear equations, which are in general difficult to solve and might have infinite number of solutions. Nevertheless, by exploring the structure of problem, we have the following result.
V. CONCLUSION In this paper, by solving a non-convex optimization problems, we have characterized the sum-rate capacity for Poisson MISO-MAC. We have shown that any Poisson MISO-MAC can be transformed to a Poisson SISO-MAC channel with appropriate channel gain and the techniques developed for the SISO-MAC can then be applied.
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