The model matching problem consists of designing a compensator for a given system, caled the plant, in 
Introduction
A standard approach for dealing with synthesis problems in nonlinear control systems consists in linearizing the nonlinear system around a specific working point and then solving the synthesis problem for the obtained linear system. To what extent the resulting linear controller is a good approximate solution for the nonlinear problem is, of course, questionable.
In the present paper we study this kind of question concerning the so called Model Matching Problem (MMP) for nonlinear systems. This problem is formulated as follows: given a nonlinear control system, to be referred to as the plant P, together with another nonlinear system, to be called the model M, is it possible to design a suitable precompensator for the plant such that the input-output behavior of the precompensated plant matches that of the given model M?
The linear model matching problem was completely solved in different set ups by several authors [5, 11, 13, 14, 15] . For the solution of the nonlinear model matching problem only partial solutions are known up till now (cf. [9, 4, 3, 7, 8, 12] In this example MMP can be solved by means of a static state feedback. Secondly we will consider a two-lik robot arm with one flexible joint, as was also studied in e.g. [1] . In this second example we will need a dynamic state feedback to solve MMP. The paper further elaborates the philosophy developed in [6) , where similar questions concerning the inputoutput decoupling problem were investigated.
The paper is organized as follows. In the following section we will formulate the nonlinear model matching problem and state our main theorem. This main theorem holds true under generic conditions on the plant P. In section 3 we will illustrate the theory by means of the examples mentioned above. 2 The nonlinear model matching problem
Consider a nonlinear plant P, described by equations of the form: Note that for P as well as for M the number of inputs is equal to the number of outputs.
The compensator Q used to control P is a nonlinear system described by equations of the form: (1) and (3) is denoted by P o Q, while the output of P o Q will be denoted by yP*Q.
The usual definition of the model matching problem is given below (see [3, 4] (5) where Cf h is the directional derivati've of the function h along the vector field f, i.e. £jh(r) = Ax(z)fi(r) and we define inductively: £9fh = h, £kh = C(C"-'h).
In the same way we define relative degrees pff(z) for the model M and p"Q(x,xze) for the compensated plant P o Q.
The following assumption will be a standing assumption throughout the paper: (Al) All relative degrees defined above are finite and con- 
Similarly we define decoupling matrices Am, AP*, for M, PoQ respectively.
As a second standing assumption we will need:
(Al) The We will first take a closer look at the dynamic input-output decoupling problem and use the algorithm from [16] in order to obtain generic conditions on P under which we can make contact between the solvability of the MMP for (M,P) and the solvability for (LM, LP).
The problem of dynamic input-output decoupling was studied in e.g. [2, 16, 18] . Essentially the algorithm of [16] (as well as the other algorithms do) works on an open and dense submanifold of points (z, zc) in X x X,. Our basic assumption will be that given the equilibrium point to for P there exists an equilibrium point (xo, xco) for the precompensted system P o Q at which the algorithm can be effectively applied. To make this more transparent we shortly discuss the first step of the algorthm of [16] . Given the plant P we compute its decoupling matrix A(r) according to equation (6) . Clearly the rank of A(r) is constant on an open and dense submanifold A" of X. Assume Zo E XI. Next, a regular static state feedback
is applied to P, and which leaves the equilibrium point z0 Mvariant. Note that applying such a feedback does not change the rank of the decoupling matrix A(z). The first step of the algorithm proceeds with adding a bank of integrators 41 = i2r|-,zia = vi,ii zjlfori=1,*-,mandcertaininteges ki E N. Obviously, adding (8)-and a bank of integrators to P yields a system on X xZ, where Z =(zu ., * *, z,,, ?
. , z, ... , Zink.) and this system possesses an equilibrium point (zo, zo) E X x Z. We now compute the decoupling matrix of P together with (8) and the bank of integrators, to be denoted as A(z, z). Again this decoupling matrix has constant rank on an open and dense submanifold (X x 2)' of X x Z.
We assume (to, zo) belongs to (X x 2)'. The algorithm of [161 now repeats the above steps of applying state feedbacks (8) and adding a bank of integrators. Moreover the algorithm terminates after a finite number of steps. Our basic assumption can now be stated as follows:
(A3) Consider the sytem (1) around the equilibrium point zo E X. Then we assume that at each step of the aboe algorithm the decoupling matrix A(x, z) has constant rank on a neighborhood of the equilibrium point (no, zo).
Essentially (A3) says that the algorithm of [16) can be applied on a neighborhood of the equilibrium point to. Given the analyticity of (1) 
We now come to the statement of our main result. Theorem 2.5 Consider an analytic plant P and an analytic model M satisfying (Al) and (A2). Let zo and x4 be equilibrium points of respectively P and M. Assume that P satisfies (A3). Let 
The double pendulum
In this example our plant will be a double pendulum consisting of two rigid massles-s links of unit length, with two unit masses attached at the ends of the links. As configuration variables we take 01, the angle between the first link and a line perpendicular to the base, and 82, the angle between the first and second link. As inputs we take control torques ul and U2, that are applied at each joint. As This system has relative degrees P, = P2 = 2, so (Al) is satisfied for the plant. The decoupling matrix of the system is just the matrix M(6), which can easily be proved to have full rank for all 6 and hence (A3) is satisfied. Figures 2 and 3 give the results of simulations of the system (9) with the control (10) . In figure 2 a step ulf = I is applied, while in figure 3 a step I = 1 is applied. These steps are applied during the whole time-interval. The figures give the errors ei(t) = yi(t) -yr(t) (i = 1,2).
The system converges to a steady state situation with steady state errors el = -32 106 (0.02%), e2 = -258 10-6 in the first case and el = 0.1290, e2 = 0.0067 (6.1 %) in the second case. Hence in the first case our linear control behaves reasonably well, while in the second case the results are less satisfying.
The fact that we end up with a steady state error suggests that we can improve the behavior of the system by induding a copy of the model in the compensator and then applying an extra PI-action. Figure 4 shows that this indeed works. Here we have again applied a step = 1, while to ul in (10) we have added a term -12.8ei(t) -10elf(r)dT and to U2 in (10) 0 we have added a term -10 f e2(r)dr. We now end up with a 0 steady state error el = 0.0014 (1% of the steady state error in figure 3 ) and e2 = 242-10.8 (0.22% of the steady state value of y2 ) Figure 5 shows a phase portrait in the (01,02)-plane of the system (9) with the control (10) and the PI-control mentioned above when a step u -1 I ts -1 is applied. The steady state situation is reached after about 25 seconds. The nominal trajectory is a straight line from the origin to the point (01,02) = (0. 11,0.1111). The steady stateerrors equal el = 0.0015 (1.33%) and e2 = 111 -10.6 (0.1%). Further simulations (of which no figures are induded) show that the stability of the dosed loop system is maintained for step inputs up to (ur ur) = (8,0), (ulr,u4) = (0,3), (Uru 7U) = (2,2). In the first two case (i.e. if we take one of the inputs equal to zero) the maximum errors and steady state errors are proportional to the magnitude of the input.
Robot arm with flexible joint
As a second example we consider a two link robot arm moving in a vertical plane, as was described in e.g. [1] . The first link is actuated through a direct drive motor. The rotation of the first link with respect to a line perpendicular to the base is indicated by ql. The second joint shows a significant elasticity. This elasticity is modelled by associating two variables to the second joint: q2, the position of the second actuator with respect to the first link and q3, the position of the second link with respect to the first one. The motor (q2) is then coupled to the joint (q3) by means of a transmission with transmission ratio NT > 1 and a torsional spring with spring constant K (see figure 1) . In this example we will have links of unit length, motors with inertia equal to 0.001 and we will assume the mas to be equal to one and to be coeeentated at the joints (the motors) and at the tip (a load). Fthermore we wi have K = 1000, NT = 100 and the constant of gavity g = 10. We will take as outputs Sh = qi, p2 = q3. This system has relative degrees pi =p = 2, so (Al)is satsed for the plant.
Futhermore it can be checked that also (A3) is satisfied for the plant (see [1J for details).
As a model we take a stable decoupled inear time-invarant system with transfer matrix given by GM(s) = diag((s + 3)-4, (s + 3)f4). It In the fint cue the system converga to a steady state situation with steady state ers el = 2 2 104 (0.02X), e2 = 35 10-. In thes oed ca we endupwith luctuatis around e = -2. 10 e2= -102 -104(0D2).
In figures 8 and 9 it is shown that we can again improve the behavior of the system by including a copy of the model in the compensator and then applying an extra PI-action. In this casewe have added a term -fel(r)dr to ul in (12) and 0 a teM.-0.00195fe2(r)dr to U2 in (12) . In figure 8 we have 0 applied a step s4' = 1, while in figure 9 we have applied a step 4 = 1. In the first case the steady state errors become Further simulations show that the stability of the closed loop system is maintained for step inputs up to (4w,4) = (12,0), (Ur4) = (0,9), (Urt ) = (5,5). 4 
Conclusions
In this paper we have preseted a local solution of the nonlinear model matching problem. Furthermore For bath examples the linear feedback worked reasonably well, except in the first example, when we apply a step on the second model input. However, the performance of the control can be considerably improved by introducing an extra PI-action. It is to be expected that the introduction of an extra D-action will further improve the performance.
In this paper we have restricted ourselves to models of which the decoupling matrix has full rank, i.e. models that can be decoupled by static state feedback. This assumption is certainly restrictive, but from a practical point of view it can be argued that it is often desirable.
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