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We consider the autonomous reaction-diffusion system ddt (
u
v)=*2(
u
v)+ f (
u
v)(
u
v)+
( &vu ), t>0, 0<x<1, with Dirichlet boundary conditions where f # C
1(R2, R) and
* is positive. We show a Poincare Bendixson theorem, which means that all
solutions converge either to zero or to a periodic orbit. Furthermore, we determine
stability properties of the periodic orbits.  2001 Academic Press
1. INTRODUCTION
It is a well known fact (see [10, 13, 14, 16]) that bounded solutions of
an autonomous reaction-diffusion equation of the form
ut=*uxx+q(u), t>0, 0<x<1, (1)
with Dirichlet-boundary conditions and *>0 tend to stationary solutions.
Far less is known about solutions of systems of autonomous reaction-
diffusion equations such as
d
dt \
u
v+=*2 \
u
v++ g \
u
v+ , t>0, 0<x<1 (2)
with Dirichlet boundary conditions and *>0. In order to understand the
dynamics of reaction-diffusion systems, the description of the dynamics of
the model system
d
dt \
u
v+=*2 \
u
v++ f \
u
v+\
u
v++\
&v
u + t>0, 0<x<1, (3)
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can be looked at as a first step. Results [4, 5] show that periodic motion
exists under appropriate conditions on f. We note that although system (3)
is relatively simple, its dynamics seriously differ from the dynamics known
for one equation (1). Therefore, system (3) is of interest from the theoretical
point of view.
In the present paper we prove a kind of Poincare -Bendixson theorem for
the model system (3) with Dirichlet boundary condition on (0, 1), *>0:
every (bounded) solution of (3) tends either to the zero solution or to a
periodic solution. This result is much stronger than [4, 5] because our
conditions on f are much weaker and we get convergence of all solutions
to periodic solutions or to zero but not only existence of periodic orbits.
We note that there are similar results [2, 6] for a single non-autonomous
equation
ut=uxx+h(t, x), t>0, 0<x<1,
where h is sufficiently smooth and periodic with respect to t.
In the Poincare -Bendixson theorem for systems of class (3) and its proof
so called planar solutions play an important role. A solution (u, v): [0, )
 L2((0, 1))_L2((0, 1)) of (3) is called planar if there are r: [0, ) 
L2((0, 1)) and .0 # R such that
\uv+ (t)=r(t) \
cos(t+.0)
sin(t+.0)+ for all t0.
We show that the |-limit set of any solution consists of planar solutions
only.
If (u, v)=r(cos(t+.0), sin(t+.0)) is a planar solution, then r solves the
PDE
rt=*rxx+rf \\cos(t+.0)sin(t+.0)+ r+ , t>0, 0<x<1, (4)
with Dirichlet boundary conditions. The fact that the dynamics of (4) are
well known allows us to describe the dynamics of all planar solutions of
(3). A careful examination of this dynamics together with the fact that all
solutions tend to planar solutions is needed for the proof of the Poincare 
Bendixson result.
Since all solutions of (3) tend to planar solutions, periodic solutions have
to be planar, in particular. In order to describe further results, we distinguish
between planar periodic solutions where the radial part r has zeros in (0, 1)
named PPSZ (planar periodic solutions with zeros) and planar periodic
solutions where r has no zeros in (0, 1) PPSN (planar periodic solutions
with no zeros).
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We prove that every PPSZ is unstable. Depending on f, there may be
PPSNs which are unstable. But if f satisfies
’Df \\cos .sin .+ ’+\
cos .
sin .+<0 for all ., ’ # R, ’{0, (5)
which means that f decreases along every ray which starts at the origin,
then we show that every PPSN is stable. The proof is long and technical
and uses the well known concept of oscillation numbers [1] as well as the
new concept of torsion numbers [3], which is a tool for the examination
of symmetric reaction-diffusion systems.
We note that these results on the stability of periodic solutions are analogous
to the well known result [10, p. 118] that, under some monotonicity condition
on q, every stationary solution u0 of (1) is stable if and only if u0 has no
zero in (0, 1).
If we assume, in addition to (5), that f : R2  R has only negative values
outside some bounded region, then either
v no periodic solution exists and every solution tends to the zero
solution or
v the zero solution is unstable and there is exactly one stable periodic
orbit (and possibly other unstable periodic orbits).
The first case occurs if *?2+ f (0, 0)0, the second if *?2+ f (0, 0)>0.
2. PRELIMINARIES
Let L2 :=L2((0, 1)), H m0 :=H
m
0 ((0, 1)) and H
m :=H m((0, 1)), m # N, be
the usual Sobolev spaces. For y1 , y2 # H 10 we introduce the scalar product
( y1 , y2)H 10 :=|
1
0
( y1)x ( y2)x
and the norm &y1&H 10 :=(( y1 , y1)H10 )
12. This norm is equivalent to the
usual definition of the norm on H 10 (see [10, p. 8]). Furthermore, if (u0 , v0)
is an element of H 10_H
1
0 , then we denote
&(u0 , v0)&H 10 :=(&u0&
2
H0
1+&v0&2H 01 )
12.
Since f is continuously differentiable, it is a well known fact that the solu-
tions (u, v): [0, t0)  L2_L2 of (3) form a (local) semiflow on the Sobolev
space H 10_H
1
0 , where (u, v)(t) is actually an element of (H
1
0 & H
2)_
(H 10 & H
2) for all positive t (see [1012]). Let [0, t0), t0 # (0, +], be the
maximal interval of existence of (u, v). It is possible that (u, v) blows up in
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finite time, i.e., we have t0<+ and &(u, v)(t)&H 10   (tZ t0), and it is
possible that t0=+ but the orbit [(u, v)(t): t0]/H 10_H
1
0 is unbounded.
We want to avoid both effects and assume for the rest of this article that f was
chosen in a way that all solutions (u, v) of (3) are bounded. For example, it is
sufficient that f (!, ’)<&1 outside some bounded region of R2 (see [5, 7]).
Then well known results [10, 12] ensure that the orbit [(u, v)(t): t0] is
relatively compact in H 10_H
1
0 for every solution of (3). The results of this
article remain true if we have no restriction on f # C1(R2, R), but we look
at the dynamics of bounded solutions only.
Let (u0 , v0) be an element of H 10_H
1
0 and (u, v): [0, )  L
2_L2 the
(uniquely determined) solution of (3) which has initial value (u, v)(0)=
(u0 , v0). We introduce the |-limit set by
|(u0 , v0) :=[(u , v ) # H 10_H
1
0 : there are tn>0, n # N, with
tnZ (n  ) such that &(u, v)(tn)&(u , v )&H10  0 (n  )].
Then |(u0 , v0)/H 10_H
1
0 is relatively compact [10].
Using standard arguments including the Sobolev embedding theorem
(see for example [4]), one can show that given a solution (u, v): [0, ) 
L2_L2 with initial value (u, v)(0) # H 10_H
1
0 there is a continuous function
(u( } , } ), v( } , } )): (0, )_[0, 1]  R2 such that
v (u(t, } ), v(t, } )) # C3([0, 1]) is a representative of (u, v)(t) for all t>0,
v (u( } , x), v( } , x)) # C 1((0, )) for all x # [0, 1],
v (u( } , } ), v( } , } )) solves (3) in the classical sense.
3. PLANAR SOLUTIONS
Definition 1. We take (u0 , v0) # H 10_H
1
0 . Let (u, v): [0, )  L
2_L2
be the solution of (3) with initial value (u0 , v0). We introduce the rotated
solution
[0, ) % t [ \wz+=\
cos t
&sin t
sin t
cos t+\
u
v+ # L2_L2.
It is easy to verify that the rotated solution is a solution of the so called
rotated system
d
dt \
w
z+=*2 \
w
z++ f \\
cos t
sin t
&sin t
cos t +\
w
z++\
w
z+ , t>0, (6)
on (0, 1) with Dirichlet boundary conditions.
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Remark 1. 1. We note that the rotated system is not autonomous.
2. If u( } , } ), v( } , } ) are defined as in Section 2, then
(0, )_[0, 1] % (t, x) [ \w(t, x)z(t, x) + :=\
cos t
&sin t
sin t
cos t+\
u(t, x)
v(t, x)+ # R2
is a classical solution of the rotated system (6).
3. If we set
g(w, z)(t, x) :=f \\cos tsin t
sin t
cos t+\
w(t, x)
z(t, x)++ ,
then g(w, z) is continuous on (0, )_[0, 1] and w( } , } ) as well as z( } , } ) are
classical solutions of the linear PDE
yt=*yxx+ g(w, z)(t, x) y, t>0, 0<x<1,
with Dirichlet boundary conditions. Thus, we can apply oscillation number
results [1] which ensure that the number of zeros of y(t, } ) is finite and
non-increasing for all t>0.
We note that the function g(w, z) does actually depend on the solution
(w, z), i.e. on the initial value (w, z)(0)=(u0 , v0).
Definition 2. (i) An element (u0 , v0) of L2_L2 is called planar if and
only if there are .0 # R and r0 # L2 such that
\u0v0 +=r0 \
cos .0
sin .0 + .
The set of all planar elements of L2_L2 is denoted by P.
(ii) Let I/R be an interval. A function (w, z): I  L2_L2 is said to
be planar if and only if there are .0 # R and r: I  L2 such that
\wz + (t)=r(t) \
cos .0
sin .0 + for all t # I.
(iii) A solution (u, v): [0, )  L2_L2 of (3) is called a planar solution
if and only if the associated rotated solution (defined as in Definition 1) is
a planar function.
Remark 2. We note that a planar function as well as a planar solution
of (3) has its values in P, but, in general, functions (w$, z$): I  P need not
to be planar functions. The reason is that a function is called planar only
if the angle .0 is the same for every t # I.
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Lemma 1. Let (u, v) be a solution of (3). If we have (u, v)(t0) # P for
some t00, then (u, v) is a planar solution of (3).
Proof. We set (u0 , v0) :=(u, v)(t0). By assumption, (u0 , v0) is planar.
We choose r0 and .0 as in Definition 2. Let (w, z) be the rotated solution
associated with (u, v). Furthermore, we consider the normalized rotated
solution
[0, ) % t [ \w$z$+ (t)=\
cos(.0&t0)
&sin(.0&t0)
sin(.0&t0)
cos(.0&t0)+\
w
z+ (t) # L2_L2.
It is easy to see that (w$, z$)( }+t0&.0): [.0&t0 , )  L2_L2 is a solution
of the rotated system and that
z$(0)=&w(0) sin .0+z(0) cos .0
=&r(0) cos .0 sin .0+r(0) sin .0 cos .0=0.
Thus, it follows that z$(t)#0 for all t. Hence, we get
\wz + (t)=w$(t) \
cos(.0&t0)
sin(.0&t0)+ for all t,
and the assertion follows.
Lemma 2. We take (u0 , v0) # H 10 and denote the solution of (3) which has
initial value (u0 , v0) by (u, v). Let |$(u0 , v0) be the |-limit set associated
with the rotated system (6). We take (u , v ) # |$(u0 , v0). Then there is a
sequence (tn) of positive real numbers such that tnZ (n  ) and
&(u, v)(tn)&(u , v )&C 1  0 (n  ).
In particular, we get |$(u0 , v0)/C1_C1 with C1=C1([0, 1], R).
Proof. 1. By Section 2, the orbit 1 :=[(u, v)(t): t0] is a precompact
subset of H 10_H
1
0 . Since H
1
0 /C
0/L with compact imbeddings, 1 is a
bounded subset of L((0, 1))_L((0, 1)). Thus, there is C>0 such that
" f \\uv+ (t)+\
u
v+ (t)+\
&v
u + (t)"L2C for all t0.
2. We take ; # (34, 1) and introduce X; :=D(2;), the domain of the
operator 2;. By well known results (see for example [10, p. 29]), X; is a
Banach space with norm & }&; such that
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v X;/H 10 , and the inclusion X
;/H 10 is compact,
v &z0&H 10&z0 &; for all z0 # X
;,
v (u, v)(t) # (H 10 & H
2)_(H 10 & H
2)/X; for all t>0.
We take $ # (0, 1?2). Using again a result of Henry [10, p. 57], we obtain
a constant M>0 such that for all t>0
&(u, v)(t)&;Mt;&12 exp(&$t) &(u, v)(t)&H 10
+MC |
t
0
(t&s)&; exp(&$(t&s)) ds,
where C is chosen as in Step 1. We take t0>0. Thus, there are constants
C0 , C1 such that
&(u, v)(t)&;C0+C1 exp(&$t) &(u, v)(t)&H 10 for all tt0 .
Since 1 is bounded in H10_H
1
0 , it follows that &(u, v)(t)&; , tt0 , is bounded,
too. Thus, 10 :=[(u, v)(t): tt0] is a bounded subset of X;. Using the
Sobolev embedding theorem, ;>34 implies that X;/C1_C1. Furthermore,
this inclusion is compact and we obtain that 10 is a precompact subset
of C1_C1.
3. Since we have (u , v ) # |(u0 , v0), there is a sequence ({n) of positive
real numbers such that {1>t0 , {n Z (n  ) and
&(u, v)({n)&(u , v )&H 10  0 (n  ).
Since (u, v)({n) # 10 for all n and 10 is a precompact subset of C1_C1,
there is a subsequence (tn) of ({n) such that (u, v)(tn) converges in C1_C1
to a limit (u $, v $). Since (u, v)(tn) converges in H 10 _H
1
0 to the limit (u , v ),
we obtain that (u $, v $)=(u , v ). Hence, the assertion follows.
Lemma 3. We set C 10 :=[z # C
1([0, 1], R) : z(0)=z(1)=0] and take
y0 # C 10 such that
v y0 has only finitely many zeros in [0, 1],
v all zeros of y0 have multiplicity 1.
Let n be the number of zeros of y0 . Then there is a neighbourhood U/C 10
of y0 such that all y # U have exactly n zeros, and, in addition, these zeros
have all multiplicity 1.
We omit the proof since Lemma 3 follows elementary from standard
arguments.
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Theorem 1. We have |(u0 , v0)/P for all (u0 , v0) # H 10_H
1
0 .
Proof. 1. We assume that there is (u0 , v0) # H 10_H
1
0 such that
|(u0 , v0)/3 P. Thus, there is (u 0 , v 0) # |(u0 , v0) such that (u 0 , v 0) is not
planar. Let (u, v) be the solution of (3) with initial value (u0 , v0) and (u , v )
be the solution with initial value (u 0 , v 0). Furthermore, let (w, z) and (w , z )
be the corresponding rotated solutions. Using [3] we see that there is
t0>0 and .: [t0 , )_[0, 1]  R such that .(t, } ) # C([0, 1]) for all
t # [t0 , ) and
z (t, x)
w (t, x)
=tan .(t, x) for all (t, x) # [t0 , )_(0, 1).
If .(t, } ) was constant for some tt0 , then (w , z )(t), and, thus, (u , v )(t)
would be planar. Then, Lemma 1 would imply that (u , v ) is a planar solution
of (3). Hence, we would have (u0 , v0) # P which contradicts our assumption.
Thus, .(t, } ) is not constant for any tt0 . We introduce
m(t) :=max[.(t, x): x # [0, 1]] for all tt0 .
For tt0 , we take x(t) # [0, 1] such that .(t, x(t))=m(t) (we note that
we do not get any smoothness property for the map [t0 , ) % t [ x(t) # [0, 1]).
2. We take t1t0 and set .1 :=m(t1). We consider the normalized
rotated solution
[0, ) % t [ \w $z $+ (t)=\
cos(.1&t1)
&sin(.1&t1)
sin(.1&t1)
cos(.1&t1)+\
w
z + (t) # L2_L2.
We note that (w $, z $)( }+t1&.1): [.1&t1 , )  L2_L2 is a solution of
the rotated system. Since we have .(t1 , x(t1))=m(t1)=.1 , it follows that
z $(t1 , x(t1))=0. The fact that .(t, } ) is not constant for any tt0 implies
that z $(t1 , } )0. Since .1 is a maximum of .(t1 , } ), it follows that z $(t1 , } )
has a multiple zero at x(t1). Using the oscillation number results [1] (see
part 3 of Remark 1), we obtain that the number of zeros of z $(t, } ) is finite
and non-increasing for all t>0. Furthermore, the number of zeros
decreases whenever z $(t, } ) has a multiple zero. Let Z(t), t # R, be the
number of zeros of z$(t, } ) and Z (t), t # R, be the number of zeros of z $(t, } ).
Then Z, Z : R  N0 are non-increasing functions. Furthermore, we have
Z (t1&=&)>Z (t1+=+) for all =& , =+>0, =&<t1 .
3. Since we have (u 0 , v 0) # |(u0 , v0), it follows from Lemma 2 that
there is a sequence ({n) of positive real numbers with {n Z such that
&(u, v)({n)&(u 0 , v 0)&C 1  0 (n  ). (7)
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We may assume that {n mod 2? # [0, 2?) has the same value for all n;
otherwise we take a subsequence ({nk) such that mk :={nk mod 2? converges to
some limit { # [0, 2?] and set {^k :={nk&(mk&{ ). Then mk&{  0 (k  )
and, thus, (7) holds with ({^k) instead of ({n). Furthermore, we get {^k mod 2?
={ for all k, and we may replace ({n) by ({^k).
Let { :={n mod 2? be constant for all n. It is sufficient to deal with the
case { =0; otherwise replace (u, v) by (u^, v^)=(u, v)( }+{ ). This is possible
since (u, v) and (u^, v^) obviously have the same limit set.
Then (7) gives
&(u, v)({n+\)&(u , v )(\)&C1  0 (n  )
for all \>0 and, since {n mod 2?=0 for all n,
&(w$, z$)({n+t1+$)&(w $, z $)(t1+$)&C 1  0 (n  ) (8)
for all $>&t1 . We take $+ # (0, t1). Using (8) with $=$+ , Lemma 3
implies that
Z({n+t1+$+)  Z (t1+$+)=: Z+ .
Using (8) with $=&$+ , Lemma 3 implies that
Z({n+t1&$+)  Z (t1&$+)=: Z& .
Since we have Z+<Z& , there is n0>0 such that Z({n0+t1+$+)=: Z0<Z& .
Since {nZ, there is n1>n0 such that
{n&$+>{n0+$+ for all nn1 .
Because Z is non-increasing, it follows that
Z({n+t1&$+)Z({n0+t1+$+)=Z0<Z& for all nn1 .
which contradicts the fact that Z({n+t1&$+)  Z& (n  ).
Hence, we get a contradiction and the proof is complete.
4. PERIODIC SOLUTIONS
Definition 2. (i) A solution (u, v) of (3) is called periodic if it is not
a stationary solution and there is T>0 such that (u, v)(t+T )=(u, v)(t) for
all t0. The smallest positive T with this property is called the period.
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(ii) A periodic solution of (3) which is also a planar solution of (3)
is called a planar periodic solution (we will just write PPS).
(iii) Let (u, v) be a PPS, i.e.
\uv+ (t)=r(t) \
cos(t+.0)
sin(t+.0)+
with .0 # R and r: [0, )  L2_L2. Let r(t, } ) be the C1-representative of
r(t) (which exists as shown in Section 2). If r(t, } ) has no zeros in the open
interval (0, 1) for all t0, then we call (u, v) a PPS with no zeros (denoted
by PPSN); otherwise a PPS with zeros (denoted by PPSZ).
(iv) We introduce the sets
PP :=[(u0 , v0) # H 10_H
1
0 : the solution (u, v) of (3) with
(u, v)(0)=(u0 , v0) is a PPS],
PN :=[(u0 , v0) # H 10_H
1
0 : the solution (u, v) of (3) with
(u, v)(0)=(u0 , v0) is a PPSN],
PZ :=[(u0 , v0) # H 10_H
1
0 : the solution (u, v) of (3) with
(u, v)(0)=(u0 , v0) is a PPSZ].
Theorem 2. For every (u0 , v0) # H 10 _H
1
0 we get
|(u0 , v0)/PP _ [(0, 0)],
where (0, 0) denotes the zero solution. Furthermore, each solution which
starts in |(u0 , v0) is either stationary or it is periodic with period 2?.
Proof. 1. Let (u, v) be the solution of (3) which has initial value
(u0 , v0). We take (u 0 , v 0) # |(u0 , v0) and denote the solution of (3) which
has initial value (u 0 , v 0) by (u , v ). By Theorem 1, (u , v ) is a planar solution
of (3), i.e. there are . # R and r : [0, )  L2_L2 such that
\uv + (t)=r (t) \
cos(t+. )
sin(t+. )+ .
One can easily verify that r is a solution of the Dirichlet problem
rt=*rxx+h(t, r) r, t>0, 0<x<1, (9)
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where h: R2  R is given by
h(t, ’) :=f \’ \cos(t+. )sin(t+. )++ .
In order to prove the theorem, we (only) have to show that r (2?)=r (0),
which implies that (u 0 , v 0) # PP _ [(0, 0)] and, if (u 0 , v 0){(0, 0), then
(u , v ) is periodic with period 2?.
We assume that r (2?){r (0), i.e. r (0) is not a fixed point of the map
T1 : H 10 % r0 [ r(2?; r0) # H 10 ,
where r(t; r0) is the solution of (9) with initial value r(0)=r0 .
It is not clear whether the Poincare map T1 possesses a global attractor
A. But since we are only interested in the dynamics of T1 in a bounded
subset of H 10 , we can modify f outside a bounded set in H
1
0_H
1
0 . Doing
this modification, we can ensure that there is in fact a global attractor A
(see [7]).
We note that r$(cos .$, sin .$) # |(u0 , v0) implies that .$ is a real constant
(and not a function of a space variable like r$) and r$ # A.
We want to show that r 0 :=r (0) is chain-recurrent, i.e. that for every
=>0 there are some positive integer k and j # A, j=0, 1, ..., k, such that
0=k=r 0 and
&T1(j)&j+1 &H10<= for all j=0, 1,..., k&1.
If we have shown that r 0 was chain-recurrent, then [7, Corollary 2.2]
implies that r 0 would be a fixed point of T1 which is a contradiction.
2. We take =>0. We introduce the map
T2 : H 10_H
1
0 % (u$, v$) [ (u, v)(2?; (u$, v$)) # H 10_H 10 ,
where (u, v)(t; (u$, v$)) is the solution of (3) which has initial value (u$, v$).
Since T2 is continuous and |(u0 , v0) is a compact subset of H 10 _H
1
0 , there
is $$>0 such that
&T2(91)&T2(92)&H 10 <
=
12
for all 91 # |(u0 , v0), 92 # H 10_H
1
0 with
&91&92 &H10<$$.
We set $ :=min[$$, =12].
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3. Since we have (u 0 , v 0) # |(u0 , v0), there is a strictly increasing
sequence (tn) of positive real numbers with tn   (t  ) such that
(in H 10)
(u, v)(2?tn)  (u 0 , v 0) (n  ).
W.l.o.g. we may assume that the sequence (tn&[tn]) converges to some
: # [0, 1]. In case that :>0, we replace (u0 , v0) by (u, v)(2?:). Note that
this has no influence on the omega limit set, i.e. |((u, v)(:))=|(u0 , v0).
Hence, we can assume that :=0, i.e. tn&[tn]  0 (n  ). Furthermore,
we may assume that t1>1. Since the orbit
01 :=[(u, v)(t): t1]
is relatively compact in H 10_H
1
0 , the restriction of the map
T : [0, )_H 10_H
1
0 % (t, (u$, v$)) [ (u, v)(t; (u$, v$)) # H 10_H 10
to the set [0, 2?]_01 is uniformly continuous. Hence, it follows that
(u, v)(2?tn)&(u, v)(2?[tn])  0 and, thus, (u, v)(2?[tn])  (u 0 , v 0) (n  ).
Let ({n) be a subsequence of ([tn]) such that {nZ. Then there is a positive
integer n1 such that
&(u, v)(2?{n)&(u 0 , v 0)&H 10<$ for all nn1 .
By definition of the |-limit set, there is n2 # N such that
distH 10 [|(u0 , v0), (u, v)(2?t)]<$ for all t{n2 .
We set n0 :=max[n1 , n2].
4. We set k :={n0+1&{n0+1 and introduce
 j :=(u, v)(2?({n0+ j)) for all j=0, 1, ..., k &1.
Furthermore, we set $0=$k :=(u 0 , v 0). For all j # [1, ..., k &1] there is
$j # |(u0 , v0) such that (by Step 3 and the choice of n2)
&$j& j &H10<$.
Then we obtain for all j=0, 1, ..., k &1
&T2($j)&$j+1 &H10
&T2($j)&T2( j)&H10
<=12 by Step 2
+&T2( j )& j+1&H10
=0
+& j+1&$j+1&H10
<$=12
<=6.
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5. Since we have $j # |(u0 , v0)/P for all j=0, 1, ..., k by Theorem 1,
there are .j # R and j # H 10 such that
(i) $j=j (cos .j , sin .j) for all j=0, 1, ..., k &1,
(ii) 0=r 0 ,
(iii) cos(.j+1&.j)0 for all j=0, 1, ..., k &1.
(Note: It is clear that (i) can be satisfied. If (ii) or (iii) is not valid, replace
sufficiently many .j by .j+?.) Since $k =(u 0 , v 0), we have either k =r 0
or k =&r 0 .
Case 1. k =r 0 .
We set k :=k .
Case 2. k =&r 0 .
We set k :=2k and define
k + j :=& j , $k + j :=$j , .k + j :=. j+? for all j=1, ..., k .
Thus, it follows that in both cases, Case 1 and Case 2, we have defined a
positive integer k, .j and j for j=0, 1, ..., k such that
(iv) $j=j (cos .j , sin .j) for all j=0, 1, ..., k&1,
(v) 0=k=r 0 ,
(vi) cos(.j+1&.j)0 for all j=0, 1, ..., k&1.
6. We introduce the matrix
R: :=\cos :sin :
&sin :
cos : + , : # R.
Then we get for all j=0, 1, ..., k&1
&T1(j)&j+1&H 10="T1(j) \cos .jsin .j +&j+1 \
cos .j
sin .j +"H 10
=&T2($j)&R.j&.j+1 $j+1 &H 10
&T2($j)&$j+1&H 10+&(1&R.j&.j+1) $j+1 &H 10 .
By Step 4, we get &T2($j)&$j+1&H 10<=6. Since &T2($j)&$j+1 &H 10=
&R&.jT2($j)&R&.j $j+1&H10=&T1(j)(
1
0)&j+1(
cos(.j+1&.j )
sin(.j+1&.j) )&H10&j+1&H10
_|sin(.j+1&.j)|, it follows that
&j+1&H 10 |sin(.j+1&.j)|<=6.
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Since we have cos(.j+1&.j)0 for all j=0, 1, ..., k&1 by (vi), it follows
that
1&cos(.j+1&.j)=1&- 1&sin2(.j+1&.j )
=
sin2(.j+1&.j)
1+- 1&sin2(.j+1&.j)
sin2(.j+1&. j).
Hence, it follows that
&(1&R.j&.j+1) $j+1&H10=&j+1&H10 - (1&cos(.j+1&.j))
2
=sin4(.j+1&.j)
+sin2(.j+1&.j)
&j+1&H10 |sin(.j+1&.j)| - sin
2 (.j+1&.j)+1
2 &j+1&H10 |sin(.j+1&.j)|<=3.
Thus, we obtain
&T1(j)&j+1 &H10=6+=3<= for all j=0, 1, ..., k&1.
This completes the proof.
Remark. The main point of the proof of Theorem 2 is to show that if
one takes a solution (u , v ) in PP , then the corresponding r is chain-recurrent
for the map T1 . We note that the proof of this fact uses arguments similar
to those used in [15, Prop. 9.1.11] in order to prove that for a given flow
, on a compact metric space M with chain-recurrent set R=R(,), we get
R(,|R)=R for the flow ,|R induced on R. Although this result is close to
the argument needed in the proof of Theorem 2, it cannot be applied since
it is not a priori clear that the whole chain-recurrent set of T2 is contained
in P.
Corollary 1. Let (u, v) be a periodic solution of (3). Then (u, v) is a
PPS with period 2?.
5. STABILITY PROPERTIES
In the last section we have proved that every solution which does not
tend to the zero solution is asymptotically periodic with period 2?.
Furthermore, we know that every periodic solution is a PPS.
In this section we want to discuss whether these PPSs are stable or not.
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Theorem 3. Every PPSZ is unstable.
Proof. 1. Let (u, v) be a PPSZ, i.e. there are .0 # R and r: [0, ) 
L2_L2 with continuous representative r(t, } ) for all t>0 such that
\uv+ (t)=r(t) \
cos(t+.0)
sin(t+.0)+ for all t>0.
We note that r(t, } ) is periodic and has a zero in (0, 1) for at least one
t=t0>0. W.l.o.g. we assume that .0=0, i.e. (u, v)(0)=(r(0), 0). Let (w, z)
be the rotated solution associated with (u, v) and set
g(w, z)(t, x) :=f \\cos tsin t
&sin t
cos t +\
w(t, x)
z(t, x) ++ .
One can easily verify that r is a solution of the linear PDE
yt=*yxx+ g(w, z)(t, x) y, t>0, 0<x<1,
with Dirichlet boundary conditions. Thus, oscillation number results [1]
ensure that the number of zeros of r(t, } ) is finite and non-increasing for all
t>0. Since (u, v) and, thus, r is periodic, it follows that the number of
zeros of r(t, } ) is constant (i.e., independent of t). Since r(t0 , } ) has at least
one zero in (0, 1), all functions r(t, } ) have at least one zero in (0, 1).
2. For every =>0 we set
(u (=)0 , v
(=)
0 ) :=(r(0), 0)+=(0, sin(? } )) # H
1
0 _H
1
0 .
Let (u(=), v (=)): [0, )  L2_L2 be the solution of (3) with initial value
(u (=)0 , v
(=)
0 ), and let (w
(=), z(=)) be the corresponding rotated solution.
It is clear that the continuous representative =sin(?x) of v(=)0 has no zero in
(0, 1). Thus, z(=)(t, } ) has no zero in (0, 1) for all t0 by oscillation number
results [1] (see Remark 1). Hence, we can apply torsion number results
[3] to the solution (w(=), z(=)) of the rotated system (6). These results [3,
Theorem 2] ensure that there is t (=)0 >0 and a continuous function
.(=): [t (=)0 , )_[0, 1]  R such that
w(=)(t, x)
z(=)(t, x)
=tan .(=)(t, x) for all (t, x) # [t (=)0 , )_(0, 1).
Since z(=)(t0 , } ) has no zero in (0, 1), we may assume w.l.o.g. that
.(=)(t (=)0 , x) # [&?2, ?2]. It follows by [3] that [0, 1] % x [ .(=)(t, x) # R
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is either constant, i.e. .(=)(t, x)=.= # (&?2, ?2) for all (t, x) # [t (=)0 , )_
[0, 1], or the map
m (=)+ : [t
(=)
0 , ) % t [ max
[0, 1]
.(=)(t, } ) # R
is strictly decreasing and the map
m (=)& : [t
(=)
0 , ) % t [ min
[0, 1]
.(=)(t, } ) # R
is strictly increasing. Furthermore, the so called torsion
(=): [t (=)0 , ) % t [ max
[0, 1]
.(=)(t, } )& min
[0, 1]
.(=)(t, } ) # [0, )
is well defined, continuous, decreasing and either identically 0 or it tends
to 0 for t   (see [3, Theorem 3]). Thus, m (=)+ and m
(=)
& converge to some
.= # (&?2, ?2) (here we use the fact that m (=)+ ?2 and m
(=)
& &?2).
3. By Lemma 2, there is a sequence (t (=)n ), t
(=)
n Z, such that
(u(=), v(=))(t (=)n ) converges in the C
1-norm to some limit (u (=), v (=)) # |(u (=)0 , v
(=)
0 ).
Using the fact that .(=)(t, } ) converges to .(=) # (&?2, ?2) by Step 2, there
is r (=) # H 10 such that (u
(=), v (=))=r (=)(sin . (=), cos . (=)). By Theorem 2, we
get (u (=), v (=)) # PP _ [(0, 0)]. We want to show that (u (=), v (=))  PZ . Since
m(=)+ and m
(=)
& converge to .
(=) for t  , it follows that
max
[0, 1]
|.(=)(t (=)n , } )&.
(=)|  0 (n  ),
and, thus, r(t (=)n ) converges to r
(=) (in H 10). Since (u
(=), v (=)) is a PPSZ by
assumption, the continuous representative r (=)( } ) of r (=) is not identically
zero and has at least one zero in (0, 1). Thus, r (=)( } ) cos .(=) is not identical
to zero (because of .(=) # (&?2, ?2)) and it has at least one zero in (0, 1).
Hence, we get
$= :=inf[&,&r (=) cos .(=))&C 0 : , # C([0, 1], R), ,(0)=,(1)=0,
,(x){0 \x # (0, 1)]>0.
Since z(=)(tn) has no zeros in (0, 1), it follows that
&z(=)(tn)&r (=) cos .(=)&H10&z
(=)(tn)&r (=) cos .(=)&C 0
$=>0 for all n # N.
(Note that C0((0, 1))/H 10((0, 1)) with continuous embedding.) This
contradicts the fact that (u(=), v(=))(tn) converges (in H 10) to (u
(=), v (=))=
r (=)(sin . (=), cos . (=)). Thus, we have shown that (u (=), v (=))  PZ .
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4. By Step 3, we have (u (=), v (=)) # PN _ [(0, 0)].
Let 1 :=[(u, v)(t): t0] be the periodic orbit associated with the PPSZ
(u, v). With similar considerations as in Step 3, it follows that
d :=distH10[PN _ [(0, 0)], 1]>0.
Thus, we have
distH 10[(u
(=), v (=)), 1]d>0 for all =>0.
We set U :=[(u$, v$) # H10_H
1
0 : distH 10 [(u$, v$), 1]<d2]. Since &(u
(=)
0 , u
(=)
0 )
&(u, v)(0)&H10  0 (=  0), we can find a point (u
(=)
0 , u
(=)
0 ) in every neigh-
bourhood of (u, v)(0) such that the solution of (3) which starts at (u (=)0 , u
(=)
0 )
leaves U after some finite time. In particular, this means that 1 is unstable,
i.e. (u, v) is an unstable periodic solution.
Thus, the proof of Theorem 3 is complete.
We can construct examples (i.e. functions f ) in which (3) has a stable PPSN
as well as examples in which (3) has an unstable PPSN. The reason is, of course,
that a periodic solution r of (9) (defined as in the last section) which is always
positive in (0, 1) might be stable as well as unstable, depending on the
underlying function h (which depends on f ). If we restrict ourselves to
functions f : R2  R which satisfy the following monotonicity condition
’Df \\cos .sin .+ ’+\
cos .
sin .+<0 for all ., ’ # R, ’{0, (10)
then we can prove that every PPSN is stable. Loosely speaking, condition
(10) means that the graph of f has its maximum at the origin and f looks
like a ‘cap’, i.e. it decreases along every ray which starts at the origin.
Theorem 4. If f satisfies condition (10), then every PPSN is stable.
Proof. 1. Let (u , v ): [0, )  L2_L2 be a PPSN of (3) and take
r : [0, )  L2, .0 # R as in Definition 2. W.l.o.g. we assume that .0=0,
i.e., we have (u , v )(t)=r (t)(cos t, sin t).
Furthermore, let (w , z )=(r , 0) be the corresponding rotated solution. In
order to prove stability of (u , v ), we examine the linear variational system
(i.e. the linearization of (3) at the periodic solution (u , v )=r (cos t, sin t))
d
dt \
u
v+=* \
uxx
vxx ++\
u
v+ f \r \
cos t
sin t++
+r \cos tsin t+_Df \r \
cos t
sin t++\
u
v+&+\
&v
u + . (11)
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If the period map of the linear system (11) has a simple eigenvalue 1 and
all other eigenvalues are contained in a disc D\=[‘ # C : |‘|\] for some
\<1, then the PPSN (u , v ) is stable (see for example [10]). We note that
in our autonomous situation the period map of the linear variational
system will always have an eigenvalue 1.
2. Let _P be the spectrum of the period map associated with system
(11) (which is the time-2?-map). It is a well known fact that the period
map is compact and _P"[0] consists only of eigenvalues (see, for example,
[10, p. 197] or [11, p. 236]). Since the time-2?-map is a compact operator
[10], we only have to show that the period map has a simple eigenvalue
1, while all other eigenvalues are contained in the unit disc [‘ # C : |‘|<1].
We assume that + # C is an eigenvalue of the period map which satisfies
|+|1. We want to show that +=1 and 1 is a simple eigenvalue.
Let (u, v) be the, in general complex-valued, solution of the linear system
(11) which satisfies (u, v)(2?)=+(u, v)(0). We define the (complex valued)
rotated function (w, z) associated with (u, v) as in Definition 1. Then (w, z)
solves the linear system
wt=*wxx+wf \r \cos tsin t+++w _r Df \r \
cos t
sin t++\
cos t
sin t+&
+z _r Df \r \cos tsin t++\
&sin t
cos t +& , (12)
zt=*zxx+zf \r \cos tsin t++ .
Furthermore, we have (w, z)(2?)=+(w, z)(0), i.e. (w, z)(0) is an eigen-
vector of the period map associated with the rotated system (12).
3. We examine the linear equation
‘t=*‘xx+‘ f \r \cos tsin t++ . (13)
Since r is periodic with period 2?, we can apply a result of Chow, Lu and
Mallet-Paret [8] which ensures that there is an isomorphism 8: L2((0, 1))
 L2((0, 1)) and q # W2, 2((0, 1)) such that the solution ‘ : [0, )  L2((0, 1))
of
‘ t=*‘ xx+q(x) ‘ , 0<x<1, (14)
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with Dirichlet boundary conditions on (0, 1) and initial value ‘ (0)=8(‘(0))
satisfies
‘ (2?k)=8(‘(2?k)) for all k # N.
Since the Schro dinger operator
A: (H 10 _H
1
0) & (H
2_H2)  L2_L2, A :=*
d 2
dx2
+q
has only real and simple eigenvalues which only accumulate at & (see
[8] or [9]), the time-2?-map associated with (14) has only simple and
positive eigenvalues which only accumulate at the origin. Furthermore, A
is a compact and self adjoint operator [9]. Thus, there is an orthonormal
system of eigenfunctions of the time-2?-map of (13).
Since 8 is linear, ‘(2?)=+^‘(0) implies that ‘ (2?)=+^‘ (0), too. Thus,
there is an orthonormal system [‘n : n # N] of eigenfunctions of the period
map associated with (13) with corresponding eigenvalues +n , +n z0.
We want to prove that the continuous representative ‘1( } ) of ‘1 has no
zero in (0, 1). We assume that ‘1( } ) has at least one zero in (0, 1). We take
=>0 such that (the continuous representative of)
‘(=)0 :=sin(? } )+=‘1
has no zero in (0, 1) and the scalar product (‘ (=)0 , ‘1)H 10 is not zero. Let ‘
(=)
be the solution of (13) with initial value ‘ (=)0 . By oscillation number results
[1], ‘(=)(t, } ) has no zero in (0, 1) for all t0. On the other hand we can
write ‘ (=)0 in the form
‘ (=)0 = :

j=1
aj‘j
with real coefficients aj . Thus, we get
+&k1 ‘
(=)(2?k)=+&k1 :

j=1
a j+kj ‘j= :

j=1 \
+j
+1+
k
a j ‘j  a1‘1 (k  ),
where this sum converges in the space H 10 . Since ‘1( } ) has at least one zero
in (0, 1), there is a positive integer k such that
:

j=1 \
+j
+1 +
k
aj‘ j
has at least one zero. Thus, ‘(=)(2?k, } ) has at least one zero in (0, 1) which
is a contradiction.
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We note that we can prove similar results for the time-2?-map associated
with the linear equation
|t=*|xx+|f \r \cos tsin t+++| _r Df \r \
cos t
sin t++\
cos t
sin t+& . (15)
4. Arguing as in Section 2, we see that there is a function (w( } , } ),
z( } , } )) # C((0, )_[0, 1], C2) such that w(t, } ), z(t, } ) # C3([0, 1], C) for
all t>0, w( } , x), z( } , x) # C1((0, ), C) for all x # [0, 1], (w(t, } ), z(t, } )) is
a representative of (w, z)(t) for all t>0, and (w( } , } ), z( } , } )) solves (12) in
the classical sense.
In this step we assume that z0. Since z solves the linear equation (13)
and z(2?)=+z(0), we get + # (0, ) by Step 3.
Since z0, the real part or the imaginary part of z is not identically
zero. Let z$ be either the real part or the imaginary part of z such that z$
is not identically zero.
We note that (z$( } , } ), r ( } , } )) # C((0, )_[0, 1], R2) is a (classical)
solution of

t \
!
’+=*
2
x2 \
!
’++\
!
’+ f \r \
cos t
sin t++ (16)
with Dirichlet boundary condition, i.e. (z$( } , 0), r ( } , 0))#(z$( } , 1), r ( } , 1))
#0. Since r (t, x){0 for all x # (0, 1), t>0, we can apply [3] which
ensures that there are t0>0 and . # C([t0 , )_[0, 1], R) such that
z$(t, x)
r (t, x)
=tan .(t, x) for all (t, x) # [t0 , )_(0, 1).
Furthermore, r (t, } )>0 in (0, 1) implies that we can choose . such that
&?2.(t, x)?2 for all (t, x) # [t0 , )_[0, 1]. Then the so called
torsion number results [3] imply that
m+ : [t0 , ) % t [ max
[0, 1]
.(t, x) # (&?2, ?2]
is either constant or strictly decreasing,
m& : [t0 , ) % t [ min
[0, 1]
.(t, x) # [&?2, ?2)
is either constant or strictly increasing, and
: [t0 , ) % t [ m+(t)&m&(t) # [0, ?)
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is either constantly zero or strictly decreasing. Furthermore, if  is non-
zero, then neither m+ nor m& are constant. The function  is called the
torsion.
Case 1. 0.
Let n0 be a positive integer such that 2?n0t0 . Since .(2?(n0+1), } )=
+.(2?n0 , } ) (note that + is real), we get
m+(2?(n0+1))=+m+(2?n0),
m&(2?(n0+1))=+m&(2?n0),
and, in particular, (2?(n0+1))=+(2?n0). Since  is strictly decreasing,
it follows that +<1, which contradicts the choice of + in Step 2. Hence,
Case 1 cannot occur.
Case 2. #0.
Since m+ and m& are constant and they coincide, .(t, } ) must be
constant for all tt0 , i.e. there is : # (&?2, ?2) such that .(t, x)=: for
all (t, x). We set c$ :=tan : # R. By definition of ., we obtain that
z$(t, x)=c$r (t, x) for all tt0 , x # [0, 1].
Since we get the same result for non-zero real and the imaginary part of z,
it follows that z is a multiple of r , i.e. there is c # C such that z=cr .
5. In this step we assume that z#0. Then w solves the linear equa-
tion (15), i.e. w(0) is an eigenfunction of the time-2?-map Tw associated
with equation (15) with corresponding eigenvalue +. By Step 3 we know
that the eigenvalues of Tw are real, positive and accumulate only at 0.
Let +^>0 be the maximal eigenvalue of Tw , w^ the corresponding eigenfunc-
tion. We note that w^ is positive by Step 3. Furthermore, let T(t, s): H 10  H
1
0
be the evolution operator of the PDE
yt=*yxx+ yf \r \cos tsin t++
with Dirichlet boundary conditions on (0, 1). As shown in Step 3, the
period map Py : H 10 % y0 [ T(2?, 0) y0 # H 10 has only positive eigenvalues,
and there is an orthonormal system [ yn : n # N] of eigenfunctions. As
shown in Step 4, all eigenvalues of the period map Py are contained in
(0, 1] and the eigenvalue 1 has multiplicity 1 (because yn is an eigenfunction
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with corresponding eigenvalue +n=1 if and only if yn is a multiple
of r ). Thus, it follows that
(T(t, 0) y0 , y0)L2& y0 &2L2 for all y0 # H
1
0 , t>0. (17)
We introduce
R: [0, ) % t [ r (t) Df \r (t) \cos tsin t++\
cos t
sin t+ # C3([0, 1]).
Since w^ is a solution of (15), it follows (by the variation of constants
formula) that
+^w^(0)=w^(2?)=T(2?, 0) w^(0)+|
2?
0
T(2?, s) R(s) w^(s) ds. (18)
Since +^ is the largest eigenvalue of the period map with w^(0){0, it follows
by Step 2 that the eigenfunction w^(0) associated with this largest eigenvalue
is positive in (0, 1). Multiplying (18) with w^(0), we obtain using (18)
+^ &w^(0)&2L2&w^(0)&2L2+|
2?
0
(T(2?, s) R(s) w^(s), w^(0))L2 ds.
Since w^(0) is positive in (0, 1), w^(s) is also positive in (0, 1) (by oscillation
number results [1]). Since R(t) # C3([0, 1]) is a function which has only
negative values in (0, 1), it follows that T(2?, s) R(s) w^(s) has only negative
values in (0, 1), too. In particular, we get
(T(2?, s) R(s) w^(s), w^(0))L2<0 for all s # [0, 2?].
Hence, it follows that
+^ &w^(0)&2L2<&w^(0)&
2
L2
which implies that +^ is smaller than 1. Thus, the maximal eigenvalue of Tw
is smaller than 1. In particular, + is not an eigenvalue of Tw . Since z#0
would imply that Tww=+w, we obtain that z0 for the eigenfunction
(w, z) of the period map mentioned in Step 2 with corresponding eigen-
value +, |+|1.
6. By Step 5, |+|1 implies that z0. Thus, Step 4 gives +=1 and
z=cr with c # C. Hence, +=1 is the only possible eigenvalue of the period
map associated with the variational system (11) which lies in [‘ # C :
|‘|1]. Thus, it only remains to show that +=1 is a simple eigenvalue.
248 MATTHIAS BU GER
An elementary computation shows that the solution (u1 , v1) of (11)
which has initial value (&rt(0), r (0)) is an eigenfunction of the time-2?-
map with eigenvalue 1. Let (u2 , v2) be another eigenfunction associated
with eigenvalue 1. Furthermore, define rotated solutions (wj , zj), j=1, 2, as
in Definition 1. Then we get z2 0 by Step 5 and, thus, z2=c2r with some
c2 # C by Step 4. Hence, if c2w1 {w2 , then
c2 \w1z1 +&\
w2
z2 +=\
c2w1&w2
0 +
is an eigenfunction associated with eigenvalue 1, which is not possible by
Step 5. Therefore, we get (w2 , z2)=c2(w1 , z1), i.e., 1 is in fact a simple
eigenvalue.
This completes the proof.
6. UNIQUENESS OF THE PPSN
We have shown that every solution tends either to the zero solution or
to a PPS; furthermore, we know that all PPSZs are unstable while PPSNs
are stable if f satisfies condition (10). In this section we assume that (10)
is valid, and we are interested in the number of different PPSNs where two
periodic solutions are called different if the corresponding periodic orbits
do not coincide.
Theorem 5. If f satisfies (10) and * fulfils
&*?2+ f (0, 0)0,
then there is no periodic solution of (3). In particular, this means that all
solutions of (3) tend to the zero solution.
Proof. Let (u, v) be a solution of (3), and take (u 0 , v 0) in the corre-
sponding |-limit set. Furthermore, let (u , v ) be the solution of (3) with
initial value (u 0 , v 0). We introduce the linear operator
L: H 10 & H
2 % y [ (*2+ f (0, 0)) y # L2.
We note that the spectrum of L consists only of real eigenvalues +0 [9];
furthermore, there is an orthonormal system of eigenfunctions of L. Thus,
we get
(u , Lu )L20,
(19)
(v , Lv )L20.
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We note that condition (10) implies that f (!, ’)< f (0, 0) for all
(!, ’) # R2"[(0, 0)]. Hence, we obtain using (19)
d
dt "\
u
v +"
2
L2
=2 |
1
0
u u t+v v t
=2 |
1
0
*(u u xx+v v xx)+(u 2+v 2) f (u , v )
<|
1
0
*(u u xx+v v xx)+(u 2+v 2) f (0, 0)
=2(u , Lu )L2+2(v , Lv )L20.
Thus, &(u , v )&L2 is strictly decreasing if (u , v ) is not the zero solution. Since
(u , v ) is either zero or periodic by Theorem 2, it follows that (u , v )#(0, 0),
i.e. (u 0 , v 0)=(0, 0). Hence, the assertion follows.
Theorem 6. We assume that f satisfies (10) and there is c>0 such that
f (!, ’)<0 for all (!, ’) # R2, - !2+’2>c. Furthermore, we assume that *
fulfills
&*?2+ f (0, 0)>0.
Then there is exactly one PPSN, where two periodic solutions are said to be
different if and only if the corresponding periodic orbits are different.
Proof. 1. We introduce the linear operator
L* : (H 10 & H
2)2 % \uv+ [ (*2+ f (0, 0)) \
u
v++\
0
1
&1
0+\
u
v+ # L2_L2.
We note that the spectrum of L* consists only of simple and isolated
(complex conjugated) eigenvalues [9]
&*n2?2+ f (0, 0)\i, n=1, 2, 3, ...
We take *0>0 such that &*0?2+ f (0, 0)=0. Thus, L*0 has a pair of pure
imaginary eigenvalues \i. Furthermore, if we take *>*0 , then the spectrum
of L* is contained in H= :=[‘ # C : Re ‘&=] for some ===(*)>0. Hence,
the zero solution is a stable solution of (3) for *>*0 . We note that L* has at
least two eigenvalues with positive real part if *<*0 ; thus, the zero solution
of (3) is unstable for *<*0 .
Hence, by well known bifurcation results [10] we obtain that there is a
uniquely determined stable periodic solution which bifurcates from the
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origin when * becomes smaller than *0 . By Corollary 1, this periodic solu-
tion is planar. By Theorem 3, it cannot be a PPSZ; thus, it is an PPSN.
This means that there are a positive number $>0 and points r* # H 10 for
* # (*0&$, *0) such that
v (*0&$, *0) % * [ r* # H 10 is continuous,
v r*  0 (*Z*0),
v the continuous representative r*( } ) of r* has no zeros in (0, 1) for
all * # (*0&$, *0),
v \u*v* + (t) :=r* \
cos t
sin t+ , * # (*0&$0 , *0),
is a PPSN.
2. We take *& # (0, *0). We show that there is a compact subset
C=C(*&) of H 10_H
1
0 such that every stable periodic solution (u^* , v^*),
* # [*& , *0], of (3) with diffusion constant * # [*& , *0] has its values in C,
i.e. (u^* , v^*)(t) # C for all t.
We take N=N(*&) # N such that &*0n2?2+ f (0, 0) is negative for all
nN. Then we set
$ :=*0N 2?2& f (0, 0)>0.
We take * # [*& , *0] and keep this value fixed for the rest of this step.
Then we introduce $0 :=&*?2+ f (0, 0)>0,
c1 :=\ $$0+$+
&12
(N&1)c,
c2 :=c21 f (0, 0)*& and
C=C(*&) :={(u0 , v0): (u0 , v0)=r0(cos ., sin .) with . # R,
r0 # H 10 & H
2, |
1
0
[(r0)xx]2c2= .
Since H 2 & H 10 /H
1
0 with compact imbedding and
&\& :=\|
1
0
(\xx)2+
12
is equivalent to the usual Sobolev norm on H2 & H 10 (see [10]), it follows
that C is a compact subset of H 10_H
1
0 .
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We assume that there is a stable periodic solution (u^* , v^*) of (3) (other-
wise the assertion of this step is obviously satisfied). We note that (u^* , v^*)
is planar and can thus be written in the form (u^* , v^*)(t)=r^*(t)(cos(t+.0),
sin(t+.0)). W.l.o.g. we assume that .0=0. We note that r^*(t) has a repre-
sentative r^*(t, } ) # C 3([0, 1]) as mentioned in Section 2. Furthermore, r^* is
a periodic solution (with period 2?) of
rt=*rxx+rf \\cos tsin t+ r+ , t>0, 0<x<1, (20)
with Dirichlet boundary conditions. First we show that that
&r^*(t)&Lc for all t.
We assume that this is not true, i.e.
m :=max[r^*(t, x): (t, x) # [0, 2?]_[0, 1]]>c.
We take (t0 , x0) # [0, 2?]_[0, 1] such that r^*(t0 , x0)=m. This implies
that r^*( } , x0) has a maximum at t0 as well as r^*(t0 , } ) has a maximum at
x0 . Hence, we obtain that

t
r^*(t0 , x0)=0,
2
x2
r^*(t0 , x0)0.
Using the PDE (20), it follows that
r^*(t0 , x0) f \\cos t0sin t0 + r^*(t0 , x0)+0.
Since we have f (!, ’)<0 for all (!, ’) # R2 with - !2+’2>c, we get a
contradiction. Thus, we have shown that &r^*(t)&Lc for all t.
We introduce the linear operator l* : H 10 & H
2 % \ [ (*2+ f (0, 0)) \ # L2.
By definition of N and $ , we get for all nN
(sin(n? } ), l* sin(n? } ))H 10 :=|
1
0
(sin(n? } ))x ((&*n2?2+ f (0, 0)) sin(n? } ))x
=n2?2(&*n2?2+ f (0, 0)) |
1
0
(cos(n? } ))2
&12 n
2?2$ .
Since [0, ) % t [ r^*(t) # H 10 is periodic, there is t0=t0(*)>0 such that
m0 :=&r^*(t0)&H10=sup[&r^*(t)&H10 : t # [0, )].
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Since this is a maximum, it follows that ddt &r^*(t)&H 10 | t=t0=0. Hence, we get
10 ( r^*(t0))x (r^*(t0))xt=0 which gives
0=|
1
0
(r^*(t0))x \*(r^*(t0))xxx+( r^*(t0))x
} _ f \\cos t0sin t0 + r^*(t0)++ r^*(t0) Df \\
cos t0
sin t0 + r^*(t0)+\
cos t0
sin t0 +&+
* |
1
0
(r^*(t0))x (r^*(t0))xxx+ f (0, 0) |
1
0
[(r^*(t0))x]2
=|
1
0
(r^*(t0))x (l* r^*(t0))x=( r^*(t0), l* r^*(t0))H10 . (21)
We take an=an(t0 , *) # R such that r^*(t0)=- 2 n=1 an sin(n? } ). Thus,
(21) gives
0( r^*(t0), l* r^*(t0))H10= :
N&1
n=1
a2n n
2(&*n2?2+ f (0, 0))+ :

n=N
&a2nn
2$ .
Using the definition of $0 , we obtain that
$0 :
N&1
n=1
a2nn
2$ :

n=N
a2nn
2.
Hence, we get
:
N&1
n=1
a2nn
2
$
$0+$
:

n=1
a2nn
2=
$
$0+$
&r^*(t0)&2H 01 .
Since
:
N&1
n=1
a2nn
2(N&1)2 :

n=1
a2n=(N&1)
2 &r^*(t0)&2L2
(N&1)2 &r^*(t0)&2L(N&1)
2 c2,
it follows that
&r^*(t0)&H 10\ $$0+$+
&12
(N&1)c=c1 .
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Using inequality (21) and integration by parts, we obtain that
|
1
0
( r^*(t0))xx (l* r^*)(t0)0.
Hence, we have * 10 [( r^*(t0))xx]
2+ f (0, 0) 10 ( r^*(t0))xx r^*(t0)0 and, thus,
* |
1
0
[( r^*(t0))xx]2 f (0, 0) * |
1
0
[(r^*(t0))x]2.
Using the definition of c1 and c2 , we get
|
1
0
[( r^*(t0))xx]2
f (0, 0)
*&
c21=c2 .
Thus, we get (u^* , v^*)(t) # C for all t.
3. We assume that there is *>0 and a stable periodic solution
(u^* , v^*)(t)=r^*(t)(cos t, sin t) of (3). By Theorem 3, it follows that (u^* , v^*)
is a PPSN. We note that the periodic orbit 1 * :=[(u^* , v^*)(t): t # R] inter-
sects the hyperplane
H :={(u0 , v0) # H 10_H 10 :
\ \u0& r^*(0)v0 + , \
*( r^*(0))xx+ r^*(0) f (r^*(0), 0)
r^*(0) ++H10=0=
=(u0 , v0)&(u^* , v^* )(0) =ddt(u^* , v^* )(0)
transversally (using only the definition of PPSs). Thus, we can introduce
the Poincare map H & Q  H where Q is some neighbourhood of (u^* , v^*)(0)
=( r^*(0), 0). As shown in the proof of Theorem 4, the spectrum of the
Poincare map consists only of isolated eigenvalues of finite multiplicity
which are contained in some disc [‘ # C : |‘|<\], \<1. Hence, the
implicit function theorem implies that there is $=$(*)>0 and a uniquely
determined continuous map
(*&$, *+$) % * [ (u^* (0), v^* (0)) # H
such that the solution (u^* , v^* ) of (3) (with diffusion constant * ), which has
initial value (u^* (0), v^* (0)), is a stable periodic solution of (3). Thus, it has
to be a PPSN, i.e.
(u^* , v^* )(t)=r^* (t)(cos(t+.* ), sin(t+.* ))
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where .* is real and r^* (t, } ) has no zero in (0, 1) for all t. Furthermore, the
map
R : (*&$, *+$) % * [ r^* (0) # [ y # H 10 : y( } ) is positive in (0, 1)]=: H+
is continuous. Let the interval I/(0, ), (*&$, *+$)/I, be the maximal
interval to which (u^* (0), v^* (0)) can be extended. By Theorem 5 (and the
definition of *0 in Step 1), we know that I/(0, *0). In particular, this
means that i\ defined by i& :=inf I, i+ :=sup I satisfy 0i&<i+*0 .
We want to show that i&=0 and i+=*0 .
First we assume that i+<*0 . We take *& # (i& , i+) and introduce
C = C(*&) as in Step 2. Thus, we have (u^* (0), v^* (0)) # C for all * #
(*& , i+). Since C lies compact in H 10_H
1
0 , (u^* (0), v^* (0)) accumulates at
some (u 0 , v 0) for *  i+ . Since (u^* , v^* ) is a periodic solution of (3) for all
* # (*& , i+) with period 2?, it follows that
(u, v)(2?; *0 , (u 0 , v 0))&(u 0 , v 0)=0,
where (u, v)(t; * , (u0 , v0)) denotes the solution of (3) with diffusion constant
* and initial value (u0 , v0). Therefore, (u 0 , v 0) is either a stationary solution
or a periodic solution (with period 2?) of (3).
Case 1. (u 0 , v 0) is a stationary solution.
Since the trivial solution is the only stationary solution of (3), we get
(u 0 , v 0)=(0, 0), and a stable periodic solution bifurcates from the origin at
* =i+ . As shown in Step 1, the spectrum of the linear variational operator
L* at the zero solution consists only of eigenvalues with the property that
v all eigenvalues have negative real part if * >*0 ,
v there is at least one eigenvalue with positive real part if * <*0 .
Hence, a stable periodic solution can only bifurcate from the origin at
* =*0 . This implies that i+=*0 which contradicts our assumption.
Case 2. (u 0 , v 0) is a periodic solution.
Since (u^* (0), v^* (0)) is a PPSN for all * # (*& , i+), it follows that (u 0 , v 0)
has a continuous representative which is non-negative in (0, 1). Hence,
(u, v)(t; *0 , (u 0 , v 0)) is a PPSN and, thus, stable. This contradicts the
maximality of i+ .
Hence, we have shown that i+=*0 .
In order to show that i&=0 we assume that i&>0, set *&=i&<i+=
*0 and proceed similarly to the proof of i+=*0 . This gives I=(0, *0), i.e.
any PPSN can be extended to the whole parameter interval I.
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4. By Step 3 we know that any PPSN can be extended uniquely to
the interval I=(0, *0). Furthermore, following the argument of Step 3,
Case 2, we obtain that (u^* (0), v^* (0)) tends to the origin for * Z*0 , i.e. the
periodic solution bifurcates from the origin at * =*0 . Since exactly one
periodic orbit bifurcates from the origin at * =*0 by Step 1, there is at
most one PPSN for every * <*0 .
Since there is a PPSN (u* , v*) for some *<*0 by Step 1, this PPSN can
be extended to the whole interval I (see Step 3). Thus, there is exactly one
PPSN for every * # (0, *0). This proves the theorem.
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