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Zusammenfassung
Angetriebene mikroskopische Teilchen, z. B. Bakterien, Spermien und Proteinﬁl-
amente, zeigen Selbstorganisation in Strukturen wie Clustern, Wirbeln und Wel-
len. Einige dieser Strukturen sind mehrere Grössenordnungen größer als einzelne
Schwimmer. Es ist oft noch unverstanden wie sich diese komplexen Strukturen
bilden und wie sich “intelligente” Mechanismen für die Strukturbildung durch die
Wechselwirkung der vielen “einfachen” Einheiten herausbilden. Die Erklärung der
Strukturbildung ist jedoch nicht nur wichtig um das Verhalten der Schwimmer
zu kontrollieren, sondern auch um die Eigenschaften “aktiver Materie” im Allge-
meinen zu verstehen—von biologischen Mikroschwimmern und Nanorobotern für
das gezielte Einbringen von Medikamenten bis hin zu neuartigen Materialien.
Das kollektive Verhalten von Mikroschwimmern wird auf der Basis verschie-
dener Modelle untersucht. Angetriebene Punktteilchen, die entsprechend vorge-
gebener Regeln wechselwirken, wurden in den letzten Jahren intensiv erforscht.
Die Einfachheit dieser Modelle erlaubt die Anwendung analytischer Theorien, je-
doch können solche Modelle keine Verbindung zwischen dem kollektiven Verhalten
vieler Schwimmer und den physikalischen Wechselwirkungen zwischen einzelnen
Schwimmern herstellen. Untersuchungen mit Hilfe von Modellen, die die phy-
sikalischen Wechselwirkungen zwischen stäbchenförmigen Teilchen berücksichti-
gen, deuten darauf hin, daß die sterischen Wechselwirkungen zusammen mit der
Antriebskraft ausreichend sind um kollektive Strukturbildung zu erklären. Viele
Aspekte, wie zum Beispiel der Einﬂuß von Teilchendichte, Teilchenform, Akti-
vität, Fluktuationen der Umgebung, Polydispersität, hydrodynamischer Wech-
selwirkungen und gegenseitiger Reibung, wurden noch nicht systematisch unter-
sucht; ein komplettes Verständnis des kollektiven Verhaltens von Mikroschwim-
mern fehlt derzeit noch.
In dieser Arbeit wurde ein neuer Ansatz verwendet um das Verhalten an-
getriebener Stäbchen in der Nähe von Oberﬂächen zu simulieren. Anstelle des
kompletten dreidimensionalen Systems—das sehr aufwendige Computersimula-
tionen erfordert—werden Stäbchen untersucht, die sich nur in einer Ebene be-
wegen. Eine essentielle Eigenschaft des dreidimensionalen Systems wird jedoch
beibehalten: die Stäbchen können sich durchdringen, wobei eine Energiebarriere
überwunden werden muß. Dieser Ansatz kombiniert die Eﬃzienz zweidimensio-
naler Simulationen mit der Möglichkeit Strukturen zu ﬁnden, die mit zweidimen-
sionalen Modellen sich nicht durchdringender Stäbchen nicht zugänglich sind.
Diese quasi-zweidimensionalen Systeme sind Teil einer Klasse aktiver Systeme,
die sowohl Mikroschwimmer in der Nähe von Wänden als auch Filamente auf
einem Substrat beinhaltet. Die Computersimulationen für zwei sich kreuzende
Filamente sind konsistent mit Experimenten für Proteinﬁlamente, die sich in
Motilitäts-Assays kreuzen.
Mit Hilfe von Monte-Carlo-Simulationen wird der Phasenübergang zwischen
der isotropen und der nematischen Phase passiver Stäbchen untersucht. Zusätz-
lich zur Stäbchendichte ist die Energiebarriere für das Kreuzen der Stäbchen
wichtig, um den Übergang zu bestimmen. Eine erweiterte Onsager-Theorie zur
Bestimmung des Phasenübergangs der sich durchdringenden Stäbchen stimmt
sehr gut mit den Simulationsdaten überein.
Simulationen der Langevin-Gleichung (Brownsche Dynamik) werden verwen-
det um die Strukturbildung für verschiedene Antriebskräfte der Stäbchen, Fluk-
tuationen der Umgebung und Energiebarrieren für Überlapp zu untersuchen.
Häuﬁg werden große, wurmartige Cluster beobachtet, die mit hoher Richtungs-
stabilität in einem ”Gas” zufällig orientierter, einzelner Stäbchen schwimmen.
Die charakteristische Gasdichte der Stäbchen, sie sowohl durch Simulationen als
auch durch einfache analytische Rechnungen charakterisiert wird, ist unabhängig
von der Gesamtdichte der Stäbchen im System. Sie ist nur durch die Antriebs-
kraft und die Länge einzelner Stäbchen bestimmt. Der Beginn der Clusterbildung
korrelliert mit der charakteristischen Gasdichte und weist Ähnlichkeiten zur ho-
mogenen Keimbildung bei nicht angetriebenen Systemen auf. Obwohl die Wech-
selwirkungen zwischen Stäbchen rein repulsiv sind, können eﬀektive Bindungs-
energien im Cluster bestimmt werden. Diese Bindungsenergien sind vergleichbar
mit Bindungsenergien, die in Kolloidlösungen gefunden wurden.
Im Gegensatz zu Modellen für Stäbchen, die sich nicht durchdringen kön-
nen, führt beim vorliegenden Modell eine Erhöhung der Antriebskraft nicht not-
wendigerweise zur parallelen Orientierung der Stäbchen, da sich gleichzeitig die
eﬀektive Energiebarriere für das Kreuzen zweier Stäbchen erniedrigt, was die Clu-
sterbildung vermindert. Bei starken Antriebskräften, für hohe Schimmgeschwin-
digkeiten, kreuzen sich einzelne Stäbchen und Cluster wieder häuﬁger, so daß das
Modell ein “Fenster” für die Clusterbildung aufweist. Cluster werden für mittlere
Antriebskräfte der Stäbchen beobachtet, wenn die Antriebskräfte groß genug sind
um über die Fluktuationen der Umgebung zu dominieren und gleichzeitig klein
genug sind, so daß die Stäbchen sich noch nicht einfach durchdringen können.
Polydispersität ist in den meisten experimentellen Untersuchungen von Mi-
kroschwimmern unvermeidbar. In dieser Arbeit wird erstmalig geometrische Bi-
dispersität in Suspensionen aktiver Teilchen untersucht, die aus kurzen und lan-
gen Stäbchen bestehen. Abhängig von Dichten und Längen der Stäbchen zeigen
diese Systeme ein komplexes Phasenverhalten: eine ungeordnete Phase bei ge-
ringen Stäbchendichten, eine Phase mit einem Cluster der langen Stäbchen in
Koexistenz mit einem Gas aus vorwiegend kurzen Stäbchen, eine Phase mit Clu-
sterbildung sowohl der kurzen als auch die langen Stäbchen und eine ”gemischte”
Phase bei sehr hohen Stäbchendichten. Interessanterweise wird im bidispersen
System Clusterbildung der langen Stäbchen auch in einem Bereich des Phasen-
diagramms beobachtet, in dem ohne die kurzen Stäbchen keine Clusterbildung
auftreten würde.
Das vorab für homogene Systeme entwickelte Konzept der charakteristischen
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Gasdichte kann zur Erklärung aller beobachteten Phasen im bidispersen System
verwendet werden. Die Dichte und Länge der Stäbchen bestimmt sowohl die
Clusterbildung, als auch die Phasentrennung von kurzen und langen Schwim-
mern. Für festen Stäbchen-Volumenanteil kann mit Hilfe der Simulationsdaten
und analytischer Rechnungen eine kritische Länge der kurzen Stäbchen für den





Microscopic particles that swim by their own, such as bacteria, sperm cells, or
protein ﬁlaments, self-organize into delicate structures like clusters, vortices, and
wave-like ripples. Some of these structures are orders of magnitude larger than
the size of a single swimmer. It is not yet understood how such complex struc-
tures form, or in other words, how “smart” mechanisms needed for constructing
such structures arise from seemingly “dumb” units. Explaining the formation of
these structures is not only important to control the behavior of the swimmers,
but also to understand the properties of “active matter” in general, which span
from biological microswimmers to nanorobots used in drug-delivery or advanced
materials.
Several models have been suggested to explain the collective behavior of mi-
croswimmers. Self-propelled point particles that interact via imposed alignment
rules have been studied to a great detail in the recent years. Although the sim-
plicity of such models allows the formulation of analytical theories, these generic
models cannot provide a connection between the structures they generate and
the physical interactions that govern the motion of real microswimmers. Study
of models that account for physical interactions between rodlike swimmers sug-
gest that steric interactions between the particles together with self-propulsion
are suﬃcient to explain many of the experimentally observed large-scale struc-
tures. However, the eﬀects of the density of the particles, their shape, activity,
environmental noise, polydispersity, hydrodynamic interactions, and frictional
forces are not yet systematically investigated, and a complete picture for the
collective behavior based on these parameters is missing.
In this study, we have devised a new approach to simulate self-propelled rods
near substrates. Instead of simulating a full 3D system with rods—which is
computationally very demanding—we map the rods to the 2D plane. The key
idea is that, while doing so, we keep an essential feature of a 3D system: We
allow the rods to intersect—as if they were crossing over each other in 3D—via a
tunable energy barrier. This approach combines the eﬃciency of 2D simulations
with the possibility to ﬁnd structures that are unavailable using 2D models with
impenetrable rods. Such self-propelled particles in quasi two dimensions describe
a class of active systems that encompasses microswimmers close to a wall and
ﬁlaments propelled on a substrate. Our detailed comparison shows that the way
the swimmers intersect in our model is consistent with experiments in which
protein ﬁlaments cross over each other in motility assays.
Using Monte Carlo simulations, we ﬁrst determine the isotropic-nematic tran-
sition for passive rod suspensions. We show that, in addition to the density, the
energy barrier for rod crossing controls the formation of a nematic phase for
penetrable rods. Moreover, we generalize the Onsager theory for the isotropic-
nematic transition to the case of penetrable rods, and demonstrate its excellent
agreement with our simulations.
Using Brownian dynamics simulations for self-propelled rods, we characterize
cluster formation for rods as a function of propulsion strength, noise, and energy
barrier. We ﬁnd very large worm-like clusters that swim persistently inside a
“gas” of randomly oriented rods. An important result is that self-propelled rods
have a characteristic gas density. We demonstrate by performing both computer
simulations and analytical calculations that this gas density is independent of the
total rod density, and it only depends on the activity and the rod length. We
argue that the onset of cluster formation for self-propelled rods is related to this
characteristic gas density, and we discuss the similarities to homogeneous nucle-
ation processes. Although the interaction between the rods is purely repulsive,
we can also estimate a binding energy for rods that are part of a cluster. We show
that this binding energy is comparable to the binding energies at the liquid-gas
critical point in colloidal systems.
Contrary to models with impenetrable rods, an increase of the propulsion
strength in our model does not only favor alignment, but also eﬀectively de-
creases the potential barrier that prevents crossing of rods. We thus ﬁnd that at
high propulsion strengths (i.e. at high swimming velocities) individual rods and
even clusters frequently pass through each other. We therefore ﬁnd a “clustering
window”: Clusters only form at intermediate propulsion strengths, where the
propulsion is strong enough to dominate the noise, but also weak enough so that
rods cannot easily cross.
Polydispersity is inevitable in most experimental studies of microswimmers.
For the ﬁrst time, we study the eﬀect of geometric bidispersity in active rod
suspensions, where the system is composed of short and long rods. Depending
on the density and the length of each rod species, we ﬁnd a rich phenomenology
for the bidisperse system: a disordered phase at low densities, a segregated phase
with clusters of only the long rods, a phase where both long and short rods form
giant clusters, and a “remixed” phase at very high densities. We also report on
a phase where the presence of short rods imposes clustering of long rods in an
otherwise homogeneous long-rod suspension.
We employ the concept of characteristic gas density that we developed earlier
to explain the formation of all observed phases. We show that the density and
the length of rods control the cluster formation and segregation of short and
long swimmers. At ﬁxed rod volume fractions, we measure the critical short-rod
length for the mixing-demixing transition, and we show that this critical length
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Systems that contain a large number of units (e.g. molecules, cells, birds) some-
times exhibit collective phenomena: Every unit in the system behaves entirely
diﬀerently than it would do alone, and the behavior is dominantly aﬀected by the
“others” in the system. Collective behavior is one of the most intriguing aspects
of complex systems. Examples of collective behavior bridge over several orders
of magnitude in length scales. Crystallization of matter, bacterial colonies, ﬁsh
schooling, pedestrian lane formation, and tornadoes are just a few examples; see
Fig. 1.1.
(a) ice crystal (b) Bacillus subtilis (c) Caranx latus
(d) pedestrian ﬂow (e) tornado
Figure 1.1: Examples of collective behavior, from millimeters to kilometers: (a)
Microscopic image of a dendritic ice crystal [1], (b) growth pattern of Bacillus
subtilis bacteria [2], (c) schooling of Caranx latus (horse-eye jack) ﬁsh [3], (d) lane
formation in pedestrian ﬂow [4], and (e) early stage of formation of a tornado [5].
1
Introduction
Figure 1.2: Salmonella swims by rotating a bundle of helical ﬂagella. Figure is
taken from Ref. [6].
In this thesis, we are interested in the collective behavior of microscopic swim-
ming objects. We ﬁrst review some examples for such “microswimmers”, followed
by a short review of the hydrodynamic equations. We then introduce important
theoretical as well as experimental studies that have been performed on diﬀer-
ent systems of microswimmers in the recent years. We conclude this chapter by
drawing an outline of the results in the current thesis.
1.1 Self-propelled particles
Movement is an essential part of life for many living organisms. For most animals,
self-propulsion is often a way to ﬁnd food, escape from predators, search for con-
venient environmental conditions (like temperature or acidity), or to ﬁnd mates
for reproduction. Movement is also important in the case of micro-organisms
like cells and bacteria, where it actually means swimming in an often aqueous
living environment. These microscopic swimmers use several diﬀerent mecha-
nisms for self-propulsion. Here we review a few of biological as well as artiﬁcial
microswimmers.
1.1.1 Bacteria
Many bacteria like Escherichia coli [7] or Salmonella [6] swim using a helical
ﬁlament that is attached to their body and is called ﬂagellum; see Fig. 1.2.
Rotation of several of such ﬂagella causes a backward ﬂow in the surrounding
ﬂuid, hence generates a reaction force that propels the bacterium forward [6–8].
Each ﬂagellum rotates using a molecular motor that is anchored to the membrane
of the bacterium.
While coordinated rotation of all ﬂagella in a bacterium ideally generates a
movement in a straight line, the bacteria actually swim using a process called
“run-and-tumble”; see Fig. 1.3. The process works as follows: In the “run”
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Figure 1.3: Bacteria like E. coli and Salmonella swim in a process called “run-
and-tumble.” While in the run phase swimming is on a straight direction, in
the tumble phase the direction of motion changes due to the non-coordinated
rotation of one or a few of the ﬂagella. Figure is taken from Ref. [9].
phase, all ﬂagella rotate synchronously, resulting in motion in a straight line. In
the “tumble” phase, one or a few of the ﬂagella start rotating in the opposite di-
rection, which leads to a tumbling movement that changes the direction of motion
for the bacterium, apparently randomly. Before the next “run” phase, all ﬂagella
become coordinated again, and the self-propulsion continues in the new acquired
direction. Although the run-and-tumble process seems completely random, the
bacterium actually regulates this process to search for better environmental con-
ditions: If the bacterium feels that the conditions are improving upon moving in
a particular direction, it extends the period of the run phase, and vice versa.
1.1.2 Sperm cells
Sperm cells swim using snake-like rippling of a ﬂexible ﬂagellum; see Fig. 1.4.
Each sperm is composed of a spherical head and a long ﬂagellum. While the
head contains the nucleus and the genetic material, the ﬂagellum tail is mostly
Figure 1.4: Schematic diagram showing a simple description of a human sperma-
tozoon. Figure is taken from Ref. [10].
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Figure 1.5: (a) Schematic diagram of a sperm-based biobot. (b) Snapshot of the
biobot made of bull sperm cells. Figures are adapted from Ref. [12] and [13],
respectively.
composed of several protein ﬁlaments called microtubules that are arranged in
a joist-like structure. Using molecular motors that are placed between the ﬁla-
ments, these microtubules can slide along each other, causing the whole ﬂagellum
to bend. Sperm cells swim by actively deforming the ﬂagellum, forming snake-
like ripples that generate a backward ﬂow, and employing the reaction force that
pushes the sperm forward.
1.1.3 Artiﬁcial swimmers
There have been several attempts to construct artiﬁcial objects that can swim
on their own. Motivations for constructing such micro- and nano-robots span
from medical treatments to synthesizing advanced materials. One example of
such artiﬁcial swimmers are metallic Pt-Au nanorods that are made of platinum
at one end and gold at the other end [11]. When the rod is immersed in H2O2,
a chemical reaction at the platinum end happens that causes a propulsion force
for the rod.
Another example, which combines biological and non-biological mechanisms,
are “sperm-based biobots” that combine the propulsion mechanism of sperm cells
with the possibility to control the motion using external ﬁelds [12]; see Fig. 1.5.
Microtubes made of magnetic material trap sperm cells that enter the tubes from
their wider ends. The heads of the sperm are trapped, while their ﬂagella are
still free. The moving microtube can then be steered using an external magnetic
ﬁeld.
1.2 Life at low Reynolds number
In his famous lecture entitled Life at low Reynolds number (1977) [14], Edward
Purcell pointed out that swimming in water for microscopic organisms is quite
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diﬀerent than for macroscopic objects like humans. While humans employ iner-
tial eﬀects to swim, these eﬀects are negligible at the very diﬀerent lengths and
velocities of microswimmers. In fact, a good way to think about a bacterium
swimming in water is to think about a human swimming in a very viscous ﬂuid
like grease or honey.
The diﬀerence between the swimming of macroscopic and microscopic objects
can be easily demonstrated using the Navier-Stokes equation, which governs the





+ (v  r)v

= r2v rp+ fext ; (1.1)
where v = v(r; t) is the instantaneous velocity of ﬂuid at each point in space, 
is the ﬂuid density,  is the ﬂuid viscosity, p = p(r; t) is the pressure, and fext =
fext(r; t) is the external force that is applied to the ﬂuid. Using the characteristic
length L and velocity v0 of the swimmer under consideration, this equation can
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= r2v0  rp0 + f0ext : (1.2)
While this dimensionless form of the Navier-Stokes equation has the same math-
ematical structure, the contributions from the physical properties of the system
are all distilled in the dimensionless Reynolds number
R = Lv0 

: (1.3)
The Reynolds number, named after the British engineer and physicist Osborne
Reynolds, characterizes the importance of inertial eﬀects in the left hand side of
the Navier-Stokes equation.
One can estimate a numerical value for the Reynolds number by substituting
the density  and viscosity  of water, and the size L and the typical velocity v0
of a swimmer under consideration. We ﬁnd the Reynolds number
R  104 (1.4)
for human swimming in water and
R  10 4 (1.5)
for bacteria swimming in water. This means that while inertial eﬀects are very
important for swimming of a human in water, they can be safely neglected in
the case of microswimmers: For a bacterial swimmer, motion stops immediately




Figure 1.6: (a) Flock of starling. (b) Reconstruction of the 3D velocities of birds in
a ﬂock. (c) A linear relation between correlation length of the velocity ﬂuctuations
and the ﬂock size indicates that the correlations are scale-free. Figures are taken
from Ref. [28].
of Eq. (1.2) is practically zero, and the motion is governed by the much simpler
Stokes equation,
rp  r2v = fext : (1.6)
Contrary to the nonlinear and chaotic Navier-Stokes equation, the Stokes equa-
tion in Eq. (1.6) is both linear and time-independent. An important consequence
of this fact is the “scallop theorem” formulated by Purcell: A reciprocal motion
(like opening and closing of a scallop shell) is insuﬃcient to generate a net move-
ment, even if the two steps are performed at diﬀerent speeds. Because of the
scallop theorem, microswimmers generate motion using a set of movements that
breaks the time symmetry, i.e., the motion is diﬀerent when the movie is played
backward in time.
1.3 Experimental studies
Collective behavior of active bodies is frequently found in macroscopic systems
such as bird ﬂocks and ﬁsh schools [15], but also is found in microscopic systems
such as sperm cells [16,17], bacteria [18–21], motility assays with protein ﬁlaments
[22, 23], and manmade microswimmers that propel themselves forward using a
chemical or physical mechanism [11, 24–27].
1.3.1 Flocking of birds
Birds are known to ﬂock for increased foraging eﬃciency and to defend against
predators [29]. Recently, individual velocities and 3D positions of birds in star-
ling ﬂocks have been measured; see Fig. 1.6. It has been shown that the correla-




Figure 1.7: Cluster formation for Myxococcus xanthus bacteria gliding on an
agar substrate. The bacteria are approximately 4m long and have aspect ratios
a = 9  2. (a) Bacteria align when they collide. (b) At low packing fractions,
small clusters form. (c) At high packing fractions, very large clusters are observed.
Figures are taken from Ref. [20].
size [28]. Such scale-free correlations suggest that bird ﬂocks behave as critical
systems to increase the eﬃciency for response to environmental perturbations.
1.3.2 Clustering of bacteria
Many types of bacteria are known to aggregate and form clusters. For example,
Myxococcus xanthus bacteria which glide on an agar substrate form clusters above
a critical concentration of the bacteria [20,30]. Bacteria align when they collide,
which results in cluster formation; see Fig. 1.7(a). At low densities, only small
clusters form, and the cluster size distribution (CSD) decays like a scale-free
power law, as predicted by previous simulations [31–35]; see Fig. 1.7(b). At
high packing fractions, a second peak in the CSD appears at high cluster sizes,
indicating the formation of large clusters; see Fig. 1.7(c).
1.3.3 Structure formation in motility assays
Biological microswimmer systems are often mimicked by minimal “toy models”,
since it is easier to control the experimental conditions in these model systems,
and to isolate the eﬀect of diﬀerent physical interactions. One class of such
model systems are motility assays [22, 23] in which protein ﬁlaments move using
a “carpet” of propelling molecular motors that are anchored to the substrate; see
Fig. 1.8(a).
Motility assays with actin ﬁlaments have been studied and shown to form
large-scale structures at diﬀerent ﬁlament densities. Those include moving clus-
ters, swirls, and ripples of low- and high-density regions, called density waves; see
Fig. 1.8(b). The lateral dimension of each wave front of those waves is about 50




Figure 1.8: (a) Schematic diagram of a motility assay with actin ﬁlaments. Fila-
ments (red and gray) move upon temporarily binding to molecular motors (blue).
Only a fraction of the ﬁlaments are ﬂuorescently labeled. (b) Wave-like density
inhomogeneities (density-waves) at high densities of actin ﬁlaments. The struc-
tures move to the top right. Figures are taken from Ref. [22]. (c) Large-sclae
lattice of vortices in motility assays with microtubules. Scale bar is 2mm. Figure
is adapted from Ref. [23].
that will be discussed in Sec. 1.4 (including a cellular automaton model presented
in Ref. [22]) can reproduce the formation of density waves, no model with physical
interactions is known that can generate such density wave structures.
In another experiment with microtubules that were propelled on a surface by
molecular motors, the ﬁlaments spontaneously self-organized into vortices, inside
which they move in both directions. Some of the vortices have diameters of about
30 times the length of a single ﬁlament [23]. On longer timescales, the vortices
form a lattice structure; see Fig. 1.8(c).
1.4 Theoretical approaches
Microswimmers are a very interesting class of systems that exhibit collective
behavior. The diﬀerent manifestations of collective behavior are studied—and
sometimes understood to a quantitative level—using statistical physics. In equi-
librium systems, a systematic understanding of a wide range of physical phenom-
ena has been made possible for the last several decades, using concepts like phase
transitions, scaling, and universality.
In the last 20 years, the investigation of systems that are far from equilibrium
has found increasing attention. Most biological processes such as swarm behavior,
cell locomotion, and viscous ﬂows are of non-equilibrium nature. Many of these
systems exhibit remarkable features that are reminiscent of equilibrium systems,
such as dynamic phase transitions and scaling of order parameters. Considering
the very rich phenomenology of such nonequilibrium systems, however, a deep
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(a) (b) (c) (d)
Figure 1.9: Snapshots of systems of self-propelled point particles in the Vicsek
model. (a) Random initial conﬁguration of points. (b) For small densities and
noise, motile clusters are found that move in random directions. (c) For high
densities and noise particles move randomly but with some correlation. (d) For
high density and small noise, all particles move orderly in a spontaneously chosen
direction. Figure is taken from Ref. [36].
understanding of the phenomena in terms of a uniﬁed picture of statistical physics
is still missing.
1.4.1 The Vicsek model
Study of self-propelled particles (SPPs)—one important class of nonequilibrium
systems—brought to the attention of many physicists for the ﬁrst time by the
pioneering study of Vicsek et al. (1995) [36]. In the short paper entitled “Novel
Type of Phase Transition in a System of Self-Driven Particles,” Vicsek and coau-
thors proposed a step-wise model which, in spite of its striking simplicity, could
exhibit interesting dynamical properties. The proposed model which is now called
the Vicsek Model (VM) consists of N polar point particles that move on a two-
dimensional plane with periodic boundary conditions; see Fig. 1.9. The entire
dynamics of the system can be summarized in the following simple rule:
“[A]t each time step a given particle driven with a constant absolute
velocity assumes the average direction of motion of the particles in its
neighborhood of radius r with some random perturbation added.” [36]
By means of computer simulations, Vicsek and coauthors showed that the sys-
tem undergoes transitions from disordered phases with vanishing average velocity
[Fig. 1.9(a)] to ordered phases where all particles move in the same spontaneously
chosen direction [Fig. 1.9(d)].
Given the position x, velocity v and the direction  for particles, the equations
of motion for particle i at time t+ 1 are
xi(t+ 1) = xi(t) + vi(t)t ; (1.7)




Figure 1.10: Phase transitions for systems of self-propelled point particles in the
Vicsek model. (a) The order parameter va [Eq. (1.9)] vs noise  for a ﬁxed density
 and diﬀerent system sizes. (b) and (c) The assymptotic behavior of va with
respect to  and , respectively. The slopes give the critical exponents  and .
Figure is taken from Ref. [36].
where h(t)ir is the average over the orientations of all particles within a circle
of radius r, and  is a random noise term which is drawn uniformly from the
interval [ /2; /2]. The important parameters in the Vicsek model are therefore
the density of the particles , the noise strength , and the propulsion velocity v
in units of r/t.







vi j ; (1.9)
one could identify kinetic phase transitions by changing  and , as shown in
Figs. 1.10(a)–1.10(c). The transitions are analogous to continuous phase transi-
tions in equilibrium systems, characterized by the scaling relations
va  [c()  ] (1.10)
and
va  [  c()] : (1.11)
Vicsek and coauthors found  = 0:45  0:07 and  = 0:35  0:06 from their
simulations. They proposed that the observed behavior is the sign of an eﬀective
long-range interaction due to the particle mixing in the system. However, it
was shown later that this transition is of discontinuous type, and the apparent




Figure 1.11: (a) Formation of density waves in the Vicsek model. The red arrow
shows the average direction of motion. Figure is taken from Ref. [53]. (b) Par-
ticles move along the nematic bands in the modiﬁed Vicsek model with nematic
alignment rule. Figure is taken from Ref. [50].
1.4.2 Beyond the Vicsek model
The pioneering work of Vicsek et al. [36] demonstrated nonequilibrium phase tran-
sitions for systems with self-propelled point particles. This work led to numerous
analytical [38–44] as well as computational [31, 37, 45–52] studies for systems of
self-propelled particles. Here, we review some of the subsequent literature that
focused on polar point particles. Later in Sec. 1.4.3, we review the models that
use rodlike self-propelled particles.
Shortly after the introduction of the Vicsek model (VM), a phenomenological
continuum model was proposed [38] that could reproduce similar behavior as the
original VM. The model consisted of a density ﬁeld (r; t) and a polarization
ﬁeld p(r; t), and was constructed only based on symmetry arguments. It was
found that the model results in true long-range order, similar to that observed
in the VM. Moreover, it was shown that the continuum model describes a large
universality class of systems that, in two dimensions, includes the VM.
It was also shown that the original VM also results in elongated, laterally
moving density inhomogeneities (density waves) [53]; see Fig. 1.11(a). Moreover,
variants of the VM were proposed, for example by the introduction of cohesion
via a short-range attractive interaction between the particles [54]. It was shown
that cohesion results in asymmetric motile ﬂocks, where the ﬂocks break near
the onset of long-range collective motion [37]. Another variation of the VM is
the case where the polar particles interact via a nematic alignment rule, that is,
where particles orient parallel or antiparallel depending on the angle between their
orientations. It was shown that this system—which resembles the interaction
of rodlike self-propelled particles (rSPPs)—forms nematic bands, in which the
particles move along the band in both directions [50]; see Fig. 1.11(b). Recently,
the diﬀerent spatial structures arising from the VM have been derived using a




Many realizations of self-propelled particles have elongated shapes. Examples
include sperm cells [16], platinum-gold nanorods [11], and various motile bacteria
such as Myxococcus xanthus [56] and Escherichia coli [57]. As we discussed in
Sec. 1.4.2, the nature of the interaction between self-propelled particles has a
drastic eﬀect on the their collective behavior. Contrary to Vicsek-like models
for self-propelled particles, where the interaction between particles is imposed
explicitly, models with rodlike particles consider interactions that result from
physical mechanisms, e.g. steric and/or hydrodynamic interactions between the
rods. These models are therefore applicable to a narrower class of SPP systems,
but with more speciﬁcity.
Inspired by the collective motion of gliding bacteria, a two-dimensional model
of self-propelled rods that interact via excluded volume interaction was studied
[32]. It was shown using computer simulations that self propulsion can induce
cluster formation, which is otherwise absent for rod-shaped objects. This result
implies that the aggregation of elongated motile bacteria can be explained, at
least partly, by the simple physical mechanism of contact forces between colliding
bacteria, as opposed to other mechanisms such as chemical signaling.
Self-propulsion also enhances the tendency of rodlike swimmers to form ne-
matic order, as found in a model of cytoskeletal ﬁlaments in motility assays [58].
In a system of hard rods that interact via repulsive interactions and Langevin
dynamics, it was found that increasing the surface density of both ﬁlaments and
motor proteins enhances the formation of a nematic phase for the ﬁlaments, as
compared to the case of purely passive rods with no motor activity [59]. This ﬁnd-
ing was later conﬁrmed by a modiﬁed Smoluchowski equation for self-propelled
rods in two dimensions, in which the collisions between rodlike objects were con-
sidered [60]. Solution of the modiﬁed Smoluchowski equation revealed that self-
propulsion decreases the critical density for the isotropic-nematic transitions, and
that boundary eﬀects are strongly enhanced in conﬁned self-propelled systems.
(a) (b) (c) (d)
Figure 1.12: Snapshot of self-propelled rod systems. (a) Isotropic phase for low
densities and high noise. (b) Motile clusters for intermediate densities and noise.
(c) Giant jammed cluster for high densities and low noise. (d) Close-up of some
clusters, showing the internal structure. Figure is taken from Ref. [34].
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Figure 1.13: (left) Cluster size distributions for the systems shown in the snap-
shots of Fig. 1.12. 1: Fig. 1.12(a); 2: Fig. 1.12(b); 3: Fig. 1.12(c). (right) Dy-
namical phase diagram for the systems with varying density rod and noise 1/Pe,
corresponding to the diﬀerent types of cluster size distributions. The dashed lines
are guides to the eye. Figure is taken from Ref. [34].
The eﬀect of hydrodynamic ﬂuctuations on the collective behavior of self-
propelled rods was investigated using a slender hard-rod model in three dimen-
sions, where the rods propel themselves by exerting a tangential shear on the
surrounding ﬂuid over a fraction of their body [61]. It was shown by hydro-
dynamic simulations that nematic suspensions of hard rods in 3D are unstable
at long wavelengths as a result of hydrodynamic ﬂuctuations, which is consis-
tent with analytical calculations [39]. Nevertheless, rods were observed to locally
form nematic order. This short-range ordering aﬀects the average rod swimming
speed: for puller (pusher) rods, where the stress actuation is applied near the
head (tail) of the rod, the average swimming speed is decreased (increased).
Cluster formation in self-propelled hard rods were studied using Brownian
dynamics simulations in two dimensions [34]. The rods are aﬀected by noise, while
they propel themselves forward using an intrinsic propulsion force, and interact
segment-wise via a truncated Lennard-Jones potential. By analyzing cluster size
distributions, three distinct phases in suspensions of rSPPs were observed: an
isotropic phase at low densities and high noise, where the rods are homogeneously
distributed and randomly oriented [Fig. 1.12(a)], a giant immobile cluster at
high densities and low noise, where most rods are jammed in the single cluster
[Fig. 1.12(c)], and “living clusters” at intermediate densities and noise, where
large polar clusters form that move in diﬀerent directions [Fig. 1.12(b)]. A phase
diagram of the system is shown in Fig. 1.13.
The eﬀect of aspect ratio and density was studied in simulations of self-
propelled hard rods without noise that interact segment-wise via a shifted Yukawa
potential [62]; see the phase diagram in Fig. 1.14(a). At low densities and aspect




Figure 1.14: (a) Dynamical phase diagram for self-propelled hard rods with vary-
ing volume fraction  and aspect ratio a: dilute state (D), jamming (J), swarming
(S), bionematic phase (B), turbulence (T), and laning (L). (b) A homogeneous
bacterial suspension at high concentration in quasi two dimensions. Figures are
adapted from Ref. [62].
a turbulent phase, and a laning phase with increasing rod aspect ratios between
1 . a . 15 are observed, respectively. At intermediate densities and aspect ratio
a  10, a bionematic phase appears, while at higher aspect ratios a & 14, a direct
transition from swarming (dynamic cluster formation) phase to the laning phase
with increasing density is found.
Recently, a bidisperse system has been studied that consists of a mixture of
rods with and without motility [63]. It was found that the diﬀerence in collision
frequencies between active and passive rods leads to segregated cluster formation.
A laning phase is also found at high densities, where streams of active rods
move between bands of passive rods, until the lanes break down due to splay
ﬂuctuations.
1.5 Outline of this thesis
In this thesis, we focus on rodlike microswimmer systems in quasi-two dimensions.
We perform computer simulations in which the rods move on a substrate or
near a wall, while having a ﬁnite probability to move to the bulk to cross each
other [35]. In chapter 2, we introduce the penetrable rod model that we have
developed and used throughout this thesis. In chapter 3, we ﬁrst study the
properties of passive penetrable rods using Brownian dynamics and Monte-Carlo
simulations. Then in chapter 4, we present results on the cluster formation for
monodisperse (single-component) active rod systems. We study the collective
behavior by characterizing densities, cluster size distributions, and orientation
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autocorrelations, and we demonstrate how the cluster formation depends on the
density, propulsion force, and the energy barrier for rod crossing. Finally in
chapter 5, we extend our study to bidisperse systems that are composed of rods
with two diﬀerent lengths [64]. We show that short and long rods segregate
depending on their length and densities. We summarize and conclude our main
results in chapter 6, followed by an outlook for future studies in chapter 7.
Simulation snapshots of the system which display disordered states, motile
clusters, lanes, etc. are shown in Fig. 1.15. More snapshots and movies can be





































































































The penetrable rod model
2.1 Motivation
The collective behavior of microswimmers has gained considerable attention in the
recent years, partly because the computational resources needed for these studies
have become available. Examples of such microswimmers span from biological
cells and bacteria, to human-made nano-robots.
A model system for studying the collective behavior of microswimmers are
motility assays, where for example actin ﬁlaments move on a substrate crafted
with heavy meromyosin (HMM) motors [22]. The ﬁlaments are approximately
10m long, move with average speed v0  5ms 1, and the ﬁlament density
is about 20 ﬁlaments per square micrometer. In such motility assays, a rich
phenomenology of collective behavior has been observed. This includes the for-
mation of ﬁlament clusters, swirls, and large-scale laterally-moving density inho-
mogeneities (density waves). The directional persistence of the motile clusters
increases with increasing ﬁlament density.
For Myxococcus xanthus bacteria [20, 30], gliding colonies (moving clusters)
that move on agar plates have been observed [20]. The bacteria have an average
length of 3:6m, an aspect ratio of about 9, and an average speed of 0:05ms 1.
The transition to cluster formation happens at packing fraction of around 17%,
with a scale-free (power-law) decay in the cluster size distribution, with an ex-
ponent of  =  1:88 0:07 1.
Motility assays and gliding bacteria are essentially two-dimensional systems,
but with a ﬁnite probability for the swimmers to cross each other [23, 65]. Be-
cause the swimmers are not tightly bound to the surface, one of them might
be slightly and temporarily pushed away from the surface when two swimmers
collide. In Ref. [23], microtubules have been found to cross each other with a prob-
ability of 40% if they approach perpendicularly. Two-dimensional models with
1The reported value in Ref. [20] is 0 = 0:88  0:07, which connects to our exponent via
 =  0   1; see Sec. 4.4
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impenetrable swimmers thus do not adequately describe these systems, while full
three-dimensional calculations are computationally expensive. In Ref. [22], a cel-
lular automaton model with an imposed alignment rule that allows two ﬁlaments
to occupy the same site has been used to simulate actin motility assays.
In this chapter, we propose a model for self-propelled rods (SPRs) in two di-
mensions that interact with a physical interaction potential. We discretize each
rod by a number of beads to calculate rod-rod interactions. In contrast to pre-
vious models with strict excluded-volume interactions [32, 32, 34, 58, 62, 63], our
capped interaction potential allows rods to cross. Our simulations thus combine
the computational eﬃciency of two-dimensional simulations with a possibility to
mimic an escape to the third dimension when two rods collide. Simulation snap-
shots of the system which display disordered states, motile clusters, lanes, etc.
are shown in Fig. 1.15, and movies can be found in the Supplemental Materials
of Refs. [35] and [64].
2.2 Basics of Brownian dynamics simulations
Here we brieﬂy review Brownian motion and Brownian dynamics simulations.
The details of the simulation for the particular case of self-propelled rods are
explained in Sec. 2.3.
In biological systems and suspensions, the motion of particles are always af-
fected by the interaction with surrounding molecules. The random motion of the
particles in solution, known as Brownian motion, is due to collisions of the solute
particles with the fast-moving molecules of the gas or liquid solvent. From a fun-
damental point of view, the Brownian motion can be understood by considering
the motion of all particles of both solute and solvent. However, since we are
mostly interested in the motion of the solute rather than the solvent particles,
we employ Brownian dynamics.
The Brownian dynamics (BD) simulation is a mesoscopic approach to model
particles that are inﬂuenced by thermal/environmental noise. In Brownian dy-
namics simulations, the ﬂuid molecules are not explicitly considered. Rather,
the eﬀect of the ﬂuid is modeled by friction forces and stochastic forces that are
applied to the particles. This approach is only valid if the characteristic time
scale for the particles of interest is much larger than that of ﬂuid molecules. In
biological systems and in solutions of colloids and polymers, this is often the case.
Therefore, the very fast dynamics of ﬂuid molecules is coarse grained so that the
study of the much slower dynamics for the rest of the system becomes possible
for much larger time scales.
The motion of the particles in BD simulations is given by the Langevin equa-
tion [66]. For the simplest case of a one-dimensional system with coordinate x(t),
18
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Figure 2.1: Schematic representation of the model of a self-propelled rod and
coordinates used in two dimensions. The rod is discretized into nb beads to
calculate the rod-rod interaction.






+ (t) ; (2.1)
where  is the friction coeﬃcient,  = (x) is an external potential, and (t) is
a stochastic force acting on the particle at time t. The exact time-dependence
of (t) is not known. However, we assume that (t) is drawn from a Gaussian
distribution
P () / exp(  1
22
2) ; (2.2)
with average hi = 0 and spread
 = h2i1/2 = (2kBT )1/2 : (2.3)
It can be shown that the Gaussian distribution for the stochastic force leads to the
same dynamics as predicted by e.g. the Smoluchowski equation [66]. The value
for  in Eq. (2.3) is chosen such that that the ﬂuctuation-dissipation theorem
is fulﬁlled. In conclusion, Eq. (2.1) provides a suitable framework for modeling
systems of particles that are aﬀected by noise and inter-particle interactions.
2.3 The forces
Our systems of self-propelled rods consist of Nrod rods in a two-dimensional box of
size LxLy with periodic boundary conditions; see Fig. 1.15. In our simulations,
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the rods are characterized by their center-of-mass positions rrod;i, their orientation
angles rod;i with respect to the x axis, their center-of-mass velocities vrod;i, and
their angular velocities !rod;i; see Fig. 2.1.
Our penetrable rods in the Brownian dynamics simulations are aﬀected by
three types of forces, which will be explained in the following sections: the intrin-
sic propulsion force, the forces arising from thermal/environmental noise, and
the steric interaction force between rods. To calculate the forces on each rod,
we decompose the rod velocity into parallel and perpendicular components with






























where ek and e? are unit vectors parallel and perpendicular to the rod axis,
respectively. Frod is the propulsion force for each rod, as explained in Sec. 2.3.1.
The friction coeﬃcients and the noise terms are denoted by  and , respectively,
as explained in Sec. 2.3.2. Finally, Fij and Mij are the force and torque due to
the interaction with other rods, as explained Sec. 2.3.3.
2.3.1 Propulsion force
Self-propelled systems utilize diﬀerent mechanisms for the generation of the swim-
ming force. In motility assays with protein ﬁlaments, the propulsion force comes
from the activity of molecular motors that bind to the ﬁlaments and push them
forward (e.g. myosin in case of actin ﬁlaments [22] and dynein in case of micro-
tubules [23]). In bacterial suspensions, the propulsion comes from the speciﬁc
biological apparatus that is responsible for motility. For example, in sperm cells
it comes from the hydrodynamic interaction between the wave-like motion of the
sperm ﬂagella and the surrounding ﬂuid [67]. In E. coli bacteria, the propulsion
comes from the rotating motion of spiral-shaped ﬂagella [9]. In Myxobacteria,
the cells propel themselves by crawling on the substrate, utilizing the active poly-
merization and depolymerization of their membrane ﬁlaments [68].
In our model, however, we do not focus on the exact mechanism that generates
the propulsion force. Rather, we are interested in a generic model that can
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be applied to a broad range of rod-like self-propelled systems. Therefore, we
model the propulsion mechanism by a constant force Frod that is applied to each
rod, at every simulation time-step; see Eq. (2.4). This force is always added
to the interaction forces due to other rods and the forces that are coming from
thermal/environmental noise. Overall, these three types of forces determine the
motion of the rod. We assign an inherent polarity to each rod, so that the
propulsion force Frod is always applied to one end (the “head”) of the rod.
2.3.2 Friction and noise
We assume that the rods swim in an overdamped medium, so that the Reynolds
number Re is very small. This assumption holds e.g. for biological microswim-
mers, where the Reynolds number is of the order of Re  10 5. In such low
Reynolds numbers, inertia plays a negligible role, and thus the velocity of a par-
ticle is proportional to the force acting on it, via v = F/, with  being the
friction coeﬃcient.
For rods, the friction coeﬃcients are diﬀerent for diﬀerent directions, due to
the asymmetrical shape. The coeﬃcients are given by k = 0Lrod, ? = 2k, and
r = kL2rod/6, in parallel, perpendicular, and rotational directions respectively
[66]. Here, Lrod is the rod length and 0 is a proportionality constant.
We model the noise by random forces that we apply to the rod at each time-
step of the simulation. The components of the random forces are k, ?, and r for
the forces in parallel and perpendicular direction and for the torque, respectively.
In biological and synthetic self-propelled systems, the noise mostly arises from
the environment, for example, from the density ﬂuctuations of signaling molecules
for chemotactic swimmers or from motor activity. However, we assume in our
generic model that the noise has characteristics similar to a thermal noise with
eﬀective temperature T . Therefore, we draw the random forces from Gaussian
distributions with variances 2rodLrod, 22rodLrod, and 2rodL3rod/12, respectively. To
maintain the ﬂuctuation-dissipation theorem in three dimensions, we calculate the
variances using 2rod = 2kBT/0t, where t is the time step of our simulations.
Note that in the case of non-thermal noise, the noise is not proportional to kBT
and also the coupling between translational and rotational noise may be diﬀerent.
2.3.3 Rod-rod interaction force
The terms Fij and Mij in Eqs. (2.4)–(2.6) are the forces and the torque that is
exerted from rod j to rod i. To calculate energy, force, and torque due to rod-rod
interactions, we discretize each rod into nb beads, separated from each other by a
distance of Lrod/nb; see Fig. 2.1. Beads from diﬀerent rods interact via a potential
(r), where r is the distance between the centers of the two beads. The overall
interaction of two rods is the sum over the interactions of all their constituent
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The distance between the beads Lrod/nb determines the smoothness of the po-
tential proﬁle along the rod axis. To model the steric interaction between rods,
(r) should be a repulsive potential. Diﬀerent choices for the potential (r) lead
to diﬀerent collective behavior for self-propelled rods. We will discuss the eﬀect
of diﬀerent interaction potentials in Secs. 2.4 and 2.5.
Hydrodynamic interactions between the rods are largely screened because of
the nearby wall and the high rod density [57, 69–72], and hence are neglected in
our simulations.
2.4 Soft vs hard repulsive interactions
The nature and the strength of the interaction potential between rods, Eq. (2.7)
has an important eﬀect on the collective behavior of self-propelled rods. Here we
compare two diﬀerent choices for the repulsive interaction between self-propelled
rods. First, we examine the case where rods interact segment-wise via the repul-
sive part of the Lennard-Jones interaction potential. Second, we focus on the case
where the interaction comes from a softer Yukawa potential. Figure 2.2 shows
two snapshots of the simulation of self-propelled rods with Lennard-Jones and
Yukawa potentials. Later in Sec. 2.5, we discuss the third interaction potential,
the separation-shifted Lennard-Jones potential (SSLJ), that we employ in the
remainder of this thesis.
2.4.1 Lennard-Jones potential










+ ; r < 21/6
0; r  21/6
; (2.8)
which is also known as WCA potential [74] in its truncated form. Here  is the
length scale for the interaction range, and  is an energy scale characterizing the
height (and depth, in the case of the original LJ) of the potential. A represen-
tative plot of the Lennard-Jones potential is shown in Fig. 2.3. This potential is
typically used for modeling short range repulsions. Due to its steep slope at small
distances, it is also used as an approximation for hard-sphere interactions, since
implementing the latter is diﬃcult in computer models due to its discontinuous
nature. In our simulation, we use nb = 11,  = 2 7/6Lrod/nb, and  = 1:21 kBT ,
where Lrod and kBT are units of length and energy, respectively.
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(a) Lennard-Jones potential
(b) Yukawa potential
Figure 2.2: Cluster formation in soft vs hard interaction potentials. Clus-
ter of rods that interact segment-wise via (a) the Lennard-Jones potential
[Eq. (2.8)], (b) the Yukawa potential [Eq. (2.9)].
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0 rmin  ! r
 !
 LJ
Figure 2.3: The Lennard-Jones potential, Eq. (2.8).
A snapshot of the simulation of self-propelled rods that interact with the
Lennard-Jones potential is shown in Fig. 2.2(a). It shows a giant jammed cluster
of rods, where no other rods have remained outside the cluster. This phase for
self-propelled rods has been previously reported in Ref. [34]. The formation of
this jammed cluster is due to the very non-smooth potential along the borders of
the rods. When two rods collide, the tip of the colliding rod is trapped between
the two beads from the other rod. As a result, the colliding rod cannot slide
along the other rod to move forward.
2.4.2 Yukawa potential






  0; r < rmin
0; r  rmin ; (2.9)
where the constant A characterizes the strength and 1/B characterizes the range
of the potential. The potential is shifted by a constant 0 = Ae Brmin/rmin to
avoid a discontinuity at r = rmin. A representative plot of the Yukawa potential
is shown in Fig. 2.4. We use nb = 11, A = 2:0  106 LrodkBT , B = 1:5Lrod, and
rmin = 0:18Lrod in our simulation.
A snapshot of the simulation of self-propelled rods that interact with the
Yukawa potential is shown in Fig. 2.2(b). It shows a giant cluster composed of
many rods. However, the cluster has a clear polarity, and not all rods in the
system are trapped in the cluster. The cluster is dynamic, and rods constantly
join/leave the cluster in the steady state. The observed diﬀerence between the
24
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0 rmin  ! r
 !
 Yuk
Figure 2.4: The Yukawa potential, Eq. (2.9).
clusters in Figs. 2.2(a) and 2.2(b) are due to the fact that the Yukawa potential is
“softer,” meaning that the potential of a bead grows more slowly as the distance
to the bead is decreased, compared to the case for the Lennard-Jones potential.
Therefore, two colliding rods do not interlock, and can more easily slide along
each other and align.
2.5 The separation-shifted Lennard-Jones
potential
Both the Lennard-Jones and the Yukawa potential (introduced in Secs. 2.4.1
and 2.4.2, respectively) model a form of steric interaction between rods. In both
cases, the potential diverges at small distances between the beads [Eqs. (2.8)
and (2.9)] which leads to an inﬁnite repulsive force if the rods cross each other.
Therefore, none of these potentials allows crossing events. As stated in Sec. 2.1,
one of our motivations for modeling self-propelled rods is to study the behavior of
systems such as motility assays and gliding bacteria on substrates. We would like
to have crossing events in our two-dimensional simulations as a means to simulate
the experimental events where one rod-like swimmer is temporarily pushed to the
bulk to pass over the other swimmer; see Sec. 2.7. To model crossing events, we
need an interaction potential that does not diverge at r  0, yet still has a
repulsive nature. To this end, we use a separation-shifted Lennard-Jones (SSLJ)
potential [75].
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Figure 2.5: Left: plot of the SSLJ potential, Eq. (2.10). Right: potential proﬁle
of a rod, with SSLJ potential for its bead, along its long axis. Tics on the
horizontal axis show the position of beads, separated from each other by rmin. In
our simulations, we use nb = 18.
Using the SSLJ potential, beads from diﬀerent rods interact via
SSLJ(r) =

4 [(2 + r2) 6   (2 + r2) 3] + 0; r < rmin
0; r  rmin ; (2.10)
where r is the distance between two beads and  gives the interaction energy. The
potential is shifted by 0 to avoid a discontinuity at r = rmin. The parameter
 characterizes the capping of the potential. For  6= 0,  does not diverge at
r = 0, hence allowing bead-bead overlap; for  = 0, (r) becomes the truncated
Lennard-Jones potential, Eq. (2.8). A representative plot of the SSLJ potential
is shown in Fig. 2.5, together with the potential proﬁle of a rod along its long
axis.
E = (0)  (rmin) is the energy for two beads that completely overlap and
is used as independent parameter in our simulations. Setting E to any value will
dictate  = 12E/(12  46+4). The constant  = (21/3  r2min)1/2 is calculated
by forcing (r) to be zero at r = rmin. Considering the weak repulsion between
rods, we deﬁne r = rmin/2 as the eﬀective radius for each bead, which results in
the eﬀective rod thickness rmin and the rod aspect ratio Lrod/rmin. The number
of beads nb used for discretization is chosen such that the rod has a relatively
smooth potential proﬁle, so that no interlocking occurs when rods slide along
each other; see Fig. 2.5 (right). This means that the potential of each bead




We present the main results of the simulations using our model in Chapter 4.
The numerical parameters used in the simulations are as follows. We study
systems with approximately 10 000 rods at scaled number densities ranging from
L2rod = 2:5 to 10, where the number density of rods is deﬁned as  = Nrod/LxLy.
We measure lengths in units of rod length Lrod, energies in units of kBT , and
times in units of the orientational diﬀusion time for a single rod, 0 = 1/Dr =
0L
3
rod/6 kBT . The system size is Lx = Ly = 36Lrod, the cutoﬀ rmin = Lrod/nb =
0:056Lrod, the number of beads used for each rod nb = 18, the rod aspect ratio
Lrod/rmin = 18, the time interval t = 1:65  10 4 0, and unless mentioned
otherwise, E = 1:5 kBT .
There are three diﬀerent energy scales in our system; the thermal energy kBT ,
the propulsion strength FrodLrod, and the energy barrier E. Therefore, there
are two dimensionless ratios that characterize the importance of the diﬀerent













which is the ratio of propulsion strength to energy barrier. Dk = kBT/k is the
diﬀusion coeﬃcient parallel to the rod orientation.
We simulate rods with Péclet (Pe) numbers in the range 0  Pe < 200 and
penetrabilities in the range 0  Q < 200. We change Pe by changing Frod for
ﬁxed 2rod and t, i.e., for ﬁxed temperature. We change Q by changing both
Frod and E.
2.7 Crossing probability for rod-rod collisions
With the introduction of the SSLJ potential in Sec. 2.5, it is interesting to know
if our two dimensional simulations using the SSLJ potential can reproduce results
that are consistent with experimental data from ﬁlament assays [22,23]. One can
directly measure if the rod-like swimmers cross each other in the experiments and
compare the probability of crossing events P () to the simulations as a function
of the angle  by which two rods collide each other.
To ﬁnd the probability of crossing events P (), we performed simulations for
two rods that initially touch each other in a tip-center arrangement with crossing
2The Péclet number can be alternatively deﬁned as Per = v0/DrLrod with the rotational
diﬀusion constant Dr. In such case, Pe = 6Per.
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Figure 2.6: Crossing probability for two rods as a function of their crossing angle
 (as deﬁned in the schematic). For each angle, 1000 simulations have been
performed. The simulations are divided into 10 groups and the error bars are
calculated as the standard deviation of the mean (m) for these groups. Figure
(a) as well as the experimental data are taken from Ref. [23].
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angle ; see Fig. 2.6. We measure P () for several penetrabilities and Péclet
numbers using the SSLJ interaction potential, Eq. (2.10). We count a crossing
event when two rods intersect signiﬁcantly, i.e., such that the intersection point
is at least 0:2Lrod away from the ends of each rod. We thus do not count events
when one rod only “touches” the other rod, which frequently happens due to the
weak repulsion between the rods.
As shown in Fig. 2.6, P () is low near  ' 0 and  ' 180 and has a peak
near  ' 90. There is a small asymmetry in the peak with an enhancement
for directions  > 90, which may be attributed to the increased relative velocity
between two rods for  > 90 and the fact that the rods are not perfectly smooth.
Comparison between P () for diﬀerent penetrabilities shows that an increased
Q generally increases the probability for rod crossing. In addition, for small Pe,
noise also plays an important role to enhance rod crossing. For example, the
curves for Q = 10 and Q = 7 in Fig. 2.6 have approximately the same height,
which could be explained by the fact that the eﬀect of noise is higher for the case
Q = 7 that has a smaller Pe.
The results are qualitatively similar to the crossing probability measured in
experiments with microtubules propelled on surfaces. In Fig. 3(d) in Ref. [23],
the maximum crossing probability for two microtubules in a motility assay is
40% and corresponds to Q = 5 and Pe = 10 in our simulations. However, the
same crossing probability may be achieved by reducing Q and increasing Pe at
the same time.
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Before studying the collective behavior of active (swimming) rods that are pro-
pelled by converting a form of energy to mechanical work, it is worthwhile to
study the behavior of rods in an equilibrium phase, i.e., in the state where self-
propulsion is absent. Such passive rod systems are inﬂuenced only by thermal
noise and rod-rod repulsive interactions, as described in Sections 2.3.2 and 2.3.3.
Suspensions of passive rods exhibit diﬀerent degrees of positional and orien-
tational order, namely isotropic, nematic, columnar, smectic, and crystalline. At
low and intermediate densities, transition from an isotropic phase to a nematic
phase occurs. While in the isotropic phase rods are randomly oriented in all di-
rections, the nematic phase is an anisotropic ﬂuid in which rods are oriented in
loose parallel lines.
In this chapter, we perform Brownian dynamics and Monte-Carlo simulations
to study the isotropic-nematic transition of rods. As we shall see in the re-
mainder of this chapter, this transition happens with increasing density of rods.
However, in our penetrable rod model not only the density of rods controls the
transition, but also the energy barrier for rod crossing plays an important role.
Therefore, we systematically study the eﬀect of both the density of rods and the
energy barrier by performing extensive Monte-Carlo simulations. At the end of
this chapter, we generalize the Onsager theory—which analytically predicts the
isotropic-nematic transition for impenetrable rods [59]—to the case of penetrable
rods. We show very good agreement between the generalized theory and our
Monte Carlo simulations.
3.1 Background
It was reported by Zocher (1925) [76] that solutions of rod-like particles phase
separate into coexisting isotropic and anisotropic phases when the density of the
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particles is higher than a threshold value. Onsager (1949) [59] explained this
phenomenon, arguing that the alignment of rod-like particles is a result of the
competition between orientational entropy and the positional entropy associated
with the excluded volume interaction: At low densities, entropy is maximized by
random orientation of rods. However, alignment of rods becomes more favorable
at high densities, since the rods gain more free space (positional entropy), which is
otherwise blocked by the excluded volume interaction. Oster (1950) subsequently
observed the isotropic-nematic transition of rod-like tobacco mosaic viruses [77]
and found it to be in qualitative agreement with the Onsager theory. Since then,
numerous experimental studies have conﬁrmed the transition from the isotropic
to the nematic state [78–86].
Since suspensions of passive rods are in thermodynamic equilibrium, the be-
havior of such systems can be studied using standard techniques in statistical
mechanics. These techniques span a wide range of theoretical as well as numeri-
cal methods, including diﬀerent methods for minimization of the free energy, and
Monte-Carlo simulations [87–92].
Onsager theory [59] assumes that the rods are inﬁnitesimally thin, i.e., the
aspect ratio of the rods L/d is much larger than 1, where L is the rod length and
d is the rod diameter. In this regime, the critical density for isotropic-nematic
transition has been found to be cL3rod = 4 in three spatial dimensions [93]. For
ﬁnite aspect ratios, one ﬁnds a higher critical density, as described for example
in Ref. [88].
In two dimensions, it has been calculated that the isotropic-nematic transition





It should be stressed that these results in 2D and 3D are calculated for the case
of long rods with strict excluded volume interactions, i.e., for the case where the
rods cannot cross each other. In our penetrable rod model, this corresponds to
the regime of long rod length Lrod (and consequently large number of beads nb)
and inﬁnite energy barrier E !1. For systems with a ﬁnite energy barrier given
by Eq. (2.10), not only the density of rods but also the energy barrier E aﬀects
the isotropic-nematic transition. As E becomes smaller, the tendency for rods to
align becomes weaker because overlaps occur more frequently. As a result, the
isotropic-nematic transition shifts to higher densities. For E = 0, the rods do not
interact mutually and thus are in the isotropic phase for all densities.
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Isotropic-nematic transition for passive suspension
3.2 Brownian dynamics simulation of passive
rods
Although we perform the systematic study of passive rods using Monte-Carlo
simulations, we have performed a limited number of simulations using Brownian
dynamics for passive rods. Figure 3.1 shows snapshots of such systems with
various scaled densities  and energy barriers E, and a small system size of
9Lrod. Starting from random position and orientation for all rods, we observe
an isotropic phase at low  and E. For high densities and energy barriers, we
observe interlocked regions with high nematic order. The nematic domains in
such systems are metastable and do not coalesce or disappear in the time scale
of our simulation. However, since such simulations require a long time to reach
true equilibrium, we do not pursue this method in the remainder of this chapter.
3.3 The Monte-Carlo method
Here we brieﬂy explain the Monte-Carlo method as it is used in our simulations.
For a more comprehensive review on Monte-Carlo method, the reader can refer
to standard books on computational physics, e.g. Ref. [94].
3.3.1 Basics of Monte-Carlo simulations
We use Metropolis–Hastings algorithm [95,96], which is one of the several classes
of Monte-Carlo (MC) simulations. The Metropolis–Hastings algorithm is based
on probing the phase space and minimization of the free energy. Unlike molecular
dynamics (MD) or Brownian dynamics (BD) simulations, MC simulations do not
track the position of the particles over time. Instead, in each step of the MC
algorithm, we propose a new state for the system by committing a random change
in its current conﬁguration (details will be explained shortly). The diﬀerence in
the total energy of the system upon moving to the new conﬁguration is used to
decide whether we accept or reject the new state.
Let us denote the energy of the system in the current state and in the proposed




1; E 0 < E
exp[ (E 0   E 0)/kBT ]; E 0  E ; (3.2)
where T is the temperature of the system and kB is the Boltzmann constant. This
means that we always accept new states if their associated energy is lower than
the energy of the current state. Otherwise, we accept the new states only with a
probability that is smaller for low temperatures and higher for high temperatures.
If the new conﬁguration is accepted, we proceed to the next Monte-Carlo step
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by proposing the next random conﬁguration based on the newly accepted one.
Otherwise, we dismiss the proposed state and try with a new random state.
Successive application of the Monte-Carlo steps results in an energy distribution
consistent with the canonical ensemble for a system with temperature T .
The validity of the MC method depends on whether the ergodic hypothesis
is met, i.e., whether the generated conﬁgurations span the entire phase space
accessible to the system. This requires a proper choice of parameters for generat-
ing random conﬁgurations. Fulﬁlling the ergodic hypothesis is essential, because
we would like that the MC simulation gives rise to an ensemble average after a
suﬃcient number of MC steps. Otherwise, the system might spend most of the
time in a local energy minimum, being unable to suﬃciently probe the rest of the
phase space.
3.3.2 Generating random conﬁgurations
In each step of our simulation, we generate a new conﬁguration by randomly
changing the position and the orientation of a randomly selected rod. We change
the position of the rod parallel and perpendicular to the rod axis by a random
number which is drawn from a normal (Gaussian) distribution with spread k and
?, respectively. We also change the orientation of the rod by an angle, which is
drawn from a normal distribution with spread .
Taking very small values for displacements of the rod in each step causes
successive conﬁgurations of the system to be strongly correlated, and leads to
high computational costs. However, selecting too large displacements would pre-
vent rods to ﬁne-tune their equilibrium position, and therefore leads to a fast-
evolving system that requires a very long time to reach an equilibrium state.
We ﬁnd the following values for the displacements to be suitable for our Monte-
Carlo simulations in parallel, perpendicular, and angular coordinates, respec-
tively: k/Lrod = 0:056, ?/Lrod = 0:0056, and /2 = 0:01.1
3.3.3 Parallelization techniques
To boost eﬃciency of the simulation, we use parallelization in the following way:
We divide the simulation box into smaller cells, with linear dimension of Lrod +
rmin. In the course of the simulation, the calculation of each cell is taken over by
one CPU core. The energies are calculated based on the interaction of the rod
in each cell with the rods in all surrounding 8 cells. We simultaneously displace
one rod in each cell and calculate the acception/rejection criterion independently
for that cell. In this way, we can perform ncell steps simultaneously, where ncell
1Note that the  value mentioned here is only applicable to simulations with continuous
rod orientations, as shall be explained in Sections. 3.4.2 and 3.5. For discrete angular states
discussed in Sec. 3.4.1, we choose larger  values that allow for the ﬁrst few neighboring
orientations.
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is the number of cells. However, there can be a case where two displaced rods
from neighboring cells interact. In this case, the calculation of energies might
be wrong depending whether one or both of the displacements are accepted. To
prevent this scenario, we only parallelize cells with the same checkboard color,
i.e. we displaced rods in all white (black) cells at a time. Therefore, we end
up doing ncell/2 steps in parallel. There is still the very improbable possibility
that the rods from two diagonally-connected cells interact, and cause a similar
problem. We neglect this possibility.
3.4 Isotropic initialization of rods
In the Monte-Carlo simulation of penetrable rods, there are two possibilities
regarding the initialization of the system. Whether we start from a perfectly
nematic state and wait until the low density systems relax to isotropic phase, or
we start from an isotropic phase, and wait until the high density systems develop
nematic order. We present results from both approaches in this and the following
section.
Starting from a random isotropic conﬁguration, we ﬁnd that the system is
stuck in that phase, and never develops nematic domains. This is because the
alignment of rods that is needed for nematic order requires high synchronization
between rod orientations. This is particularly crucial for the rods in our systems
with relatively large aspect ratio of a = 18, where a very small change in the
orientation of two neighboring parallel rods would change the interaction energy
from zero to several E’s. Therefore, we think the inability to reach nematic order
starting from random orientation of rods is because the rods cannot collectively
adjust their orientations to the very tiny orientation range of their neighbors,
required for energy minimization.
3.4.1 Discrete angular states
To solve the aforementioned problem, we guide the system to ”ﬁnd” the right
orientations by discretizing the available orientations for each rod. We run Monte-
Carlo simulations where the angular degree of freedom for rods is limited to a
ﬁnite number of angles, ns, see Fig. 3.2. In this way, there is no need to ﬁne-tune
the orientations, since the orientations for diﬀerent rods are either exactly equal,
or diﬀer signiﬁcantly. While the rods’ positions are randomly initialized over
the continuous values of x and y, the orientations are initialized randomly only
between the available angular states.
Figure 3.3 shows snapshots of high-density systems with diﬀerent numbers of
states ns from 10 to 160, and a very high energy barrier E = 250 kBT . As can
be seen in the snapshots, only the systems with lower number of angular state
ns = 10 and ns = 20 have formed nematic domains, while systems with ns  30
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(a) ns = 4 (b) ns = 8 (c) ns = 24
Figure 3.2: In Monte-Carlo simulations with a ﬁnite number of angular states ns,
rods can only take a limited number of orientation angles. Examples for ns = 4,
ns = 8, and ns = 24 are shown here.
ns = 40 ns = 80 ns = 160
ns = 10 ns = 20 ns = 30
Figure 3.3: Snapshots of Monte-Carlo simulations for diﬀerent (high) number of
angular states ns, initialized from random conﬁguration. Density is L2 = 18
and energy barrier is E = 250 kBT .
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remain isotropic.
We also studied the eﬀect of diﬀerent distribution of random numbers used
for displacements of rods. Figure 3.4 shows snapshots for systems with diﬀerent
number of states ns = 4; 6; 12; 24 and two random number generators (RNGs):
uniform and Gaussian. All systems have relatively high energy barrier E =
7:5 kBT . We observe the same trend with increasing ns. The change in RNG
does not signiﬁcantly change the results. However, we observe some small nematic
domains for ns = 12 in the system with uniform RNG, while the corresponding
system with Gaussian RNG is more isotropic.
Since we observe nematic domains mostly for ns  20, we focus on the cases
where ns = 10 and ns = 20, and we run extensive Monte-Carlo simulation to
systematically study the eﬀect of rod density  and crossing energy barrier E on
the isotropic-nematic transition. Figures 3.5 and 3.6 show snapshots of systems
with diﬀerent densities and energy barriers for the case of ns = 10 and ns = 20,
respectively. In both cases, the nematic domain formation is observed in the top-
right of the snapshot matrix, i.e. for high densities and energy barriers. We also
observe that the nematic domain formation is more pronounced for ns = 10 than
for ns = 20. This is also consistent with the behavior of the systems presented
in Figs. 3.3 and 3.4.
3.4.2 Eﬀect of the external ﬁeld
Since the nematic order observed in Sec. 3.4.1 depends on our choice for the
number of angular states ns, we try to ﬁnd other techniques to reach nematic
order that do not introduce a new free parameter.
One possibility is to introduce an external ﬁeld E ext that pushes all rods to
align in a prescribed direction. We expect that with such a ﬁeld, the critical den-
sity ext for the isotropic-nematic transition shifts to lower values. By changing
the strength of the external ﬁeld E ext, we measure the dependence of ext on E ext,
and extrapolate to the case where E ext = 0. In this way, we can characterize the
isotropic-nematic transition without introducing any new parameter.
To this end, we studied the response of the system to an external ﬁeld that
aligns the rods along the x (horizontal) direction. We deﬁne the total energy of
a rod in the presence of the external ﬁeld to be
E exti = Ei   E ext cos(2 i) ; (3.3)
where E exti is the total energy, Ei is the energy only due to the interactions with
other rods, E ext is the strength of the external ﬁeld, and  is the orientation of
the rod. Compared to the case with no external ﬁeld, Eq. 3.3 assigns a lower
energy to rods that are parallel or antiparallel to the x axis, and a higher energy
to rods that are perpendicular to the x axis. Therefore, the external ﬁeld favors
conﬁgurations of rods in horizontal directions.
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3.5 Nematic initialization of rods
We characterize the strength of the external ﬁeld by the dimensionless pa-
rameter
E = E ext/nbE ; (3.4)
where nb is the number of beads in the rod and E is the energy of a bead that
completely overlaps with another bead [Eq. (2.10)]. E = 1 corresponds to the
energy of a rod that completely overlaps with all the beads of another rod. Since
we have added the external ﬁeld, we no longer discretize the available angular
states for the rods; thus the orientations of the rods can take any value in the
continuous range of [0; 2).
Snapshots of the systems for diﬀerent strength of the external ﬁeld E are
shown in Fig. 3.7. By visual inspection, we can see that the nematic order
slightly increases with increasing external ﬁeld. However, even with strong ﬁelds
E = 0:8 that we tried in our simulations, we do not observe regions with high
nematic order, as we observed with discretized rod orientations in Sec. 3.4.1. The
observed nematic order is therefore too weak for performing the extrapolation
towards E ! 0.
3.5 Nematic initialization of rods
In Sec. 3.4 we discussed the isotropic-nematic behavior of rods starting from
isotropic conﬁgurations. In this section, we study the behavior of passive rods
starting from a perfectly nematic state. We expect that for systems with high
density and energy barrier, the nematic order is preserved in the Monte-Carlo
simulations. However, we expect that for systems with low-density and low-
energy-barrier, the initial nematic order is lost and isotropic behavior emerges.
Unlike the simulations in Sec. 3.4.1, we do not discretize the angular states
of rods, and we allow all rod orientations in our Monte-Carlo simulations. We
initialize all rods to point in y (vertical) direction. We systematically study the
state of the system for several values of  and E. In Fig. 3.8 several snapshots
of such systems are shown. We observe nematic state at the top-right of the
snapshot matrix, i.e. for high  and high E, as expected. A closer look at
snapshots with highest  and E reveals that the nematic state in such systems
have fewer defects, while the nematic regions in the intermediate  and E regime
have regions with slightly diﬀerent orientations (colored in light/dark blue). In
the bottom-left of the snapshot matrix, hardly any nematic region is visible, as
indicated by the ﬁne patchy coloring scheme of the snapshots.
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3.5 Nematic initialization of rods
3.5.1 Isotropic-nematic phase diagram
We characterize the nematic order in the passive rod systems using the nematic






N(N   1) cos[2(i   j)]
+
: (3.5)
We divide the simulation box into smaller cells with side length 4:5Lrod, and
calculate S for each cell. The order parameter deﬁned via Eq. (3.5) does not dis-
criminate between parallel and antiparallel conﬁgurations; see Fig. 3.9. Isotropic
systems with many rods have S = 0, while perfectly nematic systems have S = 1.
Figure 3.10 shows a phase diagram of the system with varying density and
energy barrier. According to analytical theory [93], for E =1 and Lrod/rmin  1
the transition from the isotropic to the nematic state occurs at c L2rod = 3/2,
as indicated by the black arrow in Fig. 3.10. We have calculated the transition







[1  exp( E/kBT )] ; (3.6)
by generalizing Onsager’s approach for ﬁnite energy barriers, as described in
Sec. 3.6. We ﬁnd very good agreement between the analytical theory shown by the
red line in Fig. 3.10 and our Monte Carlo simulations. The phase diagram is also
consistent with our Brownian dynamics simulations for Pe = 0 and E = 1:5 kBT ;
see snapshots in Figs. 1.15(a) and 1.15(b).
The nematic order parameter is plotted in Fig. 3.11 for various cuts through
the phase diagram in Fig. 3.10. It has been suggested that the isotropic-nematic
transition of rods is continuous in two dimensions [93]. We have chosen a thresh-
old value for the isotropic-nematic phase transition, St = 0:11, such that for an
inﬁnite interaction energy the value predicted by the Onsager theory is recov-
ered. Our threshold value is similar to the threshold value S = 0:2 that has been
chosen in Ref. [58].
(a) parallel; S = +1 (b) perpendicular; S =
 1
(c) antiparallel; S = +1
Figure 3.9: The nematic order parameter, Eq. (3.5), for two rods in diﬀerent
conﬁgurations: (a) parallel, (b) perpendicular, and (c) antiparallel.
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S < 0:11 0:11 < S < 0:8 S > 0:8
isotropic
nematic
Figure 3.10: Phase diagram for passive rod systems with diﬀerent densities ()
and energy barriers (E). In addition to color/symbol coding, the size of each
triangle is proportional to the nematic order parameter S [Eq. (3.5)]. Bottom
left: isotropic phase with S < 0:11; top right: nematic phase with S > 0:8;
middle: nematic phase with 0:11 < S < 0:8. The black arrow indicates Onsager’s
isotropic-nematic transition density, c L2rod = 3/2. The red line is given by
Eq. (3.6). Crosses ()mark the parameters that have been used for the Brownian
dynamics simulations in Figs. 1.15(b) and 1.15(a).
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Figure 3.11: Nematic order parameter S, used to determine the phase transition
for passive rods, as a function of (a) the rod density  for several energy barriers
E and (b) the energy barrier E for several rod densities .
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3.6 Generalized Onsager theory
For ﬁnite energy barrier E, we generalize the approach presented in Ref. [93]
based on bifurcation theory to obtain the critical density for the isotropic-nematic
transition. The distribution function for the rod orientation is given by f(),
which satisﬁes
ln[2f()] = C + 
Z 2
=0
F (; 0)f(0)d0 ; (3.7)
where the constant C is determined by the normalization of f(),Z 2
=0
f()d = 1 : (3.8)
We deﬁne h() as
h() = 2f()  1 ; (3.9)
such that h() = 0 corresponds to an isotropic distribution. Using Eqs. (3.7)–
(3.9), we can write




R exp( R F (; 0)h(0)d0/2)d : (3.10)
We assume that the interaction energy of two rods is either 0 or E, depending
on whether they cross each other. This approximation is justiﬁed if the rods
are very thin and the complete overlap of two rods—which is energetically very
unfavorable—is excluded. In the regime where Lrod  rmin, the parameter  and





(1/2)F (; 0) = ( 2/2) sin() (3.12)
[1  exp( E/kBT )] :
Substituting Eqs. (3.11) and (3.12) in Eq. (3.10) gives





where the operator K is deﬁned as




sin(0)h(   0)d0 :
For h() to have bifurcation point in ,
w() =  Kw() (3.15)
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has to have an eigenfunction with two maxima at w(0) = w() and no further
maxima. The corresponding eigenvalue determines the density at which bifurca-
tion occurs. The desired eigenfunction is cos 2 with the eigenvalue  3/2; thus





[1  exp( E/kBT )] : (3.16)
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Chapter 4
Cluster formation for active rod
suspensions
A homogeneous system of self-propelled particles with no clusters has important
qualitative diﬀerences from an aggregated system with clusters. For example,
a clustered system has diﬀerent rheological properties than a homogeneous sys-
tem [97–99]. In the case of biological microswimmers, cluster formation can
have profound eﬀects on nutrition availability and defense mechanisms. There-
fore, studying cluster formation is important both for biological and synthetic
microswimmer systems. In this chapter, we present the results for the cluster
formation of monodisperse (one-component) self-propelled rods. We use Brown-
ian dynamics simulations with the rod model that was introduced in Chapter 2.
We will study the more complex case of bidisperse (two-component) self-propelled
rods in Chapter 5.
The chapter is organized as follows. First, we present an overview of all
observed phases in Sec. 4.1. In Sec. 4.2, we characterize cluster formation by
studying the rod densities, and we introduce a characteristic gas density for rods.
In Sec. 4.3, we discuss the minimum density required for cluster formation. In
Sec. 4.4, we measure the cluster size distribution for diﬀerent systems. Finally,
in Sec. 4.5, we study cluster dynamics using autocorrelation functions for rod
orientations.
4.1 Phase diagram
We have performed simulations with large numbers of rods to characterize the
collective behavior of self-propelled rod systems. After initiating the rods with
random positions and orientations in the two-dimensional (2D) plane, the rods
move by their propulsion force and are aﬀected by interactions with other rods
and thermal noise. Some snapshots of the simulations are shown in Figs. 1.15, 4.1
and 4.2. More snapshots and movies can be found in the Supplemental Material
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Figure 4.3: Phase diagram for self-propelled rods with diﬀerent densities () and
Péclet numbers (Pe). The energy barrier is E = 1:5 kBT and the rod aspect ratio
is 18. Bottom-left: isotropic phase at low  and Pe; top-left: nematic phase at
high  and Pe = 0; top-right: laning phase at very high ; bottom-right: cluster-
breakup phase at high Pe, i.e., high penetrability coeﬃcients Q; center: giant
cluster phase at intermediate  and Pe. The gray lines are guides to the eye.
Note that the region Pe < 0 has no physical meaning and that the nematic state
is found for passive rods with Pe = 0.
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4.2 Rod densities
of Ref. [35]. A phase diagram of self-propelled rods with varying density and
Péclet number is shown in Fig. 4.3.
For Péclet numbers [Eq. (2.11)] in the range 1  Pe . 80, we ﬁnd giant
clusters that span the entire simulation box and form as a result of the alignment
interaction due to the rod-rod repulsion, as explained qualitatively in Refs. [50,
100]; see the snapshots in the top right of Fig. 4.1. At the cluster perimeter,
the clusters steadily lose rods due to the rotational diﬀusion and at the same
time acquire new rods that collide and align. The clusters are polar and almost
all rods within a giant cluster move in the same direction. However, we expect
that the system is essentially in an isotropic phase, and that for a suﬃciently
large system size the clusters can randomly change direction. The polar order
of our giant clusters which span the simulation box is due to symmetry-breaking
collisions because of the roughness of the rods. In the early stage of the formation
of giant clusters, some of the eventually polar clusters are composed of streams
of rods that move in opposite directions.
Upon further increase of Pe the clusters start to break; see Fig. 4.6. Smaller
clusters are observed until they become as small as about ﬁve rods per cluster
for Pe & 100. For very high densities, 15:1  L2rod  25:5, when the dense
region spans the entire simulation box, we ﬁnd a laning phase that is composed
of streams of rods that move in opposite directions; see Fig. 4.2. The laning phase
is nematic, similar to the nematic lanes that have been observed for the Vicsek
model in simulations [50] and analytical calculations [101].
Our phase diagram in Fig. 4.3 may be compared with the phase diagram in
Ref. [62] for self-propelled rods without noise that interact segment-wise via a
Yukawa potential [Fig. 1.14(a)]. Since our model incorporates noise and has a
capped repulsive interaction potential, we can only compare both models in the
medium Pe regime, where the noise does not dominate (Pe 1) and where the
rods are not completely penetrable (Pe . 75). For aspect ratio 18 used in our
simulation, we see qualitatively similar behavior with increasing density, namely
the transition from the isotropic phase to the swarming (clustering) phase and
then to the laning phase.
A comparison of our phase diagram in Fig. 4.3 with that of Ref. [34] (Fig. 1.13)
shows that we do not observe jammed giant clusters as reported in Ref. [34],
because we employ a smoother potential proﬁle along the rod; see Fig. 2.5.
4.2 Rod densities
We measure densities of rods in cells of side length 2Lrod and construct a distri-
bution of monomer densities for each system; see Fig. 4.4. For a homogeneous
system of rods, the distribution has a single narrow peak at the average density
of the system, i. This can be seen for example in the histograms for Pe = 0 that
correspond to the systems where no cluster formation is observed; see the left
55





Pe = 0; i L
2
rod = 10:2
Pe = 0; i L
2
rod = 5:1
Pe = 20; i L
2
rod = 5:1
Pe = 100; i L
2
rod = 5:1
0 5 10 15 20 25 30
Figure 4.4: Density distributions for the systems shown in snapshots of Fig. 1.15.
i is the average density. The distributions are not normalized and only the
position of peaks can be compared.
column in Fig. 4.1. For systems with self-propelled rods, the density distribution
can change from a unimodal to a more complicated distribution that shows phase
separation between dilute and dense regions of rods. For Pe = 20 the distribution
has a large peak at low density and a very broad peak at higher densities.
4.2.1 Gas density
The density distribution for the system with Pe = 20 in Fig. 4.4 shows that it
consists of a high-density cluster in a “gas” of rods. The density of this cluster-
free gas corresponds to the position of the ﬁrst peak in the density distribution.
In the following, we denote the density of this region as gas.
We deﬁne gas as the position of the ﬁrst local maximum in the density distri-
bution, which is at least as high as 80% of the absolute maximum. In Fig. 4.5(a),
gas is plotted as a function of Pe for several values of i and E. We ﬁnd
gas  Pe 1 for small Pe and an increase of gas with increasing Pe for high
Pe. The gas density is to a large extent independent of the average rod density of
the entire system; see Fig. 4.5(a). This behavior is analogous to the vapor density
for liquid-gas phase coexistence in conventional liquids, where the density of the
gas phase only depends on the temperature and is independent of the volume of
the liquid phase.




















































Figure 4.5: Gas density as a function of the Péclet number for diﬀerent average
rod densities and energy barriers compared with gas in Eq. (4.4). (a) Gas densi-
ties for E = 1:5 kBT and several rod densities. Inset: double-logarithmic plot of
gas for 5 < Pe < 25. (b) Gas densities for average rod density L2rod = 5:1 and
several energy barriers. The errors are given by the peak width for the density
histograms, L2rod ' 0:5.
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tively explained by a rate equation [45]. In the stationary state, the rate of rods
joining a cluster equals the rate of rods leaving a cluster. Assuming an isotropic
distribution of rods in the gas, the number of rods joining the cluster from an
inﬁnitesimally small box of side length dx and dy is d3N =  dx dy dt(1 cos )/2,
where  = cos 1(dx/(vdt)) is the half angle of a cone inside which rods reach the
wall in a given time dt, and x is the distance to the cluster “wall.” Integrating










where we have used the deﬁnition of Péclet number in Eq. (2.11).
The detachment rate Jdet is determined by the rotational diﬀusion of the rods;





Assuming that a complete detachment from the cluster requires  = /2 and
that rods are placed regularly along the border of a cluster, the detachment rate





















where we have used Dr/Dk = k/r = 6/L2rod. Note that the gas only depends
on Lrod and Pe and is independent of the average system density , which is
consistent with the simulation results. This implies that the giant cluster grows
until the gas density reaches gas.
Note that this estimate includes several approximations, in particular using
free rotational diﬀusion for rods at the border of the cluster and assuming that
complete detachment requires the rods to diﬀuse by  = /2. As shown in
Fig. 4.5, the analytical estimate in Eq. (4.4) agrees well with the simulation
results in the small-Pe range without any adjustable parameters.
4.2.2 Binding energy of rods to the cluster
The independence of the characteristic gas density gas from the average density
of the system  is analogous to a vapor density for rods. Here we follow this
analogy to obtain an eﬀective binding energy gain Eb for rods that are part of
the cluster [102]. We use an ideal-gas model in two dimensions to represent the
rods in the gas phase. The activity and the anisotropy of the rods are intentionally
58
4.2 Rod densities
not taken into account explicitly and enter via the eﬀective binding energy. The
free energy for the rods in the gas is thus











where N is the number of rods in the gas,  is the area of each rod, and A is the
area accessible for the rods in the gas.
In the cluster, each rod gains a binding energy Eb,
Fcluster = NEb ; (4.6)
where N here is the number of rods in the cluster. In equilibrium, the chemical
potential  = @F/@N in the gas and in the cluster should be equal. This gives
the eﬀective binding energy per rod for the rods inside the giant cluster,






  ln(PeLrod/rmin) : (4.7)
The eﬀective binding strength increases logarithmically with the product of Pé-
clet number and the rod aspect ratio. For aspect ratio 18 and Pe  25 used
in our simulations, we ﬁnd eﬀective binding energies of Eb   0:1 kBT , which
are comparable to binding energies for the gas-liquid critical point for colloidal
systems [103].
4.2.3 Cluster breakup
For E = 1:5kBT , clusters break up when Pe & 80, which implies penetrability
coeﬃcientsQ & 50 [Eq. (2.12)]. We observe that in the regime of cluster break-up,
individual rods and even small clusters can pass through each other; see Fig. 4.6.
Moreover, the density distributions for such systems become unimodal, but with
a larger spread compared to isotropic systems with low Péclet numbers; see the
distribution with Pe = 100 in Fig. 4.4. In our simulations Pe is proportional
to the propulsion force, and a high propulsion force thus facilitates crossing of
rods. As a result, fewer rods aggregate in a large cluster and the rod density
in the dilute region gas increases; see Figs. 4.6 and 4.5. Cluster break-up starts
when the propulsion force, Frod = QE/Lrod, is comparable to the maximum force
for bead-bead interaction, Fint = max( d/dr). Equating Fint to Frod gives the




= 28 ; (4.8)
where Fint =  d/drjr=r0 and r0 = 0:192 is found by numerically solving the
equation d2(r)/dr2 = 0 for the potential in Eq. (2.10). In Fig. 4.8, Q is
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Cluster formation for active rod suspensions
plotted for various energy barriers; see Fig. 4.7 for snapshots. Although the
angular dependence for crossing of rods (Fig. 2.6) is neglected in the estimate
in Eq. (4.8), we ﬁnd reasonable agreement with the simulation results without
any adjustable parameters. However, there is less agreement for small energy
barriers, corresponding to small Pe. The deviations may be accounted for by the
noise that for small Pe is comparable with the propulsion force (but that is not













Figure 4.8: Critical penetrability coeﬃcient Q at which clusters start to break vs
the energy barrier E, compared with the analytical estimate given by Eq. (4.8).
Average rod density is L2rod = 5:1. The points from the simulations are the
Péclet numbers at which gas has a minimum for each energy barrier; compare
Fig. 4.5.
4.3 Onset of cluster formation
In Sec. 4.2, we characterized clusters of self-propelled rods. We showed that the
clusters do not form for passive systems with Pe = 0 and also for systems with
very low densities L2rod . 2; see the left column and the bottom left of Fig. 4.1.
Moreover, we showed in Sec. 4.2.3 that clusters break at very high Péclet numbers.
In the rest of the systems, we do observe the formation of giant clusters. Here
we investigate the minimum density required for cluster formation.
In the absence of any attractive interaction between rods, as in our model
described in Chapter 2, the clusters emerge as the result of an interplay between
three ingredients. First, the self-propulsion force drives the cluster formation. It
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Figure 4.9: Onset of cluster formation with increasing density: Snapshots of
self-propelled rod systems with energy barrier E = 1:5 kBT and Péclet number
Pe = 10 for diﬀerent scaled densities 0:51  L2rod  7:7. Clusters appear for
L2rod  3:1 63
















Figure 4.10: The gas density gas vs the average rod density . The tilted dashed
line represents gas = , while the horizontal dashed line is the characteristic gas
density gas [Eq. (4.4)].
has been shown that the self-propulsion acts as an eﬀective attractive interaction
[35, 60, 102]. Second, in order to have a non-negligible steric interaction between
rods, a ﬁnite value of energy barrier E is needed, as described in Sec. 2.5. Third,
the clusters only form when the overall density of the system is higher than a
threshold value, c.
Here, we propose that this threshold density for cluster formation is in fact the
characteristic gas density gas that we obtained in Sec. 4.2.1 [Eq. (4.4)]. Fig. 4.9
shows snapshots of systems with various (low) rod densities. Péclet number
and energy barrier are ﬁxed at Pe = 10 and E = 1:5 kBT , respectively. The
characteristic gas density for rods with Pe = 10 is [Eq. (4.4)]
gasL
2
rod j(Pe=10)= 1:95 : (4.9)
From the snapshots of Fig. 4.9, we observe that large clusters do not form until
c L
2
rod  3:1, which is considerably higher than gas L2rod. This “delayed clus-
tering” can also be inferred from Fig. 4.10, where the gas density is presented
for the systems shown in the snapshots of Fig. 4.9. We observe a steady linear
increase of gas in the form of gas =  for low , followed by an overshoot of gas
in the range 2 . L2rod . 4. At high average densities L2rod & 4, the gas density
reaches a steady value of gas L2rod  1:6.
Figure 4.10 shows that in the intermediate density regimes, the gas density
gas can be higher than the characteristic gas density gas. We attribute this
overshoot in gas (and the corresponding delayed clustering visible in Fig. 4.9) to
the lack of a nucleus for the cluster formation: We calculated the characteristic
gas density in Eq. (4.4) with the assumption that there is a giant cluster in the
system which acts as a wall for rods that collide to it. However, for a system
with a density which is only slightly above gas, such a giant cluster cannot form
64
4.4 Cluster size distributions
due to the fewer number of rods. Therefore, the small clusters that form in those
systems easily evaporate due to the rotational diﬀusion of their constituent rods.
We propose that in the presence of a nucleus (in the form of a wall, obstacle,
or a large cluster of a diﬀerent rod species) the gas density of rods in Fig. 4.10 has
no overshoot and it monotonously saturates to the characteristic gas density gas.
This prediction has been indirectly conﬁrmed in Sec. 5.3.4, where the clustering
transition of short rods in Fig. 5.8 happens just where the density of short rods
crosses their corresponding gas density gas.
A corresponding phenomenon in equilibrium systems is called homogeneous
nucleation [104], where a liquid does not freeze due to the lack of a nucleus.
For example, it is known that water can be supercooled down to 225K (−48 C)
provided that it is pure and free of nucleation sites [105].
4.4 Cluster size distributions
We deﬁne two rods to be in the same cluster if the nearest distance between them
is less than 2rmin and the diﬀerence in their orientation angles is less than /6 [34].
In Fig. 4.11, snapshots of systems with various densities and Péclet numbers are
shown, where the rods are color-coded both based on their orientation and also
based on the size of the cluster that they are a member of.
In Fig. 4.12, sample cluster size distributions (n) are presented. For small
cluster size n, (n) decreases with a power law, (n) / n with  < 0; for large
n, (n) decreases exponentially [33,34]. For systems with giant clusters, such as
the system with Pe = 25, there is a gap in the distribution because they consist of
one giant cluster (n > 10 000) and small clusters (n < 30) that mostly form near
the boundary of the giant cluster. In such systems, the exponent  is calculated
only based on the distribution of small clusters.
The power-law exponent for the cluster size distribution ﬁrst decreases with
increasing Péclet number, has a minimum for Pe  25, and then increases for
increasing the values of Pe; see Fig. 4.13. We ﬁnd the exponent to be in the
range  1:5     3:5, which agrees with the range  2     3:6 found in
Ref. [34] for rods with diﬀerent aspect ratio and a diﬀerent interaction potential
than in our simulations. A recent experimental study found  =  1:880:07 for
clusters of M. xanthus bacteria [20]. As shown in Fig. 4.14, the average size of the
clusters, N , increases with increasing Péclet number for Pe . 25 and decreases
if Pe is further increased. The spread of the cluster size, N , shows the same
qualitative behavior but decays faster at high Pe values, which shows that the
system becomes more homogeneous.
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Figure 4.12: Cluster size distributions (n) for systems shown in the snapshots
of Fig. 1.15. Average rod density is L2rod = 10:2. For small n, the distributions
can be ﬁt by a power law, (n) / n. The distributions have been averaged over





















Figure 4.13: The exponent  of the power law for cluster size distributions as a
function of Pe for systems with E = 1:5 kBT and several average rod densities
. The exponents have very weak dependence on . Inset: magniﬁed view for
0 < Pe < 25.
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Figure 4.14: Cluster size average N and spread N as function of Pe for several
average system densities. The number of rods in systems with L2rod = 10:2 is
13107. Inset: magniﬁed view for 0  Pe  25. The cluster sizes have been
averaged over 200 frames in the last 40 000 time steps.
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4.5 Polar autocorrelation functions
The clustering dynamics in the systems can be characterized by autocorrelation
functions for the rod orientation
C(t) = hni(t0)  ni(t0 + t)i ; (4.10)
for lag time t, where ni(t0) is the orientation vector of rod i at time t0, and the
average is over all rods and over all times t0. Figure 4.15(a) shows C(t) for systems
shown in Fig. 1.15. The autocorrelation function C(t) can be ﬁt using a shifted
exponential function
A(t) = (1  a)e t/ + a ; (4.11)
where  is the autocorrelation time and a is an autocorrelation base value. A
ﬁnite value of a is the ratio of rods that do not lose their orientation for the
time scale of the measurement. Rods that are inside clusters are less likely to
lose their orientation, which corresponds to a high value of a, while free rods
in the gas change orientation more frequently because of rotational diﬀusion. In
Fig. 4.15(b), we compare a to the averaged fraction of rods X that are part of the
largest cluster in the system for several densities and Péclet numbers. In general,
we ﬁnd good agreement between a and X1.
The autocorrelation time  , obtained from the ﬁt with Eq. (4.11), is shown in
Fig. 4.16. The autocorrelation time  does not change substantially for diﬀerent
values of Pe and , and is very similar to the autocorrelation time 0 for a single
rod. Therefore, while the giant cluster moves persistently within simulation time,
the rotational diﬀusion of a rod outside the cluster is only weakly aﬀected by
occasional collisions of other rods.
1The values of a and X do not agree for Pe = 0, where rods are either freely moving due
to noise (isotropic regime) or stuck in nonmotile clusters (nematic regime). In the former case,
there is hardly any orientation preservation (a  1) and there is no large cluster (X  1).
In the latter case, rods hardly change their orientation (a  1) but are distributed over small
clusters (X  1); see Fig. 4.11(a).
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Figure 4.15: (a) Autocorrelation of rod orientation with lag time t for the systems
shown in Fig. 1.15. Thick lines are simulation results; thin horizontal lines are
autocorrelation base values, calculated by ﬁtting the data with Eq. (4.11). (b)
Comparison of the autocorrelation base value a and the fraction of rods in the
largest cluster X. The observables have been calculated based on 200 frames in
the last 40 000 time steps.
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Figure 4.16: Autocorrelation time  of the rod orientation as function of Pe for
several average rod densities. 0 = 1/Dr is the time unit; see Chapter 2. The
observables have been calculated based on 200 frames in the last 40 000 time
steps.
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We extend our investigations of the collective behavior in self-propelled rods by
considering bidisperse suspensions that contain rods with two diﬀerent lengths.
By performing extensive Brownian dynamics simulations, we show that the den-
sity and the length of rods control the segregation and cluster formation of short
and long rods.
We present background of the topic and explain the motivations to study
bidisperse systems in Sec. 5.1, followed by a short review of the model in Sec. 5.2.
In Sec. 5.3, we describe the diﬀerent phases that we observe in our simulations,
namely the isotropic phase, the induced clustering phase, the giant cluster phase,
and the remixing phase. We analyze the simulation results in Sec. 5.4 by rod
density distributions and by a segregation order parameter. We will show that
the rod density distributions are qualitatively diﬀerent for homogeneous, giant
cluster, and remixed phases and show a unimodal, a bimodal, and a ﬂat distribu-
tion, respectively. Using analytical arguments, we predict the formation of giant
clusters with long rods and of giant clusters with long and short rods, as well as
clustering of long rods induced by the presence of short rods.
5.1 Background and motivation
Self-propelled particles (SPPs) display an intriguing collective behavior, funda-
mentally diﬀerent from passive particles, which has gained considerable attention
in the recent years [29,106]. In theoretical studies of self-propelled particles, two
diﬀerent types of interaction between particles can be employed: First, a Vicsek-
like interaction, in which the collective behavior comes from an explicitly imposed
interaction rule, i.e., alignment of neighboring particles. Second, a physical in-
teraction, where the collective behavior results from a physical mechanism, e.g.,
short-ranged steric repulsion and/or long-ranged hydrodynamic interaction be-
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Figure 5.1: Phase diagram of a bidisperse system of passive rods. The length
ratio between short and long rods is q = 2:5. x is the number fraction of the long
rods, and 0 is the dimensionless rod number density for both rod lengths. Lines
show the limits of the I-N coexistence region, which are given by the isotropic (I)
and the nematic (N) cloud curves. Figure is taken from Ref. [108].
tween the self-propelled particles. In the case of the physical interaction, both
the nature of the interaction and the geometry of the particles (size, asymmetry,
etc.) determine their collective behavior. In rodlike SPP systems (rSPPs), the
alignment is due to the exchange of angular momentum between rods, and there-
fore, the collective behavior depends on the rod length. While the eﬀect of rod
length has been recently studied in monodisperse rSPPs without noise [62], little
is known about clustering and segregation in rSPP systems with polydispersity,
e.g., for systems that contain rods with diﬀerent lengths. Polydisperse rSPP sys-
tems are found, for example, in mixtures of inherent (or mutated) polydisperse
rodlike bacteria [20], or in motility assays of protein ﬁlaments [23, 107].
In passive systems, it is known that polydispersity has a number of eﬀects.
It has been shown theoretically [109, 110] and experimentally [78] that polydis-
persity broadens the coexistence region between isotropic and nematic states. A
phase diagram of a passive bidisperse system of rods is presented in Fig. 5.1, which
shows that the coexistence phase is narrower when the system consists of only
the long or only the short rods, compared to the case of a mixed system. Further-
more, polydispersity causes fractionation, i.e., segregation of rods with diﬀerent
lengths in diﬀerent phases of the coexistence [59]. Bidisperse (two-component)
systems have been found to exhibit nematic-nematic (N-N) or isotropic-nematic-
nematic (I-N-N) coexistence [79, 111, 112]. For the active case, to our knowledge
geometrical polydispersity has not yet been studied so far. However, it is known
that a mixture of active and passive rod-like particles (with the same length)
segregates into clusters [63].
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Figure 5.3: Phase diagram of two-component active rod systems for diﬀerent
densities of long (l) and short rods (s). Parameters are Péclet number Pe = 10,
penetrability coeﬃcient Q = 0:37, energy barrier E = 1:5 kBT , and aspect ratios
al = 18 for long and as = 9 for short rods. We observe an isotropic phase for both
rod types (bottom left), a giant cluster of long rods in coexistence with a gas of
short and long rods (top left), and a remixed phase where short rods penetrate
into the cluster of long rods (top right). The thin dashed line indicates the
long-rod density for which short rods induce the formation of a long-rod cluster.
The phase boundary between the isotropic and the giant-cluster phase is given by
Eq. (5.10). The phase boundary between the giant cluster and the remixed phase
is a guide to the eye, where the slope is chosen to have a constant short-rod area
fraction. For snapshots, see Fig. 5.2 and the Supplemental Material of Ref. [64].
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5.2 Model and simulation technique
In this chapter, we simulate bidisperse systems of rSPPs of long and short
rods. The long rods have always the same length, while short rods of various
lengths are considered. We ﬁnd an isotropic phase, a giant cluster phase of the
long rods only, and a remixed nematic phase; see Fig. 5.2. A phase diagram of
the bidisperse system is shown in Fig. 5.3. More snapshots and movies can be
found in the Supplemental Material of Ref. [64].
5.2 Model and simulation technique
We employ a penetrable rod model that was ﬁrst introduced in Ref. [35], and also
presented in Chapter 2. In addition to the position r, orientation , velocity v,
and angular velocity !, each rod is also characterized by its length L. We study
bidisperse systems with rods of two diﬀerent lengths, Ll and Ls. Because long
and short rods have the same thickness, the aspect ratio is always proportional
to the rod length L. We choose the propulsion force Frod to be proportional
to the rod length L. This choice is motivated by actin and microtubule motility
assays, where the probability of the ﬁlament to be in proximity of a motor protein
is proportional to its length; see also Sec. 7.4. Because the friction coeﬃcient
k;L is also proportional to the rod length, the free-swimming velocity, vrod =
Frod;L/k;Lek, is independent of the rod length. Therefore, the dimensionless
Péclet number






is diﬀerent for short and long rods, where Dk = kBT/k is the diﬀusion coeﬃcient
parallel to the rod’s axis. In our simulations, we use Pe = 10 for long rods
which implies Pe = 10  (Ls/Ll)2 for short rods. Our penetrable rods are also





that we deﬁne as ratio of the propulsion force multiplied by the rod width and
the energy barrier 1.
We measure lengths in units of the long rod length Ll. The size of the sim-
ulation box is Lx  Ly, with Lx = Ly = 36Ll. The width of long and short
rods is rmin = 0:056Ll, so that our long rods have aspect ratio al = 18, whereas
the aspect ratio of short rods varies between 2  as  16. We deﬁne number
densities of long/short rods as l;s = Nl;s/LxLy, where Nl;s is the total number
of long/short rods in the system, respectively. We study systems with density
1Note that Q here has a diﬀerent deﬁnition from Q in Chapter 4. Here we use rmin instead
of L as the length scale, so that Q becomes only proportional to F/E and not directly to L.
The critical value Q = 28 that we obtained in Chapter 4 for cluster break-up of monodisperse
rods corresponds to Q = 28/18 = 1:6 in the new deﬁnition.
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 = a   p
Figure 5.4: A sample segregation diagram, for the system shown in the snapshot
of Fig. 5.2(c). The segregation order parameter  is the maximum diﬀerence be-
tween the segregation of the active system a and the segregation of an otherwise
identical passive system p; see Eq. (5.4).




5.2.1 Segregation order parameter
We deﬁne the segregation order parameter as the following [63, 113]. We divide










jfi   faj; (5.3)
where fa is the average fraction of long rods in the system, ni is the number of
rods in the i-th cell, ntot is the total number of rods in the system, and fi is the
fraction of long rods in the i-th cell. Complete segregation and no segregation
correspond to (b) = 1 and (b) = 0, respectively. Note that (b) strongly
depends on the choice for the cell size b: for very small b, where the cell size is in
the order of rod thickness, (b) is very close to 1, and for very large b, where one
cell covers the entire simulation box, (b) = 0. To deﬁne a segregation parameter
which is independent of the cell size, we measure (b) for various values of b for
both the (active) system of interest, a(b), and a passive system with otherwise
identical parameters, p(b); see Fig. 5.4. We measure the diﬀerence between (b)
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Figure 5.5: Density distributions of long rods for the systems shown in the snap-
shots of Fig. 5.2. For the system shown in Fig. 5.2(a), long rods have a normal
distribution. For Fig. 5.2(b), the distribution has an extended tail towards higher
densities. For Fig. 5.2(c), the distribution has two clear peaks, corresponding to
the gas and the giant cluster. For Fig. 5.2(d), the distribution has a plateau that
ranges from small to large densities.
for the active and the passive systems, ap(b) = a(b)   p(b), and report the
maximum diﬀerence as the segregation order parameter of our systems, i.e.,
 = maxfap(b)g: (5.4)
5.3 Structure formation in bidisperse mixtures
of rods
We ﬁrst present simulations for bidisperse systems with Ls = Ll/2 and later for
various short rod lengths. For ﬁxed short rod length, we have systematically
varied the densities of short and long rods. Figure. 5.2 shows typical simulation
snapshots for the diﬀerent phases. A phase diagram for the short and long rod
densities is shown in Fig. 5.3. At low densities, lL2l = 5:1 and sL2l = 7:6, the
system is in an isotropic and almost homogeneous phase for both short and long
rods; see Fig. 5.2(a). Cluster formation is observed for higher rod densities; see
Figs. 5.2(b)–5.2(d). More snapshots and movies can be found in the Supplemental
Material [64].
In Fig. 5.5, typical density distributions for long rods are shown. We ﬁnd
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Figure 5.6: (a) Density of the peaks of lowest and highest density, 1l and 2l ,in
the distribution of long rods, as a function of the average short rod density s,
for various average long rod densities l. (b) Close-up of the density of the ﬁrst
peak 1l (corresponding to the gas density), and a linear ﬁt; see Eq. (5.10).
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Figure 5.7: Segregation order parameter  [Eq. (5.4)] for long and short rods as
a function of short rod density s, for various average long rod densities l.
unimodal distributions for homogeneous systems as shown in Fig. 5.2(a), long
tails for systems with induced clustering as shown in Fig. 5.2(b), bimodal distri-
butions for segregated systems as shown in Fig. 5.2(c), and ﬂat distributions for
systems in the remixing phase as shown in Fig. 5.2(d). The peak densities are
plotted in Fig. 5.6 2 which shows that in general the density of the clusters, cll ,
does not change substantially with s and l.
An exception is the occurrence of “induced clustering” (as observed for lL2l =
2:6) when the density of short rods is high enough to induce cluster formation for
the long rods, but low enough such that the system is not in the remixed phase.
The gas density of long rods gl is plotted with higher resolution in Fig. 5.6(b).
Excluding the points that are in the remixing phase, gl decreases linearly with
increasing short rod density.
We characterize the simulation data using the segregation order parameter
 used in Ref. [63]; see Sec. 5.2.1. As shown in Fig. 5.7, the segregation order
parameter is small for lL2l = 2:6 and high for lL2l = 5:1 and lL2l = 7:6.
For lL2l = 2:6, due to induced clustering  increases with increasing short rod
density. For lL2l = 5:1 and lL2l = 7:6,  decreases at high short rod densities
due to remixing.
In Fig. 5.8(a)–(c) simulation snapshots, density distributions,3 peak positions,
2If the density distribution has more than two peaks, the positions of the highest and lowest
density peaks are plotted.
3There is qualitative diﬀerence between cell density distributions P () and rod density
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and segregation order parameter are plotted for ﬁxed volume fraction of all rods,
ﬁxed length of the long rods and various lengths of the short rods. Short and
long rods form joint clusters above a threshold value for the short rod length.
More snapshots and movies can be found in the Supplemental Material [64].
5.3.1 Induced clusters at low long-rod densities
For low densities of long rods and high densities of short rods, we observe the
formation of a cluster that is composed almost exclusively of long rods. The
cluster formation is induced by the presence of the short rods, because for the
same l but lower s no such cluster is observed; compare Figs. 5.2(b) and 5.2(a).
The density distribution of long rods shows an extended tail with a long plateau
if an induced cluster is present [Fig. 5.5, green circles]. A high density peak is
also visible at medium s in our peak analysis [Fig. 5.6(a), ﬁlled blue squares].
However, the high density peaks are not detected for higher s, though the long
plateau exist. Because of remixing, the density of the peak position decreases
again for increasing s. The “induced clustering” is also evident in the increase
of the segregation order parameter shown in Fig. 5.7 (blue squares).
5.3.2 Giant clusters at high long-rod densities
For suﬃciently high densities of long rods and not too high densities of short
rods, we observe the formation of giant clusters similar to the clusters observed
for monodisperse rod suspensions in Ref. [35]. In this region of the phase diagram,
clusters are almost exclusively composed of long rods and coexist with a gas that
is composed of both short and long rods; see e.g. the simulation snapshot in
Fig. 5.2(c). The density distribution for the long rods shows a clear double-peak
structure, where the low-density peak corresponds to the gas density and the
high-density peak to the cluster density of the rods; see Fig. 5.5 (red rectangles).
Long rods in the cluster are considerably denser than in the gas phase, and the
density of the rods in the cluster does not substantially change for the entire
range of short rod densities; see Fig. 5.6. As long as remixing does not occur, the
gas density of long rods decreases linearly with increasing density of short rods.
The segregation order parameter is high in the entire range of short rod densities;
see Fig. 5.7.
5.3.3 Remixed rods at high short-rod densities
At high densities of short rods, sL2l > 12, the short rods penetrate the giant
clusters that are almost exclusively composed of long rods at low s. The short
distributions P (); In this case, the former is unimodal, but the latter is bimodal. In Fig. 5.8
P () is plotted, but in Fig. 5.5 P () is plotted.
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rods that are part of the the giant cluster have the same orientation as the long
rods. A simulation snapshot for such a remixed system is shown in Fig. 5.2(d).
To ensure that remixing is independent of the initial distribution of rods, we have
simulated this system both starting with an initially random distribution in space
and orientation of all rods and also with initially phase-separated and perfectly
parallel short and long rods.
In the remixed phase, the density distribution of the long rods is ﬂat and
spans the densities between the gas and the cluster density in the giant cluster
phase; see Fig. 5.5 (black diamonds). Because of the lack of a clear peak in the
density distribution, the gas density of the long rods does not follow any more the
linear relationship that is observed for low s. The segregation order parameter
shown in Fig. 5.7 that is about 0:6 for high l and low s drops to about 0:4 for
remixed systems.
5.3.4 Length-dependent rod segregation in clusters
In Fig. 5.8, we show the dependence of the rod segregation  on the length of the
short rods Ls. We have simulated mixed rod systems with density lL2l = 5:1 and
aspect ratio al = 18 for the long rods, and various aspect ratios 2  as  16 for
the short rods. When we change as, we also change the density as s  9/as so
that the total volume fraction is unchanged at the volume fraction of the system
shown in the snapshot of Fig. 5.2(c). The simulation snapshots in Fig. 5.8(a)–(c)
for Ls = 10, Ls = 12, and Ls = 14 suggest that short rods penetrate the cluster
when they are longer than a critical length. The density distributions for the short
and long rods are shown below the simulation snapshots. The distributions are
bimodal in all cases except for Ls = 12. While for Ls = 10 the larger peak for the
short rod distribution corresponds to the gas density, the short-rod distribution
is unimodal for Ls = 12, and changes again for Ls = 14 to a bimodal distribution
where the larger peak corresponds to the cluster density.
The density of the short rods within the cluster of long rods increases, while
the density of short rods in the surrounding of the cluster decreases with increas-
ing short rod length; see Fig. 5.8(d). Fig. 5.8(e) shows an eﬀective short-rod
density and a theoretical gas density; the plot indicates the length at which the
short rods penetrate the cluster of long rods. The segregation order parameter,
shown in Fig. 5.8(f), decreases from   0:6 to zero with increasing short rod
length.
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5.4.1 Rotational diﬀusion and cluster formation
In Sec. 4.2.1, we estimated the gas density of rods in equilibrium with a giant
cluster for monodisperse rod suspensions. The argument is based on equating
the rates for rods to attach to and detach from a giant cluster. While the rate of
rods that attach to the cluster can be obtained from the rod density in the gas
and their velocity, the rate of rods with length L that detach is proportional to
the rod density at the cluster edge, e = 1/L, and the rod’s rotational diﬀusion






As a result, the rotational diﬀusion Drs of short rods with length Ls = Ll/2 is









Using the L-dependence of Dr [Eq. (5.5)] and Pe [Eq. (5.1)], we ﬁnd that the









see Sec. 4.2.1. We therefore hypothesize that rods form a giant cluster if the
overall density of the rods in the system, L, is higher than the characteristic gas
density, gL, given by Eq. (5.7); see also Sec. 4.3. Long rods thus form clusters
at considerably smaller densities than short rods. Temporarily formed cluster of
rods below the characteristic gas density are unstable, because the ﬂux of rods
that join the cluster does not compensate the ﬂux of rods that leave the cluster.
We expect to ﬁnd a homogeneous isotropic phase for l < gl and s < gs, a
segregated giant-cluster made of the long rods for l > gl and s < gs, and a
mixed giant-cluster made of both rods for l > gl and s > gs.
The gas density of our long rods is glL2l = 1:95 and that of short rods with
Ls = Ll/2 is gsL2l = 16 glL2l = 31:1. We therefore expect to ﬁnd the transition
between the isotropic and the giant cluster phase for glL2l = 1:95, but we observe
the transition in the simulations only for a higher density, g;siml L2l  3:2; see
Fig. 4.10. This deviation is partially due to the approximative nature of the
argument developed in this section, and partially due to our assumption that
the gas is in coexistence with a giant cluster. Since we initialize our simulations
with randomly distributed rods with random orientation, a nucleus is required
for cluster formation. This is demonstrated in Fig. 5.3, where the gas density
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for a simulation of long rods only is plotted as function of the overall density
in the system. The measured gas density deviates from the overall density as
expected at glL2l  2, but overshoots and drops to its steady-state density only
for glL2l  3:5, in agreement with the occurrence of giant clusters in the phase
diagram in Fig. 5.3.
We calculate the transition from giant clusters of long rods to mixed giant
clusters for systems that correspond to the data in Fig. 5.8. Because part of the
simulation box is ﬁlled with the long rods and is inaccessible to short rods, the
eﬀective density of short rods that determines the transition is larger than the
overall density of short rods in the box s = Ns/LxLy. We assume homogeneous
cluster and gas densities for the long rods. Using the conservation of the number
of long rodsNl = glAgl+clAcl , and the decomposition of the total area A = Agl+Acl
in the area of the gas for the long rods Agl and the area of the cluster for the long








Here, l is the overall density of the long rods in the system, and the gas and the
cluster density of the long rods, cl , gl , are extracted from the simulation data.
The eﬀective density is plotted in Fig. 5.8(e) together with the characteristic gas
density calculated in Eq. (5.7). Indeed the short rods join the cluster of long rods
when the eﬀective gas density of short rods equals the theoretically estimated
equilibrium gas density of short rods; see Fig. 5.8(c)4.
Since the gas density also depends inversely on the Péclet number, another
interesting test is to repeat the simulations that are shown in Fig. 5.8 with dif-
ferent Pe values, and check if the length of the short rods in which the mixing-
demixing transition happens agrees with the corresponding analytical argument
in Fig. 5.8(e). This case is discussed in Sec. 7.3.
5.4.2 Gas composition and induced clustering
For a gas of long rods in the presence of a giant cluster as shown in Fig. 5.2(c),
the density of long rods in the gas gl decreases with increasing density of short
rods gs, see Fig. 5.6(b). We assume that the presence of short rods decreases
the rate for long rods to detach from the cluster and introduce an eﬀective rate









l ; 0)   Jatts (gl ; gs), where Jatts (gl ; gs) is the rate of short
rods that attach to the cluster. A physical interpretation of this ansatz is that
short rods constantly hit the boundary of the giant cluster and thus prevent long
4Note that the cluster of long rods forms a nucleus for the cluster of short rods, therefore
clustering should occur directly without an overshoot in the short-rod density.
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rods from detaching. For steady state, the eﬀective detachment rate for long rods
has to be equal to the attachment rate for long rods Jattl (gl ; gs),
Jdetl (
g
l ; 0)  Jatts (gl ; gs) = Jattl (gl ; gs) : (5.9)
We assume that the rates for the rods that attach to a giant cluster are in-







svs/4. Using Jdetl (gl ; 0) = 8Drl /(2Ll), we ﬁnd for the character-
istic gas density of the long rods
gl (s) = 
g
l (0)  s ; (5.10)
which is valid for equal velocities of long and short rods, vrod;l = vrod;s, as used
in our simulations. This generalizes Eq. (5.7) to mixtures of bidisperse self-
propelled rods. We determine  phenomenologically from a ﬁt of Eq. (5.10) to
the gas density of long rods in systems with a giant cluster; see Fig. 5.6(b).
As discussed earlier, cluster formation is observed when the average rod den-
sity in the system is at least the characteristic gas density. This means that the
cluster formation of long rods occurs for l  gl (s), where gl (s) is lowered
according to Eq. (5.10) compared to gl (0) of a monodisperse system. Therefore,
clustering in the bidisperse system is observed already for lower l than predicted
for a monodisperse system. The presence of short rods therefore induces cluster-
ing of long rods, as described in section 5.3.1. Our prediction that is indicated
by the bottom dashed line in Fig. 5.3 agrees well with the phases that we have
observed in the simulations. Note that the  coeﬃcient used to plot the thin
dashed line in the phase diagram is not adjusted to match the induced cluster-
ing: We determine  by ﬁtting the gas composition in systems that already have
a giant cluster.
5.4.3 Remixing
At high short rod densities s, we observe remixing, i.e., short rods that enter
a giant cluster of long rods even for low as = 9; see Fig. 5.2(d). Short rods
within the cluster are oriented parallel to the long rods, while short rods outside
the cluster are not aligned. Fig. 5.9 shows two simulation snapshots of systems
with equal l and two diﬀerent s. In the left snapshot with a lower s, a giant
cluster of long rods coexists with a gas of short and long rods in a steady state.
The right snapshot with a higher s is initialized from a perfectly segregated
conﬁguration, where both rod types were initially parallel to the phase boundary.
The snapshot is for a time just before remixing sets in. For both snapshots, we
measure the spatial distribution of interaction energy per bead for each rod. The
energy proﬁles are shown in the middle row of Fig. 5.9. While for the low-density
system the energy per bead is considerably smaller outside the cluster than within
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the cluster, for the high density system the energies per bead inside and outside
the cluster are comparable.
We explain the remixing in the following way. The density of the system
shown in the snapshot of Fig. 5.9 (right) is very high (total volume fraction is
Atot = rmin(lLl + sLs) = 0:71). As a result, and also due to the high angular
diﬀusion of short rods [Eq. (5.6)], the rods outside of the giant cluster are always
intersecting with several other rods, which leads to very high interaction energies.
Consequently, there is eﬀectively no empty space in the gas, and the potential
energy landscape in such a dense gas is relatively smooth. Therefore the rods in
the gas don’t have to overcome energy barriers to cross other rods, and eﬀectively
move in a nearly homogeneous potential landscape. A similar smooth potential
landscape also exists in the giant cluster, where the long rods are in a close-packed
arrangement. As a result, the short rods can freely diﬀuse to any region in the
simulation box, even the region of the giant cluster, without considerable gain or
loss of potential energy.
After initial penetration, high rod energies indicate collision-induced mixing
in locations where a laterally-moving giant cluster “collects” short rods. and
compare Ref. [63]. This is the reason for the higher rod energies to the right of
the giant cluster in the high-density system shown in Fig. 5.9, because this cluster
slowly moves to the right. The computational costs for simulations at high rod
densities are high, therefore we do not determine the exact location of the phase
boundary by simulations. However, we predict the slope of the phase boundary
between the giant cluster and the remixed phase in Fig. 5.3 by assuming constant
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Figure 5.9: Simulation snapshots and rod energy distributions. Left: snapshot
and spatial distribution of rod energy per bead in units of E for a system with
a giant cluster of long rods at low short-rod density, sL2l = 2:6. Right: system
snapshot and spatial distribution of rod energy for sL2l = 15:3. The system has
been initialized with segregated and aligned rods, short and long rods will mix at
later times of the simulation. Bottom: energy distribution of /E for sL2l = 2:6
(blue) and sL2l = 15:3 (black).
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We have studied collective behavior for self-propelled rigid rods in two dimensions
constructed by single beads that interact with a separation-shifted Lennard Jones
potential. The ﬁnite potential strength mimics the ability of microswimmers
close to a wall and of ﬁlaments in motility assays to temporarily escape to the
third dimension and cross each other. For a high potential barrier E, we recover
the limit of impenetrable rods studied, for example, in Refs. [34, 62]. For most
simulations, we have used an interaction energy E = 1:5 kBT that for complete
overlap of two beads is of the order of the thermal energy; crossing of rods
therefore occurs with a high probability; see Fig. 2.6. However, the interaction
energy is much larger than the bead-bead interaction energy if rods cross at a
small angle or if a single rod approaches a cluster. For our system with nb = 18
beads per rod, the energy for complete overlap is nbE = 27 kBT and thus the
probability for such events is very low.
6.1 Isotropic-nematic transition for passive rods
We have calculated a phase diagram for rod density and energy barrier to char-
acterize the isotropic-nematic transition for passive rods. The isotropic-nematic
transition is shifted to higher densities for reduced overlap energy, because of
the reduced rod-rod interaction. We ﬁnd signiﬁcant deviations from the transi-
tion density calculated for hard rods [93,114] if the bead-bead interaction energy
is below 2 kBT . For E = 1:5 kBT , the isotropic-nematic transition occurs for
 = 1:3 c, where c is the transition density for hard rods [93]. Our results us-




6.2 Crossing probability for protein ﬁlaments
Using Brownian dynamics simulations, we have determined the crossing proba-
bility for two colliding rods as function of their relative angles for several values of
penetrability coeﬃcient and Péclet number. The crossing probability is highest
for almost perpendicular collisions, which is qualitatively similar to the crossing
probability measured in experiments with microtubules propelled on surfaces. In
Ref. [23], the maximum crossing probability for two microtubules in a motility
assay is 40% and corresponds to Q = 5 and Pe = 10 in our simulations 1.
6.3 The clustering window
Self-propelled rods align due to their soft repulsive interaction [100]. For high rod
densities, we ﬁnd a laning phase. For intermediate rod densities and Péclet num-
bers, we observe the formation of giant clusters that span the entire simulation
box, which we denote as “clustering window.” Clusters break if the propulsion
force is strong enough to overcome the repulsive force due to rod-rod interaction.
We ﬁnd a critical value Q = 28 for cluster break-up. We characterize our sys-
tems by cluster size distributions that can be ﬁt by power-laws (n) / n with
 1:5     3:5, which is consistent with previous experimental and simulation
results [20, 34]. By analyzing the autocorrelation function for rod orientation,
we can separate the contributions from rods in a cluster from the contributions
from free rods. We ﬁnd that the free rods show almost the same orientational
correlation as single rods.
6.4 The characteristic gas density
We can analytically estimate the density of free rods in systems with giant clus-
ters, which we denote as “gas density,” gas = 192/(2L2rodPe). The gas density
is independent of the average rod density in the system, which is analogous
to the molecule density in the gas phase for liquid-gas coexistence that does
not depend on the volume of the liquid phase but only on temperature. Using
Eb = kBT ln[192rmin/(2LrodPe)], we calculate eﬀective binding energies for rods
in the cluster. For aspect ratio 18 used in our simulations and Pe  25, we
ﬁnd eﬀective binding energies of about 0:1 kBT , which is comparable to binding
energies for the gas-liquid critical point for colloidal systems [103].
Phase separation into high-density and low-density regions is an intrinsic prop-
erty of self-propelled particle systems and has also been observed for nonaligning
spherical particles [45, 115–117]. As for the rods, the gas density of the spheres
is inversely proportional to the propulsion velocity [45]. However, the nature of
1The same crossing probability may be achieved by increasing E and Pe at the same time.
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cluster formation is diﬀerent in the two models: While we observe motile clus-
ters as a result of particle alignment, systems with nonaligning spheres exhibit
jammed nonmotile clusters as a result of steric trapping. Moreover, the internal
structure of clusters is nematic in our model, contrary to the isotropic struc-
ture for nonaligning spheres. Of course, also laning phases are only possible for
anisotropic particles.
6.5 Bidisperse rod systems
We have studied bidisperse mixtures of self-propelled rods that in addition contain
rods with shorter lengths. Short rods have the same free-swimming velocity
as long rods, therefore their motion is characterized by smaller Péclet numbers
compared with the motion of our long rods. We have simulated systems with
diﬀerent short rod lengths and densities and we ﬁnd a phase where rods with
both lengths are isotropic, a giant-cluster phase for the long rods, and a remixed
phase where the short rods penetrate the cluster formed by long rods.
Addition of short rods into low-density suspensions of long rods induces clus-
tering of long rods, whereas high densities of short rods in presence of a giant clus-
ter of long rods leads to remixing and decreases the nematic order. This changes
the rheological properties of the active systems for that already for monodis-
perse systems the activity leads to several new predictions compared with pas-
sive systems [118–120]. Geometric polydispersity has been found in bacteria and
is naturally also expected in ﬁlament motility assays such as those presented in
Refs. [20, 23, 30, 107]. Such eﬀects of geometric polydispersity or a speciﬁc in-
teraction that are employed in our simulations cannot be described using Vicsek
models that otherwise are very successful to study swarm behavior. The mixed
systems experience a rich phase behavior that is closely connected, but cannot
be described alone by the intrinsic tendency of the rods to cluster. For speciﬁc
aspects, our simulation data in combination with analytical arguments allows
more quantitative predictions than the generic mechanism of collision frequency
disparity discussed in Ref. [63].
The phase transition between the isotropic and the giant cluster phase of
the long rods diﬀers considerably from the passive phase transition between the
isotropic and a nematic phase. We calculated the transition density for the phase
transition for monodisperse passive rods. For long rods, we ﬁnd lL2l = 3/2/(1 
exp [ E/kBT ]), which implies that the transition for short rods occurs for sL2l =
3/2 (Ll/Ls)
2 /(1   exp [ E/kBT ]). For our systems, lcL2l  6. Based on the
transition density for long rods only and the gas densities of the long rods in
mixed systems, we predict the transition density between the isotropic and the
giant cluster phase for short rods to be lcL2l  24. The phase transition for
active long rods occurs already at lower densities than predicted for passive rods,




6.6 Remixing of short and long rods
For higher short rod densities that will ﬁnally lead to a remixed system, we ﬁnd
that the energy per rod in an initially demixed system is similar for short and
long rods. Therefore, short rods can easily enter the cluster of long rods because
their energy per bead in the isotropic phase of short rods is similar to the energy
per bead in the cluster. For remixed systems, collision-induced remixing is also
found, in particular at later stages of the simulation.
Remixing can be rationalized analogously to the screening of the excluded
volume interaction in polymer solutions. The scaling of the size of linear polymers
with their contour length depends on the density of the solution [121]: as soon as
the polymer density is high enough, such that a monomer of a molecule interacts
as frequently with monomers from other molecules as it interacts with its own
monomers, the scaling between the radius of gyration of the polymer and the
number of its monomers becomes identical to a hypothetical polymer without
self-avoidance, Rg  N0:5. In our case, remixing occurs as soon as the rods do
not feel the diﬀerence between the phases. This argument allows to predict the
slope of the phase boundary between the giant cluster and the remixed phase,




We have introduced and characterized a model of self-propelled rods that interact
with a physical interaction that allows for crossing events. The model can now
be used to interpret experiments for almost two-dimensional systems with good
computational eﬃciency and allows predictions beyond those based on models
using point particles with phenomenological alignment rules. The results pre-
sented in previous chapters form the basis for more detailed investigations and
can be extended in several interesting directions. Some of these studies have
already been initiated.
7.1 Comparison with experimental studies
Although qualitative agreement between models of self-propelled particles and
experimental studies have been very promising [30,32], few studies could quantita-
tively connect theoretical and computational modeling with experiments [20,62].
We have characterized cluster formation in monodisperse and bidisperse suspen-
sions of self-propelled rods in quasi-two dimensions. This work can be applied
for example to experimental studies on the clustering of Myxococcus xanthus and
Escherichia coli. Complementary to systems with variable motility [63], we have
shown that bidisperse systems with diﬀerent geometric and consequently diﬀerent
diﬀusive properties of self-propelled rods also lead to segregation without chemo-
taxis, signaling, and hydrodynamic interaction. Polydispersity is abundant in
many biological and soft matter systems. Therefore, a systematic experimental
study of polydisperse systems to test predictions based on the computer simula-
tions appears to be feasible.
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7.2 Phase diagram for bidisperse self-propelled
rod systems
We have found a rich phenomenology for bidisperse suspensions of self-propelled
rods in quasi-two dimensions for diﬀerent densities and rod lengths. We currently
present a phase diagram for diﬀerent densities of short rods and long rods with
double length (Fig. 5.3). For passive bidisperse systems, it is known that in-
creasing the length diﬀerence between short and long rods ampliﬁes segregation
eﬀects. A phase diagram for active rods with varying length ratios and total
densities that can elucidate the eﬀect of bidispersity more explicitly is desirable
and within reach.
7.3 Eﬀect of the overall activity on the mixing-
demixing transition
In Sec. 5.3.4, we showed that changing the short rod length can induce a mixing-
demixing transition between short and long rods, and we discussed in Sec. 5.4.1
that this transition can be explained by the characteristic gas density for each
rod species. However, the activity in the system, i.e. the Péclet number, can also
change the critical length of the short rods for mixing-demixing transition.
To test our quantitative prediction, we have run simulations with other Péclet
numbers, i.e. where both rod types swim faster or slower compared to our sim-
ulations in Chapter 5. Some preliminary results are presented in the snapshots
of Fig. 7.1, in which systems with three diﬀerent Pe values (deﬁned for the long
rods) are shown. We expect theoretically that the transition for Pe = 5 and
Pe = 50 happens near as = 16 and as = 8, respectively. Visual inspection of
the snapshots in Fig. 7.1 reveals that indeed the critical length for the mixing-
demixing transition has an inverse relation to the Péclet number. Quantitative
comparison between theory and simulations is underway.
7.4 Bidispersity in swimming speed
Throughout Chapter 5, we assumed that the propulsion force Frod of a rod is pro-
portional to its length Lrod. This combined with the friction coeﬃcient which is
also proportional to the length, results in the same swimming speed for rods with
diﬀerent lengths, according to vrod = Frod/k. This choice for the dependence of
Frod on Lrod is justiﬁed for example in motility assays with protein ﬁlaments, since
the propulsion force for the ﬁlaments comes from the number of molecular motors
that they happen to be connected to, and this number is simply proportional to
the ﬁlament length.
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7.5 Eﬀect of noise on the cluster formation and segregation
However, one can employ other possibilities for the dependence of Frod on
Lrod. For example, in bacterial locomotion with ﬂagella, the swimming force is
proportional to the number of ﬂagella, but not directly on the body length. In
this case, assuming the same number of ﬂagella for long and short swimmers,
leads to short swimmers to swim faster than the long ones, due to the smaller
friction that they feel on their body.
We have also started to investigate this possibility in our simulations. Fig. 7.2
shows preliminary snapshots for the systems with diﬀerent short rod lengths,
where the propulsion force is the same for all rod species, and as a result, the
swimming speed of the short rods inversely increases with their length. As visual
inspection of the snapshots reveals, the segregation between the short and long
rods is even more pronounced compared to the case of swimmers with the same
speed (middle row in Fig. 7.1). This can be observed for example at high aspect
ratio for short rods, where the length (and therefore the free-swimming speed)
of short rods is very close to that of long rods. In this regime, although both of
the rods participate in the formation of a giant cluster, short and long rods form
segregated regions within the giant cluster. A systematic study of the collective
behavior in such systems is underway.
7.5 Eﬀect of noise on the cluster formation and
segregation
We discussed shortly in Chapter 2 that the smoothness of the potential proﬁle
along a rod’s axis (Fig. 2.5) aﬀects the “friction” between rods, which in turn
aﬀects the collision scattering when two rods collide and move along each other.
In fact, the friction alone has a drastic eﬀect on the nature of cluster formation for
self-propelled rods. For example, we think that the diﬀerence between the giant
jammed clusters found in Ref. [34] [Fig. 1.12(c)] and the dynamic polar clusters
that we presented in Chapter 4 [Fig. 1.15(c)] is mostly due to the diﬀerence in
the rod “roughness” and consequently the rod-rod friction. The eﬀect of this
surface friction becomes very clear when we compare our results on self-propelled
rods with the results of Vicsek-type models with nematic alignment rules—point
particles that mimic rod-rod alignment interactions. While in our systems we
observe polar worm-like clusters [e.g. Fig. 1.15(c)], in the Vicsek-type systems
nematic worm-like clusters are found [Fig. 1.11(b)].
However, not only the potential proﬁle, but also noise aﬀects the rod-rod
friction. Reduced noise causes the surface roughness of a rod to be more clearly
felt during a collision. Therefore, we expect that a reduced noise makes the rods
eﬀectively less smooth, increases the surface fraction, and consequently, results
in more jammed clusters.

















































































values. The highest noise level in the snapshots corresponds to the noise that we
have implemented for rods throughout this thesis. Visual inspection of the snap-
shots reveals that a reduced noise aﬀects cluster shapes, and sometimes results in
jammed nonmotile clusters. Moreover, reducing the noise results in a reduction
in the segregation of otherwise highly segregated systems; compare the snapshots
in the very left and the very right of each row. We have started to study these
eﬀects in more detail.
7.6 Polydispersity
In addition to bidisperse (two-component) systems, an interesting case for self-
propelled rods is polydisperse (multi-component) systems, where the rods have a
continuous distribution of lengths. Polydispersity is to some extent inevitable in
most experimental studies of bacteria [20] and protein ﬁlaments [107].
We have simulated polydisperse systems where the aspect-ratio of the swim-
mers are drawn from a Gaussian distribution with the peak value hai and the
spread a. Fig. 7.4 shows the snapshots of systems with hai = 18 and several a
values. A slight fractionation is evident from visual inspection of the snapshots,
and the eﬀect is more pronounced as a increases. A systematic study of poly-
disperse suspensions both with respect to the cluster formation dynamics and
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