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The entanglement entropy distribution of strongly disordered one dimensional spin chains, which
are equivalent to spinless fermions at half-filling on a bond (hopping) disordered one-dimensional
Anderson model, has been shown to exhibit very distinct features such as peaks at integer multipli-
cations of ln(2), essentially counting the number of singlets traversing the boundary. Here we show
that for a canonical Anderson model with box distribution on-site disorder and repulsive nearest-
neighbor interactions the entanglement entropy distribution also exhibits interesting features, albeit
different than the distribution seen for the bond disordered Anderson model. The canonical Ander-
son model shows a broad peak at low entanglement values and one narrower peak at ln(2). Density
matrix renormalization group (DMRG) calculations reveal this structure and the influence of the
disorder strength and the interaction strength on its shape. A modified real space renormalization
group (RSRG) method was used to get a better understanding of this behavior. As might be ex-
pected the peak centered at low values of entanglement entropy has a tendency to shift to lower
values as disorder is enhanced. A second peak appears around the entanglement entropy value of
ln(2), this peak is broadened and no additional peaks at higher integer multiplications of ln(2) are
seen. We attribute the differences in the distribution between the canonical model and the broad
hopping disorder to the influence of the on-site disorder which breaks the symmetry across the
boundary.
PACS numbers: 72.15.Rn, 73.20.Fz, 73.21.Hb
INTRODUCTION
There has been much recent interest in the distribution
of the entanglement entropy (EE) for strongly disordered
1D systems [1–4]. For a system in a pure state |ψ〉, the
EE is given by S = −∑
i
µi log(µi), with µi eigenvalues
of ρA = TrB|ψ〉〈ψ|, the reduced density matrix (RDM)
over a sub-region of length LA of the system, where the
degrees of freedom of the remaining area B are traced
out. Quantities such as the mean or the median cannot
fully capture the behavior of a disordered system which is
mesoscopic in nature [5, 6]. It is therefore essential to de-
scribe the EE using its distribution, rising from different
disorder realization.
Most of the conclusions regarding the EE distribution
were obtained for spin chains with a power law distribu-
tion of nearest-neighbor coupling between the spins and
no magnetic field[1, 2]. This facilitates the use of the real-
space renormalization group (RSRG) method [7–9] which
enables the treatment of large systems. The main find-
ing of these studies is that there is a distinct distribution
characterized by peaks at integer multiplies of ln(2). The
details depend on boundary conditions and the number
of spins in the entangled region (even/odd). This be-
havior stems from spin singlets straddling the boundary
between the regions, corresponding in the fermionic lan-
guage to an electron resonating between locations across
the boundary.
The above mentioned spin model translates into a
fermionic Anderson model with bond (i.e., hopping) dis-
order, but no on-site disorder. Spin singlets straddling
the boundary translates to an electron resonating be-
tween locations across the boundary for the Anderson
model. Nevertheless, we must be cautious about ap-
plying these conclusions to generic cases of disordered
1D systems, since the bond disordered Anderson model
has peculiarities such as a divergence in the density of
states at the middle of the band [10] accompanied by the
appearance of extended states [11, 12]. The authors of
ref.[13] studied the highly excited states of a Heisenberg
spin 1/2 chain with random magnetic field and found a
peak around zero and a peak very close to ln(2). This
result hints that the on-site term has a crucial influence
on the form of the EE distribution. However, these au-
thors discuss high energy states in a small system. As is
well known the EE of the ground state behaves differently
than the EE of excited states (area law vs. volume law).
Thus, further research is needed to see the behavior of
the ground state EE distribution.
Indeed, in this paper we would like to see whether the
behavior of the EE distribution depends on the disor-
der, i.e., whether there is a difference between hopping
and on-site disorder. We therefore study the canonical
Anderson model in the presence of a box distribution
on-site disorder. We add also nearest neighbor electron-
electron interactions for two reasons: The first is to clar-
ify whether the interactions which are known to increase
the effect of disorder (i.e. to shorten the localization
length [14, 16, 17]) influence the EE distribution differ-
ently than the on-site disorder. The second stems from
using the density matrix renormalization group (DMRG)
method. Adding interaction is a way to enhance disorder
without changing the on-site energy distribution width.
Since while using DMRG the accuracy degrades quite
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2rapidly as the width of the on-site disorder distribution
grows, increasing the interaction is a viable way to in-
crease the effective disorder.
The following results may be garnered from the DMRG
calculations: (i) The distribution exhibits one peak at the
value of ln(2), but no peaks at higher integer multiplica-
tion of ln(2). (ii) There is an additional broad skewed
peak at lower values of the EE. This peak shifts to lower
values and becomes more skewed as the disorder grows.
(iii) The numerical data indicates that the distribution
does not scale exclusively by the localization length ξ
(which for the Anderson model is a function of the in-
teraction U and the width of the distribution of on-site
disorder W [14, 16, 17]).
Generally, as the on-site disorder or interaction in-
creases the EE, distribution seems both to shift the lo-
cation of the main peak to lower values of EE (as would
have been naively expected) and develop a second, lower
peak at ln(2). The second peak is reminiscent of the be-
havior of the power-law distributed bond model [1, 2],
although no additional peaks at higher multiples of ln(2)
are seen. The similarity between these results and the
conclusions of ref. [13] indicate that this is a rather uni-
versal property of generic disorder. We introduce a mod-
ified RSRG method that incorporates on-site disorder.
The numerical renormalization procedure shows a main
peak at very low EE and an additional peak around ln(2),
thus capturing the main features of the DMRG calcula-
tion.
THE MODEL
We consider a spinless fermions system at half-filling
with on-site disorder and a repulsive nearest-neighbor in-
teraction:
H =
L∑
j=1
jc
†
jcj − t
L−1∑
j=1
c†jcj+1 + h.c.
+ U
L−1∑
j=1
(c†jcj −
1
2
)(c†j+1cj+1 −
1
2
)
(1)
where cj is the vacuum annihilation operator. The on-
site disorder term j is chosen to distribute uniformly in
the range [−W/2,W/2].
DMRG RESULTS
The DMRG [18, 19] is a very accurate numerical
method for calculating the ground state of the disor-
dered interacting 1D system and for the calculation of
the reduced density matrix [4, 17]. Here we consider
a system of length L = 700, and strength of disorder
W = 0.7, 1.5, 2.5, 3, 3.5, 4, 5. These strengths’ of disor-
der corresponds to ξ ∼ 214.3, 46.7, 16.8, 11.7, 8.6, 6.6, 4.2
correspondingly for the non-interacting case. For finite
samples the quantum phase is defined by the relation
between the correlation (localization) length ξ and the
size of the sample L. The regime for which L  ξ
which is usually considered as strongly disorder is the
subject of the current paper, and occurs for example at
W = 2.5, 3, 3.5, 4, 5. Other values of disorder for which
ξ ∼ L (effectively a metallic phase) and for attractive
nearest-neighbor interaction which result in a supercon-
ducting phase are widely discussed in ref. [4].
For the interacting case, using renormalization group
[14] the localization length dependence on interaction
strength can be formulated as ξ(W,U) = (ξ(W,U =
0))1/(3−2g(U)), where g(U) = pi/[2 cos−1(−U/2)] is the
Luttinger parameter [15]. For non-interacting electrons
g(U = 0) = 1. Since for repulsive interactions g < 1
decreases as a function of the interaction strength, one
finds that the localization length always decreases as a
function of the repulsive interaction strength.
The distribution of the EE for different values of dis-
order W and interaction U are calculated. For each of
the different realizations of disorder the EE is calculated
for different lengths of the region A, LA = L/4, L/4 +
10, L/4 + 20, . . . , 3L/4. Since the distribution of the EE
is very similar for different values of LA as long as LA is
not too close to the edge [4], we accumulate statistics on
the distribution of the EE, P (s), for 100 realizations of
disorder at any given disorder and interaction strength
for the different values of LA.
In Fig. 1 the distribution of the EE for different width
of the box distribution W with no interactions (U = 0) is
plotted. For weak disorder (W = 0.7), the distribution is
Gaussian [4], as disorder increases the distribution center
moves to lower values of the disorder, becomes skewed to
the left, and develops a second peak at s = ln(2). As can
be seen in Fig. 2, an essentially similar behavior is seen
when we keep the disorder fixed (at W = 3.5) but change
U . This behavior is accentuated in Fig. 3, where a color
map is presented for a different value of on-site disorder
(W = 2.5). The shift of the main peak to lower values of
s, as well as the emergence of a second smaller peak at
s = ln(2) is evident.
How can we understand this behavior? Let us first re-
call the results for the extreme disorder discussed for a
spin chain with a power-law distribution of the J cou-
pling (i.e., infinite variance), which maps onto the spin-
less fermionic model of Eq. (1) with a power-law dis-
tribution of the hopping element t and no on-site disor-
der. Using RSRG it has been shown that for the periodic
boundary conditions and an even length of LA there are
peaks in P(s) at values of s = 2n ln(2), where n is an in-
teger [1, 9]. For hard wall boundary conditions there are
peaks in the distribution for s = n ln(2). These peaks
stem from singlet states between spins straddling the
30 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2
s/ln(2)
0
0.5
1
1.5
2
P (
s )
W=5
W=4
W=3.5
W=3
W=2.5
W=1.5
W=0.7
FIG. 1: DMRG results for the EE distribution for different
strength of disorder W for a sample length L = 700 and no
electron-electron interaction (U = 0). As the on-site disorder,
W , becomes stronger, the center of the distribution moves to
smaller values of s. A secondary peak develops at ln(2) and
the distribution becomes more skewed to the right.
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FIG. 2: DMRG results for the EE distribution for differ-
ent strength of electron-electron interactions U for a sample
length L = 700, and fixed on-site disorder, W = 3.5. As the
interactions become stronger, a similar behavior to the one
observed for an increase in W is seen (see Fig. 1).
boundary between regions, which for the fermion ver-
sion corresponds to a resonating electron between two
sites across the boundary. Each such bond crossing the
boundary between region A and B results in a contribu-
tion to the EE of ln(2). For the extreme disorder case
these peaks dominate the distribution.
This is not the case here. As disorder or interaction
increases, a low EE peak (s ln(2)) becomes dominant,
while no higher peaks beyond the s = ln(2) appear. One
may also wonder whether the distribution curve depends
on the localization length ξ exclusively, i.e., can the distri-
bution of the EE be scaled by P (ξ(U,W ))? This question
is addressed in Fig. 4, where the distribution of systems
  
FIG. 3: A color map of the distribution of the EE as func-
tion of the interaction strength for L = 700, and W = 2.5.
The main peak shifts to lower values of s and becomes more
skewed, while a secondary peak is pegged to s = ln(2).
with the same localization length ξ but different values
of W and U are considered. Although the curves are
generally similar, there is no perfect scaling between the
curves. Nevertheless, the general features of the curves
are the same, e.g., a skewed two peaked distribution, with
a broad peak at small values of s and a narrow peak at
ln(2).
In order to find an analytic description for the DMRG
results we simplify our system to the following toy model:
We describe a toy model containing four sites and two
fermions with nearest-neighbors interaction U and a de-
fect, which is the source of disorder in the model (Fig. 7).
The presence of the defect adjusts the value of the hop-
ping parameter t across the defect. The modified hopping
parameter is denoted t˜. By choosing different values of t˜,
we create an ensemble of toy-model systems, and exam-
ine its statistics. The position of the impurity naturally
divides the system into two (identical) sub-systems de-
noted A and B. The system is described by the following
Hamiltonian:
H =t(a†1a2 + b
†
3b4) + h.c.+ t˜(a
†
2b3 + b
†
3a2)
− U(na1na2 + na2nb3 + nb3nb4)
(2)
ai(bi) is the annihilation operator of site i in region
A(B) and nck = c
†
kck is the fermionic number operator.
In this model a minus sign appears in front of the in-
teraction strength U , therefore a repulsive interaction is
obtained by negative values of U .
The size of the model allows an analytic calculation
of the entanglement entropy. However, the full result
is too long to present and use. Hence, we use Taylor
expansion and present the first few terms, which give a
4good approximation:
SA ≈ −
√
3
4
cosh−1(7) + log(4)− (−6 + t˜
2) cosh−1(7)
8
√
6 U
+
1
576U2
(
√
3 (276 + 12t˜2 + t˜4) cosh−1(7)+
− 12(36− 36t˜2 + t˜4 + 48t˜2 log(| t˜
U
|)) +O(U−3)
(3)
As detailed in appendix A, when assuming a Gaussian
distribution for t˜, we can find the entanglement distri-
bution analytically. The toy model captures the physics
of the low-entanglement peak successfully, but fails to
describe the second peak, probably due to its size. We
can try to fit the distribution obtained by DMRG by a
heuristic description plotted in Fig. 4, where the distri-
bution is the sum of a broad Gaussian centered at the
lower peak position and a narrow Gaussian centered at
ln(2). Hence,
P (s) =
D1√
2pi σ1
e
−
(s− µ1)2
2σ21 +
D2√
2pi σ2
e
−
(s− µ2)2
2σ22 .
(4)
Here µ1 ∝ ln(erf(LA/ξ)) + const [17], µ2 ≈ ln(2), D1 ∝
∂t˜
∂s
(see appendix A for expression), σ1,2 inversely depend
on W,U and D2 is a constant. The explicit numerical
values of these constants are determined from a fit. This
seems to indicate that there are two distinct processes
contributing to the distribution. One centered at ln(2)
and the second around low values of s. This will be
discussed some more at the end of the next section.
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FIG. 4: The distribution of P (s) for different values of W
and U which correspond to the same value ξ ∼ 4.2 for a
L = 700 system. Although the curves do not exactly scale,
nevertheless for higher values of interaction they more or less
fall on top of each other.
MODIFIED REAL SPACE RENORMALIZATION
GROUP
Using the canonical Jordan-Wigner transformation on
the Hamiltonian (1) the Anderson model may be rewrit-
ten as the XXZ spin model in the presence of a random
magnetic field:
H =
N−1∑
j=1
[−2t(Sxj Sxj+1 + Syj Syj+1)
+ jS
z
j + US
z
jS
z
j+1] + NS
z
N , (5)
where Sij is the spin operator of the j-th spin in the
i = x, y, z direction and we ignore an overall constant en-
ergy term. Similar models (albeit with no random mag-
netic term nor interaction term - the second line in Eq.
(5)) have been previously studied using the RSRG [7–
9] method. RSRG assumes that two neighboring spins
coupled by the strongest bond in the system are in their
ground state. Calculating the effect of this state on the
two neighboring spins using second order perturbation
theory and rewriting the Hamiltonian accordingly, all
three bonds are replaced with an effective bond between
the neighbors (see Fig. 5). Iterating over the system, one
can find an approximate ground state. For example in
the random Heisenberg xx-model, the ground state of a
single bond is a singlet. Fig. 5 shows the renormalization
process for this spin model.
a 
b 
J 
J’ 
1 2 3 4 
1 4 
FIG. 5: Real space renormalization group (RSRG) scheme: a)
One detects the strongest bond J on the chain and assumes
a singlet state for the two sites connected by J. Then one
calculates the effect of this singlet on the nearest neighbors
from both sides using perturbation theory. The result of the
calculation is an effective coupling between the neighbors, J’.
b) One eliminates the sites connected by J and rewrite the
chain with the effective coupling J’.
For the non-interacting fermion system which is equiv-
alent to the Heisenberg xx model the ground state turns
5out to be in the ”random singlet phase” (RSP) which
contains pairs of arbitrarily long singlets over the whole
system.
Using this renormalization procedure the EE may be
calculated and it turns out that the EE is proportional
to the number of singlets pairs straddling the boundary
between region A and B [9]. Thus, the EE distribution
exhibits multiple peaks [1, 2] corresponding to the value
of the EE of a singlet (ln(2)) multiplied by the even (odd)
number of singlets. Whether one has even (odd) number
of singlets is related to even (odd) number of sites in
region A.
When one considers also on-site disorder and nearest
neighbor interactions (Eq.(5)) there isn’t a single parame-
ter that determines the ground state of two coupled spins,
since the energy levels of a single bond depend on four
different parameters. Thus, the classical RSRG is not
applicable to this system. Instead we modify the RSRG
scheme to take the additional parameters into account.
Let us explicitly write Hamiltonian (5) reduced to sites
2 and 3 shown in Fig.5. In the basis {| ↑↑〉, | ↓↓〉, | ↑↓〉, | ↓↑
〉} this takes the form:
H2−3 =

| ↑↑〉 | ↓↓〉 | ↑↓〉 | ↓↑〉
E1 0 0 0
0 E2 0 0
0 0 −U2
4
+ (2−3)
2
−t2
0 0 −t2 −U24 + (3−2)2
 .
(6)
Diagonalizing the matrix we get the following eigenvec-
tors
|v1〉 = | ↑↑〉
|v2〉 = | ↓↓〉
|v3〉 = a3| ↑↓〉+ b3| ↓↑〉
|v4〉 = a4| ↑↓〉+ b4| ↓↑〉
(7)
where
a3,4 =
3 − 2 ±
√
(3 − 2)2 + 4t22
2t2N3,4
,
b3,4 =
1
N3,4
,
N3,4 =
√
(
3 − 2 ±
√
(3 − 2)2 + 4t22
2t2
)2 + 1 .
(8)
and eigenenergies:
E1 = U2/4 + (2 + 3)/2
E2 = U2/4− (2 + 3)/2
E3 = (−U2 − 2
√
(2 − 3)2 + 4t22 )/4
E4 = (−U2 + 2
√
(2 − 3)2 + 4t22 )/4
.
(9)
E4 is always larger than E3 and therefore cannot be the
ground state. The remaining states may be the ground
state, depending on the parameters. We explicitly cal-
culate the energies Ei, i = 1, 2, 3, for each bond in the
system and find its’ ground state. If the ground-state
of the bond is |v3〉 the entanglement entropy across this
bond is
SSB = −|a3|2 ln(|a3|2)− |b3|2 ln(|b3|2), (10)
while the other possible ground states, |v1〉 and |v2〉 are
product states and therefore don’t contribute to the EE
(SSB = 0) Accumulating SSB during the renormalization
process will give us the approximate EE of the system.
We now turn to the renormalization procedure and de-
tect the bond with the minimal ground-state energy. We
calculate SSB and assume that second order perturbation
theory holds. Then, we calculate the effect of the bond
ground state on the neighboring spins. Next, we elimi-
nate the original bonds, and calculate Ei, i = 1..3 for the
new effective bond between spins 1 and 4.
The following Hamiltonian describes the four sites in-
volved in the renormalization of a single bond (see Fig.
5) and contains only the terms that are affected in a non
trivial way by the diminished sites.
H1−4 = −2t1(S+1 S−2 + S−1 S+2 ) + U1Sz1Sz2
− 2t3(S+3 S−4 + S−3 S+4 ) + U3Sz3Sz4 (11)
where S±j =
Sxj ± iSyj
2
, j = 1..4. Indices appear also on
all the couplings of this Hamiltonian, because the cou-
plings are changed in the course of the renormalization
scheme, and may differ from each other. We then re-
place the original four spins with a Hamiltonian where
only spins 1 and 4 remains, as detailed in appendix B. In
further iteration the remaining spins will combine with
their neighbors to form a new Eq. (11).
This method has two main drawbacks. First, the
renormalization procedure works best with long tail dis-
tributions, which is not the case for the canonical An-
derson model. The reason is that perturbation theory
might break down if next to the largest bond there is
another bond of the same order of magnitude. Neverthe-
less, RSRG still works surprisingly well even for uniform
distributions as can be seen in [1]. Second, we are con-
sidering a system with a fixed filling (in particular half-
filling). For the classical RSRG on the xx, xxx or Ising
models, this is not a problem, since singlets naturally
preserve this condition. Nevertheless, the solution for
the xxz system contains also other states (i.e., the | ↑↑〉
and | ↓↓〉 states) which can break local and global half-
filling (particle-hole) symmetry. In order to preserve the
global particle-hole symmetry (at least approximately)
we modify the algorithm. here the first excited state
may be chosen instead of the ground state in cases where
6a large deviation from half-filling is detected. Thus, fluc-
tuations in the number of particles are allowed, but are
limited. The entanglement entropy distribution obtained
by this method is exhibited in Fig. 6.
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FIG. 6: Modified RSRG results (solid line) compared to
DMRG results (dashed line) for W = 3.5, U = 2.4. The
cluster size for the modified RSRG is 10000 for a system of
100 sites. Deviation from half-filling was considered large if it
was larger than four. In the modified RSRG results there is a
high peak at zero, which contains states of low entanglement
that are not correctly described by the modified RSRG ap-
proximation, and a smaller peak around 1, in agreement with
the DMRG results.
We can clearly see a high peak close to zero EE. This
peak is related to the low entanglement peaks seen in the
DMRG calculation (which is plotted for comparison in
Fig. 6. This peak emerges from the flow structure of the
RSRG, i.e., the renormalization group flow takes small
values to zero. Another peak at ln(2) is also apparent. It
seems that the modified RSRG, which is tailored for the
strong disordered case, overestimates the influence of dis-
order on the peak centered at low values of entanglement
and pushes it towards values close to zero. On the other
hand, the peak at ln(2) related to a singlet traversing
the boundary, is reproduced rather well. The broaden-
ing of this peak reflects the site to site fluctuations in
the values of a3 and b3, and hence the peak at ln(2) is
broadened toward values lower than ln(2). Larger values
than ln(2) are related to several entangled pairs across
the boundary. This also explains the absence of peaks
at n ln(2), since once the singlet entanglement across the
boundary is broadened, the probability of several such
singlets combining to an integer peak in the distribution
becomes rather negligible. This is the reason why only a
single peak of at ln(2) is seen both in DMRG as well as
for modified RSGS.
Conclusions
The EE distribution of spinless fermions at half-filling
in the presence of repulsive interactions exhibits an inter-
esting structure of a broad peak at low entanglement val-
ues and a narrow one at ln(2). DMRG calculations reveal
this structure and the significance of the disorder and the
interaction strength. A modified RSRG method was used
to get a better understanding of this behavior. One peak
is centered at low values of EE and shifts to even lower
values as disorder (or interaction strength) is enhanced.
A second peak appears around the EE value of ln(2). Un-
like the case where the Anderson model with only bond
disorder is considered, this peak is broadened and no ad-
ditional peaks at higher integer multiplications of ln(2).
This is a result of the on-site disorder which breaks the
symmetry across the bond, and therefore no pure singlet
states transverse the boundary and one can not simply
count the integer number of singlet states crossing the
the boundary. This leads to the difference between the
strong disorder behavior of the EE distribution between
the bond-disordered case and the on-site disordered one.
Thus, even at extreme disorder the symmetry of the sys-
tem continues to play an important role in the behavior
of the entanglement.
Specifically, the reason we see only a single peak is that
the region of parameters we investigate is an intermedi-
ate regime between the antiferromagnetic regime and the
RSP regime. In this range of parameters we have clusters
of antiferromagnetic spins. When the sub-region LA ends
up inside the antiferromagnetic cluster the entanglement
will be very low, since most spins are almost anti-parallel
to each other. However, the boundary of two clusters
contains spins that are correlated. If we cut the system
at such a boundary, we can get a singlet. This is the ori-
gin of the ln(2) peak. If in addition there happens to be
some correlation between spins that are located far apart
across the boundary we can get higher EE. Such events
are rare, but exist, and are the origin of the right handed
tail in the EE. Consequently, no peak is created beyond
ln(2).
The main difference between our model and other sim-
ilar once is the on site disorder in the fermionic repre-
sentation or the local magnetic field in the spin repre-
sentation. This term encourages the creation of clusters,
since it compete the other parameters and ruins their
domination. Positive value will support the creation of
an anti-ferromagnet while negative values encourage the
spins to align in parallel. The higher the disorder is, the
higher is the probability of a spin to yield to this term,
thus, the spins become less correlated, and the values of
entanglement lower. There are still enough values where
the magnetic field is negligible compared to the other
terms and singlets emerge as in the RSP. The presence of
interactions also strengthens the anti-ferromagnetic ten-
7dency, and also leads to lower entanglement values. T
his is summarized in table I.
The behavior in the presence of attractive interaction
and in quasi-1d dimensions are left for further study.
APPENDIX A: TOY MODEL
A B 
𝒕𝟐 
1 2 3 4 
FIG. 7: A toy model with two fermions and 4 sites described
by the tight binding model (for the interacting cases- with
nearest neighbors interaction, U). Inside each region (A,B)
the hopping parameter is t = 1. The hopping parameter
between the regions t˜ is normally distributed in the range
(0.5, 1.5).
The ground state energy of Hamiltonian (2) is
E0 =
1
3
(−U − 2
2/3T
(R+
√−4T 3 +R2 )1/3 − (
R+
√−4T 3 +R2 )
2
)1/3)
T = 12 + 3t˜2 + U2, R = −18U + 9t˜2U + 2U3
(12)
and the ground state eigenvector is
~V0 =
1
N
(E0(E0 + U), 2(E0 + U), 2E0, E0(E0 + U), E0t˜, E0t˜),
N =
√
2(2E0 + (E0t˜)2 + E20(E0 + U)
2 + (2(E0 + U)2))
(13)
In the basis:
|1〉 = a+1 b+3 |0〉; |2〉 = a+1 b+4 |0〉; |3〉 = a+2 b+3 |0〉
|4〉 = a+2 b+4 |0〉; |5〉 = a+1 a+2 |0〉; |6〉 = b+3 b+4 |0〉
(14)
where |0〉 is the vacuum.
For a general real vector ~v = (v1, v2, .., v6) in the toy
model, the reduced density matrix over region A is given
by
ρA =

v21 + v
2
2 v1v3 + v2v4 0 0
v1v3 + v2v4 v
2
3 + v
2
4 0 0
0 0 v25 0
0 0 0 v26
 (15)
Substituting the relevant values, and diagonalizing, we
find the eigenvalues of ρA:
µ1 =
1
N2
(E40 + 4E0U + 2E
3
0U + 2U
2 + E20(4 + U
2)
− 2
√
E40 + 2E
3
0U + (1 + E
2
0)U2 |2E0 + U |)
µ2 =
1
N2
(E40 + 4E0U + 2E
3
0U + 2U
2 + E20(4 + U
2)
+ 2
√
E40 + 2E
3
0U + (1 + E
2
0)U2 |2E0 + U |)
µ3 = µ4 =
t22E
2
0
N2
(16)
The entanglement entropy (EE) is given by
S =
4∑
i=1
−µi log(µi) (17)
The entanglement distribution is obtained analytically
via the relation
P (S) = P (t˜)| ∂t˜
∂S
| (18)
For interacting cases (U 6= 0), an exact analytic expres-
sion can be obtained, but are too long to display. The
first terms in the series expansion in large U of the exact
expressions are a good approximation, as confirmed by
numeric calculations.
For negative U values using the transformation U =
−1/X, the large U expansion is equivalent to the expan-
sion around X = 0:
E0 ≈ −
√
2 − (1 + t˜
2
2
)X +O(X2)
S ≈ −
√
3
4
cosh−1(7) + log(4) +
(−6 + t˜2) cosh−1(7)
8
√
6
X+
1
576
(
√
3 (276 + 12t˜2 + t˜4) cosh−1(7)+
− 12(36− 36t˜2 + t˜4 + 48t˜2 log(|t˜X|))X2 +O(X3)
∂t˜
∂S
≈ [((t˜X cosh−1(7))/(4
√
6 )+
1
576
X2(
√
3 (24t˜+ 4t˜3) cosh−1(7)
− 12(−24t˜+ 4t˜3 + 96t˜ log(|t˜X|))))]−1 +O(X2)
(19)
Since the system is small and its parameters can be re-
garded as rising from the central limit theorem, we choose
a Gaussian distribution for t˜. The variance of the Gaus-
sian is a function of the disorder strength W . The results
are shown in Fig. (8).
The toy model describes well the low entanglement val-
ues, but due to its small size, anti-ferromagnetic clusters
do not have space to develop and hence no ln(2) peak
appears. We used a combination of the toy model result
and a Gaussian fit to describe the DMRG results Fig. 4.
8Model Hamiltonian Phase
XX model
∑
j tj(S
x
j S
x
j + S
y
j S
y
j ) Random singlet phase [7, 8]
XXZ model
∑
j tj(S
x
j S
x
j + S
y
j S
y
j ) + US
z
j S
z
j Anti-ferromagnet (U > t) [7, 8]
Our model
∑
j tj(S
x
j S
x
j + S
y
j S
y
j ) + US
z
j S
z
j + jS
z
j Anti-ferromagnetic clusters
TABLE I: Although these spin models are similar, they give rise to different phases. In our model the magnetic field term
competes with the other parameters and encourages the creation of anti-parallel spins while the other parameters push towards
RSP, and the creation of singlet in the anti-ferromagnet range of parameters.
FIG. 8: EE semilog distribution for the toy model. The inter-
action strength is U = −10 (repulsive in the toy model con-
vention) and the disorder distribution is normally distributed
around 1. The solid line plot results from numeric diagonal-
ization over 106 realizations of the toy-model Hamiltonian (in
Fock space) using MATLAB. Some numerical fluctuations ap-
pear at the bottom. The dotted lines are the analytic approx-
imations discussed in the text. The analytic approximated re-
sults (Eq.(19)) are a good approximation to the exact numeric
ones.
APPENDIX B: THE MODIFIED RSRG
We use second order perturbation theory to describe
the effect of the sites 2-3 on their neighbors. Each of the
possible eigenstates change the Hamiltonian couplings in
a different manner. Thus, the renormalized Hamiltonian
is not the same for all the cases, and it depend also on
the couplings’ values.
For all the possible g.s. vectors the first order correc-
tion modifies the random magnetic field coefficient  of
spins 1 and 4, while the second order correction give rise
to the effective couplings between them. For all cases
the spins couple in the x-y plane. For |v3〉 there is also a
coupling in the z direction.
Table II shows the perturbation terms and the modi-
fications in the couplings.
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9Ground state vector |v1〉 = | ↑↑〉 |v2〉 = | ↓↓〉 |v3〉 = a3| ↑↓〉+ b3| ↓↑〉
1st order correction
U1
2
Sz1 +
U3
2
Sz4 −U1
2
Sz1 − U3
2
Sz4 (
U1
2
Sz1 − U3
2
Sz4 )(a
2
3 − b23).
2nd order correction C1 + t
′(S+1 S
−
4 + S
−
1 S
+
4 ) C2 + t
′(S+1 S
−
4 + S
−
1 S
+
4 ) C3 + t
′(S+1 S
−
4 + S
−
1 S
+
4 ) + U
′Sz1S
z
4
Couplings modification 1 → 1 + U1/2 1 → 1 − U1/2 1 → 1 + U1(a23 − b23)/2
4 → 4 + U3/2 4 → 4 − U3/2 4 → 4 − U3(a23 − b23)/2
Effective x-y coupling 2t1t3(
a3b3
E1 − E3 +
a4b4
E1 − E4 ) 2t1t3(
a3b3
E2 − E3 +
a4b4
E2 − E4 ) 2t1t3a3b3(
1
E3 − E1 +
1
E3 − E2 )
t’
Effective z coupling 0 0 −U1U3(a3a4 − b3b4)
2
2(E3 − E4)
U’
Constant energy term
t21b
2
3 + t
2
3a
2
3
E1 − E3 +
t21b
2
4 + t
2
3a
2
4
E1 − E4
t21a
2
3 + t
2
3b
2
3
E2 − E3 +
t21a
2
4 + t
2
3b
2
4
E2 − E4
t21b
2
3 + t
2
3a
2
3
E3 − E2 +
t21a
2
3 + t
2
3b
2
3
E3 − E2
Ci, i = 1..3 +
(U21 + U
2
2 )(a3a4 − b3b4)2
4(E3 − E4)
TABLE II: Perturbation theory results for one RSRG iteration. For each ground state the coupling is modified according to
the original values of the couplings, the states’ energies and the wave function coefficients. The wavefunction coefficients are
assumed to be real for convenience and Ci, i = 1, 2, 3 are non universal constant energy terms
