Abstract-One of the most ambitious goals of neuroscience and its neuroprosthetic applications is to interface intelligent electronic devices with the biological brain to cure neurological diseases. This emerging research field builds on our growing understanding of brain circuits and on recent technological advances in miniaturization of implantable multi-electrode-arrays (MEAs) to record brain signals at high spatiotemporal resolution. Data processing is needed to extract useful information from the recorded neural activity to better understand the function of underlying neural circuits and, in perspective, to operate neuroprosthetic devices. In this context, machine learning approaches are increasingly used in many application scenarios. This paper focuses on processing data of evoked local field potentials (LFPs) recorded from the rat barrel cortex using a miniaturized 16×16 MEA. We evaluated machine learning algorithms and trained an optimized classifier to detect at which cortical depth the neural activity is measured. We demonstrate with experimental results that machine learning can be applied successfully to noisy single-trial LFPs offering up to 99.11% of test accuracy in classifying signals acquired from different cortical layers. As such, the method is a very promising starting point toward realtime decoding of cerebral activities with low power consumption digital processors for brain-machine interfacing and neuroprosthetic applications.
I. INTRODUCTION
With the goal of developing novel tools for future health care solutions and to broaden our understanding of the biological bases of diseases, many efforts in research have been pushed over the last century [1] . Neuroscience in particular studies the functions and dysfunctions of the nervous system and contributes to improve the health of human brain.
We are still far away from fully understanding how the brain operates, and researchers in different fields are working hard to improve this understanding. For example, non-invasive methods have made great progress over the last few decades to measure cerebral activities in order to reveal the mysteries of the brain and have become powerful medical diagnostics assets. Intra-cortical measurements are commonly used to investigate the micro-circuitry of neuronal populations. First, they can provide more fine-grained measurements, comparable to the measurement of voltages and currents through a digital electronic system in order to fully understand its function. Second, and unlike the non-invasive techniques, they allow interaction though neuron stimulation. Moreover, noninvasive methods are often too expensive and cumbersome for implantable and portable devices, making intra-cortical electrodes an essential ingredient to the continuous monitoring of the neural activity.
Recent technological developments in electronics and miniaturization allow the insertion of miniaturized electrodes directly into the brain. With this new implantable technology, neuroscientists have the possibility to acquire and record the electrical activity of a group of neurons or even of single nerve cells [2] . Neurons are the many components of the brain involved in cognition, perception and action control. Knowing how they work and react opens incredible opportunities for neuroscience. This has motivated the development of arrays of miniaturized electrodes that can be implanted in small animals, such as mice and rats. Today, such electrodes are available in a variety of designs both for in vivo and in vitro applications and, in general, local field potentials (LFPs) are sensed from neighboring neural populations as synchronous net activity of several hundreds to thousands neurons [3] - [8] .
Today, it is possible to 'image' electrical neural activity with much higher accuracy and definition than was achievable only few years ago [2] , [5] , [9] , [10] . However, the neural signals acquired by the miniaturized electrodes need to be processed and analyzed to provide useful information to the researchers. Machine learning approaches could significantly help to process and analyze large volumes of data and automate the process. Recently, machine learning has been exploited to solve many challenging problems and emerging convolutional neural networks (CNNs) have achieved a record-breaking accuracy in both medical images analysis and computer vision. However, they usually require a huge amount of data to be trained and they are usually performing well with high-resolution images [11] . Nevertheless, more traditional approaches, such as support vector machines (SVMs) or naive Bayes classifiers, have become a mature technology and often outperform the novel deep learning methods on smaller data sets where data is expensive to obtain or label. Additionally they come with a much more affordable computational demand, allowing embedded analysis on low-power micro-controllers, such as those belonging to ARM Cortex-M family.
In this paper we present a highly accurate algorithm able to process and classify evoked LFPs recorded using a 16×16 electrodes matrix array sensor in rats' barrel cortex while stimulating a whisker. The sensor has been implanted in vivo and 2D images have been acquired from seven different depths corresponding to different cortical layers. We also evaluated various classification algorithms to detect the specific layer where the electrode tip is placed. The information can be helpful for the operator to correctly and reliably position the MEA during implantation. Experimental results with real images acquired from rats' brain demonstrate that with machine learning methods, it is already possible today to automatically and accurately analyze neural activity patterns using this new technology of implantable sensors. We evaluated several features and classifiers (i.e. Decision Tree, SVM, KNN, etc.) to evaluate the best approach in terms of accuracy and noise robustness. Moreover, the selected features and classifier are suitable for embedded systems processors, that will allow the processing to be in a miniaturized systems, with a power demand of few micro-watt, in future.
The paper is organized as follows: Section II provides a general system overview; Section III describes the data set more into details referring to the experimental setup of the signal acquisition and showing some example images acquired from seven cortical depths; Section IV explains the algorithmic approaches and methods analyzed to perform the layer classification; Section V demonstrates the experimental results before concluding the paper with Section VI.
II. BACKGROUND AND SYSTEM OVERVIEW
Many studies have been conducted by researchers on the whisker sensorimotor system of rodents over years [7] , [9] , [12] , [13] . Instead of relying on the visual system, rats and other nocturnal animals use their whisker to sense the surrounding environment [7] . Understanding how the brain encodes the somatosensory signals from the whiskers would contribute greatly to the discovery of the functioning of the sensorimotor system also in primates and to the realization of devices for brain-chip interface [14] . The barrel cortex is a region of the somatosensory cortex in rodents and contains the barrel field which is organized into a topographic map. The barrels corresponding to the whiskers have the same topographical organization as the mystacial pad where the major facial whiskers, also called mystacial vibrissae, are attached [15] . Stimulating a whisker, the corresponding neuronal population fires, generating evoked LFPs that can be recorded using intra-cortical electrodes. Thus, the study of these bio-signals gives the clue of how the brain represents the somatosensory stimuli. [19] .
In this paper, we acquired in vivo from rats, in our lab at University of Padua, a data set to capture the electrical activities of neurons. The images are acquired using 16×16 MEAs ( Fig. 1 ) inserted into rat barrel cortex while stimulating the principal whisker, which is identified to be the most responsive whisker for that specific barrel field, using a piezoelectric bender (Fig. 2) . The resulted recordings are 2D images of 16×16 pixels over time which capture the changes in LFPs evoked by the deflection of the whisker. The barrel cortex is organized into layers [16] - [18] and the recording sites are placed vertically under the scalp at seven different depth. The trained machine learning algorithm must be able to classify at which layer the data is recorded.
We applied machine learning approaches and algorithms to infer the location where the data is recorded. The machine learning classifier algorithms are planned to be implemented on an embedded micro-controller (i.e. ARM Cortex-M4) to process the data in real-time in an implantable system, which could be used in future for rehabilitation or prosthetic applications.
III. DATA SET

A. Signal Acquisition
The evoked LFPs are recorded from rat barrel cortex while stimulating the principal whisker. The acquired signals need to be pre-processed and analyzed to provide useful information, in this paper we focus on cortical layer classification. The experiments are performed on Wistar rats following the procedures described in [9] .
B. Experimental Setup
The rats are anesthetized with Tiletamine-Xylazine and physiological parameters are monitored to keep a constant anesthesia level and to prevent spontaneous whisker movements. The animal is kept on a stereotaxic apparatus under a stereomicroscope and fixed by teeth and ear bars. The recordings are performed at 15µm resolution with a 256 CMOS-based array of capacitively coupled recording sites positioned in a 16×16 matrix (Fig. 1) . The whiskers are trimmed at about 10mm from the mystacial pad. The stimuli are delivered by means of a piezoelectric bender to the principal whisker which is identified to be the one which provides the maximum response amplitude when stimulated. The whisker is deflected repeatedly by providing pulse stimuli of 5ms, while the signals are recorded from the topologically correspondent receptive field in the barrel cortex [7] , [8] . Fig. 2 shows the overview of the experimental setup. The data set is acquired performing three stimulation amplitudes with the piezoelectric bender, more precisely 0.5V , 1.0V and 1.4V . The respective deflection displacement, deflection angle, linear velocity and angular velocity are listed in Table I .
C. Cortical Laminar Profiles
The rat barrel cortex is organized in six layers [16] - [18] , of which the fifth (layer V) is divided into Va and Vb. In this paper we will consider them as two separate layers resulting in seven layers in total to be classified. The electrodes tip is placed sequentially at seven different depth, more precisely at 200 µm in Layer I, 350 µm in Layer II, 500 µm in Layer III, 750 µm in Layer IV, 1100 µm in Layer Va, 1500 µm in Layer Vb, 1750 µm in Layer VI under the scalp. For algorithmic convenience, in this paper the layers are numbered from 1 to 7 with layers Va, Vb, and VI corresponding to 5, 6, and 7, respectively. 80 trials are recorded from each layer, with a total of 80×7 recordings per stimulation amplitude. The electrodes form a 16×16 matrix array providing 2D images over time at each recording depth. Fig. 3 demonstrates an example trial with 1.4V stimulation amplitude showing the images and the averaged signals over time for each layer. IV. LAYER CLASSIFICATION In this work, we aim to evaluate and implement the best machine learning algorithm, in terms of accuracy and noise TABLE I: Stimulation parameters using the piezoelectric bender. Linear and angular displacement (±∆x and ±∆θ), linear and angular velocity (v and v θ ) of the deflection of the principal whisker are shown for each stimulation amplitude ∆V pzl . robustness, which can automatically classify the layers once an evoked LFP signal is given as input. First, pre-processing steps are made to increase the signal-to-noise ratio (SNR), in fact these bio-signals are well-known to be very noisy. Second, we proceed to extract the relevant features which can successfully fulfill the task. Finally, various machine learning algorithms (Decision Tree, SVM, KNN, etc.) are applied to the extracted features in order to identify the one which performs the best in classifying the layers.
A. Pre-processing
The data consist of 2D matrices of 16×16 values acquired at 69 time points with ∆t = 1.6026 ms. The data is registered over time with the stimulation onset at 0 ms and recorded for the following 100 ms. As depicted in Fig. 3 , the main peak of the evoked response happens within roughly the first 40 ms after the delivery of stimulation. In order to save memory and computation in the perspective of a future implementation on a micro-controller, the signal is cropped over time keeping the first 25 time points, i.e. the first 40 ms, after the stimulation onset. The images are further smoothed using a 2D Gaussian kernel with standard deviation of 0.6, kernel size of 5×5, and replicate padding for image boundaries.
B. Feature Extraction
Feature extraction is an important phase of the classification, therefore the feature selection needs to be accurately evaluated as it can compromise the accuracy of the classifier. The first feature extracted and evaluated is the averaged signal amplitude at each time point. In fact, Fig. 3b shows that the amplitude of the main response peak differs from one layer to another. Besides, the standard deviation of the image at each time point is also taken into consideration (Fig. 4a) . Furthermore, neurophysiological studies [20] - [22] have shown that the firing and the discharge of the neurons follow a determined path in the cortical layers starting from Layer IV, which is clearly observed also in our data set. This suggests to exploit the spatial dimensions of the recorded signals. Hence, the images are divided horizontally into two (Fig. 4b) and three (Fig. 4c) sub-matrices, and the mean and the standard deviation at each time point are computed. Moreover, the gradient information is obtained by subtracting the means of the sub-matrices. Fig. 4 depicts the extraction approach of the features. In addition, the two-dimensional cross-correlation is performed between subsequent frames. As depicted in Fig. 5 , the image at time point t i is cropped to 10×10 matrix and used as template to cross-correlate with the image at time point t i+1 to obtain the cross-correlation map in Fig. 5c . Afterwards, the maximum correlation value is found and its distance to the center of the image (x and y pixels) is used as feature. These components provide an overall information about the propagation flow of the LFPs in the cortex. , and the one-third-matrices (c). In the last two cases, the gradient information is also computed. 
C. Methods
The classification task is performed separately for each stimulation amplitude. Each data set consists of 560 data points. The single data set is further divided into 448 (80%) and 112 (20%) data points, the former used for training and cross-validation (CV), the latter for testing. We run 5-fold cross-validation on the training set using several classifiers, i.e. decision trees, discriminant analysis, support vector machines, nearest neighbor classifiers and ensemble classifiers to identify the one which gives the best performance. Consequently, we spanned over all the possible combinations of the extracted features to find the ones which best fulfill the task. Finally, we tested the obtained model on the testing set after tuning the hyper-parameters. Table II shows the CV accuracy on the training set using different classification algorithms. We can notice that even simple methods such as the linear SVM can give up to 97.3% accuracy, which demonstrates the quality of the selected features. However, the classifier with the highest accuracy is the Ensemble Subspace Discriminant (ESD) [23] . Ensemble methods train multiple learning algorithms resulting in better performance than the case of using any of the constituent learning algorithms alone. The multiple classifiers trained in ESD are Linear Discriminant Analysis (LDA) [24] applied to feature sub-spaces. Another reason to choose ESD is that too simple methods, such as linear SVM, are more at risk of under-fitting, therefore weaker to new test data. After setting the random seed, we run ESD over all the combinations of features obtaining (89.48 ± 1.51)%, (96.90 ± 0.53)%, (98.77±0.53)% as average CV accuracy on the training set and (97.32±0.80)%, (90.41±1.86)%, (99.00±0.30)% as average test accuracy on the testing set respectively for 0.5V, 1.0V and 1.4V stimulation amplitude. Table III reports the best results with respective feature combinations. We can observe that the higher the stimulation amplitude, the better the classification performance, which is reasonable since the response is stronger for stronger stimuli, therefore we have better SNR. Overall, the subdivision of the images into three sub-matrices gives better results achieving the highest CV accuracy of 99.55% and test accuracy of 99.11% with all the features included. We can further notice that generally the test accuracy overcomes slightly the CV accuracy. Fig. 6 shows the performance of the algorithm tuning the hyperparameters. The CV accuracy, i.e. 1-Loss, increases steeply with the dimension reaching 40, then it smoothly decreases from 50 onward, thus we decided to choose 49 features for each subspace. Conversely, the behavior of the results fluctuates notably between 98.6% and 99.5% with respect to the number of learners after an initial incremental tendency. Whereas the model flexibility increases with the number of learners, but at the same time more learning cycles means more computational demand, we finally chose 30 learners for our algorithm with CV accuracy reaching 99.55%. Fig. 7 demonstrates the confusion matrices of layer classification applying ESD with the hyper-parameters mentioned above and with all the features included. The task is performed on a data set where 1.4V is applied to the piezoelectric bender (Fig. 2) . The result is very satisfying, with only two miss-classified data points over 448 for the CV and only one over 112 for the testing set. Finally, we report an estimation of the algorithmic complexity in view of the future implementation on ARM Cortex-M4. The most computationally demanding parts are Gaussian smoothing, cross-correlation, and model prediction. In terms of arithmetic operations (OPS), for each 16×16 image the complexity of Gaussian blurring using separable kernel of dimension 5 is 2 · O(16 2 · 5), whereas for the cross-correlation is O(16 2 · 10 2 ) with 10×10 correlation template. The LDA model assumes that each class generates feature data using a multivariate normal distribution with same covariance matrix for each class and varying means. The matrix multiplications to compute the normal distribution for 7 classes, 49 subspace features, and 30 learning cycles require 30·7·(O(49 2 )+O(49)) OPS. In total, around 2.5 MOPS are needed to execute the classification with 25 frames. Moreover, to save the trained model approximately 330 kB of memory are required, which is affordable using a common commercial micro-controller 1 .
V. EXPERIMENTAL RESULTS
VI. CONCLUSIONS
This paper evaluated and proposed a highly accurate machine learning algorithm trained and tested with real neural activity data, acquired from rat barrel cortex using implanted sensors. The signals are recorded from seven cortical layers and the trained classifier is able to detect the layers with an accuracy of 99.11%. The outcome of this paper demonstrates that machine learning can successfully perform automatic classification on extremely noisy data such as the single-trial LFPs. This is a very promising starting point towards a future low-power implantable device for brain-chip interface essential for bio-medical application scenarios such as rehabilitation, prosthetic implants or nerve stimulation. However, many future developments are required. First of all, to overcome the wellknown problem of inter-variability of bio-signals, more data recorded from several animals are needed to train a more robust classifier able to deal with data coming from different sources. Secondly, a more interesting task from a neuroscientific point of view would be to use machine learning to infer the type of the external stimulus received by the animal based on the signals provided by the implanted sensor. Furthermore, optimization on feature extraction and classification algorithms are necessary for the implementation on resource-constrained micro-controllers such as ARM Cortex-M4. In future works, we plan to do a real implementation on a milli-watt power micro-controller to demonstrate the feasibility of the task on a portable device and to perform stimulation classification towards the direction of brain signal decoding.
