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Abstract
An arbitrary starting homotopy-like simplicial algorithm is developed for computing an integer point of an n-dimensional
simplex. The algorithm is derived from the use of an integer labeling rule and a triangulation of Rn × [0; 1], and consists
of two interchanging phases. One phase of the algorithm constitutes a homotopy simplicial algorithm, which generates
(n+1)-dimensional simplices in Rn × [0; 1], and the other phase of the algorithm constitutes a pivoting procedure, which
generates n-dimensional simplices in either Rn × {0} or Rn × {1}. The algorithm varies from one phase to the other.
When the matrix de4ning the simplex is in the so-called canonical form, starting at an arbitrary integer point in Rn×{0},
the algorithm within a 4nite number of iterations either yields an integer point of the simplex or proves that no such
point exists. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
Determining whether a simplex contains an integer point is an NP-hard problem [17,24]. It is well
known that using polynomial-time aggregation techniques, one can reduce the problem of determining
whether a polytope contains an integer point to the problem of determining whether a simplex
contains an integer point. Thus, computing an integer point of a polytope is equivalent to computing
an integer point of a simplex. An excellent survey of the aggregation techniques can be found in
[28].
The problem we consider in this paper is to 4nd an integer point of a simplex with a homotopy-like
simplicial approach. The simplicial methods were originated in [19] for computing 4xed points of
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continuous mappings. Although Scarf used primitive sets in his method, the subsequential develop-
ments of the simplicial methods were based on triangulations ([1,2,8–10,12–16,19,20,25,26], etc.).
In [21,22], using the primitive sets, Scarf succeeded in de4ning a path that either leads to an in-
teger point of a polytope or proves that no such point exists. The question whether it is possible
to 4nd an integer point of a simplex with a simplicial approach was raised after Scarf’s work. A
few attempts to solve it were made in [4,5,27], etc. Although some partial results had been ob-
tained in these papers, the question remained unsolved. We were able to obtain in [6] a positive
answer to the question only after Scarf brought our attention to Pnueli’s paper [18] in 1994 and we
observed a beautiful property [6, Lemma 1]. In order for its convergence, the algorithm given in
[6], however, can only start at some special integer points. To overcome this shortcoming, an arbi-
trary starting variable dimension algorithm was proposed in [7] for computing an integer point of a
simplex.
Simplicial homotopy algorithms for computing 4xed points were invented in [8] and further devel-
oped in [16]. Numerical results show that there is no winner between simplicial homotopy algorithms
and variable dimension algorithms for computing 4xed points. Therefore, it may be desired to de-
velop an arbitrary starting homotopy-like simplicial algorithm for computing an integer point of a
simplex. In order to succeed, one has to solve the following three problems:
1. What integer labeling rule should be used to assign an integer to each point in Rn×{0} (arti4cial
level) and what integer labeling rule should be used to assign an integer to each point in Rn×{1}
(original level)? (two integer labeling rules should be consistent so that a homotopy-like simplicial
algorithm terminates within a 4nite number of steps)
2. Given an integer labeling rule and an arbitrary integer point in Rn × {0}, how can we obtain a
complete n-dimensional simplex in Rn×{0} with the integer point being a vertex of the complete
simplex? (To start a homotopy-like simplicial algorithm, such a complete simplex is needed.)
3. When the straightforward use of a simplicial homotopy algorithm generates a complete n-dimen-
sional simplex in either Rn × {0} or Rn × {1} before it meets an integer point of a simplex or
proves that no such point exists, what should we do?
By using the property stated in [6, Lemma 1], we have successfully solved these three problems
and developed an arbitrary starting homotopy-like simplicial algorithm for computing an integer
point of a simplex. The idea of the algorithm is as follows. The algorithm 4rst transforms the matrix
de4ning the simplex into a matrix in the so-called canonical form through a unimodular matrix
that can obtained in polynomial time. Then it subdivides Rn × [0; 1] into simplices, and assigns an
integer to each integer point of Rn × {0; 1}. The algorithm consists of two phases. The 4rst phase
of the algorithm constitutes a homotopy simplicial algorithm, which generates (n + 1)-dimensional
simplices in Rn × [0; 1], and the second phase of the algorithm constitutes a pivoting procedure,
which generates n-dimensional simplices in either Rn ×{0} or Rn ×{1}. The algorithm varies from
one phase to the other. Starting at an arbitrary integer point in Rn×{0}, the algorithm within a 4nite
number of iterations either yields an integer point of the simplex or proves that no such point exists.
A signi4cant diHerence between our algorithm and a simplicial homotopy algorithm for computing
4xed points is that the simplicial homotopy algorithm for computing 4xed points does not have the
second phase of our algorithm.
The paper is organized as follows. We describe the problem in Section 2. We introduce an integer
labeling rule in Section 3. The canonical form matrix is explained and some properties are given in
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Section 4. We present the algorithm and prove its convergence in Section 5. The paper is concluded
with a few numerical tests in Section 6.
2. The problem
The problem we consider in this paper is to 4nd an integer point of P given by
P = {x ∈ Rn |Ax6b};
where
A=


a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
an+1;1 an+1;2 · · · an+1; n


and b=(b1; b2; : : : ; bn+1)T. Let ai=(ai1; ai2; : : : ; ain)T for i=1; 2; : : : ; n+1. We assume throughout this
paper that all the entries of A are integers, and the interior of P is nonempty and bounded. Then P
is a simplex, and any n× n submatrix of A is nonsingular. Now, using the separation theorem, one
can easily derive the following lemma.
Lemma 1.
• For any nonzero vector 
 ∈ Rn; there are i and j satisfying aTi 
¡ 0 and 0¡aTj 
.
• There is a positive vector = (1; 2; : : : ; n+1)T satisfying TA=0.
It is well known that using aggregation techniques, one can reduce the problem of 4nding an
integer point of a polytope to the problem of 4nding an integer point of a simplex [28]. This
implies that it may be signi4cant if one can develop an eKcient algorithm for computing an integer
point of a simplex. The purpose of this paper is to present one more alternative for computing an
integer point of a simplex.
To develop and implement our algorithm, we need a triangulation of Rn× [0; 1] which subdivides
every integer unit cube in Rn × [0; 1] into integer simplices, where the integer unit cube is a unit
cube having only integer vertices and the integer simplex is a simplex having only integer vertices.
Observe that vertices of the simplices of the triangulation are in Rn × {0; 1}. All the triangulations
that subdivide every integer unit cube into integer simplices are suitable for the purpose. For such
triangulations, see [3,11,25], etc. A speci4c choice of the triangulation plays, however, no dominant
role at all in this paper. The K1-triangulation given in [11] is the simplest one of them. We use it
as a triangulation underlying the algorithm. Since the initialization of the algorithm depends on the
underlying triangulation, we introduce for completeness the K1-triangulation here [11,25].
For j = 1; 2; : : : ; m, we use uj to denote the jth unit vector of Rm, i.e.,
uj = (0; : : : ;
j
1; : : : ; 0)T:
A simplex of the K1-triangulation of Rm is the convex hull of m+ 1 vectors y0; y1; : : : ; ym given by
y0 = y, and
yk = yk−1 + u(k); k = 1; 2; : : : ; m;
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Table 1
Pivot rules of the K1-triangulation
i Ly L
0 y + u(1) ((2); : : : ; (m); (1))
1¡i¡m y ((1); : : : ; (i + 1); (i); : : : ; (m))
m y − u(m) ((m); (1); : : : ; (m− 1))
where y is an integer point of Rm, and  = ((1); (2); : : : ; (m)) is a permutation of elements of
{1; 2; : : : ; m}. Let K1 be the set of all such simplices. Since a simplex of the K1-triangulation is
uniquely determined by y and , we use K1(y; ) to denote it.
We say that two simplices of K1 are adjacent if they have a common facet. We show in the
following how to generate all the adjacent simplices of a simplex of the K1-triangulation of Rm. For
a given simplex  = K1(y; ) with vertices y0; y1; : : : ; ym, its adjacent simplex opposite to a vertex,
say yi, is given by K1( Ly; L), where Ly and L are generated in Table 1.
Let K1[0] be the set of the simplices of the K1-triangulation of Rn+1 with yn+1 = 0. It is easy to
see that K1[0] is a triangulation of Rn × [0; 1]. Let K1[0] be the set of faces of simplices of K1[0].
A q-dimensional simplex of K1[0] with vertices y0; y1; : : : ; yq is denoted by 〈y0; y1; : : : ; yq〉.
For  ∈ K1, let
grid() = max{||x − y|| | x ∈  and y ∈ };
where || · || denotes the in4nity norm. We de4ne
mesh(K1) = max
∈K1
grid():
Then it is obvious that mesh(K1) = 1.
The restriction of K1[0] on Rn × {0}, denoted K1[0] |Rn × {0}, is given by
K1[0] |Rn × {0}= { ∈K1[0] |⊂Rn × {0} and dim() = n};
and the restriction of K1[0] on Rn × {1}, denoted K1[0] |Rn × {1}, is given by
K1[0] |Rn × {1}= { ∈K1[0] |⊂Rn × {1} and dim () = n};
where dim(·) stands for the dimension. It is easy to see that K1[0] |Rn × {0} is a triangulation of
Rn×{0}, and K1[0] |Rn×{1} is a triangulation of Rn×{1}. In fact, K1[0] |Rn×{0} is the same
as the K1-triangulation of Rn × {0}, and K1[0] |Rn × {1} is the same as the K1-triangulation of
Rn × {1}.
3. The integer labeling rule
In this section we introduce the integer labeling rule to be used in the algorithm to assign an
integer to each integer point of Rn × {0; 1}. Let N = {1; 2; : : : ; n} and N0 = {1; 2; : : : ; n + 1}. Let
=(1; 2; : : : ; n)T be an arbitrary integer point and d=(d1; d2; : : : ; dn+1)T =A. The point  is used
as the starting point of the algorithm.
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Denition 1. For (x; t) ∈ Rn × {0; 1}, we assign to (x; t) an integer l(x; t) given by
l(x; t) =


max
{
k | aTk x − dk =maxj∈N0 a
T
j x − dj
}
if t = 0;
0 if x ∈ P and t = 1;
max
{
k | aTk x − bk =maxj∈N0 a
T
j x − bj
}
if x ∈ P and t = 1:
Consider geometric structures of this integer labeling rule. Let e = (1; 1; : : : ; 1)T. For j ∈ N0, let
A−j = (a1; : : : ; aj−1; aj+1; : : : ; an+1)T
and
b−j = (b1; : : : ; bj−1; bj+1; : : : ; bn+1)T:
Observe that A−j is nonsingular for any j ∈ N0. Clearly,
aTj A
−1
−j e¡ 0 for j ∈ N0:
Let 
 be any given point of Rn. For k ∈ N0, we de4ne
Qk(
) =


+
∑
j =k
jA−1−j e | 06j for j = k

 :
Then it is obvious that
n⋃
j=1
Qj(
) = Rn
and for any i and j, the intersection of Qi(
) and Qj(
) is a common face of both of them. Observe
that Qk(
), k = 1; 2; : : : ; n+ 1, are n+ 1 cones of n dimensions, which have the same vertex 
. Let
!= A−1−1b−1 + #A
−1
−1e;
where
#=
b1 − aT1A−1−1b−1
aT1A
−1
−1e − 1
:
Clearly, the integer labeling rule partitions Rn × {0} and Rn × {1} into n + 1 cones, respectively,
i.e., for any x ∈ Rn,
l(x; 0) = max{k | x ∈ Qk()}
and
l(x; 1) =
{
0 if x ∈ P;
max{k | x ∈ Qk(!)} if x ∈ P:
Therefore, the integer labeling rule assigns k to all the interior points of Qk() and to all the interior
points of Qk(!) except those points in P.
The following de4nition gives us a few notations to be used in further discussions.
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Denition 2.
• For any 06q6n, a q-dimensional simplex  = 〈y0; y1; : : : ; yq〉 of K1[0] is complete if l(yi) =
l(yj) for 06i¡ j6q, and l(yk) = 0 for k = 0; 1; : : : ; q.
• For any 06q6n, a q-dimensional simplex = 〈y0; y1; : : : ; yq〉 of K1[0] is 0-complete if l(yi) =
l(yj) for 06i¡ j6q, and l(yk) = 0 for some k.
• For any 16q6n + 1, a q-dimensional simplex  = 〈y0; y1; : : : ; yq〉 of K1[0] is almost complete
if the labels of q+ 1 vertices of  consist of q diHerent nonzero integers.
From this de4nition, it is easy to see the following property.
Lemma 2. An almost complete simplex has exactly two complete facets.
Let F be a subset of Rn. For any x ∈ Rn, the distance between x and F is given by
d(x; F) = min
y∈F
||x − y||:
For any F ⊂Rn and any nonnegative scalar !, let
"(F; !) = {x ∈ Rn |d(x; F)6!}:
For any 
 ∈ Rn, let
#(
) = {
+ A−1−(n+1)e | 06}:
Observe that
#(
) =
n⋂
k=1
Qk(
):
Since mesh(K1) = 1, it is not diKcult to obtain the following lemma.
Lemma 3. There is a positive ! satisfying that
1. All the complete n-dimensional simplices in K1[0] |Rn × {0} are contained in "(; !)× {0}.
2. All the complete n-dimensional simplices in K1[0] |Rn × {1} are contained in "(!; !)× {1}.
3. All the almost complete n-dimensional simplices in K1[0] |Rn×{0} carrying only integer labels
in N are contained in "(#(); !)× {0}.
4. All the almost complete n-dimensional simplices in K1[0] |Rn×{1} carrying only integer labels
in N are contained in "(#(!); !)× {1}.
According to this lemma, one can see that there is a 4nite number of complete n-dimensional
simplices in Rn × {1} and Rn × {0}.
4. The canonical form
In this section we introduce the canonical form matrix that helps us obtain some important results
for the proof of convergence of the algorithm.
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Denition 3. We say an (n+ 1)× n matrix
A=


a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
an+1;1 an+1;2 · · · an+1; n


is in canonical form if aij60 for i = j and aii ¿ 0, i = 1; 2; : : : ; n.
Scarf’s special Leontief matrix in [23] is a matrix in the canonical form.
A matrix C is nonnegative if every entry of C is nonnegative. We use 06C to indicate that C
is nonnegative. The following lemma can be found in [7].
Lemma 4. Assume that A is in the canonical form and there is a positive vector =(1; : : : ; n+1)T
satisfying that TA= 0. If A−(n+1) is nonsingular then
06A−1−(n+1):
As a corollary of this lemma, we obtain
Corollary 1.
0¡A−1−(n+1)e:
Let A be an arbitrary integer (n + 1) × n matrix satisfying that there is a positive vector  such
that TA = 0, and any n × n submatrix of A is nonsingular. A procedure given in [18] shows that
applying the following three elementary column operations,
1. interchange two columns,
2. multiply a column by −1,
3. add any integer times a column to another column,
to A, one can transform A into a matrix in the canonical form. Thus, there is a unimodular matrix
U such that AU has the canonical form. Note that U can be obtained in polynomial time.
The following notation is only used for obtaining without any computation the starting simplex
of the algorithm.
Denition 4. We say that rows of an (n+ 1)× n matrix A are in proper order if, for i = 2; : : : ; n,
i∑
j=1
akj6
i∑
j=1
aij; k = 1; 2; : : : ; i − 1:
Note that without loss of the canonical form, through interchanges of rows and columns of (A; b)
if it is necessary, one can easily obtain a matrix such that its rows are in the proper order.
From now on, we assume, without loss of generality, that A is in the canonical form, and rows
of A are in the proper order. The results in the following enable us to derive the algorithm and to
prove its 4nite convergence.
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For 
 ∈ Rn and K ⊆N , we de4ne
H (
; K) = {
+ x ∈ Rn | 06xi; i ∈ K; and xi = 0; i ∈ K}:
Lemma 5. (; 0) is the unique point in H (; N )× {0} carrying integer label n+ 1.
Proof. Note that d = A and A is in the canonical form. Let x be an arbitrary nonnegative and
nonzero vector. Using Lemma 1, we obtain that there is at least one index of N , say i, satisfying
0¡aTi x because a
T
n+1x60. Therefore, a
T
n+1(+ x)− dn+1 = aTn+1x¡aTi x= aTi (+ x)− di. According
to De4nition 1, we obtain l(+ x; 0) = n+ 1. Observe that l(; 0) = n+ 1. The lemma follows.
Note that a simplex of K1[0] |Rn × {0} (K1[0] |Rn × {1}) is the convex hull of n + 1 vectors
(x0; 0); : : : ; (xn; 0) ((x0; 1); : : : ; (xn; 1)) given by x0 = x, and
xk = xk−1 + u(k); k = 1; 2; : : : ; n;
where x is an integer vector of Rn, and  = ((1); : : : ; (n)) is a permutation of elements of N .
Since a simplex of K1[0] |Rn ×{0} (K1[0] |Rn ×{1}) is uniquely determined by x and , we use
K1(x; )× {0} (K1(x; )× {1}) to denote it.
The complete simplex given in the following lemma is used as the starting simplex of the algo-
rithm.
Lemma 6. There is only one complete n-dimensional simplex in H (; N )× {0}; which is given by
K1(; (1; : : : ; n))× {0}= 〈(x0; 0); : : : ; (xn; 0)〉.
Proof. Observe that x0 = , and
xk = xk−1 + uk ; k = 1; 2; : : : ; n:
Since rows of A are in the proper order and A is in the canonical form, according to De4nition 1,
one has that l(x0; 0) = n + 1, and l(xk ; 0) = k for k = 1; 2; : : : ; n. Thus, K1(; (1; : : : ; n)) × {0} is a
complete simplex.
According to Lemma 5, (; 0) is the unique point of H (; N )× {0} carrying integer label n+ 1.
Thus, any complete n-dimensional simplex in H (; N )× {0} must have (; 0) as a vertex. Observe
that any simplex in H (; N ) × {0} having (; 0) as a vertex is given by K1(; ) × {0} for some
unique . Let L=K1(; )×{0}= 〈( Lx 0; 0); : : : ; ( Lxn; 0)〉 be a complete simplex in H (; N )×{0}. Then
Lx 0 = , and
Lxk = Lxk−1 + u(k); k = 1; 2; : : : ; n:
In the following, we show that = (1; 2; : : : ; n). Noting that d= A and A is in the canonical form,
one must have according to De4nition 1 that l( Lx 0)= n+1, and for k=1; 2; : : : ; n; l( Lxk)=(k) since
aTi Lx
k60 for i = (k + 1); : : : ; (n). No matter what  is, one always has that
Lxn = +
n∑
j=1
u( j) = + e = xn:
Thus, l( Lxn)=l(xn)=n. From the integer labeling rule and the completeness of L, we obtain (n)=n.
Observe that Lxn−1 = Lxn − u(n) = xn − un = xn−1. Then l( Lxn−1) = l(xn−1) = n − 1. From the integer
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labeling rule and the completeness of L, we get (n− 1) = n− 1. Continuing this process, we have
(k) = k; k = 1; 2; : : : ; n. The lemma follows.
Lemma 7. For any K ⊆N; (x; 0) ∈ H (; K)× {0} is labeled either n+ 1 or some integer of K .
Proof. For (x; 0) ∈ H (; K)× {0}, let  = x − . Then 06j, j ∈ K , and j = 0, j ∈ K . Thus, for
i ∈ K ,
aTi x − di = aTi − di + aTi 
= aTi =
∑
j∈K
aijj
6 0;
because A is in the canonical form. Note that if x=  then l(x; 0) = n+ 1, and if x =  then  = 0.
Thus, using Lemma 1, we obtain that there is an integer of K , say k, satisfying that 0¡aTk  because
aTi 60 for i ∈ K . Observe that
aTk x − dk = aTk − dk + aTk = aTk ¿ 0:
Then l(x; 0) ∈ K according to De4nition 1. The lemma follows.
As a corollary of this lemma, we obtain
Corollary 2. For any j ∈ N; there is no complete (n−1)-dimensional simplex in H (; N \{j})×{0}
carrying only integer labels in N .
The following lemma can be found in [6].
Lemma 8. Assume that P has at least one integer point. Let z0 be an integer point of P. For any
K ⊆N; (x; 1) ∈ H (z0; K)× {1} is labeled either 0 or an integer of K .
Proof. Note that Az06b. For (x; 1) ∈ H (z0; K)×{1}, let = x− z0. Then 06j, j ∈ K , and j =0,
j ∈ K . Thus, for i ∈ K ,
aTi x = a
T
i z
0 + aTi 
6 bi + aTi = bi +
∑
j∈K
aijj
6 bi;
because A is in the canonical form. According to De4nition 1, the lemma follows.
As a corollary of this lemma, we obtain
Corollary 3. There is no complete n-dimensional simplex in H (z0; N ) × {1}; and for any j ∈ N;
there is no complete (n−1)-dimensional simplex in H (z0; N\{j})×{1} carrying only integer labels
in N .
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The following example shows that there exist perhaps more than one complete n-dimensional
simplices in Rn × {0} and Rn × {1}, respectively.
Example 1. Let
A=


2 0 −1
0 4 −6
0 −2 4
−2 0 0


and b = (1=5; 1=5; 1=5;−1=10)T. It is obvious that any 3 × 3 submatrix of A is nonsingular. Let
P={x | Ax6b}. Then (1=10; 1=20; 1=20)T is an interior point of P. Since TA=0 for =(1; 1=2; 1; 1)T,
P is bounded. Observe that A has the canonical form. Let  = (0; 0; 0)T. Then d = A = 0. For
x = (0;−1;−1)T and = (3; 2; 1), we obtain
x0 = (0;−1;−1)T; x1 = (0;−1; 0)T; x2 = (0; 0; 0)T; x3 = (1; 0; 0)T:
According to De4nition 1, we have
l(x0; 0) = 2; l(x1; 0) = 3; l(x2; 0) = 4; l(x3; 0) = 1
and
l(x0; 1) = 2; l(x1; 1) = 3; l(x2; 1) = 4; l(x3; 1) = 1:
For Lx = (0; 0; 0)T and L= (1; 2; 3), we obtain
Lx 0 = (0; 0; 0)T; Lx1 = (1; 0; 0)T; Lx2 = (1; 1; 0)T; Lx3 = (1; 1; 1)T:
According to De4nition 1, we have
l( Lx 0; 0) = 4; l( Lx1; 0) = 1; l( Lx2; 0) = 2; l( Lx3; 0) = 3
and
l( Lx 0; 1) = 4; l( Lx1; 1) = 1; l( Lx2; 1) = 2; l( Lx3; 1) = 3:
Thus, K1((0;−1;−1)T; (3; 2; 1))×{t} and K1((0; 0; 0)T; (1; 2; 3))×{t} are two complete three-dimen-
sional simplices in R3 × {t} for t = 0 and t = 1, respectively.
This example tells us that any straightforward use of a simplicial homotopy algorithm may ter-
minate at a complete simplex either in Rn × {0} or Rn × {1} before it meets an integer point of a
simplex or proves no such point exists.
5. The algorithm
In this section we describe the algorithm and prove its convergence. Before doing it, we need the
following notation. Let
xmax = (xmax1 ; x
max
2 ; : : : ; x
max
n )
T;
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where
xmaxi =maxx∈P
xi
for i = 1; 2; : : : ; n. Obviously, if x ∈ P then x6xmax. For any number *, let * denote the smallest
integer greater than or equal to *. We de4ne xu = (xu1 ; x
u
2 ; : : : ; x
u
n)
T by
xui =
{ xmaxi  if xi ¡ xmaxi ;
1 + xmaxi  otherwise
for i = 1; 2; : : : ; n. Then x¡xu for any x ∈ P.
The algorithm can be stated as follows.
Initialization. Let y = (; 0) and  = (1; 2; : : : ; n + 1). Then 0 = K1(y; ) is the unique (n +
1)-dimensional simplex in Rn × [0; 1] having the complete n-dimensional simplex K1(; (1; : : : ; n))×
{0}, denoted by +0, as a facet. Let k = 0 and go to Step 1.
Step 1: Let y+ be the vertex of k opposite to +k . If l(y+) = 0 then the algorithm terminates,
and an integer point of P has been found. Otherwise, let y− be the vertex of k other than y+ and
carrying integer label l(y+), and +k+1 the facet of k opposite to y−. Go to Step 2.
Step 2: If +k+1⊂Rn × {0} then t = 0 and go to Step 3, if +k+1⊂Rn × {1} then t = 1 and go to
Step 3, and otherwise, do as follows: Let k+1 be the unique simplex that is adjacent to k and has
+k+1 as a facet. Let k = k + 1, and go to Step 1.
Step 3: Let k+1 = +k+1, and y− be the vertex of k+1 carrying integer label n + 1. Let +k+2 be
the facet of k+1 opposite to y−. Let k = k + 1, and go to Step 4.
Step 4: Let k+1 be the simplex in Rn × {t} that is adjacent to k and has +k+1 as a facet. Let
y+ be the vertex of k+1 opposite to +k+1. Let k = k + 1, and go to Step 5.
Step 5: If l(y+) = 0 then the algorithm terminates, and an integer point of P has been found. If
t = 1 and (xu; 1)6y+ then the algorithm terminates, and P has no integer point. If l(y+) = n + 1
then let +k+1 = k , and k+1 be the unique (n + 1)-dimensional simplex in Rn × [0; 1] having +k+1
as a facet. Let k = k + 1, and go to Step 1. If l(y+) = n+ 1 then let y− be the vertex of k other
than y+ and carrying integer label l(y+), and +k+1 the facet of k opposite to y−. Go to Step 4.
Theorem 1. Within a 8nite number of iterations, the algorithm either yields an integer point of P
or proves that no such point exists.
The proof of this theorem follows the standard arguments given in [25]. First of all, we need to
introduce an undirected graph. The way of de4ning the graph is similar to that in [25]. Let G be
the graph, which is given as follows:
• The nodes of G consist of
1. all the 0-complete n-dimensional simplices contained in Rn×{1} and carrying all integer labels
in N ,
2. all the 0-complete (n+ 1)-dimensional simplices,
3. all the almost complete n-dimensional simplices contained in Rn×{0} and carrying only integer
labels in N ,
4. all the almost complete n-dimensional simplices contained in Rn×{1} and carrying only integer
labels in N ,
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5. all the complete n-dimensional simplices contained in Rn × {0},
6. all the complete n-dimensional simplices contained in Rn × {1}, and
7. all the almost complete (n+ 1)-dimensional simplices,
• There is an edge between two nodes of G if one is both a complete simplex and a facet of the
other or they have a common complete facet carrying all integer labels in N or N0.
The degree of a node of G is equal to the number of nodes of G adjacent to it. Let us consider the
degree of each node of G:
1. Consider node  of a 0-complete n-dimensional simplex contained in Rn × {1} and carrying all
integer labels in N . One can observe that node  is only adjacent to the node given by one of
(a) the almost complete n-dimensional simplex contained in Rn ×{1} and carrying only integer
labels in N ,
(b) the complete n-dimensional simplex contained in Rn × {1}, or
(c) the 0-complete n-dimensional simplex contained in Rn × {1} and carrying all integer labels
in N .
Thus, node  has degree one.
2. Consider node  of a 0-complete (n + 1)-dimensional simplex. One can observe that node  is
only adjacent to the node given by one of
(a) the almost complete (n+ 1)-dimensional simplex,
(b) the complete n-dimensional simplex contained in Rn × {0}, or
(c) the 0-complete (n+ 1)-dimensional simplex.
Thus, node  has degree one.
3. Consider node  of an almost complete n-dimensional simplex contained in Rn×{0} and carrying
only integer labels in N . Note that  has exactly two complete facets. Then one can observe that
node  is only adjacent to two nodes given by one of the following three pairs:
(a) two almost complete n-dimensional simplices contained in Rn×{0} and carrying only integer
labels in N ,
(b) an almost complete n-dimensional simplex contained in Rn × {0} and carrying only integer
labels in N and a complete n-dimensional simplex contained in Rn × {0}, or
(c) two complete n-dimensional simplices contained in Rn × {0}.
Thus, node  has degree 2.
4. Consider node  of an almost complete n-dimensional simplex contained in Rn×{1} and carrying
only integer labels in N . Note that  has exactly two complete facets. Then one can observe that
node  is only adjacent to two nodes given by one of the following six pairs:
(a) two almost complete n-dimensional simplices contained in Rn×{1} and carrying only integer
labels in N ,
(b) an almost complete n-dimensional simplex contained in Rn × {1} and carrying only integer
labels in N and a complete n-dimensional simplex contained in Rn × {1},
(c) an almost complete n-dimensional simplex contained in Rn × {1} and carrying only integer
labels in N and a 0-complete n-dimensional simplex contained in Rn × {1} and carrying all
integer labels in N ,
(d) two complete n-dimensional simplices contained in Rn × {1},
(e) two 0-complete n-dimensional simplices contained in Rn×{1} and carrying all integer labels
in N , or
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(f) a complete n-dimensional simplex contained in Rn × {1} and a 0-complete n-dimensional
simplex contained in Rn × {1} and carrying all integer labels in N .
Thus, node  has degree 2.
5. Consider node  of a complete n-dimensional simplex contained in Rn × {0}. One can observe
that node  is only adjacent to two nodes given by one of the following four pairs:
(a) an almost complete n-dimensional simplex contained in Rn × {0} and carrying only integer
labels in N and an almost complete (n+ 1)-dimensional simplex,
(b) an almost complete n-dimensional simplex contained in Rn × {0} and carrying only integer
labels in N and a 0-complete (n+ 1)-dimensional simplex,
(c) a complete n-dimensional simplex contained in Rn × {0} and an almost complete (n +
1)-dimensional simplex, or
(d) a complete n-dimensional simplex contained in Rn×{0} and a 0-complete (n+1)-dimensional
simplex.
Thus, node  has degree 2.
6. Consider node  of a complete n-dimensional simplex contained in Rn × {1}. One can observe
that node  is only adjacent to two nodes given by one of the following three pairs:
(a) an almost complete n-dimensional simplex contained in Rn × {1} and carrying only integer
labels in N and an almost complete (n+ 1)-dimensional simplex,
(b) a complete n-dimensional simplex contained in Rn × {1} and an almost complete (n +
1)-dimensional simplex, or
(c) a 0-complete n-dimensional simplex contained in Rn ×{1} and carrying all integer labels in
N and an almost complete (n+ 1)-dimensional simplex.
Thus, node  has degree 2.
7. Consider node  of an almost complete (n+1)-dimensional simplex. Note that an almost complete
simplex has exactly two complete facets. Then one can observe that node  is only adjacent to
two nodes given by one of the following seven pairs:
(a) two almost complete (n+ 1)-dimensional simplices,
(b) an almost complete (n+ 1)-dimensional simplex and a 0-complete (n+ 1)-dimensional sim-
plex,
(c) an almost complete (n + 1)-dimensional simplex and a complete n-dimensional simplex
contained in Rn × {0},
(d) an almost complete (n+1)-dimensional simplex and a complete n-dimensional simplex con-
tained in Rn × {1},
(e) two 0-complete (n+ 1)-dimensional simplices,
(f) a 0-complete (n+ 1)-dimensional simplex and a complete n-dimensional simplex contained
in Rn × {0}, or
(g) a 0-complete (n+ 1)-dimensional simplex and a complete n-dimensional simplex contained
in Rn × {1}.
Thus, node  has degree 2.
Note that each of the nodes of G belongs to one of these seven categories. Combining the above
cases, we obtain that the degree of each node of G is at most two. Thus, we come to the following
result.
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Lemma 9. Each connected component of G has one of the following forms:
• A simple circuit; each of whose nodes has degree 2.
• A path; each of whose endpoints (if it has any) has degree one and is given by one of a
0-complete n-dimensional simplex contained in Rn ×{1} and carrying all integer labels in N or
a 0-complete (n+ 1)-dimensional simplex.
It is obvious that all the simplices in a path of the graph are diHerent from one another.
Proof of Theorem 1. According to the algorithm, it can be seen that all the simplices generated
by the algorithm are nodes of the graph and form a connected component. Using Lemmas 5, 6
and Corollary 2, one can obtain that the starting complete n-dimensional simplex of the algorithm
belongs to a path of the graph. Thus, all the simplices generated by the algorithm are diHerent from
one another.
For any positive integer -, let
.(; -) = {x ∈ Rn | ||x − ||6-}:
Then the boundary of .(; -), denoted @.(; -), is the union of a 4nite number of integer unit cubes
of n− 1 dimensions. Thus, @.(; -)× [0; 1] is the union of a 4nite number of integer unit cubes of
n dimensions. For any nonzero vector 
 ∈ Rn, we de4ne
f(
) = min
i∈N0
aTi 
:
Then f is continuous on Rn. Using Lemma 1, we obtain that f(
)¡ 0 for any 
 = 0. Thus,
max

∈{
 | ||
||=1}
f(
)¡ 0:
Then, according to De4nition 1 and the geometrical structures of the integer labeling rule, there
exists a suKciently large integer -0 such that when -06-, for each integer unit cube ’ contained
in @.(; -), there is some i ∈ N0 satisfying that no point of ’ × {0; 1} is labeled i. Thus, when
-06-, for each integer unit cube in @.(; -) × [0; 1], there is some i ∈ N0 satisfying that no
integer point of the integer unit cube is labeled i, i.e. there is no complete n-dimensional simplex
in the integer unit cube. Therefore, when -06-, there is no complete n-dimensional simplex in
@.(; -)× [0; 1].
Assume that Steps 1 and 2 of the algorithm are being implemented. Then all the simplices gen-
erated by the algorithm in these steps are contained in .(; -0) × [0; 1]. Since .(; -0) × [0; 1] is
bounded, there is a 4nite number of simplices in it. Thus, within a 4nite number of implementa-
tions of Steps 1 and 2, the algorithm either yields an integer point of P, or starts implementing
Steps 3–5.
Assume that Steps 3–5 of the algorithm are being implemented. There are two cases to be con-
sidered:
1. Consider t = 0. Using Lemma 6 and Corollary 2, we obtain that all the simplices generated by
the algorithm in these steps are in Rn \H (; N )× {0}. According to Lemma 3 and Corollary 1,
we know that all the almost complete n-dimensional simplices in Rn ×{0} carrying only integer
labels in N are contained in "(#(); !)×{0} and 0¡A−1−(n+1)e. Then there is a 4nite number of
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almost complete n-dimensional simplices in Rn \ H (; N ) × {0} carrying only integer labels in
N because the intersection of both Rn \ H (; N ) × {0} and "(#(); !) × {0} is bounded. Thus,
within a 4nite number of implementations of Steps 3–5, the algorithm starts implementing Steps
1 and 2.
2. Consider t = 1. There are two situations to be investigated.
(a) Assume that P has at least one integer point. Let z0 be an integer point of P. Using Lemma
8 and Corollary 3, we obtain that all the simplices generated by the algorithm in these
steps are in Rn \ H (z0; N ) × {1}. According to Lemma 3 and Corollary 1, we know that
all the almost complete n-dimensional simplices in Rn × {1} carrying only integer labels
in N are contained in "(#(!); !) × {1} and 0¡A−1−(n+1)e. Then there is a 4nite number
of almost complete n-dimensional simplices in Rn \ H (z0; N ) × {1} carrying only inte-
ger labels in N because the intersection of both Rn \ H (z0; N ) × {1} and "(#(!); !) ×
{1} is bounded. Note that z0¡xu. Thus, within a 4nite number of implementations of
Steps 3–5, the algorithm either yields an integer point of P or starts implementing Steps 1
and 2.
(b) Assume that P has no integer point. Then all the simplices generated by the algorithm in
these steps are contained in Rn \H (xu; N )×{1}. According to Lemma 3 and Corollary 1, we
know that all the almost complete n-dimensional simplices in Rn×{1} carrying only integer
labels in N are contained in "(#(!); !)×{1} and 0¡A−1−(n+1)e. Then there is a 4nite number
of almost complete n-dimensional simplices in Rn\H (xu; N )×{1} carrying only integer labels
in N because the intersection of both Rn \H (xu; N )×{1} and "(#(!); !)×{1} is bounded.
Thus, within a 4nite number of implementations of Steps 3, 4 and 5, the algorithm either
yields a vertex that is greater than or equal to (¿) (xu; 1) or starts implementing Steps 1
and 2. Considering (a) and noting that x¡xu for any x ∈ P, we obtain that if the algorithm
yields in Steps 3–5 a vertex that is greater than or equal to (¿) (xu; 1) then P has no integer
point.
According to Lemma 3, we know that there is a 4nite number of complete n-dimensional sim-
plices in Rn × {0} and Rn × {1}. Observe that Steps 3–5 will be executed only when a com-
plete n-dimensional simplex in Rn × {0} or Rn × {1} is generated in Steps 1 and 2. Thus, the
algorithm will start implementing Steps 3–5 only a 4nite number of times. The theorem
follows.
6. Numerical tests
In this section we give a few numerical tests. In our implementation of the algorithm, for (x; t) ∈
Rn × {0; 1}, we assign to (x; t) an integer l(x; t) given by
l(x; t) =


max
{
k | aTk x−dkaTk ak =maxj∈N0
aTj x−dj
aTj aj
}
if t = 0;
0 if x ∈ P and t = 1;
max
{
k| aTk x−bkaTk ak =maxj∈N0
aTj x−bj
aTj aj
}
if x ∈ P and t = 1:
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Example 2. Consider the simplex given by S = {y |By6b}, where
B=


t1 − r t1 · · · t1
t2 t2 − r · · · t2
...
...
. . .
...
tn tn · · · tn − r
−1 −1 · · · −1


and
b= (t1 − 5; t2 − 5; : : : ; tn − 5;−1− 5)T
with tj, j = 1; 2; : : : ; n, being integers in [1; 50], which are generated randomly, 5 = 0:00001, and
r=−1+∑nj=1 tj. We sort t so that t16t26 · · ·6tn. This problem is provided by H.E. Scarf (private
communication). Let
U1 =


1
−1 1
. . . . . .
−1 1

 ; U2 =


1
1 1
...
...
. . .
1 1 · · · 1
0 0 · · · 0 1


;
U3 =


1 1
1 1
. . .
...
1

 ; U4 =


−1
−1
. . .
−1
1


:
Note that U1, U2, U3 and U4 are unimodular matrices. Thus, U =U1U2U3U4 is a unimodular matrix.
Computing the product of A= BU , we obtain
A= BU =


r t1 − r
. . .
...
r tn−1 − r
−r · · · −r tn + (n− 2)r
0 · · · 0 −1


;
which is in the canonical form. Interchanging rows n− 1 and n and columns n− 1 and n, we obtain
A=


r t1 − r 0
. . .
...
...
r tn−2 − r 0
−r · · · −r tn + (n− 2)r −r
0 · · · 0 tn−1 − r r
0 · · · 0 −1 0


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Table 2
n Number of iterations n Number of iterations
20 13 453 120 502 234
40 58 210 140 628 837
60 131 056 160 896 979
80 206 631 180 1 111 159
100 357 444 200 1 309 810
and
b= (t1 − 5; : : : ; tn−2 − 5; tn − 5; tn−1 − 5;−1− 5)T
Let P = {x |Ax6b}.
Starting at the greatest integer point less than or equal to the interior point of P that has the
same distance to every facet of P, the algorithm proves that P does not contain any integer point
for n = 20, 40, 60, 80, 100, 120, 140, 160, 180, 200. The number of iterations required are given
in Table 2.
Example 3. Consider the simplex given by P = {x |Ax6b}, where
A=


r − t1 −t1 · · · −t1
−t2 r − t2 · · · −t2
...
...
. . .
...
−tn −tn · · · r − tn
−1 −1 · · · −1


and
b= (t1 + 1; t2 + 1; : : : ; tn + 1; r)T
with tj, j=1; 2; : : : ; n, being integers in [1; 50], which are generated randomly, and r=1+
∑n
j=1 tj. We
sort t so that t1¿t2¿ · · ·¿tn. This problem is a modi4cation of the problem given in the previous
example.
• Starting at the greatest integer point less than or equal to the vertex of the simplex opposite to
the hyperplane aTn=4x = bn=4, the algorithm yields a feasible integer point for n = 100, 200, 300,
400, 500, 600, 700, 800, 900, 1000. The number of iterations required are given in Table 3.
• Starting at the greatest integer point less than or equal to the vertex of the simplex opposite to
the hyperplane aTn=2x = bn=2, the algorithm yields a feasible integer point for n = 100, 200, 300,
400, 500, 600, 700, 800, 900, 1000. The number of iterations required are given in Table 4.
• Starting at the greatest integer point less than or equal to the vertex of the simplex opposite to the
hyperplane a3n=4x= b3n=4, the algorithm yields a feasible integer point for n= 100, 200, 300, 400,
500, 600, 700, 800, 900, 1000. The number of iterations required are given in Table 5.
• Starting at the greatest integer point less than or equal to the interior point of P that has the
same distance to every facet of P, the algorithm yields a feasible integer point for n = 100,
200, 300, 400, 500, 600, 700, 800, 900, 1000. The number of iterations required are given in
Table 6.
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Table 3
n Number of iterations n Number of iterations
100 223 600 1348
200 448 700 1573
300 673 800 1798
400 898 900 2023
500 1123 1000 2248
Table 4
n Number of iterations n Number of iterations
100 248 600 1498
200 498 700 1748
300 748 800 1998
400 998 900 2248
500 1248 1000 2498
Table 5
n Number of iterations n Number of iterations
100 273 600 1648
200 548 700 1923
300 823 800 2198
400 1098 900 2473
500 1373 1000 2748
Table 6
n Number of iterations n Number of iterations
100 1218 600 18 744
200 3938 700 37 878
300 6138 800 21 644
400 6160 900 15 894
500 23 348 1000 32 878
• Starting at the greatest integer point less than or equal to an arbitrary vertex, i, of the simplex,
the algorithm yields a feasible integer point for n=100; 200; 300; 400; 500; 600; 700; 800; 900; 1000.
The number of iterations required are given in Table 7.
Comparing these numerical results with those in [6], one may realize that no improvement can
be made by arbitrary starting when a simplex has no integer point, but signi4cant improvement can
be made by arbitrary starting when a simplex has an integer point.
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Table 7
n i Number of iterations n i Number of iterations
100 18 216 600 261 1459
200 140 538 700 221 1619
300 193 791 800 609 2207
400 254 1052 900 279 2077
500 26 1024 1000 497 2495
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