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We prove the local smoothing effect of the 2D critical and
supercritical dissipative quasi-geostrophic equations in critical
Besov spaces. As an application, a global well-posedness result
is established by adapting a method in Kiselev, Nazarov, and
Volberg (2007) [16] and an idea in Dong and Du (2008) [15] with
suitable modiﬁcations. Moreover, we show that the unique solution
obtained in Chen, Miao, and Zhang (2007) [11] is a classical
solution. These generalize some previous results in Dong (2010)
[13], Dong and Du (2008) [15]. The main ingredients of the proofs
are two commutator estimates and the preservation of suitable
modulus of continuity of the solutions.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The 2D quasi-geostrophic equation is an important model in geophysical ﬂuid dynamics. It is de-
rived from general quasi-geostrophic equations in the special case of constant potential vorticist and
buoyancy frequency. In this paper, we consider the initial value problem of 2D dissipative quasi-
geostrophic equations
{
θt + u · ∇θ + (−)γ /2θ = 0 on R2 × (0,∞),
θ(0, x) = θ0(x) in R2,
(1)
* Corresponding author.
E-mail addresses: Hongjie_Dong@brown.edu (H. Dong), mpdongli@gmail.com (D. Li).0022-0396/$ – see front matter © 2010 Elsevier Inc. All rights reserved.
doi:10.1016/j.jde.2010.02.015
H. Dong, D. Li / J. Differential Equations 248 (2010) 2684–2702 2685where γ ∈ (0,2] is a ﬁxed parameter and the velocity u = (u1,u2) is divergence free and determined
by the Riesz transforms of the potential temperature θ :
u = (−R2θ,R1θ) =
(−∂x2(−)−1/2θ, ∂x1(−)−1/2θ).
Here the fractional Laplacian (−)α for any α ∈ R is deﬁned by the Fourier transform:
̂(−)α f (ξ) = |ξ |2α fˆ (ξ).
The cases γ > 1, γ = 1 and γ < 1 are called sub-critical, critical and super-critical, respectively. Here
we shall focus on the critical and super-critical cases and assume θ0 to be in the critical Besov space
B2/p+1−γp,q for p ∈ [2,∞) and q ∈ [1,∞). The main problems addressed in this paper are the local
smoothness of solutions with γ  1, and the global regularity of (1) with γ = 1 and arbitrary B2/pp,q
initial data.
The global and local well-posedness of (1) in the critical and supercritical case has been investi-
gated intensively in the last few years. In [7] Constantin, Córdoba and Wu proved the existence and
uniqueness of global regular solutions for γ = 1 and the initial data in H1 with suﬃciently small L∞
norm. Moreover, they showed that the solutions are spatial analytic for t suﬃciently large. Chae and
Lee [5] obtained the global existence and uniqueness of solutions for data in the Besov space B2−γ2,1
with a small B˙2−γ2,1 norm. In recent [19], Miura proved the local in time existence of a unique regu-
lar solution for large initial data in the critical Sobolev space H2−γ . A similar result was also obtain
independently in Ju [18] by using a different approach. More general local well-posedness results in
the critical Besov space B2/p+1−γp,q were established in Chen, Miao and Zhang [11] (see also Wu [21]
for a small data result and a uniqueness result). For other results about the critical and super-critical
cases, we refer the readers to [6,10,17,21] and references therein.
We also mention that the sub-critical case is well understood and the global well-posedness result
is well known. We refer the readers to Constantin and Wu [9], Carrillo and Ferreira [4], Dong and Li
[14] and references therein.
One of the main challenging problems of the critical and supercritical dissipative quasi-geostrophic
equation is the global regularity or ﬁnite-time blowup for large initial data. Breakthrough only hap-
pened recently. The global well-posedness for the critical quasi-geostrophic equations with periodic
C∞ data was proved by Kiselev, Nazarov and Volberg in an elegant paper [16]. Caffarelli and Vasseur
[3] recently constructed a global regular weak solution for the critical quasi-geostrophic equations
with L2 initial data. The global well-posedness of (1) for large periodic or non-periodic H1 initial data
has been recently proved by the ﬁrst author and Du in [13] and [15] by adapting the method of [16]
with suitable modiﬁcations; see also [1] for a similar result in the Besov space B˙0∞,1.1
In this article, we exploit the ideas in [13,15,16] to deal with the equation in the more general
critical Besov space B2/p+1−γp,q . Roughly speaking, the purpose of this article is two-folded. First, we
establish the smoothing effect of (1) in the Besov space and show that the unique solution obtained
in [11] is in higher order Besov spaces and thus is a classical solution (Theorems 4 and 6). The proof
is based on a proper arrangement of the nonlinear term and two commutator estimates. We remark
that there are some added diﬃculties in proving the smoothing effect in Besov spaces. In [13] the fact
that Hα is a Hilbert space is heavily used. We don’t have this property for Besov spaces. The second
part is devoted to the global well-posedness of the critical dissipative quasi-geostrophic equation
with arbitrary B2/pp,q initial data (Theorem 8). After verifying certain spatial decay of the solution, the
1 We note that deﬁnition of the Besov space B˙0∞,1 in [1] is different from the usual deﬁnition, which is used in the current
paper. There B˙0∞,1 is the completion of Schwartz functions in the usual Besov space B˙0∞,1. In particular B˙0∞,1 does not contain
periodic functions.
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Majda type blow-up criterion in Besov spaces. Since B2/p+1−γp,q = H2−γ when p = q = 2, the results
mentioned above generalize some previous results in [13] and [15].
The remaining part of the article is organized as follows: we explain the notations and give some
preliminary estimates in the next section. All the main results are stated in Section 3. The local
smoothing effect (Theorems 4 and 6) is proved in Sections 4 and 5. Section 6 is devoted to the proof
of the global well-posedness result (Theorem 8). In Appendices A and B, we provide a few auxiliary
results used in the proofs of the main theorems.
2. Notation and preliminaries
We recall the Littlewood–Paley decomposition. For any integer j, deﬁne  j to be the Littlewood–
Paley projection operator with  j v = φ j ∗ v , where




, φˆ ∈ C∞0
(
R2 \ {0}), φˆ  0,
supp φˆ ⊂ {ξ ∈ R2 ∣∣ 1/2 |ξ | 2}, ∑
j∈Z
φˆ j(ξ) = 1 for ξ = 0.




 j v(·, t).
Also denote
Λ = (−)1/2, ˜ j =
∑
|k− j|1
 j,  j =
∑
k j





¯ j =  j ∀ j  0, ¯−1 =
∑
j<0
 j, ¯ j = 0 ∀ j < −1.
For any p ∈ [1,∞) and s  0, as usual we denote W˙ sp and Wsp to be the homogeneous and inho-








∼ ∥∥Λs v∥∥Lp ,
‖v‖Wsp := ‖v‖W˙ sp + ‖v‖Lp .
When p = 2, we use H˙ s and Hs instead of W˙ sp and Wsp . For any p,q ∈ [1,∞] and s ∈ R, we denote
B˙sp,q and B
s





j∈Z 2 jsq‖ j v‖qLp )1/q, for q < ∞,






jsq‖ j v‖qLp )1/q + ‖¯−1v‖Lp , for q < ∞,
sup 2 js‖ j v‖Lp + ‖¯−1v‖Lp , for q = ∞.j0
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Bsp,q = B˙sp,q ∩ Lp, ‖v‖Bsp,q ∼ ‖v‖B˙sp,q + ‖v‖Lp .
For product estimates, we will need the paraproduct formula by J.-M. Bony:
f g = T f g + T g f + R( f , g),
where
T f g :=
∑
j∈Z
 j−3 f j g,
R( f , g) :=
∑
|i− j|2
i f j g.
The following Bernstein’s inequality is well known.
Lemma 1.
(i) Let p ∈ [1,∞] and s ∈ R. Then for any j ∈ Z, we have
λ2 js‖ j v‖Lp 
∥∥Λs j v∥∥Lp  λ′2 js‖ j v‖Lp (2)
with some constants λ and λ′ depending only on p and s.
(ii) Moreover, for 1 p  q∞, there exists a positive constant C depending only on p and q such that
‖ j v‖Lq  C2(2/p−2/q) j‖ j v‖Lp . (3)
The generalized Bernstein’s inequality and the lower bound below can be found in [20,17,11].
Lemma 2.
(i) Let p ∈ [2,∞) and γ ∈ [0,2]. Then for any j ∈ Z, we have
λ2γ j/p‖ j v‖Lp 
∥∥Λγ/2(| j v|p/2)∥∥2/pL2  λ′2γ j/p‖ j v‖Lp (4)
with some positive constants λ and λ′ depending only on p and γ .










)| j v|p−2 j v  c2γ j‖ j v‖pLp , (6)
with some positive constant c depending only on p and γ .
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L˜r(I; B˙sp,q) is the space of distributions in D(I; S ′0(Rd)) such that








(usual modiﬁcation if r,q = ∞). Also the inhomogeneous time–space Besov norm is given by
‖ f ‖L˜r(I;Bsp,q) := ‖ f ‖Lr(I;Lp(Rd)) + ‖ f ‖L˜r(I;B˙sp,q).
These spaces were previously introduced by J.-Y. Chemin.
3. Main results
First we summarize the local well-posedness result of (1) established in [11] as the following
proposition (see also [21]).
Proposition 3. Let γ ∈ (0,1], p ∈ [2,∞) and q ∈ [1,∞). Denote σ = 2/p + 1 − γ . Assume θ0 ∈ Bσp,q(R2).
Then there exists T > 0 such that the initial value problem for (1) has a unique solution
θ(t, x) ∈ C([0, T ); Bσp,q)∩ L˜1((0, T ); B2/p+1p,q )∩ L˜∞([0, T ); Bσp,q).







with a positive constant C independent of r.
The following two theorems tell us that the solution in Proposition 3 has higher regularities.
Theorem 4. Assume θ is the solution in Proposition 3. Then there exists a ﬁnite T1 ∈ (0, T ) such that for any






 C‖θ0‖Bσp,q , (8)
for some positive constant C independent of r and β .
Remark 5. In Theorem 4, one can replace 1/3 with any positive number less than 1/2.
Theorem 6. Assume θ is the solution in Proposition 3 and let T1 be the constant in Theorem 4 such that (8)





By the Sobolev imbedding theorem, the previous proposition implies that the solution in Propo-
sition 3 is inﬁnitely differentiable in x with bounded derivatives for any t ∈ (0, T ). Then because of
the ﬁrst equation in (1), it is inﬁnitely differentiable in both x and t with bounded derivatives for any
t ∈ (0, T ). Therefore, θ is actually a classical solution of (1).
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solution θ of (1) is known to be in the subcritical path space L∞([t0, t], Bδ1∞,∞) for some 0 < t0 <
t < ∞ and δ1 > 1− γ , then θ is smooth in the region (t0, t] × R2. Note that this and our results are
completely disjoint. It would be interesting to see if the smoothing effect still holds when δ1 = 1− γ ,
i.e. the critical power.
The last theorem of this paper is about the global well-posedness of the critical quasi-geostrophic
equation in the critical Besov space.
Theorem 8.With θ0 ∈ B2/pp,q (R2), the initial value problem (1) has a unique classical global solution θ(t, x) in
C
([0,∞); B2/pp,q )∩ L˜1loc((0,∞); B2/p+1p,q )∩ L˜∞loc([0,∞); B2/pp,q ). (10)
The global well-posedness of the critical quasi-geostrophic equation with large initial data was a
long standing open problem. It is resolved in [16] for smooth periodic data, and [13] and [15] for
periodic or non-periodic H1 data. Here we extend this result to more general Besov spaces.
Remark 9. Because of the imbedding theorem for Besov spaces:
B2/p1p1,q ⊂ B2/p2p2,q , 1 p1  p2 ∞,
Theorem 8 also implies the global well-posedness with initial data in B2/pp,q (R
2) for p ∈ [1,2].
4. Low regularity: proof of Theorem 4
Due to the local well-posedness result (Proposition 3), to prove Theorem 4 it suﬃces to establish
an a priori estimate. After that, it is routine to obtain (8) with the aid of successive approximations.
Our main tool in the section is Lemma 15.
Denote θ j =  jθ . For each j ∈ Z, we apply the operator  j to the both sides of the ﬁrst equation
in (1) and get
∂tθ j + j(u∇θ) + Λγ θ j = 0.
Thus,
∂tθ j + u∇θ j + Λγ θ j = [u, j]∇θ. (11)









Λγ θ j|θ j|p−2θ j dx =
∫
R2
[u, j]∇θ |θ j |p−2θ j dx. (12)
Here we use the fact that u is divergence free. Now we use Lemma 2 to estimate the second term on
the left-hand side of (12) and Hölder’s inequality to estimate the right-hand side of (12), and deduce
that
d ‖θ j‖Lp + λ2γ j‖θ j‖Lp  C
∥∥[u, j]∇θ∥∥Lp . (13)dt
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‖θ j‖Lp  e−λ2γ jt




∥∥([u, j]∇θ)(s)∥∥Lp ds. (14)
We take β = 1/3 and multiply both sides of (14) by tβ . Using the idea in [13], we write
tβ‖θ j‖Lp  I1 + C(I2 + I3), (15)
where














By doing this, the smoothing effect of the linear operator is taken into account. We shall estimate
‖tβ‖θ j‖Lp‖Lr(0,T1) for any r ∈ [1,∞]. It is easily seen that
‖I1‖Lr(0,T1)  C2−γ j(β+1/r)
∥∥θ j(0)∥∥Lp , (16)
where C > 0 is a constant which can be chosen independent of j and r. To estimate the contribution










(t − s)βe−λ2γ j(t−s)∥∥([u, j]∇θ)(s)∥∥Lp ds.
Thus, by using Young’s inequality we get
‖I2‖Lr(0,T1)  C2−γ j(β+1/r)
∥∥[u, j]∇θ∥∥L1t (0,T1)Lpx . (17)
Again, in the estimate above we can choose C to be independent of j and r. To estimate the contri-
bution of I3, note that











Thus, by using Young’s inequality again we get
‖I3‖Lr(0,T1)  C2−γ j/r
∥∥tβ [u, j]∇θ∥∥L1t (0,T1)Lpx , (18)
where C > 0 is a constant independent of j and r. Combining (15)–(18) together yields
∥∥tβ‖θ j‖Lpx ∥∥Lr(0,T1)  C2−γ j(β+ 1r )∥∥θ j(0)∥∥Lp + C2−γ j(β+ 1r )∥∥[u, j]∇θ∥∥L1t (0,T1)Lpx
+ C2−γ jr ∥∥tβ [u, j]∇θ∥∥L1t (0,T1)Lpx . (19)
We multiply both sides of (19) by 2 j(σ+γ β+γ /r) , take the lq norm with respect to j and get by the






(‖θ0‖B˙σp,q + I4 + I5), (20)
where
I4 =
∥∥2σ j∥∥[u, j]∇θ∥∥L1t (0,T1)Lpx ∥∥lq , (21)
I5 =
∥∥2(σ+γ β) j∥∥[u, j]∇(tβθ)∥∥L1t (0,T1)Lpx ∥∥lq . (22)
To estimate I4, we apply Lemma 15 with










where in the second inequality we used the boundedness of the Riesz transforms. To estimate I5,
similarly we apply Lemma 15 with










We are able to use Lemma 15 because
ρ2 = 1− γ /2+ γ β = 1− γ /2+ γ /3< 1.
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where C > 0 is a constant independent of r. From the proof of Theorem 1.2 of [11], it is known that















 C1‖θ0‖B˙σp,q . (27)





 C1‖θ0‖B˙σp,q . (28)
By using the Lp maximum principle for (1) (see, e.g. [6]), we then obtain the a priori estimate for (8).
Finally a standard argument of successive approximations gives (8) when β = 1/3. To get (8) for any
β ∈ (0,1/3], we only have to interpolate this with (7). The theorem is proved. 
5. High regularity: proof of Theorem 6
As in Section 4, to prove Theorem 6 it suﬃces to establish an a priori estimate for (9). After
that, it is routine to obtain (9) with the aid of successive approximations. Fix a δ ∈ (0, T1) and let
T2 = T1 − δ/2. We deﬁne
θ¯ (t, ·) = θ(t + δ/2, ·), u¯(t, ·) = u(t + δ/2, ·).






 C‖θ0‖Bσp,q , (29)
for some positive constant C depending on r and β . Due to the uniqueness of the solution, θ¯ is a
solution to (1) with initial data θ¯0(·) = θ(δ/2, ·). Our main tools in this section are Lemma 16 and the
following estimate for ∇ θ¯ and ∇u¯.
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‖∇ θ¯‖L1(0,T2)L∞x  C0, ‖∇u¯‖L1(0,T2)L∞x  C0, (30)
for some constant C0 > 0 depending on δ.
Proof. This follows from (29), the boundedness of Riesz transforms in Lp , and the chain of imbed-
dings
L˜1B2/p+1+p,q ⊂ L1B1+∞,q ⊂ L1B1∞,1 ⊂ L1W 1∞
for any  > 0. 




(‖θ¯0‖B˙σp,q + I4 + I5), (31)











Next we estimate I5. Applying Lemma 16 with r1 = σ + γ β yield
∥∥[u¯, ¯ j]∇ θ¯∥∥Lpx  Cc j2− j(σ+γ β)(‖∇ θ¯‖L∞x ‖u¯‖Bσ+γ βp,q + ‖∇u¯‖L∞x ‖θ¯‖Bσ+γ βp,q )
 Cc j2− j(σ+γ β)
(‖∇ θ¯‖L∞x + ‖∇u¯‖L∞x )‖θ¯‖Bσ+γ βp,q . (33)








(∥∥∇ θ¯ (s)∥∥L∞x + ∥∥∇u¯(s)∥∥L∞x )∥∥sβ θ¯(s)∥∥L˜∞(0,τ )Bσ+γ βp,q ds. (34)
Combining (31), (32) and (34) together yields
∥∥tβ θ¯∥∥
L˜∞(0,τ )B˙σ+γ βp,q




(∥∥∇ θ¯ (s)∥∥L∞x + ∥∥∇u¯(s)∥∥L∞x )∥∥sβ θ¯(s)∥∥L˜∞(0,τ )Bσ+γ βp,q ds. (35)




(‖θ¯0‖B˙σp,q + ‖θ‖2L˜2(0,T1)B˙2/p+1−γ /2p,q
)
.




(‖θ¯0‖Bσp,q + ‖θ‖2L˜2(0,T1)B2/p+1−γ /2p,q
)
. (36)
Since θ¯ (t, ·) = θ(t − δ/2, ·), (36) together with a standard argument of successive approximation im-




To complete the proof of (9), it suﬃces to utilize the imbedding
Bβ+p,q ⊂ Bβp,1 ⊂ Bβp,q1
for any q1 ∈ [1,∞] and  > 0. Theorem 6 is proved. 
6. Global well-posedness: proof of Theorem 8
This section is devoted to the global well-posedness of (1) when γ = 1 and the initial data is in
the critical Besov space B2/pp,q . We shall use the idea of the non-local maximum principle for a suitable
chosen modulus of continuity. This method was ﬁrst used by Kiselev, Nazarov and Volberg in [16],
where they proved the global regularity for the 2D critical dissipative quasi-geostrophic equations
with periodic C∞ data. With suitable modiﬁcations, this idea was later adapted by the author and
D. Du in [13,15] to establish the global regularity for the same equation with either periodic or non-
periodic H1 data.
By virtue of Theorem 6, after a shift of the time we may assume without loss of generality that






L˜∞([0,T1))Bβp,1(R2) < ∞. (38)
Due to the imbedding,
Bβp,1 ⊂ W βp , L˜∞
([0, T1))Bβp,1 ⊂ L∞([0, T1))Bβp,1 ⊂ L∞([0, T1))W βp ,
it is easily seen from the Sobolev imbedding theorem that θ0 ∈ C∞ and θ is smooth in x with bounded
derivative for any t ∈ [0, T1). Then due to the ﬁrst equation of (1), we infer that θ is also smooth in t .
Thus it is a classical solution to (1).
Next we claim that
θ ∈ L˜∞([0, T ))Bβp,1 (39)
for any T > 0. Owing to Proposition 18, to show (39) it suﬃces to give a uniform bound of ‖∇θ‖L∞x .
Deﬁnition 11. We say a function f has modulus of continuity ω if | f (x) − f (y)|ω(|x− y|), where
ω is an increasing unbounded continuous concave function ω : [0,+∞) → [0,+∞). We say f has
strict modulus of continuity ω if the inequality is strict for x = y.
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ω(0) = 0, ω′ > 0, ω′(0) < +∞, lim
ξ→0+
ω′′(ξ) = −∞. (40)
Due to the scaling property of (1) when γ = 1, θc(t, x) = θ(Ct,Cx) is also a solution of (1) with
initial data θ0(Cx). Thus if we can show that θc is a global solution, the same remains true for θ . Note
that for any unbounded ω satisfying (40) we can always ﬁnd a constant C > 0 such that ω(ξ) is a
strict modulus of continuity of θ0(Cx).
We will use the following lemma.
Lemma 12. If θ ∈ W 4p(R2) has modulus of continuity ω satisfying (40), we have ‖∇θ‖L∞ <ω′(0).
Proof. The lemma is proved in [15] with p = 2. It is an easy consequence of the Sobolev imbedding
theorem, Taylor’s formula and a spatial decay of ∇θ : |∇θ(x)| → 0 as |x| → ∞. This decay follows from
the fact that |∇θ(x)| is in L2 and is uniformly continuous in R2. For general p ∈ [2,∞), the proof is
almost the same. So we omit the details. 
We shall show that for a suitably chosen ω, the modulus of continuity is preserved for all time.
This together with Lemma 12 and the blow-up criterion (B.1) implies Theorem 8. The next lemma is
in the same spirit as Lemma 3.3 in [15], which says that the strict modulus of continuity is preserved
at least for a short time.
Lemma 13. Under the assumptions above, assume θ(t, ·) has strict modulus of continuity ω for all t ∈ [0, T2].
Then there exists δ > 0 such that θ(t, ·) has strict modulus of continuity ω for all t ∈ [0, T2 + δ).






for any β  0 and θ is smooth up to time T2. Owing to the local existence and regularity theorem,
there exists a number δ1 ∈ (0,1), such that we can continue θ up to time T2 + δ1 and
sup
0tT2+δ1
∥∥θ(t, ·)∥∥B20p,1 < ∞.
By the Sobolev imbedding theorem and the ﬁrst equation in (1), θ ∈ C2([0, T1 + δ1] × R2) with
bounded derivatives up to order two. Since ω is unbounded and by Lemma 12, there exists δ2 ∈ (0, δ1)
so that
∣∣θ(t, x) − θ(t, y)∣∣<ω(|x− y|) (41)
for any t ∈ [T1, T1 + δ2] and |x− y| ∈ (0, δ2] ∪ [δ−12 ,∞).
In what follows we always assume |x − y| ∈ (δ2, δ−12 ). Note that in [T1, T1 + δ2] × R2 |∇xθ | is
uniformly continuous and belongs to Lp([T1, T1+δ2]×R2). Thus, it goes to zero as |x| → ∞ uniformly
in t , and we can ﬁnd a constant N > 0 such that
∣∣∇xθ(t, x)∣∣< δ2ω(δ−12 )
2696 H. Dong, D. Li / J. Differential Equations 248 (2010) 2684–2702for any t ∈ [T1, T1 + δ1] and any x satisfying |x| N . Now by the concavity of ω, it is easily seen that
(41) holds for any x, y satisfying |x| N , |y| N . Finally, if either |x| < N or |y| < N , we must have
(x, y) ∈ Ω , where
Ω := {(x, y) ∈ R2 × R2 ∣∣max{|x|, |y|} N + δ−12 , |x− y| δ−12 }.
Because of this and since θ ∈ (T1, ·) has strict modulus of continuity ω and θ is a C2 function, there
exists δ ∈ (0, δ2) so that (41) in [T1, T1 + δ) × Ω . The lemma is proved. 
Clearly, if θ(t, ·) has strict modulus of continuity ω for all t ∈ [0, T2), then θ is smooth up to
T2 and θ(T2, ·) has modulus of continuity ω by continuity. Therefore, to show that the modulus of
continuity is preserved for all time, it suﬃces to rule out the case that
sup
x=y
θ(T2, x) − θ(T2, y)
ω(|x− y|) = 1.
Recall the following lemma (see [15]), which is implied by the proof of Lemma 13.
Lemma 14. Under the conditions above, there exist two different points x, y ∈ R satisfying
θ(T2, x) − θ(T2, y) = ω
(|x− y|). (42)
This possibility can be eventually ruled out if we are able to choose suitable ω such that under




θ(T2, x) − θ(T2, y)
)
< 0. (43)
The speciﬁc ω which we choose is deﬁned by
ω′′(r) = − δ3




ω′′(s)ds, ω(0) = 0,
for any r > 0. Then following the argument in [16], for a suﬃciently small δ3, we get the contra-
diction (43). Instead of rewriting the proof, we refer the reader to [16], where a slightly different




)∩ L˜∞loc([0,∞); B2/pp,q ).
Finally,
θ ∈ C([0,∞); B2/pp,q )
and the uniqueness follows from the local well-posedness theorem (see Proposition 3). The theorem
is proved. 
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In this section, we provide the commutator estimates which are used throughout the proofs of
Theorems 4 and 6.
Lemma 15. Let d 1 be an integer, p,q ∈ [1,∞], 1/r = 1/r1+1/r2  1, ρ1 < 1, ρ2 < 1 and u is a divergence
free vector ﬁeld. Assume in addition that






> 0, ρ1 + d
p
> 0.
Then for any j ∈ Z we have
∥∥[u, j] · ∇v∥∥Lrt (Lp(Rd))



















where C is a positive constant independent of j and {c j} ∈ lq satisfying ‖c j‖lq  1. Here
[u, j] · ∇v = u ·  j(∇v) − j(u · ∇v).
Proof. See [11] and [12]. 
Lemma 16.
(i) Let d 1 be an integer, r ∈ (0,∞), p ∈ (1,∞] and q ∈ [1,∞]. Then for any j ∈ Z,
∥∥[u, j] · ∇v∥∥Lp(Rd)
 Cc j2− jr
(‖∇u‖L∞(Rd)‖v‖B˙rp,q(Rd) + ‖∇v‖L∞(Rd)‖u‖B˙rp,q(Rd)), (A.2)
holds as long as the right-hand side is ﬁnite, where C is a positive constant independent of j and {c j} ∈ lq
satisfying ‖c j‖lq  1.
(ii) For j −1, a similar estimate
∥∥[u, ¯ j] · ∇v∥∥Lp(Rd)
 Cc j2− jr
(‖∇u‖L∞(Rd)‖v‖Brp,q(Rd) + ‖∇v‖L∞(Rd)‖u‖B˙rp,q(Rd)), (A.3)
holds as long as the right-hand side is ﬁnite.
Proof. (i) By Bony’s paraproduct formula, we have
[u, j]∇v = [Tu, j]∇v + T j∇vu − j T∇vu + R(u, j∇v) −  j R(u,∇v)
= I1 + I2 + I3 + I4 + I5.
We estimate these ﬁve terms separately.















x− 2− j y)dt dy.





 Cc j2− jr‖∇u‖L∞‖v‖B˙rp,q ,
where we deﬁne c j = 2 jr∑|k− j|3 ‖kv‖Lp/‖v‖B˙rp,q . It is easy to see that ‖c j‖lq is bounded by some
constant depending only on r. Note that in the estimate of I1, we can allow r to be any real number.












‖ku‖Lp  2− jrCc j‖∇v‖L∞‖u‖B˙rp,q ,
where c j = 2 jr∑k j−2 ‖ku‖Lp/‖u‖B˙rp,q . Now observe the following inequality which holds for any













This inequality can be easily proven by interpolating between q = 1 and q = ∞. To show ‖c j‖lq is
bounded, it suﬃces to apply the above inequality with ak = 2kr‖ku‖Lp .
Estimate of I3: Clearly








 C2− jrc j‖∇v‖L∞‖u‖B˙rp,q ,
where c j = ∑|k− j|3 2 jr‖ku‖Lp/‖u‖B˙rp,q . Obviously ‖c j‖lq is bounded by some constant depending
only on r.










∥∥R(u, j∇v)∥∥Lp  C‖∇v‖L∞ ∑
|k− j|3
‖ku‖Lp
 C2− jrc j‖∇v‖L∞‖u‖B˙rp,q ,
where c j is the same as in the estimate of I3.
Estimate of I5: Observe that












Now repeat the argument in the estimate of I2.
(ii) By (i), it suﬃces for us to prove the case j = −1. Write v = 2v + 3v := v2 + v3. By
frequency localization, we get
[u, ¯−1]∇v = [u, ¯−1]∇v2 + ¯−1(u1∇v3).
By the same method as in the estimate of I1, it is not diﬃcult to see that
∥∥[u, ¯−1]∇v2∥∥Lp  C‖∇u‖L∞‖∇v2‖Lp
 C‖∇u‖L∞‖v2‖Lp
 C‖∇u‖L∞‖v‖Brp,q .










where the last inequality follows by repeating the same argument as in the estimate of I2. The lemma
is proved. 
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∥∥[u, ¯ j] · ∇v∥∥Lp(Rd)
 Cc j2− jr
(‖∇u‖L∞(Rd)‖v‖Brp,q(Rd) + ‖∇v‖L∞(Rd)‖u‖B˙rp,q(Rd)).
Appendix B. A Beale–Kato–Majda type blow-up criterion
As before, after a shift of the time, we may assume θ ∈ L˜∞(0, T1)Bβp,q for any β  3. Since the
usual Beale–Kato–Majda type criterion is established in Sobolev spaces (see [2] and [8]), we cannot
appeal it directly. Fortunately, we still have:
Proposition 18. Let θ be the solution of (1) in Proposition 3, and suppose T ∗ is the ﬁrst ﬁnite blow-up time
such that the solution cannot be continued in C([0, T ∗]; Bβp,q) for some β  4. Then it holds that
T ∗∫
0
∥∥∇θ(t, ·)∥∥L∞ = ∞. (B.1)
Proof. The result is probably well known in the ﬁeld. Here we give a sketched proof for the sake of
completeness. It follows the idea of [2] with suitable modiﬁcations. By the local existence theorem, if






Therefore, to prove the theorem it suﬃces to verify that if
t∫
0
∥∥∇θ(t, ·)∥∥L∞ < ∞,




First we shall estimate ‖∇θ‖Lp through
∫ ‖∇θ‖L∞ ds. Taking Dx on both sides of (1), multiplying








Dxu · ∇θ |Dxθ |p−2Dxθ dx 0. (B.2)
In the inequality above, we used the divergence free property of u and (5). Thus, due to Hölder’s
inequality and the boundedness of Riesz transforms in Lp , it holds that
d
dt
∥∥Dxθ(t, ·)∥∥Lp  C∥∥∇θ(t, ·)∥∥L∞x ∥∥Dxθ(t, ·)∥∥Lp . (B.3)
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∥∥∇θ(t, ·)∥∥Lp  Ce
∫ t
0 ‖∇θ(s,·)‖L∞x ds‖∇θ0‖Lp . (B.4)
Next, (14) gives
‖θ j‖Lp 
∥∥θ j(0)∥∥Lp + C
t∫
0
∥∥([u, j]∇θ)(s)∥∥Lp ds. (B.5)
By doing this we actually disregard the effect of the dissipation term. To estimate the integral in (B.5),
we apply Lemma 16 with r1 = β to get
‖θ j‖L∞(0,t)Lp 
∥∥θ j(0)∥∥Lp + Cc j2− jβ
t∫
0
(‖∇u‖L∞x + ‖∇θ‖L∞x )‖θ‖B˙βp,q ds

∥∥θ j(0)∥∥Lp + Cc j2− jβ
t∫
0
(‖∇u‖L∞x + ‖∇θ‖L∞x )‖θ‖L˜∞(0,s)B˙βp,q ds. (B.6)
After multiplying both sides of (B.6) by 2 jβ and taking the lq norm with respect to j, it follows that
‖θ‖
L˜∞(0,t)B˙βp,q
 ‖θ0‖B˙βp,q + C
t∫
0
(‖∇u‖L∞x + ‖∇θ‖L∞x )‖θ‖L˜∞(0,s)B˙βp,q ds.






0 (‖∇u‖L∞x +‖∇θ‖L∞x )ds. (B.7)
We then intend to estimate ‖∇u‖L∞x through the ‖∇θ‖L∞x , ‖θ‖W 3p and ‖∇θ‖Lp . The claim is in the
spirit of estimate (15) in [2]:
‖∇u‖L∞x  C
(
1+ log(e + ‖θ‖W 3p )‖∇θ‖L∞x + ‖∇θ‖Lp ).
We omit the proof of the claim since it follows the proof of (15) in [2] almost word by word (see
also [8]). Denote




Since β  4 so that Bβp,q ⊂ W 3p , we conclude from (B.7) and (B.8) that




1+ y(s)‖∇θ‖L∞x + ‖∇θ‖Lp
)
ds.
The inequality above together with (B.4) and Gronwall’s inequality completes the proof of the propo-
sition. 
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