In 1874, Mertens famously proved an asymptotic formula for the product p/(p− 1) over all primes p up to x. On the other hand, one may expand Mertens' prime product into series of over numbers n with only small prime factors. It is natural to restrict such series to numbers n with a fixed number k of prime factors. In this article, we obtain asymptotic formulae for these series for each k, which together dissect Mertens' original formula. The proof is by elementary methods of a combinatorial flavor.
Introduction
We begin with the Euler-Mascheroni constant γ = 0.57721 · · · , defined as the limit of the difference between log x and the harmonic series up to x. The ubiquitous constant γ crops up in many contexts, notably, in the 3 rd of three results from a celebrated paper of Mertens [2] on the distribution of prime numbers.
Theorem 1 (Mertens, 1874) . There exists a constant β > 0 for which p≤x log p p = log x + O(1),
∼ e γ log x (1.2)
As notation, we write f (x) = O(g(x)) if |f (x)/g(x)| is bounded. f (x) ≪ g(x) also means f (x) = O(g(x)), while f (x) ∼ g(x) means lim x→∞ f (x)/g(x) = 1. Finally, let log 2 x = log log x, and let p denote a prime number.
Here β = 0.26149 · · · is Mertens' constant, which is known to satisfy
where P (s) = p p −s denotes the prime zeta function. Now by expanding Mertens' prime product in (1.2), we have
where P + (n) denotes the largest prime factor of n. Consider "dissecting" the sum in (1.4) according to the number of prime factors of n with multiplicity, denoted Ω(n). Our main result is an asymptotic formula for this dissected sum.
Here the sum defining c k ranges over all partitions of k without singletons. Theorem 2 simultaneously generalizes Mertens' 2 nd and 3 rd theorems. Indeed, specializing k = 1 gives the 2 nd , and as we shall prove, summing over all k ≥ 1 gives the 3 rd .
We also obtain precise understanding of the constants c k .
Theorem 3. For k ≥ 2, the constants c k satisfy 1 3 2 −k < c k ≪ k 2 −k , and the recursion
Using this recursion, we may rapidly compute the first few c k .
0.226124 · · · 7 0.00541104 · · · 3 0.0582542 · · · 8 0.00273754 · · · 4 0.0448143 · · · 9 0.00137527 · · · 5 0.0203237 · · · 10 0.000690307 · · · Before moving on, we mention that the notion of dissection is not entirely new. A recent example, Pollack [4] proved an estimate for the mean value of a multiplicative function, restricted to inputs with a fixed number of distinct prime factors. His result dissects a classical mean value theorem of Hall and Tenenbaum.
Proof of main results
Define the zeta functions
We first express P k (s, x) in terms of P (s, x).
Proposition 4. We have
where the sum ranges over all partitions of k.
Proof. We have a formal power series identity in z, Proof of Theorem 2. For P (j, x) with j ≥ 2, we use the simple estimate
Thus plugging into the identity for P k (1, x) , by Proposition 4 with s = 1, 
Recalling E(x) ≪ 1/ log x, this completes the proof of Theorem 2.
From here, we may recover Mertens' 3 rd theorem. Indeed by (1.4), 3) . This shows the claim. Finally, we prove the recursion and asymptotics for the constants c k .
Proposition 5. We have the following recursion for c k ,
Proof. We proceed by induction on k. For k = 2, we have c 2 = 1 2 P (2) = 1 2 2 r=2 c 0 P (2). Now assuming the claim for all 2 ≤ r < k, we have In the last step, we dropped the condition n r ≥ 1 (since rn r = 0 for n r = 0) which gives k r=2 rn r = k. This completes the proof.
Proposition 6. For k ≥ 2, we have 1
Proof. For the lower bound, we have P (j) > 2 −j for j ≥ 2. Thus
Then we have the power series identity k≥0 a k z k = k≥0 2n 2 +3n 3 ···=k j≥2
Hence equating coefficients of z k gives a k = k n=0 (−2) −n n! 2 n−k > 2 −k /3, as claimed. For the upper bound, P (2) < 2 · 2 −2 implies P (j) < 2 · 2 −j for j ≥ 2. Thus
A similar power series identity gives
Hence equating coefficients of z k , we deduce
This proves the upper bound.
Uniform estimates via complex analysis
Mathematicians face tension between obtaining the strongest results and providing the simplest arguments. As a prime example, consider the Prime Number Theorem, which states #{p ≤ x} ∼ x/ log x. It was originally proved in 1896 by Hadamard and de la Vallée Poussin using complex analysis. For decades many believed the Prime Number Theorem too difficult to prove by elementary methods. It came as a great shock when Selberg and Erdős did so in 1948, though the argument gave a weaker error term. We remark that though Mertens' 1874 results predate it, the Prime Number Theorem does imply Theorem 2 with sharper error terms O(log −A x) for any A > 0.
Up until now, we have made use of elementary combinatorial ideas to prove Theorem 2, which holds for fixed k ≥ 1. In this final section, we use complex analytic tools (i.e. Cauchy's residue formula) to obtain an asymptotic formula which holds uniformly for k less than 2 log 2 x. As an immediate consequence, we obtain the following elegant relation between sums over P + (n) ≤ x with those over n ≤ x.
