Multi-view feature has been proved to be very effective in many multimedia applications. However, the current back-end classifiers cannot make full use of such features. In this paper, we propose a method to model the multi-faceted information in the multi-view features explicitly and jointly. In our approach, the feature was modeled as a result derived by a generative multi-view (joint 1 ) Probability Linear Discriminant Analysis (PLDA) model, which contains multiple kinds of latent variables. The usual PLDA model only considers one single label. However, in practical use, when using multi-task learned network as feature extractor, the extracted feature are always attached to several labels. This type of feature is called multi-view feature. With multi-view (joint) PLDA, we are able to explicitly build a model that can combine multiple heterogeneous information from the multi-view features. In verification step, we calculated the likelihood to describe whether the two features having consistent labels or not. This likelihood are used in the following decision-making. Experiments have been conducted on large scale verification task. On the public RSR2015 data corpus, the results showed that our approach can achieve 0.02% EER and 0.09% EER for impostor wrong and impostor correct cases respectively.
Introduction
There is a long tradition of using probability linear dimensionality reduction methods for object recognition, for example face recognition and speaker verification [6, 13, 7] . Most notably, these include Factor Analysis (FA) and Probabilistic Linear Discriminant Analysis (PLDA). While FA captures the main correlations between the coordinates of a feature vector, which may represents a face image or a speech utterance, PLDA split the total data variability into within-individual and between-individual variabilities, both residing on small-dimensional subspaces. This makes PLDA suitable for a wide variety of recognition tasks, such as "one-shot learning" [10] , verification (hypothesis testing) [13, 15] and etc..
Besides the original PLDA formulation [6, 13] , there are several alternative variants: Gaussian PLDA [4] and heavy-tailed PLDA [8] assume the priors on the model's latent variables follow a Gaussian distribution or Student's t distribution; mixture of PLDA [14, 12] assumes the feature is generated from a mixture of factor analysis models.
One of the questions these PLDA methods do not answer is: what shall we do with the situation that the training samples potentially belongs to not only single category, but have different kinds of labels, for example multi-task learned features? Take pose dependent face recognition or text dependent speaker verification for example, the pose or text latent variable is no longer dependent only on the current label, but rather depends on a separate pose or text label. This means the two latent variables related to speaker/individual and pose/text have the equal importance, and both variables are tied across all samples sharing a certain label.
In order to solve this problem, we propose a generalization of the PLDA model called multi-view (joint) PLDA explicitly model jointly multi-view information from samples. The relationship between multi-view (joint) PLDA and standard PLDA is analogous to that between joint factor analysis and factor analysis.
Here we need to clarify that the term "joint PLDA" also used in the work of [1] , however indeed Chen et al. only employed the traditional PLDA but to define the class as the "joint" classes considering both speaker and text phrase information.
The paper is organized as follows: sections 2 reviews the traditional PLDA method. Section 3 describe the proposed multi-view (joint) PLDA approach. Section 4 shows real life application of the multi-view (joint) PLDA, the experiments and results of the various systems are discussed. Finally, we conclude in section 5. Full derivation of the EM algorithm and scoring function of the multi-view (joint) PLDA are provided in the appendix of this paper.
Probability Linear Discrimination Analysis
Probabilistic Linear Discriminant Analysis (PLDA) can be thought of as Linear Discriminant Analysis (LDA) with a probability distributions attached to the features, where the probability distribution models the data through the latent variables corresponding to the class and the view [13] .
Take the speaker verification or face recognition for example, assume given the training data consists of I individuals each with H i utterances or images. PLDA models data generation using the following equation:
ǫ ij is defined to be Gaussian with diagonal covariance Σ. Let θ = {µ, B, Σ}, x i = {x ij : j = 1, ..., H i } and X = {x ij : i = 1, ..., I; j = 1, ..., H i }. More formally the model can be described in terms of conditional probabilities:
where N (x|µ, Σ) represents a Gaussian in x with mean µ and covariance Σ. The parameters θ of this PLDA model can be estimated using the Expectation Maximization (EM) [2] algorithm. With the learned PLDA model, given a test x t and an enrolled model x s , the likelihood ratio score is
This standard PLDA cannot properly deal with multi-view features that belong to multiple classes, e.g. the multi-task learning features jointly having different kinds of labels. Typical examples include text dependent speaker verification or pose dependent face recognition. It is noted that we need to define the PLDA latent variable z i as the joint variable considering multiple category information. This means the latent variable z i is dependent on multiple category labels. In this work we try to separate the z i into independent latent variables -each related to the single category information. This intuitive idea result in the following multi-view (joint) PLDA.
Multi-view (joint) PLDA
In this section, we propose an effective method to describe the multi-view features as resulting from a generative model which incorporates jointly both within-multi-view and between-multi-view variation. In verification we calculate the likelihoods that the two vectors having all views consistent or not, and the ratio of these two likelihoods will be used for the final decision.
Generative model
In this work, for notation simplicity we assume the feature has only two kinds of views A and B, and it can be readily generalized to situations with three or more views. Let θ = {µ, S, T, Σ}. We assume that the training (development) data consists of I of A views (for example speaker/individual identities) and J of B views (for example phrases/poses) each pair with H ij features. We denote the k'th feature with the i'th A view and j'th B view by x ijk . We model the multi-view feature generation by the process:
The model comprises two parts: 1, the signal component µ + Su i + Tv j which depends only on both the {A,B} views but not the particular feature vector (i.e. there is no dependence on k); 2, the noise component ǫ ijk which is different for every feature vector and represents within-multi-view noise. The term µ represents the overall mean of the training vectors. The columns of the matrix S and T contain a basis for the between-A and between-B subspaces respectively, while the terms u i and v j represent the position in these spaces. Remaining unexplained data variation is explained by the residual noise term ǫ ijk which is defined to be Gaussian with diagonal covariance Σ. The latent variables u i and v j are particularly important in real application, e.g. text dependent speaker verification or pose dependent face recognition, as these represents the identity of the speaker/individual i and the content/angle of the text/pose j respectively. In verification, we will consider the likelihood that the two vectors were generated from the same underlying u i and v j .
Formally the model can be described in terms of conditional probabilities
where N (x|µ, Σ) represents a Gaussian in x with mean µ and covariance Σ. Here it's worth to notice that the formulation 3.1 is almost same as that of Joint Factor Analysis (JFA) [?] , although the usage is totally different. JFA is mainly used as a front end for robust speaker feature extraction, while in this work the similar formulation is used as back-end for classification of j-vectors. The mathematical relationship between multi-view (joint) PLDA and JFA is analogous (not exactly) to that between PLDA and i-vector [7] .
Let X = {x ijk : i = 1, ..., I; j = 1, ..., J; k = 1, ..., H ij }. In order to find the parameters θ = {µ, S, T, Σ} under which the data set X is most likely, the classical EM algorithm [2] is employed.
EM formulation
The auxiliary function for EM is
.., I; j = 1, ..., J} and B = S T . By maximizing the auxiliary function, we obtain the following EM formulations. E steps: we need to calculate the expectations E U|X,θt
M steps: we update the values of the parameters θ = {µ, S, T, Σ} and have
where diag represents the operation of retaining only the diagonal elements from a matrix. The expectation
can be extracted from Equations (3.2) and (3.3).
Likelihood Ration Scores
We treat the verification as a kind of hypothesis testing problem with the null hypothesis H 0 defined for the all same latent variables, and the alternative hypothesis H 1 defined for one or more different latent variables. That is in verification we compare the likelihood of the vectors under the hypothesis H 0 where two multiview features match (have the same underlying hidden variables) and the hypothesis H 1 where they do not (different underlying A variable with same B variable in model M 1 , same A variable with different B variables in model M 2 , or different underlying A variables with different B variables in model M 3 , as the Fig. 1 shows) . If the two j-vectors belong to the same speaker saying same phrase, then they must have the same speaker and phrase variables u i and v j ; otherwise if the two j-vectors belong to different speakers or saying different phrases, they will have different speaker variable or different phrase variables. Given a test j-vector x t and an enrolled j-vector
T , and let the priori probability of the models
X , where
Notice that like standard PLDA [13], we do not calculate a point estimate of hidden variable. Instead we compute the probability that the two multi-view vectors had the same hidden variables, regardless of what this actual latent variable was. 
Experiments
Multi-view (joint) PLDA is a general method for object recognition. In this section, the method is evaluated on the task of text dependent speaker verification. We describe the experimental setup and results for the proposed method on the public RSR2015 English corpus [9] and our internal Huiting202 Chinese Mandarin database collected by the Huiting Techonogly 2 .
J-vector extraction
Chen et al. [1] proposed a method to train a DNN to make classifications for both speaker and phrase identities by minimizing a total loss function consisting a sum of two cross-entropy losses as shown in Fig. 2 -one related to the speaker label and the other to the text label. Once training is complete, the output layer is removed, and the rest of the neural network is used to extract speaker-phrase joint features. That is each frame of an utterance is forward propagated through the network, and the output activations of all the frames are averaged to form an utterance-level feature called j-vector. The enrollment speaker models are formed by averaging the j-vectors corresponding to the enrollment recordings. 
Experimental setup
RSR2015 corpus [9] was released by I2R, is used to evaluate the performance of different speaker verification systems. In this work, we follow the setup of [11], the part I of RSR2015 is used for the testing of multi-view (joint) PLDA. The background and development data of RSR2015 part I are merged as new background data to train the j-vector extractor. Our internal Huiting202 database is designed for local applications. It contains 202 speakers reading 20 different phrases, 20 sessions each phrase. All speech files are of 16kHz. The gender distribution is balanced on the data set. 132 randomly selected speakers are used for training the background multi-task learned DNN, and the remaining 70 speakers were used for enrollment and evaluation.
In this work, 39-dimensional Mel-frequency cepstral coefficients (MFCC, 13 static including the log energy + 13 ∆ + 13 ∆∆) are extracted and normalized using utterance-level mean and variance normalization. The input is stacked normalized MFCCs from 11 frames (5 frames from each side of the current frame). The DNN has 6 hidden layers (with sigmoid activation function) of 2048 nodes each. During the background model development stage, the DNN was trained by the strategy of pre-training with Restricted Boltzmann Machine (RBM) and fine tuning with SGD using cross-entropy criterion. Once the DNN is trained, the j-vector can be extracted during the enrollment and evaluation stages.
Results and discussion
Three systems are evaluated and compared across above conditions:
• j-vector: the standard j-vector system with cosine similarity.
• PLDA: the j-vector system with classic PLDA (the j-vector with "joint PLDA" called in [1] ).
• jPLDA: multi-view (joint) PLDA system described in section ?? with j-vector.
When evaluation a speaker is enrolled with 3 utterances of the same phrase. The task concerns on both the phrase content and speaker identity. Nontarget trials are of three types: the impostor pronouncing wrong lexical content (impostor wrong, IW); a target speaker pronouncing wrong lexical content (target wrong, TW); the imposter pronouncing correct lexical content (impostor correct, IC).
The PLDA and jPLDA models both are trained using the j-vectors. The class defined in both models is the multi-task label on both the speaker and phrase. For each test session the j-vector is extracted using the same process and then log likelihood from PLDA and likelihood from jPLDA are used to distinguish among different models. The subspace dimension is set to 40 and then the PLDA model is estimated with 10 iterations; the speaker and the phrase subspace dimensions of jPLDA are both set to 20 in order for fair comparisons and the jPLDA mode is also trained with 10 iterations. Table 1 and 2 compare the performances of all above-mentioned systems in terms of equal error rate (EER) for the three types of nontarget trials. Obviously jPLDA is superior thanthe standard PLDA, no matter which database is used in the test. Since multi-view PLDA system can explore both the identity and the lexical information from the j-vector, it always performs better than conventional PLDA systems. 
Conclusions
We presented a novel generative model that decomposes a pattern into the different classes and the multiple views. Multi-view (joint) Probabilistic Linear Discriminant Analysis (PLDA) is related to PLDA, and can be thought of as PLDA with multiple probability distributions attached to or influence the features. One of the most important advantages of multi-view PLDA, compared to PLDA and its previously proposed probabilistic motivations, is that multiple information can be explicitly modeled and explored from the samples to improve the verification performance. Reported results showed that multi-view PLDA provided significant reduction in error rates over conventional systems in term of EER.
[ This appendix provides the derivation of the formulae about multi-view (joint) Probability Linear Discriminant Analysis (PLDA). The appendix starts with the general Expectation Maximization (EM) algorithm and EM to the conventional PLDA. Then, the appendix extends the derivation to multi-view PLDA.
A The Expectation Maximization (EM) algorithm
Given the statistical model which generates a set X of observed data, a set of unobserved latent data or missing values Z, and a vector of unknown parameters θ, along with a likelihood function L(θ; X, Z) = p(X, Z|θ), the maximum likelihood estimate (MLE) of the unknown parameters is determined by the marginal likelihood of the observed data
However, this quantity is often intractable. The EM algorithm seeks to find the MLE of the marginal likelihood by iteratively applying the following two steps:
Expectation step (E step): Calculate the expected value of the log likelihood function, with respect to the conditional distribution of Z given X under the current estimate of the parameters θ t Q(θ|θ t ) = E Z|X,θt [log L(θ; X, Z)].
Maximization step (M step): Find the parameter that maximizes this quantity:
Expectation-maximization works to improve Q(θ|θ t ) rather than directly improving log p(X|θ). Here we show that improvements to the former imply improvements to the latter.
For any Z with non-zero probability p(Z|X, θ), we can write log p(X|θ) = log p(X, Z|θ) − log p(Z|X, θ) . We take the expectation over possible values of the unknown data Z under the current parameter estimate θ t by multiplying both sides by p(Z|X, θ t ) and summing (or integrating) over Z. The left-hand side is the expectation of a constant, so we get:
where H(θ|θ t ) is defined by the negated sum it is replacing. This last equation holds for any value of θ including θ = θ t , log p(X|θ t ) = Q(θ t |θ t ) + H(θ t |θ t ) , and subtracting this last equation from the previous equation gives log p(X|θ) − log p(X|θ t ) = Q(θ|θ t ) − Q(θ t |θ t ) + H(θ|θ t ) − H(θ t |θ t ) , However, Gibbs' inequality tells us that H(θ|θ t ) ≥ H(θ t |θ t ), so we can conclude that log p(X|θ) − log p(X|θ t ) ≥ Q(θ|θ t ) − Q(θ t |θ t ) . In words, choosing θ to improve Q(θ|θ t ) beyond Q(θ t |θ t ) can not cause log p(X|θ) to decrease below log p(X|θ t ), and so the marginal likelihood of the data is nondecreasing.
Observations X = {x 1 , ..., x n }, latent variables Z = {z 1 , ..., z m }, the model p(x|θ).
where m j=1 Q i (z j ) = 1, and ≥ becomes = if and only if Q i (z j ) = p(z j |x i , θ). Thus we get the EM algorithm. E steps:
M steps:
The convergence of EM algorithm. We have
where
B Probability Linear Discriminant Analysis
We assume that the training data consists of I speakers or individuals each with H i sessions or images. We model data generation by the process:
ǫ ij is defined to be Gaussian with diagonal covariance Σ. Let θ = {µ, B, Σ}, x i = {x ij : j = 1, ..., H i } and X = {x ij ∈ R d : i = 1, ..., I; j = 1, ..., H i } and B ∈ R d×N , that is the dimension of the subspace is N . More formally the model can be described in terms of conditional probabilities:
where N (x|µ, Σ) represents a Gaussian in x with mean µ and covariance Σ. 
B.1 Training of PLDA
where the fact that N (z i |0, I) has no dependence on θ is used in the derivation. Take derivatives with respect to B, Σ −1 , and µ and then equate these derivatives to zero to proved the update rules. The following is the detailed derivations.
We have
Rearranging, result in
Setting ∂Q ∂µ = 0, we have
B.2 Verification by using PLDA
Given a test x t and target x s , the likelihood ratio score is
We take log of both side
Since µ is a global offset that can be pre-computed and removed from all x ij , we set µ = 0, and we have
The above approach needs to obtain the inverse of the matrix Σ 1 and
(that situation is very common in modern application), the inverse becomes very hard to solve or even cannot be solved. If we look carefully about the definition of Σ 1 , it is indeed an inverse of a low-rank correction of Σ, which can always be computed by doing a low-rank correction to the inverse of the original matrix using the Woodbury matrix identity [5] :
where A is n-by-n and invertible, U is n-by-k, C is k-by-k and invertible, and V is k-by-n. Using the Woodbury matrix identity, we have
where we successfully transform the a d × d matrix inverse into a N × N matrix inverse. Using the same identity, with a little cumbersome computation, we have
where we define
B.
where we defined
and
which are inverse of N × N matrix, since Σ 1 , Σ 2 and further Y are all symmetric matrix.
C Multi-view PLDA
The goal of this section is to present the EM algorithm updates for leaning the multi-view (joint) PLDA model.
C.1 Training of multi-view (joint) PLDA
Let X = {x ijk ∈ R d : i = 1, ..., I; j = 1, ..., J; k = 1, ..., H ij } and x ij = {x ijk : k = 1, ..., H ij }. E steps: we need to calculate the expectations E U|X,θt [ 
Thus we have
where Z = {z ij : i = 1, ..., I; j = 1, ..., J}.
M steps: we update the values of the parameters θ = {µ, S, T, Σ} and have In multi-view (joint) PLDA, as described in the main body of this work, the latent variables u and v are verified jointly. Indeed the latent variables u and v can also be verified separately. Fig. 1 shows) . Given a test feature x t and an enrolled feature x s , set A = SS T + TT T , B = 2SS T + TT T , C = SS T + 2TT T , and let the priori probability of the models M 0 , M 1 , M 2 , M 3 as p 0 = P (M 0 |H 0 ), p 1 = P (M 1 |H 0 ), p 2 = P (M 2 |H 1 ), p 3 = P (M 3 |H 1 ), then the likelihood ratio score is l(x t , x s ) = P (x t , x s |H 0 ) P (x t , x s |H 1 ) = X Y where X = P (x t , x s |H 0 ) = P (x t , x s |M 0 )P (M 0 |H 0 ) + P (x t , x s |M 1 )P (M 
