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Abstract
Mesophilic anaerobic digestion is one of the most used and successful technologies to
treat the sludges resulting from wastewater treatment. However, traditional approaches to
digester design are firmly rooted in empiricism and rule of thumb rather than science. In
particular, whilst mixing has been recognised to be a key element for the success of the
digestion process, the degree of mixing necessary for a stable process, as well as a clear
picture of its effect on biogas production are still unclear. In particular, the literature on gas
mixing is still particularly poor. Mixing is an energy-intensive operation, and therefore the
need to lower the wastewater process carbon footprint requires searching how to lower the
input mixing energy without compromising—and indeed enhancing—biogas production.
Computational Fluid Dynamics was used to produce recommendations on how to
enhance mixing in the specific case of gas-mixed anaerobic digesters. For the first time, an
Euler-Lagrangian multiphase model was developed to simulate gas mixing in anaerobic
digestion. The model was validated against laboratory experiments with the Particle Image
Velocimetry and the Positron Emission Particle Tracking techniques, and gave predictions
in agreement with the experimental results.
Full-scale simulations reproducing a real digester were performed with the validated
model, and scenarios with different mixing input power, bubble size and sludge rheologies
were reproduced. In all the scenarios, it was possible to show that input mixing power can
be lowered by the same, significant amount, while maintaining the degree of mixing unal-
tered. The simulations also showed the formation of low-viscosity flow patterns localized
in the zones where the liquid phase velocity magnitude was higher. This phenomenon is
intrinsically linked to the non-Newtonian nature of the sludge, and is problematic as it
v
leads to short-circuited mixing.
Finally, recommendations on how to mitigate the issue of the low-viscosity flow
patterns were given. Explanations on how to understand the mixing in laboratory and
full-scale vessels, in particular the respective roles of diffusion, advection and turbulence,
were traced, as well as on how to develop a more comprehensive criterion for defining and
assessing a satisfactory degree of mixing. Recommendations for further works comprise
experimental research on biogas bubble size inside a gas-mixed industrial digester, further
validation conducted on pilot-scale vessels, computational simulations on different geome-
tries, coupling computational fluid dynamics with a biochemical model, and research on
the effect of different sources of nutrients uniformization (e.g., turbulence or diffusion) on
biogas production.
A journal paper published in Water Research and a conference paper presented at the
Fifteenth International Conference on Civil, Structural and Environmental Engineering
Computing (Civil-Comp) were produced as a result of this work. They are both reported
in Appendix F. Two other papers are currently in preparation.
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1Introduction
“But I don’t want to go among mad people,” Alice Remarked.
“Oh, you can’t help that,” said the Cat: “we’re all mad here. I’m mad. You’re mad.”
“How do you know I’m mad?” said Alice.
“You must be,” said the Cat, “or you wouldn’t have come here.”
Lewis Carroll (1865).
Alice in Wonderland
(Suggested by my wife—hey, wait for a moment. . . !)
E
VERY DAY, OVER 10 billion litres of wastewater are treated in UK in more
than 9,000 wastewater plants (WaterUK, 2012). Wastewater is treated
through a chain of different processes that includes debris screening, sedi-
mentation, aerobic treatment and eventually disinfection (Tchobanoglous
et al., 2010), and finally returned to the environment.
A number of stages in the wastewater process result in sludge production: in 2010—
2011, the wastewater plants in the UK produced about 1.5 million tonnes of sewage sludge
(WaterUK, 2012). Sludge can be thermally destructed, landfilled, or recycled to land.
The latter, which includes agricultural use, is the most common option in UK, covering
about 71% of the overall sludge disposal. Recycling as a land fertilizer is also considered
as one of the most sustainable options for sludge disposal, as it allows a reduction of
artificial fertiliser needs (WaterUK, 2012). The EU Directive on the protection of the
environment (86/278/EEC) states that sludge must have “undergone biological, chemical
or heat treatment, long-term storage or any other appropriate process so as to significantly
1
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reduce its fermentability and the health hazards resulting from its use” before it can be
applied to land (Sindall, 2014).
The whole wastewater treatment process, including sludge treatment and disposal, is
an energy-intensive operation. Data returned by the EU Member States suggest energy
consumption exceeds 23,800 GWh per annum, and further increases of 60% are forecast
in the next 10-15 years, primarily due to tightened regulation of effluent discharges.
Predictions show that by 2030 the world will have to produce 50% more food and energy
and provide 30% more water, while mitigating and adapting to climate change. Therefore,
the “explicit link between wastewater and energy” must be addressed.
Mesophilic anaerobic digestion is the most widespread technology for sludge treatment
(Bridgeman, 2012). Sludge is mixed with anaerobic bacteria at temperatures between 22
and 41  C, and biodegradable material is broken down into more stable compounds. One
of the most interesting aspects of anaerobic digestion is that biogas, which is prevalently
methane, is produced during the process. Biogas, in turn, is increasingly harnessed as a
renewable energy by means of combined heat and power technology (Bridgeman, 2012)
Energy is required to maintain a stable digestion process within the digester, mainly in
the form of heat and mixing energy. The current need to maximise energy recovery drives
toward the need to improve the balance between input energy and biogas yield. It is well
known (Chae et al., 2008; Agler et al., 2010) that mesophilic process efficiency increases
with increasing temperature up to 41  C, after which efficiency drops. For this reason, it is
not feasible to decrease the operating temperature in the attempt of reducing the operational
costs of a digester. As regards mixing, according to Owen (1982), it is responsible for
about 17—73% of the total energy consumpion of an industrial digester. Therefore, the
only strategy feasible to reduce the energy consumption of a digester consists of reducing
the level of mixing without compromising, and indeed enhancing, biogas production.
In order to understand how to enhance digester mixing, it is important to determine to
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what extent biogas output is influenced by flow patterns in a digester; flow patterns which
are determined by physical parameters of the digesters, inflow mode, sludge rheology and,
crucially, mixing regimes (Bridgeman, 2012; Sindall et al., 2013). However, research is
still lacking in this area. Traditional approaches to digester design are firmly rooted in
empiricism and rule of thumb rather than science, and design standards focus only on
treated sludge quality, not quality and gas yield/energy consumption.
Although the importance of thorough mixing has been recognized, recent studies e.g.
Stroot et al. (2001); McMahon et al. (2001); Ong et al. (2002); Go´mez et al. (2006);
Ward et al. (2008), have questioned traditional approaches. Preliminary studies conducted
by Bridgeman and others (Bridgeman 2012; Sindall et al. 2013; Wu 2010a) on sludge
mixing have shown that computational fluid dynamics (CFD) offers significant potential
for understanding flow patterns of the non-Newtonian sewage sludge within digesters.
However, there are clear limitations with the work undertaken to date; for example, while
much work has been done to understand mechanical mixing, gas mixing remains poorly
studied.
1.1 Research Relevance
The research reported in this thesis is aimed at filling the knowledge gap on gas mixing in
anaerobic digestion. A novel CFD model specifically designed to reproduce a multiphase
system with the characteristics of the gas-mixed sludge was developed. The named model
was validated against experimental work carried on with the PIV and PEPT techniques, and
then, applied to a full-scale setup. Recommendations were given to improve the mixing
efficiency of real gas-mixed anaerobic digesters.
A journal paper published in Water Research and a conference paper presented at the
Fifteenth International Conference on Civil, Structural and Environmental Engineering
Computing (Civil-Comp) were produced as a result of this work. They are both reported
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in Appendix F. Two other papers are currently in preparation.
1.2 Layout of This Work
After this introduction Chapter, a literature review of anaerobic digestion and the fluid
mechanics theory involved in mixing is exposeddiscussed in Chapters 2 and 3 respectively.
Following the literature review, the aim and objectives of this thesis are listed in Chapter 4.
All the materials and methods—both experimental and numerical—used to pursue the
named objectives are outlined in Chapter 5. The results of the experiments follow in Chap-
ter 6. The details of the settings for the numerical simulations are reported in Chapter 7.
The results of the numerical simulations are then compared with the outcome of the simula-
tions in Chapter 8, and then a series of full-scale CFD simulations is reported in Chapter 9.
A discussion is performed in Chapter 10. Finally, conclusions and recommendations for
further research are reported in Chapters 11 and 12 respectively.
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2Anaerobic Digestion and Mixing
“Dai diamanti non nasce niente
Dal letame nascono i fior.”a
aFrom diamonds nothing rises
From manure the flowers rise.
Fabrizio de Andre´ (1967).
Via del Campo
M
ESOPHILIC ANAEROBIC DIGESTION involves the decomposition of or-
ganic and inorganic matter in the absence of molecular oxygen due to
bacteria, at a temperature range of 30—40  C (Tchobanoglous et al.,
2010). Anaerobic digestion offers the following contribution to lower the
overall carbon footprint of wastewater treatment.
(i) Sludge stabilization—Sludge is degraded into a safer end-product with less organic
content and a reduced presence of pathoges (van Haandel and van der Lubbe, 2007), which
is therefore suitable to be used as a valuable fertilizer.
(ii) Sludge volume reduction—During anaerobic digestion, sludge undergoes a volume
reduction (van Haandel and van der Lubbe, 2007). Sludge must be transported from the
wastewater plant to the place where disposal occurs, thus increasing the overall wastewater
process cost and carbon footprint. The volume reduction due to the anaerobic digestion
process allows both to be reduced.
(iii) Energy recovery—Methane-rich biogas is produced during anaerobic digestion.
5
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Biogas can be harnessed via combined heat and power technology, thus reducing the need
for energy in the whole wastewater process.
(iv) Reduced methane emissions—Anaerobic digestion reduces the methane emissions
to atmosphere (WaterUK, 2012).
In Sections 2.1 and 2.2, the main aspects of the biochemistry of anaerobic digestion are
reviewed. Then, a description of mixing is introduced in Section 2.3. Finally, the literature
on mixing in anaerobic digestion is reviewed in Section 2.4, and the knowledge gaps are
identified in Section 2.5.
2.1 Anaerobic Digestion
Cells take the carbon they need to thrive and the energy to live through respiration (Gerardi,
2003). During this process, large high-energy compounds (substrate) are broken down
into smaller low-energy compounds. Cells withhold a part of energy and carbon to live
(Gerardi, 2003). Energy is obtained from the electrons that are released by breaking the
substrate chemical bounds. The electrons are then transferred through a series of electron
carrier molecules. As they are transferred from one carrier molecule to another, a part
of their energy is used to build adenosine triphosphate (Gerardi, 2003) which, in turn,
is directly used in the cell metabolic processes as an energy source. Finally, electrons
are removed from the cell by a final electron carrier molecule that is discharged into the
surrounding environment (Gerardi, 2003).
The final electron carrier employed by a given bacteria group determines the specific
form of respiration (Gerardi, 2003). The highest energy yield is achieved with oxygen
(aerobic, or oxic respiration), which leads to full transfer of carbon to carbon dioxide and
new bacterial cells and therefore is called complete respiration (Gerardi, 2003). Other
final electron carriers are typical of different forms of respiration (anaerobic, or anoxic).
They lead to lesser energy yields and, depending on the particular type of molecule, also to
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incomplete respiration, that is: carbon is transferred to carbon dioxide, new bacterial cells
and organic products such as simple acids and alcohols (Gerardi, 2003). A summary is
depicted in Table 2.1.
Anaerobic digestion is a complex pattern of respiration processes that occur in the
absence of free molecular oxygen (Gerardi, 2003). Several bacteria groups work in
syntrophy, each bacteria group degrading a given substrate and producing compounds that
in turn are used as a substrate by other groups (Gerardi, 2003; Schink and Stams, 2006). In
addition, some bacteria groups produce suitable environmental conditions for other groups,
e.g. by consuming molecular hydrogen or sulphate (Gerardi, 2003). The final products of
the food chain are carbon dioxide and methane.
2.1.1 Biochemical Reactions
As the reaction chain depends strongly on the type of nourishment, the environmental
conditions and the bacteria groups involved, each digester has its particular behaviour—
and, also, a character—depending on the substrate, the climatic conditions and the history.
For instance, digesters with a history of unstable operation tend to be much more resistant
against failure in case of sudden overloading (Stroot et al., 2001; McMahon et al., 2001).
Nevertheless, as illustrated in Gerardi (2003), the reaction chain can be schematically
represented in all the cases as a succession of three stages: hydrolysis, acidogenesis and
methanogenesis (Figure 2.1).
(i) Hydrolysis. In this stage, particulate (e.g., cellulose) and colloidal organic com-
pounds (e.g., proteins) are broken down into monomers and solubilized, as schematically
7
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Hydrolysis is catalysed by enzymes released by specific bacteria groups into the substrate
(exoenzymes). Some examples are reported in Table 2.2. Since each bacteria group
produces only a small group of exoenzymes and each exoenzyme degrades only a specific
group of substrates, a large and diverse bacteria community is required for optimal digestion
(Gerardi, 2003).
(ii) Acidogenesis. In this stage, soluble compounds produced by hydrolysis or directly
discharged into the digester are absorbed and degraded by a large diversity of bacteria
groups through many fermentative processes (Gerardi, 2003). Figure 2.2 illustrates some
example of fermentative processes. The outcome of acidogenesis consists of carbon
dioxide, hydrogen gas, alcohols, organic acids, some nitrogen and sulphur compounds
(Gerardi, 2003).
Bacteria groups involved in acidogenesis include facultative anaerobes, aero tolerant
and strict anaerobes (Gerardi, 2003). Some bacteria produce a large variety of products:
for instance, Clostridia produce acetate, acetone, butanol, butyrate, ethanol, lactate and
also carbon dioxide and hydrogen gas; Escherichia coli acetate, 2,3-butanediol, ethanol,
formate, lactate, succinate and also carbon dioxide and hydrogen gas (Gerardi, 2003). On
the other hand, some bacteria groups perform only specific fermentations (Gerardi, 2003).
For instance, Erwinia, Sarcina and Zymomonas perform ethanol fermentation:
1glucose! 2ethanol+ 2H2O (2.2)
(Gerardi, 2003). Clostridium and Butyrivibrio perform butyrate fermentation:
hexose! butyrate (2.3)
(Gerardi, 2003). Bifidobacterium, Lactobacillus, Leuconostoc, Pediococcus, Sporolacto-
10
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(Gerardi, 2003). Bacteroides, Clostridium, Peptostreptococcus, Ruminococcus, Se-
lenomonas, Succinivibrio and Veillonella perform propionate fermentation:
1.5glucose! 2propionate+ acetate+ CO2 ,
3lactate! 2propionate+ acetate+ CO2
(2.5)
(Gerardi, 2003). A large bacteria group, known as acetogenic bacteria, produce a very small
number of products, mainly acetate. This group includes Acetobacterium and Sporomusa
(Gerardi, 2003). The reactions involved (Gerardi, 2003) are reported below. Among them,
a predominant part is played by acetate production from hydrogen gas (Gerardi, 2003).
4H2 + 2CO2 ! CH3COOH+ 2H2O ,
4CO + 2H2O! CH3COOH+ 2CO2 ,
4CH3OH+ CO2 ! 3CH3COOH+ 2H2O ,
C6H12O6 ! 3CH3COOH .
(2.6)
Some products of acidogenesis can serve directly as a substrate for methane-forming
bacteria: this is the case for acetate, the principal substrate for methanogenesis, but
also for formate, methanol and methylamine (Gerardi, 2003). Other products, such as
ethanol, butyrate and propionate, can be used indirectly by methane-forming bacteria once
converted into acetate or formate (Gerardi, 2003). Finally, many products cannot be used
by methane-forming bacteria and need to be converted into acetate during a re-fermentation.
This is the case for butanol, caproic acid lactate, propanol and succinate (Gerardi, 2003).
(iii) Methanogenesis. This is the final conversion of the products of the previous reac-
tions into methane. There are three groups of methane-forming bacteria: hydrogenotrophic,
acetotrophic and methylotrophic (Gerardi, 2003). A summary of involved bacteria is
depicted in Table 2.3.
Hydrogenotropyc methanogens use hydrogen to convert carbon dioxide into methane.
12
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Species Substrate Behaviour
Methanosarcima bakerii Acetate, carbon dioxide,
hydrogen, methanol,
methylamine
Generalist acetotroph
Methanosaeta concilii Acetate Specialist acetotroph
Methanobacterium formi-
cium
Carbon dioxide, formate,
hydrogen
Hydrogenotrophic
Methanobacterium ther-
moantotrophicum
hydrogen, carbon dioxide,
carbon monoxide
Hydrogenotrophic
Methanosarcina frisius Hydrogen, methanol,
methylamine
Methylotrophic
Methanosarcina mazei Acetate, methanol, methy-
lamine
Methylotrophic
Table 2.3 Exmples of methanogenesis bacteria and substrates. From Gerardi (2003);
McMahon et al. (2001).
Some of them can also use carbon monoxide:
CO2 + 4H2 ! CH4 + 2H2O ,
4CO + 2H2O! CH4 + 3CO2
(2.7)
Gerardi (2003). Acetotrophic methanogens split acetate into methane and carbon dioxide:
CH3COOH! CH4 + CO2 (2.8)
Gerardi (2003). Methylotrophic methanogens use substrates that contain the methyl group
(CH3), for example methanol (CH3OH) or methylamines ((CH3)3 N):
3CH3OH+ 6H! 3CH4 + 3H2O ,
4 (CH3)3 N+ 6H2O! 9CH4 + 3CO2 + 4NH3
(2.9)
Gerardi (2003). Hydrogen-consuming methanogenesis (the first of the Equations 2.7)
is the most energetically convenient, but it is not the most common (it contributes for
13
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about 30% of the methane yield) due to the limited hydrogen supply inside an anaerobic
digester (Gerardi, 2003). However, it is important because it reduces the partial hydrogen
pressure, and high hydrogen levels affect adversely both acetotrophic methanogens and
some groups of acetate-forming bacteria (Gerardi, 2003; De Bok et al., 2004). The role of
hydrogenotrophic methanogens has been recognized as important during the initial phases,
but they are in general outperformed by acetoclastics when the digestion process becomes
stable (Monteiro, 1997). According to Gerardi (2003), at steady state the maximum
methane yield (about 70%) is obtained from acetotrophic methanogenesis (Equation 2.8).
2.1.2 Bacteria Consortia and Syntrophic Relationships
Anaerobic digestion can occur only if the different bacteria groups coexist in a mutually
beneficial, or syntrophic relationship, where the products of a group serve as substrate
for another (Schink and Stams, 2006). For instance, as already mentioned above, some
acetogenic bacteria are adversely affected by the presence of the compounds they produce—
acetate, formate (De Bok et al., 2004) and hydrogen (Schmidt and Ahring, 1995)—and
therefore benefit of the presence of methanogens. Moreover, the methanogenic bacteria
cell wall is sensitive to toxicity from several fatty acids, and therefore can thrive only if
such acids are removed by acetogenic bacteria (Gerardi, 2003).
The metabolic efficiency of this cooperation depends on an efficient metabolites transfer
between the partners involved (De Bok et al., 2004; Schink and Stams, 2006), and this
requires that the distance between the partners is short. For instance, the flux of hydrogen
between the hydrogen-forming fermenters and the hydrogen-consuming methanogens
is inversely proportional to the distance between the two groups (Schmidt and Ahring,
1995; Schink and Stams, 2006). It has been observed that optimal cooperation is achieved
when bacteria form granules in which the partner organisms are evenly distributed (Schink
and Stams, 2006), as shown in Figure 2.3. Schmidt and Ahring (1995) verified that the
14
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costs of heating and a higher sensitivity of bacteria to toxic substances (Gerardi, 2003),
and therefore mesophilic digestion is the most preferrable (Sindall, 2014).
Changes in temperature affect the bacteria groups in different ways. Hydrolics
and acidogens do not suffer from changes in temperature, while acetate producers and
methanogens are more vulnerable, with temperature fluctuations having a stronger impact
on the methanogens activity than the absolute value of the temperature (Ward et al., 2008).
Each bacteria group has its specific ideal range of temperatures, and therefore fluctuations
in temperature can have a negative effect to some groups, and at the same time a positive
effect to others (Ward et al., 2008). Consequently, the activity of the different bacteria
groups change when the temperature fluctluates; as a consequence of this, volatile fatty
acids, alcohols and other intermediary products can undergo a change of concentration,
eventually impairing the global digester performance (Gerardi, 2003). For this reason,
even slights temperature variations can lead to process failure, and accordingly, Appels
et al. (2008) recommend that changes in temperature are less than 0.6  C per day.
Retention times. It is possible to define the solids retention time and the hydraulic
retention time. The former indicates the average time that solids, and the bacteria living on
them, spend inside the digester, while the latter refers to the liquid fraction. In a digester
with recycle, the solids and hydraulic retention times are decoupled, contrarily to a digester
without recycle (Gerardi, 2003).
Methanogens are slow-growing bacteria, and therefore the solids retention time is
generally not less than 12 days and often much longer in order to prevent methanogens
washout. It is also recognised (Sindall, 2014) that high solids retention times provide the
digester a protective buffering against the effects of shock or toxic loadings. However,
higher retention times require larger digesters and, consequently, larger capital costs
(Gerardi, 2003). Conversely, the volatile solids rely on the hydraulic retention time to be
degraded to methane and carbon dioxide. However, increases greater than 12 days do not
16
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lead to a significantly increased removal of volatile solids (Gerardi, 2003).
Nutrients. The nutrients required by the bacteria to thrive consist of macronutrients and
micronutrients. Macronutrients are nutrients required in relatively high quantities from all
the bacteria groups, and consist of nitrogen (in the form of ammonical nitrogen, NH+4 N)
and phosphorus (ortophosphate-phosphorus, HPO 4 P). The nutrient requirements vary
considerably depending on the organic loading rate, but a rule of thumb, based on an
empirical formula for cellular material, C5H7O2NP0.1, can be introduced. It consists of a
COD:N:P ratio of 1000:7:1 for high strength wastes, and a ratio of 350:7:1 for low loadings
(Gerardi, 2003; Sindall, 2014). Alternatively, a check of the NH+4 N and HPO 4 P
concentration in the effluent can be performed in order to prevent a lack of these elements
(Gerardi, 2003). Gerardi (2003) also recommends a minimum concentration of the former
of 5 mg ` 1, and of the latter of 1—2 mg ` 1.
Micronutrients are required in relatively small quantities. For acetotrophic
methanogens, elements like cobalt, iron, nickel and sulphur are needed in traces. In
general, also barium, calcium, magnesium, molybdenum, selenium, sodium and tungsten
are to be considered essential micronutrients for the methanogens (Gerardi, 2003). In gen-
eral, these micronutrients are present in sufficient concentrations in municipal wastewaters,
but it is often necessary for industrial wastewaters to dose digesters with additional specific
micronutrients (Gerardi, 2003).
pH. Most fermentative bacteria can thrive in a wide range of pH, between 4.0 and 8.5;
however, what they produce as by-product does depend on pH, with acetic and butyric acid
being produced at low pH, and acetic and propionic acid at high pH. On the other hand,
methanogens can be more affected by pH, with an ideal value between 6.8 and 7.2 (Appels
et al., 2008). Because of this difference of pH ranges, the industrial anaerobic process is
often designed as in two separate stages. In this way, a lower pH is present in the first
stage in order to enhance hydrolysis and acidogenesis, and conversely methanogenesis
17
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is optimised in the second stage by maintaining a more basic pH. In one-stage digesters
(or in the second stage of two-stages digesters), is common to set a pH of 6.8—7.2, as a
lower pH would result to too high levels of acidogens, and this condition could generate an
increase of volatile fatty acids, which in turn would further lower the pH and, finally, bring
to the failure of the digestion process (Rajeshwari et al., 2000).
During a normal digestion process, a balance exists between the production of volatile
fatty acids due to acidogens activity, and the production of alkaline compounds such as
carbon dioxide, ammonia and bicarbonate, due to the activity of methanogens (Ward et al.,
2008). Appels et al. (2008) recommend a molar ratio of bicarbonate to volatile fatty acids
of at least 1.4:1 in order to guarantee process stability. However, it has been shown that the
stability of such ratio is more important than its absolute value (Appels et al., 2008).
Inhibitors. Literature reports a broad variety of chemicals which are toxic or inhibitory
for microbial growth. The inhibitory effect is generally detected from a decrease in biogas
production and the accumulation of volatile fatty acids (Sindall, 2014). According to Chen
et al. (2008), the literature, the concentrations at which the inhibitory effect take place vary
considerably.
The presence of ammonia is due to the degradation of proteins, urea and other nitroge-
nous molecules, and as nitrogen is an essential nutrient, an ammonia concentration of about
200 mg ` 1 is beneficial for anaerobic digestion. However, ammonia is also considered
to be an inhibitor for methanogens, and literature reports a 50% reduction of methane
production for concentrations between 1.7 and 14 g ` 1 (Chen et al., 2008).
Salt concentrations, especially cations, cause bacterial cells dehydration due to osmo-
sis. Many substances reported as inhibitors are also essential micronutrients, but act as
inhibitors when their concentration exceeds a critical value. However, there is no universal
agreement on such critical values; and in fact, the conclusions reported in the literature
diverge considerably with one another, as evident from Table 2.4.
18
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Table 2.4 Inhibitory effects of cations on anaerobic digestion. Sindall (2014)
Cation mg ` 1 Result Reference
Al3+ 1000 Al (OH)3
for 59 days
Specific activity of methanogens and ace-
togens decreased by 50% and 72% respec-
tively
Cabirol et al. (2003)
2500 Tolerated after acclimation Jackson-Moss and
Duncan (1991)
Ca2+ < 7000 No inhibitory effect Jackson-Moss et al.
(1989)
200 Optimal for methanation of acetic acid McCarty and Kugel-
man (1964)
2500—4000 Moderately inhibitory ”
8000 Strongly inhibitory ”
Mg2+ 720 Optimal Ahring et al. (1991)
400 Growth ceases Schmidt and Ahring
(1993)
K+ < 400 Enhance performance McCarty and Kugel-
man (1964)
> 400 Inhibitory ”
Na2+ 100—200 Beneficial McCarty and Kugel-
man (1964)
230 Optimal for aceticlastic methanogens Kugelman and Chin
(1971)
350 Optimal for hydrogenotrophic methano-
gens
Patel and Roth (1977)
3500—5500 Moderately inhibitory McCarty and Kugel-
man (1964)
8000 Strongly inhibitory ”
2.3 Mixing
Mixing can be defined as: “The reduction of inhomogeneity in order to achieve a desired
process result. The inhomogeneity can be one of concentration, phase, or temperature.
Secondary effects, such as mass transfer, reaction, and product properties are usually the
critical objectives” (Amanullah et al., 2003). Mixing is of critical importance for anaerobic
digestion for the following reasons:
(i) mixing brings bacteria and nutrients together (Zickefoose and Hayes, 1976);
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(ii) mixing contributes to create a homogeneous environment for anaerobic digestion
by reducing temperature, pH, and concentration gradients (Appels et al., 2008; Sindall,
2014);
(iii) mixing minimises the formation of grit and scum, and contributes to reducing the
extent of the dead zones (Zickefoose and Hayes, 1976).
2.3.1 Methods of Mixing
Mixing for industrial anaerobic digesters can be mechanical, gas and recirculating. Me-
chanical mixing is the most efficient in terms of mixing input power per unit of volume
(Brade and Noone, 1981), but is prone to problems such as wear and expensive mainte-
nance due to the presence of mobile devices (e.g., impellers, shafts, ball bearings) inside
the digester. Recirculation mixing uses pumps to channel sludge out of the digester through
external pipes and again into the digester, but in another location.
Gas mixing can be unconfined or confined. In unconfined mixing, biogas is collected
from the top of the digester and pumped at the bottom through nozzles. The bubbles rise in
columns via buoyancy and transfer momentum to the surrounding sludge. This momentum
transfer takes place due to the push force that the bubbles exert to the surrounding liquid,
and the riptide effect arising from the low-pressure region created by the motion of the
bubbles. In confined mixing, biogas is collected and injected in the same way, but the
discharge takes place inside confined tubes within the digester. This generates a forced
sludge flux throughout the tubes, which in turn creates convective currents out of them
(Tchobanoglous et al., 2010).
As explained in Section 3.8, Wu (2010a) confirmed that mechanical mixing is the most
efficient method, and also showed that recirculating mixing is the least efficient.
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2.3.2 Industrial Mixing
The importance of an efficient mixing for an efficient anaerobic digestion and gas pro-
duction in industry is generally recognised, but universal consensus on what efficient
mixing means is still lacking (Appels et al., 2008), and digester design is still based on
empiricism and rule of thumb rather than science. This is reflected, for instance, in Auty
and Marquet (2009), where a huge variation in how anaerobic digesters are designed and
operated across the UK is described: some digesters use continuous mixing, while others
use an alternated setup with five minutes mixing is active only five minutes through one
hour, yet without any apparent difference in terms of biogas production. This can be due
to the wide range of design variables reported by Auty and Marquet (2009), which change
depending, for instance, on the particular digester depending on total solids, temperature,
biological loading and treatment that the sludge underwent before being injected into the
digester. Such variables include sludge rheology, digester geometry, method of mixing,
mixing energy input and mixing and retention times.
Sindall (2014) reports a trial carried out with digesters in Loughborough, UK, which
concluded that continuous mixing of mesophilic anaerobic digesters produced more gas
than periodic mixing. However, a balance between the energy cost of continuous mixing
against the benefit of the increased biogas production was not mentioned.
2.4 Previous Studies on the Effects of Mixing
There is a body of literature which suggests that anaerobic digestion may work more
efficiently with minimal mixing. However, there is no definitive conclusion as to what
constitutes minimal mixing and what constitutes an efficient mixing regime (Sindall, 2014).
Even more importantly, it is difficult to compare results from different works in which
different gas measurement methods have been employed, and quantitative measurements
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of mixing have often not been reported. Shear rate is a generally recognised parameter
to classify mixing in a vessel (Tchobanoglous et al., 2010), but only few works provided
some information about it: Hoffmann et al. (2008a) through a radioactive particle tracking
technique (CARPT); and Bridgeman (2012); Sindall et al. (2013) through a comparison
with computational fluid dynamics (CFD). The CFD framework is treated extensively
in Chapter 3; Bridgeman (2012); Sindall et al. (2013) confirmed that a lower level of
mixing does not hinder, and indeed can increase, the biogas production. Bridgeman (2012)
observed that biogas production did not fall if the average shear rate inside a laboratory-
scale digester fell from 22 to 0 s 1. Sindall et al. (2013) showed that biogas production
in similar digesters increased when average shear rate decreased from 9.7 to 7.2 s 1,
and conversely decreased when shear rate increased from 9.7 to 14.3 s 1, so implying a
threshold of biogas production performance at 9.7 s 1.
2.4.1 Effects of Mixing Intensity
Stroot et al. (2001) performed experiments on laboratory-scale digesters. Continuous and
minimal mixing were applied, and it was showed that minimal mixed digesters were more
stable. It was also observed that digesters with a history of unstable operation respond to
overloading with greater resilience compared to a stable digester. Finally, unstable digester
running under continuous mixing were reported to be stabilised by switching to minimal
mixing.
Ong et al. (2002) performed experiments with impeller-mixed laboratory-scale digesters
filled with cow manure. Continuous and intermittent mixing were tested. It was shown that
the two mixing regimes led to comparable biogas yields over 70 days, but the produced
biogas experienced difficulty in escaping from the manure in the absence of mixing. In
the same work, it was also observed that a lower level of mixing around the bottom of the
tank, achieved by lifting the paddles, produced an increase of biogas production. This was
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attributed to the formation of a solid layer at the bottom, resulting in a lower methanogens
washout. Finally, a comparison between mixed and unmixed setup was undertaken.
In the latter case, the biogas production was higher, and also a higher concentration
of extracellular polymeric substances was found. Extracellular polymeric substances,
according to Lin et al. (2014), increase adhesion of bacteria thereby preventing washout,
and help bacteria to form aggregates.
Similar results were fond in thermophilic laboratory and pilot scale digester by Kaparaju
et al. (2008). Furthermore, it was shown that the higher methane generation potential
resided in the floating solids at the top (with an abundance of Methanobacteria) and in the
settled solids at the bottom (rich inMethanosarcina) present in the intermittently mixed
digesters. This stratification was not observed in the continuously mixed digester, where
biogas production dropped. A description of the effects of mixing on bacteria is reported
in Section 2.4.3.
Vavilin and Angelidaki (2005) performed experiments on mesophilic batch laboratory-
scale digesters, and compared the results with a simplified computer model of the anaerobic
digestion process. Similar results were obtained. In particular, a comparison of the
experimental data with the results of the numerical model showed that the methanogen
bacteria clusters could thrive properly without being negatively influenced by high volatile
fatty acid concentrations only under low mixing levels. However, in special cases in which
the methanogens population was high, hydrolysis became the rate-limiting process, and
in such cases, mixing might improve hydrolysis and, consequently, increase the overall
digestion rate.
Go´mez et al. (2006) studied the mesophilic digestion, with the influent being a mixture
of sludge (22% of influent) and a vegetable and fruit waste (78%) in laboratory-scale
digesters. Despite the problems affecting the measurements listed in Sindall (2014), it was
shown that biogas production from co-digestion was higher due to the increased volatile
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solids in the feed. The authors also showed that a reduction in the level of mixing (from
high to low in their work) did not affect biogas production. On the other hand, both the
biogas production and the methane concentration were reported to be low in unmixed
conditions if compared with low mixing conditions.
2.4.2 Effects of Mixing Method
In a series of articles (Karim et al. 2005a,b,c), the operation of laboratory-scale digesters
with different methods of mixing (impeller, confined gas and recirculation mixing), differ-
ent biogas mixing intensities and different Total Solids (TS) concentration (5%, 10% and
15%) was studied. As regards the biogas mixing, no effect on gas production was observed
for changes of mixing intensity and clearance height of the draft tube and, accordingly, it
was concluded that changes in the “mixing conditions” (meaning, for the authors, mixing
intensity and clearance height of the draft tube) do affect biogas production. As regards the
effect of the “methods of mixing” (meaning, for the authors, impeller, gas and recirculated
mixing), the digesters fed with 5% TS sludge behave similarly regardless of the mixing
method. At 10% TS, the gas-mixed digester was reported to produce less biogas than the
impeller and recirculated-mixed digester, and the unmixed digester was observed to behave
even worse. At 15% TS, recirculated mixing was impossible due to the high viscosity of
the sludge, and the gas-mixed digester showed severe sedimentation problems. Finally,
mixing was reported to be beneficial in stabilising a digester after undergoing a shock
consisting of a change in feed, irrespective of the method of mixing, if compared with the
non-mixed case.
2.4.3 Effects of Mixing on Bacteria
As discussed in Section 2.1.1, the largest contribution to biogas production arises from
acetothopic methanogens activity, that isMethanosarcina andMethanosaeta (Miyamoto,
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1997). Bacteria belonging to these two genera display different behaviour: in particular,
from the kinetic coefficients reported in Conklin et al. (2006), it is possible to imply that
the Methanosaeta populations are favoured under conditions of low acetate concentrations
or of high solids retention, and that Methanosarcina dominate in the opposite case.
Mixing has different impacts onMethanosarcina andMethanosaeta because of their
different community structures. Methanosarcina populations consist of single, 2 µm
diameter coccoidal cells (Ni et al., 1994), or in groups of up to 3 mm diameter shaped
as blackberries (Schmidt and Ahring, 1999). Conversely,Methanosaeta are straight rod-
shaped cells with flat ends in stiff chains, or filaments, of 8 to 100 µm length, which form
flocs of diameter of up to 20—30 mm (Janssen, 2003). Methanosarcina andMethanosaeta
cultures are shown in Figure 2.4. It is reasonable to consider cells as potentially affected by
turbulence if their size is comparable or larger than the scale of the smallest turbulent eddies,
or Kolmogorov dissipation range (see Section 3.3.1), inside the vessel (Amanullah et al.,
2003). According to Amanullah et al. (2003), such the linear dimension of such eddies is
around 10-100 µm, and therefore it is reasonable to assume that the filaments formed by
Methanosaeta are more likely to be adversely affected by mixing than Methanosarcina
(Sindall, 2014). According to Joshi et al. (1996), under the effect of turbulent shear stress
the filamentous cells, such asMethanosaeta, undergo effects such as filemant breakage,
gica Methods 5 ( 003) 2 9 244 241
(a)
l a ss f t CH a t t
per ormed as desc ibed elsew ere (Janssen e l
All other me h ds ave been esc ibed previou ly
3 Resul s and discuss on
3.1. En chm nt cul ur s
n ichmen cultu es th ither 10 mM ac t e o
o r at
a ed s im n l d
s l lw v d lat at
or rod sha e i l ce ls bo t 3 Am lon d 9
Am in diameter th t ppe re to row as l men s of 10
o 7 times) each t e all wing the culture o ro ,
ob e ved in the cult res e filamen ous rga isms
o s
o 5
(b)
Figure 2.4 Phase contrast photomicrograph of methanogen bacteria, Janssen (2003). Bar =
10 µm for all panels. (a) Methanosarcina. (b) Methanosaeta.
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or changes of development, and changes of cell morphology leading to a reducted mass
transfer into the cells. It is therefore reasonable to conclude thatMethanosaeta are likely
to be more adversely affected when the level of mixing is increased, and consequently that
they are outperformed by Methanosarcina when the mixing intensity increases.
Hoffmann et al. (2008a) showed that the intensity of mixing did not affect the overall
number of bacteria but, conversely, influenced the relative metanogens’ relative abun-
dance. In particular, a drop in the Methanobacteriaceae population at higher mixing
levels was observed, and constant levels ofMethanobacteriaceae and low populations of
Methanococcaceae were observed at lower levels of mixing.
McMahon et al. (2001)’s work is the continuation of Stroot et al. (2001)’s. While
Stroot et al. (2001) analyzed the biogas yield and the stability of laboratory-scale digesters,
McMahon et al. (2001) focussed on the bacteria group present and their relative abundance.
As regards the relative abundance of Methnosarcina and Methanosaeta, the formers were
found to predominate with high acetate values and consequently in unstable digester, while
the converse held for Methanosaeta. As regards the mixing intensity, the overall density of
methanogens was found to be much higher in digesters under minimal mixing conditions if
compared with digesters under continuous mixing. Furthermore, the density of methanoges
was found to increase when the mixing was changed from continuous to minimal, with
Methanosarcina being the most populous group. Conversely, the methanogens density
decreased when the mixing was changed from minimal to continuous.
2.5 Summary of the Previous Works and Research Gaps
The biochemistry of anaerobic digestion has been briefly described, and many factors
that affect it have been reviewed. The biochemical processes involved are undoubtely
complex, but they have been understood well. The factors that affect the process are well
documented, but the understanding of their role varies depending on the given factor taken
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into consideration For instance, the effects of temperature have been clarified with accuracy,
while the concentrations of inhibitory or required compounds are more contentious.
Mixing has been recognised to bring bacteria and substrate into contact, so that the
digestion process can proceed efficiently, and other benefits, such as reducing temperature,
pH and concentration gradients, and in general, creating an environment suitable for
anaerobic digestion to take place, are recognised. However, a general consensus as
regards what constitutes an efficient mixing regime is still to be reached (Bridgeman, 2012;
Sindall et al., 2013). Anyway, it has been recognised that mixed vessels perform better
in terms of both biogas production and process stability, when compared with unmixed.
However, higher levels of mixing result to be detrimental both to production and stability,
and therefore lower levels are preferable. Similarly, intermittent mixing is preferable to
continuous. Finally, the impact of mixing is less pronounced at low TS concentrations.
This being the situation, it is evident that the knowledge of mixing is fundamental,
but we still have far from a comprehensive understanding. In particular, a quantitative
understanding on mixing based on unambiguous parameters such as average shear rate
is still in its infancy. Furthermore, an understanding of the mechanisms that drive the
mixing—i.e., how the nutrients are brought in contact with the bacteria, and how the
internal gradients are uniformed—are still lacking.
Finally, all the research reported in this review considers only laboratory and pilot-scale
setups, with the sole exception of the trial cited in Sindall (2014). The behaviour of a full
scale digester may be very different, especially as regards the flow patterns, and therefore
research on full-scale anaerobic digesters is surely desirable.
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3Fluid Dynamics Modelling
“When I meet God, I am going to ask him two questions: Why relativity? And
why turbulence? I really believe he will have an answer for the first.”
Werner Heisenberg (1976).
C
OMPUTATIONAL FLUID mechanics (CFD) has proved to be effective in
deepening the knowledge of anaerobic digestion, in particular in mixing.
Several works have proposed CFD models of sludge with the ultimate
goal of improving mixing in anaerobic digestion, which is known to be
an energy-intensive operation. In this chapter, a description of the CFD framework and
of the relevant literature on CFD modelling for anaerobic digestion is given, and then the
research gaps are analysed.
First, a general description of fluid mechanics is given. The Navier-Stokes equations
and the underlying hypotheses are explained in Section 3.1, and then a more detailed
dissertation on rheology, turbulence and turbulence modelling are reported in Sections 3.2
and 3.3. Then, computational fluid mechanics is introduced in Section 3.4, and particular
attention is given to multiphase modelling in Section 3.5. A literature review of sludge
and CFD modelling of anaerobic digestion is reported in Sections 3.6 and 3.7 respectively,
and a particular focus is given to the relevant literature on multiphase CFD modelling for
anaerobic digestion in Section 3.8. Finally, a summary of the existing literature is reported
in Section 3.9, together with the knowledge gaps.
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3.1 Navier-Stokes Equations
A fluid can be identified by the property of “deforming continuously under the action of a
shear force, however small” (Kundu and Cohen, 2008). A fluid is described as a continuum
when its molecules are considered much smaller than any small (“infinitesimal”) volume
element (Landau and Lifshitz, 1987). Under this approximation, there are two approaches
to describe a fluid as a continuum. One consists of dividing it into infinitesimal elements
of constant mass and following their trajectory—this is called Lagrangian description.
The other one, called Eulerian description, consists of considering immobile infinitesimal
control volumes, and building up the velocity field.
A simple way to provide a description for a fluid is to derive a set of equations for the
velocity field u(x, t). The assumptions are conservation of mass, Galilean invariance and
isotropy in the local rest frame, the latter being defined as the rest frame of an infinitesimal
element of fluid. Two additional, but not general, hypotheses are constant density and
constant viscosity. The former does not hold for gases but reproduces well the behaviour
of liquids such as water or sludge. The latter is necessary to derive the Navier-Stokes
equations, but it is understood that does not hold for a large variety of liquids, including
sludge. Later on, in Section 3.2 an explanation of how to remove this constraint is provided.
With the hypotheses above, a system of four differential equations can be derived for
the velocity field u and the pressure field p:
r · u = 0 , (3.1)
⇢ @tu+ ⇢r · (u⌦ u) =  rp+r · ⌧ + b . (3.2)
The term b takes into account eventual non-gravitational body forces. The shear stress
30
3.1. Navier-Stokes Equations
tensor ⌧ can be composed by any combination of spatial derivatives of u that form a
symmetric second-rank tensor. The Newtonian hypothesis consists of considering only
linear first order derivatives:
⌧ij = µ (@iuj + @jui) , (3.3)
where µ is the dynamic viscosity. Equation 3.3 is often written in the equivalent form:
⌧ij = µ  ˙ij , (3.4)
where the shear rate  ˙ is defined in terms of derivatives of u:
 ˙ij = @iuj + @jui . (3.5)
Equations 3.1 and 3.2 are called the Navier-Stokes Equations and, together with the
equations 3.4 and 3.5, provide a closed set of equations for the Eulerian velocity and
pressure fields. A derivation of these equations is reported in Appendix A.
A result of the Equations 3.1 and 3.2 is the following. If we take the divergence of
Equation 3.2 (we do not consider body forces now) and consider Equation 3.4, we obtain:
 
⇢ @t + ⇢u ·r  µr2
 r · u =    r2p+ ⇢ @iuj @jui  (3.6)
that is, the condition of zero-divergence (Equation 3.1) is equivalent to the Poisson equation
for the pressure:
1
⇢
r2p =  @iuj @jui . (3.7)
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3.2 Fluid Rheology
The Newtonian approximation depicted in Equation 3.3 is valid for a wide variety of
problems. Nevertheless, it fails with many types of fluids—in particular, it fails with
sludge. In these cases, the shape of ⌧ depends of the particular molecular characteristics
of the liquid in study, and therefore needs modelling. In many models, ⌧ is still assumed
to depend symmetrically on the first derivatives of u only, but the dependence is not
linear. Rather than changing the formulation of Equation 3.4, it is preferred to include the
non-linear dependence on  ˙ into µ. Therefore, instead of a constant viscosity, an effective,
or apparent, viscosity, dependant on a number of parameters and the shear rate magnitude
| ˙| is provided. | ˙| is defined as follows:
| ˙| = 1p
2
p
 ˙ij  ˙ij . (3.8)
A variety of models has been provided in the literature (Kennedy and Zheng, 2013;
Eshtiaghi et al., 2012):
Power-law model:
µ = K | ˙|n 1 , (3.9)
where n is the power-law index, andK the consistency coefficient. Depending of the value
of n, a power-law fluid can be pseudoplastic (0 < n < 1) or dilatant (n > 1). In the former,
the effective viscosity decreases when the shear rates increase; the contrary in the latter.
Equation 3.9 holds only for an interval (| ˙|min , | ˙|max). Out of that interval, the viscosity
takes a constant maximum or minimum value.
Bird-Carreau model:
µ  µ1
µ0   µ1 =
 
1 +  2 | ˙|2 n 12 . (3.10)
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Here, in addition to the power-law index n, three other consistency coefficients, µ0, µ1
and  , are present.
Cross model:
µ =
µ0
1 + (  | ˙|)1 n . (3.11)
Some models require a minimum non-zero shear stress (“yield stress”) ⌧0 before the
fluid is displaced. Strictly speaking, materials with this behaviour are not fluids as they fail
to display infinitesimal deformation under an infinitesimal shear force, and they are better
described as plastics (Kundu and Cohen, 2008). The literature describes some models of
plastics (Eshtiaghi et al., 2012):
Bingham model:
⌧ij = ⌧0
 ˙ij
| ˙| + µ  ˙ij . (3.12)
The Bingham model describes a material that does not experience deformation for shear
stress less than ⌧0 , and then behaves like a Newtonian fluid when the shear stress exceeds
⌧0 .
Casson model:
⌧ij =
✓p
µ+
r
⌧0
| ˙|
◆2
 ˙ij . (3.13)
The Casson (1959) model is similar to the Bingham, but the transition occurs smoothly.
Herschel-Bulkley model:
⌧ij = ⌧0
 ˙ij
| ˙| +K | ˙|
n 1  ˙ij . (3.14)
The Herschel-Bulkley model describes a material that does not experience deformation for
shear stress less than ⌧0 , and then behaves like a power-law fluid when the shear stress
exceeds ⌧0 .
A particular class of fluid consists of thixotropic fluids. Their peculiarity consists of
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the fact that they retain memory of the stress they undergo. The molecules of a thixotropic
fluid are bound together by weak bonds that are easily broken by shear force. Therefore,
when subjected to a constant shear, they oppose a higher resistance when the shear starts.
Then the inter-molecules bonds are gradually broken by the shear force and the viscosity
falls gradually accordingly (breakdown phase) until a regime value, corresponding to a
complete breakdown, is reached. When the fluid is at rest again, the inter-molecule bonds
are gradually rebuilt, and the viscosity gradually increases (build-up phase), until the
original value is reached if a sufficient rest time is provided (Barnes, 1997). If subjected to
a step-wise stress, according to Barnes (1997) the typical response of a thixotropic material
is:
µ  µ1
µ0   µ1 = 1  e
( t/⌧)r . (3.15)
Viscosity depends on temperature, and different models are proposed in several books
(e.g., Kennedy and Zheng 2013). In general, the viscosity µ is multiplied by a correction
factor a dependant on the temperature T and a number of parameters. The first model that
incorporated the effect of temperature into the viscosity was Reynolds model (Reynolds,
1886):
a = exp ( bT ) , (3.16)
where b is an empirical parameter. A more accurate model, widely employed in the
polymers industry (Kennedy and Zheng, 2013), is the Williams-Landel-Ferry model
(Williams et al., 1955):
a = exp
 Cg1 (T   Tg)
Cg2 + T   Tg
 
, (3.17)
where Cg1 and C
g
2 are constant coefficients and Tg is the glass transition temperature.
According to Kennedy and Zheng (2013), this model is generally appliable to amorphous
polymers in the temperature range Tg < T < Tg + 100  C. For higher temperatures, or
where Tg is irrelevant (or not definible), the Arrhenius equation (Arrhenius, 1889) is more
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appropriate (Kennedy and Zheng, 2013):
a = exp
✓ Ea
RT
◆
. (3.18)
Here, Ea is the activation energy per mole, and R is the universal gas constant. The latter
model is the one which has commonly been employed in sludge viscosity (e.g., Wu and
Chen 2008; Bridgeman 2012) because Tg is not defined for the sludge.
3.3 Turbulence
Velocity, pressure, coordinates, time and spatial derivative and body force can be made
dimensionless by rescaling them by the characteristic length of the system L and the
characteristic velocity U :
uˆ ⌘ 1U u , pˆ ⌘
1
⇢U2 p , xˆ ⌘
1
L x ,
@ˆt ⌘ LU @t , rˆ ⌘ Lr , bˆ ⌘
L
U2 b .
(3.19)
With these redefinitions, the Navier-Stokes equations 3.2 can be cast into a dimensionless
form:
@ˆtuˆ+ rˆ · (uˆ⌦ uˆ) =  rˆpˆ+ 1
Re
rˆ · ˆ˙  + bˆ . (3.20)
The dimensionless Reynolds number, Re, is defined as:
Re ⌘ ⇢LU
µ
=
LU
⌫
, (3.21)
where ⌫ ⌘ µ⇢ is the kinematic viscosity. When the Reynolds number is small, the viscous
dissipation term in Equation 3.20 is much larger than the inertial one, and the equations
become linear. Conversely, when the Reynolds number grows, the inertial term becomes
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more and more marked, and the non-linear behaviour more and more important. Therefore,
the Reynolds number can be interpreted as the ratio of inertial to viscous forces. When the
Reynolds number is larger than a given limit value1, the flow starts displaying an acute
sensitivity to small perturbation, that is called chaotic behaviour, and the velocity field
becomes a random variable (Pope, 2000).
3.3.1 The Kolmogorov Description of Turbulence
A beautiful description of turbulence was provided by Richardson (1922) with the concept
of energy cascade, and by the work carried out by Kolmogorov in 1941 (Kolmogorov,
1991c,a,b). Both are reported by Pope (2000). According to Richardson’s idea, a turbulent
flow is composed of eddies of different sizes, an eddy being a region of size `, average
velocity u` and timescale ⌧` ⌘ `/u`, in which the flow motion is “at least moderately
coherent” (Pope, 2000). The largest eddies have size `0 of the order of magnitude of L and
velocity u0 of the same order of U , and take the energy from the mean flow; they break
up into smaller eddies that yet break up into even smaller eddies. In this way, the energy
is transferred from the main flow to smaller and smaller eddies. The process continues
until the eddy Reynolds number Re` ⌘ u` `/⌫ is small enough for the dissipative term of
Equation 3.20 to dissipate the energy (Pope, 2000). From dimensional considerations, the
energy dissipation rate is of the order of magnitude of (Pope, 2000):
" ⇠ u
2
0
⌧0
=
u30
`0
. (3.22)
Kolmogorov’s theory enriches Richardson’s description by introducing the following
hypotheses (Pope, 2000).
1This limit value depends on the particular system taken into consideration. For instance, in pipe flow the
limit value is Re = 2000 while for a body falling into a viscous medium it is Re = 10 (Kundu and Cohen,
2008).
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1. Kolmogorov’s hypothesis of local isotropy: at a sufficiently high Reynolds number,
the small-scale turbulent motions are statistically isotropic.
2. Kolmogorov’s first similarity hypothesis: at a sufficiently high Reynolds number,
the small-scale motions have a universal form that is uniquely determined by the
kinematic viscosity ⌫ and the energy dissipation rate ".
3. Kolmogorov’s second similarity hypothesis: at a sufficiently high Reynolds number,
the small-scale motions have a universal form that is uniquely determined by ",
independent of ⌫.
Kolmogorov’s description cannot provide an accurate description of any turbulent flow. In
this regard, there is a famous objection by Landau pointing out that the dissipation " can
depend on large-scale structures, that in turn are dependant on the particular problem ad-
dressed, and therefore a universal form for small-scale motions (Kolmogorov hypotheses 2
and 3) cannot exist (Frisch, 1995). Moreover, backscatter phenomena in which energy
is transferred from smaller to larger eddies, can be present, even though the backscatter
energy transfer is generally much lower than the energy cascade transfer rate (Pope, 2000).
Nevertheless, this description still provides a useful insight of turbulent phenomena.
As a consequence of the Kolmogorov hypotheses, there are length, velocity and time
scales, known as Kolmogorov scales, that identify the smallest possible eddies:
⌘ ⌘  ⌫3/" 1/4 ⇠ Re 3/4 `0 ,
u⌘ ⌘ (⌫")1/4 ⇠ Re 1/4 u0 ,
⌧⌘ ⌘ (⌫/")1/2 ⇠ Re 1/2 ⌧0 .
(3.23)
According with the Kolmogorov hypotheses, the eddy length ` range can be split into
different ranges and subranges (Figure 3.1). The main division consists of the energy-
containing range (`EI < ` < `0), and the universal equilibrium range (` < `EI). Arguments
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propend to set `EI ⇠ `0/6 (Pope, 2000). The Kolmogorov hypotheses 1 and 2 are
assumed to hold in the universal equilibrium range, while the energy production range
is dominated by large, anisotropic and problem-dependant eddies that take the energy
directly from the main flow. Arguments show that approximately the 80% of the energy is
contained in the energy-containing range (Pope, 2000). Next, the universal equilibrium
range can be split into two subranges: the dissipation subrange (` < `DI), and the inertial
subrange (`DI < ` < `EI). Arguments propend to set `DI ⇠ 60⌘ (Pope, 2000). In the
inertial subrange, the Reynolds number is high enough to make the dissipation term of
Equation 3.20 negligible, and therefore the Kolmogorov hypothesis 3 holds. On the
contrary, the dissipation term is important in the dissipation range, and viscous dissipation
occurs. In conclusion, the Kolmogorov hypotheses, together with Richardson’s concept
of energy cascade, build up a model in which energy is extracted from the main flow by
eddies in the energy-containing range, is passed down to smaller and smaller eddies in the
inertial subrange and is finally dissipated by the smallest eddies in the dissipation range
(Pope, 2000).
The turbulence energy E can be decomposed into Fourier modes E() dependant on
the eddy wavenumber  ⌘ 2⇡/` . A general form for the energy spectrum can be deduced
from the Kolmogorov hypotheses, and respects the following characteristics (Pope, 2000):
(i) in the inertial subrange, E() exhibits a power-law behaviour with exponent  5/3; (ii)
in the energy-containing range, the power-law exponent is 2; (iii) in the dissipation range,
Figure 3.1 Kolmogorov length scales and ranges (Pope, 2000).
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E() decays exponentially. An example of energy spectrum is depicted in Figure 3.2, and
a model for the energy spectrum function can be built as follows (Pope, 2000):
E() = C "2/3 5/3 f`0(`0) f⌘(⌘) . (3.24)
The functions f`0 and f⌘ design the energy-containing and dissipation ranges, and are
expected to tend to unity respectively for large `0 and small ⌘ . They can be specified as
follows (Pope, 2000):
f`0(⇠) =
0@ ⇠q
⇠2 + c2`0
1A5/3+p0 , (3.25)
f⌘(⇠) = exp
n
  
h 
⇠4 + c4⌘
 1/4   c⌘io . (3.26)
The parameters in Equation 3.24, 3.25 and 3.26 can be selected as follows: p0 = 2 ,
C = 1.5 ,   = 5.2 , c`0 ⇡ 6.78 and c⌘ ⇡ 0.40 (Pope, 2000).
Figure 3.2 Kolmogorov energy spectrum for Re`0 ' 30,000 (Pope, 2000).
39
Chapter 3. Fluid Dynamics Modelling
3.3.2 Reynolds Equations
The extremely wide range of length scales involved in a turbulent flow (for instance
Figure 3.2) makes the numerical reproduction of a real turublent flow extremily numerically
expensive: according to Pope (2000), the number of floating-point operations necessary
for a simulation of the duration of four times the turbulence time scale ⌧0 is Re6. For this
reason, the numerical reproduction of the full turbulence spectrum, or direct numerical
simulation, is limited to foundational studies involving low Reynolds numbers, simple
geometries and small volumes. However, in industrial application, an averaged solution
is sufficient for practical purposes. The Reynolds decomposition consists of separating
the Eulerian velocity field u(x, t) into a constant hu(x, t)i and a fluctuating component
u˜(x, t):
u(x, t) = hu(x, t)i+ u˜(x, t) . (3.27)
It is evident that hu˜i = 0. In the case of stationary flow, the average is intended to be
performed over the whole time span of the problem taken into consideration. In case of
variable flow, the average is taken over a time period  t much larger than the timescale of
the eddies responsible of the turbulence (Versteeg and Malalasekera, 1995):
hu(x, t)i ⌘ 1
 t
Z t+ t
t
u(x, ⌧) d⌧ . (3.28)
It should be noted that the space and time partial derivative commute with the averag-
ing procedure described in Equation 3.28, but not the substantial derivative. The same
averaging procedure is carried out for the pressure field.
The averaging procedure of Equation 3.28 can be applied to the Navier-Stokes equa-
tions 3.1 and 3.2. The resulting equations are called Reynolds equations:
r · hui = 0 , (3.29)
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⇢ @t hui+ ⇢r · (hui ⌦ hui) =  rhpi+r · (h⌧i+R) + hbi . (3.30)
The averaging of the shear stress tensor is straightforward as it depends only on the spatial
derivatives of the velocity field; also the averaging of the body forces does not cause
complications. On the contrary, the averaging of the inertial transport term gives rise to the
extra termr · R at the second member, where R is the Reynolds tensor and is defined as:
Rij ⌘  ⇢ hu˜iu˜ji . (3.31)
The Reynolds tensor is built from the fluctuating velocity, and contains the whole informa-
tion about the turbulence. As it cannot be deduced from the averaged flow, a (turbulence)
model that reproduces R must be introduced in order to provide a closure to the Reynolds
equations 3.29 and 3.30.
3.3.3 Boundary Layer
Turbulent flow near a solid surface behaves differently from the bulk fluid. The zero velocity
condition at the wall, in fact, has as a consequence that near-wall flow is dominated by
viscous effects even in high Reynolds number bulk flow.
Let us consider a near-wall flow with transverse length scaleD. The flowmain direction
is parallel to the wall surface. Let the x coordinate indicate the direction parallel to the wall,
and y the direction normal the wall. Let u and v be respectively the velocity components
parallel and normal to the wall. If the flow is fully developed, u does not depend on x. The
main component of the shear stress tensor ⌧ is ⌧xy , and can be written in terms of viscous
and turbulent contributions:
⌧ ⌘ ⌧xy = µdhui
dy
  ⇢ hu˜v˜i . (3.32)
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At the wall, the turbulent contribution vanishes due to the zero velocity condition:
⌧w ⌘ µ
✓
dhui
dy
◆
y=0
. (3.33)
From dimensional considerations, the following velocity and length scales can be derived.
Friction velocity:
u⌧ ⌘
r
⌧w
⇢
; (3.34)
viscous length scale:
 ⌫ ⌘ ⌫
u⌧
. (3.35)
A dimensionless wall coordinate y+ and a dimensionless wall velocity u+ can be defined
as:
y+ ⌘ y
 ⌫
, (3.36)
u+ ⌘ u
u⌧
. (3.37)
The relative contributions of viscous and turbulent shear stressed are shown in Figure 3.3.
There is a strong dominance of viscous stress for y+ < 5 and, conversely, a strong turbulent
dominance for y+ > 35. The two terms are both present in-between.
It is noticeworthy that the profiles in Figure 3.3 are the same for both the Reynolds
numbers considered (Re = 5,600 and 13,750). Accordingly, the Prandtl hypothesis
(Prandtl, 1925) states that there exists an inner layer y/D ⌧ 1 (say y/D < 0.1), where
the average velocity profile is determined by a universal function independent of D and
the inlet velocity. The average velocity along the x direction can be written as a function
of the friction velocity and the two non-dimensional groups y/D and y/ ⌫ :
hui = u⌧ F
✓
y
D
,
y
 ⌫
◆
, (3.38)
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or, equivalently:
dhui
dy
=
u⌧
y
 
✓
y
D
,
y
 ⌫
◆
. (3.39)
Due to the Prandtl hypothesis, Equation 3.39 becomes in the limit y/D ⌧ 1:
dhui
dy
' u⌧
y
 1
✓
y
 ⌫
◆
. (3.40)
The importance of Equation 3.40 lies in the fact that it states that the velocity in the inner
layer depends only on one variable, and assumes the universal form:
u+ = fw
 
y+
 
. (3.41)
Equation 3.41 is called law of the wall. Applying a non-slip condition and dimensional
considerations yields:
fw(0) = 0 ; f
0
w(0) = 1 . (3.42)
As discussed above, for y+ < 5 the viscous contribution in Equation 3.32 is dominant.
This domain is called the viscous sublayer. According to Equations 3.41 and 3.42, u+ can
Figure 3.3 Viscous and turbulent near-wall shear stress in a channel flow. Figure from Pope
(2000), data from direct numerical simulations performed by Kim et al. (1987). Dashed
line: Re = 5,600. Solid line: Re = 13,750.
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be written as:
u+
 
y+
 
= y+ . (3.43)
On the contrary, for y+ > 35 the turbulent contribution is dominant and consequently
the dependence on the viscosity vanishes. Therefore, Equation 3.40 reduces to:
dhui
dy
' u⌧
y
1

. (3.44)
Consequently:
u+
 
y+
 
=
1

ln y+ + B . (3.45)
The generally accepted values for  and B are 0.41 and 5.2 respectively. The domain
y+ > 35 is called the log-law region and is extended to the limit of the viscous layer. An
upper limit for y+ can be set to 300. Beyond this value, the flow can be considered as in
the bulk region.
The layer intermediate to the viscous sublayer and the log-law region is called the
buffer region. Here, the profile of y+ varies from Equation 3.43 to Equation 3.45.
3.3.4 Turbulence Models
The first attempts to model the Reynolds tensor are based on the turbulent viscosity
hypothesis, or Boussinesq hypothesis. A parallel is traced with the relationship between
laminar shear stress and shear rate; more specifically, the deviatoric part of the Reynolds
tensor is assumed to be proportional to the main shear rate:
1
⇢
Rij +
2
3
k  ij = ⌫T h ˙iji . (3.46)
The coefficient ⌫T is called turbulence viscosity. The models based on this hypothesis
are called “turbulence viscosity models”. The apparently natural assumption of constant
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⌫T works only in a very limited number of cases and it is strongly model-dependant, and
therefore is of no practical use.
One of the most common approaches consists of closing the Reynolds equations 3.29
and 3.30 with two additional equations for the turbulent kinetic energy k and the turbulence
energy dissipation rate ", and calculate ⌫T from k and ". This is called the standard k–"
model, and was proposed by Jones and Launder (1972). A more detailed description of
the standard k-" model is given in Appendix B. The standard k–" model provides reliable
results for many flows at a low computational cost, and therefore is extensively used.
However, it gives inaccurate results for a large category of flows, including jets, rotating or
swirling flow, and low-Reynolds numbers.
In order to improve the performance of the standard k–" model, a number of improve-
ments have been proposed. The realisable k–" model proposed by Shih et al. (1995)
addresses part of the standard k–" shortcomings, even though yields unphysical results in
domains composed of both rotating and stationary domains. In this model, the dissipation
rate equation is reformulated on the base of the dynamic equation of the mean-square
vorticity fluctuation at large turbulent Reynolds number and does not involve a Reynolds
tensor production term. In the k–! model (Wilcox, 2006), an equation for the specific dis-
sipation rate ! ⌘ "/k is provided in place of the one for ". This model behaves better than
the k–" models, especially for low-Reynolds flows, but is problematic for non-turbulent
free-stream boundaries. A blend of the k–" and k–! models, called SST k–!, has was
proposed by Menter (1994) and is aimed at using the respective strength points of the k–"
and k–! models.
An alternative to the Boussinesq hypothesis consists of directly solving all the six
independent components of the Reynolds stress tensor, plus one scalar involving dissipation.
The models that follow this idea are known as Reynolds stress models. A more detailed
description of the Reynolds stress models is given in Appendix C. Due to the absence of
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the Boussinesq hypothesis, Reynolds stress models generally give slightly better results
when compared with turbulent viscosity models, but at the price of a generally higher
computational expense due to the higher number of equations to be solved. Therefore,
Reynolds stress models are usually confined to problems in which the turbulence is
manifestly non-isotropic, and generally a cost/benefits analysis is advisable before applying
them.
Large-eddy simulations are another method to model turbulence, alternative to the
Reynolds decomposition described in Section 3.3.2. Instead of being averaged over time,
the velocity field u(x, t) undergoes a filtering operation aimed at decomposing it into
low-wavenumbers, higher-scale motions u¯(x, t), and high-wavenumbers, smaller-scale
fluctuations u0(x, t) (Pope, 2000). The higher-scale motions are affected by the geometry
and are not universal, while the smaller fluctuations can be considered to have a universal
character according with the Kolmogorov hypotheses. The Navier-Stokes equations are
solved for u¯(x, t). The small-scale fluctuations are addressed by considering an additional
“residual stress tensor” in the equations (Pope, 2000). The closure is obtained by modelling
the residual stress tensor, most simply by an eddy-viscosity model (Pope, 2000). According
to Pope (2000), large eddy simulations require a finer mesh than the Reynolds-averaged
models, partly due to the need of resolving the near-wall flow. Large eddy simulations are
expected to provide improved accuracy compared to the Reynolds-averaged methods, but
at the cost of a much higher computational expense.
3.4 Computational Fluid Dynamics (CFD)
Very few problems allow analytical solutions of the Navier-Stokes equations 3.1 and 3.2.
For this reason, a numerical approach is desirable. Computational fluid dynamics is a
framework in which the equations of motion are discretized and solved with numerical
algorithms. In the case of this work, the equations of motion consist of the Navier-Stokes
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equations 3.2 and the Poisson equation 3.7 for the pressure.
3.4.1 Pre-Processing
First of all, the physical domain in which the fluid dynamics phenomena of interest must
be identified. The physical domain is a continuum, and therefore a complete knowledge
of the solution would require computation of the value of the fields at an infinite number
of points. As this is impossible, a finite set of points, called the computational domain, is
extracted from the physical domain, and it is assumed that the knowledge of the fields at
these points gives a satisfactory representation of the solution. This also implies that the
(continuous) differential equations 3.2 and 3.7 must be rewritten as algebraic equations
defined at the point of the computational domain. The process of extracting a finite set
of points from the physical domain and rewriting the equations of motion in an algebraic
form is called discretization.
There are many discretization methods. In this work, the finite volume method has
been employed. This consists of dividing the physical domain into a set of cells; for each
cell, the values of the fields are considered as constant and equal to the value of the fields
at the cell centre. The set of the cells is called the mesh.
The discretization of the Navier-Stokes equations is carried out by integrating them over
a cell, and then enforcing the divergence theorem. In this way, the spatial derivatives are
reduced to the differences of the field values at the face centres. A number of interpolation
methods, called discretization schemes, use the field values at the neighbouring cells to
calculate the field values at the face centres. A number of time discretization schemes
make use of the field values at different timesteps to discretize the time derivatives.
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3.4.2 Processing
Once the boundary and initial conditions are set, an iterative procedure to solve the
discretized equations takes place. The equations 3.2 and 3.7 are solved with a “segregated”
algorithm that splits the problem of finding the solution of the two equations into two
sub-problems. An initial guess for the pressure field is used to solve the Navier-Stokes
equation 3.2 for the velocity. The velocity field obtained in this way is used as an initial
guess to solve the Poisson equation 3.7 for the pressure. The procedure is repeated until the
relative difference from the previous iteration falls below a given value, and the solution is
deemed to be “converged”.
When convergence is achieved, the fields values are used as initial conditions for the
next timestep, and the procedure is repeated until the difference between the fields values
at two timesteps falls below a given value (in the case of steady state simulations), or a
given total amount of timesteps has been simulated (transient simulations).
3.4.3 Post-Processing
Once the simulation has been carried out, the data files are analysed and physical data are
extracted according to the particular problem being studied. The problem of assessing
the reliability of the output data arises as errors due to modelling or discretization can
be present. In order to accomplish this and to estimate the error, two complementary
approaches of “verification” and “validation” are available (Roache, 1998).
Verification consists of addressing the error arising from discretization. When the phys-
ical domain is discretized, an approximation of the problem is performed. Consequently,
the final result is expected to depend on the number of cells N or, equivalently, on a length
scale h typical of the cell size. The exact (continuum) case is represented by the limit
N !1 or, equivalently, h! 0. The discretization error is considered to be under control
when the simulation converges with order p > 0. That is, given a variable   critical to the
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conclusions of the work, we have:
|    exact| ⇠ hp . (3.47)
The (theoretical) order of convergence is determined by the discretization schemes em-
ployed. Each scheme has a proper order of convergence, and the global order of con-
vergence is equal to the lowest order of convergence among the discretization schemes
employed. However, due to mesh skewness and local variations of the grid size, the
actual order of convergence (Equation 3.47) is generally lower than the theoretical order of
convergence. The simulation is considered as satisfactory when the mesh is fine enough to
reproduce the behaviour described in Equation 3.47; that is, when the asymptotic range
of convergence is achieved. Roache (1994, 1998) proposed the Grid Convergence Index
(GCI) method to assess the asymptotic range of convergence and give an estimation of the
discretization error. According to Celik et al. (2008), the variable   is determined from
three sets of grids, say a, b and c from the finest to the coarsest. The underlying hypothesis
is that the value of   determined by the simulation can be written as a Taylor polynomial
of h:
  =  exact + g1h+ g2h
2 + g3h
3 + . . . (3.48)
p is calculated recursively in the following way:
p =
1
ln rba
|ln |✏cb/✏ba|+ p(q)|
q(p) = ln
rpba   s
rpcb   s
s = sign (✏cb/✏ba)
(3.49)
where rcb and rba are the linear refinement factors from mesh c to b and from mesh b to
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mesh a respectively, and:
✏cb ⌘  c    b , ✏ba ⌘  b    a . (3.50)
The grid convergence index (GCI) is defined as:
GCIcb ⌘ 1.25 |✏cb/ b|
rcb   1 , GCIba ⌘
1.25 |✏ba/ b|
rba   1 . (3.51)
The simulations are in the asymptotic range of convergence (and hence mesh independence
is achieved) when
GCIcb
rpbaGCIba
' 1 . (3.52)
Under these circumstances, the value of GCIba can be used as a (conservative) estimation
of the relative error on the finest mesh.
Validation is the comparison of the verified output of a simulation with experimental
data. The comparison with nature facilitates the assessment of whether the modelling is
correct, i.e. the equations discretized and solved in the simulation correctly represent the
physical laws involved in the phenomenon under study.
3.5 Multiphase Models
Multiphase flow occurs when different immiscible fluids, or fluids with different phases,
are simultaneously present in the domain. The phenomenology of multiphase flows is
extremely wide—it is not surprising, then, that a unified model does not exist. A number of
different models depending on the particular problem taken in analysis has been developed.
However, the question of the empirical closure models is still open and debated (Andersson
et al., 2012).
In the CFD framework, three models have been a wide field of applicability: Euler-
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Euler, Euler-Lagrange and Volume-of-fluid (van Wachem and Almstedt, 2003; Andersson
et al., 2012).
3.5.1 Euler-Lagrange Model
In the Euler-Lagrange model, one (or more) “dispersed phase” is treated as an ensemble
of discrete particles moving inside a continuous phase. If the dispersed phase senses the
continuous phase but the latter is unaffected, then the phase coupling is called “one-way
coupling”, and the problem can be simply treated as a single-phase problem with post-
processing particle tracking (Andersson et al., 2012). In contrast, the case of the continuous
phase being affected by the dispersed phase is called “two-way coupling”. In this case,
the continuous phase is described by the Navier-Stokes equations 3.1 and 3.2 with an
additional momentum exchange term F between fluid and particles (van Wachem and
Almstedt, 2003):
r · u = 0 , (3.53)
⇢ @tu+ ⇢r · (u⌦ u) =  rp+r · ⌧ + b+ F . (3.54)
The momentum transfer can be expressed as:
F(x) =
X
p
Fp  (x  xp) , (3.55)
where Fp is the resultant of the forces acting on the p-th bubble. The Dirac delta, after
discretization, states that the contribution of the p-th bubble to Equation 3.54 is Fp in the
cell in which the bubble is present, and zero elsewhere. The equation of motion for each
bubble is Newton’s second law:
mpu˙p = Fp , (3.56)
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where up ⌘ x˙p is the instantaneous velocity of the bubble. The resultant for the p-th
bubble Fp is usually modelled as the sum of components arising from the effect of pressure
gradient, buoyancy, drag and lift. A number of models are available for expressing these
effects depending on the particular characteristics of the problem studied. The case of
particles interacting with each other is called “four-way coupling” (Andersson et al., 2012).
In this case, Equation 3.56 becomes:
mpu˙p = Fp + Fˆp , (3.57)
where Fˆp is the resultant of all the particle-particle forces acting on the p-th particle.
The Euler-Lagrange model is particularly effective when the dispersed phase is diluted,
i.e. when the dispersed over continuum phase volume ratio is “small” (van Wachem and
Almstedt, 2003; Andersson et al., 2012). Although neither van Wachem and Almstedt
(2003) nor Andersson et al. (2012) provide a more precise definition of “small”, it is
reasonable to assume that the volume of the dispersed phase should be meant to be as
negligible if compared to the continuum phase volume; this being the case, the dispersed
phase volume should be one at least one order of magnitude smaller than the continuum
phase. In other words, it is reasonable to assume that “smaller” in van Wachem and
Almstedt (2003); Andersson et al. (2012) means “smaller than 10 1”. As the computational
expense is proportional to the number of particles, this method can become unaffordable
when the number of particles increases too much. This is especially true in the case of
four-way coupling because the addition of the particle-particle interactions makes the
problem numerically stiff (van Wachem and Almstedt, 2003).
Finally, it should be noted that the underlying hypothesis in the Navier-Stokes equa-
tion 3.54 is that the particle volume is negligible when compared to the cell size (van
Wachem and Almstedt, 2003). Therefore, the validity of the model is not guaranteed if the
particles have non-negligible volume compared with the cell size.
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3.5.2 Volume-Of-Fluid Model
The volume-of-fluid model is usually employed to model a system in which two phases
with a well distinct interphase surface coexist. Let the two phases be labelled as phase 1
and phase 2. First, the interphase surface is tracked with a volume-of-fluid function, or
colour function field ⇠(x), defined to be as 1 at the points in which the phase 1 is present,
and 0 elsewhere (van Wachem and Almstedt, 2003). The colour function must obey a
continuity equation:
(@t + u ·r) ⇠ = 0 . (3.58)
In the continuum, ⇠ is a step function, but after discretization it is expected that cells
crossed by the interphase surface experience a colour function value between 0 and 1 as
they are expected to contain a non-zero fraction of each phase. In this way, the gradient of
⇠ is zero everywhere except for the cells crossed by the interphase surface. Therefore, the
surface is tracked by identifying the cells with non-zero ⇠ gradient.
Once the interphase surface is tracked, the Navier-Stokes equations 3.1 and 3.2 are
solved with the appropriate density and viscosity depending on which phase is present at a
given cell:
r · u = 0 , (3.59)
⇢f @tu+ ⇢fr · (u⌦ u) =  rp+r · ⌧f + bf +   , (3.60)
where   is the surface tension vector. Here the subscript ·f indicates that the quantity is
referred to the phase 1 or the phase 2 depending on which phase is present at the given
point. The velocity and pressure fields are intended as referred to the phase present at the
given point.
The volume-of-fluid model is particularly effective when the two phases are well
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separated, i.e. when the interphase surface cuts a large number of cells smoothly: according
with Andersson et al. (2012), about 20 cells/diameter are needed to satisfactorily resolve a
spherical bubble or drop. Conversely, the model works as long as there are enough cells
to properly describe the geometry of the interphase surface, and therefore the model can
become inaccurate and eventually fail to track the surface in cases of complex geometries,
for example in the extreme case of bubbles of volume smaller than the cell size, or where
vorticity occurs.
3.5.3 Euler-Euler Model
In the Euler-Euler model, the phases are modelled as immiscible, interpenetrating continua.
The information about the (perhaps complex) geometry of the interphase surface is averaged
out by introducing the volume fraction field ↵n(x), that defines the ratio of the volume
occupied by the n-th phase over the total volume at a given cell. The Navier-Stokes
equations 3.1 and 3.2 are solved for each phase after being weighted by the volume fraction
↵n . Additional terms consist of the mass transfer M˙mn from phasem to phase n and the
momentum transfer Imn (van Wachem and Almstedt, 2003):
X
n
↵n = 1 , (3.61)
⇢n (@t +r) (↵nun) =
X
m
⇣
M˙mn   M˙nm
⌘
, (3.62)
⇢n @t (↵nun) + ⇢nr · (↵nun ⌦ un) =
  ↵nrp+r · (↵n⌧n) + ↵nbn +
X
m
Imn .
(3.63)
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The momentum transfer coefficients are subject to global momentum conservation:
X
m,n
Imn = 0 . (3.64)
In theory, the Euler-Euler model is quite flexible and can address problems that cannot
be treated with the other models, for example a dispersed phase with high dispersed
to continuous volume ratio, or two-phase flows with a complicated interphase surface
geometry. However, the mass transfer terms Inm require a larger amount of empirical
modelling compared with the Euler-Lagrange and the volume-of-fluid models. Moreover,
the simplifications performed by introducing ↵n must be accounted for in the turbulence
model by adding additional terms describing the additional turbulence energy arising from
the fluctuations of the interphase surface (Andersson et al., 2012). For these reasons,
Andersson et al. (2012) suggest using the Euler-Euler model only when other models are
not available.
3.6 Literature Review on Sludge Viscosity
Sludge rheology is complex. It has been well known for a long time (Allen and Robinson,
1990) that filamentous fermentation broths display non-Newtonian characteristics such
as pseudoplasticity and yield stress, and that non-Newtonian behaviour increases with
TS content. Achkari-Begdouri and Goodrich (1992) investigated dairy cattle manure and
stated that the rheological characteristics depend on the temperature. Moeller and Torres
(1997) investigated raw primary, raw secondary, and aerobically and anaerobically digested
sludges from biologically-treated combined municipal and industrial wastewaters and
recorded very different rheological properties. They also showed that in batch fermenters,
the sludge rheological characteristics change drastically, the apparent viscosity and non-
Newtonian behaviour decreasing when digestion progresses. More recently, Baudez et al.
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(2013) showed that sludge displays a wide set of non-Newtonian behaviours such as
pseudoplasticity, yield stress and shear banding. Thixotropic behaviour was also recorded
(Eshtiaghi et al., 2012).
From a modelling point of view, Achkari-Begdouri and Goodrich (1992) proposed a
simple power-law model, with the coefficients depending on TS and temperature. Sindall
(2014) reports that the following models were used in the literature: Bingham (Guibaud
et al., 2004; Pevere et al., 2009), Herschel-Bulkley (Mori et al., 2008; Yang et al., 2009)
and Casson (Yang et al., 2009). Eshtiaghi et al. (2012) proposed different models for
different ranges of shear rate.
Wu and Chen (2008) performed series of CFD simulations with sludge modelled as a
Newtonian fluid, and another one using a power-law model with the parameters chosen
according with the work of Achkari-Begdouri and Goodrich (1992), and demonstrated that
the outcomes are completely different. The validation was performed by comparing the
simulated data with the experimental results of Pinho and Whitelaw (1990), which were
obtained from an aqueous solution of carboxymethyl cellulose (CMC). CMC solutions
were chosen because they display power-law indices and densities similar to the sludge
considered in Achkari-Begdouri and Goodrich (1992). The first approximation of consid-
ering sludge as a power-law fluid was adopted by a number of authors, e.g. Terashima
et al. (2009); Bridgeman (2012); Wu (2014). Craig et al. (2013), on the contrary, adopted a
Herschel-Bulkley model.
3.7 Previous CFD Studies of Anaerobic Digestion
Thanks to the progress of computer performance, computational fluid dynamics has become
an invaluable resource in the simulation of processes involving fluid flow, and it is not
a surprise that it has been widely used to study mixing in anaerobic digestion. Sludge
is opaque: this makes experiments difficult to perform and therefore makes the use of
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CFD more valuable, but for the same reason it makes also the process of validation more
difficult.
The only experiments—and, consequently, validations—reported in the literature on
full-scale anaerobic digesters consist of the introduction of a tracer fluid at the inlet
and its detection at the outlet. They are costly experiments and only give a “black box”
representation of the flow through the digester (Sindall, 2014). Other approaches consist of
comparing dimensionless groups calculated from specifications such as the power absorbed
by the impeller (Wu, 2011, 2012a).
The scarcity of full-scale experimental evidence is due to the difficulties in performing
experiments on sludge explained above, together with the logistical impediments on
performing experiments on a plant that operates on corrosive and biochemically hazardous
matter. Therefore, it is laboratory-scale experiments that usually provide the benchmark
for CFD models aimed at describing mixing in anaerobic digestion. They are also the
tools for choosing the most appropriate rheological and turbulence models, as well as
informing modelling strategies involved in the simulations, such as bubble injection
methods, boundary conditions or multiphase momentum transfers. Moreover, they are
the ones that allow a thorough validation of the CFD models. It is not surprising, then,
that the majority of the published work makes use of CFD simulations to predict the flow
behaviour of full-scale plant, while the validation of CFD models is mostly limited to
laboratory-scale setups.
For the sake of simplicity, the literature on mixing in anaerobic digestion can be split
into laboratory-scale, pilot-scale and full-scale.
3.7.1 Laboratory-Scale Literature
Wu and Chen (2008) were the first authors to simulate mixing in anaerobic digestion
using a non-Newtonian fluid model. A computational model equipped with a standard k-"
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turbulence model was first validated against the experimental data of Pinho and Whitelaw
(1990) for a non-Newtonian liquid flowing through a pipe, and then applied it to a 4-litre
digester. As explained before, they showed that Newtonian and non-Newtonian flow
patterns are largely different.
Bridgeman (2012) modelled a 6-litre impelled-mixed tank. The capacity of Standard
k-", Resizable k-", Renormalised Group k-", Standard k-!, and Reynolds Stress turbu-
lence models of reproducing the experimental results was assessed in the following way:
the simulated dissipated power resulting from the simulations was integrated over the
computational domain, and then compared with the result of the experimentally measured
power input. The Reynolds stress model was considered to perform best, while the standard
k-" model was the worst. This result was to be expected, as the hydrodynamics of a closed
digester are characterised by rotating and swirling flow, and it is well-known that the stan-
dard k-" model fails to reproduce such flows accurately (cfr. Section 3.3.4). On the other
hand, it is accepted that the Boussinesq hypotheses may not hold in a constrained domain
such as a vessel, the Reynolds tensor’s component normal to the wall being attenuated
near the wall. For this reason, it is understandable that the Reynolds stress model might
perform better than the models based on the isotropic eddy viscosity. The dependence
of flow patterns on the total solids was assessed by comparing simulations with different
TS and the same impeller rotational speed (100 rpm). The digester volume was divided
into zones with low velocity magnitude (< 0.02 m s 1), medium (0.02—0.1 m s 1), and
high (> 0.1 m s 1). It was shown that the mean velocity fell and the volume of the dead
zones increased when TS increased. The dependence of the flow patterns on the rotational
speed was assessed by comparing simulations with different rotational speed and the same
TS (5.4%). It was shown that, while the volume of the zones in which the mean velocity
is relatively high does not change much, the volume of the dead zones decreases when
rotational speed increases. Nevertheless, it was not possible to eliminate the dead zones.
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In all the cases, the average shear rate was well below the value of 50-80 s 1 suggested by
literature for anaerobic digestion plants (Tchobanoglous et al., 2010). Nevertheless, this
was shown to have no effect on experimental biogas production; furthermore, increasing
speed from zero to 100 rpm was shown to have no effect on biogas yield.
Wu (2010c) used twelve turbulence models, including low-Reynolds number models
to simulate the pressure loss of power-law sludge through a pipe. The outcome of the
simulations was compared to empirical correlations. However, according with Sindall
(2014), such correlations are referred to fully developed turbulence, while the simula-
tions displayed relevant developing zones. Moreover, no mesh independence test was
performed. It was found that the Chang-Hsieh-Chen low Reynolds model using 52,800
cells reproduced the correlations best. However, the results did not differ greatly from the
outcome of the standard k-! model using 18,000 cells, and the latter was judged as a better
quality/computational cost compromise. Then, the standard k-! model was employed
to simulate a 790 m3 digester. The shear rate was calculated locally, and a division of
the domain into zones as in Bridgeman (2012), but with the shear rate magnitude in the
place of the velocity, was performed. The results were compared with the average shear
rate calculated from an estimation of the average shear rate taken from the power input
proposed by Coufort et al. (2005), and were found to be sensibly lower. The author
attributed the discrepancy to the non-Newtonian nature of the sludge and concluded that
the study of the local shear rate is more reasonable than the traditional definition of the G
value that characterizes a complex flow field with a single number.
Wu (2012c) compared the relative performance of large eddy simulations (LES) and
RANS turbulence models applied to a 4.3 litre mechanically mixed digester filled with
power-law sludge. The results were validated against the experimental work of Hoffmann
et al. (2008b). Due to the issues concerning energy conservation in the experimental data
pointed out in the article of Wu (2012c), a further comparison was carried out with the
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experimental data of Bugay et al. (2002). It was found that LES models gave slightly better
predictions albeit with a much higher computational cost. According to Sindall (2014),
however, the results of the work of Wu (2012c) are affected by issues deriving from a too
small number of cells for the LES simulations and the lack of a grid-independence test.
3.7.2 Pilot-Scale Literature
Wu (2011) reproduced a 0.57 m3 tank filled with a power-law sludge and used six turbu-
lence models (standard k-", realisable k-", RNG k-", standard k-!, SST k-!, Reynolds
stress). Two dimensionless groups were calculated from the simulated data, and then com-
pared to the lab specifications of the impellers. It was shown that the standard k-! model
predicted dimensionless numbers values better for water and 2.5% TS, while realisable
k-" behave better for higher TS values. In all cases, the Reynolds stress model was more
computationally expensive than the turbulent viscosity models.
Wu (2012a) reproduced a tank of about 18 m3 filled with a power-law sludge and
stirred with impellers of different designs. Two dimensionless groups were calculated
from the simulated data, and then compared to the outcome of experimental measurements
performed on an apparatus of the same design filled with a xanthan gum solution. It
was shown that the choice of the impeller significantly influences the flow patterns. The
simulations were performed under a laminar flow hypothesis: however, according to
Sindall (2014), this can be detrimental for the reliability of the results as the Reynolds
numbers fall in the transition range.
3.7.3 Full-Scale Literature
Meroney and Colorado (2009) modelled the injection of a tracer into four full-scale
digesters of different sizes and recirculation-driven mixing with different draft tube con-
figurations, and then compared the outcome with the experimental work of Cholette and
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Cloutier (1959). They modelled turbulence with the standard k-" model, and the sludge
rheology as a Newtonian fluid with the same density and viscosity of water. As explained
before, however, the standard k-" model gives inaccurate results in rotating flows, that
are known to occur in closed vessels. Moreover, the flow patterns of Newtonian and
non-Newtonian fluids differ greatly (Wu and Chen, 2008).
Wu (2010b) simulated an egg-shaped digester with mechanical draft tube mixing.
Newtonian (water) and power-law (sludge) fluids with the same characteristics of Wu
and Chen (2008) were modelled. The work investigated the optimal propeller position
and performed a comparison between mechanical draft tube and recirculated mixing,
concluding that the former is more efficient. The simulations also showed that the amount
of dead zones increases with increasing apparent viscosity. The CFD results were validated
against a digester at the San Mateo Wastewater Treatment Facility in Arizona filled with
water, and two global dimensionless groups were compared with the lab specifications of
the impellers.
Terashima et al. (2009) modelled a full-scale digester mixed by an impeller confined
inside a draft tube. A power-law model was used to assess the sludge viscosity. The
numerical results were compared with an experimental tracer response curve. The coeffi-
cients of the power-law model were determined experimentally by studying the pressure
drop through a pipe. In spite of the clear limitations of the model, such as impeller mod-
elled as an applied force to the sludge with a try-and-fail setup, small number of cells
and laminar flow model, the simulations were in good agreement with the experimental
tracer curve. The outcome of the simulations was that an increase of mixing lead to a
more uniform tracer concentration, and that uniformity was achieved more quickly in less
viscous solutions.
Craig et al. (2013) simulated a full-scale draft-tube impeller filled with water and
Herschel-Bulkley sludge with different coefficient in order to take the differences between
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raw and digested sludge into account. The SST k-! turbulence model was adopted. An
attempt to reproduce the surface profile due to the bell-mouth exit was performed with a
two-dimensional volume-of-fluid model, and the output surface profile as an input to the
full-scale simulations. However, the outcome of the latter behaved worse than simulations
performed with a flat, free surface. It was shown that the flow patterns of water and sludge
differ significantly, the latter displaying more dead zones. Also, they showed that mixing
digested sludge takes less energy than mixing raw sludge. A GCI test was performed, and
it was found that, although the value of the parameters adopted for the grid independence
verification expressed only a weak grid dependence, the flow patterns showed larger
variations. Therefore, a GCI test is advisable when performing CFD simulations of sludge
mixing.
3.8 Previous Multiphase CFD Studies of Anaerobic Diges-
tion
In contrast to the quantity of work carried out to understand mechanical and recirculation
mixing, gas mixing still remains poorly studied. During the gas-mixing process, a complex
pattern of momentum exchange between bubbles and liquid phase takes place, and therefore
a genuine multiphase model is required to reproduce the liquid phase mixing robustly and
with fidelity. However, only Vesvikar and Al-Dahhan (2005); Wu (2010a, 2012b) have
investigated this subject with a robust multiphase model. Karim et al. (2007) investigated
gas mixing, but they carried out broad simplifications in their analysis, as their model
works only on a specific case of draft tube-driven mixing. Furthermore, the effect of
gas injection was modelled by specifying the outlet velocity at the exit of the draft tube,
while the inside the draft tube was not studied. As can be seen, their analysis was actually
carried out with a single-phase model: even though their model was able to reproduce the
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experimental data satisfactorily, it was specific for a very definite problem.
Vesvikar and Al-Dahhan (2005) investigated draft-tube confined gas mixing in a 7.2
litre digester filled with a Newtonian sludge. An Euler-Euler two-way-coupling model was
chosen. A standard k-" model for the liquid fraction, and a zero-equation mixing-length
turbulence model for the gas fraction were chosen. According to Sindall (2014), the
simulated flow patterns were qualitatively similar to experiment, but the axial velocity
showed a discrepancy of about 20%. The authors discussed the effects of changing the
geometry and the gas flow rate, and concluded that a change of the gas flow rate did not
affect the flow patterns outside the draft tube, while increasing the tube diameter led to
a decrease of dead zones. According to Sindall (2014), it is likely that the results are
negatively affected by the choice of a Newtonian viscosity model, the use of the standard
k-" turbulence model and the adoption of first-order upwind discretization schemes for the
convection terms.
Wu (2010a) investigated gas-mixed power-law sludge with an Euler-Euler two-way-
coupling model. The gas phase was approximated as an ensemble of non-interacting
spherical bubbles. Twelve turbulence models for the continuous phase were tested by
simulating a bubbly pipe flow and comparing the pressure drop with empirical correlations.
It was shown that the model underpredicts the pressure drop when the bubble size increases.
However, these simulations were hindered by the same issues for pipe flow simulations de-
scribed for the work of Wu (2010c), and by the choice of a first-order upwind discretization
scheme for the convection terms. The SST k-! model was used to model a laboratory-scale
confined gas mixed digester, and the results were compared with the experimental data
of Karim et al. (2004), which was carried out using the computer automated radioactive
particle tracking (CARPT) and computed tomography (CT) techniques, and showed that a
relevant part of the digester was occupied by dead zones despite the increasing of gas flow
rate. The simulations were reported to predict the axial velocity well except for near the
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surface and the draft tube: in these zones, the axial velocity resulted to be underpredicted
by a factor of 1/2. The model developed in Wu (2010a) was then used to simulate a
full-scale 791 m3 digester and confined and unconfined gas mixing were compared. It was
reported that the extension of the dead zones increases and the average velocity decreases
when the total solid content increases. It was shown that unconfined gas mixing displays
higher average velocities but larger dead zones if compared with confined mixing, and it
was concluded that the latter achieved a better mixing for 5.4% TS. Furthermore, confined
gas mixing was compared to recirculated mixing and draft tube impeller mixing, and it
was concluded that, in terms of efficiency, gas mixing lied between recirculation mixing
and mechanical mixing, with mechanical mixing being the most effective.
No Euler-Lagrange finite volume-based model has been proposed in the literature
to simulate gas mixing in anaerobic digestion. Sungkorn et al. (2011) studied highly
turbulent constant-viscosity column bubbly flow, while Sungkorn et al. (2012) modelled a
generic shear-thinning aerated stirred tank. However, they did not attempt to reproduce
the rheological characteristics of sludge and, most significantly, they adopted a Lattice-
Boltzmann scheme, that is a completely different framework from finite volume. In
the Lattice-Boltzmann scheme, the fluid is modelled as an ensemble of particles to be
treated statistically, and is described by the probability density function f(x, v, t) of
finding a particle of velocity comprised between v and v + dv inside the volume element
(x, x+ dx) and the time interval (t, t+ dt). The probability density function obeys the
Boltzmann equation, which relates its total derivative with a collision operator. Density,
velocity and pressure fields calculated out from the probability density function. The
discretization is carried out by defining a lattice in which the grid points are linked with
unitary velocity vectors. The probability density function is defined at the grid points.
Each grid point is linked to its neighbours via velocity direction vectors. In order to
obtain a physically meaningful solution, it is crucial to define a grid with a sufficiently rich
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symmetry group. For each lattice velocity direction, the corresponding probability density
function is obtained by evolving it from the previous timestep by using the Boltzmann
equation according with the scattering matrix and the deviation of the probability density
function from the Maxwell (equilibrium) function. The interested reader can consult
literature on finite volume CFD such as Versteeg and Malalasekera (1995); Andersson et al.
(2012) and on lattice-Boltzmann via Succi (2001); Wolf-Gladrow (2005).
3.9 Summary of the Previous Works and Research Gaps
A considerable amount of CFD research has been performed to model mixing in anaerobic
digestion. Laboratory, pilot and full-scale setups have been considerated. Due to the
inherent difficulties in performing experiments on full-scale plants, only black-box data
with limited utility are available. For this reason, the majority of the work undertaken is
related to laboratory-scale setups. The latter allow a more complete validation and also an
understanding of the impact of different factors such as rheology, turbulence and geometry.
The tendency is to develop a model in a laboratory-scale setup, and then use it to give
predictions of the full-scale behaviour.
The rheological characteristics of sludge have been studied extensively, and the impor-
tance of correct modelling has been stressed. In particular, it is evident that the Newtonian
approximation is unsuitable for CFD simulations of sludge mixing. The choice of the
turbulence model is also another critical aspect. Simple models, such as standard k-", have
been proved to be ineffective. On the other hand, large eddy simulations and Reynolds
stress are very computationally expensive and the progress in terms of accuracy may not
justify the increased expense.
The understanding of mixing in anaerobic digestion has undoubtedly benefitted from
the application of CFD modelling. The minimum shear rate values recommended from
the literature for appropriate mixing have been proved to be excessively high: this means
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that there is space to reduce the mixing input energy with an unquestionable benefit as
mixing is an energy-intensive operation. However, the persistent presence of dead zones
has been widely observed regardless of the efforts undertaken for improving the mixing
efficiency. It has been shown that a correct choice of the tank geometry has a direct impact
in reducing the dead zones, but a conclusion has not been found yet. Therefore, there are
both space and motivation to carry forward the research in this field.
The vast majority of the research carried out so far has considered mechanical mixing:
in comparison, the research on gas mixing is rather scarce. Some works in the literature
(e.g. Wu 2010a) suggest that gas mixing is less effective than mechanical mixing, but
the inherent advantage of not having moving parts inside the digester was not taken into
consideration. Moreover, the issue of enhancing the performance of existing gas-mixed
digesters is yet to be solved. Therefore, a conclusion is yet to be found, and this alone is a
motivation to carry forward the research.
In the limited amount of research carried out so far in gas mixing for anaerobic
digestion, only the Euler-Euler model has been employed. Different factors should be taken
into consideration in multiphase CFD modelling, and there is not a universal multiphase
model, as explained in Section 3.5. Moreover, the inherent issues of this model have been
addressed in Section 3.5.3. It is therefore evident that research employing multiphase
models other than the Euler-Euler is more than beneficial in understanding gas mixing in
anaerobic digestion.
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“The lion king is said to advance three steps, then gather himself to spring,
unleashing the same power whether he traps a tiny ant or attacks a fierce
animal.”
Nichiren Daishonin (1273).
Reply to Kyo’o
T
HE AIM of this research is to produce recommendations to enhance the
performance of gas-mixed anaerobic digesters by improving the mixing
efficiency. The enhancement is to be achieved by obtaining a satisfactory
balance between energy input for sludge mixing and the resultant biogas
yield.
This aim is underpinned by a series of objectives:
1. Develop a CFD-based numerical model to simulate air bubble injection and motion
inside a non-Newtonian fluid with rheological characteristics set to mimic those of
municipal sewage sludge.
2. Write the computer code to implement the model described in Objective 1. Test its
behaviour against different rheologies, Reynolds-averaged turbulence models and
grid refinement/coarsening.
3. Build a lab-scale apparatus to mimic sludge under unconfined gas mixing conditions
and perform measurements using high speed camera, particle image velocimetry and
positron emission particle tracking for different air flow rates and rheologies.
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4. Apply the numerical model developed in Objective 2 to the geometry and operating
conditions of the apparatus of Objective 3. Compare the numerical results with the
experimental data of Objective 3 in order to validate the numerical model under
lab-scale conditions.
5. Apply the numerical model developed in Objective 2 to a full-scale case. Reproduce
the geometry and operating conditions of the digesters of a real, operating municipal
sewage sludge treatment plant. Investigate the influence of different biogas flow rates
and mixing intensity and find the minimum gas flow rate that ensures a satisfactory
mixing intensity.
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“Per vedere quale acqua del vaso e` quella che si muove all’uscita del fondo
d’esso vaso, piglierai due piastre di vetro quadre d’un quarto di braccio, e falle
vicine l’una all’altra 2 coste di coltello con uniforme spazio, e salda li stremi
da 3 lati colla cera. Poi pel quarto lato l’empi d’acqua chiara nella quale sia
sparso piccole semenze le quali sien notanti per tutta l’altezza di tale acqua.
Di poi farai un piccolo buso nel fondo e da` l’uscita a tale acqua e tieni l’occhio
fermo nella faccia del vase e ’l moto delle dette simenze ti dara` notizia quale e`
quell’acqua che con piu` velocita` corre all’uscita e di qual sito si move.”a
aTo see how water flows from a hole at the bottom of a vase, take two square glass
plates of a quarter of an arm side, place them at a uniform distance of two knife blades
and seal three sides with wax. Then, fill with water with small floating seeds from
the forth side. And then, make a small hole at the bottom to make the water flow, and
keep a firm eye to the vase, and the motion of the seeds will tell you where water flows
faster, and to what direction.
Leonardo da Vinci (c. 1508-10).
Codex Atlanticus, f. 219 recto
I
N THIS CHAPTER, the main materials and methods are described. First, a
description of the viscosity model chosen for describing sludge rheology is
given in Section 5.1. Then, a description of the laboratory setup is given in
Section 5.2. A description of the experimental rig is given (Section 5.2.1,
and instructions about the preparation of the liquid phase for the laboratory experiment are
reported. Carboxymethyl cellulose (CMC) was used as a transparent substitute of sludge.
The apparatus used for the rheological measurements is also described. The bubble size
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was assessed as explained in Section 5.2.3. The Particle Image Velocimetry (PIV) and the
Positron Emission Particle Tracking (PEPT) techniques were used for the experimental
measurements, and are described in Sections 5.3 and 5.4 respectively. Finally, the data
processing procedures for establishing the velocity field and the shear rate from both
experimental and simulated data are reported in Section 5.5 and 8.5 respectively.
5.1 Sludge Rheology
The research performed by Achkari-Begdouri and Goodrich (1992) on dairy cattle manure
was used as a basis for modelling the rheological characteristics of sludge in Wu and Chen
(2008); Terashima et al. (2009); Bridgeman (2012); Wu (2014). The first approximation of
considering the sludge as a power-law fluid as in Equation 3.9 (and thus ignoring yield
stress, shear banding and thixotropy) proved to work well in the work cited above, and
therefore was adopted also in the work reported here. The data of Achkari-Begdouri and
Goodrich (1992) are reported in Table 5.1 where the sludge densities for different TS are
shown. All the values of density differ by less than 1% from water density at 35 degrees
(994 kg/m3). For the sake of simplicity, in the CFD simulations a constant density of
1,000 kgm 3 was assumed.
Table 5.1 Rheological properties of sludge at T=35  C. From Achkari-Begdouri and
Goodrich (1992).
TS K n | ˙| range µmin µmax Density
(%) (Pa sn) (–) (s 1) (Pa s) (Pa s) (kgm 3)
2.5 0.042 0.710 226—702 0.006 0.008 1,000.36
5.4 0.192 0.562 50—702 0.01 0.03 1,000.78
7.5 0.525 0.533 11—399 0.03 0.17 1,001.00
9.1 1.052 0.467 11—156 0.07 0.29 1,001.31
12.1 5.885 0.367 3—149 0.25 2.93 1,001.73
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5.2 Laboratory Experiment Setup
Validation of CFD models requires an assessment of model performance in comparison to
experimental data. This is considered as a fundamental step in any CFD work to ensure
that the numerical results have a strong foundation in reality. The CFD work reported here
was underpinned by comparing full-scale operational and design scenarios, and therefore a
validation of the full-scale case should be the first, natural step. However, the difficulties
of performing full-scale validations in anaerobic digestion have been described extensively
in Section 3.7, and hence it is unsurprising that satisfactory full-scale validations have
not yet been reported in the literature. For this reason, the approach adopted in the work
reported here followed that of Wu (2010a) (Section 3.7), which consisted of a first phase
of laboratory-scale simulations aimed at proving the concept of the modelling approach,
and a second phase in which the same modelling approach was applied to full-scale cases.
The proof of the concept of the modelling approach offered by the laboratory-scale
validation is deemed satisfactory when the experimental setup reproduces the conditions of
sludge inside a mixed full-scale digester as faithfully as possible. “As faithfully as possible”
may be interpreted in different ways. One way is to define a dimensionless group   as
a product of quantities such as gas flow rate, volume and constants. A laboratory-scale
design can be chosen in such a way that the corresponding   assumes the same value of the
full-scale digester: quantities such as volume and gas flow rate will scale accordingly. This
approach leads to a laboratory-scale rig design which is in theory equivalent to a full-scale
digester. However, it inevitable that several elements of modelling cannot be incorporated
within dimensionless analysis; in particular, the number, size and behaviour of the bubbles.
This issue is exacerbated in the case of CFD-based work, where the elements of modelling
described above interfere with numerical aspects, such as discretization techniques. For
this reason, it is important to stress the fact that the validation of a laboratory-scale case
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Table 5.2 Details of the digester geometry. Courtesy of Peter Vale and Severn Trent Water
Inc.
External diameter Dext 14.63 m
Diameter at the bottom of the frustum Dint 1.09 m
Cylinder height h 14 m
Frustum height h0 3.94 m
Distance of the nozzle from the axis Rnoz 1.75 m
Distance of the nozzle from the bottom hnoz 0.3 m
Maximum gas flow rate per nozzle Qmax 4.717 10 3m3s 1
does in no way ensure that the full-scale case will result to be validated automatically,
even in the case of a correctly scaled   and flow patterns correctly reproduced. For this
reason, an approach based on a dimensionless group can of course be considered as an
obvious choice, but in reality, it does not offer a significant advantage over other possible
approaches.
An alternative way to interpret “as faithfully as possible” can be to reproduce in the
laboratory-scale setup the values of some physical quantities which are important in the
full-scale digester. For the problem of gas mixing in anaerobic digestion, it is natural to
consider liquid phase rheology, and input mixing power. Even though such approach might
be considered less rigorous from the point of view of modelling, it is reasonable to expect
that similar conditions of rheology and input mixing power produce similar interaction
between number, size and behaviour of the bubbles, even in the case of different setups.
Such interactions play a fundamental role in the robustness of the numerical model, and
therefore this latter approach was adopted here.
A transparent artificial sludge that matched the rheological properties of the sludge as
modelled in Section 5.1 was prepared (Section 5.2.2) and assessed.
To address the input energy mixing, some previous work (for instance Stroot et al.
2001) was driven by practical utility, while many others (Karim et al. 2004, 2005b for
instance) chose a maximum mixing power input of 5—8Wm 3 in order to meet the US
EPA recommendations for proper mixing (U.S. EPA, 1979). In contrast, the approach
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in this work was to reproduce the mixing input power representative of a real anaerobic
digestion plant, or slightly less, in a volume of approximately 4 litres. A typical digester
design, provided by Severn Trent Water Ltd, was used as the basis for modelling. More
details are reported in Table 5.2. The geometry represented a cylindrical digester with
inclined bottom; i.e. a cylinder above an inverted cone, with twelve nozzles positioned in a
circular array towards the the bottom of the tank.
The power input for a single nozzle is Wu (2010a):
E = P1Q ln (P2/P1) , (5.1)
where Q is the volumetric flow rate, P1 is the absolute pressure at the surface (that is, the
atmospheric pressure), and P2 is the absolute pressure at the nozzle (that is, P2 = P1+⇢gH).
Considering the value of Qmax in Table 5.2, the value of the total power per volume unit
corresponding to the maximum flow rate is around 2.16Wm 3. It is noteworthy that this
value is considerably lower than that recommended in U.S. EPA (1979).
Adopting the dimensionless group approach, one could define   ⌘ q2g 1V 5/3, where
q is the total gas flow rate, g the acceleration of gravity and V the volume. For a volume of 4
litre, this would yield q = 0.81 ml s 1, for a mixing power per volume unit of 0.26Wm 3,
one order of magnitude less than the value of a full-scale digester, and consequently, one
order of magnitude less than the approach of reproducing relevant physical quantities.
Given that it is impossible to validate the full-scale case through laboratory-scale
experiments, it is interesting to prove the concept of modelling though a (laboratory-scale)
case which runs in conditions that are more numerically demanding than the full-scale
case. Higher input mixing energies means higher flow rates, which in turn means more
and larger bubbles. Hence, it is evident that simulating higher input mixing energies, as
in the approach of reproducing relevant physical quantities, puts the numerical modelling
approach under more adverse circumstances. If the numerical results correspond to the
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experimental measures in spite of this added difficulty, then it is easier to assume that the
modelling approach will be robust even in the full-case case. This aspect is particularly
meaningful in the work reported here, as a novel modelling approach, with no analogue in
the literature, was developed. In such conditions, it was particularly important to test the
numerical validity of the modelling approach.
5.2.1 Experimental Rig
The experimental apparatus (Figure 5.1) consisted of a small tank of about 4 litre capacity,
with a simple air nozzle at the bottom. This was assembled by gluing a 20 cm diameter,
20 cm long, 3 mm thick plexiglass pipe onto a square support of side 25.5 cm. Care was
taken in order to make sure that the plexiglass pipe axis passed through the support centre.
The junction was sealed with silicon. Once filled with the liquid phase, the wet height of
the tank was 13 cm.
A simple nozzle arrangement was effected by drilling a 1 mm diameter hole through
the axis of a plastic bolt of 10 mm head diameter, 5 mm internal diameter, 25 mm length.
A hole with the same diameter of the bolt and a compatible threading was drilled at the
centre of the squared support. The bolt was screwed through it such that its head remained
at the inner side of the support. The bolt head was neglected in the simulations as its size
is negligible when compared with the plexiglass pipe. The air flow was generated by a
Nitto Kohki Co., LTD LA-28B air compressor and flow rate was controlled between 0 and
65 ml s 1 using a Cole-Parmer EW-03216-14 correlated flowmeter with valve. Flexible
plastic 5 mm diameter PVC pipes connected the pump to the flowmeter and the flowmeter
to the bolt at the back of the square support. With flow rates of 2.05, 5.30 and 8.63 ml s 1,
the mixing power per unit of volume, according with Equation 5.1 and the dimensions of
the tank reported above, is 0.64, 1.64 and 2.68Wm 3 respectively. These value are of the
order of magnitude of the input power of the digester described above or slightly less, as
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required.
The PIV measurement involved laser beams, and refraction was expected to occur at
the curved plexiglass surface of the cylinder. As this could potentially alter the results, a
mitigation strategy was implemented by encasing the cylindrical tank within a plexiglass
tank fixed to the square support which was subsequently filled with water. This ensured
that the refraction coefficient through the plexiglass surface was minimised. The glass
layer was set orthogonal to the PIV camera such that refraction through the water-glass
and glass-air interfaces might be neglected. According to the Snell law, the difference  
between the incident angle ✓ and the refracted ✓0 can be expressed as a function of the
respective refractive indices n and n0:
  ⌘
    ✓   ✓0✓
     '     1  n0n
     . (5.2)
Assuming the refractive indices to be 1.333 for water at 20 degrees, 1.488 for plexiglass
and 1.000 for air,   assumes the value of 0.33 for plexiglass-air interface and 0.12 for
plexiglass-air interface. Thus, the gain in precision of the strategy described above is
evident.
5.2.2 Preparation of the Liquid Phase
In the work reported here, water solutions of Sigma-Aldrich 419338 sodium carboxymethyl
cellulose (CMC) with average molar weight of 700,000 were used in order to reproduce
the behaviour of sludge. CMC is a polymeric cellulose derivative that is widely used for
reproducing pseudoplastic fluids, and, in particular, sludges (e.g. Wu and Chen (2008)). It
consists of a white powder that can be dissolved into water and gives rise to a transparent
solution. Three CMC solutions were employed, namely 2, 4 and 8 g l 1.
Each solution was prepared as follows. (i) 5 litres of room temperature, tap water were
poured into a bucket. (ii) A 20 cm width, 4 cm height rectangular impeller was used to stir
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the water. The impeller angular velocity was set in order to guarantee a sufficient degree of
mixing, but to minimise the inclusion of air bubbles into the water. (iii) The CMC powder
was added to the water at a rate not greater than 5 g min 1. (iv) The impeller mixed the
solutions for between one and two hours, whereupon it was removed and the bucket sealed.
The solution was left standing at room temperature for at least 24 hours.
Sludge rheology was assessed using a TA Instruments AR1000 rheometer fitted with a
40 mm diameter 2  steel cone.
5.2.3 Bubble Size Assessment
Evaluations of bubble diameters and regime velocity were obtained from visual examina-
tion of the outcome of the High Speed Camera experiment. If N is the number of bubbles
crossing a given ideal horizontal plane in a time t and Q is the volume flow rate, then the
average bubble volume can be evaluated by:
Vp =
Qt
N
, (5.3)
and the diameter as:
d =
✓
6
⇡
Vp
◆1/3
. (5.4)
5.3 Particle-Image Velocimetry (PIV)
PIV is a non-invasive flow-visualization technique that allows quantitative measurements
of the velocity field in 2D or 3D. Reflective microparticles are seeded within the fluid
and then are illuminated in a plane of the flow at least twice within a short time interval
(Raffel et al., 2007). The illumination is due to a pulsating laser beam spread in a plane
by an appropriate optical system. The light scattered by the particles is recorded with a
CCD camera (Raffel et al., 2007). The displacement of the particle images between the
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captured 300 images which were used to determine the average flow field of the system.
The cell size selected for these experiments was 64⇥64 pixels.
5.4 Positron-Emission Particle Tracking (PEPT)
The technique of Positron Emission Particle Tracking (PEPT) was developed at the Univer-
sity of Birmingham (Parker et al., 1993). This technique employs radioactivity to track
the flow patterns, and therefore has the benefit of being unaffected by the fluid optical
properties. For this reason, it can be successfully applied to opaque fluids such as sludge.
The PEPT technique is based around the medical imaging modality of Positron Emission
Tomography (PET) where the spatial distribution of radioactive material is measured based
upon detecting the gamma emissions produced by radioactive decay of the material. In
PEPT however, rather than a volume of activity which is traditionally imaged, just a single
particle labelled with radioactive 18F is tracked. According to Fan et al. (2006), 18F is used
because does not produce any  -rays other than the 511 keV annihilation photons, thus
giving a high accuracy of detected locations, and because of its convenient half-life (109
minutes).
The tracer particles were prepared as explained in Fan et al. (2006). A 18F aqueous
solution was produced by exposing ultrapurified water to a 35 MeV 3He beam from the
Birmingham Radial Ridge Cyclotron. 18F is produced from oxygen due to the following
nuclear reactions:
16
8O+
3
2He  ! 189F + p ; (5.5)
16
8O+
3
2He  ! 1810Ne + n ,
18
10Ne + e
   ! 189F + ⌫e .
(5.6)
The tracer particle consisted of strong base anion exchange neutrally-buoyant resin beads
79
Chapter 5. Materials and Methods
which were immersed into the 18F aqueous solution and then dried and fixed under a heated
and dry nitrogen gas steam and an infrared lamp, following the same procedure as in
Sindall (2014). In order to ensure long-term survival of the tracking particles and prevent
loss of activity to the surrounding media (which could potentially introduce additional
noise to the measurement), the beads were sealed with a thin layer of lacquer coating. The
details of the tracer particles are summarised in Table 5.3.
The 18F nuclei undergo a  + decay:
18
9F  ! 188O+ e+ + ⌫e . (5.7)
18
8O is stable. The positron produced in Reaction 5.7 quickly annihilate with local electrons
in the surrounding media. Advantageously, this annihilation results in a pair of gamma
photons which are constrained to have equal and opposite momenta and a fixed energy of
511 KeV. Provided both photons are detected by the PEPT photomultiplier and scintillator
arrays, the line along which they travelled can be reconstructed, with the annihilation site
placed somewhere along this Line of Response (LoR). In PEPT a set of consecutive LoRs
are recorded on a rapid timescale, and a triangulation technique is applied to locate the
centroid of the LoR ensemble. This is assumed to be the instantaneous particle position.
This technique has been shown to locate particles through significant amounts of dense
and opaque materials and is relatively insensitive to the effects of gamma ray scatter and
attenuation. Typically at the University of Birmingham LoRs can be acquired at rates up to
Table 5.3 Details of the tracer particle.
Label Diameter
(µm)
Type Activity
(µCi )
Avg. count
rate (kHz)
Location
rate (Hz)
cmc02 425—500 Sealed resin 340—650 83 55
cmc04 no. 1 180—250 Resin 340—650 78 52
cmc04 no. 2 425—500 Sealed resin 340—650 14 9.5
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100kHz, giving particle location rates of around 1kHz which are accurate to approximately
0.5mm in 3 dimensions.
The ADAC positron camera which consists of 2 large area position sensitive gamma
detectors (Parker et al. (2002)) was used to record the pairs of gamma photons emitted by
the particle. The PEPT algorithm was used to determine the instantaneous location of the
particle in 3 dimensions and hence its velocity distribution. The algorithm parameters were
optimised and pertinent data calculated using the standard methods outlined by Leadbeater
et al. (2012).
5.5 Computation of Velocity Field
5.5.1 PIV-Averaged Velocity Field
In the arrangement described in this work, the PIV technique detected the components of
the Eulerian velocity field lying on a given planar section of the fluid domain. A vertical
plane, 3 cm away from the cylinder axis and parallel to the x axis was chosen for the scope.
8>>>>><>>>>>:
x 2 ( Xmax, Xmax)
y 2 (0, H)
z = ZPIV
(5.8)
ZPIV is the (constant) z coordinate at the PIV plane, Xmax = (R2   Z2PIV)1/2, where R
is the tank radius, and H is the tank height. This plane is referred to as the PIV plane
hereafter.
The “PIV-averaged” velocity field is defined as a two-component field defined thorough
the PIV plane, built up by the x and y components of the liquid phase velocity field, each
one separately averaged over time. The PIV-averaged velocity field is what the PIV
technique produced as an output. In order to compare the PIV experimental measurements
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with the simulated predictions, the PIV-averaged velocity field was calculated also from
the simulated data.
5.5.2 PEPT-Averaged Experimental Velocity Field
The output of a PEPT run is a succession:
 
xtrn , tn
 
, n = 1, . . . , N , (5.9)
where xtrn ⌘ (xtrn , ytrn , ztrn ) are the measured Cartesian coordinates of the tracer particle at
the time tn, and the integer n labels the timestep. What is required is to work out an esti-
mation of the stationary Eulerian liquid velocity field u(x) from the PEPT measurements
(Equation 5.9).
First of all, a succession for the velocities:
 
utrn , tn
 
, n = 1, . . . , N   1 , (5.10)
can be calculated from the PEPT output (Equation 5.9) by applying an upward differencing
scheme:
utrn ⇡
xtrn+1   xtrn
tn+1   tn . (5.11)
As explained later on, the Eulerian velocity field was found to be axis-symmetric.
Therefore, the information about u(x) reduces to the knowledge of u(r, y). The domain
(0, R)⇥ (0, H) can be decomposed into small rectangles, each labelled by the couple of
integers (↵,  ), by dividing the interval (0, R) into Nr parts, and (0, H) into Ny parts.
Therefore we have ↵ = 1, . . . , Nr and   = 1, . . . , Ny . u(r, y) is then approximated by
u↵  , that takes a constant value inside the rectangle (↵,  ).
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The PEPT output (Equation 5.9) can therefore be converted into a discretized form:
(↵n,  n, tn) , n = 1, . . . , N (5.12)
by using the following expressions:
↵n = int

rtrn
Nr
R
  "
 
+ 1
 n = int

ytrn
Ny
H
  "
 
+ 1 ,
(5.13)
where:
rtrn =
q
(xtrn )
2 + (ztrn )
2 . (5.14)
Here int [⇠] means “integer part of ⇠”, and rounds ⇠ to the nearest smaller integer and " is
a small correction, in this work 10 6.
The field u↵  is constructed in this way: for every couple (↵⇤,  ⇤) inside the domain,
the value of u↵⇤ ⇤ is evaluated by averaging over all the utrn such that ↵n = ↵⇤ and
 n =  ⇤ . If there are no such (↵n,  n), then the value u↵⇤ ⇤ is left undefined. This can
be done in a computationally effective way by initializing all the u↵  and a matrix of
integer counters C↵  to zero, cycle over the n and, inside the cycle, add the value of utrn
to the corresponding u↵⇤ ⇤ and increase C↵⇤ ⇤ by one. After the cycle ends, every u↵⇤ ⇤
is divided by its correspondingC↵⇤ ⇤ if the latter is not zero, otherwise it is set to NaN
(“not-a-number”) value. The velocity field calculated in this way is called “PEPT-averaged”
experimental velocity field.
As an estimation of the measurement uncertainty, the standard error calculated from
the adapted standard deviation was employed for the rectangles the tracer passed through
at least three times. For the rectangles it passed through once, the maximum value for the
standard error over the domain as described above was used.
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5.5.3 PEPT-Averaged Simulated Velocity Field
In order to compare the PEPT outcome with simulated data, a PEPT-averaged velocity
field was calculated from the simulated data in the following way. Passive parcels of 5 µm
diameter and 1,000 g m 3 density were generated and used as a tracer. The parcels were
introduced after a simulation time of 10 s from the start of the main runs at predetermined
sites, and then left evolving. The sites were chosen at the vertices of a cubic lattice of
1 cm side that spans the whole computational domain, with the exception of the lattice
vertices with x or z coordinate magnitude of 0 or 1 cm. A total of 1,968 passive parcels
was generated.
The positions and velocities of the tracer parcels were recorded at integer seconds. The
resulting output consists of a succession of points coordinates and velocities:
 
xtrn , u
tr
n
 
, n = 1, . . . , N , (5.15)
where N is the product of the tracer parcels times the timesteps at which the positions and
velocities were recorded. From the succession above, a radial discretized velocity field u↵ 
was build out of radial symmetry considerations in the same way as described in Section
5.5.2.
5.6 Average Shear Rate
Following the seminal work presented in Camp and Stein (1943), average shear rate has
become a fundamental process characteristic to classify mixing in vessels (Bridgeman,
2012), and a parameter of interest in environmental engineering design (Tchobanoglous
et al., 2010). This approach is still in use, even if it has been pointed out (Clark, 1985)
that a single number cannot represent a complex turbulent flow, where areas of high input
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power coexist with dead zones (Sindall et al., 2013). Bridgeman (2012) performed CFD
simulations on an impelled-stirred laboratory-scale digester and divided the domain into
high, medium and low-velocity zones depending on the pointwise value of the velocity
magnitude, and showed that a change in the impeller angular velocity does not have a
relevant effect on the low-velocity zone. Bridgeman (2012) also divided the domain into
bulk, bottom impeller, top impeller and vessel zones, and showed that each zone has a
different value of average shear rate.
In this work, the shear rate value is expected to encompass several orders of magnitude
due to the coexistence of turbulent (around the bubbles) and relatively quiescent zones.
It is then appropriate to divide the domain into fixed, concentric zones and compute the
average shear rate therein. In this way, a single number can be associated to a relatively
homogeneous zone, and then compared with an analogous number calculated from the
experimental data. This approach is simple as it uses only single numbers, but it is more
meaningful than assessing simulated and experimental shear rate values averaged over the
whole domain. This is because, if the datum of the shear rate averaged is over the whole
domain, an element of granularity would be lost.
5.6.1 PIV-Averaged Shear Rate
An expression for the average shear rate can be worked out from the two components of
the PIV-averaged velocity field. Assuming axis symmetry, Equation 3.8 reduces to:
| ˙(r, y)| =
    @ur@y + @uy@r
     , (5.16)
where r is the radial coordinate, and the tangential components of the shear stress are
eliminated due to the radial symmetry. Equation 5.16 can be rewritten in terms of x and y,
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and thus evaluated on the PIV plane:
| ˙(x, y)| =
r
1 +
Z2PIV
x2
    @ux@y + @uy@x
     . (5.17)
The equation above can be discretized with a central differencing scheme. The intervals
( Xmax, Xmax) and (0, H) can be decomposed into 2Nx and Ny parts:
 Xmax ⌘ x Nx , x Nx+1, . . . , x↵, . . . , xNx 1, xNx ⌘ Xmax
0, . . . , y , . . . , yNy ⌘ H
(5.18)
Then we have:
| ˙|↵  ⇡
s
1 +
Z2PIV
x2↵
    ux,↵, +1   ux,↵,  1y +1   y  1
+
uy,↵+1,    uy,↵ 1, 
x↵+1   x↵ 1
     .
(5.19)
The shear rate can be integrated over a volume domain comprised between two radii ra
and rb and height equal to the cylinder wet height, and divided by the volume of the
domain. This gives the average shear rate over that domain. ra and rb can be rewritten as
(x2a + z
2)1/2 and (x2b + z2)1/2 respectively, where xa and xb are the x components of ra
and rb respectively. A change of integration variables from r to x thus allows us to express
the average shear rate in tems of x and y, and to evaluate it by integrating over the PIV
plane. xa and xb can be rewritten as aXmax and bXmax:
h ˙iba =
2
X2maxH (b
2   a2)
Z H
0
dy
1
2
✓Z  aXmax
 bXmax
+
Z bXmax
aXmax
◆
dx
q
x2 + Z2PIV | ˙(x, y)| .
(5.20)
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The expression above can be evaluated numerically with the rectangle rule method:
h ˙iba ⇡
2
X2maxH (b
2   a2)
NyX
 =0
1
2
  aX
↵= b
+
bX
↵=a
!
x↵+1   x↵ 1
2
y +1   y  1
2
q
x2↵ + Z
2
PIV | ˙|↵  ,
(5.21)
5.6.2 PEPT-Averaged Shear Rate
Analogous with Section 5.6.1, another expression for the average shear rate can be calcu-
lated, this time from the PEPT-averaged velocity field. Again, axial symmetry is directly
exploited, and the starting point is the expression of the shear rate reported in Equation 5.16:
| ˙(r, y)| =
    @ur@y + @uy@r
     . (5.22)
This expression can be averaged over a volume domain comprised between two radii
ra ⌘ aR and rb ⌘ bR , 0  a < b  1 , as:
h ˙iba =
R H
0 dy
R b
a dr r | ˙(r, y)|R H
0 dy
R b
a dr r
. (5.23)
Equation 5.22 can be discretized with a central differencing scheme using the same
discretization of Section 5.5.3:
| ˙|↵  ⇡
    ur,↵, +1   ur,↵,  1y +1   y  1 + uy,↵+1,    uy,↵ 1, r↵+1   r↵ 1
     . (5.24)
Equation 5.23 can then be approximated with the rectangle rule method. Let ⇠↵  be 0 if the
rectangle (↵ ) has never been occupied by a tracer particle; 1 elsewhere. Then we have:
h ˙iba ⇡
PNy
 =0
Pb
↵=a
x↵+1 x↵ 1
2
y +1 y  1
2 r↵ ⇠↵  | ˙|↵ PNy
 =0
Pb
↵=a
x↵+1 x↵ 1
2
y +1 y  1
2 r↵ ⇠↵ 
. (5.25)
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6Experimental Results
“No amount of experimentation can ever prove me right; a single experiment
can prove me wrong.”
Albert Einstein (4th December 1926).
Letter to Max Born
T
HE LABORATORY-SCALE experimental results are described in this chapter.
First of all, the results of the experimental measurements as well as the
outcome of the high speed camera for measuring the bubble size are
presented in Sections 6.1 and 6.2 respectively. Then, the outcome of the
PIV measurements is described in Section 6.3. Finally, the results of the PEPT experiment
are shown in Section 6.4.
6.1 Rheological Measurements
Viscosity measurements were performed in the shear rate interval 100—500 s 1 and fitted
to the power-law relation of Equation 3.9. The results are shown in Figure 6.1, and
rheological data are reported in Table 6.1. The power-law assumption is clearly verified.
6.2 Bubble Size Measurement
Three CMC solutions were used (Section 6.1, Table 6.1) and for each of them, three
different air flow rates were assessed. An example of the high speed camera output is
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Figure 6.2 High speed camera photo of the bubble plume. The cmc04-2 solution was used.
and the bubbly motion had been reached (at least 2 minutes after the air flow rate had
been set), the average field was measured over a time period of approximately 3 s (being
approximately the time between one bubble reaching the surface and the next one to do the
same). The maximum experiment timescale was observed to be 0.34 s, which is one order
of magnitude smaller than the PIV averaging time.
6.3.1 PIV Velocity Field
The PIV technique was employed to measure the x and y components of the velocity field
throuough the PIV plane defined in Equation 5.8. In Figure 6.3, the resulting PIV-averaged
Table 6.2 High speed camera outcome.
Label Q d
(–) (ml s 1) (mm)
cmc02-1 2.05 7.01
cmc02-2 5.30 7.01
cmc02-3 8.63 7.01
cmc04-1 2.05 7.94
cmc04-2 5.30 7.94
cmc04-3 8.63 7.94
cmc08-1 2.05 11.0
cmc08-2 5.30 12.8
cmc08-3 8.63 13.8
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of a decrease of the average velocity, but also some changes on the flow patterns occur.
The central vertical column increases in width. In addition, the lateral motion below the
surface is proportionally less intense, and the liquid phase sinks earlier, thus resulting in
the toroidal vortex being displaced below and more near the rising column. Finally, the
higher-velocity zones in the higher half of the tank that can be seen in the cmc02-2 solution
become less and less intense, until the velocity magnitude is approximately the same in
both the higher and lower parts of the tank. This effect can be explained as follows. In the
cmc02-2 solution, the bubbles are accelerated through the whole height of the tank due to
buoyancy; therefore, their velocity near the surface is higher than at the bottom of the tank,
and consequently the momentum transferred to the liquid phase is higher. However, when
the CMC concentration rises, the viscous friction becomes large enough to counter the
buoyancy, and the bubbles reach a lower regime velocity in progressively lower parts of the
tank. Figure 6.3c indicates that the regime velocity is probably reached shortly after the
bubble is released by the nozzle. This explains the relatively uniform velocity distribution
for higher CMC concentrations.
6.4 PEPT
Three PEPT runs were preformed. One was performed with the 2 g ` 1 solution and the
air flow rate labelled as cmc-2-2 in Table 6.2. Two were also performed with the 4 g ` 1
solution and the air flow rate labelled as cmc-4-2 in Table 6.2. Data were collected for
approximately 30 minutes for the 2 g ` 1 run, and 50 minutes for the 4 g ` 1 ones. Care
was taken to change the tracer position between the first and the second 4 g ` 1 run.
6.4.1 Time Evolution
The time evolution of the x, y and z coordinates of the tracer during each run are shown in
Figure 6.4. The time evolutions of the coordinates are correlated with one another in each
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above the bottom of the tank. The trajectory of a single revolution lies onto a radial plane,
and the radial symmetry of the flow is evident. This cyclical pattern corresponds to the
main oscillatory motion observed in Figure 6.4.
The trajectory is not perfectly cyclical as a precession of the radial plane on with
the particle revolves is evident. Moreover, the radius of the cycles varies considerably.
Deviations from a uniform cyclical motion occur smoothly in the 4 g ` 1 runs, in contrast
to the 2 g ` 1 runs where frequent and abrupt changes occur. The deviations from the
uniform cyclical motion can be attributed to the disturbance due to the pulsating nature
of the bubble column. In fact, even though the air is injected at a constant flow rate, it
arranges itself into discontinuous bubbles once inside the system. The momentum transfer
from air to liquid is therefore pulsating, and this forces the tracer to change trajectory
smoothly (as in the 4 g ` 1 runs) or abruptly (as in the 2 g ` 1 runs).
In both the 4 g ` 1 runs, the tracer spans a narrow zone of the domain—closer to the
vortex in the first, away from it and closer to the border in the second. This implies that
the degree of mixing is poorer in thicker solutions, and that the trajectory depends more
strongly on the initial conditions (in the case reported in this work, the starting point in
which the tracer particle was dropped).
6.4.3 Average Occupancy
In Figure 6.6, the azimuthally-averaged occupancy (see Section 5.5.2) is displayed. In
the 4 g ` 1 solution, the particle gets trapped into a circular revolution with approxi-
mately constant radius. This has already been noticed in the discussion about trajectories
(Section 6.4.2).
In comparison, in the 2 g ` 1 solution, the particle spans a wider area, but spends a
large amount of time at the centre of the toroidal vortex. This is in agreement with the time
evolution described in Section 6.4.1. Figure 6.4, in fact, shows that the particle undergoes
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“I remember my friend Johnny von Neumann used to say, with four parameters
I can fit an elephant, and with five I can make him wiggle his trunk.”
Enrico Fermi (1953).
Conversation with Freeman Dyson
W
ITHIN THIS CHAPTER, a CFD-based numerical model to simulate gas
mixing in anaerobic digestion was developed and described. The model
was first applied to a laboratory-scale case for validation purposes. Once
validated, the model was then applied to a full-scale case to reproduce
the flow patterns of a real digester. For the validation to be meaningful, it is crucial that all
the characteristics of the laboratory-scale case—type of model, source code, boundary and
initial conditions, turbulence model, discretization schemes—are correctly reproduced in
the full-scale simulations.
In a multiphase flow, the choice of the model is far from straightforward. In section 7.1,
the rationale for choosing a particular model is discussed. Then, the theoretical features
of the chosen model, together with the closure relations, are reported in Section 7.2. The
characteristics of the mesh, both for the laboratory and the full-scale cases, are described
in Section 7.3. The choices for the simulation parameters and the turbulence model are
illustrated in Section 7.4 and 7.5 respectively. Finally, the simulation strategy for both
cases is described in Section 7.6. Details on the implementation of the code for the CFD
simulations are reported in Appendix D.
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The computational work was undertaken using the BlueBEAR high performance
computing facility at the University of Birmingham. Each simulation was run in parallel
on three dual-processor 8-core 64-bit 2.2 GHz Intel Sandy Bridge E5-2660 worker nodes
with 32 GB of memory, for a total of 48 nodes.
7.1 Choice of the Multiphase Model
As described in Section 3.5, several multiphase models exist, and each has its specific
range of applications. Consequently, in order to choose a model properly, it is important to
address the nature of the multiphase flow taken into consideration as well as the results
that are expected to be produced.
In gas-mixed anaerobic digestion, a liquid sludge coexists with a bubble-dispersed gas
phase. The significant of the modelling challenge here was to reproduce the flow patterns
of the liquid phase, as it is flow patterns that give the indication of the degree of mixing
inside a digester. Consequently, the simulation of the bubbles’ motion was only functional
to obtaining a correct reproduction of the flow patterns, and was not interesting in itself.
In the laboratory-scale case, the bubble diameter was measured experimentally (Sec-
tion 6.2), was found to be between 7 and 14 mm. The bubbles were reported to be arranged
in vertical lines (Figure 6.2). As regards the full-scale, no data in the literature about the
dimension of the bubbles inside a digester are available, and therefore the bubble size must
be estimated. It is reasonable to estimate the typical full-scale bubble size as between 10
and 100 mm diameter. It is also reasonable to suppose that the bubbles are arranged in
narrow vertical plumes, as in the laboratory-scale case.
As a consequence of what is explained above, the bubbles are small (one order of
magnitude smaller than the laboratory-scale linear dimension; two orders smaller than
the full-scale), and the bubble plume occupies a volume that is small compared with the
entire computational domain. According with the 20 cells/diameter requirement described
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in Section 3.5.2, the application of the volume-of-fluid method would result in high
computational expense (at least 109 cells would be required for full-scale simulations). As
explained above, the local dynamics of single bubbles is not of interest for the purpose of
studying the liquid-phase flow patterns, and therefore the benefits of the computationally-
expensive volume-of-fluid approach are questionable.
According to Andersson et al. (2012) and what explained in Section 3.5, the Euler-
Lagrange method is preferable when the number of particles is not so high as to render
the computational cost prohibitive and the particle size remains negligible, while the
Euler-Euler model is suggested to be used only when other models are not available. The
two requirements of low bubbles number and negligible bubble size are easily met in the
full-scale simulations, but in the laboratory-scale, only the former is verified. However,
Sungkorn et al. (2011, 2012) demonstrated that, within the lattice-Boltzmann framework,
the requirement of negligible particle size can be relaxed if the number of bubbles remains
“small”. In their research, the number of bubbles present in the system was of the order
of O(104) and therefore, the term “small” can be interpreted as “smaller than 104”. This
relaxed requirement would be met in the laboratory-scale simulations.
In the light of the above, the Euler-Lagrange method appeared more suitable for
modelling gas mixing in anaerobic digestion. In addition, adopting the Euler-Lagrange
method appears even more interesting because: (i) as explained in Section 3.5, there
is a lack of literature on Euler-Lagrange modelling applied to gas mixing in anaerobic
digestion; (ii) applying the Euler-Lagrange model to the laboratory-scale case provides an
opportunity to test the Sungkorn et al. (2011, 2012)’s hypothesis (that has been proved to
be valid for the lattice-Boltzmann framework) also in the finite-volume framework. For
the purpose of validation, it is interesting to (laboratory-scale) validate a model under
more adverse circumstances (that is, non-zero bubble size) than the (full-scale) effective
application (where the zero bubble size approximation is verified with higher accuracy).
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As explained above, the focus of the work reported here was on resolving the flow
patterns away from the bubble plume rather than describing the bubble motion in detail.
For this reason, it was possible to adopt the following approximations: (i) bubble-bubble
interactions were neglected, and a two-way coupling was adopted; (ii) effects on fluid
motion due to deformations of the bubble surface were neglected, and bubbles were con-
sidered as spherical; (iii) bubbles were considered to be pointwise. These approximations
did not allow a detailed description of the flow in close proximity to the bubbles, but did
reproduce an interphase momentum transfer sufficiently accurate to reproduce the flow
patterns away from the bubble column satisfactorily.
7.2 Theoretical Model
The two-way coupling Euler-Lagrange model is described by the Navier-Stokes equations
with the momentum exchange term, Equation 3.53, 3.54 and 3.55. According with the
discussion in Section 5.1, the shear stress tensor ⌧ was modelled using the power law
(Equation 3.9).
The resultant of the forces acting on the p-th particle Fp can be described as:
F(x) =
X
p
Fp  (x  xp) , (7.1)
where Fp is the resultant of the forces acting on the p-th bubble. The Dirac delta, after
discretization, states that the contribution of the p-th bubble to Equation 3.54 is Fp in the
cell in which the bubble is present, and zero elsewhere. The equation of motion for each
bubble is Newton’s second law:
mpu˙p = Fp , (7.2)
where up ⌘ x˙p is the instantaneous velocity of the bubble. The resultant for the p-th bubble
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can be expressed as in Deen et al. (2004)
Fp = F
a
p + F
b
p + F
d
p + F
`
p , (7.3)
that is: added mass, pressure gradient, buoyancy, drag, lift. We have:
Fap = Ca ⇢Vp (Dtu  dtup) , (7.4)
Fbp = Vp (⇢p   ⇢)g , (7.5)
Fdp =
1
2
Cd ⇢ ⇡
dp
2
4
|u  up| (u  up) , (7.6)
F`p = C` ⇢Vp (u  up) ^r ^ u . (7.7)
HereDt indicates the total temporal derivative and readsDt ⌘ @t+u ·r. The coefficients
Ca and C` can be expressed as in the model proposed by Dewsbury et al. (1999), that
is specific for gas bubbles and light solid particles rising in pseudoplastic liquids, and
Tomiyama et al. (2002):
Ca =
1
2
, (7.8)
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C` =
8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
min [0.288 tanh (0.121Rep) ,
f(Eod)] ,
Rep  4 ,
f(Eod) , 4 < Rep  10 ,
  0.29 , Rep > 10 ,
(7.9)
where:
f(Eod) =0.00105Eod
3   0.0159Eod2
  0.0204Eod + 0.474 .
(7.10)
Eod is the modified Eo¨tvo¨s number and is defined as (⇢p   ⇢) dd,p2/  , where dd,p is the
maximum horizontal dimension of the p-th bubble. Since here the bubbles are considered
to be spherical, dd,p is the bubble diameter. Cd is a function of the bubble Reynolds number
(Dewsbury et al., 1999):
Cd =
8>>>>>>>>>><>>>>>>>>>>:
16
Rep
 
1 + 0.173Rep
0.657
 
+
0.413
1 + 16, 300Rep
 1.09 ,
Rep  195 ,
0.95 , Rep > 195 .
(7.11)
The bubble Reynolds number Rep is defined as:
Rep =
⇢ dUt
µ
, (7.12)
where Ut is the velocity scale and is evaluated as the modulus of the difference between the
bubble velocity and the fluid velocity in the bubble surroundings. During the simulation
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runs, the value of Rep is evaluated from Equation 7.12 and the value of µ calculated
according with the rheology model chosen, for every point r and time t. The field Rep(r, t)
thus obtained is used as an input to compute the velocity field.
7.3 Meshing
7.3.1 Laboratory-scale Meshing
The purpose of the laboratory-scale modelling was to reproduce the flow patterns of the
experimental rig described in Section 5.2.1.
Six grids were generated for this study all with different cell numbers, but with the
same structure. Details of the grids are summarised in Table 7.1, and an example is shown
in Figure 7.2. The presence of a central column of bigger cells in Figure 7.2 is explained as
follows. In order to successfully reproduce the liquid phase flow patterns, it was necessary
to generate a grid in which the cells were much smaller than a single bubble. As verified by
Sungkorn et al. (2011, 2012) and reported in Section 7.1, the zero bubble size requirement
for Euler-Lagrange models can be relaxed, but nevertheless, it was observed that the flow
patterns depend strongly on the grid size when cells are much smaller than the bubbles.
And in fact, the works of Sungkorn et al. (2011, 2012) referred to bubbles not larger
than the order of magnitude of a single cell. For this reason, larger cells, of the order
of magnitude of the bubbles’ volumes or slightly larger, were placed along the bubbles’
Table 7.1 Details of the laboratory-scale grids.
Grid Id. Cells no. Central cells size Central cells no. Cells over circle
1 2,348,787 9.19 mm 10 72
2 1,361,367 9.19 mm 10 60
3 230,410 9.19 mm 10 48
4a 121,240 7.66 mm 12 36
4 97,210 9.19 mm 10 36
4b 77,992 11.0 mm 8 36
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Table 7.2 Initial conditions (preliminary runs only) and boundary conditions (both prelimi-
nary and main runs).
Place Quantity Condition
Top p Constant zero
u Slip
" Slip
Rij Slip
Wall / bottom p Adjusted such that the velocity
flux is zero
u Constant zero
" Zero gradient
Rij Zero gradient
column above it. Both these possible effects are neglected in the model.
The timestep was defined indirectly and dynamically by an algorithm aimed at keeping
the maximum Courant number just below a specified limit of 0.2. The Courant number is
a quantity defined for every cell such that given a cell labelled i, let |ui| be the velocity
magnitude, Li the length dimension along ui and t the timestep, then the Courant number
for the cell i is:
Coi =
|ui|  t
Li
. (7.13)
The maximum Courant number, Co, is the maximum value of Coi over i. Starting from a
small initial timestep (in this work, 10 5 s) the timestep was assessed in order to keep the
maximum Courant number as near as possible to, but smaller than, the limit value of 0.2.
Initially, a series of (transient) first-order runs was performed to simulate the develop-
ment of the bubble column from a state in which no liquid phase motion and no bubbles
were present in the system. As the object of study in this work is the liquid phase motion in
presence of a fully-developed bubble column, the sole use of these first series of runs was to
provide the initial conditions for the main (transient) second-order runs. The latter provided
the data relative to the behaviour of the system in the presence of the fully-developed
bubble column, and were compared with the experimental data.
The initial and boundary conditions are shown in Table 7.2. The initial conditions for
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the preliminary runs were: 4.95 10 4 m2 s 3 for the " field; zero for the other fields (p, u,
R). The wall function was found to be within the viscous sublayer at the centre of the cells
adjacent to the walls, and then no wall function was necessary. The differencing schemes
were: linear for interpolations, limited central differencing for the Gradient operator, linear
for the Laplacian, Van Leer for all the other spatial operators. For the preliminary runs, the
first-order Eulerian scheme for the time derivative was used; however, for the main runs,
the second-order backward scheme was used.
The output of the simulations consisted of a series of binary files arranged into directo-
ries, one for each timestep recorded. Binary files were collected for times corresponding
to integer seconds after the initial conditions. The preliminary runs were performed for a
simulation time of 10 s for the laboratory-scale runs and 60 seconds for the full-scale; then,
their final timesteps were used as initial conditions for the main simulations, which were
run for an additional simulation time of 50 s for the laboratory-scale runs and 240 s for the
full-scale, for a total time of 60 s for the laboratory-scale and 300 s for the full-scale.
7.5 Turbulence Model
It is well known that vortices arise behind a sphere moving through a liquid already
at Rep > 4 (Kundu and Cohen, 2008). According with the high speed camera results
(Section 6.2, Table 6.2), Rep was found to vary between 1.1 (cmc08-1) and 185 (cmc02-3),
and it is reasonable to suppose that even higher values occur in full-scale plants. Therefore,
it is most likely that such vortices play an important part in the turbulence energy cascade.
As they cannot be resolved because the bubbles (and thus such vortices themselves) are
approximated as pointwise, their effect is included in the turbulence model. As the bubbles
are expected to form a vertical plume, it is reasonable to suppose that the contribution of
the vortices behind the bubbles to the turbulent Reynolds stress tensor R is not isotropic.
Consequently, it is natural to take the Reynolds stress models into account to model
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turbulence.
As explained in Appendix C, the Launder-Reece-Rodi model takes into account both
slow and rapid pressure strain terms of the Reynolds tensor, and it is the first that has been
widely used (Pope, 2000). The Launder-Gibson model (Gibson and Launder, 1978), in
addition to the former, takes into account the redistribution of normal stresses near the walls
(ANSYS, 2012). It was considered that the wall effects may be of interest in the present
study, and therefore the Launder-Gibson model was used. The modification suggested
in ANSYS (2012) were adopted: the isotropic diffusivity proposed by Daly and Harlow
(1970) (Equation C.18) was used in place of the anisotropic transport term (Equation C.17);
and the isotropic dissipation rate of the standard k-" model (equations B.7, B.1 and B.8)
was used in place of the anisotropic (Equation C.10).
A series of laboratory-scale preliminary simulations was run in order to compare
the performance of the Launder-Gibson model (modified as described above), the SST
k-! model that is generally recommended in the literature (Section 3.7), and laminar
simulations. For the Launder-Gibson model, the runtime remained below 30 hours per
run, and the timestep was observed to be between 0.0004 to 0.02 s. For the SST k-! and
the laminar simulations, at least double the runtime was necessary, and the timestep was
approximately one order of magnitude smaller, thus indicating a much poorer convergence
when compared with the Launder-Gibson runs. This is likely to be due to the difficulty
in the SST k-! model, and the impossibility in the laminar simulations, to reproduce the
anisotropic vortices behind the bubbles. For this reason, the modified Launder-Gibson
model was adopted for all the simulations.
7.6 Simulation Strategy
The model requires the following data as input parameters: liquid phase rheology (that is,
K and n of Equation 3.9), gas flow rate and bubble diameter.
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For the laboratory-scale case, simulations were performed for each of the CMC so-
lutions as in Table 6.1 and each of the air flow rates of Table 6.2. The binary files were
processed to extract data to be compared with the PIV data. The Eulerian velocity field
was interpolated onto the PIV plane described in Section 5.3. Then, the components
parallel to the plane were averaged over time. As only the flow pattern originating from
a fully-developed bubble column is of interest, the preliminary times were not included
into the average. Also the first ten seconds of the main runs were disregarded in order to
avoid the artificial transience from first-order to second-order solutions. Thus, only the last
(second-ordered) 40 seconds of each run were included in the average.
As regards the full-scale case, the rheology was taken from Table 5.1, and in particular,
the parameters corresponding to 2.5, 5.4 and 7.5% TS were employed. Different values of
gas flow rate corresponding to fractions of Qmax were used, namely q ⌘ Q/Qmax = 0.1,
0.2, 0.3, 0.5, 0.7 and 1.0. The choice of the bubble diameter needs particular attention as
there are no data in the literature about the dimension of the bubbles inside a digester, and
therefore bubble size must be estimated. The approach followed in this work was to run
a series of simulations, each of these with a fixed bubble size. Simulations were run for
value of d of 2, 6 and 10 cm.
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8Laboratory-Scale Validation
“Stop swearing at the computer!”
My colleagues (2015).
I
N THIS AND IN THE next chapter, the results of the CFD simulations de-
scribed in Chapter 7 are presented and compared with the outcome of the
experimental measurements (Chapter 6). In particular, in this chapter a
comparison is traced between the outcome of the laboratory experiments and
the laboratory-scale simulations. The scope of this comparison is to provide a validation
for the computational model, so that it can be confidently applied to full-scale design.
First, a grid independency test is performed (Section 8.1). Then, a comparison is
carried out between computational and experimental data, both from PIV and PEPT. The
velocity field (Sections 8.3 and 8.4) and the average shear rate (Section 8.5) are assessed.
8.1 Impact of Central Cells Size
A preliminary series of runs was performed to verify that the flow patterns were stable
under variations of the central cells size. The configuration labelled as cmc04-2 in Table
6.2 was tested with the Grids 4a, 4 and 4b described in Table 7.1 and the outcome is shown
in Figure 8.1. The graphs show the magnitude of the velocity along three vertical lines
lying on the PIV plane, respectively at 0.4, 0.6 and 0.8 half-widths from the central axis
projection. There is a general good agreement between the three grids: small differences
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8.2. Assessment of the Mesh Dependence
Table 8.1 GCI analysis. 2 g l 1.
cmc02-1 cmc02-2 cmc02-3
h ˙i4 (s 1) 0.9662 1.7051 1.9331
h ˙i3 (s 1) 0.8757 1.6717 1.4556
h ˙i2 (s 1) 0.8357 1.0916 1.2244
h ˙i1 (s 1) 0.6446 1.2838 1.5850
p2 3.855 2.755 3.605
p1 — 2.337 —
GCI243 6.360 10 2 2.065 10 2 2.252 10 1
GCI232 6.799 10 3 1.616 10 1 3.167 10 2
GCI132 — 2.222 10 1 —
GCI121 — 3.536 10 1 —
Asymp.2 0.954 0.025 0.841
Asymp.1 — 0.411 —
than the lower limit. Below this limit, the simulation is expected to produce unphysical
results, and therefore the asymptotic convergence is lost.
The GCI test was introduced to give an indication whether the mesh is fine enough to
achieve the asymptotic convergence range. However, in this context, it gives additional
information about whether the mesh is too fine compared with the bubble size. It can be
concluded that the asymptotic range of convergence is reached for grid2. In general, grid
Table 8.2 GCI analysis. 4 g l 1.
cmc04-1 cmc04-2 cmc04-3
h ˙i4 (s 1) 0.2125 0.5358 0.8568
h ˙i3 (s 1) 0.2144 0.6393 0.8829
h ˙i2 (s 1) 0.2249 0.4586 0.9994
h ˙i1 (s 1) 0.2076 0.5866 1.3548
p2 1.314 0.725 1.028
p1 — 2.809 —
GCI243 2.397 10 2 8.729 10 1 1.071 10 1
GCI232 4.974 10 2 9.185 10 1 1.739 10 1
GCI132 — 1.152 10 1 —
GCI121 — 4.091 10 1 —
Asymp.2 0.221 0.619 0.335
Asymp.1 — 0.169 —
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Table 8.3 GCI analysis. 8 g l 1.
cmc08-1 cmc08-2 cmc08-3
h ˙i4 (s 1) 0.0273 0.0549 0.0841
h ˙i3 (s 1) 0.0282 0.0570 0.0848
h ˙i2 (s 1) 0.0283 0.0573 0.0851
h ˙i1 (s 1) 0.0285 0.0582 0.0864
p2 8.134 7.458 3.258
p1 — — —
GCI243 4.272 10 3 6.124 10 3 6.089 10 3
GCI232 3.447 10 5 7.365 10 5 8.811 10 4
GCI132 — — —
GCI121 — — —
Asymp.2 1.003 1.005 1.004
Asymp.1 — — —
1 is too fine, and that the grid 2 is optimal for all the runs except for the series cmc02-2,
where the grid 1 is superior. For these reasons, all the simulations were performed on grid
2.
8.3 Qualitative Analysis of the Velocity Field
Figure 8.2 depicts the PIV-averaged simulated velocity field projected onto the PIV plane
for the cmc02-2, cmc04-2 and cmc08-2 runs. Grid 2 was used in all the cases, calculated
as explained in Secion 5.5.1. A comparison can be traced between Figure 8.2 and its
experimental analogue, Figure 6.3. The simulations reproduce well the measured flow both
in magnitude and in flow shape. Also the position of the centre of the vortices correlates
well with the PIV outcome. The principal differences between simulation and PIV consist
of: (i) under-estimated velocity magnitude around the bubble column, especially at the
bottom; (ii) slightly over-estimated velocity in the upper part of the tank; and (iii) slightly
under-estimated velocity in the lower part of the tank.
The point (i) is the most significant difference. In this regard, however, it should
be noted that the bubble column was interposed between the PIV plane and the camera.
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10 to 12 along the whole tank height (see Table 7.1). Thus, there may be too few cells to
expect an accurate description of the flow near the central axis. The second source of error
may be related to the way the parcels are introduced into the system. The implications of
this simplification, in particular regarding the possible increase of liquid phase velocity in
the central column, have been discussed in Section 7.4. A final cause for this difference
may be the fact that, due to the model assumption (Section 7.1), the model may simply be
unable to reproduce the flow in the immediate surroundings of a bubble.
(ii) The cause of over-estimation of velocity in the upper part of the tanks may lie
in the description of the liquid-atmosphere interface. In reality, as shown in Figure 8.3,
the bubbles approaching the surface give rise to a water hump just above it, with vertical
oscillations along the whole interface that are larger when the viscosity decreases. The
fraction of the bubbles’ kinetic energy that is transferred to the liquid phase is then
redistributed as kinetic energy and potential energy of the mass displaced into the hump,
and also to the air above due to the interface oscillations. In the simulations, however, the
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 8.3 Liquid-air interface. (a): cmc02-1. (b): cmc02-2. (c): cmc02-3. (d): cmc04-1.
(e): cmc04-2. (f): cmc04-3. (g): cmc08-1. (h): cmc08-2. (i): cmc08-3.
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from having reliable measurements in the central zone. This is an example of how a
visualization technique unaffected by the optical properties of the continuous phase (such
the PEPT is) can yield improvements in flow patterns visualization. Also, the horizontal
displacement at the surface is well reproduced.
Of course, there are some differences between the PEPT outcome and the simulations.
For instance, the CFD runs slightly underestimate the magnitude of the velocity field at
the bottom of the plume, and overestimate the span of the horizontal displacement at the
surface. The simulated velocity magnitude field differs from the experimental inthe zone
around the lower part of the domain. Such differences have already been reported above, in
the comparison with the PIV experiments. Such differences can be synthetically explained
in the following ways.
8.4 Quantitative Analysis of the Velocity Field
In Figures 8.5, 8.6 and 8.7, the velocity magnitude along a vertical axis was plotted for
the 2 g ` 1, the 4 g ` 1 and the 8 g ` 1 respectively. The graphs show the magnitude
of the projected velocity along three vertical lines lying on the PIV plane, respectively
at 0.4, 0.6 and 0.8 half-widths from the central axis projection. There is a good general
agreement between the different grids. In particular, the differences are smaller when
the CMC concentration increases. The runs with larger mesh size (especially grid 4)
sporadically differ in the lower concentrations, in particular in the 2 g ` 1 solution. In
general, the experimental data are well reproduced by the computational runs. Only the
local minima on the r/R=0.4 runs are not very well reproduced. This corresponds to a
slight misplacement of the main vortices towards the central axis, as can also be noted in
the comparison with the qualitative PIV outcome. The effect is more marked when the
CMC concentration increases. Nevertheless, the agreement, even quantitatively, is good.
A quantitative comparison between simulations and PEPT outcome is shown in Fig-
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ures 8.8 (2 g ` 1) and 8.9 (4 g ` 1). Each graph depicts the velocity magnitude around a
vertical line at 1/4, 1/2 and 3/4 the radius from the cylinder axis. The behaviour of the
PEPT points is well reproduced in all the graphs, and also the numerical values of the
CFD simulations approach the experimental data. There are differences only in the 4
g l 1 run along the axis at half radial distance (Figure 8.9), but in general the agreement is
satisfactory.
The experimental uncertainty of the PEPT data is high compared to the PIV. This is
due to the fact that the statistics of the PEPT measures is much scarcer than the PIV, as
many points can have very few records, if not only one or none.
8.5 Average Shear Rate
As explained in Section 8.5, Bridgeman (2012) divided the computational domain for
CFD simulations on an impelled-stirred laboratory-scale digester into high, medium and
low-velocity zones, and drew conclusions about the mixing. The purpose of the laboratory-
scale simulations and experiments is to provide numerical validation for a CFD model, and
therefore an analysis as in Bridgeman (2012) is out of scope. Nevertheless, it is fruitful
to divide the domain into fixed, concentric zones as explained in Section 8.5, thus taking
advantage of the axial symmetry, and compute the average shear rate therein.
Figure 8.10 depicts the PIV-averaged shear rate over different subdomains, calculated as
indicated in Section 5.6.1. The largest discrepancies between experimental and simulated
data are concentrated in the inner part of the domain—between 0 and 0.2Xmax, and, to a
lesser extent, between 0.2Xmax and 0.5Xmax. This was expected due to the aforementioned
issue concerning the PIV technique in the inner part of the domain due to refraction through
the bubbles. Nevertheless, the agreement is good in the external part of the domain, between
0.5Xmax and Xmax. This result can be considered satisfactory, as it provides a further
confirmation that the CFD model is able to reproduce the real flow in the zone of interest
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9Full-Scale Scenarios
“Anything found to be true of E. coli must also be true of elephants.”
Jacques Monod (1954).
A
FTER BEING VALIDATED as shown in Chapter 8, the CFD model described
in Chapter 7 was applied to the full-scale setup described in Section 7.3.2.
After assessing the mesh dependence (Section 9.1), the velocity flow pat-
terns are described (Section 9.2), and the effect of the change in viscosity
due to the non-Newtonian nature of sludge discussed (Section 9.3). Then, the shear rate
magnitude is assessed in Section 9.4. In particular, the computational domain is divided
into very low, low, average and high shear rate magnitude zones.
9.1 Assessment of the Mesh Dependence
The mesh dependence was assessed in the same way as in Section 8.2. The results are
shown in Tables 9.1, 9.2 and 9.3. Behaviour similar to the laboratory-scale case was
observed, with convergence being lost as the grid becomes too refined (2.5% TS, 6 and 10
cm; 7.5% TS, 10 cm). However, this effect is much less important than in the laboratory-
scale case (Section 8.2) due to the relative smaller dimension of the bubbles compared to
the cell size. In this aspect, the full scale simulations are more accurate than the laboratory
scale, and thus the model (that was successfully validated with less precise numerical data)
can be confidently applied.
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Table 9.1 GCI analysis. 2.5% TS.
d = 2 cm d = 6 cm d = 10 cm
h ˙i4 (s 1) 0.7551 0.6623 0.5927
h ˙i3 (s 1) 0.7576 0.7827 0.7353
h ˙i2 (s 1) 0.7496 0.7414 0.7224
h ˙i1 (s 1) 1.1029 0.9585 0,9947
p2 6.196 3.668 7.937
p1 5.772 2.676 4.715
GCI243 7.1506 10 04 9.1190 10 02 2.2806 10 02
GCI232 3.8067 10 03 4.8282 10 02 3.7909 10 03
GCI132 4.3551 10 03 7.5829 10 02 1.0403 10 02
GCI121 2.9770 10 02 1.1561 10 01 4.3522 10 02
Asymp.2 0.042 0.773 0.872
Asymp.1 0.010 0.190 0.027
Conversely, problems arise with grid3 and grid4, that are out of the convergence range
in many runs (2.5% TS, 6 cm; 5.4% TS, 5 and 10 cm; 7.5% TS, 2 and 5 cm). This indicates
that grid3 and grid4 are probably too coarse to reproduce the flow patterns properly. For
this reason, grid2 was chosen for all the full scale simulations.
In all the tests, the GCI index shows higher values for smaller bubble sizes, indicating
that the uncertainty related to the simulations increases with decreasing bubble size. The
Table 9.2 GCI analysis. 5.4% TS.
d = 2 cm d = 6 cm d = 10 cm
h ˙i4 (s 1) 0.6160 0.6096 0.5605
h ˙i3 (s 1) 0.6724 0.5926 0.5817
h ˙i2 (s 1) 0.7558 0.6501 0.6314
h ˙i1 (s 1) 0.9021 0.8057 0.8796
p2 3.059 6.498 5.385
p1 0.231 0.612 1.657
GCI243 6.6645 10 02 5.5732 10 03 1.0628 10 02
GCI232 1.2482 10 01 2.8625 10 02 3.6311 10 02
GCI132 2.3858 10+00 6.8833 10 01 1.9799 10 01
GCI121 1.7965 10+00 7.3744 10 01 3.0606 10 01
Asymp.2 0.254 0.040 0.079
Asymp.1 1.193 0.703 0.301
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Table 9.3 GCI analysis. 7.5% TS.
d = 2 cm d = 6 cm d = 10 cm
h ˙i4 (s 1) 0.6556 0.5910 0.5344
h ˙i3 (s 1) 0.6421 0.5942 0.6034
h ˙i2 (s 1) 0.7399 0.6264 0.6092
h ˙i1 (s 1) 0.9021 0.7674 0.7729
p2 10.97 13.25 7.757
p1 0.390 1.432 4.481
GCI243 9.1367 10 04 1.1162 10 04 1.4284 10 02
GCI232 1.2299 10 02 2.6651 10 03 2.1418 10 03
GCI132 1.6600 10+00 1.5436 10 01 6.0757 10 03
GCI121 1.1366 10+00 2.4435 10 01 3,8080 10 02
Asymp.2 0.005 0.002 1.010
Asymp.1 1.219 0.326 0.020
average number of bubbles inside the system at a given time is reported in Table 9.4. It is
clear that this number approaches and eventually overcomes the value of ⇠ 104 suggested
previously in Section 7.1. Under these conditions, the approximation (iii) of pointwise
bubbles introduced in Section 7.1 may be no longer valid. Therefore, care must be adopted
in interpreting the results from simulations with smaller bubble sizes, in particular d = 2
cm.
Another test can be performed by comparing the averaged velocity magnitude field
along a vertical line lying onto the symmetry plane, placed at a distance of half of the
external radius from the wedge vertex. The result is shown in Figure 9.1, and confirms
what was observed in the GCI analysis.
Table 9.4 Average number of bubbles inside the system at a given time.
TS d = 2 cm d = 6 cm d = 10 cm
2.5% 10,900 330 73
5.4% 10,900 340 78
7.5% 10,900 330 70
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(i) from the gas flow rate: the velocity magnitude increases and the vortex becomes
more and more developed when q rises; in particular, the vortex does not reach the lower
part of the domain for small values of q. Interestingly, the intermediate flow rate shows
velocity intensities not too different from the maximum flow rate, while the velocity
magnitude falls considerably in the lowest flow rate. As expected, the flow rate has the
highest effect on the flow patterns.
(ii) from the rheology: the vortex becomes less compact and the velocity patterns more
dispersed as TS rises. The effect of the total solids variation is to attenuate the flow pattern
as it rises.
(iii) from the bubble size: the shape of the vortex changes slightly; in particular, the
vortex is more extended downwards when the bubble diameter is small, even though the
general behaviour of the flow patterns does not change.
9.3 Viscosity Patterns
An analysis of viscosity under different flow regimes was undertaken. and depicted in
Figure 9.5, 9.6 and 9.7. The non-Newtonian behaviour is evident, with viscosity decreasing
when shear rate increases. In particular, it can be seen that viscosity increases in the
stagnant zones and, conversely, drops along the vertical column and, more interestingly,
along the descending branch of the vortex. As a consequence of this, flow patterns in
which the viscosity is considerably lower than in the surroundings arise inside the domain.
Such patterns can be readily identified in the flow patterns (Figures 9.2, 9.3 and 9.4), as
the rising column and the vortex descending branch.
Areas of flow with lower viscosity than the surrounding offer less resistance against
incoming liquid and, consequently, circulation is expected to be enhanced within the lower
viscosity areas. Conversely, areas with higher viscosity oppose a higher resistance to the
flow and, consequently, are expected to undergo a reduced circulation. This is expected to
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have a detrimental effect in the uniform distribution of nutrients throughout the digester
because creates short circuits in the flow patterns.
This issue can be mitigated by amending the geometry of the digester. Specifically, this
can be accomplished quite simply, for instance, by arranging a second series of nozzles
at a different distance from the tank symmetry axis. Biogas can be injected alternately
from the original or the additional nozzles series, at intervals of approximately ten minutes.
As a result, the low viscosity flow patterns that arise when injecting biogas through the
original nozzles series will be destroyed when biogas is injected via the new nozzles series,
and vice versa. This hypothesis of flow patterns with less short-circuited mixing being
generated by switching biogas injection between two nozzles series has been investigated
and reported later on, in Section 9.5.
9.4 Average Shear Rate
As mentioned in Section 8.5, Bridgeman (2012) reported an analysis of an impeller-stirred
laboratory-scale digester with different TS values and rotational regimes: high, medium and
low-velocity zones depending on the pointwise value of the velocity field were identified,
and the average shear rate was calculated. The conclusions of that work can be summarized
as:
(i) an increase of TS raises the volume of low-mixed zones, but does not have significant
effects on the volume of the high-mixed zones;
(ii) a change of the impeller angular velocity scarcely affects the average shear rate in
the bulk of the domain;
(iii) in all the cases taken into consideration, the average shear rate was well below (up
to an order of magnitude) of the suggested value Tchobanoglous et al. (2010) for optimum
mixing, and yet biogas production was still achieved.
The observations listed above suggest that an analysis of the average shear rate can
140





Chapter 9. Full-Scale Scenarios
As the high shear rate relative volume is negligible, the effectiveness of mixing is
expected to depend on the mutual balance of very low, low and average shear rate relative
volume. This implies that good quality mixing occurs when the average shear relative
volume is high and very low shear relative volume is low. Considering the results shown in
Figure 9.12, this condition can be considered to be verified for q   0.5.
Considering the value of Qmax and the geometrical characteristics of the full-scale
digester as in Table 5.2, according with Equation 5.1, the value of the total power per
volume unit corresponding to q = 0.5 is around 1Wm 3.
9.5 Switching Between Nozzles Series
The issue described in Section 9.3 about the low-viscosity flow patterns can be mitigated
by amending the geometry of the digester. Specifically, this can be accomplished quite
simply, for instance, by arranging a second series of nozzles at a different distance from the
tank symmetry axis. Biogas can be injected alternately from the original or the additional
nozzles series, at constant intervals. As a result, the low viscosity flow patterns that arise
when injecting biogas through the original nozzles series will be destroyed when biogas is
injected via the new nozzles series.
This hypothesis was tested by performing an additional series of simulations, in which
the gas injection through the original nozzles series was switched to a new series placed at a
distance R0noz = 5.49 m from the tank axis. A value of q = 0.5 was chosen, in line with the
conclusions on minimum mixing power per volume unit outlined in Section 8.5. As regards
the bubble size, in Section 8.5 it was shown that the outcome of the simulations does not
depend on bubble size incisively; on the other hand, the GCI test performed in Section 9.1
shows that the simulations conducted with smaller bubble sizes may become unaffordable.
For these reasons, d = 10 mm was chosen as the bubble size for all the simulations.During
the simulations, the nozzles injecting biogas were switched every minute, for a total time
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satisfactory level of mixing means that the concentration tends to become uniform through
the whole domain. As the velocity flow patterns become less intense when total solids rises
(Section 9.2), it is ito be expected that uniform concentration is more difficult to achieve
in the 7.5% TS case. Therefore, it is reasonable to concentrate the attention on the 7.5%
TS case. The setup described above consisting on switching the injecting nozzles every
minute for a total time of five minutes was taken into consideration. In addition, another
series of simulations was run, in which the nozzles were switched every five minutes, for a
total time of fifteen minutes.
The results of both the setups are reported in Figure 9.16. The corresponding shear rate
magnitude patterns are reported in Figure 9.17. The dimensionless concentration   takes
values between 0 and 1, the latter being the value at the four small squares at the start time.
In the original (non-alternated) setup, the tracer is pushed down from its initial position
and starts diffusing near the bottom of the tank. Then, it migrates towards the bubble
column and is eventually spread through the upper parts of the domain. At that point, the
diffusion tends to become more and more uniform through the whole domain due to the
vortex. Higher values of   on the sloping bottom of the tank indicate the existence of a
stagnating zone just above the bottom of the tank. This is in agreement with Figures 9.2,
9.3 and 9.4, as the flow patterns are less intensive in the zone above the bottom of the tank.
When the nozzles are switched every minute, the tracer becomes much better distributed
through the domain. This is in spite of the fact that switching the injection nozzles every
minute brings to an attenuation of the velocity flow patterns, as indicated in Figure 9.13.
This suggests that swiftly-changing yet not fully-developed flow patterns are more effective
than fully-developed flow patterns for the purpose of mixing. Interestingly, the one-minute
alterneted setup, which presents better mixing as explained above, also displays average
shear rate patterns that are less intensive than the non alternated setup (Figure 9.17). This
suggests that the average shear rate may not be the sole determinant parameter to classify
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appears to be particularly true in the short period (in the case taken into examination in this
work, five minutes). It is therefore reasonable to postulate that, for a given input mixing
power, sweeply changing flow patterns can achieve the same level of mixing of constant or
slowly-variating flow patterns, but in less time. This means that sweeply-changing flow
patterns should allow a reduction of the overall mixing time, thus saving energy.
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Discussion
“As for me, all I know is that I know nothing.”
Socrates (399 BCE).
Apology
T
HE IMPORTANCE OF anaerobic digestion and renewable energy recovery in
the wastewater industry is clear (Chapters 1 and 2), and the importance of
mixing in that is widely recognised (Section 2.3). Work to move the state
of the art in mixing design from empiricism to science has been reported
in the literature, and CFD (Chapter 3) has been shown to be an invaluable tool in this
regard, together with more conventional experimental work (Chapter 2). The progress
is indeed noticeable, but much has still to be done to improve gas mixing. This lack of
knowledge is principally due to the fact that the CFD work has been focussed on the easier
task of modelling mechanical and recirculated mixing, and the difficulty of performing
investigations and validations on a full-scale setup (Sections 2.5 and 3.7).
The purpose of the work undertaken in this thesis was to provide practical recommen-
dations to improve mixing in a full-scale gas-mixed anaerobic digester, the definition of
improved mixing adopted here being: same (or better) biogas yield, for a lower mixing
energy input (Chapter 4). This has been done via a combined experimental direction and
computational approach. The computational model was developed (Chapter 7), validated
against the experimental results (Chapter 8) and applied to a full-scale design (Chapter 9).
The elements of novelty and the key findings of this approach are discussed in Section 10.2
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and 10.3 respectively, but before, the underlying assumptions of the model are reported in
Section 10.1. The full-scale simulations facilitated the development of recommendations
to enhance the performance of the design (Section 10.4).
10.1 Assumptions
In the development of the model, a number of assumptions were made and each of these
assumptions are summarised and discussed below.
10.1.1 Multiphase Dynamics
Sludge is a complex mixture of water, biogas, flocculant and sedimenting debris, both
organic and inert. The dimensions of such debris varies from molecules to sand and
grit of approximately one millimetre. The dimension of the debris can grow up to some
centimetres, if silage or food waste are added as in the case of agricultural digesters. In
addition, gas bubbles are present in gas mixing.
Given the level of complexity, some simplifying assumptions were necessary for
modelling. First, no information on scum or other floating matter is available from the
industrial digesters used for full-scale modelling, and therefore flocculation was ignored
for the sake of simplicity. Sedimentation in the digesters is known to take place over a
timeframe of years. As the retention times do not exceed the time scale of one month,
it appeared to be reasonable to ignore sedimentation. Finally, sludge in water industry
is produced in settling basins, but wastewater is screened before entering these basins;
therefore, it is reasonable to assume that the larger debris are removed, and only fragments
of the order of one millimetre are present. As the computational mesh size was much larger
and the trajectories of the single debris were of no interest in the analysis, it was natural to
consider sludge as a single phase. The biogas bubbles constituted an obvious exception, as
it was their motion that generated the sludge flow patterns.
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These consideration can be synthesized in the points below.
MD1. Flocculation was ignored.
MD2. Sedimentation was ignored.
MD3. Sludge was considered as a two-phase fluid. A dispersed phase modelled the gas
bubble, and a single continuous phase represented all the other components of sludge
Throughout the work reported here, the term “sludge” implicitly identified the single
continuous phase without the gas bubbles.
10.1.2 Continuous Phase
In Section 10.1.1, it was discussed that all the components of sludge (apart from the gas
bubbles) could be approximated as a single, continuum phase. Given the predominance
of water in the relative volume ratios, sludge was modelled as an incompressible fluid
obeying the Navier-Stokes equations. In summary:
CP1. Sludge was modelled as an incompressible fluid (see Chapter 3 and Section 3.1 for
details);
CP2. Sludge obeyed the Navier-Stokes Equations 3.1 and 3.2 (see Section 3.1 for details).
10.1.3 Sludge Rheology
The complex nature of sludge gives rise to a complex sludge rheology. In the work
described here, the simplifying assumption of power-law viscosity was taken, and time-
dependent behaviour was neglected:
SR1. Sludge obeyed the power-law model described in Equation 3.9 and the following
discussion. The power-law index and consistency coefficient, as well as the intervals
of validity, are reported in Table 5.1.
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SR2. Thixotropic behaviour was ignored.
10.1.4 Dispersed Phase
The assumptions on the dispersed phase (gas bubbles) are described in detail in Section 7.1.
In summary:
DP1. The dispersed phase was modelled as an ensemble of Lagrangian particles, each one
obeying the Newton’s second law (Equation 7.2);
DP2. bubble-bubble interactions were neglected, and a two-way coupling was adopted;
DP3. effects on fluid motion due to deformations of the bubble surface were neglected,
and bubbles were considered as spherical;
DP4. bubbles were considered to be pointwise.
10.2 Elements of Novelty
Throughout the work described here, several elements of novelty have been introduced.
The most relevant is the development of a novel Euler-Lagrange model for gas mixing in
anaerobic digestion (Section 10.2.1). However, additional novelty is to be found in the
process of experimental validation (Sections 10.2.2 and 10.2.3), and in the analysis of the
full-scale data (Sections 10.2.4 and 10.2.5).
10.2.1 Euler-Lagrange Model
The most relevant element of novelty in the work reported here is the introduction of the
first Euler-Lagrangian model to reproduce gas mixing in anaerobic digestion. It is clear that
only a genuine two-phase model can reproduce the flow patterns accurately and reliably
(Section 3.8), and the advantages of a Lagrangian model have been discussed (Section 7.1).
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However, the scarcity of work on the topic, as well as the total absence of Euler-Lagrange
modelling has been reported (Section 3.8). Consequently, the development of the model
described in this thesis represents an important advance compared to the existing literature,
and provides a new, effective tool of investigation for gas mixing in anaerobic digestion.
10.2.2 Laboratory-Scale Validation
The importance of validating a CFD model is well-recognized and has been described in
Section 5.2. However, the difficulties of performing full-scale validations are well-known
(Section 3.7). For this reason, rather than producing a genuine validation of a full-scale
case, previous work offered laboratory-scale validation as a proof of the concept of the
modelling approach. This is the approach followed by Wu (2010a). As explained in
Section 5.2, validation of a scaled laboratory-scale case cannot be considered as a full-
scale validation: correctly reproducing the flow patterns in a laboratory setup through
dimensionless scaling is not sufficient as other issues, arising from the numerical nature of
the problem, cannot be scaled. Such issues include the interaction between bubble size,
number and behaviour, and meshing constraints. Nevertheless, a laboratory-scale case
reproducing some of the most relevant characteristics of the full-scale setup is desirable in
order to produce a more credible proof of concept.
In this respect, the two approaches of dimensionless scaling on one side, and reproduc-
ing the physical values of viscosity and input mixing power per unit of volume on the other,
were discussed in Section 5.2. The latter was chosen due to the more credible reproduction
of the bubble-mesh interaction and the possibility of testing the novel modelling approach
under greater stress.
This approach towards robust laboratory-scale validation constitutes an advance in
CFD modelling. Previous work, such as Wu (2010a), did not consider the problem at all;
rather, performed laboratory-scale tests on systems which were completely different form
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the full-scale case of interest. Other authors, such as Karim et al. (2004, 2005b), adopted a
simplistic approach which consisted of merely conforming to directives (U.S. EPA, 1979),
without investigating their relevance to the real world.
For the future, no further laboratory-scale validations involving the reproduction of
physical quantities appear to be useful, as the laboratory-scale validation described here
already tested the modelling approach under the most adverse circumstances from a
numerical point of view. Conversely, the application of the dimensionless scaling approach
will be desirable to further confirm the robustness of the model. In this respect, a pilot-size
validation (tank volume of ⇠ 1 m3) will help covering the research gap in pilot-scale
experiments for anaerobic digestion.
10.2.3 PEPT and Comparison with PIV
The experimental work presented an element of novelty as for the first time the PEPT
technique was used to measure the flow patterns in unconfined gas mixing for anaerobic
digestion. Karim et al. (2004) had already applied a radiative tracer technique (the CARPT,
see Section 3.8) to gas mixing in anaerobic digestion, but their analysis was limited to
confined mixing. It was not possible to solve the issue of occasional absence of tracer
passages through certain areas by increasing the experiment time such as in Karim et al.
(2004). Rather, the novel approach of comparing the data of a tracer technique (the PEPT)
with the results of an imaging technique (the PIV), was proposed. This approach allowed
the limitations of one technique to be compensated for by the strengths of the other, and
constituted a novel approach compared to Karim et al. (2004).
10.2.4 Shear Rate Magnitude and Input Mixing Power
In the work described here, an analysis of the shear rate was performed. Other authors,
such as Wu (2010b,c); Craig et al. (2013), performed similar investigations, but the work
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described here provides the first example of shear rate being used as an indicator to
determine the mixing efficiency in terms of mixing power, unlike previous works, e.g. Wu
(2010b,c); Craig et al. (2013), that limited their analyses to comparing the different setups
of the impellers.
A novel approach to determine the optimum input mixing power was introduced in
Section 9.4. The approach followed was to divide the domain into zones depending
on the relative shear rate magnitude, and to compare the relative volumes of the zones.
The optimum input mixing power was determined by a comparison between the relative
volumes of very low, low and average shear rate magnitude.
10.2.5 Viscosity Patterns
A further element of novelty in the full-scale analysis consists of the study of the viscosity
patterns (section 9.3). The non-Newtonian behaviour of sludge has been an object of
investigation of previous work, but this is the first time that it has been accounted for in the
context of of enhancing mixing, and it is the first time that apparent viscosity plots have
been provided. Wu and Chen (2008) showed that simulations performed with Newtonian
and non-Newtonian fluids give rise to totally different flow patterns and underlined the
importance of reproducing the sludge rheology, but did not present a strategy to improve
mixing.
The introduction of an analysis based on low-viscosity corridors, together with the
strategy of switching between nozzles series, follows the idea, carried on in this thesis,
of broadening the analysis of mixing to parameters which are not directly referred to the
flow patterns and the average shear rate. This approach is justified by the presence of
further layers of complexity due to the non-Newtonian nature of sludge. As the level of
complexity increases, it is natural to introduce different kinds of analysis: therefore, it is
fruitful to support the analysis of the flow patterns with a study of the apparent viscosity
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and the low-viscosity corridors, and a description of the diffusion of a passive tracer.
10.3 Key Findings
The work reported here produced a number of finding concerning mixing in a full-scale
digester. Such findings can be listed as follows.
1. An ideal value for input mixing power was provided.
2. The criterion for optimum mixing power of of 50-80 s 1 suggested by
Tchobanoglous et al. (2010) should be reconsidered.
3. The existence of low-viscosity, short-circuited flow corridors was demonstrated.
4. A mitigation strategy to mitigate the detrimental effect of the aforementioned low-
viscosity corridors on mixing was developed.
The first two findings are discussed in Section 10.3.1; the latter two in Section 10.3.2.
10.3.1 Input Mixing Power and Criterion for Mixing
The novel shear rate analysis described in Section 9.4 provided for the first time an ideal
value for the input mixing power. Such value was found to be around 1 s 1. This value
was found to be much less than both the values suggested by Tchobanoglous et al. (2010)
and the values found in the laboratory-scale setups described in this (Chapter 8) and other
work (Bridgeman, 2012; Sindall et al., 2013), and nevertheless the simulations reproduced
a working digester.
In conclusion, both in laboratory and in full, industrial-scale digesters, the flow patterns
are characterized by average shear rates which are much lower than the values recom-
mended by Tchobanoglous et al. (2010), and nevertheless this fact does not hinder the
biogas production. This is in line with the conclusions of Bridgeman (2012); Sindall et al.
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(2013); in addition, it was found that the typical average shear rate values inside a full-scale
digester are an order of magnitude smaller than the values in a laboratory-scale setup.
Therefore, the criterion for a proper mixing suggested by Tchobanoglous et al. (2010)
should be reconsidered.
10.3.2 Low-Viscosity Corridors and Mitigating Strategy
The analysis of the viscosity patterns (Section 9.3) evidenced the existence of low-viscosity,
short-circuited flow corridors for the first time. Their detrimental effect on mixing was
described in Section 9.5, and a strategy aimed at mitigating it was introduced.
The mitigation strategy consisted of switching biogas injection between two nozzles
series. As reported in Section 2.4, the literature has already compared alternated with
continuous mixing. However, the concept of switching the biogas injection between two
nozzles series as presented here differs from the alternate mixing studied in the literature
previously, because the former is compatible with both alternate and continuous mixing.
For instance, it is possible to switch between each nozzle series every five minutes with
no dead time, thus achieving continuous mixing. Alternatively, it is possible to switch
between the nozzles series every five minutes for an overall time of twenty minutes, and
then cease injection for forty minutes, thus achieving an alternated mixing with twenty
minutes of mixing and forty minutes of non-mixing.
A first analysis based on the investigation of shear rate patterns did not produce clear
results. This fact showed that the analysis of shear rate alone is not sufficient to provide a
clear description of mixing under complex rheologic properties. It is for this reason that
the passive, non-diffusive tracer was defined. Further investigation confirmed that rapid
switching has a positive effect on the mixing quality. It is less clear whether such positive
effect remains when the switching time is longer (five minutes), but it is reasonable to
assert that switching between nozzles series can have a positive effect also when the period
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is of five minutes—at least, to achieve comparable levels of mixing in less time.
10.4 Recommendations to Enhance Performance of a Gas-
Mixed Digester
Writing a series of recommendations addresses the knowledge gap described in Section 2.5,
in a practical and immediately usable way. Furthermore, due to the relevance of the subject
in terms of potential economic saving and reduced carbon footprint (e.g., Chapter 1), it is
worthwhile to address the topic in terms that are immediately usable as design parameters.
These recommendations were produced from a specific industrial digester, and therefore
they are specific for that setup. However, it is reasonable to suppose that it is possible to
produce similar prescriptions for any specifc design. Hence, the recommendations given
here for a specific design can be interpreted as a basics upon which to create specific
recommendation for any different design.
• Gas input power around 1Wm 3. As discussed in Section 9.4, the distribution of
average shear rate values is noticeably affected if the gas input power falls below
such value, but represents only a marginal increase of input power.
• Switch biogas injection between two different nozzle series at regular time intervals.
As discussed in Section 9.5, the mixing quality benefitted undoubtedly from one-
minute switching, while the benefit was less clear in five-minutes switching. A
conservative estimate suggests switching biogas injection at least every 3 minutes.
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“All is impermanent.”
Shakyamuni Buddha (c. 563-483 BCE).
Sutta Nipata
T
HE FIRST Euler-Lagrangian model for gas mixing in anaerobic digestion
was developed and implemented in Chapter 7 and then validated (Chap-
ter 8) against the outcome of PIV and PEPT experiments (Chapter 6). The
model was proved to be robust and affordable even in the most adverse
circumstances—that is, bubble sizes not negligible when compared with cells size. Care
must be adopted in choosing the appropriate mesh resolution. On one hand, a larger cell
number is required when simulating larger gas flow rates or less dense solutions. On the
other hand, too refined meshes (e.g. when mesh size becomes smaller than bubble size)
can give rise to unfaithful results. Consequently, when using this model, a preliminary
grid-independence test should be performed in order to find a balance between the two
aspects described above.
L
ABORATORY-SCALE digesters introduced in the previous literature pro-
duce input mixing energy values significantly higher than the typical
values of full-scale digester, and therefore cannot faithfully reproduce the
dynamics of a real plant (Section ??). The design criteria for laboratory-
scale digesters should be changed accordingly. A new design criterion in which input
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mixing power of a full-scale plant is implemented leads to comparable average shear rate.
This criterion was applied in this work, as described in Section 5.2. As a consequence, the
laboratory-scale experimental apparatus described in this study was able to reproduce the
full-scale average flow rate values.
V
ISCOSITY FLOW patterns were observed and described in Section 9.3, and
the detrimental effect on mixing was discussed. A mitigation strategy,
consisting in switching biogas injection between two different nozzle series
a regular time interval, was formulated and discussed in Section 9.5. It
was shown that such strategy manages to improve the quality of mixing, with shorter
time intervals being more effective than larger ones. It was suggested a time interval of 3
minutes or less should be implemented.
A
BALANCE BETWEEN medium and very low shear rates led to the conclu-
sion that input mixing power in the full-scale digester described in Sec-
tion 5.2 and Table 5.2 can be reduced down to 1Wm 3 without detrimental
effects in terms of mixing efficiency.
T
HE CRITERION FOR a good mixing defined in the classical literature and
consisting of a minimum average shear rate of 50-80 s 1 was already
called into question by more recent work. In this thesis, it was shown that
such criterion is not appropriate to describe a good mixing. Instead, a
more thorough analysis, which better reflects the complexity of a flow with shear rates of
different orders of magnitude coexisting together, was applied. Such analysis comprised
an analysis of the viscosity flow patterns, the subdivision of the computational domain into
zones depending on both the particular geometry taken into consideration and the order of
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magnitude of the shear rate, and the simulation of the spreading of a scalar passive tracer.
All these techniques proved to be successful in describing the flow more accurately and in
classifying the effectiveness of mixing.
I
N CONCLUSION, it was shown that CFD is an effective and reliable tool to
describe the flow patterns in a full-scale digester and give indication on how
to improve its efficiency based on recommendations that can be immediately
applied to industrial design and run. Such recommendations consist of
defining two parameters—the gas input power and the injection switching period—and
define an ideal value for them. In order to give a precise picture of a given digester, the
CFD work should be performed with the specific desig taken into consideration, but the
values of mixing input power and switching period given in this thesis can be used both as
a starting point and as a matter of comparison.
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Recommendations for Further Work
Chekov: “Course heading, Captain?”
Kirk: “Second star to the right and straight on till morning.”
Star Treck VI (inspired by Peter Pan)
B
UBBLE DIAMETER is an input parameter of the theoretical model presented
in this work, as explained in Sections 7.2 and 7.6. Moreover, it was showed
in Chapter 9 that the flow patterns depend on bubble size. However, the
issue of measuring the bubble size in a real digester has not yet been
addressed in the literature. This problem was dealt with by performing simulations
with diverse bubble sizes, and it was showed in Chapter 9 that its impact was marginal.
Therefore, the recommendations for mixing efficiency hold irrespective of the bubble size.
However, it is possible that the results may have been improved if a distribution of bubble
diameters was provided. For this reason, experimental studies aimed at measuring the
bubble diameter in a gas-mixed anaerobic digester are desirable. This may be realised,
for instance, by placing a camera inside an industrial digester, one or two metres above a
nozzle. The camera should be appropriately protected by the sludge by placing it inside a
sealed, transparent container. A small LED lamp should provide the necessary source of
light. However, careful planning would be required because the instalment of this device
would require the closing-down of a plant, and work would be necessary to instal the
camera with a protective container together with a power cable.
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S
TRICTLY SPEAKING, the CFD model reported here is validated only
against systems of the dimension of the experimental rig used, that is
4 `. Even though the model performed well enough to be considered for
full-scale application, further research may seek to validate it against a
larger experimental apparatus (say of about 1 m3 volume) in order to provide a higher
level of confidence to the model.
O
NLY ONE GEOMETRY for the full-scale simulations was tested in the
present work. A much more complete analysis would be obtained by
optimizing the average shear rate over a set of geometric variables, e.g.
volume, inclination of the bottom, height over external diameter ratio,
internal over external diameter ratio. Further research work may be performed in this
direction.
S
OME ARGUMENTS presented in this thesis suggest that the average shear
rate and a good mixing may be decoupled under certain cirumstances—
that is, mixing quality may be improved and at the same time the average
shear rate magnitude may decrease. For instance, the one-minute switched
mixing setup showed a better mixing degree and lower value of the shear rate magnitude
if compared with the non-switched setup (Section 9.5, and in particular, Figures 9.16
and 9.17). Furthermore, the generally low values of the shear rate magnitude field reported
in Chapter 9 may suggest that, for a full-scale anaerobic digester, good mixing does not
mean turbulent mixing. However, further research is necessary to confirm these statements.
In particular, no analysis has been carried out in this thesis on the average shear rate
immediately after switching the nozzles. And as regards the turbulent mixing, it must be
considered that it is far from trivial to define a degree of turbulence for a given digester
setup: as many different orders of magnitude of shear rate and velocity magnitude coexist
at the same time it would not be appropriate to define a global turbulence parameter such
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as the Reynolds number. Instead, an analysis of the turbulence intensity field, defined as
I(x) ⌘ u˜(x) / hui(x) , should be necessary.
C
OUPLING THE FLUID mechanics with a computational model aimed at
reproducing the biochemical reaction chain of the anaerobic digestion
would give a much clear and direct connection between input mixing
energy and output biogas yield. This attempt has been realized only in Wu
(2012b), and for the sole case of impeller-driven mixing. Similarly, the model introduced in
this work may be successfully coupled with a biochemical model such as the one described
in Rosen et al. (2006).
T
HE FIRST TASK of a CFD-biochemistry coupled model should be to give a
deeper insight in the roles of diffusion and laminar advection in full-scale
nutrients spreading. First, a series of simulations with no mixing and
different tank volumes may be run in order to estimate the maximum
volume at which no significant decrease in biogas yield is observed. This volume could be
recognized as the maximum volume at which the sole diffusion is enough to provide a sat-
isfactory nutrients spreading and therefore satisfactory conditions for anaerobic digestion.
Then, the same procedure may be repeated with the introduction of mixing at a fixed input
mixing energy. The aim will be once again to identify the maximum tank volume at which
no significant drop in biogas production is observed. Such a volume can be identified as
the maximum volume at which diffusion together with the chosen input mixing energy
can provide satisfactory conditions with anaerobic digestion. The final aim of this study
should be to provide a relationship between maximum volume for satisfactory anaerobic
digestion and input mixing energy.
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ADerivation of the Navier-Stokes Equations
A
DERIVATION OF the Navier-Stokes equations (Equations 3.1 and 3.2) is
given. As reported at the begin of Section 3.1, the general framework is the
description of the fluid as a continuum. The assumptions are conservation
of mass, Galilean invariance and isotropy in the local rest frame. Other
additional hypotheses are introduced later on.
A.1 Reynolds Transport Theorem
The Reynolds transport theorem is an important tool to derive the Navier-Stokes equations.
It provides a description of the substantial derivative of a quantity integrated inside a
Lagrangian fluid particle in terms of the variation of that quantity inside the particle
volume and its flux through the particle surface. A beautiful description is reported in
Whitaker (1976). Here a brief synthesis with few modifications is reported.
Theorem. Let ⇠(x , t) be a tensorial field defined in a domain ⌦(t). Then the total
derivative of the integral of ⇠ over ⌦ can be espressed as:
d
dt
Z
⌦(t)
⇠ dV =
Z
⌦(t)
@t⇠ dV +
Z
@⌦(t)
⇠ (v · dA) , (A.1)
where v(x, t) is the velocity of the border @⌦.
Proof: By definition of time derivative we have:
d
dt
Z
⌦(t)
⇠ dV = lim
 t!0
R
⌦(t+ t) ⇠(t+  t) dV  
R
⌦(t) ⇠(t) dV
 t
. (A.2)
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The volume ⌦(t+  t) is equal to ⌦(t) plus the volume where ⌦ expands into, minus the
volume from where ⌦ retires:
⌦(t+  t) = ⌦(t) [  ⌦+ \  ⌦  . (A.3)
The integral over ⌦(t+  t) in Equation A.2 can be written as:
Z
⌦(t+ t)
⇠(t+  t) dV =
Z
⌦(t)
⇠(t+  t) dV
+
Z
 ⌦+
⇠(t+  t) dV+  
Z
 ⌦ 
⇠(t+  t) dV  .
(A.4)
Thus, Equation A.2 becomes:
d
dt
Z
⌦(t)
⇠ dV = lim
 t!0
R
⌦(t) [⇠(t+  t)  ⇠(t)] dV
 t
+ lim
 t!0
R
 ⌦+
⇠(t+  t) dV+  
R
 ⌦  ⇠(t+  t) dV 
 t
.
(A.5)
The first term in the right member of Equation A.5, the quantities ⇠(t+  t) and ⇠(t) are
evalued at the same point of time. Therefore, the term assumes the form of
R
⌦(t) @t⇠ dV .
Moreover, the volume elements dV+ and dV  can be expressed on terms of the respective
elements of surface at the time t+  t:
dV+ =  tv · dA+
dV  =   tv · dA  .
(A.6)
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Thus the volume integrals in the second term of Equation A.5 can be converted into area
integrals and the equation becomes:
d
dt
Z
⌦(t)
⇠ dV =
Z
⌦(t)
@t⇠ dV
+ lim
 t!0
 t
R
@⌦+
⇠(t+  t) (v · dA+) +  t
R
@⌦  ⇠(t+  t) (v · dA )
 t
.
(A.7)
As we have @⌦+ + @⌦  ⌘ @⌦(t+  t) , Equation A.7 becomes:
d
dt
Z
⌦(t)
⇠ dV =
Z
⌦(t)
@t⇠ dV + lim
 t!0
Z
@⌦(t+ t)
⇠(t+  t) (v · dA) . (A.8)
The argument of the limit at the second member of Equation A.8 can be regarded as a
function that associates a time to the result of the integral:
f : ⌧ 7 !
Z
@⌦(⌧)
⇠(⌧) (v · dA) . (A.9)
If the evolution of ⌦ takes place continuously, we have:
Z
@⌦(t+ t)
⇠(t+  t) (v · dA) ⇡ f(t) + df
dt
    
t
 t . (A.10)
Thus follows that:
lim
 t!0
Z
@⌦(t+ t)
⇠(t+  t) (v · dA) =
Z
@⌦(t)
⇠(t) (v · dA) (A.11)
and therefore the thesis.
⇤
If the domain ⌦ represents a Lagrangian fluid particle, then the velocity v in Equa-
tion A.1 is equal to the fluid velocity u and the total derivative becomes the substantial
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derivative:
D
Dt
Z
⌦(t)
⇠ dV =
Z
⌦(t)
@t⇠ dV +
Z
@⌦(t)
⇠ (u · dA) . (A.12)
A.2 Continuity Equation
An equation can be derived from conservation of mass. The variation of mass inside a
Lagrangian flow particle of volume ⌦ must be zero:
D
Dt
M ⌘ D
Dt
Z
⌦
⇢ dV = 0 . (A.13)
Using the result of the Reynolds transport theorem Equation A.12 we have:
D
Dt
Z
⌦
⇢ dV =
Z
⌦
@t⇢ dV +
Z
@⌦
⇢u · dA . (A.14)
The last term at the second member of Equation A.14 above can be rewritten as an integral
over volume by Gauss theorem. Then we have:
Z
⌦
[@t⇢+r · (⇢u)] dV = 0 . (A.15)
As Equation A.15 must hold for every volume ⌦; it turns out that the integrand must be
identically zero:
@t⇢+r · (⇢u) = 0 . (A.16)
Equation A.16 represents the conservation of mass in the most general form. An
additional hypothesis consists of requiring incompressibility, that is constant density. This
holds well with liquids but not for gases. Thus, Equation A.16 becomes:
r · u = 0 . (A.17)
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A.3 Momentum Equations
A set of three equations can be derived by applying Newton’s law to a Lagrangian particle:
the variation of momentum equates the resultant of the forces acting on the particle. The
latter can be split into a surface and body term. The surface term depends on the forces
acting on the surface of the particle, while the volume term takes into account the forces
acting on the volume.
D
Dt
(MU) = FA + FV . (A.18)
Equation A.18 can be expressed in terms of integrated quantities over the particle volume
⌦ and surface @⌦:
D
Dt
Z
⌦
⇢u dV =
Z
@⌦
  · dA+
Z
⌦
b dV . (A.19)
Applying the result of the Reynolds transport theorem Equation A.12 to the fist member of
Equation A.19 we have:
D
Dt
Z
⌦
⇢u dV =
Z
⌦
@t (⇢u) dV +
Z
@⌦
⇢u⌦ u · dA
=
Z
⌦
@t (⇢u) dV +
Z
⌦
r · (⇢u⌦ u) dV ,
(A.20)
where the Gauss theorem was applied to the second member on the right side. Substituting
Equation A.20 into Equation A.19, applying the Gauss theorem to the surface forces terms
and considering that the equivalence must hold for every control volume ⌦, we have:
@t (⇢u) +r · (⇢u⌦ u) = r ·   + b . (A.21)
The stress tensor   can be decomposed into its diagonal and a non-diagonal parts.
The former represents the stresses normal to the particle surface, and the latter the shear
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stresses. Due to the isotropy assumption, the normal stresses tensor can assume only the
form  p  ij . Thus:
 ij =  p  ij + ⌧ij . (A.22)
The p in Equation A.22 can be interpreted as the pressure. Then we have:
@t (⇢u) +r · (⇢u⌦ u) =  rp+r · ⌧ + b . (A.23)
The body force b can be splitted into the gravitational contribution ⇢g and all the other
non-gravitational contributions b¯. When the addictional hypothesis of constant density
is enforced, the gravitational term can be written as r (⇢g · x) and then absorbed by a
redefinition of the pressure as p  ! p  ⇢g · x. Thus, Equation A.23 becomes:
⇢ @tu+ ⇢r · (u⌦ u) =  rp+r · ⌧ + b¯ . (A.24)
Finally, an expression for the shear stress tensor ⌧ must be provided. The shear forces
acting on the particle at a given moment depend only on the other particles surrounding it,
and therefore ⌧ can depend only on the velocity field. In principle, ⌧ may be composed by
any combination of spatial derivatives of u that form a second rank tensor; it cannot contain
terms in powers of u otherwise Galilean invariance would be violated. The Newtonian
fluid hypothesis consists of neglecting all the non-linear terms and the terms containing
derivatives of order higher than 1; therefore, only the terms proportional to @iuj are taken
into account. Also, the shear stresses must vanish when the fluid rotates with constant
angular velocity, and this is only possible if ⌧ is symmetric (Landau and Lifshitz, 1987).
Therefore we have:
⌧ = µ (@iuj + @jui) . (A.25)
The constant of proportionality µ can be interpreted as the dynamic viscosity.
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T
HE SIMPLEST two-equations turbulence model is the standard k-" model.
This model was introduced by Jones and Launder (1972). The model
makes use of the Boussinesq hypothesis (Equation 3.46) and assumes that
the flow is fully turbulent. The turbulent viscosity is specified as:
⌫T = Cµ
k2
"
. (B.1)
The equation for k can be obtained from Equation 3.30:
@tk + hui ·rk =  r ·T+ Sk + P   " , (B.2)
where Sk is a source term, and P the Reynolds tensor turbulent kinetic energy production
term defined as:
P = 1
⇢
Rij @i huji . (B.3)
Easy manipulation, together with the turbulent viscosity hypothesis 3.46, leads to:
P = ⌫T
2
h ˙iji h ˙iji . (B.4)
The term T in Equation B.2 is defined as:
T ⌘ 1
2
hu˜iu˜ju˜ji+ 1
⇢
hu˜ip˜i   2⌫
⌦
u˜j ˙˜ ij
↵
, (B.5)
where ⌫ ⌘ µ/⇢ is the kinematic viscosity. The term above is modelled with a gradient-
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diffusion hypothesis:
T =  
✓
⌫ +
⌫T
 k
◆
rk . (B.6)
The equation for " is mostly empirical and takes the form:
@t"+ hui ·r" = r ·
✓
⌫ +
⌫T
 "
◆
r"
 
+ S" + C"1P"
k
  C"2 "
2
k
, (B.7)
where S" is a source term. The constants in Equation B.1, B.6 and B.7 are:
Cµ = 0.09 , C"1 = 1.44 , C"2 = 1.92 ,  k = 1.0 ,  " = 1.3 . (B.8)
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I
N THE REYNOLDS stress models, all the six independent components of the
Reynolds stress tensor, plus one scalar involving dissipation (e.g. ") are
directly solved. Thus, the turbulent viscosity assumption (Equation 3.46)
is not considered. An equation for the Reynolds stress components can be
worked out by manipulating the Reynolds equations 3.30:
(@t + huki @k) hu˜iu˜ji+ @kTkij = Pij +Rij   "ij , (C.1)
where the production tensor P is defined as:
Pij ⌘  hu˜iu˜ki @k huji   hu˜ju˜ki @k huii , (C.2)
the dissipation tensor " as:
"ij ⌘ 2⌫ h@ku˜i @ku˜ji , (C.3)
the pressure–shear rate tensorR as:
Rij ⌘  1
⇢
⌦
p˜ ˙˜ ij
↵
(C.4)
and the Reynolds stress transport tensor as:
T ⌘ T (u) + T (p) + T (⌫) , (C.5)
where:
T (u)kij ⌘ hu˜ku˜iu˜ji , (C.6)
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T (p)kij ⌘
1
⇢
hu˜i p˜i  jk + 1
⇢
hu˜j p˜i  ik , (C.7)
T (⌫)kij ⌘  ⌫ @k hu˜iu˜ii . (C.8)
Equations C.6, C.7 and C.8 define the components of the Reynolds stress transport due
to turbulent, pressure and viscous diffusion transport respectively. The tensors ", P ,R and
T need modelling.
C.1 Dissipation Term
As a consequence of Kolmogorov’s local isotropy hypothesis, the dissipation tensor can be
reduced to a scalar:
"ij =
2
3
"  ij . (C.9)
The scalar " in Equation C.9 can be modelled empirically as in the k-" model, reproducing
Equation B.7 and B.1, with the coefficients of Equations B.8. Alternatively, Hanjalic and
Launder (1972) proposed a model with an anisotropic diffusivity:
@t"+ hui ·r" = r ·
✓
C"
k
"
hu˜iu˜jir"
◆
+ S" + C"1P"
k
  C"2 "
2
k
, (C.10)
with C" = 1.8 and the other parameters as in Equation B.8.
C.2 Pressure-Shear of Rate Term
The pressure–shear rate tensor can be split in three terms. By applying the Reynolds
decomposition Equation 3.27 to the Poisson equation for the pressure (Equation 3.7), one
200
C.2. Pressure-Shear of Rate Term
obtains:
1
⇢
r2p˜ =  2 @jhuii @iu˜j   @i@j (u˜iu˜j   hu˜iu˜ji) . (C.11)
The fluctuating pressure can be decomposed into three terms, originating from rapid
variations (that is, when the time scale of the main motion is larger than the turbulent time
scale, or h| ˙|i 1   k/"), slow variations (h| ˙|i 1 . k/"), and a harmonic contribution
(Pope, 2000), respectively satisfying the following equations:
1
⇢
r2p(r) =  2 @jhuii @iu˜j , (C.12)
1
⇢
r2p(s) =  @i@j (u˜iu˜j   hu˜iu˜ji) , (C.13)
r2p(h) = 0 . (C.14)
Each term of the fluctuating pressure gives rise to an analogous term of the pressure–rate
of strain tensor, namelyR(r),R(s) andR(h). The harmonic term is important only near the
walls, and can be consequently neglected in the bulk (Pope, 2000).
Rotta (1951) analysed the slow varying term of the pressure–rate of strain tensor in the
case of decaying homogeneous turbulence (zero production and transport), and introduced
the following modelization:
R(s)ij =  CR
"
k
✓
hu˜iu˜ji   2
3
 ij
◆
. (C.15)
Launder (1990) suggests CR = 1.8 . The model above predicts a linear return to isotropy
after the onset of anisotropic turbulence and for this reason is called “return to isotropy”.
However, it was observed that the return to isotropy is not linear, and therefore many
non-linear model were introduced in place of the Rotta’s model (Pope, 2000).
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For the rapid varying term, an exact spectral analysis was carried out by Naot et al.
(1970) in the case of homogeneous turbulence (zero transport). The conclusion was that,
at the initial time, the rapid variating term of the pressure–rate of strain tensor acts to
counteract the anisotropic turbulence production:
R(r)ij =  C2
✓
Pij   2
3
P  ij
◆
, (C.16)
where P ⌘ 12Pii . The term expressed in Equation C.16 is called “isotropization of
production”.
C.3 Transport Term
Of the transport tensor, the viscous transport contribution is negligible except near the wall
(Pope, 2000). The other two terms can be modelled altogether as an anisotropic diffusion
term (Daly and Harlow, 1970):
T (u)kij + T
(p)
kij =  Cs
k
"
hu˜ku˜`i @` hu˜iu˜ji . (C.17)
Launder (1990) suggests Cs = 0.23 . However, it has been reported (ANSYS, 2012)
that Equation C.17 can lead to numerical instability, and therefore another approach is to
simplify the problem by using an isotropic diffusivity (Lien and Leschziner, 1994):
T (u)kij + T
(p)
kij =  
✓
⌫T
 R
+ ⌫
◆
@` hu˜iu˜ji , (C.18)
where ⌫T is obtained from Equation B.1 and  R = 0.82 .
The model composed of Equation C.1, together with the modelizations expressed
in Equations C.9, C.10, C.15, C.16 and C.17 constitute the Launder-Reece-Rodi model
(Launder et al., 1975).
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C.4 Near-Wall Region
In the near-wall region, the quantities mostly affected are the dissipation tensor " and the
pressure-rate of strain tensor R (Pope, 2000). According with Launder and Reynolds
(1983), a non-isotropic component "⇤ for the dissipation tensor depending on the versor
normal to the wall n:
"⇤ij ⌘
"
k
hu˜iu˜ji+ njn` hu˜`u˜ii+ nin` hu˜`u˜ji+  ijn`nm hu`umi
1 + 52n`nm hu˜`u˜mi /k
(C.19)
is to be added to the dissipation tensor via a blending function f depending on the Reynolds
number:
"ij = f"
⇤
ij + (1  f)
2
3
✏ ij . (C.20)
As regards the role of the fluctuating pressure, Pope (2000) showed that the harmonic
term is negligible, and remaining terms can be interpreted as wall reflection. Gibson and
Launder (1978) accounted for wall reflection by adding an additional pressure-rate of strain
term:
R(w)ij ⌘ Cw
"
k
L
y
✓
n`nm ij hu˜`u˜mi   3
2
njn` hu˜iu˜`i   3
2
nin` hu˜ju˜`i
◆
, (C.21)
where Cw = 1/5 , L = k3/2/" and y is the distance from the wall.
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problem in continuum mechanics; and utilities, that are designed to perform tasks that
involve data manipulation (Greenshields, 2015b). Being open source, OpenFOAM users
can create new solvers, utilities and libraries by modifying the standard source code set,
depending on their particular needs.
OpenFOAM makes use of C++ inheritance and overloading to introduce a syntax
to write equations in a universal way, without the need to implement details such as
discretization schemes, or implicit/explicit algorithms. For instance, in the following
example (from Greenshields 2015a), the equation:
@t  = r2 
can be solved with an Euler implicit method by using the fvm class to discretise the terms
implicitly:
solve(fvm::ddt(phi) == kappa*fvm::laplacian(phi))
The equation above can also be solved with an explicit method using the fvc class:
solve(fvc::ddt(phi) == kappa*fvc::laplacian(phi))
The advantage of this approach consist of the fact that the user can concentrate on the
equation alone without the need of implementing all the algorithms for discretization and
solving.
Figure D.2 depicts the most interesting parts of the OpenFOAM directory tree for
the general user. The OpenFOAM-<version> directory contains all the files released
within the base distribution and should never be modified. The user-created files are
normally contained in <Username>-<version>. The source codes of the executables
are contained in the applications folders, and are divided into utilities and
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OpenFOAM
OpenFOAM-<version>................................Distribution folder
applications......................................Base applications
solvers
...
utilities
...
platforms...........................................Base executables
...
src......................................................Base libraries
...
tutorials..........................................Examples of cases
...
<Username>-<version>....................................User folder
applications...............................User-defined applications
...
platforms....................................User-defined executables
...
run............................................Cases created by the user
...
<dir1>
<case a>
<case b>
...
<case 1>
<case 2>
src...............................................User-defined libraries
...
Figure D.2 OpenFOAM relevant directory tree.
solvers. The former involve data manipulation, while le latter solve a specific fluid
mechanics problem, ad are the programs that are launched when a given simulation is
run. All the classes definitions and implementations are contained in the src folders. The
library files can be included in the applications directly, or can be compiled into dynamic li-
brary binaries .dylib files that are located in OpenFOAM-<version>/platforms.
Each simulation is managed by the files comprised inside a “case” directory created
by the user. All the cases are contained—and eventually arranged within a directory
tree—inside the run directory. In general, the first step to create a new case is to choose
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and modify an example case taken from a wide collection located in the tutorials
folder. All the binaries (both executables and dynamic libraries) that are part of the stan-
dard distribution are stored in OpenFOAM-<version>/platforms. The binaries
resulting from the compilation of the user-defined code, conversely, is generally stored in
<Username>-<version>/platforms.
D.2 User-Defined Libraries Employed in the Simulations
The lagrangian libraries contain a wide set of classes to describe Lagrangian
modelling. A portion of the lagrangian directory tree is depicted in Fig-
ure D.3. The two most relevant libraries are the basics and intermediate,
that are also compiled as binary dynamic libraries as liblagrangian.dylib and
liblagrangianIntermediate.dylib respectively. Among the other things, the
basic library contains the particle and Cloud classes that provide the basic structure
to describe a single particle and a particles cloud respectively.
The intermediate library contains subclasses that extend the particle and the
lagrangian
...
basis
Cloud...................................Basic particles cloud framework
particle...............................Basic single particle framework
...
intermediate
clouds..............................................Cloud subclasses
parcels........................................particle subclasses
...
submodels............................................Physical models
...
Kinematic...............Models that affect the motion of the bubbles
...
ParticleForces...............External forces acting on particles
Figure D.3 Portion of the lagrangian directory tree.
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Cloud classes, placed in intermediate/parcels and intermediate/clouds
respectively. It also contains other things and, among the others, the submodels classes.
This folder contains all the models that describe the physics affecting the behaviour of
the bubbles. All the models affecting the kinematic of the particles are placed in the
Kinematic folder and, among them, the model that describe the external forces acting
on a particle are stored in the ParticleForces folder.
The drag models are stored in the ParticleForces/Drag directory; how-
ever, the Dewsbury model (Dewsbury et al., 1999) introduced in Section 7.2 is
not included in the set. The model was added in the set of available models
in the following way. The folder OpenFOAM-<version>/src/lagrangian
was copied as <Username>-<version>/src/myForcesLagrangian. Then,
the class for the Dewsbuty model myDewsburyDragForce was implemented
in the new files myDewsburyDragForce.C and myDewsburyDragForce.H,
which were placed into the directory ParticleForces/Drag. The files are re-
ported in Sections E.1.2 and E.1.1 respectively. Finally, the libraries contained in
myForcesLagrangian/intermediate. were compiled and the relative dynamic
library was avaible as libmyForcesLagrangianIntermediate.dylib.
D.3 User-Defined Solver Employed in the Simulations
The DPMFoam solver was used as a starting point to create the solver used in the simula-
tions. According with the version 2.3.0 release notes, DPMFoam “includes the effect of
the particulate volume fraction on the continuous phase, suitable for dense particle flow
simulation”. In addition, it is designed to allow the fixedFluxPressure boundary
condition for the pressure field. This boundary condition adjusts the pressure gradient so
that the boundary flux matches the velocity boundary condition.
DPMFoam has been designed for systems in which the motion of the particles is of
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interest, while the flow patterns of the fluid phase is not relevant, as in the case of a fluidized
bed. For this reason, DPMFoam is not expected to be reliable in reproducing fluid phase
flow patterns—and in fact, it failed to reprodice the correct velocity profile of a laminar,
fully developed, Newtonian, single phase flow through a circular, horizontal pipe with
transverse gravitational field. As explained in Section 7.1, in the work presented here, the
flow patterns were of primary interest, while the particles motion was not relevant, and
therefore a modification of the solver was necessary.
For the motivation explained above, and also for the need of including the user-modified
Lagrangian libraries described in Section D.2, DPMFoam was used as a base to imple-
ment a user-modified solver which was called myParcelFoam. (i) The first change to
DPMFoam was to remove the effect of the particle volume fraction, thus returning to the
basic formulation of the Euler-Lagrangian model reported in literature and described in
Section 3.5.1. (ii) DPMFoam solves a version of the Navier-Stokes equations in which the
gravity term is treated explicitly (Equation A.23), rather than the more common version
in which the gravity is absorbed by redefining the pressure (Equation A.24). This is
due to the fact that the pressure field without the redefinition is required to reproduce
the buoyancy force acting on the particles. However, this complicates the algorithm
for solving the continuum phase velocity and pressure fields, and therefore the follow-
ing adjustment was introduced in stead: the pressure field was switched to the version
without absorbed gravity before updating the particles velocities and positions; and the
pressure field was switched to the version with absorbed gravity before updating the
continuous phase. The myParcelFoam relevant source code is reported in Section E.2.
Finally, myParcelFoam was compiled in a way that the user-modified Lagrangian dy-
namic library libmyForcesLagrangianIntermediate.dylibwas linked to the
solver’s binary.
For the simulations with the passive tracer described in Section 9.5, a mod-
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ification of myParcelFoam, called myParcelTracerFoam, was used. The
myParcelTracerFoam source code is the same of myParcelFoam, with the fol-
lowing modifications: (i) a new source file, called YiEqn.H, solving Equation 9.1, is
introduced (Section E.2.5). (ii) In the source file myParcelFoam.C (Section E.2.1), line
115 is uncommented. (iii) In the source file createFields.H (Section E.2.2), lines
from 1 to 13 are uncommented.
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EUser-Modified Source Code
E.1 Lagrangian Library
E.1.1 MyDewsburyDragForce.H
1 # i f n d e f MyDewsburyDragForce H
2 # de f i n e MyDewsburyDragForce H
3
4 # inc lude ” P a r t i c l e F o r c e .H”
5
6 / / ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ / /
7
8 namespace Foam
9 {
10 /⇤                                                                           ⇤\
11 Clas s MyDewsburyDragForce De c l a r a t i o n
12 \⇤                                                                           ⇤ /
13
14 template<c l a s s CloudType>
15 c l a s s MyDewsburyDragForce
16 :
17 pub l i c P a r t i c l e F o r c e <CloudType>
18 {
19 / / P r i v a t e Member Func t i o n s
20
21 / /  Drag c o e f f i c i e n t m u l t i p l i e d by Reyno ld s number
22 s c a l a r CdRe ( cons t s c a l a r Re ) cons t ;
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23
24
25 pub l i c :
26
27 / /  Runt ime t y p e i n f o rma t i o n
28 TypeName ( ”myDewsburyDrag ” ) ;
29
30
31 / / C o n s t r u c t o r s
32
33 / /  Con s t r u c t from mesh
34 MyDewsburyDragForce
35 (
36 CloudType& owner ,
37 cons t fvMesh& mesh ,
38 cons t d i c t i o n a r y& d i c t
39 ) ;
40
41 / /  Con s t r u c t copy
42 MyDewsburyDragForce ( cons t MyDewsburyDragForce<CloudType>& df ) ;
43
44 / /  Con s t r u c t and r e t u r n a c l on e
45 v i r t u a l a u t oP t r<P a r t i c l e F o r c e <CloudType> > c l on e ( ) cons t
46 {
47 re turn a u t oP t r<P a r t i c l e F o r c e <CloudType> >
48 (
49 new MyDewsburyDragForce<CloudType>(⇤ t h i s )
50 ) ;
51 }
52
53
54 / /  De s t r u c t o r
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55 v i r t u a l ˜ MyDewsburyDragForce ( ) ;
56
57
58 / / Member Func t i o n s
59
60 / / E v a l u a t i o n
61
62 / /  Ca l c u l a t e t h e coup l ed f o r c e
63 v i r t u a l fo r ceSuSp ca l cCoup l ed
64 (
65 cons t typename CloudType : : p a r c e lType& p ,
66 cons t s c a l a r dt ,
67 cons t s c a l a r mass ,
68 cons t s c a l a r Re ,
69 cons t s c a l a r muc
70 ) cons t ;
71 } ;
72
73
74 / / ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ / /
75
76 } / / End namespace Foam
77
78 / / ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ / /
79
80 # i f d e f NoRepos i to ry
81 # inc lude ”MyDewsburyDragForce .C”
82 # end i f
83
84 / / ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ / /
85
86 # end i f
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87
88 / / ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ / /
E.1.2 MyDewsburyDragForce.C
1 # inc lude ”MyDewsburyDragForce .H”
2
3 / / ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ P r i v a t e Member Func t i o n s
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ / /
4
5 template<c l a s s CloudType>
6 Foam : : s c a l a r Foam : : MyDewsburyDragForce<CloudType > : :CdRe ( cons t s c a l a r Re ) cons t
7 {
8 i f ( Re > 195 . 0 )
9 {
10 re turn 0 .95⇤Re ;
11 }
12 e l s e
13 {
14 re turn 1 6 . 0 ⇤ ( 1 . 0 + 0 .173⇤pow (Re , 0 . 6 5 7 ) )
15 + 0 .413⇤pow (Re , 2 . 0 9 ) / ( 1 6 3 0 0 + pow (Re , 1 . 0 9 ) ) ;
16 }
17 }
18
19
20 / / ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ Con s t r u c t o r s
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ / /
21
22 template<c l a s s CloudType>
23 Foam : : MyDewsburyDragForce<CloudType > : : MyDewsburyDragForce
24 (
25 CloudType& owner ,
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26 cons t fvMesh& mesh ,
27 cons t d i c t i o n a r y& d i c t
28 )
29 :
30 P a r t i c l e F o r c e <CloudType>(owner , mesh , d i c t , typeName , f a l s e )
31 {}
32
33
34 template<c l a s s CloudType>
35 Foam : : MyDewsburyDragForce<CloudType > : : MyDewsburyDragForce
36 (
37 cons t MyDewsburyDragForce<CloudType>& df
38 )
39 :
40 P a r t i c l e F o r c e <CloudType>( d f )
41 {}
42
43
44 / / ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ De s t r u c t o r
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ / /
45
46 template<c l a s s CloudType>
47 Foam : : MyDewsburyDragForce<CloudType > : : ˜ MyDewsburyDragForce ( )
48 {}
49
50
51 / / ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ Member Func t i o n s
⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ ⇤ / /
52
53 template<c l a s s CloudType>
54 Foam : : fo r ceSuSp Foam : : MyDewsburyDragForce<CloudType > : : c a l cCoup l ed
55 (
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56 cons t typename CloudType : : p a r c e lType& p ,
57 cons t s c a l a r dt ,
58 cons t s c a l a r mass ,
59 cons t s c a l a r Re ,
60 cons t s c a l a r muc
61 ) cons t
62 {
63 fo rceSuSp va l u e ( v e c t o r : : ze ro , 0 . 0 ) ;
64
65 va l u e . Sp ( ) = mass ⇤0 .75⇤muc⇤CdRe (Re ) / ( p . rho ( ) ⇤ s q r ( p . d ( ) ) ) ;
66
67 re turn va l u e ;
68 }
69
70
71 / / ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ / /
E.2 Solver
E.2.1 myParcelFoam.C
1 /⇤                                                                           ⇤\
2 ========= |
3 \\ / F i e l d | OpenFOAM: The Open Source CFD Toolbox
4 \\ / O p e r a t i o n |
5 \\ / A nd | Copy r i gh t (C) 2013 2014 OpenFOAM Founda t ion
6 \\ / M a n i p u l a t i o n |
7                                                                                
8 L i c e n s e
9 Th i s f i l e i s p a r t o f OpenFOAM .
10
11 OpenFOAM i s f r e e s o f t w a r e : you can r e d i s t r i b u t e i t and / or mod i f y i t
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12 under t h e t e rms o f t h e GNU Genera l Pub l i c L i c e n s e as p u b l i s h e d by
13 t h e Free So f twa r e Foundat ion , e i t h e r v e r s i o n 3 o f t h e L i cense , or
14 ( a t your o p t i o n ) any l a t e r v e r s i o n .
15
16 OpenFOAM i s d i s t r i b u t e d i n t h e hope t h a t i t w i l l be u s e f u l , bu t WITHOUT
17 ANY WARRANTY; w i t h o u t even t h e imp l i e d warran t y o f MERCHANTABILITY or
18 FITNESS FOR A PARTICULAR PURPOSE . See t h e GNU Genera l Pub l i c L i c e n s e
19 f o r more d e t a i l s .
20
21 You shou l d have r e c e i v e d a copy o f t h e GNU Genera l Pub l i c L i c e n s e
22 a long w i t h OpenFOAM . I f not , s e e <h t t p : / / www. gnu . org / l i c e n s e s /> .
23
24 Ap p l i c a t i o n
25 myParcelFoam
26
27 De s c r i p t i o n
28 T r a n s i e n t s o l v e r f o r t h e coup l ed t r a n s p o r t o f a s i n g l e k i n ema t i c p a r t i c l e
29 c loud .
30
31 \⇤                                                                           ⇤ /
32
33 # inc lude ”fvCFD .H”
34 # inc lude ”MULES.H”
35 # inc lude ” subCyc le .H”
36 # inc lude ” i n t e r f a c e P r o p e r t i e s .H”
37 # inc lude ” i n compre s s i b l eTwoPha seMix tu r e .H”
38 # inc lude ” s i n g l e Ph a s eT r a n s p o r tMod e l .H”
39 # i n c l u d e ” t u r bu l en c eMode l .H”
40 # inc lude ” p imp l eCon t r o l .H”
41 # inc lude ” f v IO o p t i o nL i s t .H”
42 # inc lude ” f i x e d F l u x P r e s s u r e F v P a t c h S c a l a r F i e l d .H”
43
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44 # i f d e f MPPIC
45 # i n c l u d e ” bas icKinemat icMPPICCloud .H”
46 # d e f i n e ba s i cK inema t i cTypeC loud bas icKinemat icMPPICCloud
47 # e l s e
48 # i n c l u d e ” b a s i cK i n ema t i cCo l l i d i n gC l o u d .H”
49 # d e f i n e ba s i cK inema t i cTypeC loud b a s i cK i n ema t i cCo l l i d i n gC l o u d
50 # end i f
51
52 i n t main ( i n t argc , char ⇤ a rgv [ ] )
53 {
54 a r g L i s t : : addOpt ion
55 (
56 ” cloudName ” ,
57 ”name” ,
58 ” s p e c i f y a l t e r n a t i v e c l oud name . d e f a u l t i s ’ k i n ema t i cC loud ’ ”
59 ) ;
60
61 # i n c l u d e ” s e tRoo tCa s e .H”
62 # i n c l u d e ” c r e a t eT ime .H”
63 # i n c l u d e ” c r ea t eMesh .H”
64 # i n c l u d e ” r e a dG r a v i t a t i o n a l A c c e l e r a t i o n .H”
65 # i n c l u d e ” c r e a t e F i e l d s .H”
66 # i n c l u d e ” i n i t C o n t i n u i t y E r r s .H”
67
68 p imp l eCon t r o l p imple ( mesh ) ;
69
70 In fo<< ”\ n S t a r t i n g t ime loop \n” << end l ;
71
72 whi le ( runTime . run ( ) )
73 {
74 # i n c l u d e ” r e adT imeCon t r o l s .H”
75 # i n c l u d e ” CourantNo .H”
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76 # i n c l u d e ” a lphaCouran tNo .H”
77 # i n c l u d e ” s e tD e l t a T .H”
78
79 runTime ++;
80
81 In fo<< ”Time = ” << runTime . timeName ( ) << n l << end l ;
82
83 c o n t i n u o u s P h a s eT r a n s p o r t . c o r r e c t ( ) ;
84 muc = rhoc ⇤ c o n t i n u o u s P h a s eT r a n s p o r t . nu ( ) ;
85
86 In fo<< ” Evo lv ing ” << k i n ema t i cC loud . name ( ) << end l ;
87 k i n ema t i cC loud . evo l v e ( ) ;
88
89 / / G r a v i t y c o r r e c t i o n .
90 / / Now p i n c l u d e s g r a v i t y .
91 p = p   r hoc ⇤gh ;
92
93 i n t e r f a c e . c o r r e c t ( ) ;
94
95 / / Update c o n t i n u o u s phase volume f r a c t i o n f i e l d
96
97 / /     Pres sure v e l o c i t y PIMPLE c o r r e c t o r loop
98 whi le ( p imple . l oop ( ) )
99 {
100 # i n c l u d e ”UcEqn .H”
101
102 / /     PISO loop
103 whi le ( p imple . c o r r e c t ( ) )
104 {
105 # i n c l u d e ”pEqn .H”
106 }
107
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108 i f ( p imple . t u r bCo r r ( ) )
109 {
110 con t i n uou sPha s eTu rbu l e n c e >c o r r e c t ( ) ;
111 }
112 }
113
114 / / Update t h e s c a l a r f i e l d .
115 / / # i n c l u d e ”YiEqn .H”
116
117 / / G r a v i t y c o r r e c t i o n .
118 / / Now p does no t i n c l u d e g r a v i t y .
119 p = p + rhoc ⇤gh ;
120
121 runTime . w r i t e ( ) ;
122
123 In fo<< ” Execu t ionTime = ” << runTime . e lapsedCpuTime ( ) << ” s ”
124 << ” ClockTime = ” << runTime . e l apsedClockT ime ( ) << ” s ”
125 << n l << end l ;
126 }
127
128 In fo<< ”End\n” << end l ;
129
130 re turn 0 ;
131 }
132
133
134 / / ⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤⇤ / /
E.2.2 createFields.H
1 / / I n f o<< ”Reading f i e l d Y i \n” << end l ;
2 / / v o l S c a l a r F i e l d Y i
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3 / / (
4 / / IOob j e c t
5 / / (
6 / / ”Y i ” ,
7 / / runTime . timeName ( ) ,
8 / / mesh ,
9 / / IOob j e c t : :MUST READ ,
10 / / IOob j e c t : : AUTO WRITE
11 / / ) ,
12 / / mesh
13 / / ) ;
14
15 In fo<< ” Reading f i e l d Uc\n” << end l ;
16 v o lV e c t o r F i e l d Uc
17 (
18 IOob j e c t
19 (
20 ”Uc” ,
21 runTime . timeName ( ) ,
22 mesh ,
23 IOob j e c t : :MUST READ,
24 IOob j e c t : : AUTO WRITE
25 ) ,
26 mesh
27 ) ;
28
29 In fo<< ” Reading f i e l d p\n” << end l ;
30 v o l S c a l a r F i e l d p
31 (
32 IOob j e c t
33 (
34 ”p” ,
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35 runTime . timeName ( ) ,
36 mesh ,
37 IOob j e c t : :MUST READ,
38 IOob j e c t : : AUTO WRITE
39 ) ,
40 mesh
41 ) ;
42
43 In fo<< ” Bu i l d i n g a c c e s s o r y gh f i e l d s \n” << end l ;
44 v o l S c a l a r F i e l d gh ( ” gh ” , g & mesh .C ( ) ) ;
45 s u r f a c e S c a l a r F i e l d ghf ( ” ghf ” , g & mesh . Cf ( ) ) ;
46
47
48 In fo<< ” Reading / c a l c u l a t i n g con t i nuou s phase f a c e f l u x f i e l d ph i c \n”
49 << end l ;
50 s u r f a c e S c a l a r F i e l d ph i c
51 (
52 IOob j e c t
53 (
54 ” ph i ” ,
55 runTime . timeName ( ) ,
56 mesh ,
57 IOob j e c t : : READ IF PRESENT ,
58 IOob j e c t : : AUTO WRITE
59 ) ,
60 l i n e a r I n t e r p o l a t e (Uc ) & mesh . Sf ( )
61 ) ;
62
63 In fo<< ”\ nReading t r a n s p o r t P r o p e r t i e s \n” << end l ;
64 i n compre s s i b l eTwoPha seMix tu r e c o n t i n u o u s P h a s eT r a n s p o r t (Uc , ph i c ) ;
65
66 I n f o << ” C r e a t i n g f i e l d a l p h a c \n” << end l ;
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67 v o l S c a l a r F i e l d& a l ph a c ( c o n t i n u o u s P h a s eT r a n s p o r t . a l pha1 ( ) ) ;
68
69 I n f o << ” C r e a t i n g d e n s i t y f i e l d rhoc \n” << end l ;
70 cons t d imen s i o n e dSc a l a r& rho1 = c o n t i n u o u s P h a s eT r a n s p o r t . rho1 ( ) ;
71 cons t d imen s i o n e dSc a l a r& rho2 = c o n t i n u o u s P h a s eT r a n s p o r t . rho2 ( ) ;
72
73 v o l S c a l a r F i e l d rhoc
74 (
75 IOob j e c t
76 (
77 ” rho ” ,
78 runTime . timeName ( ) ,
79 mesh ,
80 IOob j e c t : : READ IF PRESENT
81 ) ,
82 a l p h a c ⇤ rho1 + ( s c a l a r ( 1 )   a l p h a c )⇤ rho2 ,
83 a l p h a c . b ounda r yF i e l d ( ) . t y p e s ( )
84 ) ;
85 rhoc . oldTime ( ) ;
86
87
88
89 l a b e l pRe fCe l l = 0 ;
90 s c a l a r pRefValue = 0 . 0 ;
91 s e t R e f C e l l ( p , mesh . s o l u t i o nD i c t ( ) . s ubD i c t ( ”PIMPLE” ) , pRefCe l l , pRefValue ) ;
92
93
94 I n f o << ” C r e a t i n g e f f e c t i v e v i s c o s i t y f i e l d muc\n” << end l ;
95 v o l S c a l a r F i e l d muc
96 (
97 IOob j e c t
98 (
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99 ”mu” ,
100 runTime . timeName ( ) ,
101 mesh ,
102 IOob j e c t : : NO READ,
103 IOob j e c t : : AUTO WRITE
104 ) ,
105 rhoc ⇤ c o n t i n u o u s P h a s eT r a n s p o r t . nu ( )
106 ) ;
107
108
109 word kinemat icCloudName ( ” k i n ema t i cC loud ” ) ;
110 a r g s . o p t i o nR e a d I f P r e s e n t ( ” cloudName ” , kinemat icCloudName ) ;
111
112 In fo<< ” Co n s t r u c t i n g k i n ema t i cC loud ” << kinemat icCloudName << end l ;
113 bas i cK inema t i cTypeC loud k i n ema t i cC loud
114 (
115 kinematicCloudName ,
116 rhoc ,
117 Uc ,
118 muc ,
119 g
120 ) ;
121
122 s u r f a c e S c a l a r F i e l d r h o c f ( ” r h o c f ” , f v c : : i n t e r p o l a t e ( rhoc ) ) ;
123
124 / / Mass f l u x
125 / / I n i t i a l i s a t i o n does no t ma t t e r because rhoPhi i s r e s e t a f t e r t h e
126 / / a lpha1 s o l u t i o n b e f o r e i t i s used i n t h e U equa t i o n .
127 s u r f a c e S c a l a r F i e l d r hoPh i c
128 (
129 IOob j e c t
130 (
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131 ” rho ⇤ ph i ” ,
132 runTime . timeName ( ) ,
133 mesh ,
134 IOob j e c t : : NO READ,
135 IOob j e c t : : NO WRITE
136 ) ,
137 rho1 ⇤ ph i c
138 ) ;
139
140 / / Con s t r u c t i n t e r f a c e from alpha1 d i s t r i b u t i o n
141 In fo<< ” C r e a t i n g i n t e r f a c e model\n” << end l ;
142 i n t e r f a c e P r o p e r t i e s i n t e r f a c e ( a lphac , Uc , c o n t i n u o u s P h a s eT r a n s p o r t ) ;
143
144
145 / / Con s t r u c t i n c omp r e s s i b l e t u r b u l e n c e model
146 In fo<< ” C r e a t i n g t u r b u l e n c e model\n” << end l ;
147 a u t oP t r<i n c omp r e s s i b l e : : t u rbu l enceMode l> c on t i n u ou sPh a s eTu r bu l e n c e
148 (
149 i n c omp r e s s i b l e : : t u r bu l en c eMode l : : New(Uc , ph ic , c o n t i n u o u s P h a s eT r a n s p o r t )
150 ) ;
E.2.3 pEqn.H
1 {
2 v o lV e c t o r F i e l d HbyA( ”HbyA” , Uc ) ;
3 HbyA = rAUc⇤UcEqn .H ( ) ;
4
5 s u r f a c e S c a l a r F i e l d phiHbyA
6 (
7 ”phiHbyA” ,
8 (
9 ( f vc : : i n t e r p o l a t e (HbyA) & mesh . Sf ( ) )
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10 + r h o c f ⇤ rAUcf⇤ f v c : : d d tCo r r (Uc , ph i c )
11 )
12 ) ;
13
14 / / Update t h e f i x e dF l u x P r e s s u r e BCs t o en su r e f l u x c o n s i s t e n c y
15 se tSnGrad<f i x e d F l u x P r e s s u r e F v P a t c h S c a l a r F i e l d>
16 (
17 p . bounda r yF i e l d ( ) ,
18 (
19 phiHbyA . bounda r yF i e l d ( )
20   ( mesh . Sf ( ) . b ound a r yF i e l d ( ) & Uc . bounda r yF i e l d ( ) )
21 ) / ( mesh . magSf ( ) . b ounda r yF i e l d ( ) ⇤ rAUcf . b ound a r yF i e l d ( ) )
22 ) ;
23
24 / / Non o r t h ogona l p r e s s u r e c o r r e c t o r loop
25 whi le ( p imple . c o r r e c tNonOr t h ogona l ( ) )
26 {
27 f v S c a l a rMa t r i x pEqn
28 (
29 fvm : : l a p l a c i a n ( r h o c f ⇤ rAUcf , p )
30 ==
31 fvc : : d i v ( r h o c f ⇤phiHbyA )
32 ) ;
33
34 pEqn . s e t R e f e r e n c e ( pRefCe l l , pRefValue ) ;
35
36 pEqn . s o l v e ( mesh . s o l v e r ( p . s e l e c t ( p imple . f i n a l I n n e r I t e r ( ) ) ) ) ;
37
38 i f ( p imple . f i n a l N o nO r t h o g o n a l I t e r ( ) )
39 {
40 ph i c = phiHbyA   pEqn . f l u x ( ) / r h o c f ;
41
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42 p . r e l a x ( ) ;
43
44 Uc = HbyA
45   rAUc⇤ f v c : : r e c o n s t r u c t ( ( pEqn . f l u x ( ) / r h o c f ) / rAUcf ) ;
46 Uc . c o r r e c tBound a r yCond i t i o n s ( ) ;
47 }
48 }
49 }
50
51 # inc lude ” c o n t i n u i t y E r r s .H”
E.2.4 UcEqn.H
1 fvVec t o rMa t r i x UcEqn
2 (
3 fvm : : dd t ( rhoc , Uc )
4 + fvm : : d i v ( rhoPh ic , Uc )
5 + con t i n uou sPha s eTu rbu l e n c e >divDevRhoReff ( rhoc , Uc )
6 ==
7 k in ema t i cC loud . SU(Uc )
8 ) ;
9 UcEqn . r e l a x ( ) ;
10
11 v o l S c a l a r F i e l d rAUc ( 1 . 0 / UcEqn .A ( ) ) ;
12 s u r f a c e S c a l a r F i e l d rAUcf ( ”Dp” , f v c : : i n t e r p o l a t e ( rAUc ) ) ;
13
14
15 i f ( p imple . momentumPredic tor ( ) )
16 {
17 s o l v e
18 (
19 UcEqn
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20 ==
21 fvc : : r e c o n s t r u c t
22 (
23 / / p h i cFo r c e s / rAUcf
24   f v c : : snGrad ( p )⇤mesh . magSf ( )
25 + fvc : : i n t e r p o l a t e ( i n t e r f a c e . sigmaK ( ) ) ⇤ f v c : : snGrad ( a l p h a c )
26 ⇤ mesh . magSf ( )
27 )
28 ) ;
29 }
E.2.5 YiEqn.H
1 f vS c a l a rMa t r i x YiEqn
2 (
3 fvm : : dd t ( rhoc , Yi )
4 + fvm : : d i v ( rhoPh ic , Yi )
5   fvm : : l a p l a c i a n ( c on t i n uou sPha s eTu rbu l e n c e >nuEf f ( ) ⇤ rhoc , Yi )
6 ) ;
7
8 YiEqn . r e l a x ( ) ;
9
10 / / YiEqn . s o l v e ( mesh . s o l v e r (” Y i ” ) ) ;
11 s o l v e ( YiEqn ) ;
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