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THE DESCENT STATISTIC ON SIGNED SIMSUN PERMUTATIONS
SHI-MEI MA, TOUFIK MANSOUR, AND HAI-NA WANG
Abstract. In this paper we study the generating polynomials obtained by enumerating signed
simsun permutations by number of the descents. Properties of the polynomials, including the
recurrence relations and generating functions are studied.
Keywords: Signed simsun permutations; Even-signed simsun permutations; Descents
1. Introduction
Let Sn denote the symmetric group of all permutations of [n], where [n] = {1, 2, . . . , n}.
Let pi = pi(1)pi(2) · · · pi(n) ∈ Sn. A descent in pi is an element pi(i) such that pi(i) > pi(i + 1),
where i ∈ [n − 1]. We say that pi ∈ Sn has no double descents if there is no index i ∈ [n − 2]
such that pi(i) > pi(i + 1) > pi(i + 2). A permutation pi ∈ Sn is called simsun if for all k,
the subword of pi restricted to [k] (in the order they appear in pi) contains no double descents.
For example, 35142 is simsun, but 35241 is not. Let RSn be the set of simsun permutations of
length n. Let |C| denote the cardinality of a set C. Simion and Sundaram [14, p. 267] discovered
that |RSn| = En+1, where En is the nth Euler number, which also is the number alternating
permutations in Sn (see [13] for instance). Simsun permutations are a variant of the Andre´
permutations of Foata and Schu¨tzenberger [9]. We refer the reader to [3, 5, 6, 10, 11] for some
recent results related to simsun permutations.
There have been extensive studies of the descent polynomials for simsun permutations (see [5,
11] for instance). Let Sn(x) =
∑
pi∈RSn x
desA(pi), where
desA(pi) = |{i ∈ [n− 1] : pi(i) > pi(i+ 1)}|.
It follows from [14, Theorem 3.2] that the polynomials Sn(x) satisfy the recurrence relation
Sn+1(x) = (1 + nx)Sn(x) + x(1− 2x)S′n(x),
with S0(x) = 1. Let RS(x, z) =
∑
n≥0 Sn(x)
zn
n! . Chow and Shiu [5, Theorem 2.1] obtained that
RS(x, z) =
( √
2x− 1 sec (z2√2x− 1)√
2x− 1− tan ( z2√2x− 1)
)2
.
Recall that the classical Eulerian polynomials of type A are defined by An(x) =
∑
pi∈Sn x
desA(pi).
From [9, Proposition 2.7], we have
Sn
(
2x
(1 + x)2
)
=
An+1(x)
(1 + x)n
.
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A left peak in pi is an index i ∈ [n − 1] such that pi(i − 1) < pi(i) > pi(i + 1), where we take
pi(0) = 0. Let lpk (pi) denote the number of left peaks in pi. For example, lpk (21435) = 2. It is
clear that every descent of a simsun permutation is a left peak. Hence Sn(x) =
∑
pi∈RSn x
lpk (pi).
Let Ŵn(x) =
∑
pi∈Sn x
lpk (pi). There is a close connection between Sn(x) and Ŵn(x) (see [11,
Eq. (6)]):
Sn(x) =
1
2n
n∑
k=0
(
n
k
)
Ŵk(2x)Ŵn−k(2x).
It is now well known that simsun permutations and signed simsun permutations are useful in
computing the cd-index of the Boolean algebra and the cubical lattice, respectively (see [1, 7]).
Let Bn be the hyperoctahedral group of rank n. Elements pi of Bn are signed permutations of
the set ±[n] such that pi(−i) = −pi(i) for all i, where ±[n] = {±1,±2, . . . ,±n}. Throughout this
paper, we always identify a signed permutation pi = pi(1) · · · pi(n) with the word pi(0)pi(1) · · · pi(n),
where pi(0) = 0. A double descent of pi ∈ Bn is an index i ∈ [n − 1] such that pi(i − 1) >
pi(i) > pi(i + 1). Let R(±[k]) be the set of signed permutations of Bk with no double descents.
Following [7, Section 7], a signed simsun permutation pi of length n is a permutation of Bn
such that for all 0 ≤ k ≤ n, if we remove the k entries ±n,±(n − 1), . . . ,±(n − k + 1) from
pi, the resulting permutation belongs to R(±[n − k]). Let RBn denote the set of signed simsun
permutations of Bn. For example, 01(−3)2(−5)4 is a signed simsun permutations, while pi′ =
01(−3)2(−6)(−4)(−5) is not, since when we remove ±6 from pi′, the resulting permutation
01(−3)2(−4)(−5) contains a double descent. In particular,
RB2 = {012, 01(−2), 021, 0(−2)1, 0(−1)2, 02(−1), 0(−2)(−1)}.
Denote by Dn the set of even-signed permutations of Bn, i.e., for any pi ∈ Dn, the set
{pi(1), pi(2), . . . , pi(n)} contains an even number of negative terms. For n ≥ 2, Dn forms a
normal subgroup of Bn of index 2. Set Tn = Bn \Dn. Following [4], the descent statistic of type
B is defined by
desB(pi) = |{i ∈ {0, 1, 2, . . . , n− 1} : pi(i) > pi(i+ 1)}|.
Let
E(n, k) = |{pi ∈ Dn : desB(pi) = k}|, E˜(n, k) = |{pi ∈ Tn : desB(pi) = k}|.
Very recently, Borowiec and Mlotkowski [2] studied the type D Eulerian numbers E(n, k) and
E˜(n, k). In particular, they discovered a remarkable formula (see [2, Proposition 4.3]):
E(n, k)− E˜(n, k) = (−1)k
(
n
k
)
. (1)
Let RDn and RT n denote the sets of simsun permutations of Dn and Tn, respectively. Let
D(n, k) = |{pi ∈ RDn : desB(pi) = k}|, T (n, k) = |{pi ∈ RT n : desB(pi) = k}|.
As a correspondence of 1, we recently observed the following formula:
D(n, k)− T (n, k) = (−1)k
(
n− k + 1
k
)
, (2)
which is implied by Theorem 8 of Section 3. Motivated by (2), we shall study the polynomials
obtained by enumerating permutations of RBn,RDn and RT n by number of the descents.
THE DESCENT STATISTIC ON SIGNED SIMSUN PERMUTATIONS 3
2. On signed simsun permutations of Bn
Let RB+n = {pi ∈ RBn : pi(1) > 0} and RB−n = {pi ∈ RBn : pi(1) < 0}. We define
R+n (x) =
∑
pi∈RB+n
xdesB(pi) =
∑
k≥0
R+(n, k)xk,
R−n (x) =
∑
pi∈RB−n
xdesB(pi) =
∑
k≥0
R−(n, k)xk,
Rn(x) =
∑
pi∈RBn
xdesB(pi) =
∑
k≥0
R(n, k)xk.
It is clear that R(n, k) = R+(n, k) +R−(n, k). The following lemma is a fundamental result.
Lemma 1. For n ≥ 2, we have
R+(n, k) = 2kR+(n− 1, k) + (2n− 4k + 2)R+(n− 1, k − 1) +R(n− 1, k), (3)
R−(n, k) = 2kR−(n− 1, k) + (2n − 4k + 3)R−(n− 1, k − 1) +R(n− 1, k − 1), (4)
R(n, k) = (2k + 1)R(n − 1, k) + (2n − 4k + 3)R(n − 1, k − 1) +R−(n− 1, k − 1). (5)
Proof. Define
RB+n,k = {pi ∈ RB+n : des (pi) = k},
RB−n,k = {pi ∈ RB−n : des (pi) = k}.
Firstly, we prove (3). In order to get a permutation pi′ ∈ RB+n,k from a permutation pi ∈ RBn−1,
we distinguish among the following cases:
(i) If pi ∈ RB+n−1,k, then we can insert the entry n right after a descent or insert the entry
−n right after a descent of pi. Moreover, we can put the entry n at the end of pi. This
accounts for (2k + 1)R+(n− 1, k) possibilities.
(ii) If pi ∈ RB+n−1,k−1, then we cannot insert the entry n immediately before or right after
each descent of pi and we cannot insert the entry n at the end of pi. Moreover, we cannot
insert the entry −n immediately before or right after each descent bottom and we also
cannot insert −n right after pi(0), where a descent bottom is an entry pi(i) such that
pi(i− 1) > pi(i) and 1 ≤ i ≤ n− 1. Hence there are n− 2k+1 positions could be inserted
the entry n or −n. This accounts for (2n− 4k + 2)R+(n− 1, k − 1) possibilities.
(iii) If pi ∈ RB−n−1,k, then we have to put n right after pi(0). This accounts for R−(n − 1, k)
possibilities.
Therefore,
R+(n, k) = (2k + 1)R+(n− 1, k) + (2n − 4k + 2)R+(n− 1, k − 1) +R−(n− 1, k)
= 2kR+(n− 1, k) + (2n − 4k + 2)R+(n− 1, k − 1) +R(n− 1, k).
Secondly, we prove (4). In order to get a permutation pi′ ∈ RB−n,k from a permutation
pi ∈ RBn−1, we also distinguish among the following cases:
(i) If pi ∈ RB−n−1,k, then we can insert the entry n right after any descent except the first
descent or insert the entry −n right after any descent. Moreover, we can insert n at the
end of pi. This accounts for 2kR−(n− 1, k) possibilities.
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(ii) If pi ∈ RB−n−1,k−1, we cannot insert the entry n immediately before or right after any
descent and we cannot insert the entry −n immediately before or right after each descent
bottom. Moreover, we cannot put n at the end of pi. Note that pi(0) is a descent. Hence
there are n− 1− 1− 2(k − 2) = n− 2k + 2 positions could be inserted the entry n and
there are n − 2(k − 1) = n − 2k + 2 positions could be inserted the entry −n. This
accounts for (2n− 4k + 4)R−(n − 1, k − 1) possibilities.
(iii) If pi ∈ RB+n−1,k−1, then we have to put the entry −n right after pi(0). This accounts for
R+(n− 1, k − 1) possibilities.
Therefore,
R−(n, k) = 2kR−(n− 1, k) + (2n− 4k + 4)R−(n− 1, k − 1) +R+(n− 1, k − 1)
= 2kR−(n− 1, k) + (2n− 4k + 3)R−(n− 1, k − 1) +R(n− 1, k − 1).
Finally, combining (3) and (4), we immediately get (5). 
So the following proposition is immediate.
Proposition 2. The polynomials R+n (x), R
−
n (x) and Rn(x) satisfy the following recurrence re-
lations
R+n+1(x) = 2nxR
+
n (x) + 2x(1− 2x)
d
dx
R+n (x) +Rn(x),
R−n+1(x) = (2n + 1)xR
−
n (x) + 2x(1− 2x)
d
dx
R−n (x) + xRn(x),
Rn+1(x) = (1 + (2n + 1)x)Rn(x) + 2x(1 − 2x) d
dx
Rn(x) + xR
−
n (x),
with the initial conditions R+0 (x) = R0(x) = 1 and R
−
0 (x) = 0.
By Proposition 2, it is easy to verify that degR+n (x) = ⌊n/2⌋ and degR−n (x) = degRn(x) =
⌈n/2⌉. For convenience, we list the first few terms of R+n (x), R−n (x) and Rn(x):
R+1 (x) = 1, R
+
2 (x) = 1 + 3x,R
+
3 (x) = 1 + 16x,R
+
4 (x) = 1 + 61x+ 41x
2;
R−1 (x) = x,R
−
2 (x) = 3x,R
−
3 (x) = 7x+ 9x
2, R−4 (x) = 15x+ 80x
2;
R1(x) = 1 + x,R2(x) = 1 + 6x,R3(x) = 1 + 23x+ 9x
2, R4(x) = 1 + 76x+ 121x
2.
Define
R+(x; t) =
∑
n≥0
R+n (x)
tn
n!
;
R−(x; t) =
∑
n≥0
R−n (x)
tn
n!
;
R(x; t) =
∑
n≥0
Rn(x)
tn
n!
.
Clearly, R(x; t) = R+(x; t) +R−(x; t). We can now conclude the first main result of this paper.
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Theorem 3. Let u(x, t) = t
√
2x− 1− arctan(√2x− 1). The generating functions R+(x; t) and
R−(x; t) are respectively given by
R+(x; t) =
√
2x− 1
2
√
xp(x)
(
p2(x)F2(u(x, t)) + F1(u(x, t))
)
,
R−(x; t) =
−√2x− 1
2p(x)
(
p2(x)F2(u(x, t)) − F1(u(x, t))
)
,
where p(x) =
(√
2x+1√
2x−1
)√2
4
and
F1(x) =
−1√
2 sin(x)
( − sin(x)
1 + cos(x)
)− 1√
2
, F2(x) =
−1√
2 sin(x)
( − sin(x)
1 + cos(x)
) 1√
2
.
Proof. Note that R(x; t) = R+(x; t) + R−(x; t). By writing the statement of Proposition 2 in
terms of generating functions R+(x; t) and R−(x; t), we obtain
(1− 2xt) d
dt
R+(x; t) = 2x(1− 2x) d
dx
R+(x; t) +R+(x; t) +R−(x; t),
(1− 2xt) d
dt
R−(x; t) = 2x(1− 2x) d
dx
R−(x; t) + xR+(x; t) + 2xR−(x; t).
In order to solve this system of partial differential equations, let us define
M(x; t) = a(x)R+(x; t) + b(x)R−(x; t),
where a(x) and b(x) are functions on x. It follows that M(x; t) satisfies
(1− 2xt) d
dt
M(x; t) = 2x(1 − 2x) d
dx
M(x; t)
+
(
a(x) + xb(x)− 2x(1− 2x) d
dx
a(x)
)
R+(x; t)
+
(
2xb(x) + a(x)− 2x(1 − 2x) d
dx
b(x)
)
R−(x; t).
Now, let us assume that the functions a(x) and b(x) satisfies the following system of differential
equations:
a(x) + xb(x)− 2x(1 − 2x) d
dx
a(x) = 0,
2xb(x) + a(x)− 2x(1− 2x) d
dx
b(x) = 0.
The system has the following general solution
a(x) =
√
x√
2x− 1(c/p(x) + dp(x)), b(x) =
1√
2x− 1(−c/p(x) + dp(x)),
where
p(x) =
(√
2x+ 1√
2x− 1
)√2
4
.
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From now, let us assume that the pair of the functions (a(x), b(x)) are either (a1(x), b1(x)) =(√
xp(x)√
2x−1 ,
p(x)√
2x−1
)
or (a2(x), b2(x)) =
( √
x√
2x−1p(x) ,
−1√
2x−1p(x)
)
. Hence, the generating function
M(x; t) =Maj ,bj (x; t) for a pair (aj(x), bj(x)), j = 1, 2, satisfies
(1− 2xt) d
dt
Maj ,bj (x; t) = 2x(1− 2x)
d
dx
Maj ,bj (x; t) = 0,
which implies that there exist functions F1 and F2 such that
Maj ,bj (x; t) = Fj(t
√
2x− 1− arctan(√2x− 1)).
Since R+(x; 0) = R+0 (x) = 1 and R
−(x; 0) = R−0 (x) = 0, we see that Maj ,bj (x; 0) = aj(x) =
Fj(− arctan(
√
2x− 1)). Thus,
F1(x) = −p((tan
2(x) + 1)/2)√
2 sin(x)
=
−1√
2 sin(x)
( − sin(x)
1 + cos(x)
)−1√
2
,
F2(x) = −p((tan
2(x) + 1)/2)√
2 sin(x)
=
−1√
2 sin(x)
( − sin(x)
1 + cos(x)
) 1√
2
.
Therefore,
a1(x)R
+(x; t) + b1(x)R
−(x; t) = F1(u(x, t)), a2(x)R+(x; t) + b2(x)R−(x; t) = F2(u(x, t)),
which implies
R+(x; t) =
√
2x− 1
2
√
xp(x)
(
p2(x)F2(u(x, t)) + F1(u(x, t))
)
,
R−(x; t) =
−√2x− 1
2p(x)
(p2(x)F2(u(x, t)) − F1(u(x, t))).
This completes the proof. 
Here we give two examples as applications of Theorem 3.
Example 4. Let rn = |RBn| =
∑
k≥0R(n, k). In order to get the first few terms of rn, we need
to expand the generating function R(1; t). Let α =
√
2. Then for x = 1, we get
R(1; t) =
(
α+ 1
α− 1
)−α/4 1
cos t− sin t
(
sin(t− pi/4)
cos(t− pi/4)− 1
)α/2
=
(cos t− sin t)α/2−1
(α− sin t− cos t)α/2(1 + α)α/2
=
1
(α2 − 1)α/2
(
1 +
α2 − 4α + 2
2(1− α) t+
α4 − 12α3 + 34α2 − 32α+ 12
8(1− α)2 t
2 + · · ·
)
= 1 + 2t+ 7
t2
2!
+ 33
t3
3!
+ 198
t4
4!
+ 1439
t5
5!
+ 12291
t6
6!
+ 120622
t7
7!
+ · · · .
Example 5. Let sn =
∑
k≥0 kR(n, k). In order to get the first few terms of sn, we need to
expand the generating function R′(1; t) = ddxR(x; t) |x=1. Let α =
√
2. Then by Theorem 3, we
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obtain
R′(1; t) =
(
α− 1
α+ 1
)α/4 (3 + 4t) cos t+ (4t− 7) sin t+ 4t− 2
4(1 − sin(2t))
(
cos t− sin t
α+ sin t+ cos t
)−α/2
+
(
α+ 1
α− 1
)α/4 sin t− cos t
4(1− sin(2t))
(
cos t− sin t
α+ sin t+ cos t
)α/2
= t+ 6
t2
2!
+ 41
t3
3!
+ 318
t4
4!
+ 2840
t5
5!
+ 28736
t6
6!
+ 325991
t7
7!
+ · · · .
3. On even-signed simsun permutations
Let
RD+n = {pi ∈ RDn : pi(1) > 0}, RD−n = {pi ∈ RDn : pi(1) < 0},
RT +n = {pi ∈ RT n : pi(1) > 0}, RT −n = {pi ∈ RT n : pi(1) < 0}.
Define
D+n (x) =
∑
pi∈RD+n
xdesB(pi) =
∑
k≥0
D+(n, k)xk, D−n (x) =
∑
pi∈RD−n
xdesB(pi) =
∑
k≥0
D−(n, k)xk,
T+n (x) =
∑
pi∈RT +n
xdesB(pi) =
∑
k≥0
T+(n, k)xk, T−n (x) =
∑
pi∈RT −n
xdesB(pi) =
∑
k≥0
T−(n, k)xk,
Dn(x) =
∑
pi∈RDn
xdesB(pi) =
∑
k≥0
D(n, k)xk, Tn(x) =
∑
pi∈RT n
xdesB(pi) =
∑
k≥0
T (n, k)xk.
Clearly, R+(n, k) = D+(n, k)+T+(n, k), R−(n, k) = D−(n, k)+T−(n, k) andR(n, k) = D(n, k)+
T (n, k).
Lemma 6. We have
D+(n, k) = kR+(n − 1, k) + (n− 2k + 1)R+(n− 1, k − 1) +D(n− 1, k);
T+(n, k) = kR+(n − 1, k) + (n− 2k + 1)R+(n− 1, k − 1) + T (n− 1, k);
D−(n, k) = kR−(n − 1, k) + (n− 2k + 2)R−(n− 1, k − 1) + T+(n− 1, k − 1);
T−(n, k) = kR−(n − 1, k) + (n− 2k + 2)R−(n− 1, k − 1) +D+(n− 1, k − 1);
D(n, k) = (1 + k)D(n − 1, k) + (n− 2k + 1)D(n − 1, k − 1) + kT (n− 1, k)+
(n− 2k + 2)T (n − 1, k − 1) +D−1(n− 1.k − 1);
T (n, k) = (1 + k)T (n − 1, k) + (n− 2k + 1)T (n − 1, k − 1) + kD(n− 1, k)+
(n− 2k + 2)D(n − 1, k − 1) + T−1(n− 1, k − 1).
Proof. Define
RD+n,k = {pi ∈ RD+n : des (pi) = k}, RD−n,k = {pi ∈ RD−n : des (pi) = k};
RT +n,k = {pi ∈ RT +n : des (pi) = k},RT −n,k = {pi ∈ RT −n : des (pi) = k}.
We only prove the first recurrence relation and the others can be proved in the same way.
In order to get a permutation pi′ ∈ RD+n,k from a permutation pi ∈ RBn−1,, we distinguish
among the following cases:
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(i) If pi ∈ RD+n−1,k, then we can insert the entry n right after any descent. Moreover, we
can also put n at the end of pi. This accounts for (k + 1)D+(n− 1, k) possibilities.
(ii) If pi ∈ RD+n−1,k−1, we cannot insert n immediately before or right after any descent,
and we cannot put n at the end of pi. Thus n can be inserted into the remaining
n− 1− 2(k − 1) = n− 2k + 1 positions. This accounts for (n− 2k + 1)D+(n− 1, k − 1)
possibilities.
(iii) If pi ∈ RD−n−1,k, then we have to insert n right after pi(0). This accounts for D−(n−1, k)
possibilities.
(iv) If pi ∈ RT +n−1,k, then we can insert −n right after any descent. This accounts for
kT+(n− 1, k) possibilities.
(v) If pi ∈ RT +n−1,k−1, then we cannot insert −n immediately before or right after any
descent bottom. Moreover, we cannot put −n right after pi(0). Thus the entry −n can
be inserted into the remaining n − 1 − 2(k − 1) = n − 2k + 1 positions. This accounts
for (n− 2k + 1)T+(n− 1, k − 1) possibilities.
Therefore,
D+(n, k) = (k + 1)D+(n− 1, k) + (n− 2k + 1)D+(n− 1, k − 1) +D−(n− 1, k)+
kT+(n− 1, k) + (n− 2k + 1)T+(n− 1, k − 1)
= k(D+(n− 1, k) + T+(n− 1, k)) + (n− 2k + 1)(D+(n− 1, k − 1) + T+(n− 1, k − 1))
+D+(n− 1, k) +D−(n− 1, k)
= kR+(n− 1, k) + (n − 2k + 1)R+(n− 1, k − 1) +D(n− 1, k),
and this completes the proof. 
By Lemma 6, we immediately get the following proposition.
Proposition 7. Set D+0 (x) = D0(x) = 1,D
−
0 (x) = T0(x) = T
−
0 (x) = T
+
0 (x) = 0. Then for
n ≥ 0, we have the following recurrence relations:
D+n+1(x) = nxR
+
n (x) + x(1− 2x)
d
dx
R+n (x) +Dn(x);
T+n+1(x) = nxR
+
n (x) + x(1− 2x)
d
dx
R+n (x) + Tn(x);
D−n+1(x) = (n+ 1)xR
−
n (x) + x(1− 2x)
d
dx
R−n (x) + xT
+
n (x);
T−n+1(x) = (n+ 1)xR
−
n (x) + x(1− 2x)
d
dx
R−n (x) + xD
+
n (x);
Dn+1(x) = (1 + nx)Dn(x) + (n+ 1)xTn(x) + x(1− 2x) d
dx
Rn(x) + xD
−
n (x);
Tn+1(x) = (1 + nx)Tn(x) + (n+ 1)xDn(x) + x(1− 2x) d
dx
Rn(x) + xT
−
n (x).
TheChebyshev polynomials of the second kindmay be recursively defined by U0(x) = 1, U1(x) =
2x and Un+1(x) = 2xUn(x)−Un−1(x) for n ≥ 1. A well known explicit formula is the following:
Un(x) =
⌊n/2⌋∑
k=0
(−1)k
(
n− k
k
)
(2x)n−2k.
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Now we present the second main result of this paper.
Theorem 8. For n ≥ 0, we have
Dn(x)− Tn(x) = D+n+1(x)− T+n+1(x) =
1
x
(
T−n+2(x)−D−n+2(x)
)
= x
n+1
2 Un+1
(
1
2
√
x
)
. (6)
Proof. Using Proposition 7, we get
Dn(x)− Tn(x) = D+n+1(x)− T+n+1(x) =
1
x
(
T−n+2(x)−D−n+2(x)
)
,
and Dn(x)− Tn(x) = (1− x)(Dn−1(x)− Tn−1(x))− x(T−n−1(x)−D−n−1(x)). Note that
x
n+1
2 Un+1
(
1
2
√
x
)
=
∑
k≥0
(−1)k
(
n− k + 1
k
)
xk.
If n ≤ 3, the equality (6) is obvious, so we proceed to the inductive step. Assume that n ≥ 4
and that the equality holds for m ≤ n− 1. Then
Dm+1(x)− Tm+1(x) = (1− x)(Dm(x)− Tm(x))− x(T−m(x)−D−m(x))
= (1− x)
∑
k≥0
(−1)k
(
m− k + 1
k
)
xk − x2
∑
k≥0
(−1)k
(
m− k − 1
k
)
xk
=
∑
k≥0
(−1)k
((
m− k + 1
k
)
+
(
m− k + 2
k − 1
)
−
(
m− k + 1
k − 2
))
xk
=
∑
k≥0
(−1)k
((
m− k + 1
k
)
+
m− 2k + 3
k − 1
(
m− k + 1
k − 2
))
xk
=
∑
k≥0
(−1)k (m− k + 1)!
k!(m− 2k + 2)! (m− k + 2) x
k
=
∑
k≥0
(−1)k
(
m− k + 2
k
)
xk,
as desired. 
Combining (6) and the fact that Rn(x) = Dn(x) + Tn(x), so the following is immediate.
Corollary 9. We have
D(n, k) =
1
2
R(n, k) +
1
2
(
n− k + 1
k
)
(−1)k;
T (n, k) =
1
2
R(n, k)− 1
2
(
n− k + 1
k
)
(−1)k.
The Fibonacci sequence is defined recursively by F0 = 0, F1 = 1 and Fn = Fn−1 + Fn−2 for
n ≥ 2 (see [12, A000045]). A well known sum formula for Fn is the following:
Fn+1 =
⌊n/2⌋∑
k=0
(
n− k
k
)
.
As a special case of (6), we get the following.
Corollary 10. Let dn = Dn(−1) and tn = Tn(−1). We have dn − tn = Fn+2.
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For convenience, we end this paper by providing the first few terms of the polynomials dis-
cussed in this section:
D+1 (x) = 1,D
+
2 (x) = 1 + x,D
+
3 (x) = 1 + 7x,D
+
4 (x) = 1 + 29x+ 21x
2;
T+1 (x) = 0, T
+
2 (x) = 2x, T
+
3 (x) = 9x, T
+
4 (x) = 32x+ 20x
2;
D−1 (x) = 0,D
−
2 (x) = x,D
−
3 (x) = 3x+ 5x
2,D−4 (x) = 7x+ 41x
2;
T−1 (x) = x, T
−
2 (x) = 2x, T
−
3 (x) = 4x+ 4x
2, T−4 (x) = 8x+ 39x
2;
D1(x) = 1,D2(x) = 1 + 2x,D3(x) = 1 + 10x+ 5x
2,D4(x) = 1 + 36x+ 62x
2;
T1(x) = x, T2(x) = 4x, T3(x) = 13x + 4x
2, T4(x) = 40x+ 59x
2.
References
[1] L.J. Billera, R. Ehrenborg, M. Readdy, The c-2d-index of oriented matroids, J. Combin. Theory Ser. A 80
(1997), 79–105 .
[2] A. Borowiec, W. Mlotkowski, New Eulerian numbers of type D, Electron. J. Combin. 23(1) (2016), #P1.38.
[3] P. Bra¨nde´n and A. Claesson, Mesh patterns and the expansion of permutation statistics as sums of permu-
tation patterns, Electron. J. Combin. 18(2) (2011), #P5.
[4] F. Brenti, q-Eulerian polynomials arising from Coxeter groups, European J. Combin. 15 (1994), 417–441.
[5] C-O. Chow, W. C. Shiu, Counting simsun permutations by descents, Ann. Comb. 15 (2011), 625–635.
[6] E. Deutsch, S. Elizalde, Restricted simsun permutations, Ann. Combin. 16(2) (2012), 253–269.
[7] R. Ehrenborg, M. Readdy, Coproducts and the cd-index, J. Algebraic Combin. 8 (1998), 273–299.
[8] D. Foata, M. Schu¨tzenberger, The´orie Ge´ome´trique des Polynoˆmes Euleriens, Lecture Notes in Mathematics,
vol. 138, Springer-Verlag, Berlin-New York, 1970.
[9] D. Foata and M.P. Schu¨tzenberger, Nombres d’Euler et permutations alternantes, in A Survey of Combina-
torial Theory, J.N. Srivastava et al. (Eds.), Amsterdam, North-Holland, 1973, pp. 173–187.
[10] G. Hetyei, E. Reiner, Permutation trees and variation statistics, European J. Combin. 19 (1998), 847–866.
[11] S.-M. Ma,, Y.-N. Yeh, The peak statistics on simsun permutations, Electron. J. Combin. 23(2) (2016),
#P2.14.
[12] N.J.A. Sloane, The On-Line Encyclopedia of Integer Sequences, published electronically at http://oeis.org,
2010.
[13] R.P. Stanley, A survey of alternating permutations, Contemp. Math. 531 (2010) 165–196.
[14] S. Sundaram, The homology representations of the symmetric group on Cohen-Macaulay subposets of the
partition lattice, Adv. Math. 104 (1994), 225–296.
School of Mathematics and Statistics, Northeastern University at Qinhuangdao, Hebei 066004,
P.R. China
E-mail address: shimeimapapers@163.com (S.-M. Ma)
D Department of Mathematics, University of Haifa, 3498838 Haifa, Israel
E-mail address: tmansour@univ.haifa.ac.il
Department of Mathematics, Northeastern University, Shenyang, 110004, China
E-mail address: hainawangpapers@163.com
