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BLOW UP AT INFINITY IN THE SU(3) CHERN-SIMONS MODEL, PART I
TING-JUNG KUO, YOUNGAE LEE, AND CHANG-SHOU LIN
Abstract. We consider non-topological solutions of a nonlinear elliptic system problem (see (1.4) below)
derived from the SU(3) Chern-Simons models in R2. The existence of non-topological solutions even
for radial symmetric case has been a long standing open problem. Recently, Choe, Kim, and Lin in
[8, 9] showed the existence of radial symmetric non-topological solution when the vortex points collapse.
However, the arguments in [8, 9] cannot work for an arbitrary configuration of vortex points. In this
paper, we develop a new approach by using different scalings for different components of the system to
construct a family of non-topological solutions, which blows up at infinity.
1. Introduction
The relativistic self-dual Abelian Chern-Simons-Higgs model has been proposed by Hong, Kim, Pac
in [17] and independently by Jackiw, Weinberg in [20] to explain the high critical temperature supercon-
ductivity. The following nonlinear elliptic equation is derived from the Euler-Lagrangian equation of the
Chern-Simons-Higgs model via a vortex ansatz (see [17, 20, 34, 36]):
∆v (x) + ev(x)
(
1− ev(x)
)
= 4π
N∑
j=1
δpj (x) in R
2, (1.1)
where p′js are called vortex points and δpj denotes the Dirac measure at the vortex point pj . Here p
′
js are
not necessary to be distinct. We also refer to [6, 7, 25, 30] for recent developments of (1.1). A solution
v (x) of (1.1) is called a topological solution if v (x) → 0 as |x| → +∞, and is called a non-topological
solution if v (x)→ −∞ as |x| → +∞.
Let β(v) =
∫
R2
ev(x)
(
1− ev(x)
)
dx be the total magnetic flux (or mass) of v. Equivalently, v satisfies
v(x) = −
(β(v)
2π
− 2N
)
ln |x|+O(1) at ∞.
It is easy to show that if v is a topological solution of (1.1), then β(v) = 4πN . For any configuration of
vortex points, Wang in [35], and Spruck and Yang in [32] proved the existence of topological solution of
(1.1). To find topological solutions of (1.1), they used the monotone scheme and the variational method
together with the Moser-Trudinger inequality.
However, it is more difficult to find non-topological solutions of (1.1). Generally speaking, the vari-
ational method together with the Moser-Trudinger inequality could not work well for finding solutions
with logarithmic growth at infinity. Similar situation in the literature has been occurred in the study of
the scalar curvature equation in R2, where the coefficient k(x) is always assumed to have certain decays
at infinity and the range of the logarithmic growth of a solution has certain constraint. For example, see
[29].
Spruck and Yang in [33] proved that if v(x) is a radial symmetric nontopological solution of (1.1),
then its flux satisfies β(v) > 8π (1 +N). Since [33], the following question to the equation (1.1) has been
arised:
For any configuration {pj}
N
j=1 and β > 8π (1 +N), does there exist a non-topological solution of (1.1)
such that β(v) = β?
In [2], by viewing (1.1) as a perturbation of the Liouville equation, Chae and Imanuvilov obtained
the existence of non-topological solution when β is closed to 8π (1 +N). But it is unknown whether
β > 8π(1 + N) or not for this particular solution. Later, Chan, Fu, and Lin in [3] solved the problem
(1.1) for the case pj = 0 for any j. Moreover, they proved the existence and uniqueness of radial symmetric
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non-topological solutions for any β > 8π(1 +N). Finally, Choe, Kim and Lin [7] used the degree theory
and proved the following theorem :
Theorem A.[7] For any configuration of vortex points and any number β > 8π(1 + N) satisfying β /∈
{ 8piNkk−1 |k = 2, · · · , N}, there is a non-topological solution v to (1.1) satisfying β(v) = β.
The idea in [7] is to obtain a priori bound for solutions when (1.1) is deformed by collapsing vortex
points into a single one, and then they could compute the topological degree by the result of radial
symmetric solutions in [3]. However, the existence still remains open for β ∈
{
8πN kk−1 |k = 2, 3, · · ·, N
}
.
The non-Abelian relativistic Chern-Simons models was proposed by Kao-Lee [21] and Dunne [12, 13,
14]. The model is defined in the (2 + 1) Minkowski space R1,2, and the gauge group is a compact Lie group
with a semi-simple Lie algebra (G, [, ]). The Chern-Simons Lagrangian density in (2 + 1) dimensional
spacetime involves the Higgs field φ with values in C and the gauge potential A = (A0, A1, A2). We
restrict to consider the energy minimizers of the Lagrangian functional, and obtain the self-dual Chern-
Simons equations: {
D−φ = 0,
F+− =
1
κ2 [φ− [[φ, φ
+] , φ] , φ+] ,
(1.2)
whereD− = D1−iD2 and F+− = ∂+A−−∂−A++[A+, A−] with A± = A1±iA2 and ∂± = ∂1±i∂2. Dunne
considered a simplified form of the self-dual system (1.2), in which the fields φ and A are algebraically
restricted:
φ =
r∑
a=1
φaEa, Aµ = −i
r∑
a=1
AaµHa,
where r is the rank of the gauge Lie algebra, Ea is the simple root step operator, Ha is Cartan subalgebra
elements, φa are complex-valued functions, and Aaµ is real value function. Let va = log |φ
a| , a = 1, · · ·, r.
Then the equation (1.2) can be reduced to the following system of equations:
∆va +
1
κ2
(
r∑
b=1
Kabe
vb −
r∑
b=1
r∑
c=1
evbKbce
vcKac
)
= 4π
Na∑
j=1
δpaj in R
2, a = 1, · · ·, r, (1.3)
where K = (Kab) is the Cartan matrix of a semi-simple Lie algebra,
{
paj
}
are zeros of φa. We refer to
[37] for the detail from (1.2) to (1.3).
We want to study the case when the compact Lie group is SU (3) and the associated Cartan matrix
K =
(
2 −1
−1 2
)
. Without loss of generality, we assume κ = 1. Then (1.3) becomes
{
∆v1 + 2e
v1 (1− 2ev1)− ev2 (1− 2ev2 − ev1) = 4π
∑N1
j=1 δpj
∆v2 + 2e
v2 (1− 2ev2)− ev1 (1− 2ev1 − ev2) = 4π
∑N2
j=1 δqj
in R2. (1.4)
According to the asymptotic behavior of solutions at infinity, we define three types of solutions as follows:
Definition 1.1. Let (v1, v2) be a solution of (1.4).
(i) (v1, v2) is called a topological solution if lim|x|→+∞ vi(x) = 0, i = 1, 2.
(ii) (v1, v2) is called a non-topological solution if lim|x|→+∞ vi(x) = −∞, i = 1, 2.
(iii) (v1, v2) is called a mixed-type solution if either
lim
|x|→+∞
(v1(x), v2(x)) =
(
ln
1
2
,−∞
)
or lim
|x|→+∞
(v1(x), v2(x)) =
(
−∞, ln
1
2
)
.
For any configuration {paj } in R
2, Yang in [37] proved the existence of topological solutions for (1.3),
again by the variational method and the Moser-Trudinger inequality. Since [37], it has been a long
standing open problem to find non-topological as well as mixed-type solutions.
In this paper, we mainly concern with the structure of non-topological solutions of (1.4). Given any
pair (β1, β2) with βi > 1, i = 1, 2, we ask the following question about the existence of non-topological
solutions:
Given any pair (β1, β2), is there a solution (v1, v2) of (1.4) satisfying{
v1(x) = −2β1 ln |x|+O(1)
v2(x) = −2β2 ln |x|+O(1)
as |x| → +∞? (1.5)
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Very recently, the first partial result for the existence of non-topological solutions of (1.4) satisfying
(1.5) has been obtained by Ao, Lin, and Wei in [1]. Similar to the single equation (1.1), they considered
(1.4) as a perturbation of SU(3) Toda system, and obtained non-topological solutions when (β1, β2) is
closed to (N2 + 2, N1 + 2). However, (1.4) is much more difficult to solve than (1.1) due to the large
dimension of freedom for solutions to SU(3) Toda system, but they could overcome this difficulty by
assuming some conditions on {pj}, {qj}, N1 and N2 (see (1.14) below).
At this point, one might ask what is the possible range of (β1, β2) for existence of solutions to (1.4)
satisfying (1.5)? Obviously, βi must satisfy βi > 1 for e
vi ∈ L1(R2), i = 1, 2. To find the suitable range
of βi, it is natural to start with radial symmetric solutions of (1.4). In [19], Huang and Lin studied the
system (1.4) when pj = qj = 0, that is,{
d2v1
dr2 +
1
r
dv1
dr + 2e
v1 (1− 2ev1)− ev2 (1− 2ev2 − ev1) = 4πN1δ0
d2v2
dr2 +
1
r
dv2
dr + 2e
v2 (1− 2ev2)− ev1 (1− 2ev1 − ev2) = 4πN2δ0
. (1.6)
It is convenient to rewrite the nonlinear terms of (1.6) as 2F1 − F2 and 2F2 − F1 respectively, where
F1 = e
v1 − 2e2v1 + ev1+v2 , F2 = e
v2 − 2e2v2 + ev1+v2 . Among others, they proved
Theorem B.[19] Let (v1(r), v2(r)) be an entire radial solutions of (1.6). Then∫
R2
|F1|dx < +∞,
∫
R2
|F2|dx < +∞, (1.7)
and (v1, v2) must satisfy one of the boundary condition at ∞ in Definition 1.1. Moreover, one of the
followings holds.
(1) If (v1, v2) is a non-topological solution, then{
v1 (r) = −2β1 ln r +O (1)
v2 (r) = −2β2 ln r +O (1)
at ∞, (1.8)
for some β1 > 1 and β2 > 1. Furthermore,
J (β1 − 1, β2 − 1) > J (N1 + 1, N2 + 1) , where J (x, y) = x
2 + xy + y2. (1.9)
(2) If (v1, v2) is a mixed-type solution, then either
v1(r)→ ln
1
2 and v2(r) = −2β2 ln r + O(1) for some β2 > 1 as r → +∞ or
v2(r)→ ln
1
2 and v1(r) = −2β1 ln r + O(1) for some β1 > 1 as r → +∞.
(3) If (v1, v2) is a topological solution, then (v1(r), v2(r))→ (0, 0) exponentially as r → +∞.
Compared to (1.1), one of main difficulties of (1.4) is whether the nonlinear terms 2F1−F2 and 2F2−F1
belong to L1(R2) or not. Indeed, it is clear that our system is neither cooperative nor competitive in the
conventional classification of systems of equations, that is, each nonlinear term in (1.4) is not monotone
with respect to any of v1 and v2. Even in the case for radial symmetric solutions, the proof of (1.7) is
not easy. For non-radial solution of (1.4), the question whether (1.7) holds or not is an important open
problem for understanding the complete picture for the structure of solutions to (1.4).
According to (1.9), we define
Ω = {(β1, β2) | β1 > 1, β2 > 1, J (β1 − 1, β2 − 1) > J (N1 + 1, N2 + 1)} .
Then naturally we ask:
Question. Suppose (β1, β2) ∈ Ω. Does there exist a radial symmetric solution of (1.6) subject to the
boundary condition (1.8)?
In view of Theorem B, the condition for (β1, β2) ∈ Ω is necessary for the existence of radial symmetric
non-topological solutions of (1.6). However, Choe, Kim, Lin in [8] pointed out that (β1, β2) ∈ Ω might
not be sufficient for the existence of solutions due to the phenomena of partial blowing up, i.e. only one
of components of solutions tends to −∞ locally in R2, but the other does not. In [8], Choe, Kim and Lin
studied the above problem and introduced for any N = (N1, N2),
SN =

(β1, β2)
∣∣∣∣∣∣
β1 > 1, β2 > 1,
−2N1 −N2 − 3 < β2 − β1 < N1 + 2N2 + 3,
2β1 + β2 > N1 + 2N2 + 6, β1 + 2β2 > 2N1 +N2 + 6

 .
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We note that SN ⊆ Ω (see [8] for the proof). They derived a priori bound for all solutions by deforming
the parameters β1 and β2, and applied the degree theory to prove the existence of radial symmetric
non-topological solutions provided that (β1, β2) ∈ SN :
Theorem C.[8] If (β1, β2) ∈ SN then (1.6) has a radial symmetric solution subject to the boundary
condition (1.8).
As we already mentioned, the main step in the proof of Theorem C is to derive the global a priori
bounds for any solution with (β1, β2) ∈ SN . In fact, it has also been proved that SN is the best possible
region to obtain a priori bounds for radial solutions. Indeed, for (β1, β2) ∈ ∂SN , they did prove the
existence of partial blowing up solutions. More precisely, let ℓi be the line defined by
ℓ1 := { (β1, β2) | β1 > 1, β2 > 1, β2 − β1 = N1 + 2N2 + 3} , and
ℓ2 := { (β1, β2) | β1 > 1, β2 > 1, 2β1 + β2 = N1 + 2N2 + 6} .
Then ℓ1 ∪ ℓ2 ⊆ ∂SN . They used shooting method to prove
Theorem D.[8, 9] Let (β1, β2) ∈ ℓ1 ∪ ℓ2. Then there exists a sequence of partial blowing up (radial)
solutions (v1,n (r) , v2,n (r)) to (1.6) such that{
vi,n = −2βi,n ln r +O (1) as r→ +∞, i = 1, 2,
(β1,n, β2,n)→ (β1, β2) ∈ ℓ1 ∪ ℓ2,
and limn→∞(v1,n(r), v2,n(r)) = (V (r),−∞) in Cloc(R
2), where V (r) + ln 2 is a solution of (1.1). Let V
satisfy V (r) = −2 (γ −N1) ln r +O (1) as r → +∞. Then
(i) if (β1, β2) ∈ ℓ1, then γ > 2N1 + 2N2 + 4, and only v2,n blows up at infinity,
(ii) if (β1, β2) ∈ ℓ2, then γ < 2N1 + 2N2 + 4, and both v1,n and v2,n blow up at infinity
Here we say vi,n blows up at infinity if the contribution of the mass of vi,n at infinity cannot be ignored.
In view of Theorem D, we note that 2N1+2N2+4 is the critical value for γ to determine the asymptotic
behavior of (v1,n, v2,n). If γ > 2N1 + 2N2 + 4, then only v2,n blows up at infinity, that is, although the
contribution of the mass of v2,n at infinity cannot be ignored, but this behavior of v2,n does not affect
the total mass of v1,n such that limn→+∞
∫
R2
2ev1,n(x)(1 − 2ev1,n(x))dx =
∫
R2
2eV (x)(1 − 2eV (x))dx. We
call this kind of solutions bubbling type I solutions.
On the other hand, the case γ < 2N1 + 2N2 + 4 is rather more complicated since not only v2,n but also
v1,n blow up at infinity on the different regions. We call this kind of solutions bubbling type II solutions.
After Theorem C and Theorem D, one might ask whether SN is the optimal range of (β1, β2) to
guarantee the existence of solutions to (1.4) satisfying the boundary conditions (1.5). As in the single
equation (1.1), it is very difficult to use the variational method to solve the problem (1.5). So we turn
to the method of degree theory as Choe, Kim, and Lin did in [7]. Starting with this paper, we want
to initiate the program to study this problem. The first step is to see whether a priori bound would
fail if (β1, β2) ∈ ∂SN , in other words, we want to understand for a generic set of vortex points and
(β1, β2) ∈ ∂SN , whether there is a sequence of blowing-up non-topological solutions of (1.4) satisfying
(1.5) with (β1,n, β2,n)→ (β1, β2). Solving this question would be helpful for us to understand the structure
of non-topological solutions to the equation (1.4).
Let {pj}
N1
j=1 be the vortex points of the first equation of (1.4) and v be a solution of (1.1) with {pj}
N1
j=1
satisfying
v (x) = −2 (γ −N1) ln |x|+O (1) as |x| → +∞. (1.10)
We remark that Theorem A implies the existence of v if γ > 2N1+2 and γ /∈ {2N1
k
k−1 |k = 2, 3, · · ·, N1}.
Now we define the non-degeneracy condition for the equation (1.1).
Definition 1.2. A solution v(x) of (1.1) is called a non-degenerate solution if the associated linearized
operator L := ∆+ ev(x)(1− 2ev(x)) has no zero eigenvalue. In other words, there is no non-trivial kernel
of L in L∞(R2).
Firstly, we observe the limit behavior for (β1,ε, β2,ε) of a family of bubbling solutions to (1.4) according
to the range of γ.
Theorem 1.1. Let (v1,ε, v2,ε) be a family of non-topological solutions to (1.4) satisfying (1.5) with
(β1,ε, β2,ε). Let (v1,ε(x), v2,ε(x)) → (V (x),−∞) in C
0
loc
(R2), where a function V satisfies (1.10). We
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assume that v2,ε
(
x
ε
)
− 2 ln ε → W (x) in C0(R2) for some function W , and supx∈R2(e
vi,ε(x)|x|2) <
C for some constant C > 0, independent of ε > 0. Then we have
(i) if γ > 2N1 + 2N2 + 4, then limε→0 (β1,ε, β2,ε) ∈ ℓ1.
(ii) if 2N1 + 2 < γ < 2N1 + 2N2 + 4 and limε→0
∫
R2
2ev1,ε(1 − 2ev1,ε)dx = 4π(2N1 + 2N2 + 4), then
limε→0 (β1,ε, β2,ε) ∈ ℓ2.
In the proof of Theorem 1.1, we observe rigorously how the range of γ determine the mass concentration
of v1,ε. Since (v1,ε(x), v2,ε(x))→ (V (x),−∞) in C
0
loc(R
2) and the function V satisfies (1.10), we see that
lim
ε→0
∫
|x|≤R
2ev1,ε(x)
(
1− 2ev1,ε(x)
)
dx = 4πγ + o(1),
where o(1) as R → +∞. We note that γ is related to the decay of ev1,ε . If γ > 2N1 + 2N2 + 4, then
the decay of ev1,ε is fast enough at infinity so that the behavior of v2,ε (blowing up at infinity) does not
affect the total mass of the first component
∫
R2
2ev1,ε(1− 2ev1,ε)dx, although the asymptotic behavior of
v1,ε at infinity is affected. Thus v1,ε does not blow up at infinity, that is,
lim
ε→0
∫
R2
2ev1,ε(x)
(
1− 2ev1,ε(x)
)
dx = 4πγ. (1.11)
However, if 2N1 + 2 < γ < 2N1 + 2N2 + 4, then (1.11) does not hold any more and the extra mass of
v1,ε appears at infinity. Therefore, not only v2,ε but also v1,ε blow up at infinity. This observation plays
a important role in our analysis for the behavior of blowing up at infinity.
Our main goal is that for any (β1, β2) ∈ ℓ1 ∪ ℓ2, we want to construct partial blowing up solutions
(v1,ε, v2,ε) to (1.4) satisfying (1.5) with (β1,ε, β2,ε) → (β1, β2) ∈ ℓ1 ∪ ℓ2 and v2,ε → −∞ in C
0
loc(R
2). In
this paper, we only construct bubbling type I solutions. We will discuss bubbling type II solutions in
another paper [23].
For any (β1, β2) ∈ ℓ1, we define
γ1 :=
2
3
(2N1 + 2β1 +N2 + β2) . (1.12)
We see that 2β1 + β2 > N1 + 2N2 + 6, which implies that γ1 > 2N1 + 2N2 + 4. Now we introduce our
main result.
Theorem 1.2. Let (β1, β2) ∈ ℓ1. Assume that there exists a non-degenerate solution v(x) of (1.1)
satisfying (1.10) with γ = γ1. Then there exists non-topological solution (v1,ε, v2,ε) to (1.4) with ε > 0
satisfying v1,ε(x) → v(x) − ln 2 and v2,ε(x) → −∞ in C
0
loc
(R2), vi,ε (x) = −2βi,ε ln |x| + O (1) as |x| →
+∞, where limε→0 (β1,ε, β2,ε) = (β1, β2) ∈ ℓ1.
We note that when N1 = 1, any non-topological (radial) solution of (1.1) is non-degenerate (see [3]).
Therefore, Theorem 1.2 guarantees the existence of non-topological solutions to (1.4) under even some
special condition on vortices, which was not considered in [1].
Corollary 1.3. Let (β1, β2) ∈ ℓ1. Assume that
N1 = 1, p1 6=
N2∑
i=1
qi. (1.13)
Then there exists non-topological solution (v1,ε, v2,ε) to (1.4) with ε > 0 satisfying v2,ε(x) → −∞ in
C0
loc
(R2), vi,ε (x) = −2βi,ε ln |x|+O (1) as |x| → +∞, where limε→0 (β1,ε, β2,ε) = (β1, β2) ∈ ℓ1.
As far as we know, Corollary 1.3 is the only existence result under this particular assumption (1.13).
For example, in [1], the existence of non-topological solutions to (1.4) was proved when (β1, β2) is closed
to (N2 + 2, N1 + 2) under the following conditions:
either
N1∑
j=1
pj =
N2∑
j=1
qj or
N1∑
j=1
pj 6=
N2∑
j=1
qj , N1, N2 > 1, |N1 −N2| 6= 1. (1.14)
To prove Theorem 1.2, we use different scalings for different components of the system (1.4). To the
best of our knowledge, this idea seems new. In detail, with a change of variables, we consider the following
functions.
u1,ε (x) := v1,ε (x) and u2,ε (x) := v2,ε
(x
ε
)
− 2 ln ε. (1.15)
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Then (v1,ε(x), v2,ε(x)) is a solution of (1.4) if and only if (u1,ε, u2,ε) is a solution of

∆u1,ε + 2e
u1,ε (1− 2eu1,ε) = ε2eu2,ε(εx)
(
1− 2ε2eu2,ε(εx) − eu1,ε(x)
)
+ 4π
∑N1
j=1 δpj ,
∆u2,ε + 2e
u2,ε
(
1− 2ε2eu2,ε
)
= e
u1,ε( xε )(1−2eu1,ε(
x
ε ))
ε2 − e
u1,ε(xε )+u2,ε + 4π
∑N2
j=1 δεqj .
(1.16)
Each equation in the system (1.16) can be viewed as a perturbation of the following Chern-Simons-Higgs
equation and Liouville equation respectively (V (x) = v(x) + ln 12 ):{
∆V + 2eV
(
1− 2eV
)
= 4π
∑N1
j=1 δpj ,∫
R2
2eV
(
1− 2eV
)
dx = 4πγ1,
(1.17)
{
∆W + 2eW = 4π
(
γ1
2 +N2
)
δ0,∫
R2
2eWdx = 8π(1 + γ12 +N2),
(1.18)
where the extra singular source γ12 δ0 in the second equation appears due to the first component. It is
well known that the solutions to (1.18) have been completely classified by Prajapat and Tarantello in [31]
such that
W (x) = Wλ1,a (x) = ln
4
(
1 + γ12 +N2
)2
eλ1 |x|
γ1+2N2(
1 + eλ1
∣∣∣x1+ γ12 +N2 + a∣∣∣2)2
, (1.19)
where λ1 ∈ R, x = |x|(cos θ + i sin θ), a = a1 + ia2 ∈ C. We denote Wa(x) := W0,a(x).
Since the term
e
u1,ε( xε )
(
1−2e
u1,ε(xε )
)
ε2 in (1.16) cannot be simply replaced by a Dirac measure, we
consider the following as in [24]:
∆u∗2,ε (x) =
eV (
x
ε )(1− 2eV (
x
ε ))
ε2
. (1.20)
From Lemma 6.1, we have for any constant R, r > 0, independent of ε > 0,
‖u∗2,ε(x) − γ1 ln |x|‖L∞(BR(0)\Br(0)) = O(ε).
Due to the term u∗2,ε(x), there are errors coming from not only the term
∏N2
j=1 |x − εqj|
2 − |x|2N2 , but
also the term u∗2,ε − γ1 ln |x|. Indeed, the term u
∗
2,ε − γ1 ln |x| gives us the errors including −
x·−→c
|x|2 ε where
−→c := 12pi
∫
R2
yeV (y)(1−2eV (y))dy. This is also one of the differences from the previous works (for example,
see [1]). From this point of view, by a shift of origin, without loss of generality, we always assume that
2
N2∑
i=1
qi +
−→c = 0, (1.21)
to vanish ε-order term in the error and get a suitable reduced problem. Even when N2 = 0, (1.21) is still
satisfied (see the detail in Section 6).
As we mentioned before, if γ1 > 2N1+2N2+4, then the term ε
2eu2,ε(εx) in the first equation of (1.16)
does not affect the mass of the first component
∫
R2
2eu1,ε(1 − 2eu1,ε)dx, but the asymptotic behavior of
u1,ε at infinity is affected by ε
2eu2,ε(εx). So we consider the following problem:
∆u∗1,ε = ε
2eWa(εx). (1.22)
Denote the regular part of Wa by W˜a and let u
∗
1,ε(x) =
W˜a(0)−W˜a(εx)
2 . Then u
∗
1,ε controls the effect of
ε2eWa(εx) although u∗1,ε itself is small enough on any bounded subset in R
2. From the above arguments,
at this moment, we write an 0-th order approximate solutions for bubbling type I solutions to (1.4) such
that
(V (x) + u∗1,ε(x), W˜a(εx) + 2 ln ε+ 2
N2∑
j=1
ln |εx− εqj |+ u
∗
2,ε(εx)). (1.23)
However, the above form (1.23) is not sufficiently accurate to carry out the next further steps. In
order to improve the approximate solution to the next order, we have to study the invertibility of the
linearized operator QLaε (see (3.11)), which is most important part in our paper. The linearized operator
QLaε is defined from X
1
α × Eα to Yα × Fα, where X
1
α, Eα(⊆ X
2
α), Yα, Fα are some suitable weighted
function spaces defined in Section 3 (see Definition 3.1). For our linearized problem, we need to use the
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different function spaces X1α and X
2
α for different component because a limiting problem for the first
component of (1.16) is Chern-Simons-Higgs equation, but a limiting problem for the second component
of (1.16) is Liouville equation. It is worth to note that any function with logarithmic growth at infinity
cannot belong to X1α unlike X
2
α. The non-degeneracy assumption about the linearized equation of (1.1)
requires that any function with logarithmic growth does not allow to be in the function space for the
first component (see [3, Theorem 4.1]). On the other hand, the function space for the second component
should contain functions with logarithmic growth (see [2, Lemma 2.2]).
In order to prove the invertibility of the linearized operator QLaε , there is a major difficulty which is
caused by the different scaling factors for different components in (1.16). We overcome this obstacle by
using the Green representation formula and the property of X1α. We note that the analysis in this paper
would provide an important insight for the studies of mixed type entire solution in [10, 15] and blow up
phenomena in various models (for example, see [18, 16, 22, 26, 28]).
The organization of this paper is as follows: In Section 2, we prove Theorem 1.1. In Section 3, we
construct an approximate solution with a suitable change of variables. In Section 4, we use contraction
mapping theorem, solve a finite dimensional reduced problem, and complete the proof of Theorem 1.2
and Corollary 1.3. In Section 5, we prove the invertibility of QLaε , which is the main part in this paper.
Finally, we put some basic estimates in Section 6.
2. Proof of Theorem 1.1
The arguments here will be a motivation to construct approximate solutions for Theorem 1.2.
Proof of Theorem 1.1 Since (v1,ε, v2,ε) satisfies the system (1.4), the assumptions v1,ε(x) → V (x)
and v2,ε → −∞ in C
0
loc(R
2) imply that V (x) satisfies{
∆V + 2eV
(
1− 2eV
)
= 4π
∑N1
j=1 δpj ,∫
R2
2eV (x)
(
1− 2eV (x)
)
dx = 4πγ, γ > 2N1 + 2.
Recall that (u1,ε (x) , u2,ε (x)) = (v1,ε (x) , v2,ε
(
x
ε
)
− 2 ln ε) satifies (1.16), the assumption in Theorem 1.1
implies that (u1,ε, u2,ε)→ (V,W ).
Now we claim that there exists constant C > 0, independent of ε > 0, such that∫
R2
eui,ε(x)dx ≤ C. (2.1)
After multiplying 2 and 1 (resp. 1 and 2) on both sides of the first and second (resp. the second and
first) equation in (1.16), adding new equations respectively, and taking the integration on R2, we get that{
limε→0
∫
R2
2eu1,ε(x)
(
1− 2eu1,ε(x) + ε2eu2,ε(εx)
)
dx = 8pi3 (2N1 + 2β1 +N2 + β2) ,
limε→0
∫
R2
2eu2,ε(x)
(
1− 2ε2eu2,ε(x) + eu1,ε(x/ε)
)
dx = 8pi3 (N1 + β1 + 2N2 + 2β2) .
(2.2)
By the assumption supx∈R2(e
vi,ε(x)|x|2) < C, we see that if |x| ≫ 1,
(1 − 2eu1,ε(x) + ε2eu2,ε(εx)), (1− 2ε2eu2,ε(x) + eu1,ε(x/ε)) >
1
2
. (2.3)
From (u1,ε (x) , u2,ε (x))→ (V (x),W (x)) and (2.2)-(2.3), we prove the claim (2.1).
Let
f(t) := 2et(1− 2et) for t ∈ R and u¯1,ε(|x|) :=
1
2π|x|
∫
∂B|x|
u1,εdS. (2.4)
If 1≪ R < |x| < δε where R, δ > 0 are independent of ε > 0, then we see that as ε→ 0,
2π|x|
(du¯1,ε
d|x|
)
= −
∫
B|x|(0)
f(u1,ε(y))dy +
∫
Bε|x|(0)
eu2,ε(y)
(
1− 2ε2eu2,ε(y) − eu1,ε(y/ε)
)
dy + 4πN1
≤ −
∫
BR(0)
f(u1,ε(y))dy +
∫
Bδ(0)
eu2,εdy + 4πN1
→ −
∫
BR(0)
f(V (y))dy +O(δ2) + 4πN1 = −4πγ +O(R
−2) +O(δ2) + 4πN1.
Since γ > 2N1 + 2, we get that if R < |x| <
δ
ε , then
|x|
(du¯1,ε
d|x|
)
≤ −(2 + ν) for some constant ν > 0, independent of ε > 0. (2.5)
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In view of Green representation formula (for example, see Lemma 6.3), there is a constant c1,ε satisfying
u1,ε(x) = c1,ε +
1
2pi
∫
R2
ln |x− y|∆u1,ε(y)dy. Note that if |x| = |x
′| > R, then
u1,ε(x) − u1,ε(x
′)
= 2
N1∑
i=1
ln
|x− pj |
|x′ − pj|
+
1
2π
∫
R2
ln
|x′ − y|
|x− y|
(
f(u1,ε)− ε
2eu2,ε(εy)(1 − 2ε2eu2,ε(εy) − eu1,ε)
)
dy
= O
( ∫
|y|≤ |x|2 ,|y|≥2|x|
∣∣∣f(u1,ε)− ε2eu2,ε(εy)(1− 2ε2eu2,ε(εy) − eu1,ε)∣∣∣dy)
+
(
max
|x|
2 ≤|y|≤2|x|
eu1,ε(y) + max
|x|
2 ≤|y|≤2|x|
ε2eu2,ε(εy)
) ∫
|x|
2 ≤|y|≤2|x|
(
|x− x′|
|x− y|
+
|x− x′|
|x′ − y|
)
dy +O(1).
Since
∫
R2
eui,ε(x)dx < C and supx∈R2(e
ui,ε(x)|x|2) < C for i = 1, 2, if |x| = |x′| > R, then
u1,ε(x) − u1,ε(x
′) = O(1). (2.6)
In view of (2.5)-(2.6), we see that for any fixed small δ > 0,
lim
ε→0
∫
Bδ(0)
f(u1,ε
(
x
ε
)
)
2ε2
dx = lim
ε→0
∫
B δ
ε
(0)
f(u1,ε(x))
2
dx
= lim
ε→0
[ ∫
BR(0)
f(u1,ε(x))
2
dx+O
( ∫
B δ
ε
(0)\BR(0)
eu1,ε(x)−u¯1,ε(x)+u¯1,ε(x)dx
)]
=
∫
BR(0)
f(V (x))
2
dx +O(R−ν)→ 2πγ as R→ +∞.
Then u2,ε →W in C
0(R2) implies that W would satisfy the following equation:
∆W + 2eW (x) = 4π
(
N2 +
γ
2
)
δ0, e
W ∈ L1(R2).
Since W satisfies Liouville equation, we have
∫
R2
2eW (x)dx = 8π
(
N2+
γ
2 +1
)
. We note that although the
component ε2eu2,ε(εx) → 0 in C0loc(R
2) as ε→ 0 in the first equation in (1.16), the total mass ε2eu2,ε(εx)
in R2 converges to a positive value such that
lim
ε→0
∫
R2
ε2eu2,ε(εx)dx = lim
ε→0
∫
R2
eu2,ε(x)dx =
∫
R2
eW (x)dx = 4π
(
N2 +
γ
2
+ 1
)
> 0, (2.7)
since u2,ε(x) = v2,ε
(
x
ε
)
−2 ln ε→W (x) in C0(R2). Here (2.7) implies that the mass of ev2,ε(x) = ε2eu2,ε(εx)
concentrates at infinity.
(i) We consider the case γ > 2N1 + 2N2 + 4. Then we see that for any large |x| > R, as ε→ 0,
2π|x|
(du¯1,ε
d|x|
)
= −
∫
B|x|(0)
f(u1,ε)dx+
∫
Bε|x|(0)
eu2,ε(x)(1− 2ε2eu2,ε(x) − eu1,ε(x/ε))dx + 4πN1,
≤ −
∫
BR(0)
f(u1,ε)dx + 4π(N2 +
γ
2
+ 1) + 4πN1 → −
∫
BR(0)
f(V )dx+ 4π(N1 +N2 +
γ
2
+ 1)
= 4π(N1 +N2 −
γ
2
+ 1) +O(R−2) < −4π.
Therefore, the decay of eu1,ε(x) = O(|x|−(2+ν
′)) for some ν′ > 0 is fast enough at infinity so that the
concentration of ε2eu2,ε(εx) at infinity does not affect the mass of
∫
R2
f(u1,ε)dx. Thus we see{
limε→0
∫
R2
2eu1,ε(x)
(
1− 2eu1,ε(x) + ε2eu2,ε(εx)
)
dx =
∫
R2
f(V )dx = 4πγ,
limε→0
∫
R2
2eu2,ε(x)
(
1− 2ε2eu2,ε(x) + eu1,ε(x/ε)
)
dx =
∫
R2
2eWdx = 8π(N2 +
γ
2 + 1).
(2.8)
By (2.2), (2.8), and u2,ε →W in C
0(R2), we get that{
γ = 23 (2N1 + 2β1 +N2 + β2) > 2N1 + 2N2 + 4,
β2 − β1 = N1 + 2N2 + 3, βi > 1.
(2.9)
(ii) If 2N1+2 < γ < 2N1+2N2+4, then the assumption limε→0
∫
R2
f(v1,ε)dx = 4π(2N1+2N2+4) and
(2.2) yield 2β1 + β2 = N1 + 2N2 + 6, βi > 1. This completes the proof. 
BLOW UP AT INFINITY IN THE SU(3) CHERN-SIMONS MODEL, PART I 9
3. Approximate solution and Linearized operator
3.1. 0-th order approximate solution. In view of the assumption of Theorem 1.2, we choose a non-
degenerated solution V of the following equation{
∆V + f(V (x)) = 4π
∑N1
j=1 δpj ,∫
R2
f(V (x))dx = 4πγ1, V (x) = (−2γ1 + 2N1) ln |x|+O(1) as |x| → +∞,
(3.1)
where γ1 =
2
3 (2N1 + 2β1 +N2 + β2) > 2N1 + 2N2 + 4 (see (1.12)).
We also consider the following Liouville equation:
∆W + 2eW (x) = 4π
(
N2 +
γ1
2
)
δ0, e
W ∈ L1(R2). (3.2)
As mentioned in the introduction (see (1.19)), we have
W (x) = Wλ1,a (x) = ln
4
(
1 + γ12 +N2
)2
eλ1 |x|γ1+2N2(
1 + eλ1
∣∣∣x1+ γ12 +N2 + a∣∣∣2)2
.
We choose W (x) = W0,a (x) (denoted by Wa (x)) where a = a1+ ia2 would be determined later. For the
regular part for Wa, we use the following notation:
W˜a(x) := Wa(x) − (γ1 + 2N2) ln |x|. (3.3)
As mentioned in the introduction (see (1.20) and (1.22)), we need to consider the following problem:
∆u∗1,ε = ε
2eWa(εx) and ∆u∗2,ε =
f(V (x/ε))
2ε2
, (3.4)
Let u∗1,ε(x) :=
W˜a(0)−W˜a(εx)
2 , and
u∗2,ε(x) :=
{
−
V ( xε )−2 ln |
x
ε−p1|
2 + γ1 ln ε+
Ip1
2 if N1 = 1,
1
2pi
∫
R2
ln |x− y| e
V (y/ε)(1−2eV (y/ε))
ε2 dy if N1 ≥ 2,
(3.5)
where if N1 = 1, then we choose a (non-degenerate) solution V of (3.1) which is a radial symmetric with
respect to p1 and satisfies V (x) = (−2γ1+2) ln |x− p1|+ Ip1 +O(|x− p1|
−σ) for |x| ≫ 1 (see [3, Lemma
2.6]) where σ > 0. Here we define u∗2,ε depending on N1 to make |y|
6|f(V (y)| integrable in the proof of
Lemma 6.1. We note that u∗i,ε satisfies (3.4) for i = 1, 2. Moreover, by the definition of W˜a, we see that
u∗1,ε → 0 in C
0
loc(R
2). We also note that Lemma 6.1 gives us ‖u∗2,ε − γ1 ln |x|‖Cloc(R2\{0}) = O(ε).
Now we define the 0-th order approximate solution for bubbling type I to (1.4) such that{
Ua1,ε (x) := V (x) + u
∗
1,ε(x) = V (x) +
1
2
(
W˜a (0)− W˜a (εx)
)
,
Ua2,ε (x) := W˜a (εx) + 2 ln ε+ 2
∑N2
j=1 ln |εx− εqj |+ u
∗
2,ε(εx).
(3.6)
By the definition of γ1, β2 − β1 = N1 + 2N2 + 3, and Lemma 6.1, it is easy to see that{
Ua1,ε (x) = −2β1 ln |x|+O(1) at ∞,
Ua2,ε (x) = −2β2 ln |x|+O(1) at ∞.
(3.7)
However, as mentioned in the introduction, we need to improve the approximate solution to the next
order such that (
V a1,ε, V
a
2,ε
)
=
(
Ua1,ε + φ
a
1,ε, U
a
2,ε + φ
a
2,ε
)
,
where (φa1,ε, φ
a
2,ε) satisfies (3.17). Then we have to study the invertibility of the linearized operator, which
is the most important part in our paper.
3.2. Linearized operator. In order to define the suitable function space for the linearized operator, let

Z0(x) :=
∂Wλ1,a
∂λ1
∣∣∣
λ1=0,a=0
= 1−|x|
2N2+γ1+2
1+|x|2N2+γ1+2
,
Z1(x) := −
1
4
∂Wλ1,a
∂a1
∣∣∣
λ1=0,a=0
=
|x|N2+
γ1
2
+1 cos[(N2+
γ1
2 +1)θ]
1+|x|2N2+γ1+2
,
Z2(x) := −
1
4
∂Wλ1,a
∂a2
∣∣∣
λ1=0,a=0
=
|x|N2+
γ1
2
+1 sin[(N2+
γ1
2 +1)θ]
1+|x|2N2+γ1+2
.
(3.8)
We denote by N the set of positive integers, and introduce weighted function spaces as follows:
10 TING-JUNG KUO, YOUNGAE LEE, AND CHANG-SHOU LIN
Definition 3.1. For any 0 < α < min
{
2
(
N2 +
γ1−2
2
)
, 13
}
,
(a) A function w(x) is said to be in X iα if
‖w‖2Xiα =
∫
R2
|∆w|2(1 + |x|)2+α + (w(x)ρi(x))
2dx < +∞, i = 1, 2.
where ρ1(x) := (1 + |x|)
−1
(
ln(2 + |x|)
)−1−α2 , ρ2(x) := (1 + |x|)−1−α2 .
(b) A function h(x) is said to be in Yα if
‖h‖2Yα =
∫
R2
h2(x)(1 + |x|)2+αdx < +∞.
(c) Eα :=
{
{η ∈ X2α |
∫
R2
(−∆Zi + 2e
W0Zi)ηdx = 0, i = 0, 1, 2} if
γ1
2 ∈ N,
{η ∈ X2α |
∫
R2
(−∆Z0 + 2e
W0Z0)ηdx = 0} if
γ1
2 /∈ N.
(d) Fα :=
{
{h ∈ Yα |
∫
R2
hZidx = 0, i = 1, 2} if
γ1
2 ∈ N,
Yα if
γ1
2 /∈ N.
Obviously, X iα (i = 1, 2), Yα are Hilbert spaces. Here we see that Z0, Z1, Z2 ∈ X
2
α. In [2, 4, 11], it
has been known that the kernel of L0u = ∆u+ 2e
W0(x)u in X2α is{
ker L0 = Span{Z0, Z1, Z2} if
γ1
2 ∈ N,
ker L0 = Span{Z0} if
γ1
2 /∈ N.
(3.9)
Since γ1 > 2N1+2, we also see that if 0 < α < min
{
2
(
N2 +
γ1−2
2
)
, 13
}
, then Z1, Z2 ∈ Yα, but Z0 /∈ Yα.
Now we define the operator Q : Yα → Fα by
Qh :=
{
h−
∑2
i=1 ciZi, where {ci}i=1,2 are chosen so that Qh ∈ Fα if
γ1
2 ∈ N,
h if γ12 /∈ N.
(3.10)
Define QLaε : X
1
α × Eα → Yα × Fα by
QLaε(w1, w2) :=
(
La,1ε (w1, w2) , QL
a,2
ε (w1, w2)
)
, (3.11)
and Laε (w1, w2) :=
(
La,1ε (w1, w2) ,L
a,2
ε (w1, w2)
)
, where{
La,1ε (w1, w2) := ∆w1 (x) + f
′ (V (x))w1 (x)− ε
2eWa(εx)w2 (εx) ,
La,2ε (w1, w2) := ∆w2 (x) + 2e
W0(x)w2 (x)−
f ′(V (xε ))
2ε2 w1
(
x
ε
)
.
(3.12)
Now we state our main result in this paper.
Theorem 3.1. If a = a(ε) → 0 as ε → 0, then for small ε > 0, the map QLaε : X
1
α × Eα → Yα × Fα is
isomorphism. Moreover, for any (w1, w2) ∈ X
1
α × Eα and (h1, h2) ∈ Yα × Fα satisfying QL
a
ε (w1, w2) =
(h1, h2), there is a constant C > 0, independent of ε > 0, such that
| ln ε|−1
(
‖w1‖L∞(R2) +
∥∥∥ w2(x)
ln(2 + |x|)
∥∥∥
L∞(R2)
)
+
2∑
i=1
‖wi(x)ρ2(x)‖L2(R2) ≤ C (‖h1‖Yα + ‖h2‖Yα) . (3.13)
Since the proof is long and technical, we postpone it in Section 5. We note that even when ‖wi‖Xiα =
O(1), ‖ f
′(V (x/ε))w1(x/ε)
ε2 ‖Yα = O(ε
−1) and ‖ε2eWa(εx)w2(ε)‖Yα = O(ε
−α2 ) are too big. To overcome this
difficulty caused by the large norm of the perturbations terms, we shall use Green representation formula
and the property of X1α.
Corollary 3.2. Let γ12 ∈ Z. Then for any (h1, h2) ∈ Yα × Fα, there exist (w1, w2) ∈ X
1
α × Eα and
(c1, c2) ∈ R
2 such that {
La1,ε(w1, w2) = h1,
La2,ε(w1, w2) = h2 + c1Z1 + c2Z2,
(3.14)
and ci = O(ε
2−α2 ‖w1ρ2‖L2(R2)).
Proof. In view of Theorem 3.1, for any (h1, h2) ∈ Yα × Fα, we get (w1, w2) ∈ X
1
α × Eα and (c1, c2) ∈ R
2
satisfying the linear problem (3.14).
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By Lemma 6.5, h2 ∈ Fα, and (3.14), we see that for i 6= j,∣∣∣ci
∫
R2
Z2i (x)dx + cj
∫
R2
Zi(x)Zj(x)dx
∣∣∣ = ∣∣∣ ∫
R2
f ′(V (x/ε))
2ε2
w1(x/ε)Zi(x)dx
∣∣∣
≤
1
2
‖w1ρ2‖L2(R2)
∥∥∥|f ′(V (x))ρ−12 (x)| |εx|N2+
γ1
2 +1
1 + |εx|2N2+γ1+2
∥∥∥
L2(R2)
≤ O(‖w1ρ2‖L2(R2))
(
‖(1 + |x|)−2γ1+2N1+1+
α
2 |εx|N2+
γ1
2 +1‖L2(|x|≤ε−1)
+ ‖(1 + |x|)−2γ1+2N1+1+
α
2 ‖L2(ε−1≤|x|) ≤ O(ε
N2+
γ1
2 +1 + ε2γ1−2N1−2−
α
2 )‖w1ρ2‖L2(R2).
Since
∫
R2
ZjZidx =
(∫
R2
Z2i dx
)
δi,j , we get that ci = O(ε
2−α2 ‖w1ρ2‖L2(R2)) for i = 1, 2. This completes
the proof of Corollary 5.2. 
3.3. Improved 1-st order approximate solution. Now we are going to improve our approximate
solution in the form of
(
V a1,ε, V
a
2,ε
)
=
(
Ua1,ε + φ
a
1,ε, U
a
2,ε + φ
a
2,ε
)
.
Let R0 > 0 such that {pj, qi} ⊆ BR0
2
(0). We denote
d(x) :=
∫
R2
(2(x · y)2 − |x|2|y|2
8π|x|4
)
f(V (y))dy, A(x) :=
N2∑
j=1
|qj |
2
− d (x) |x|2 − 2
N2∑
j=1
(x · qj)
2
|x|
2 . (3.15)
Let x = |x|(cos θ + i sin θ), a = a1 + i(a2), and qi = qi,1 + i(qi,2) for 1 ≤ i ≤ N2. By the standard
computation, we get
A(x) =
N2∑
i=1
(−2qi1qi2 sin 2θ − (q
2
i1 − q
2
i2) cos 2θ)−
1
8π
(C1 cos 2θ + C2 sin 2θ), (3.16)
where C1 :=
∫
R2
(y21 − y
2
2)f(V (y))dy, and C2 := 2
∫
R2
y1y2f(V (y))dy.
Now we consider the following linear problem:{
La1,ε
(
φa1,ε, φ
a
2,ε
)
= ka1,ε,
QLa2,ε
(
φa1,ε, φ
a
2,ε
)
= ka2,ε,
(3.17)
where
ka1,ε (x) := ε
2
[
eW˜a(εx)+2
∑N2
j=1 ln|εx−εqj |+u
∗
2,ε(εx) − eWa(εx)
]
(3.18)
− 2ε4e2W˜a(εx)+4
∑N2
j=1 ln|εx−εqj |+2u
∗
2,ε(εx),
and
ka2,ε (x) := ε
2
(
4e2W0(x) − 2eW0(x)
A(x)
|x|2
)
. (3.19)
Here kai,ε can be regarded as the biggest part in the difference between (u1,ε, u2,ε) and (U
a
1,ε, U
a
2,ε). It is easy
to check that ka1,ε (x) , k
a
2,ε (x) ∈ Yα. Since k
a
2,ε (x) is a linear combination of radial symmetric function,
cos 2θ, and sin 2θ by (3.16), we can see that ka2,ε (x) ∈ Fα from the property of Z1 and Z2 (see (3.8)). Then
Corollary 3.2 implies that there are
(
φa1,ε, φ
a
2,ε
)
∈ X1α×Eα and two constants c
a
i,ε = O(ε
2−α2 ‖φa1,ερ2‖L2(R2))
(i = 1, 2) satisfying {
La1,ε
(
φa1,ε, φ
a
2,ε
)
= ka1,ε,
La2,ε
(
φa1,ε, φ
a
2,ε
)
= ka2,ε + c
a
1,εZ1 + c
a
2,εZ2.
(3.20)
Furthermore, we prove that
Proposition 3.3. (i) | ln ε|−1
(
‖φa1,ε‖L∞(R2) +
∥∥∥ φa2,εln(2+|x|)∥∥∥L∞(R2)
)
+
∑2
i=1 ‖φ
a
i,ερ2‖L2(R2) = O(ε
2−α2 ),
(ii) cai,ε = O(ε
4−α) for i = 1, 2.
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Proof. Since ‖ka2,ε‖Yα = O(ε
2) is trivial, we consider ‖ka1,ε‖Yα . In view of Lemma 6.2, we see that
‖ka1,ε‖
2
Yα ≤ c
∫
R2
ε2(eW˜a(x)+2
∑N2
i=1 ln |x−εqi|+u
∗
2,ε(x) − eWa(x))2
(
1 +
|x|2+α
ε2+α
)
dx
+ c
∫
R2
ε6e4W˜a(x)+8
∑N2
i=1 ln |x−εqi|+4u
∗
2,ε(x)
(
1 +
|x|2+α
ε2+α
)
dx
≤ C
[
ε4+4N2+2γ1 +
∫
|x|≥εR0
ε4−α
(
e2Wa(x)|x|−4 + e4Wa(x)
)
(1 + | ln |x||)12|x|2+αdx
]
≤ O(ε4−α),
for some constants c, C > 0. Together with Theorem 3.1 and Corollary 3.2, we complete the proof of
Proposition 3.3. 
At this point, we can describe the final form of our approximate solution (V a1,ε, V
a
2,ε) such that{
V a1,ε(x) := V (x) +
W˜a(0)−W˜a(εx)
2 + φ
a
1,ε(x),
V a2,ε(x) := W˜a(εx) + 2 ln ε+ 2
∑N2
j=1 ln |εx− εqj |+ u
∗
2,ε(εx) + φ
a
2,ε(εx),
(3.21)
where (φa1,ε, φ
a
2,ε) satisfies (3.17).
4. Proof of Theorem 1.2 and Corollary 1.3: Existence of solutions
4.1. Contraction mapping theorem. We shall construct solutions of (1.4) in the form of

v1,ε (x) = V (x) +
W˜a(0)−W˜a(εx)
2 + φ
a
1,ε (x) + η
a
1,ε (x) = V
a
1,ε(x) + η
a
1,ε (x) ,
v2,ε (x) = W˜a(εx) + 2 ln ε+ 2
∑N2
j=1 ln |εx− εqj |+ u
∗
2,ε(εx) + φ
a
2,ε (εx) + η
a
2,ε (εx)
= V a2,ε(x) + η
a
2,ε (εx) .
(4.1)
To construct solutions of the form (4.1), we need to find
(
ηa1,ε, η
a
2,ε
)
solving the following system:{
La,1ε
(
ηa1,ε, η
a
2,ε
)
= ga1,ε
(
ηa1,ε, η
a
2,ε
)
,
La,2ε (η1,ε, η2,ε) = g
a
2,ε
(
ηa1,ε, η
a
2,ε
)
, where
(4.2)
ga1,ε
(
ηa1,ε, η
a
2ε
)
:= −f
(
V a1,ε (x) + η
a
1,ε (x)
)
+ f (V (x)) + f ′ (V (x)) (φa1,ε(x) + η
a
1,ε (x))
+ eV
a
2,ε(x)+η
a
2,ε(εx) − eV
a
2,ε(x)−φ
a
2,ε(εx) − ε2eWa(εx)(φa2,ε (εx) + η
a
2,ε (εx))
− 2e2V
a
2,ε(x)+2η
a
2,ε(εx) + 2e2V
a
2,ε(x)−2φ
a
2,ε(εx)
− eV
a
1,ε(x)+η
a
1,ε(x)+V
a
2,ε(x)+η
a
2,ε(εx), and
ga2,ε
(
ηa1,ε, η
a
2ε
)
:=
f
(
V a1,ε
(
x
ε
)
+ ηa1,ε
(
x
ε
))
− f
(
V
(
x
ε
))
− f ′
(
V
(
x
ε
)) (
φa1,ε
(
x
ε
)
+ ηa1,ε
(
x
ε
))
2ε2
− 2eW˜a(x)+2
∑N2
j=1 ln|x−εqj |+u
∗
2,ε(x)+φ
a
2,ε(x)+η
a
2,ε(x)
+ 2eWa(x)
(
1 +
A(x)
|x|2
ε2 + φa2,ε (x) + η
a
2,ε (x)
)
− 4ε2e2Wa(x) + 4ε−2e2V
a
2,ε(
x
ε )+2η
a
2,ε(x)
− ε−2eV
a
1,ε(xε )+η
a
1,ε(xε )+V
a
2,ε(xε )+η
a
2,ε(x) + ε2
[
4(e2Wa(x) − e2W0(x))− 2(eWa(x) − eW0(x))
A(x)
|x|2
]
+ 2(eW0(x) − eWa(x))(φa2,ε(x) + η
a
2,ε(x)) −Rε(x),
here
Rε(x) :=
{ ∑2
i=1 c
a
i,εZi if
γ1
2 ∈ Z,
0 if γ12 /∈ Z.
(4.3)
In view of contraction mapping theorem, we get the following proposition.
Proposition 4.1. Let 0 < α < min
{
2(γ1 − 2N1 − 2N2 − 4),
1
3 , 2
(
N2 +
γ1−2
2
)}
. There is ε0 > 0 such
that for any ε ∈ (0, ε0) and a = a(ε) = O(ε
2α), there is (ηa1,ε, η
a
2,ε) ∈ X
1
α × Eα satisfying

QL
a
ε(η
a
1,ε, η
a
2,ε) = (g
a
1,ε(η
a
1,ε, η
a
2,ε), Qg
a
2,ε(η
a
1,ε, η
a
2,ε)),
| ln ε|−1
(
‖ηa1,ε‖L∞(R2) +
∥∥∥ ηa2,ε(x)ln(2+|x|)∥∥∥L∞(R2)
)
+
∑2
i=1 ‖η
a
i,ε(x)ρ2(x)‖L2(R2) ≤ ε
2+α.
(4.4)
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Proof. By using Theorem 3.1, (4.4) can be written as
(ηa1,ε, η
a
2,ε) = (QL
a
ε)
−1(ga1,ε(η
a
1,ε, η
a
2,ε), Qg
a
2,ε(η
a
1,ε, η
a
2,ε))
=: Baε (η
a
1,ε, η
a
2,ε) = (B
a
1,ε(η
a
1,ε, η
a
2,ε), B
a
2,ε(η
a
1,ε, η
a
2,ε)).
From Theorem 3.1 and Lemma 6.6, we have for a constant C > 0, independent of ε > 0,
| ln ε|−1
(
‖Ba1,ε(η
a
1,ε, η
a
2,ε)‖L∞(R2) +
∥∥∥Ba2,ε(ηa1,ε, ηa2,ε)(x)
ln(2 + |x|)
∥∥∥
L∞(R2)
)
+
2∑
i=1
‖Bai,ε(η
a
1,ε, η
a
2,ε)ρ2‖L2(R2)
≤ C(‖ga1,ε(η
a
1,ε, η
a
2,ε)‖Yα + ‖g
a
2,ε(η
a
1,ε, η
a
2,ε)‖Yα).
(4.5)
Let
Sε :=
{
(w1, w2) ∈ X
1
α × Eα
∣∣∣
| ln ε|−1
(
‖w1‖L∞(R2) +
∥∥∥ w2(x)
ln(2 + |x|)
∥∥∥
L∞(R2)
)
+
2∑
i=1
‖wiρ2‖L2(R2) ≤ ε
2+α
}
.
(4.6)
We will prove that there exists ε0 > 0 such that for any ε ∈ (0, ε0] and a = a(ε) = o(1), B
a
ε = (B
a
1,ε, B
a
2,ε)
is a contraction mapping from Sε to Sε. First of all, we claim that for small ε > 0, B
a
ε : Sε −→ Sε.
To prove it, we shall estimate ‖gaε,i(w1, w2)‖Yα , i = 1, 2, for (w1, w2) ∈ Sε. Denote g
a
1,ε(w1, w2) =
I
(1)
ε + II
(1)
ε + III
(1)
ε , where


I
(1)
ε (x) := −f
(
(V a1,ε + w1) (x)
)
+ f (V (x)) + f ′ (V (x)) (φa1,ε(x) + w1 (x)),
II
(1)
ε (x) := e
V a2,ε(x)(ew2(εx) − e−φ
a
2,ε(εx))− ε2eWa(εx)(φa2,ε(εx) + w2 (εx))
−2e2V
a
2,ε(x)(e2w2(εx) − e−2φ
a
2,ε(εx)),
III
(1)
ε (x) := −e
V a1,ε(x)+w1(x)+V
a
2,ε(x)+w2(εx).
(4.7)
Note that eV (x) = O((1 + |x|)−2γ1+2N1) and γ1 > 2N1 + 2N2 + 4. Lemma 6.2 yields
V a1,ε(x) = V (x) +
W˜a(0)− W˜a(εx)
2
+ φa1,ε(x) = V (x) + ln
(1 + ∣∣∣(εx)1+ γ12 +N2 + a∣∣∣2
1 + |a|2
)
+ φa1,ε(x)
= V (x) + φa1,ε(x) +O(|εx|
2N2+γ1+2 + |a||εx|N2+
γ1
2 +1).
We see that for some θ ∈ (0, 1),
I(1)ε (x) = −f
′(V (x))
(W˜a(0)− W˜a(εx)
2
)
−
1
2
f ′′(V (x) + θ(V a1,ε(x) − V (x) + w1(x)))
(W˜a(0)− W˜a(εx)
2
+ φa1,ε(x) + w1(x)
)2
.
By 0 < α < min
{
2(γ1 − 2N1 − 2N2 − 4),
1
3
}
and Proposition 3.3, we get that
‖I(1)ε ‖Yα = O(‖w1‖
2
L∞(R2) + ‖φ
a
1,ε‖
2
L∞(R2) + ε
4 + ε3|a|) = O(‖w1‖
2
L∞(R2) + ε
4−α| ln ε|2 + ε3|a|). (4.8)
We see that
II(1)ε (x) = ε
2
[
eW˜a(εx)+2
∑N2
j=1 ln|εx−εqj |+u
∗
2,ε(εx)(eφ
a
2,ε(εx)+w2(εx) − 1)− eWa(εx)(φa2,ε(εx) + w2 (εx))
]
− 2ε4e2W˜a(εx)+4
∑N2
j=1 ln|εx−εqj |+2u
∗
2,ε(εx)(e2φ
a
2,ε(εx)+2w2(εx) − 1).
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By eWa(x) = O
(
|x|2N2+γ1
(1+|x|)4N2+2γ1+4
)
, Lemma 6.2, and γ1 > 2N1 + 2N2 + 4, we see that for some θ ∈ (0, 1),
‖II(1)ε ‖Yα = O
(
‖|x|1+
α
2 II(1)ε (x)‖L2(|x|≥R0) + ε
2N2+γ1+1(‖φa2,ερ2‖L2(R2) + ‖w2ρ2‖L2(R2))
)
≤ O(ε−
α
2 )
∥∥∥∥∥|x|1+α2 eWa
[
φa2,ε + w2
−
{(
1 +O
(
ε2
|x|2
(1 + | ln |x||)3
))(
φa2,ε + w2 + e
θ(φa2,ε+w2)
(φa2,ε + w2)
2
2
)}]∥∥∥∥∥
L2(|x|≥εR0)
+O(ε2−
α
2 )
∥∥∥|x|1+α2 e2(Wa+θ(φa2,ε+w2))(φa2,ε + w2)
{
1 +O
(
ε2
|x|2
(1 + | ln |x||6)
)}∥∥∥
L2(|x|≥εR0)
+ ε2N2+γ1+1(‖φa2,ερ2‖L2(R2) + ‖w2ρ2‖L2(R2))
= O(1)
(
ε−
α
2
(∥∥∥ w2(x)
ln(2 + |x|)
∥∥∥2
L∞(R2)
+
∥∥∥ φa2,ε(x)
ln(2 + |x|)
∥∥∥2
L∞(R2)
))
+O
(
ε2−
α
2 (‖w2ρ2‖L2(R2) + ‖φ
a
2,ερ2‖L2(R2))
)
= O(1)
(
ε−
α
2
(∥∥∥ w2(x)
ln(2 + |x|)
∥∥∥2
L∞(R2)
+ ε2−
α
2 ‖w2ρ2‖L2(R2) + ε
4− 3α2 | ln ε|2
)
.
(4.9)
Note that III
(1)
ε (x) = −ε2e
W˜a(εx)+2
∑N2
i=1 ln |εx−εqi|+u
∗
2,ε(εx)+φ
a
2,ε(εx)+w2(εx)+V (x)+
W˜a(0)−W˜a(εx)
2 +φ
a
1,ε(x)+w1(x).
By using Lemma 6.2, we see that
‖III(1)ε ‖Yα = O(1)
(
ε4 + ε4‖w1‖L∞(R2) + ε
4
∥∥∥ w2(x)
ln(2 + |x|)
∥∥∥
L∞(R2)
)
. (4.10)
From (4.8)-(4.10), we obtain that
‖ga1,ε(w1, w2)‖Yα ≤ O(1)
(
‖w1‖
2
L∞(R2) + ε
−α2
∥∥∥ w2(x)
ln(2 + |x|)
∥∥∥2
L∞(R2)
+ ε2−
α
2 ‖w2ρ2‖L2(R2)
)
+O(1)
(
ε3 + ε3‖w1‖L∞(R2) + ε
3
∥∥∥ w2(x)
ln(2 + |x|)
∥∥∥
L∞(R2)
)
.
(4.11)
In order to estimate ‖ga2,ε(w1, w2)‖Yα , we see that if |x| ≥ εR0, then Lemma 6.2 implies that
II(2)ε (x) := −2e
W˜a(x)+2
∑N2
j=1 ln|x−εqj |+u
∗
2,ε(x)+φ
a
2,ε(x)+w2(x)
+ 2eWa(x)
(
1 +
A(x)
|x|2
ε2 + φa2,ε (x) + w2 (x)
)
− 4ε2e2Wa(x) + 4ε−2e2V
a
2,ε(
x
ε )+2w2(x)
= −2eWa
{
1 +
A(x)
|x|2
ε2 +O(
ε3
|x|3
(1 + | ln |x||)3)
}{
1 + φa2,ε + w2 +O(|φ
a
2,ε|
2 + |w2|
2)
}
+ 2eWa(x)
(
1 +
A(x)
|x|2
ε2 + φa2,ε (x) + w2 (x)
)
− 4ε2e2Wa(x) + 4ε2e2Wa(x)
{
1 +O(
ε2
|x|2
(1 + | ln |x||)6) +O(|φa2,ε|+ |w2|)
}
= O(eWa )
(
|φa2,ε|
2 + |w2|
2 +
ε2|φa2,ε|
|x|2
+
ε2|w2|
|x|2
+
ε3
|x|3
)
(1 + | ln |x||)6.
(4.12)
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Together with the similar arguments in (4.8)-(4.10), we obtain that
‖ga2,ε(w1, w2)‖Yα
≤ O(1)
(‖I(1)ε ‖Yα
ε
+ ‖II(2)ε ‖Yα +
‖III
(1)
ε ‖Yα
ε
)
+O(1)
(
|a|ε2 + |a|‖φa2,ερ2‖L2(R2) + |a|‖w2ρ2‖L2(R2) +
2∑
i=1
|cai,ε|
)
≤ O(1)
(∥∥∥ w2(x)
ln(2 + |x|)
∥∥∥2
L∞(R2)
+ ε2‖w2ρ2‖L2(R2) +
‖w1‖
2
L∞(R2)
ε
)
+O(1)
(
ε3−α| ln ε|2 + ε3‖w1‖L∞(R2) + ε
3
∥∥∥ w2(x)
ln(2 + |x|)
∥∥∥
L∞(R2)
)
+O(1)
(
|a|ε2 + |a|‖φa2,ερ2‖L2(R2) + |a|‖w2ρ2‖L2(R2)
)
.
(4.13)
By using (4.5), (4.11)- (4.13), and a = O(ε2α), we see that
| ln ε|−1
(
‖Ba1,ε(w1, w2)‖L∞(R2) +
∥∥∥Ba2,ε(w1, w2)
ln(2 + |x|)
∥∥∥
L∞(R2)
)
+
2∑
i=1
‖Bai,ε(w1, w2)ρ2‖L2(R2) = o(ε
2+α),
which implies the claim Baε : Sε −→ Sε for small ε > 0. Similarly, if (w1, w2), (w˜1, w˜2) ∈ Sε, then for
small ε > 0,
| ln ε|−1
(
‖Ba1,ε(w1, w2)−B
a
1,ε(w˜1, w˜2)‖L∞(R2) +
∥∥∥ (Ba2,ε(w1, w2)−Ba2,ε(w˜1, w˜2))(x)
ln(2 + |x|)
∥∥∥
L∞(R2)
)
+
2∑
i=1
‖(Bai,ε(w1, w2)−B
a
1,ε(w˜1, w˜2))(x)ρ2(x)‖L2(R2)
≤
1
2
(
| ln ε|−1
(
‖w1 − w˜1‖L∞(R2) +
∥∥∥ (w2 − w˜2)(x)
ln(2 + |x|)
∥∥∥
L∞(R2)
)
+
2∑
i=1
‖(wi − w˜i)(x)ρ2(x)‖L2(R2)
)
.
Therefore, Baε : Sε → Sε is the contraction mapping for small ε > 0 and a = a(ε) = O(ε
2α). By
contraction mapping theorem, there is a unique (ηa1,ε, η
a
2,ε) ∈ Sε ⊆ X
1
α × Eα satisfying (4.4). This
completes the proof of Proposition 4.1. 
4.2. Finite dimensional reduced problem. If γ12 /∈ N, there is no projection problem, and Proposition
4.1 with QL0ε directly implies the existence of solution of (1.4). In this subsection, we only consider the
case γ12 ∈ N. By Proposition 4.1, there exists ε0 > 0 such that for ε ∈ (0, ε0] and any a = a(ε) = O(ε
2α),
there is (ηa1,ε, η
a
2,ε) ∈ X
1
α × Eα and (C
a
1,ε, C
a
2,ε) ∈ R× R such that{
∆ηa1,ε + f
′(V (x))ηa1,ε(x)− ε
2eWa(εx)ηa2,ε(εx) = g
a
1,ε(η
a
1,ε, η
a
2,ε),
∆ηa2,ε + 2e
W0(x)ηa2,ε(x) −
f ′(V ( xε ))
2ε2 η
a
1,ε
(
x
ε
)
= ga2,ε(η
a
1,ε, η
a
2,ε) +
∑2
i=1 C
a
i,εZi,
and for j = 1, 2,∫
R2
{
∆ηa2,ε + 2e
W0ηa2,ε −
f ′(V (xε ))η
a
1,ε(
x
ε )
2ε2
− ga2,ε(η
a
1,ε, η
a
2,ε)−
2∑
i=1
Cai,εZi
}
Zjdx = 0. (4.14)
From now on, for the simplicity, we denote for i = 1, 2, gai,ε(η
a
1,ε, η
a
2,ε) by g
a
i,ε. To complete the proof of
Theorem 1.2, we are going to find a ∈ R2 satisfying Cai,ε ≡ 0 for i = 1, 2.
Proposition 4.2. Let 0 < α < min
{
2(γ1 − 2N1 − 2N2 − 4),
1
3 , 2
(
N2 +
γ1−2
2
)}
. There exists ε0 > 0
such that for each ε ∈ (0, ε0), there exists aε ∈ R
2 such that |aε| = O(ε) and C
aε
i,ε ≡ 0 for i = 1, 2.
Proof. Step 1. We claim that
Caj,ε
∫
R2
Z2j dx = −
∫
R2
ga2,εZjdx +O(ε
3). (4.15)
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Indeed, by
∫
R2
ZjZidx =
[ ∫
R2
Z2i dx
]
δi,j , Lemma 6.5 and (4.14), we see that for j = 1, 2,
Caj,ε
∫
R2
Z2j dx =
∫
R2
(
2∑
i=1
Cai,εZi)Zjdx
=
∫
R2
{
∆ηa2,ε + 2e
Waηa2,ε −
f ′(V (xε ))
2ε2
ηaε1,ε
(x
ε
)
− ga2,ε
}
Zjdx
= −
∫
R2
(
f ′(V (x))
2
ηa1,ε(x)Zj(εx) + g
a
2,εZj
)
dx
= −
∫
R2
ga2,εZjdx+O
(∫
R2
|f ′(V (x))ηa1,ε(x)|
|εx|N2+
γ1
2 +1
1 + |εx|2N2+γ1+2
dx
)
= −
∫
R2
ga2,εZjdx+O(‖η
a
1,ε‖L∞(R2)(ε
N2+
γ1
2 +1 + ε2γ1−2N1−2))
= −
∫
R2
ga2,εZjdx+O(ε
3).
(4.16)
Step 2. We claim that for j = 1, 2,
−
∫
R2
ga2,εZjdx = 32ajε
2
∫
R2
e2W0Z2j dx − 8
∫
R2
eW0(x)
(
2∑
i=1
aiφ
a
2,ε(x)Zi
)
Zjdx
+O(ε3 + |a|ε2+α + |a|2ε2−
α
2 ).
(4.17)
Indeed, by using (4.7), (4.12)-(4.13), and Lemma 6.2, we get for j = 1, 2,
−
∫
R2
ga2,εZjdx
=
∫
R2
(
2(eWa(x) − eW0(x))
A(x)ε2
|x|2
− 4ε2(e2Wa(x) − e2W0(x))
)
Zj(x)dx + 2
∫
R2
(eWa(x) − eW0(x))φa2,ε(x)Zjdx
+O
(∫
R2
( |I(1)ε (xε )|+ |III(1)ε (xε )|
ε2
)
|Zj(x)|dx
)
+O
(
ε3 + |a|
∥∥∥ ηa2,ε(x)
ln(2 + |x|
∥∥∥
L∞(R2)
)
.
Together with (3.16), (N2 +
γ1
2 + 1) > 2, and radial symmetric property of W0, we get that
−
∫
R2
ga2,εZjdx
= −
∫
R2
4ε2e2W0(x)
(∑
i=1
(
2ai
∂Wa
∂ai
∣∣∣
a=0
Zj
)
dx+ 2
∫
R2
eW0(x)
(
2∑
i=1
ai
∂Wa
∂ai
∣∣∣
a=0
)
φa2,ε(x)Zjdx
+O
( ∫
R2
(|I(1)ε (x)| + |III
(1)
ε (x)|)|Zj(εx)|dx
)
+O
(
ε3 + |a|
∥∥∥ ηa2,ε(x)
ln(2 + |x|
∥∥∥
L∞(R2)
+ |a|2ε2 + |a|2‖φa2,ερ2‖L2(R2)
)
= 32ajε
2
∫
R2
e2W0Z2j dx− 8
∫
R2
eW0(x)
(
2∑
i=1
aiφ
a
2,ε(x)Zi
)
Zjdx+O(ε
3 + |a|ε2+α + |a|2ε2−
α
2 ),
where we used (4.8), (4.10), Proposition 3.3, and Proposition 4.1 for the second indentity. Now we
complete the proof of the claim (4.17).
Step 3. We claim for j = 1, 2,
− 8
∫
R2
eW0(x)
(
2∑
i=1
aiφ
a
2,ε(x)Zi
)
Zjdx
= −aj
∫
R2
ka1,εdx− 4aj
∫
R2
ε2e2W0(x)
(
1
(1 + |x|2N2+γ1+2)
+
1
(1 + |x|2N2+γ1+2)2
)
dx
+O(|a|2ε2−
α
2 + ε4).
(4.18)
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To prove the claim (4.18), firstly, we consider the following functions as in [2, Lemma 2.5]:
ξr(x) = ξr(|x|) :=
1
4(1 + |x|2N2+γ1+2)2
=
1
4
−
(2|x|2N2+γ1+2 + |x|4N2+2γ1+4)
4(1 + |x|2N2+γ1+2)2
, and
ξθ(x) = ξθ(|x|) := −
|x|2N2+γ1+2
4(1 + |x|2N2+γ1+2)2
.
Then (ξr , ξθ) satisfies
 (ξr)
′′ + (ξr)
′
r + 2e
W0ξr =
4(N2+γ1/2+1)
2|x|4N2+2γ1+2
(1+|x|2N2+γ1+2)4
,
(ξθ)
′′ + (ξθ)
′
r −
(2N2+γ1+2)
2
r2 ξθ + 2e
W0ξθ =
4(N2+γ1/2+1)
2|x|4N2+2γ1+2
(1+|x|2N2+γ1+2)4
where r = |x|.
Define ξi,j as follows: 

ξ1,1 = ξr + ξθ cos[(2N2 + γ1 + 2)θ],
ξ1,2 = ξ2,1 = ξθ sin[(2N2 + γ1 + 2)θ],
ξ2,2 = ξr − ξθ cos[(2N2 + γ1 + 2)θ].
(4.19)
Then ξi,j ∈ X
2
α satisfies
∆ξi,j + 2e
W0ξi,j = 2ZiZje
W0 .
In view of (3.16), (N2 +
γ1
2 + 1) > 2, and radial symmetric property of W0, we get
− 8
∫
R2
eW0(x)aiφ
a
2,ε(x)ZiZjdx
= −4ai
∫
R2
(∆ξij + 2e
W0(x)ξij)φ
a
2,εdx = −4ai
∫
R2
(∆φa2,ε + 2e
W0(x)φa2,ε)ξijdx
= −4ai
∫
R2
ξij
(
f ′(V (xε ))φ1,ε(
x
ε )
2ε2
+ 4ε2e2W0(x) − 2ε2eW0
A(x)
|x|2
+
2∑
i=1
cai,εZi
)
dx
= −4ai
[∫
R2
ξij(εx)f
′(V (x))φ1,ε(x)
2
+ 4ε2ξije
2W0(x)dx
]
= −4δijai
[∫
R2
f ′(V (x)φa1,ε(x)
8
+
ε2e2W0(x)
(1 + |x|2N2+γ1+2)2
dx
]
+O(ε2N2+γ1+2 + ε2γ1−2N1−2)‖φa1,ε‖L∞(R2)
= −4δijai
[∫
R2
f ′(V (x)φa1,ε(x)(3 − Z0(εx))
16
+
ε2e2W0(x)
(1 + |x|2N2+γ1+2)2
dx
]
+O(ε2N2+γ1+2 + ε2γ1−2N1−2)‖φa1,ε‖L∞(R2).
(4.20)
To compute
∫
R2
f ′(V (x)φa1,ε(x)(3−Z0(εx))
16 dx, firstly, we see from Lemma 6.5 and (3.20)
0 =
∫
R2
{
∆φa2,ε + 2e
W0φa2,ε −
f ′(V (xε ))
2ε2
φa1,ε
(x
ε
)
− ka2,ε −
2∑
i=1
cai,εZi
}
Z0dx
=
∫
R2
2eW0φa2,ε −
f ′(V (x))
2
φa1,ε(x)− k
a
2,ε −
2∑
i=1
cai,εZidx
−
∫
R2
{
f ′(V (x))
2
φa1,ε(x)Z0(εx) + (k
a
2,ε +
2∑
i=1
cai,εZi)Z0
}
dx.
(4.21)
By φa1,ε ∈ X
1
α, Lemma 6.3, and Lemma 6.4, there is a constant cφa1,ε such that
φa1,ε(x) = cφa1,ε −
ln |x|
2π
∫
R2
f ′(V (y))φa1,ε(y)− e
Wa(y)φa2,ε(y)− k1,εdy
+O(|x|−
α
2 ln |x|‖∆φa1,ε‖Yα) for |x| ≥ 2.
Since φa1,ε ∈ X
1
α, we have φ
a
1,ερ1 ∈ L
2(R2) and thus∫
R2
f ′(V (y))φa1,ε(y)− e
Wa(y)φa2,ε(y)− k1,εdy = 0. (4.22)
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By (4.21)-(4.22), we have∫
R2
f ′(V )φa1,ε
(3 − Z0(εy))
16
dy =
∫
R2
k1,ε
4
+
k2,ε
8
(1 + Z0)dy +O(|a|‖φ
a
2,ερ2‖L2(R2))
=
∫
R2
k1,ε
4
+
ε2e2W0
(1 + |y|2N2+γ1+2)
dy +O(|a|ε2−
α
2 ).
(4.23)
Then from (4.20) and (4.23), we prove the claim (4.18).
Step 4. We claim that for j = 1, 2,
−
∫
R2
ajk1,εdx = 2ajε
2
∫
R2
e2W0dx+O(|a|ε3 + |a|2ε2). (4.24)
Indeed, by Lemma 6.2, (3.16), and radial symmetric property of W0, we see that
−
∫
R2
ajk1,εdx
= −aj
∫
R2
{
eW˜a(x)+2
∑N2
i=1 ln |x−εqi|+u
∗
2,ε(x) − eWa(x) − 2ε2e2W˜a(x)+4
∑N2
i=1 ln |x−εqi|+2u
∗
2,ε(x)
}
dx
= −aj
∫
R2
(
eWa(x)
A(x)
|x|2
ε2 − 2ε2e2Wa(x)
)
dx +O(|a|ε3)
= 2ajε
2
∫
R2
e2W0dx+O(|a|ε3 + |a|2ε2).
Now we complete the proof of the claim (4.24).
Step 5. In view of (4.15) and (4.17)-(4.24), we get for j = 1, 2,
Cj,ε
∫
R2
Z2j dx = 2ajε
2
∫
R2
e2W0
(
1−
2
1 + |x|2N2+γ1+2
+ 16Z2j −
2
(1 + |x|2N2+γ1+2)2
)
dx
+O(ε3 + |a|ε2+α + |a|2ε2−
α
2 ).
(4.25)
By the change of variable t = r2 and γ1 > 2N1 + 2N2 + 4, we obtain that
1
16π(N2 +
γ1
2 + 1)
4
∫
R2
e2W0
(
1−
2
1 + |x|2N2+γ1+2
+ 16Z21 −
2
(1 + |x|2N2+γ1+2)2
)
dx
= 2
∫ ∞
0
( 8r4N2+2γ1
(1 + r2N2+γ1+2)5
−
10r4N2+2γ1
(1 + r2N2+γ1+2)6
−
2r4N2+2γ1
(1 + r2N2+γ1+2)5
+
r4N2+2γ1
(1 + r2N2+γ1+2)4
)
rdr
=
∫ ∞
0
( 8t2N2+γ1
(1 + tN2+
γ1
2 +1)5
−
10t2N2+γ1
(1 + tN2+
γ1
2 +1)6
−
2t2N2+γ1
(1 + tN2+
γ1
2 +1)5
+
t2N2+γ1
(1 + tN2+
γ1
2 +1)4
)
dt
=
∫ ∞
0
−2tN2+
γ1
2
(N2 +
γ1
2 + 1)
d
dt
[ 1
(1 + tN2+
γ1
2 +1)4
−
1
(1 + tN2+
γ1
2 +1)5
]
−
2t2N2+γ1
(1 + tN2+
γ1
2 +1)5
+
t2N2+γ1
(1 + tN2+
γ1
2 +1)4
dt
=
∫ ∞
0
(
N2 +
γ1
2
N2 +
γ1
2 + 1
− 1
)
2t2N2+γ1
(1 + tN2+γ1/2+1)5
+
t2N2+γ1
(1 + tN2+γ1/2+1)4
dt
=
∫ ∞
0
(
1− 2
N2+
γ1
2 +1
)
t2N2+γ1 + t3N2+
3γ1
2 +1
(1 + tN2+γ1/2+1)5
dt := T > 0.
We see that Caj,ε ≡ 0 for j = 1, 2, if a = (a1, a2) ∈ R
2 satisfies(
T 0
0 T
)(
a1
a2
)
+O(ε+ |a|εα + |a|2ε−
α
2 ) = 0. (4.26)
Since T > 0, we can obtain aε ∈ R
2 satisfying (4.26) and |aε| = O(ε), which implies C
a
j,ε ≡ 0 for j = 1, 2.
Now we complete the proof of Proposition 4.2. 
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4.3. Completion of Proof of Theorem 1.2 and Corollary 1.3. By Proposition 4.1-4.2, we obtain
a solution (v1,ε, v2,ε) of (1.4) where v1,ε (x) = V
a
1,ε (x) + η
a
1,ε (x) , and v2,ε (x) = V
a
2,ε (x) + η
a
2,ε (εx) . By
using (3.7) and ‖ηa1,ε‖L∞(R2) +
∥∥∥ ηa2,ε(x)ln(2+|x|)
∥∥∥
L∞(R2)
= o(1), we complete the proof of Theorem 1.2. Finally,
Corollary 1.3 follows from Theorem 1.2 since when N1 = 1, any non-topological (radial) solution of (1.1)
is non-degenerate (see [3]) 
5. Invertibility of Linearized operator
Recall the operator L0 : X
2
α → Yα defined by L0u = ∆u + 2e
W0(x)u. In [2, 4], it has been known that
the index of a Fredholm operator L0 : X
2
α → Yα is 1,
indL0 = dim(kerL0)− codim(ranL0) = 1.
More precisely, we have the following result for the operator QL0.
Lemma 5.1. [2, 4]
QL0 : Eα → Fα =
{
{h ∈ Yα |
∫
R2
hZidx = 0, i = 1, 2} if
γ1
2 ∈ Z,
Yα if
γ1
2 /∈ Z.
is isomorphism.
Proof. (i) one-to-one: Suppose that QL0u = Q[∆u + 2e
W0u] = 0 and u ∈ Eα. By Lemma 6.3, we have∫
R2
Zi(∆u + 2e
W0u)dx = 0 for i = 1, 2, and thus the definition of Q implies that
∆u+ 2eW0u = 0.
In view of [2, Lemma 2.4] and [4, Lemma 2.2], we have{
ker L0 = Span{Z0, Z1, Z2} if
γ1
2 ∈ Z,
ker L0 = Span{Z0} if
γ1
2 /∈ Z,
which implies
u =
{
c0Z0 + c1Z1 + c2Z2 if
γ1
2 ∈ Z,
c0Z0 if
γ1
2 /∈ Z,
for some constant ci ∈ R. From u ∈ Eα and ∆Zi + 2e
W0Zi = 0, we see that
0 =
{ ∫
R2
(−∆Zi + 2e
W0Zi)udx = ci
∫
R2
4eW0Z2i dx for i = 0, 1, 2 if
γ1
2 ∈ Z,∫
R2
(−∆Z0 + 2e
W0Z0)udx = c0
∫
R2
4eW0Z20dx if
γ1
2 /∈ Z,
which implies ci ≡ 0 and u ≡ 0. So we prove that QL0 is one-to-one from Eα to Fα.
(ii) onto: In [2, Proposition 2.2], it was shown that
ImL0 = Fα =
{
{h ∈ Yα |
∫
R2
hZidx = 0, i = 1, 2} if
γ1
2 ∈ Z,
Yα if
γ1
2 /∈ Z.
(5.1)
In view of (5.1), we see that for any f ∈ Fα, there exists uf ∈ X
2
α such that (QL0)uf = L0uf =
∆uf + 2e
W0uf = f . Let
ci :=
∫
R2
(−∆Zi + 2e
W0Zi)ufdx for i = 1, 2.
We define
u˜f := uf −
2∑
i=0
ci∫
R2
4eW0Z2i dx
Zi.
Then we get that
u˜f ∈ Eα, (QL0)u˜f = L0u˜f = ∆u˜f + 2e
W0 u˜f = f.
Thus we prove that QL0 is onto from Eα to Fα. Now we complete the proof of Lemma 5.1. 
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In [11], del Pino, Esposito, Musso recently studied general linearized operators Lau = ∆u+2e
Wau for
a 6= 0. We also refer to [27] for the SU(n+ 1) Toda system.
In order to prove Theorem 3.1, firstly, we are going to prove (3.13). To do it, we argue by contradiction
and suppose that as ε → 0, there are sequences a = a(ε)→ 0, (w1,ε, w2,ε) ∈ X
1
α × Eα, and (h1,ε, h2,ε) ∈
Yα × Fα satisfying QL
a
ε(w1,ε, w2,ε) = (h1,ε, h2,ε), and
 | ln ε|
−1
(
‖w1,ε‖L∞(R2) +
∥∥∥ w2,εln(2+|x|)∥∥∥
L∞(R2)
)
+
∑2
i=1 ‖wi,ε(x)ρ2(x)‖L2(R2) = 1,
limε→0 (‖h1,ε‖Yα + ‖h2,ε‖Yα) = 0.
(5.2)
There are constants ci,ε ∈ R, i = 1, 2 satisfying{
∆w1,ε + f
′(V (x))w1,ε − ε
2eWa(εx)w2,ε(εx) = h1,ε(x),
∆w2,ε + 2e
W0(x)w2,ε −
f ′(V (x/ε))
2ε2 w1,ε(x/ε) = h2,ε(x) +
∑2
i=1 ci,εZi(x), and
(5.3)
∫
R2
[
∆w2,ε + 2e
W0w2,ε −
f ′(V (x/ε))
2ε2
w1,ε(x/ε)− h2,ε(x) −
2∑
i=1
ci,εZi(x)
]
Zj(x)dx = 0, (5.4)
for j = 1, 2. We note that if γ12 /∈ N, then we let ci,ε = 0, i = 1, 2 since there is no projection and Q0 is
the identity map from Yα to Yα in this case. The constant ci,ε, i = 1, 2 satisfies the following property.
Lemma 5.2. limε→0 ci,ε = 0 for i = 1, 2.
Proof. The proof follows from Corollary 3.2 and the assumption ‖w1,ερ2‖L2(R2) ≤ 1. 
We have the following asymptotic behavior of wi,ε, i = 1, 2 as ε→ 0.
Lemma 5.3. We have as ε→ 0,
(i) w1,ε → 0 in C
0
loc
(R2) and limε→0 ‖f
′(V )w1,ε‖Yα = 0,
(ii) w2,ε → 0 in C
0
loc
(R2 \ {0}) and limε→0 ‖e
W0w2,ε‖Yα = 0.
Proof. Step 1. In this step, we are going to find the limit equations for w1,ε and w2,ε.
First, we note that
lim
ε→0
‖ε2eWa(εx)w2,ε(εx)‖L2(R2) ≤ lim
ε→0
(
ε sup
x∈R2
|eWa(x)ρ−12 (x)|‖w2,ερ2‖L2(R2)
)
= 0. (5.5)
Since f ′(V (x))ρ−12 (x) = O((1 + |x|)
−2γ1+2N1+1+
α
2 ), γ1 > 2N1 + 2, and 0 < α <
1
2 , we see that for any
δ > 0,
lim
ε→0
∥∥∥f ′(V (xε ))w1,ε(xε )
ε2
∥∥∥
L2(R2\Bδ(0))
≤ lim
ε→0
(
ε−1 sup
x∈R2\B δ
ε
(0)
|f ′(V (x))ρ−12 (x)|‖w1,ερ2‖L2(R2)
)
= 0.
(5.6)
There is a constant c > 0, independent of ε > 0, satisfying
‖∆w1,ε‖L2(R2) = ‖f
′(V )w1,ε − ε
2eWa(εx)w2,ε(εx)− h1,ε‖L2(R2)
≤ sup
x∈R2
|f ′(V (x))ρ−12 (x)|‖w1,ερ2‖L2(R2) + ε sup
x∈R2
|eWa(x)ρ−12 (x)|‖w2,ερ2‖L2(R2)
+ ‖h1,ε‖L2(R2) ≤ c.
(5.7)
For any δ > 0, there is a constant cδ > 0, independent of ε > 0, satisfying
‖∆w2,ε‖L2(R2\Bδ(0)) = ‖2e
W0w2,ε −
f ′(V (xε ))w1,ε(
x
ε )
2ε2
− h2,ε −
2∑
i=1
ci,εZi‖L2(R2\Bδ(0))
≤ 2 sup
x∈R2
|eW0(x)ρ−12 (x)|‖w2,ερ2‖L2(R2) +
∥∥∥h2,ε − 2∑
i=1
ci,εZi
∥∥∥
L2(R2)
+ (2ε)−1 sup
x∈R2\B δ
ε
(0)
|f ′(V (x))ρ−12 (x)|‖w1,ερ2‖L2(R2) ≤ cδ.
(5.8)
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Moreover, by (5.2), we have for any R > 0,
2∑
i=1
‖wi,ε‖L2(BR(0)) ≤ (1 +R)
1+α2
2∑
i=1
‖wi,ερ2‖L2(R2) ≤ (1 +R)
1+α2 . (5.9)
By elliptic estimates and (5.5)-(5.9), w1,ε → w1 in C
0
loc(R
2) and w2,ε → w2 in C
0
loc(R
2 \ {0}), where{
∆w1 + f
′(V )w1 = 0 in R
2,
∆w2 + 2e
W0w2 = 0 in R
2 \ {0}.
(5.10)
Step 2. We claim that w1 ≡ 0 and limε→0 ‖f
′(V (y))w1,ε(y)‖Yα = 0. To prove this claim, we will show
that w1 ∈ L
∞(R2) and use the non-degeneracy of the first equation in (5.10).
By Fatou’s Lemma and (5.2), we see that there is a constant c > 0, satisfying
‖∆w1‖Yα = ‖f
′(V )(1 + |x|)2+αw1ρ2‖L2(R2) ≤ sup
x∈R2
|f ′(V )(1 + |x|)2+α|‖w1ρ2‖L2(R2)
≤ sup
x∈R2
|f ′(V )(1 + |x|)2+α| lim inf
ε→0
‖w1,ερ2‖L2(R2) ≤ c, and
‖w1ρ2‖L2(BR(0)) ≤ lim infε→0
‖w1,ερ2‖L2(R2) ≤ 1. (5.11)
So w1 ∈ X
2
α. Together with Lemma 6.3, there is a constant cw1 , independent of x ∈ R
2, such that
w1(x) = cw1 −
1
2pi
∫
R2
ln |x− y|f ′(V (y))w1(y)dy. By Lemma 6.4, we have if |x| ≥ 2, then
w1(x) = cw1 −
ln |x|
2π
∫
R2
f ′(V (y))w1(y)dy +O(|x|
−α2 ln |x|‖f ′(V )w1‖Yα). (5.12)
By w1,ε ∈ X
1
α and Lemma 6.3-6.4, there is a constant cw1,ε , independent of x ∈ R
2, such that
w1,ε(x) = cw1,ε −
ln |x|
2π
∫
R2
f ′(V (y))w1,ε(y)− e
Wa(y)w2,ε(y)− h1,εdy +O(|x|
− α2 ln |x|‖∆w1,ε‖Yα).
Since w1,ε ∈ X
1
α, we have w1,ερ1 ∈ L
2(R2), and thus∫
R2
f ′(V )w1,ε − e
Waw2,ε − h1,εdy = 0, (5.13)
which implies ∫
R2
f ′(V (y))w1(y)− e
W0(y)w2(y)dy = 0. (5.14)
Indeed, (5.14) follows from limε→0 ‖h1,ε‖L1(R2) ≤ limε→0 ‖ρ2‖L2(R2)‖h1,ε‖Yα = 0,
lim
ε→0
∫
R2
f ′(V )w1,εdy =
∫
R2
f ′(V )w1dy, and lim
ε→0
∫
R2
eWaw2,εdy =
∫
R2
eW0w2dy. (5.15)
By multiplying Z0 on the second equation of (5.3), we get from Lemma 6.5 that
0 =
∫
R2
(
∆w2,ε + 2e
W0w2,ε −
f ′(V (x/ε))
2ε2
w1,ε(x/ε)− h2,ε −
2∑
i=1
ci,εZi
)
Z0dx
=
∫
R2
(
2eW0(x)w2,ε −
f ′(V (x/ε))
2ε2
w1,ε(x/ε)− h2,ε(x)−
2∑
i=1
ci,εZi(x)
)
dx
−
∫
R2
f ′(V (x))w1,ε(x)
2
Z0(εx)dx −
∫
R2
(h2,ε(x) +
2∑
i=1
ci,εZi(x))Z0(x)dx.
(5.16)
Here we note that∫
R2
f ′(V (x))w1,ε(x)Z0(εx)dx =
∫
R2
f ′(V (x))w1,ε(x)
(
1−
2|εx|2N2+γ1+2
1 + |εx|2N2+γ1+2
)
dx
=
∫
R2
f ′(V )w1,εdx+O(ε
2N2+γ1+2 + ε2γ1−2N1−2−
α
2 )‖w1,ερ2‖L2(R2).
(5.17)
In view of (5.15)-(5.17), limε→0 ‖h2,ε‖Yα = 0, and limε→0 ci,ε = 0, we get that
0 =
∫
R2
2eW0(x)w2(x) − f
′(V (x))w1(x)dx. (5.18)
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By (5.14) and (5.18), we have
∫
R2
f ′(V )w1dx =
∫
R2
eW0w2dx = 0. Together with (5.12), we get w1 ∈
L∞(R2). The non-degeneracy condition for V yields w1,ε → w1 ≡ 0 in C
0
loc(R
2). Together with the decay
of eV at infinity, we get limε→0 ‖f
′(V (y))w1,ε(y)‖Yα = 0. This proves the claim.
Step 3. We claim that w2 ≡ 0 and limε→0 ‖e
W0w2,ε‖Yα = 0.
For 2ε ≤ |x| ≤ 2 and x0 ∈ ∂B2(0), we see from Lemma 6.4 that
w2,ε(x)− w2,ε(x0)
=
1
2π
∫
R2
ln
|x0 − y|
|x− y|
(2eW0w2,ε −
f ′(V (yε ))w1,ε(
y
ε )
2ε2
− h2,ε −
2∑
i=1
ci,εZi)dy
=
1
2π
ln
|x|
|x0|
∫
R2
f ′(V (y))w1,ε(y)
2
dy
+
1
2π
∫
R2
(
ln
∣∣∣x
ε
− y
∣∣∣− ln ∣∣∣x
ε
∣∣∣+ ln ∣∣∣x0
ε
∣∣∣− ln ∣∣∣x0
ε
− y
∣∣∣)f ′(V (y))w1,ε(y)
2
dy
+O(‖eW0w2,ε‖Yα + ‖h2,ε‖Yα +
2∑
i=1
|ci,ε|)
= O(‖f ′(V )w1,ε‖Yα + ‖e
W0w2,ε‖Yα + ‖h2,ε‖Yα +
2∑
i=1
|ci,ε|) +O(ln |x|‖f
′(V )w1,ε‖Yα).
(5.19)
By Step 2, there is a constant c > 0, independent of ε > 0 and x ∈ B1(0) \ {0}, such that |w2(x)| =
limε→0 |w2,ε(x)| ≤ c, which implies from (5.10) that ∆w2 + 2e
W0w2 = 0 in R
2. By Fatou’s Lemma and
(5.2), we see that there is a constant c > 0, satisfying
‖∆w2‖Yα = ‖2e
W0(1 + |x|)2+αw2ρ2‖L2(R2) ≤ sup
x∈R2
|2eW0(1 + |x|)2+α|‖w2ρ2‖L2(R2)
≤ sup
x∈R2
|2eW0(1 + |x|)2+α| lim inf
ε→0
‖w2,ερ2‖L2(R2) ≤ c,
and ‖w2ρ2‖L2(R2) ≤ lim infε→0 ‖w2,ερ2‖L2(R2) ≤ 1. So w2 ∈ X
2
α. Then by (3.9), w2 =
∑2
i=0 ciZi for some
constants {ci}
2
i=0. Since w2,ε ∈ Eα, ∆Zi + 2e
W0(x)Zi = 0, and w2,ε → w2 =
∑2
i=0 ciZi in C
0
loc(R
2 \ {0}),
we get
0 = lim
ε→0
∫
R2
w2,ε(−∆Zi + 2e
W0(x)Zi)dx = 4 lim
ε→0
∫
R2
w2,εe
W0Zidx = 4ci
∫
R2
eW0Z2i dx, i = 0, 1, 2,
which implies {ci}i=0,1,2 = 0 and w2 ≡ 0. By the decay of e
W0 at infinity and at zero, we get
limε→0 ‖e
W0w2,ε‖Yα = 0. This completes the proof. 
By using Lemma 6.3 and Lemma 5.3, we have the following result.
Lemma 5.4. limε→0
[
| ln ε|−1
(
‖w1,ε‖L∞(R2) +
∥∥∥ w2,εln(2+|x|)∥∥∥L∞(R2)
)
+
∑2
i=1 ‖wi,ε(x)ρ2(x)‖L2(R2)
]
= 0.
Proof. For |x| ≤ 2ε and x0 ∈ ∂B2(0), we see from Lemma 6.3-6.4 that
w2,ε(x)− w2,ε(x0)
=
1
2π
∫
R2
ln
|x0 − y|
|x− y|
(2eW0w2,ε −
f ′(V (yε ))w1,ε(
y
ε )
2ε2
− h2,ε −
2∑
i=1
ci,εZi)dy
=
1
2π
ln
ε
|x0|
∫
R2
f ′(V (y))w1,ε(y)
2
dy
+
1
2π
∫
R2
(
ln
∣∣∣x
ε
− y
∣∣∣+ ln ∣∣∣x0
ε
∣∣∣− ln ∣∣∣x0
ε
− y
∣∣∣)f ′(V (y))w1,ε(y)
2
dy
+O(‖eW0w2,ε‖Yα + ‖h2,ε‖Yα +
2∑
i=1
|ci,ε|)
= O(‖f ′(V )w1,ε‖Yα | ln ε|+ ‖e
W0w2,ε‖Yα + ‖h2,ε‖Yα +
2∑
i=1
|ci,ε|).
(5.20)
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For |x| ≥ 2 and x0 ∈ ∂B2(0), we see from Lemma 6.3-6.4 that
w2,ε(x) − w2,ε(x0)
=
1
2π
∫
R2
(
ln
∣∣∣x
ε
− y
∣∣∣− ln ∣∣∣x
ε
∣∣∣+ ln ∣∣∣x0
ε
∣∣∣− ln ∣∣∣x0
ε
− y
∣∣∣)f ′(V (y))w1,ε(y)
2
dy
+
1
2π
ln
|x|
|x0|
∫
R2
(
− 2eW0w2,ε +
f ′(V (y))w1,ε(y)
2
+ h2,ε +
2∑
i=1
ci,εZi
)
dy
+O(‖eW0w2,ε‖Yα + ‖h2,ε‖Yα +
2∑
i=1
|ci,ε|)
= O(‖f ′(V )w1,ε‖Yα + ‖e
W0w2,ε‖Yα + ‖h2,ε‖Yα +
2∑
i=1
|ci,ε|)(1 + ln |x|).
(5.21)
From Lemma 5.3, (5.20)-(5.21), and (5.19), we get that
lim
ε→0
[
| ln ε|−1
∥∥∥ w2,ε
ln(2 + |x|)
∥∥∥
L∞(R2)
+ ‖w2,ερ2‖L2(R2)
]
= 0. (5.22)
For 2 ≤ |x| ≤ 2ε , we see from Lemma 6.3-6.4 that
w1,ε(x) − w1,ε(0)
=
1
2π
∫
R2
ln
|y|
|x− y|
(f ′(V (y))w1,ε(y)− ε
2eWa(εy)w2,ε(εy)− h1,ε)dy
=
1
2π
∫
R2
ln
|x|
|x− y|
(f ′(V )w1,ε − h1,ε)dy +
1
2π
∫
R2
ln
|εx− y|
|y|
eWa(y)w2,ε(y)dy
−
ln |x|
2π
∫
R2
(f ′(V )w1,ε − h1,ε)dy +
1
2π
∫
R2
ln |y|(f ′(V )w1,ε − h1,ε)dy
= O(‖f ′(V )w1,ε‖Yα + ‖e
Waw2,ε‖Yα + ‖h1,ε‖Yα)(1 + ln |x|).
(5.23)
For |x| ≥ 2ε , we see from Lemma 6.3-6.4 that
w1,ε(x)− w1,ε(0)
=
1
2π
∫
R2
(ln |εx− y| − ln |εx| − ln |y|)eWa(y)w2,ε(y)dy +
ln |εx|
2π
∫
R2
eWa(y)w2,ε(y)dy
−
ln |x|
2π
∫
R2
(f ′(V )w1,ε − h1,ε)dy +O(‖f
′(V )w1,ε‖Yα + ‖h1,ε‖Yα)
= −
ln |x|
2π
∫
R2
(f ′(V )w1,ε − e
Wa(y)w2,ε(y)− h1,ε)dy
+O(‖f ′(V )w1,ε‖Yα + ‖e
Waw2,ε‖Yα + ‖h1,ε‖Yα)(| ln ε|)
= O(‖f ′(V )w1,ε‖Yα + ‖e
Waw2,ε‖Yα + ‖h1,ε‖Yα)(| ln ε|),
(5.24)
here we used (5.13), that is,
∫
R2
(f ′(V )w1,ε − e
Wa(y)w2,ε(y) − h1,ε)dy = 0. Lemma 5.3 and (5.23)-(5.24)
yield
lim
ε→0
[
| ln ε|−1 ‖w1,ε‖L∞(R2) + ‖w1,ερ2‖L2(R2)
]
= 0. (5.25)
In view of (5.22) and (5.25), we complete the proof of Lemma 5.4. 
Proof of Theorem 3.1: We see that Lemma 5.4 contradict our assumption (5.2) and prove the
inequality (3.13). This inequality (3.13) implies that QLaε is one-to-one from X
1
α × Eα to Yα × Fα.
Finally, we need to show that QLaε is onto from X
1
α × Eα to Yα × Fα. Now we define QL such that
QL(w1, w2) := (∆w1 + f
′(V )w1, Q[∆w2 + 2e
W0w2]). In view of Lemma 5.1, QL is an isomorphism from
X1α × Eα to Yα × Fα, which implies ind(QL) = 0. Moreover, we see
QLaε (w1, w2) = QL(w1, w2) +Q(L
a
ε − L))(w1, w2).
Since Q(Laε − L)(w1, w2) is a compact operator, Fredholm alternative implies
dim(ker(QLaε))− codim(ran(QL
a
ε)) = ind(QL
a
ε ) = ind(QL) = 0.
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By the inequality (3.13), we get that dim(ker(QLaε)) = 0, and codim(ran(QL
a
ε)) = 0. Now we get that
QLaε is onto from X
1
α × Eα to Yα × Fα and prove Theorem 3.1. 
6. Basic Estimates
Let (v1, v2) be a solution of (1.4) and V satisfy (3.1). We shall show that by a shift of origin, (1.21)
holds, that is, 2
∑N2
i=1 qi +
−→c = 0, where −→c = 12pi
∫
R2
yeV (y)(1 − 2eV (y))dy. Indeed, for any fixed vector
y0 ∈ R
2, we consider the change of coordinate such that y˜ := y − y0. Then v˜i(y˜) := vi(y˜ + y0) =
vi(y), p˜j := pj − y0, q˜j := qj − y0 satisfy{
∆v˜1 + 2e
v˜1
(
1− 2ev˜1
)
− ev˜2
(
1− 2ev˜2 − ev˜1
)
= 4π
∑N1
j=1 δp˜j
∆v˜2 + 2e
v˜2
(
1− 2ev˜2
)
− ev˜1
(
1− 2ev˜1 − ev˜2
)
= 4π
∑N2
j=1 δq˜j
in R2.
The function V˜ (y˜) := V (y˜ + y0) satisfies ∆V˜ + f(V˜ (y˜)) = 4π
∑N1
j=1 δp˜j and
∫
R2
f(V˜ (y˜))dy˜ = 4πγ1. Let
−→
c˜ := 12pi
∫
R2
y˜eV˜ (y˜)(1 − 2eV˜ (y˜))dy˜. Then
−→
c˜ = 14pi
∫
R2
(y − y0)f(V (y))dy =
−→c − y04pi
∫
R2
f(V )dy. From the
maximum principle, f(V (y)) ≥ 0 in R2, and 2N2+
1
4pi
∫
R2
f(V )dy > 0. By choosing y0 =
2
∑N2
i=1 qi+
−→c
2N2+
1
4pi
∫
R2
f(V )dy
,
we get 2
∑N2
i=1 q˜i +
−→
c˜ = 2
∑N2
i=1 qi +
−→c − y0(2N2 +
1
4pi
∫
R2
f(V )dy) = 0, which implies (1.21) with the
coordinate y˜.
Now we show that u∗2,ε(x)− γ1 ln |x| (resp. u
∗
2,ε) on [BεR0(0)]
c (resp. BεR0(0)) is enough small.
Lemma 6.1. There are constants c1, c2 > 0, independent of ε > 0, satisfying
(i) If |x| ≥ εR0, then u
∗
2,ε(x)−γ1 ln |x| = −
x·−→c
|x|2 ε−d(x)ε
2+O
(
ε3
|x|3 (1+| ln |x||)
)
and u∗2,ε(x)−γ1 ln |x| ≤
c1. Here d(x) =
1
8pi
∫
R2
(
2(x·y)2
|x|4 −
|y|2
|x|2
)
f(V (y))dy (see (3.15)).
(ii) If |x| ≤ εR0, then u
∗
2,ε(x) ≤ γ1 ln ε+ c2.
Proof. (i) First, let N1 ≥ 2. By Taylor’s expansion theorem, we get that
ln |x− εy|2 = ln |x|2 −
2x · y
|x|2
ε+
( |y|2
|x|2
−
2(x · y)2
|x|4
)
ε2 +R(ε, x, y), (6.1)
where R(ε, x, y) = O
(
|y|3ε3
|x|3 +
|y|4ε4
|x|4
)
+ (−2x·yε+ε
2|y|2)3
3(θx,y,ε|x−εy|2+(1−θx,y,ε)|x|2)3
for some θx,y,ε ∈ (0, 1). By using
(6.1), we get that
u∗2,ε(x)− γ1 ln |x| =
1
8π
∫
R2
(ln |x− εy|2 − ln |x|2)f(V (y))dy
=
1
8π
∫
R2
{
−
2x · y
|x|2
ε+
( |y|2
|x|2
−
2(x · y)2
|x|4
)
ε2 +R(ε, x, y)
}
f(V (y))dy
= −
x · −→c
|x|2
ε− d(x)ε2 +
1
8π
∫
R2
R(ε, x, y)f(V (y))dy.
By |f(V (y))| = (1 + |y|)−2γ1+2N1 , γ1 > 2N1 + 2, and N1 ≥ 2, we get that
∫
R2
|y|6|f(V (y))|dy is finite.
Moreover, we obtain that for some constant c > 0, independent of ε > 0,∣∣∣ ∫
R2
R(ε, x, y)f(V (y))dy
∣∣∣ ≤ O(∣∣∣ ∫
|x−εy|≤ |x|2
R(ε, x, y)f(V )dy
∣∣∣+ ε3
|x|3
+
ε4
|x|4
+
ε6
|x|6
)
. (6.2)
By (6.1) and the change of variables, we also see that∫
|x−εy|≤ |x|2
R(ε, x, y)f(V )dy =
∫
|x−y|≤ |x|2
{
ln
|x− y|2
|x|2
+
2x · y − |y|2
|x|2
+
2(x · y)2
|x|4
}f(V (yε ))
ε2
dy
Since |x− y| ≤ |x|2 ⇒
|x|
2 ≤ |y| ≤
3|x|
2 , we see that if εR0 ≤ |x|, then
εR0
2 ≤
|x|
2 ≤ |y| ≤
3|x|
2 and∣∣∣ ∫
|x−εy|≤ |x|2
R(ε, x, y)f(V )dy
∣∣∣ ≤ ∣∣∣ ∫
|x−y|≤ |x|2
(
ln
|x− y|2
|x|2
)f(V (yε ))
ε2
dy
∣∣∣
+
∣∣∣ ∫
|x−y|≤ |x|2
(2x · y − |y|2
|x|2
+
2(x · y)2
|x|4
)f(V (yε ))
ε2
dy
∣∣∣ ≤ O(( ε
|x|
)2γ1−2N1−2
(1 + | ln |x||)
)
.
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If εR0 ≤ |x|, then there are constants c2 > 0 and θx,y,ε ∈ (0, 1) such that
u∗2,ε(x)− γ1 ln |x| ≤
1
4π
∫
R2
(ln(|x| + ε|y|)− ln |x|)f(V (y))dy
≤
1
4π
∫
R2
ε|y||f(V (y))|
|x|+ θx,y,ε(ε|y|)
dy ≤
ε
4π|x|
∫
R2
|y||f(V (y))|dy ≤ c2.
(6.3)
By using (6.2)-(6.3), we prove Lemma 6.1-(i) for N1 ≥ 2.
Now we consider the case N1 = 1. We remind that
V (x) = (−2γ1 + 2) ln |x− p1|+ Ip1 +O(|x − p1|
−σ) for |x| ≫ 1. (6.4)
Since N1 = 1 and V is a radial function with respect to p1, from [3, Lemma 2.6], we have that σ = 2γ1−4.
By using u∗2,ε(x) = −
V ( xε )−2 ln |
x
ε−p1|
2 + γ1 ln ε +
Ip1
2 and (6.4), we see that if |x| ≥ εR0, then from
γ1 > 2N1 + 2 = 4 and (6.1),
u∗2,ε(x) − γ1 ln |x| =
γ1
2
(ln |x− εp1|
2 − ln |x|2) +O
(∣∣∣x− εp1
ε
∣∣∣4−2γ1)
= −
(x · p1)γ1
|x|2
ε+
γ1
2
( |p1|2
|x|2
−
2(x · p1)
2
|x|4
)
ε2 +O
( ε3
|x|3
)
.
Since V is a radial function with respect to p1, for y = (y1, y2), and p1 = (p1,1, p1,2), we see that
−→c = 14pi
∫
R2
(y + p1)f(V (y + p1))dy = p1γ1, and
d(x) =
1
8π
∫
R2
( (x21 − x22)(y21 − y22) + 4x1x2y1y2 + 4(x1y1 + x2y2)(x1p1,1 + x2p1,2)
|x|4
+
2(x · p1)
2 − |x|2|p1|
2 − 2|x|2(y1p1,1 + y2p1,2)
|x|4
)
f(V (y + p1))dy =
γ1
2
(2(x · p1)2
|x|4
−
|p1|
2
|x|2
)
.
Thus when N1 = 1, if |x| ≥ εR0, then for some constant c2, independent of ε > 0,
u∗2,ε(x)− γ1 ln |x| = −
x · −→c
|x|2
ε− d(x)ε2 +O
( ε3
|x|3
)
≤ c2.
(ii) If |x| ≤ εR0 and N1 ≥ 2, there is a constant c1 > 0, independent of ε > 0, satisfying
u∗2,ε(x) ≤
1
4π
∫
R2
ln(|x|+ ε|y|)f(V (y))dy ≤
1
4π
∫
R2
ln[ε(R0 + |y|)]f(V (y))dy ≤ γ1 ln ε+ c1.
If |x| ≤ εR0 and N1 = 1, then there is a constant c1 > 0, independent of ε > 0, such that u
∗
2,ε(x) =
−
V (xε )−2 ln |
x
ε−p1|
2 + γ1 ln ε +
Ip1
2 ≤ γ1 ln ε + c1. Here we used that V (x) − 2 ln |x − p1| is smooth and
∆(V (x)− 2 ln |x− p1|) + f(V (x)) = 0 in R
2. This completes the proof. 
Here we get some results for W˜a(εx).
Lemma 6.2. (i) |W˜a(0)− W˜a(εx)| ≤ O(|εx|
2N2+γ1+2 + |a||εx|N2+
γ1
2 +1).
(ii) eW˜a(x)+2
∑N2
i=1 ln |x−εqi|+u
∗
2,ε(x) =
{
O(ε2N2+γ1) if |x| ≤ εR0,
eWa(x)
{
1 + ε
2A(x)
|x|2 +O(
ε3
|x|3 (1 + | ln |x||)
3)
}
if |x| ≥ εR0.
Proof. (i) By the mean value theorem, we have for θx ∈ (0, 1),
∣∣∣W˜a(0)− W˜a(εx)
2
∣∣∣ = ∣∣∣ ln(1 + |(εx)N2+γ12 +1 + a|2
1 + |a|2
)∣∣∣
=
∣∣∣ |(εx)N2+ γ12 +1 + a|2 − |a|2
1 + θx|(εx)N2+
γ1
2 +1 + a|2 + (1− θx)|a|2
∣∣∣ ≤ O(|εx|2N2+γ1+2 + |a||εx|N2+ γ12 +1).
(ii) By Lemma 6.1, we get eW˜a(x)+2
∑N2
i=1 ln |x−εqi|+u
∗
2,ε(x) = O(ε2N2+γ1) if |x| ≤ εR0.
26 TING-JUNG KUO, YOUNGAE LEE, AND CHANG-SHOU LIN
By Taylor expansion of
∏N2
i=1 |x− εqi|
2 with respect to ε and (1.21),∏N2
i=1 |x− εqi|
2
|x|2N2
=
{
1−
2
∑N2
i=1 qi · x
|x|2
ε
+
( N2∑
i=1
|qi|
2 +
(2
∑N2
i=1 qi · x)
2
2|x|2
− 2
N2∑
i=1
(x · qi)
2
|x|2
) ε2
|x|2
+
2N2∑
k=3
O
( εk
|x|k
)}
=
{
1 +
−→c · x
|x|2
ε+
( N2∑
i=1
|qi|
2 +
(−→c · x)2
2|x|2
− 2
N2∑
i=1
(x · qi)
2
|x|2
) ε2
|x|2
+
2N2∑
k=3
O
( εk
|x|k
)}
.
(6.5)
By using (3.15), (6.5), and Lemma 6.1, we also see that if εR0 ≤ |x|, then
eW˜a(x)+2
∑N2
i=1 ln |x−εqi|+u
∗
2,ε(x)
=
eWa(x)
∏N2
i=1 |x− εqi|
2
|x|2N2
{ 2∑
k=0
(u∗2,ε(x)− γ1 ln |x|)
k
k!
+O(|u∗2,ε(x) − γ1 ln |x||
3)
}
= eWa(x)
{
1 +
−→c · x
|x|2
ε+
( N2∑
i=1
|qi|
2 +
(−→c · x)2
2|x|2
− 2
N2∑
i=1
(x · qi)
2
|x|2
) ε2
|x|2
+O
( ε3
|x|3
)}
×
{
1−
−→c · x
|x|2
ε− d(x)ε2 +
(−→c · x)2
2|x|4
ε2 +O
( ε3
|x|3
(1 + | ln |x||)3
)}
,
which implies Lemma 6.2-(ii). 
Now we recall the following result.
Lemma 6.3. [2, 3] (i) For any w ∈ X1α ∪X
2
α, there exists a constant cw ∈ R such that
w(x) = cw +
1
2π
∫
R2
ln |x− y|∆w(y)dy.
(ii) There exists a constant C > 0, independent of w ∈ X iα, satisfying
|w(x)| ≤ C‖w‖Xiα ln(2 + |x|) for all x ∈ R
2, w ∈ X iα, i = 1, 2.
Proof. See the proof for [2, Lemma 1.1] and [3, Theorem 4.1]. 
For any h ∈ Yα, we have the following estimation.
Lemma 6.4. There is a constant c > 0 such that
(i)
∣∣∫
R2
(ln |x− y| − ln |x|)h(y)dy
∣∣ ≤ c|x|−α2 (ln |x|+ 1)‖h‖Yα for all x ∈ R2 \B2(0) and h ∈ Yα;
(ii)
∣∣∫
R2
ln |x− y|h(y)dy
∣∣ ≤ c‖h‖Yα for all x ∈ B2(0) and h ∈ Yα.
Proof. (i) If |y| ≤ |x|2 , then |x− y| ≥ |x| − |y| ≥
|x|
2 , which implies for some θ ∈ (0, 1),
| ln |x− y| − ln |x|| =
∣∣∣∣ |x− y| − |x|θ|x− y|+ (1 − θ)|x|
∣∣∣∣ ≤ 2|y||x| . (6.6)
We also see that if |y| ≥ 2|x| ≥ 4, then
3|y|
2
≥ |x− y| ≥ |y| − |x| ≥
|y|
2
≥ 2. (6.7)
By Ho¨lder’s inequality and (6.6)-(6.7), we see that if |x| ≥ 2, then there are constants c1, c2 > 0,
independent of x ∈ R2 \B2(0) and h ∈ Yα, such that∣∣∣∣
∫
R2
(ln |x− y| − ln |x|)h(y)dy
∣∣∣∣
≤ c1
( ∫
|y|≤
|x|
2
|y|−
α
2 |y|1+
α
2 |h(y)|
|x|
dy +
∫
|x|
2 ≤|y|≤2|x|
(| ln |x− y||+ | ln |x||)|y|−1−
α
2 |y|1+
α
2 |h(y)|dy
+
∫
|y|≥2|x|
(| ln |y||+ | ln |x||)|y|−1−
α
2 |y|1+
α
2 |h(y)|dy
)
≤ c2|x|
−α2 (ln |x|+ 1)‖h‖Yα .
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(ii) If |x| ≤ 2 and |y| ≥ 4, then |y| ≥ 2|x|, which implies (6.7). By using Ho¨lder’s inequality again, we
see that if |x| ≤ 2, then∫
R2
| ln |x− y|h(y)|dy ≤
∫
|y|≤4
| ln |x− y|h(y)|dy +
∫
|y|≥4
| ln |x− y||
|y|1+
α
2
|y|1+
α
2 |h(y)|dy ≤ c‖h‖Yα ,
where c > 0 is a constant, independent of x ∈ B2(0) and h ∈ Yα. 
If w ∈ X1α ∪X
2
α, then we cannot use integration by parts directly due to the behavior of w at infinity.
By using an approximate arguments with a smooth cut-off function, we have the following simple result,
but crucial for our next arguments.
Lemma 6.5. For any w ∈ X1α ∪X
2
α, we have
(i)
∫
R2
(∆w)Zidx = −2
∫
R2
eW0Ziwdx for i = 1, 2, and
(ii)
∫
R2
(∆w)Z0dx = −
∫
R2
∆wdx − 2
∫
R2
eW0Z0wdx
Proof. We recall that

Z0(x) + 1 =
1−|x|2N2+γ1+2
1+|x|2N2+γ1+2
+ 1 = O(|x|−2N2−γ1−2),
Z1(x) =
|x|N2+
γ1
2
+1 cos[(N2+
γ1
2 +1)θ]
1+|x|2N2+γ1+2
= O(|x|−N2−
γ1
2 −1),
Z2(x) =
|x|N2+
γ1
2
+1 sin[(N2+
γ1
2 +1)θ]
1+|x|2N2+γ1+2
= O(|x|−N2−
γ1
2 −1).
as |x| → +∞ (6.8)
Let 0 ≤ χ˜(x) ≤ 1 be a smooth cut-off function such that χ˜(x) = 1 if |x| ≤ 1 and χ˜(x) = 0 if |x| ≥ 2. For
any δ > 0, we denote χ˜δ(x) = χ˜(δx). Since w ∈ X
1
α ∪X
2
α, we have ∆w ∈ Yα, and if |x| ≥
1
δ , then there
is a constant Ca > 0, independent of w ∈ X
1
α ∪X
2
α and δ > 0, such that∫
|x|≥ 1δ
2∑
i=1
|(∆w)Zi|+ |(∆w)(Z0 + 1)|dx ≤ Caδ
α
2 ‖∆w‖Yα .
Then we have ∫
R2
(∆w)Zidx = lim
δ→0
∫
R2
(∆w)χ˜δZidx for i = 1, 2, and (6.9)∫
R2
(∆w)(Z0 + 1)dx = lim
δ→0
∫
R2
(∆w)χ˜δ(Z0 + 1)dx. (6.10)
Then by integration by parts and (6.8), we see that∫
R2
(∆w)χ˜δZidx =
∫
R2
w∆(χ˜δZi)dx
=
∫
R2
w
(
(∆χ˜δ)Zi + 2∇χ˜δ · ∇Zi − 2χ˜δe
W0Zi
)
dx for i = 1, 2, and
(6.11)
∫
R2
(∆w)χ˜δ(Z0 + 1)dx =
∫
R2
w∆{χ˜δ(Z0 + 1)}dx
=
∫
R2
w
(
(∆χ˜δ)(Z0 + 1) + 2∇χ˜δ · ∇Z0 − 2χ˜δe
W0Z0
)
dx,
(6.12)
Since w ∈ X1α∪X
2
α, by Lemma 6.3, it is easy to see that ‖wρ2‖L2(R2) is finite. By using Ho¨lder’s inequality,
we have a constant ca > 0, independent of w ∈ X
1
α ∪X
2
α and δ > 0, such that∫
R2
2∑
i=1
(
|w(∆χ˜δ)Zi|+ |∇χ˜δ · ∇Zi|
)
+ |w(∆χ˜δ)(Z0 + 1)|+ |∇χ˜δ · ∇Z0|dx
≤ caδ
2−α
2 ‖wρ2‖L2(R2), and
(6.13)
∫
|x|≥ 1δ
2∑
i=1
|weW0Zi|+ |we
W0Z0|dx ≤ caδ
2‖wρ2‖L2(R2). (6.14)
By (6.9)-(6.14), we complete the proof of Lemma 6.5. 
We recall the projection map Q defined in (3.10). Now we have the following lemma.
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Lemma 6.6.
‖Qh‖Yα ≤ c‖h‖Yα , (6.15)
where c > 0 is a constant which is independent of h ∈ Yα.
Proof. If γ12 /∈ N, (6.15) is trivial. So we consider the case
γ1
2 ∈ N. By Qh = h −
∑2
i=1 ciZi ∈ Fα, we
have for i 6= j, 0 =
∫
R2
(Qh)Zidx =
∫
hZi − ciZ
2
i − cjZiZjdx. By using Ho¨lder inequality, we get that∣∣∣ ∫
R2
hZidx
∣∣∣ ≤ ‖h‖Yα‖Zi(1 + |x|)−1−α2 ‖L2(R2). Moreover, we note that( ∫
R2
Z21dx
∫
R2
Z1Z2dx∫
R2
Z1Z2dx
∫
R2
Z22dx
)(
c1
c2
)
=
( ∫
R2
hZ1dx∫
R2
hZ2dx
)
.
We see that
∫
R2
ZiZj =
∫
R2
(Zi)
2dxδi,j yields ‖Qh‖Yα ≤ ‖h‖Yα +
∑2
i=1 |ci|‖Zi‖Yα ≤ c‖h‖Yα , where c > 0
is a constant which is independent of h ∈ Yα. 
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