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Resumen
Se presenta en este artı´culo la comparacio´n de tres controladores de velocidad (regulador cuadra´tico lineal -LQR-, proporcional
integral derivativo -PID- y borroso) con la intencio´n de determinar cua´l de ellos ofrece mejor ﬁabilidad desde una perspectiva soft-
ware. Para realizar las pruebas necesarias se utilizaron versiones mutantes de controladores bien ajustados, en los que se inyectaron
defectos que simulaban errores de programacio´n. Los controladores fueron disen˜ados para operar un vehı´culo auto´nomo terrestre y
fueron ajustados por medio de un algoritmo gene´tico.
Dado el elevado nu´mero de pruebas a efectuar se decidio´ construir un simulador multicomputador con el que se realizaron ma´s
de 90000 ensayos. En cada uno de los ensayos se sometio´ a cada controlador mutante a la realizacio´n de un recorrido, de unos 20
minutos de duracio´n ma´xima, sobre un suelo ligeramente ondulado. Con los datos obtenidos se generaron las curvas de ﬁabilidad
por el procedimiento de Kaplan-Meier, lo cual permitio´ la comparacio´n de controladores objetivo del estudio.
De las curvas de ﬁabilidad del software obtenidas se deduce que, en las condiciones experimentales planteadas, el controlador
LQR ofrece el mejor comportamiento, el segundo lugar le corresponde al controlador PID y el tercero al controlador borroso.
Copyright c© 2014 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los derechos reservados.
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1. Introduccio´n
Los defectos en el software pueden deteriorar el correcto
comportamiento de un robot. Por desgracia, no es siempre po-
sible detectar todas las deﬁciencias existentes en el software
antes de ponerlo en explotacio´n (Smidts et al., 2002; Cheng y
Merkel, 2008) y lo mismo ocurre en el a´mbito de los vehı´culos
auto´nomos terrestres (Carlson y Murphy, 2005). Una medida de
calidad, relacionada con la existencia de defectos en los progra-
mas, es la ﬁabilidad del software, concepto que se deﬁne como
“la probabilidad de que el software no cause el fallo de un sis-
tema por un periodo de tiempo especiﬁcado y bajo condiciones
tambie´n especiﬁcadas” (IEEE-Reliability-Society, 2008).
En relacio´n con lo anterior, cuando existen varias opciones
de disen˜o, es una buena pra´ctica de ingenierı´a evaluar el im-
pacto de las mismas en la integridad y prestaciones del sistema
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(Short et al., 2008). En este contexto, la ﬁnalidad del presente
trabajo es contrastar tres tipos de controladores multivariables,
evaluando el impacto de los defectos de programacio´n en su
ﬁabilidad, permitiendo con ello utilizar este para´metro a la hora
de seleccionar alternativas constructivas.
Dado el elevado nu´mero de ensayos a realizar para obte-
ner un aceptable nivel de conﬁanza, ha sido preciso construir
un simulador multicomputador del vehı´culo auto´nomo terrestre
(VAT). Este procedimiento, que permite reducir el tiempo de
la fase experimental de an˜os a semanas, esta´ totalmente respal-
dado por el relevante papel que la simulacio´n tiene hoy en dı´a
dentro del ciclo de vida de los sistemas (Sa´nchez-Pen˜a y Sz-
naier, 1998; Henry et al., 2003; Arena et al., 2005; Isermann,
2008; Raﬀo et al., 2009).
El artı´culo esta´ organizado de la siguiente manera: En la
seccio´n 2 se presenta de forma resumida el modelo del VAT
utilizado. En la seccio´n 3 se presenta la formulacio´n de los con-
troladores multivariables comparados. En la seccio´n 4 se plan-
tea el plan de trabajo experimental. En la seccio´n 5 se explica
la arquitectura del simulador multicomputador construido. En
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Figura 1: VAT desarrollado para realizar actividades docentes y de investigacio´n
la seccio´n 6 se ofrecen los resultados experimentales y por u´lti-
mo, en la seccio´n 7 se exponen las conclusiones.
2. Modelo de VAT
En este apartado se presenta el modelo de robot utilizado,
el cual se corresponde con un prototipo desarrollado con ﬁnes
dida´cticos y de investigacio´n (Figura 1).
Una explicacio´n moderadamente detallada de co´mo se han
obtenido las ecuaciones que describen el comportamiento del
robot pueden encontrarse en Hernandez and Canas (2011). De
forma complementaria, puede utilizarse la referencia (Fossen,
1999) que, aunque especializada en vehı´culos marinos, ofrece
en sus capı´tulos introductorios informacio´n de mucho intere´s
acerca del modelado matema´tico de dispositivos mo´viles.
Con la intencio´n de gestionar correctamente la posicio´n y
orientacio´n de un dispositivo mo´vil, es frecuente en robo´tica
utilizar dos marcos de referencia deﬁnidos en un espacio afı´n
euclı´deo (Figura 2). El primero, M0(O0, x0, y0, z0), es un marco
de referencia global el cual se ubica en una posicio´n ﬁja. El se-
gundo, M1(O1, x1, y1, z1), es un marco de referencia ubicado en
el robot y por tanto es mo´vil. De forma an˜adida, posicio´n, orien-
tacio´n, velocidades, fuerzas y momentos se identiﬁcan segu´n
(1), en donde, basa´ndose fundamentalmente en la convencio´n
de nomenclatura propuesta en Hydromechanics-Subcommittee
(1950), los vectores indicados tienen el siguiente signiﬁcado:
η1 es el vector que indica en M0 las coordenadas del ori-
gen O1 de M1.
η2 es el vector de a´ngulos que indica la orientacio´n del
VAT en M0.
ν1 es el vector de velocidades longitudinales del VAT en
M1.
ν2 es el vector de velocidades angulares del VAT en M1.
τ1 es el vector de fuerzas que actu´an en el VAT en M1.
τ2 es el vector de momentos angulares que actu´an en el
VAT en M1.
Figura 2: Representacio´n de los marcos de referencia local y global.
η1 = [x, y, z]T η2 = [φ, θ, ψ]T ν1 = [u, v,w]T
ν2 = [p, q, r]T τ1 = [X,Y,Z]T τ2 = [K,M,N]T
η = [η1T , η2T ]T ν = [ν1T , ν2T ]T τ = [τ1T , τ2T ]T
(1)
2.1. Ecuaciones dina´micas




dt = v (t) = 0,
dz
dt = w (t) = 0
)
, la posicio´n neutral del com-
ponente yG del centro de gravedad (xG, yG, zG), la simetrı´a del
cuerpo del VAT, que anulan algunos elementos del tensor de
inercia I
(
Ixy = 0, Iyz = 0
)
y considerando que las velocidades
angulares p y q son fundamentalmente impuestas por los cam-
bios de inclinacio´n del suelo, es posible alcanzar las ecuaciones
(2) en las que la masa del VAT se denomina m, τM es el vec-
tor fuerza generado por los motores de corriente continua, τG
es el vector fuerza generado por la gravedad (que puede gene-
rar momentos cuando el robot esta´ inclinado), τ f ric es el vector
fuerza generado por fricciones y el vector ν declarado en (1)
pasa a ser un vector de solo dos componentes [u, r]T . Una des-
cripcio´n ma´s detallada de τM, τG y τ f ric puede encontrarse en
Hernandez and Canas (2011).
ν˙ = − H−1C (ν) ν − H−1Ωρ˙ − H−1Ξρ + H−1τM

































2.2. Modelo en tiempo discreto
Como se indico´ en la introduccio´n, se ha construido un si-
mulador para poder realizar un elevado nu´mero de experimen-
tos. Por ello ha sido necesario obtener el modelo en tiempo dis-
creto del VAT, el cual se recoge en las ecuaciones (3 y 4), las
cuales se han obtenido a partir de (2).
ν (tk+1) =Φ (tk) ν (tk) + Γρ˙ (tk) ρ˙ (tk)+
Γρ (tk) ρ (tk) + ΓM (tk) τM (tk)+
ΓG (tk) τG (tk) + Γ f ric (tk)
(
−τ f ric (tk)
) (3)



























ΓM = ΓG = Γ f ric
(4)
Las funciones con exponentes matriciales que aparecen en
(4) fueron resueltas en el simulador utilizando expansio´n en se-
ries de Taylor y el teorema de Cayley-Hamilton (Franklin et al.,
1990).
Para terminar este apartado se incluyen algunos para´metros
destacados del VAT modelado en este trabajo (Figura 1). Centro
de gravedad: xG = −0,11m, yG = 0m, zG = 0,12m. Componen-
tes del tensor de inercia: Ix = 0,1598Kgm2, Iy = 0,1887Kgm2,
Iz = 0,178Kgm2, Ixz = 0,0417Kgm2, Izx = Ixz. Masa del robot:
19,36Kg.
3. Controladores de velocidad
Al disen˜ar los controladores de velocidad para el VAT de-
ben tenerse en cuenta ciertas consideraciones, que pueden hacer
razonable la utilizacio´n de me´todos de ajuste no analı´ticos:
(2) es una ecuacio´n en espacio de estados no lineal, dado
que el componente (r) del vector de estados se encuentra
tambien en la matriz C.
Las fricciones incrementan el problema de no linealidad
y las matrices C y Ξ en (2) son adema´s variantes en el
tiempo.
A bajas velocidades, los errores por truncamiento en los
codiﬁcadores o´pticos de las ruedas empiezan a ser signi-
ﬁcativos.
El ruido que habitualmente acompan˜a a los acelero´me-
tros de bajo costo, utilizados como inclino´metros, puede
provocar una informacio´n equivocada acerca de la incli-
nacio´n real del VAT.
Presentamos a continuacio´n la formulacio´n de los controla-
dores evaluados.
3.1. Controlador PID
Los controladores PID no son especialmente adecuados pa-
ra sistemas no lineales variantes en el tiempo. Sin embargo, se
ha conﬁado en la realizacio´n de un ajuste adecuado, por utilizar-
se para ello un algoritmo gene´tico que, en deﬁnitiva, produce un
efecto similar a la linearizacio´n de la planta alrededor del punto
de trabajo seleccionado.
Se presenta en primer lugar la ecuacio´n predictora del vec-
tor error de velocidad e(t), en la que se utilizan las matrices pro-
porcional Kp, integral Ki y derivativa Kd, y donde T representa
el periodo de muestreo.




Para calcular el vector error de velocidad actual del VAT, se
resta el vector de velocidad actual νR del vector de velocidad
deseada νD.
e (tk) = νD (tk) − νR (tk) (6)
Si se resuelve (3) para el vector τM, entonces obtenemos
(7).
τM (tk) = [ΓM (tk)]−1 [νR (tk+1) −Φ (tk) ν (tk)
− Γρ˙ (tk) ρ˙ (tk) − Γρ (tk) ρ (tk)
− ΓG (tk) τG (tk) − Γ f ric (tk)
(




Entonces, si (5) y (6) se sustituyen en (7) obtenemos (8).
τM (tk) = [ΓM (tk)]−1
[νD (tk+1) + Kpe (tk) + Kd





e (tn) −Φ (tk) ν (tk)
− Γρ˙ (tk) ρ˙ (tk) − Γρ (tk) ρ (tk)
− ΓG (tk) τG (tk) − Γ f ric (tk)
(




Finalmente, los voltajes de alimentacio´n para los motores
se obtienen resolviendo la ecuacio´n ele´ctrica y meca´nica de los
mismos (Hernandez y Canas, 2011) con el valor τM obtenido
en (8).
3.2. Controlador Borroso
Este controlador ha sido disen˜ado bajo una perspectiva des-
centralizada. Una vez conocida la referencia de velocidad a res-
petar por el VAT, el controlador determina cua´l es la velocidad
que deben mantener cada una de las ruedas motrices, estable-
ciendo entonces dichas velocidades como consignas a dos con-
troladores borrosos independientes, que respetan el modelo de
Mamdani con una estructura proporcional integral (PI) (Burns,
2001).
El sistema de codiﬁcacio´n (fuzzify) disen˜ado, utiliza cinco
etiquetas para los valores de entrada y salida, que son: nega-
tivo grande (NG), negativo pequen˜o (NP), cero (C), positivo
pequen˜o (PP), positivo grande (PG).
Cada una de las etiquetas se corresponde con una funcio´n
triangular especı´ﬁcamente ubicada en el eje de abscisas (Figura
3) y como consecuencia de todo ello, se plantean 15 funciones
de pertenencia para deﬁnir cada controlador borroso (5 para el







Figura 3: Funcio´n de pertenencia con formato triangular.
    
Figura 4: Patro´n de funciones de pertenencia para sen˜ales de entrada y salida.
error, 5 para el sumatorio del error y 5 para la salida del contro-
lador).
Las sen˜ales de entrada y salida se normalizan entre -1 y 1,
por lo que el valor central de NG = −1 y el valor central de
PG = 1. Al superponer las funciones de pertenencia se respeta
el patro´n planteado en la Figura 4.
Las reglas de inferencia para calcular las sen˜ales de salida
se resumen en la Tabla 1, en la que las etiquetas horizontales
se reﬁeren al error actual (e) y las verticales al error acumulado
(
∑
e). Un ejemplo de interpretacio´n de dicha tabla se recoge
en la ecuacio´n (9), en la que se presenta la forma de calcular
la altura (Calt) del tria´ngulo truncado asociado a la etiqueta de
salida Co.
Tabla 1: Reglas del controlador borroso PI.
NGe(e) NPe(e) Ce(e) PPe(e) PGe(e)
NG∑ e(∑ e) NGalt NGalt NPalt NPalt Calt
NP∑ e(∑ e) NGalt NPalt NPalt Calt PPalt
C∑ e(∑ e) NPalt NPalt Calt PPalt PPalt
PP∑ e(∑ e) NPalt Calt PPalt PPalt PGalt
PG∑ e(∑ e) Calt PPalt PPalt PGalt PGalt
Calt =
[



























Se ha optado por utilizar la t-norma mı´nima (menor valor
de los operadores de entrada) para la funcio´n lo´gica “and”, re-
presentada por “∧”. Para el caso de la operacio´n lo´gica “or”,




Figura 5: Ejemplo de tria´ngulo truncado correspondiente a la funcio´n de perte-
nencia de la etiqueta de salida Co, en donde Calt se calcula segu´n (9).
valor ma´ximo de los operadores de entrada) (Passino y Yurko-
vich, 1998).
Finalmente, la salida de los controladores de tipo Mamdani
se calcula de la siguiente manera:
1. Cada funcio´n de pertenencia de la salida (FPo) se trunca
en altura de acuerdo con las reglas de inferencia de la
Tabla 1 como se reﬂeja en la Figura 5.
2. La salida del controlador se calcula utilizando el me´to-
do del centro de gravedad (10), siendo S o la salida del
controlador. FPo puede tomar los valores NGo, NPo, Co,
PPo o PGo. La funcio´n Area(FPo) suministra el a´rea
del tria´ngulo truncado correspondiente a una etiqueta de
salida, utiliza´ndose para ello tambie´n el lı´mite inferior,
el lı´mite superior y el valor central (VC(FPo)) de cada




FPo Area (FPo)VC (FPo)∑
FPo Area (FPo)
(10)
3.3. Controlador LQR adaptativo
Los reguladores del tipo LQR deben adaptarse en el caso de
querer que resuelvan un problema de seguimiento de consigna,
lo cual no implica una especial complicacio´n. La mayor diﬁ-
cultad surge del hecho de ser una propuesta adecuada para sis-
temas lineales invariantes en el tiempo (Goodwin et al., 2001),
circunstancias que no concurren habitualmente en el caso de los
VAT.
En esta ocasio´n, adema´s de contar con un ajuste por medio
de un algoritmo gene´tico, al igual que se propuso para el caso
del controlador PID, existe una especial facilidad para plantear
una variante adaptativa del controlador, que consiste en recalcu-
lar la conﬁguracio´n del controlador LQR (de horizonte ﬁnito),
en cada ciclo del bucle de control, de forma que la planta del
sistema se pueda considerar de para´metros constantes dentro de
cada ciclo. Esta alternativa consume mucho tiempo en ca´lcu-
los, pero es abordable si se considera la potencia actual de los
microprocesadores.
De forma ma´s concreta, conside´rese en primer lugar una
funcio´n de coste convencional (11) para el controlador LQR.
En ella, el vector x(k) representa la secuencia de valores que
adopta el vector de estado del sistema, con ı´ndice k, u(k) es la
secuencia de valores de salida del controlador, con ı´ndice k, S
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es la matriz de coste del estado ﬁnal, Q es la matriz de coste
del estado actual, R es la matriz de coste de la salida actual del
controlador y por u´ltimo Ne es el nu´mero de pasos impuestos











xT (k)Qx (k) + uT (k) Ru (k)
] (11)
Si consideramos que (12) es la ecuacio´n de estados del sis-
tema, entonces se puede obtener (13) aplicando el algoritmo de
programacio´n dina´mica de Bellman (Albertos y Sala, 2004) a
(11) y (12).
x(k + 1) = Ax(k) + Bu(k) (12)




BTSk Ax(k − 1)
u(k − 1) = −KG(k − 1)x(k − 1)






La ecuacio´n (13) suministra el procedimiento para calcular
la secuencia de salida del controlador u(k − 1), donde k toma
valores desde Ne hasta 1.
Cada valor u(i) es funcio´n del valor desconocido del vector
de estado x(i). Sin embargo, la secuencia puede resolverse ha-
cia atra´s cuando el algoritmo alcanza u(0), dado que el estado
inicial x(0) se conoce.
Una conﬁguracio´n inicial aceptable para SNe es la matriz
identidad y el estado ﬁnal esperado debe asignarse a x(Ne).
Como ya ha sido comentado, este planteamiento resuelve el
problema de regulacio´n, pero el control de velocidad de un VAT
es un problema de servo control. Para adaptar el planteamiento
efectuado, se adopta la solucio´n habitual de realizar el cambio
de variable (14) que ﬁnalmente lleva a la salida del controlador
planteada en (15).
x˜(k) = x(k) − x(k)deseado (14)
u˜(k) = −KG(k)x˜(k) = −KG(k) [x(k) − x(k)deseado] (15)
En cada ejecucio´n del bucle de control se actualiza la ecua-
cio´n de estado y lo mismo ocurre con el estado inicial y ﬁnal.
Por u´ltimo, se selecciona como salida del controlador el primer
elemento de la secuencia de salida.
4. Plan experimental
4.1. Interpretacio´n estadı´stica de los fallos del software
Si en un programa “sencillo” se introduce un defecto que
provoca un fallo, dicho fallo habitualmente se produce de ma-
nera sistema´tica y no aleatoria. Sin embargo, la mayorı´a de los
investigadores que trabajan en el estudio de la ﬁabilidad de los
sistemas programados, asignan un comportamiento aleatorio a
los fallos del software, en aquellos sistemas que tienen con-
juntos de datos de entrada y salida muy grandes, junto con un
elevado nu´mero de lugares en el co´digo fuente en los que se
pueden introducir defectos (Shooman, 2002). Si se piensa cui-
dadosamente, el cla´sico experimento estadı´stico de lanzar un
dado y observar el resultado, admite una interpretacio´n similar.
Si conseguimos lanzar un dado un nu´mero elevado de veces,
exactamente con las mismas condiciones, obtendremos el mis-
mo resultado sistema´ticamente. El problema es poder contro-
lar eﬁcazmente todas las condiciones que afectan al resultado
cuando se lanza un dado. Esta diﬁcultad justiﬁca la interpreta-
cio´n estadı´stica de los datos obtenidos en este experimento.
En los sistemas de control programados puede tener lugar
una situacio´n equivalente. Surge de la imposibilidad de veriﬁcar
todos los escenarios posibles, lo cual puede hacer muy difı´cil
detectar algunos defectos en el software. Aparece entonces el
intere´s en la comparacio´n de alternativas de control programa-
das, en relacio´n con su ﬁabilidad. Dicho de otra forma, si un
controlador sigue funcionando de una forma aceptable, desde
un punto de vista estadı´stico, incluso con defectos en el soft-
ware, cuando otros controladores fracasan, puede tener intere´s
considerar esa mayor ﬁabilidad a la hora de seleccionar el con-
trolador que ﬁnalmente se instale en un sistema. Por contra, si
es necesario utilizar una alternativa de baja ﬁabilidad, el cono-
cimiento de dicho comportamiento permite activar mecanismos
de desarrollo del software ma´s exigentes, que minimicen el ries-
go de introducir defectos en el sistema.
4.2. Condiciones respetadas en los experimentos de ﬁabilidad
En el presente trabajo se plantearon un conjunto de restric-
ciones que deberı´an ser respetadas por los diferentes controla-
dores a comparar. Dichas limitaciones esta´n relacionadas con
la forma en que los controladores se comportan en re´gimen
transitorio y en re´gimen permanente. El objetivo era obtener
controladores, de diferente arquitectura (PID, LQR y borroso),
ajustados para cumplir con las mismas condiciones de disen˜o
y ası´ poder comprobar, en igualdad de condiciones, si dichas
clases de controladores ofrecen distintas ﬁabilidades cuando se
ven afectados por algunos defectos habituales de programacio´n.
Los recorridos serpenteantes son habituales cuando se rea-
lizan actividades de bu´squeda, exploracio´n, limpieza, etc. Por
dicho motivo, en las pruebas que se han efectuado a los con-
troladores evaluados, se ha introducido un componente de na-
vegacio´n que impone una trayectoria de este tipo. Dicho com-
ponente de navegacio´n trabajaba en lazo abierto para hacer ma´s
evidentes los posibles fallos, en el control de velocidad, en que
pudieran incurrir los controladores comparados. El componente
de navegacio´n emite la siguiente secuencia de o´rdenes dentro de
un bucle que funciona durante 1250 s (tiempo del experimento).
En primer lugar se impone una consigna de velocidad de
la forma u = 0,2 m/s y r = 0 rad/s durante 100 s.
Es decir, la consigna persigue que el VAT se desplace en
lı´nea recta con una velocidad de 0,2 m/s.
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En segundo lugar se cambia la consigna de velocidad a
u = 0,2 m/s y r = −0,1 rad/s durante 31,416 s. En
esta ocasio´n se pretende que el VAT recorra un arco de
circunferencia a la derecha, para ﬁnalmente girar 180o.
En tercer lugar se repite la consigna establecida en el pri-
mer tramo, es decir, u = 0,2 m/s y r = 0 rad/s durante
100 s. Con ello se persigue recorrer un segmento parale-
lo al del primer tramo, pero en sentido contrario debido
el giro efectuado en el segundo paso.
Para ﬁnalizar, se impone la consigna u = 0,2 m/s y r =
0,1 rad/s durante 31,416 s. Se pretende con ello que el
VAT recorra un arco de circunferencia igual que el del
segundo paso, pero en esta ocasio´n a la izquierda.
Para hacer ligeramente ma´s complicado el control de velo-
cidad, la prueba a los controladores se realiza sobre un suelo
ondulado cuya altura respeta la ecuacio´n (16), segu´n sean las
coordenadas del marco de referencia global x e y.















En los estudios de ﬁabilidad es necesario determinar que´ es-
cenarios se consideran fallidos, por lo que en el presente traba-
jo se establecio´ una ventana de velocidades medias aceptables
(media de 1000 muestras) para el estado estacionario y una ven-
tana temporal para el estado transitorio. Si en algu´n ensayo la
velocidad media del VAT cae fuera de la ventana permitida, la
prueba del controlador en curso se aborta, anota´ndose el tiempo
transcurrido hasta fallar.
La ventana ma´xima para el error medio en re´gimen perma-
nente se establecio´ en ±0,01m/s para la velocidad longitudinal
y ±0,007rad/s para la velocidad angular. Para el caso del re´gi-
men transitorio la ventana temporal establecida fue de 0,3s para
la velocidad longitudinal y de 0,15s para la velocidad angular.
Dicho esto, deﬁnimos controlador bien ajustado como aquel
que respeta las condiciones establecidas en esta seccio´n.
4.3. Procedimiento para los experimentos de ﬁabilidad
Las investigaciones en ﬁabilidad del software frecuentemen-
te se centran en el desarrollo de te´cnicas para medir la ﬁabilidad
y en la generacio´n de modelos de evolucio´n de la ﬁabilidad. Con
ello se persigue no poner en explotacio´n sistemas poco ﬁables
ası´ como estimar el tiempo y esfuerzo necesario para alcan-
zar un determinado nivel de ﬁabilidad (Tian, 2005; Xie et al.,
2004).
En la investigacio´n que aquı´ se presenta se ha recuperado el
planteamiento original de los estudios de ﬁabilidad, los cuales
surgieron en paralelo con las te´cnicas de produccio´n en cadena
(Saleh y Marais, 2006; McLinn, 2011). En ellos habitualmente
se seleccionaba una muestra del producto a desarrollar y, ana-
lizando el nu´mero de unidades defectuosas, se determinaba si
una partida concreta tenı´a la calidad necesaria para ser comer-
cializada.
En los experimentos realizados en el presente trabajo se han
considerado disponibles 1000 programadores, los cuales debı´an
generar, a partir de un mismo disen˜o sin defectos, el co´digo
fuente correspondiente a un controlador de velocidad. Los pro-
gramas generados han sido sometidos a un ejercicio de ﬁabili-
dad segu´n las condiciones establecidas en el apartado anterior
(4.2). Con los tiempos hasta fallar obtenidos en las pruebas rea-
lizadas se han elaborado las curvas de ﬁabilidad por el me´todo
de Kaplan-Meier. Por desgracia, no hemos podido disponer de
1000 programadores, por lo que su trabajo se ha simulado uti-
lizando programas sin defectos a partir de los cuales se han ge-
nerado cientos de copias defectuosas por medio de un proceso
de mutacio´n.
De forma an˜adida y teniendo en cuenta el tiempo y esfuerzo
que podrı´a ahorrarse, en el plan experimental se planteo un sub-
objetivo previo, consistente en determinar si los controladores
de un mismo tipo ofrecı´an la misma ﬁabilidad (desde un punto
de vista estadı´stico) cuando eran sometidos al mismo patro´n de
defectos. De conﬁrmarse este extremo, como de hecho ocurrio´,
se podrı´a hacer un estudio de ﬁabilidad exhaustivo basado so-
lamente en la evaluacio´n de un representante de cada clase de
controlador.
En el presente trabajo se ha considerado muy poco realista
que un controlador se ponga en uso con ma´s de cinco defectos
sin detectar, por dicho motivo, cada uno de los controladores
evaluados ha sido ensayado con un conjunto de defectos que
varı´an desde uno hasta cinco.
Para comparar las ﬁabilidades obtenidas se ha utilizado el
test log-rank (Kleinbaum y Klein, 2005). Los procedimientos
Kaplan-Meier y log-rank son soportados por diferentes progra-
mas de ana´lisis estadı´stico, como pueden ser SPSS (menu´ de
ana´lisis, opcio´n supervivencia) o R (Fay y Shaw, 2010).
4.4. Simulador del VAT
En base a las directrices planteadas en los apartados anterio-
res, se decidio´ ajustar 30 controladores de cada tipo a evaluar
(90 en total) que respetaran las restricciones planteadas en la
seccio´n 4.2.
De cada uno de los 90 controladores se decidio´ generar
1000 controladores mutantes, por lo que para obtener las curvas
de ﬁabilidad se evaluaron 90000 controladores. Como cada una
de las pruebas puede necesitar 1250 segundos, para veriﬁcar si
existe la misma ﬁabilidad intraclase (estadı´sticamente hablan-
do) son necesarios 3,57 an˜os de operacio´n sin paradas con un
VAT.Ma´s au´n, durante el periodo experimental es necesario que
el VAT no introduzca fallos de otra naturaleza que ﬁnalmente se
puedan confundir con fallos generados por el software.
Debido a las diﬁcultades anteriores, el equipo de investiga-
cio´n decidio´ construir un simulador multicomputador para lle-
var a cabo la etapa experimental.
En el simulador multicomputador, el co´digo de los controla-
dores fue modiﬁcado para permitir la inyeccio´n de defectos. Es-
te planteamiento permitio´ la generacio´n automa´tica de un ele-
vado nu´mero de clones defectuosos a partir de un controlador
bien programado.
Los defectos en el software considerados en la investigacio´n
fueron los siguientes:
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1. Defectos en nu´meros reales, los cuales consistieron en el
cambio de un dı´gito o en el desplazamiento de la coma
decimal (Jeﬀrey et al., 2008).
2. Defecto en operadores lo´gicos, que consistieron en la si-
mulacio´n del cambio de un operador en una expresio´n
lo´gica de forma que el resultado ﬁnal fuera el de la nega-
cio´n de la expresio´n original (Lau y Yu, 2005).
3. Defectos en operadores aritme´ticos, que consistieron en
el intercambio de operadores en el caso de suma y resta,
y en el caso de divisio´n y multiplicacio´n (Gong et al.,
2003).
El simulador multicomputador opero´ de la siguiente mane-
ra:
En primer lugar permitı´a elegir el nu´mero de defectos a in-
yectar (entre 1 y 5) en todos los clones a generar.
En segundo lugar, para cada uno de los defectos a introducir,
se seleccionaba el tipo de defecto a generar. Para ello se tenı´a
en cuenta el nu´mero de posibles puntos de insercio´n de cada
tipo de defecto existente en el controlador con el que se estu-
viera trabajando. Para la eleccio´n concreta del tipo de defecto
se utilizo´ un generador de nu´meros aleatorios que respetaba una
distribucio´n uniforme. Por ejemplo, si en el co´digo de un con-
trolador existen 250 puntos de insercio´n para defectos del tipo
1, 100 puntos para defectos del tipo 2 y ﬁnalmente 9 puntos pa-
ra defectos del tipo 3, entonces la probabilidad de inyectar un
defecto del tipo 3 era de 9/359.
En tercer lugar, despue´s de elegir el tipo de defecto a inyec-
tar, se seleccionaba el punto de insercio´n, para lo cual, se uti-
lizo´ de nuevo el generador de numeros aleatorios anteriormente
comentado.
En cuarto lugar, para el caso especial de tener que inyectar
un defecto en un nu´mero real, se seleccionaba de nuevo, de for-
ma aleatoria, si el defecto consistirı´a en el cambio de un dı´gito o
en el desplazamiento de la coma decimal. Si se elegı´a modiﬁcar
un dı´gito, se seleccionaba el mismo nuevamente de forma alea-
toria. Si por el contrario se habı´a optado por cambiar la posicio´n
del punto decimal, se determinaba aleatoriamente si adelantarlo
o retrasarlo una posicio´n.
En el presente proyecto, el simulador para ejecutar el al-
goritmo gene´tico (AG) que debı´a obtener los 90 controladores
bien ajustados (ver seccio´n 4.2), es una adaptacio´n del simula-
dor para realizar las pruebas de ﬁabilidad.
4.5. Planiﬁcacio´n de las pruebas de ﬁabilidad
El plan de pruebas para evaluar la ﬁabilidad de los contro-
ladores fue el siguiente:
1. Obtener 30 controladores bien ajustados de cada tipo de
controlador (LQR, PID y borroso).
Para este ﬁn se propone utilizar un AG por los motivos
indicados al principio del apartado 3, los cuales diﬁcul-
tan utilizar otras estrategias ma´s habituales y por permitir
este criterio someter a los controladores al mismo nivel
de exigencia en el proceso de su ajuste.
2. Generar 1000 mutantes de cada uno de los 90 controla-
dores anteriormente preparados, inyectando 5 defectos en
cada uno de ellos.
La razo´n por la que se propone inyectar cinco defectos
es que las curvas de ﬁabilidad de cada tipo de contro-
lador estara´n ma´s dispersas con un elevado nu´mero de
defectos inyectados y cinco era el ma´ximo que se habı´a
considerado utilizar.
Si con cinco defectos las curvas de ﬁabilidad de un mis-
mo controlador pueden considerarse iguales, es razona-
ble suponer que lo mismo ocurrira´ con menos defectos.
Esta forma de proceder tiene el beneﬁcio an˜adido de que
el tiempo invertido en esta comprobacio´n se reduce frente
a otras alternativas, dado que a mayor nu´mero de defec-
tos inyectados los controladores tardara´n menos tiempo
en fallar.
3. Probar los 90000 controladores mutantes para registrar
sus tiempos hasta fallar. La prueba realizada con cada
controlador y los ma´rgenes de error admitidos debera´n
ser los detallados en el apartado 4.2.
4. Utilizando el procedimiento de Kaplan-Meier y los tiem-
pos hasta fallar obtenidos en el apartado anterior, elaborar
las 90 curvas de ﬁabilidad de los controladores ensaya-
dos.
5. Veriﬁcar con el test log-rank la hipo´tesis nula H0:“todos
los controladores del mismo tipo tienen la misma ﬁabili-
dad”. Para no rechazar la hipo´tesis, con un nivel de con-
ﬁanza del 95%, es necesario que el valor-p1 obtenido al
realizar el test cumpla p > 0,05 (Good y Hardin, 2003;
Montgomery y Runger, 2003).
6. Si la hipo´tesis anterior se conﬁrma, entonces debe ele-
girse un representante de cada clase de controlador para
efectuar una prueba de ﬁabilidad ma´s exhaustiva y con-
tinuar por el paso 7. En caso contrario continuar por el
paso 8.
7. Deben compararse los controladores por grupos segu´n
sea el nu´mero de defectos inyectados, debiendo variar los
mismos entre un defecto y cinco. La hipo´tesis nula en es-
ta nueva situacio´n sera´ H0:“los controladores de distinto
tipo tienen la misma ﬁabilidad”. Si no se cumpliera la
hipo´tesis en todos los casos (uno a cinco defectos inyec-
tados) y siempre fuera ventajoso el mismo tipo de con-
trolador, se habrı´a detectado el controlador software con
ma´s ﬁabilidad.
8. En el caso de no poder elegir en el paso 6 a un repre-
sentante de cada tipo de controlador, habrı´a que compro-
bar si la franja de mayor ﬁabilidad esta´ signiﬁcativamen-
te dominada por los controladores de un mismo tipo, en
todos los ensayos que pudieran realizarse inyectando de-
fectos en el rango de uno a cinco. De no ser ası´, no podrı´a
declararse diferencia signiﬁcativa en la ﬁabilidad de los
controladores software comparados.
1Probabilidad de obtener un resultado ma´s extremo que el alcanzado con la
muestra analizada, considerando cierta la hipo´tesis nula.
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5. Arquitectura del simulador multicomputador
Hoy en dı´a es posible encontrar arquitecturas software, de
muy diferentes tipos, adecuadas para un VAT. Sin embargo, la
mayor parte se encuentran fuertemente inﬂuenciadas por tra-
bajos pioneros en el a´mbito de las arquitecturas deliberativas
(Nilsson y Fikes, 1970; Albus, 1985; Albus et al., 1989), arqui-
tecturas reactivas (Brooks, 1986) y arquitecturas hı´bridas (Ar-
kin, 1987).
En el presente trabajo se ha asumido que el software del
VAT esta´ organizado por niveles (Bensalem et al., 2009; gon
Roh et al., 2009) y concretamente el controlador de velocidad
trabaja en el nivel ma´s bajo, muy cerca del interfaz de los senso-
res y motores. El nivel de navegacio´n se ubica inmediatamente
encima del nivel de control y el nivel de gobierno encima del
de navegacio´n. En esencia, el nivel de gobierno debe determi-
nar co´mo se comporta el VAT a largo plazo. Cuando el nivel de
gobierno decide que el VAT debe desplazarse, envı´a los corres-
pondientes comando al nivel de navegacio´n. El nivel de navega-
cio´n entonces debe determinar la ruta a seguir entre la posicio´n
actual y la destino. Para terminar, el nivel de navegacio´n envı´a
consignas de velocidad al nivel de control para que el robot se
desplace siguiendo la ruta establecida. El nivel de control lee
los sensores y modiﬁca los voltajes de alimentacio´n de los mo-
tores para respetar las consignas de velocidad recibidas.
5.1. Simulador multicomputador para ajustar controladores
Como ya se ha comentado, se opto´ por utilizar un AG pa-
ra ajustar los controladores, existiendo mu´ltiples ejemplos de
aproximaciones similares. Una realizacio´n coincidente en algu-
nos aspectos con la aquı´ presentada es (Lewin y Parag, 2003),
en la que los autores sintetizan un controlador MIMO descen-
tralizado por medio de un AG.
En el presente trabajo, el AG opero´ en cooperacio´n con un
simulador del robot segu´n la estructura planteada en la Figura
6.
Figura 6: Componentes fundamentales del sistema multicomputador que ejecu-
ta el AG de ajuste de controladores.
Uno de los computadores del “cluster” utilizado se reservo´ pa-
ra la ejecucio´n del mo´dulo “Generador simulaciones” y su inter-
faz. Dicho componente contiene el nu´cleo del AG. E´l produce
la primera generacio´n de controladores y elabora las siguientes
a partir de los resultados de las evaluaciones que se realizan.
Figura 7: Componentes electromeca´nicos y simulador del suelo obtenidos por
medio de herencia.
Figura 8: Componentes software del VAT obtenidos por medio de herencia
Los controladores se someten a la prueba planteada en la sec-
cio´n 4.2 en el mo´dulo “Gestor simulacio´n”, existiendo cuatro
unidades de dicho mo´dulo en cada uno de los dema´s compu-
tadores (20 en total) del “cluster”.
Concretamente, cuando el mo´dulo “Generador simulacio-
nes” desea evaluar un controlador, espera una peticio´n de traba-
jo de un mo´dulo “Gestor simulacio´n”, el cual recibe los nuevos
para´metros de ajuste del controlador de velocidad a evaluar y
produce un ensayo con el mismo.
Los componentes hardware del VAT y otros relacionados
son reﬁnamientos de la clase “Componentes” de la Figura 6,
como puede verse en la ﬁgura 7.
Los componentes software del VAT son reﬁnamientos de la
clase “Tareas SW VAT” (Figura 8).
La sonda que aparece en la Figura 6, evalu´a si la velocidad
media que tiene el VAT se encuentra dentro de la ventana per-
mitida. Si no es ası´, para la simulacio´n y caliﬁca al controlador
evaluado con el tiempo que ha tardado hasta fallar. Si se da la
circunstancia de que dos controladores fallan en el mismo ins-
tante de tiempo, se tiene en consideracio´n que´ controlador ha
tenido un error de velocidad ma´ximo ma´s pequen˜o. Para ello se
registra la norma Euclı´dea del vector error velocidad en cada
instante de muestreo de la sonda (cada 2 ms).
Cuando todos los controladores de una generacio´n han sido
evaluados, el algoritmo gene´tico pone en marcha, de forma con-
secutiva, tres operadores para preparar la siguiente generacio´n
de controladores. Los operadores son elitismo (los mejores con-
troladores de la generacio´n actual pasan sin modiﬁcaciones a la
siguiente generacio´n); combinacio´n (se generan nuevos contro-
ladores mezclando de forma aleatoria los componentes de dos
controladores elegidos tambie´n de forma aleatoria); mutacio´n
(se genera un nuevo controlador cambiando de forma aleato-
ria alguno de los para´metros, de algunos controladores elegidos
tambie´n de forma aleatoria).
En el presente trabajo el AG selecciono´ por elitismo el 10%
de la nueva poblacio´n, por combinacio´n se genero´ el 60%, (un
10% se genero´ combinado aleatoriamente un miembro de la
elite, elegido aleatoriamente, con otro elemento de la poblacio´n
elegido aleatoriamente y el 50% restante combinando dos ele-
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mentos elegidos aleatoriamente). El 30% restante se eligio´ por
mutacio´n (un 10% se correspondı´a a mutantes elegidos aleato-
riamente de la elite de la poblacio´n y el otro 20% se obtenı´a
mutando elementos de la poblacio´n elegidos aleatoriamente).
Finalmente, para evitar controladores que generaran opera-
ciones peligrosas (i.e. divisio´n por cero) o bucles inﬁnitos, se
disen˜o el componente “Control ﬁn simulacio´n”, cuya misio´n
principal era parar una simulacio´n en dichas circunstancias.
El AG terminaba sus operaciones en el momento que conse-
guı´a un nu´mero preestablecido de controladores bien ajustados.
5.2. Simulador multicomputador para los experimentos de ﬁa-
bilidad
Este simulador tiene una estructura similar al de la seccio´n
anterior (5.1), con la salvedad de que algunos mo´dulos realizan
actividades diferentes. Por ejemplo, en el co´digo de los con-
troladores a evaluar (LQR, PID y borroso) existen una serie de
puntos en los que se pueden introducir defectos, de los tipos in-
dicados en la seccio´n 4.4. La tarea “Control” de cada “Gestor
simulacion” ha sido modiﬁcada para permitir la activacio´n con-
dicional y conﬁguracio´n de los diferentes tipos de defectos que
pueden tener lugar en ella. Del mismo modo, el mo´dulo “Ge-
nerador simulaciones” produce mapas de defectos y los envı´a a
los mo´dulos “Gestor simulacion” cuando estos reclaman traba-
jo. Estos u´ltimos activan y conﬁguran los defectos indicados en
el mapa recibido, lanzando seguidamente una nueva simulacio´n
para determinar el comportamiento del controlador modiﬁcado.
El mo´dulo “Sonda” se encarga de determinar en que´ momento
falla cada controlador, registrando el instante en el que se pro-
duce el fallo. Dicho instante se devuelve al mo´dulo “Generador
simulaciones” el cual se encarga de preparar todos los datos pa-
ra su posterior procesado estadı´stico.
5.3. Simulacio´n con tiempo virtual comprimido
Cuando el mo´dulo “Gestor simulacio´n” arranca una nueva
prueba, una visio´n ma´s detallada de los componentes que se
activan se ofrece en la Figura 9. Puede observarse que la tarea
“Gobierno” (en este trabajo dicha tarea es un bucle inﬁnito en el
que u´nicamente se ejecuta una instruccio´n de espera pasiva ca-
da varios segundos) envı´a o´rdenes a la tarea “Navegador” y esta
hace lo mismo con la tarea “Control”. La tarea “Control”, como
ya se ha indicado, recibe consignas de velocidad, siendo su mi-
sio´n conseguir el respeto de las mismas. Para ello consulta los
sensores de velocidad y genera nuevos voltajes de alimentacio´n
a los motores, con la intencio´n de mitigar el error de velocidad
detectado.
El estado del VAT se encuentra encapsulado en el mo´du-
lo “VAT”, que en esencia es el simulador del vehı´culo. Dicho
estado se actualiza bajo la demanda de la lectura de los sen-
sores de velocidad, operacio´n que siempre va acompan˜ada de
una marca de tiempo introducida por el mo´dulo solicitante de
la operacio´n. Todos los controladores deben respetar un perio-
do de activacio´n en su bucle principal de 1ms (necesario para
tener un margen amplio en relacio´n con el ancho de banda de
los motores ele´ctricos modelados en el simulador), por lo que
Figura 9: Perspectiva ma´s detallada de los componentes de una simulacio´n
el acceso a los sensores de velocidad se hace con una frecuen-
cia altı´sima, lo que provoca que el estado del mo´dulo “VAT”
este´ siempre correctamente actualizado.
Sin embargo, si los componentes software se ejecutan en
un sistema real, existe la posibilidad de que en determinados
intervalos de tiempo no exista ningu´n componente activo (Go-
bierno, Navegacio´n y Control), es decir, todos este´n bloqueados
esperando su siguiente activacio´n dentro de sus bucles principa-
les. En los dos simuladores construidos para el presente trabajo
(secciones 5.1 y 5.2), dichos intervalos de tiempo no se perdı´an,
dado que el sistema operaba bajo un marco de tiempo virtual y
cuando todas las tareas se encontraban en estado de espera, el
tiempo virtual se avanzaba de forma artiﬁcial hasta la marca en
que hubiera de despertarse a la primera tarea. El tiempo del si-
mulador avanzaba en este caso ma´s ra´pido que el tiempo fuera
del simulador.
El simulador fue codiﬁcado en ADA95, utilizando GLADE
como implementacio´n del anexo E de computacio´n distribuida
(existe una implementacio´n ma´s reciente del anexo E, tambie´n
de libre distribucio´n, llamada POLYORB, pero este equipo de
investigacio´n todavı´a no ha migrado a ella).
Con la intencio´n de evitar la recodiﬁcacio´n del soporte de
ejecucio´n (run time support) para poder obtener las ventajas de
operar con un marco de tiempo virtual, se implemento´ una so-
lucio´n basada en un objeto protegido con los servicios necesa-
rio para poder sustituir la instruccio´n “delay until” de ADA95.
Dicho objeto protegido permitio´ a las tareas bloquearse hasta
que el instante virtual declarado se alcanzara. El mismo objeto
permitio´ detectar cua´ndo se encontraban bloqueados todos los
procesos del sistema, lo cual es necesario para poder avanzar el
reloj virtual como se ha comentado anteriormente.
Se selecciono´ como polı´tica de planiﬁcacio´n programacio´n
cooperativa (Burns y Wellings, 1997), que puede considerarse
una variante del algoritmo de planiﬁcacio´n techo inmediato. Se
opto´ por dicha alternativa de planiﬁcacio´n porque evita tener
que realizar una veriﬁcacio´n frecuente de cua´l es el proceso ma´s
prioritario, lo cual permite efectuar simulaciones ma´s ra´pidas
por tener menos carga de trabajo el simulador.
Amodo orientativo y de forma aproximada, por ser un para´me-
tro de intere´s para la mayorı´a de los planiﬁcadores de tiempo
real, parece interesante comentar el tiempo de co´mputo requeri-
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do, en cada ciclo, de los bucles principales de los controladores
evaluados. Para obtener este resultado se ejecuto 1000 veces ca-
da bucle de control de cada uno de los controladores analizados,
utilizando en el experimento un procesador i5. En los controla-
dores se eliminaron las instrucciones “delay until”, ası´ como
las operaciones de lectura de sensores y las de escritura en los
motores se sustituyeron por llamadas a procedimientos vacı´os,
dado que los retardos producidos por las mismas pueden consi-
derarse despreciables. La duracio´n de cada experimento (ejecu-
cio´n de 1000 ciclos) se registro´ utilizando el reloj del compu-
tador (se tomo´ el tiempo al principio del bucle de prueba y al
ﬁnal) dividiendo el resultado obtenido por 1000. Los datos ob-
tenidos pueden considerarse, de forma aproximada, el tiempo
invertido en la ejecucio´n de su co´digo por parte de cada uno de
los controladores evaluados. En la tabla 2 se ofrecen los resulta-
dos, llamando la atencio´n el poco tiempo de co´mputo requerido
por el controlador borroso en comparacio´n con el LQR.
Tabla 2: Tiempo requerido por cada controlador para ejecutar el co´digo en un





6. Resultados de los experimentos
Siguiendo la planiﬁcacio´n de las pruebas de ﬁabilidad plan-
teada en la seccio´n 4.5, el simulador multicomputador, en su
versio´n AG fue utilizado para obtener 30 controladores de cada
uno de los tres tipos que se pretendı´a evaluar (30 LQR, 30 PID
y 30 borroso).
En todos los casos, el AG fue conﬁgurado para obtener con-
troladores que respetaran las ventanas de error establecidas en
el apartado 4.2.
El simulador multicomputador, en su versio´n para experi-
mentos de ﬁabilidad, se utilizo´ para realizar los pasos 2 y 3 del
plan de pruebas. Por ello, se generaron 1000 mutantes defec-
tuosos de cada controlador sin defectos (90000 en total). Cada
uno de los controladores se altero´ introduciendo cinco defectos
elegidos aleatoriamente. Se efectuaron las pruebas de ﬁabilidad
obtenie´ndose 90000 tiempos hasta fallar.
Como se establecio´ en el paso 5 del plan experimental, los
tiempos obtenidos se utilizaron para generar las curvas de ﬁa-
bilidad (Figura 10) de cada controlador (90 curvas en total) uti-
lizando el procedimiento de Kaplan-Meier.
En el paso 5 del plan experimental se establecio´ la hipo´tesis
nula H0:“todos los controladores del mismo tipo tienen la mis-
ma ﬁabilidad”, la cual fue veriﬁcada por medio del test “log-
rank”, utilizando los datos experimentales obtenidos para ob-
tener las curvas de ﬁabilidad. En todos los casos los valores
“p” obtenidos (Tabla 3) no permiten rechazar la hipo´tesis nula
(obse´rvese que todos los valores-p son muy pro´ximos a 1). Es
Figura 10: Curvas de ﬁabilidad de 30 controladores LQR (arriba), 30 controla-
dores PID (en medio) y 30 controladores de tipo borroso (abajo).
decir, todos los controladores LQR, obtenidos segu´n se ha in-
dicado en la seccio´n 5.1 tienen la misma ﬁabilidad (desde un
punto de vista estadı´stico) y lo mismo ocurre con los controla-
dores PID y borroso.
Tabla 3: Valores-p obtenidos al efectuar el test log-rank para contrastar que los





Como la hipo´tesis nula se ha conﬁrmado con cinco defec-
tos inyectados, tiene sentido pensar que se obtendra´n resultados
menos dispersos al introducir menos defectos en los controlado-
res, por lo que la hipo´tesis se mantendra´ en dichas situaciones.
Atendiendo a lo establecido en el paso 6 del plan experi-
mental y dado que los controladores de una misma clase ofre-
cen la misma ﬁabilidad (estadı´sticamente hablando), se selec-
ciono´ un controlador representante de cada clase. Con cada uno
de dichos controladores se efectuaron cinco ensayos an˜adidos.
En cada uno de los 5 ensayos efectuados con cada controlador
se generaron 1000 mutantes, diferencia´ndose los mutantes de
un ensayo con los de otros ensayos en el nu´mero de defectos in-
yectados, variando los mismos desde uno hasta cinco. Los 1000
tiempos hasta fallar obtenidos en cada ensayo se utilizaron para
obtener las correspondientes curvas de ﬁabilidad, nuevamente
utilizando el me´todo de Kaplan-Meier (Figura 11 a Figura 15).
Por u´ltimo, en el paso 7 del plan experimental se propone
veriﬁcar la hipo´tsis nula H0:“los controladores de distinto tipo
tienen la misma ﬁabilidad”, pero ahora utilizando los datos ob-
tenidos en el paso 6. En este caso la hipo´tesis nula fue rechazada
en los cinco casos planteados, al haber obtenido en todas las si-
tuaciones un valor p < 0,001. Por ello, se puede aﬁrmar que
los tres controladores ensayados (LQR, PID y borroso) tienen
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Figura 11: Curvas de ﬁabilidad de los representantes de los controladores LQR,
PID y borroso con un defecto inyectado.
Figura 12: Curvas de ﬁabilidad de los representantes de los controladores LQR,
PID y borroso con dos defectos inyectados.
Figura 13: Curvas de ﬁabilidad de los representantes de los controladores LQR,
PID y borroso con tres defectos inyectados.
Figura 14: Curvas de ﬁabilidad de los representantes de los controladores LQR,
PID y borroso con cuatro defectos inyectados.
Figura 15: Curvas de ﬁabilidad de los representantes de los controladores LQR,
PID y borroso con cinco defectos inyectados.
distinta ﬁabilidad y como se deduce de los valores registrados
en las ﬁguras 11 a 15, en todos los casos el controlador LQR es
ma´s ﬁable que el PID y el borroso, y el controlador PID es ma´s
ﬁable que el borroso.
7. Conclusiones
El disen˜o y construccio´n de un simulador especı´ﬁco, para
poder ensayar el software de control embarcado en un VAT, ha
permitido lograr el objetivo planteado. Se han comparado tres
controladores de velocidad (LQR, PID y borroso) para un VAT,
desde la perspectiva de la ﬁabilidad del software. En las condi-
ciones experimentales planteadas, el controlador LQR es ma´s
ﬁable que el controlador PID y el controlador PID ma´s ﬁable
que el controlador borroso. No obstante, este u´ltimo consume
signiﬁcativamente menos tiempo de CPU que las otras dos al-
ternativas analizadas.
English Summary
Multivariable controllers for an autonomous ground vehi-
cle: comparison based on software reliability
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Abstract
In this paper, three multivariable speed controllers (linear qua-
dratic regulator -LQR, proportional integral derivative - PID,
and Fuzzy) were compared with each other to ﬁnd which one
has the best software reliability. The reliability tests were con-
ducted on perturbed controllers with injected faults, simulating
typical programmer errors. These controllers were designed to
operate in an autonomous ground vehicle, and they were tu-
ned by using a genetic algorithm. Given the large number of
tests to be performed it was decided to build a multi-computer
simulator in which they were carried out more than 90000 es-
says. In each of the trials, the perturbed controllers were sub-
jected to a tour of approximately 20 minutes on a slightly wavy
ground. With the obtained data, the reliability curves were ela-
borated by means of the Kaplan-Meier procedure, and this allo-
wed their comparison which was the aim of this research. Under
the observed experimental conditions, the LQR controller pro-
vides the best behavior, the second position belongs to the PID
controller, and the third one to the fuzzy controller.
Keywords:
Software reliability Autonomous mobile robots Simulators LQR
controller PID controller Fuzzy controller.
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