Previous research suggests that age-related differences in attention reflect the interaction of top-down and bottom-up processes, but the cognitive and neural mechanisms underlying this interaction remain an active area of research. Here, within a sample of community-dwelling adults 19-78 years of age, we used diffusion reaction time (RT) modeling and multivariate functional connectivity to investigate the behavioral components and whole-brain functional networks, respectively, underlying bottom-up and top-down attentional processes during conjunction visual search. During functional MRI scanning, participants completed a conjunction visual search task in which each display contained one item that was larger than the other items (i.e., a size singleton) but was not informative regarding target identity. This design allowed us to examine in the RT components and functional network measures the influence of (a) additional bottom-up guidance when the target served as the size singleton, relative to when the distractor served as the size singleton (i.e., size singleton effect) and (b) topdown processes during target detection (i.e., target detection effect; target present vs. absent trials). We found that the size singleton effect (i.e., increased bottom-up guidance) was associated with RT components related to decision and nondecision processes, but these effects did not vary with age. Also, a modularity analysis revealed that frontoparietal module connectivity was important for both the size singleton and target detection effects, but this module became central to the networks through different mechanisms for each effect. Lastly, participants 42 years of age and older, in service of the target detection effect, relied more on betweenfrontoparietal module connections. Our results further elucidate mechanisms through which frontoparietal regions support attentional control and how these mechanisms vary in relation to adult age.
Introduction
Visual attention is hypothesized to be controlled by two processestop-down and bottom-up (Connor et al., 2004; Yantis, 1998; 2005;  however, for an opposing view, see Awh et al., 2012) . Top-down attention refers to the goal-oriented, voluntary allocation of attention to an object or spatial location, whereas bottom-up attention refers to a less voluntary, stimulus-driven capture of attention (Theeuwes, 2010; Yantis, 1998) . Although the relative contributions of top-down and bottom-up attention have been under investigation for several decades, exactly how these two processes interact is a topic of active investigation. This issue is especially relevant for conjunction visual search, which requires observers to detect a target that is a conjunction of nontarget (distractor) features (e.g., a right-tilted blue bar target among left-tilted blue bars and right-tilted green bars). Historically, conjunction search has been viewed as relying predominantly on topdown attention, because when salience is relatively constant across displays, a correct response relies on the observer's knowledge of the particular combination of features that define a target (Bacon and Egeth, 1997; Eckstein, 2011; Kristjansson and Campana, 2010; Kristjansson et al., 2002; Treisman, 1988; Wolfe, 1998) . Some evidence, however, indicates that bottom-up processes may also influence conjunction search (Kaptein et al., 1995; Proulx, 2007) .
This issue is further complicated in aging, where, in general, increased age is associated with a decline in visual search performance, especially when the task relies on visual sensory functioning (Hommel et al., 2004; . The specific processes underlying age-related decline in visual search performance, however, are still poorly understood. Several studies have demonstrated that topdown attentional processes are relatively preserved with age (Madden et al., , 2005b McAvinue et al., 2012; Whiting et al., 2005) , but bottom-up attentional processes in aging remain understudied and
Neural mechanisms underlying visual attention in aging
Researchers have attempted to further elucidate the role of topdown and bottom-up processes in visual search by examining the neural mechanisms underlying these processes. A large neuroimaging literature has demonstrated that top-down attentional processes rely more on a dorsal frontoparietal network, whereas bottom-up attentional processes rely more on a ventral frontoparietal network (Corbetta and Shulman, 2002; Miller and Buschman, 2013; Noudoost et al., 2010; Riddoch et al., 2010; Shipp, 2004; Shulman et al., 2004) , but these network components are highly interconnected (Egner et al., 2008; Treue, 2003; Vossel et al., 2014) . However, with regard to conjunction visual search, this interaction remains poorly understood, in terms of both (a) the extent of this interaction and (b) the neural mechanisms underlying this interaction.
Regarding aging, it appears that the previously described preservation of top-down attentional processes in older adults is often associated with increased activation in dorsal frontoparietal regions (Allen and Payne, 2012; Eyler et al., 2011; Madden et al., 2005a; Spreng et al., 2010) , but how bottom-up attentional processes may influence dorsal frontoparietal functional properties in aging is largely unknown. Madden et al. (2017) recently explored this issue using the conjunction visual search task adapted from Proulx (2007) , and found, in the examination of brain-behavior relations, that individuals 35 years of age and older (vs. relatively younger adults) exhibited greater engagement of the left frontal eye field (FEF) in service of the size singleton effect (i.e., increased bottom-up guidance). Thus, preliminary evidence indicates that age does have an effect on the neural mechanisms supporting bottom-up attentional guidance.
Graph theory: modularity and centrality
The Madden et al. (2017) study, as the majority of neuroimaging studies of attention, used univariate, event-related fMRI activation analyses. These univariate analyses, however, are limited in that they do not indicate how brain regions interact with each other in the context of whole-brain networks. A useful approach in this regard is multivariate functional connectivity (Bullmore and Sporns, 2009; van den Heuvel and Sporns, 2013 ). In the current study, we used multivariate functional connectivity to investigate the whole-brain functional networks underlying top-down and bottom-up attentional control during conjunction search in aging. We specifically used a multivariate framework, graph theory, which views the brain as a network consisting of discrete nodes (brain regions) and the edges between nodes (functional connections between brain regions). The analysis of the edges between nodes allows for the characterization of the topological properties of a functional network; these unique properties cannot be revealed with more traditional analysis approaches such as univariate activation or bivariate functional connectivity. Within the current study, we focused on two types of graph metrics -modularity and centrality.
Functional and structural brain networks have been found to consist of distinct clusters of interconnected nodes (i.e., modules; for reviews, see Mišić and Sporns, 2016; Sporns and Betzel, 2016) . Modularity describes the degree to which sets of nodes may be segregated into modules in a data-driven manner. It is hypothesized that modules allow the brain to efficiently adapt to cognitive demands of the environment (Crossley et al., 2013; Mišić and Sporns, 2016) , making understanding the functional role of modules in service of cognition of great importance. The functional role of modules is especially important in the study of cognitive aging because of preliminary evidence, predominantly from resting-state functional connectivity analyses, indicating that with increased age, modules become less segregated and that this decreased segregation may have cognitive consequences (Betzel et al., 2014; Cao et al., 2014; Chan et al., 2014; Onoda and Yamaguchi, 2013; Song et al., 2014) . However, since resting-state functional connectivity may not correspond to taskbased connectivity (Campbell and Schacter, 2016; Cohen and D'Esposito, 2016; Davis et al., 2016) , these studies do not inform how the modular topology of the brain adapts to cognitive demands of the environment. Task-based functional connectivity analyses, therefore, are necessary. Only two studies, to our knowledge, have examined modularity in aging using task-based functional connectivity, and found that (a) the modular topology of the brain adapts to executive function and cognitive control demands, and (b) older adults relied more on between-module connections in service of cognition (Gallen et al., 2016; Schlesinger et al., 2017) 1 . These studies, however, are Participants performed a conjunction visual search task in which the target shared one feature (either color or orientation) with each of the nontarget (distractor) items. The target could be either (a) a right tilted, blue bar among right-tilted green bars and left-titled blue bars (distractors); or (b) a left-titled green bar among left-tilted blue bars and right-titled green bars; in the scanner, display items were presented against a black background. The target was constant within participants and counterbalanced across participants. Display size was constant at five items. Participants made a yes/no response on each trial regarding the presence of the target. In each display, one of the distractors was 50% larger than the other items (i.e., a size singleton). On one-fifth of the target-present trials, the size singleton coincided with the target. limited in that they only examined extreme age groups (older vs. younger adults). Also, it is unknown how the modular architecture of the aging brain changes in service of other cognitive processes important in the study of cognitive aging, such as visual attention. These ambiguities indicate the importance of further studying the modular architecture of the aging brain.
Centrality refers to the relative importance of a node within a network (Bullmore and Sporns, 2009; van den Heuvel and Sporns, 2013) , which may also be used to assess the centrality of modules. Furthermore, the examination of different centrality measures may determine different mechanisms through which a module becomes central to a network. Within this study we were interested in examining modules that may become central to a network through (a) maintaining strong functional connections, (b) becoming more reliant on highly central nodes in other modules, or (c) both. To investigate these properties, we examined two centrality measures -degree centrality and PageRank centrality. Degree centrality measures the overall strength of the functional connections maintained by a node. A node with high degree centrality maintains many strong, functional connections. PageRank centrality is based on the importance (specifically the PageRank centrality) of a node's neighbors. A node with high PageRank centrality may not necessarily maintain many strong, functional connections (i.e., have high degree centrality) but maintains functional connections with neighboring nodes that are highly central to the network (Boldi et al., 2009; Morrison et al., 2005) ; it should be noted that other centrality measures (e.g., eigenvector centrality, betweenness centrality) may also similarly examine this property but we chose PageRank centrality (vs. eigenvector centrality or betweenness centrality) because it has been shown to be more sensitive to age-related effects (Khazaee et al., 2016; Zuo et al., 2012) . The use of these two graph metrics allowed us to examine the three previously described ways a module may become central to a network, which, again, may be through (a) maintaining strong functional connections (high degree centrality but low PageRank centrality), (b) becoming more reliant on highly central nodes in other modules (high PageRank centrality but low degree centrality), or (c) both (high degree centrality and PageRank centrality).
The current study: behavioral components of visual attention, functional connectivity, and aging
In the current study, we applied to the Madden et al. (2017) data set these multivariate functional connectivity measures, as well as other novel behavioral measures, to address several questions. First, is bottom-up attentional guidance related specifically to decision processes or instead to nondecision processes (e.g., perceptual processing/motor speed)? The vast majority of neuroimaging investigations of attention, including the Madden et al. study, have used mean RT and error rate as the outcome measures. Here, we used estimates of RT components from Ratcliff's diffusion model of RT (Ratcliff, 1979; Ratcliff and McKoon, 2008; Ratcliff et al., 2016) to distinguish decisional and nondecisional aspects of search performance. As described in the Methods (Statistical Analyses), the diffusion model uses information from each participant's RT distributions to differentiate several components: drift rate, which is the rate at which information is accumulated to make a decision; nondecision time, which is the time spent on nondecision processes, such as perceptual processing and the motor response; and boundary separation, which is the amount of information required for a decision (i.e., cautiousness). Thus, if bottom-up attentional guidance (i.e., the size singleton effect) influences the decision process associated with target detection, rather than nondecision processes, then salience should lead to an increased drift rate for singleton targets, relative to nonsingleton targets.
Second, how do the behavioral components underlying the size singleton and target detection effects vary with age? Regarding the diffusion model parameters in aging, the most pronounced effect of adult age is typically an increase in nondecision time (reflecting slower perceptual processing and motor speed) and boundary separation (reflecting increased cautiousness; Ratcliff et al., 2004 Ratcliff et al., , 2001 Ratcliff et al., , 2003 Thapar et al., 2003) , but some studies also observe a decrease in drift rate (Madden et al., 2009; Spaniol et al., 2006; Yang et al., 2015) , reflecting a slower rate of information acquisition. As accumulating evidence indicates that deficient bottom-up processes in older adults may directly cause some cognitive deficiencies (Monge and Madden, 2016) , we predicted that bottom-up guidance would be more helpful to older adults' performance than to younger adults' performance, which would be reflected as increased age being associated with the size singleton effect, specifically for drift rate and nondecision time.
Third, how are the size singleton and target detection effects, in drift rate and nondecision time, related to centrality of the modules underlying visual attention? To address this question, we first conducted a modularity analysis on the nonsingleton target functional network. We predicted that this network would contain a frontoparietal module, among other modules, in light of abundant evidence indicating the importance of frontoparietal regions in visual attention. To characterize the centrality of the modules, we calculated both degree centrality and PageRank centrality. We then examined the relation between the behavioral size singleton and target detection effects, as expressed in drift rate and nondecision time, and module centrality. For the size singleton effect, we predicted that increases in the size singleton effect for drift rate and nondecision time (i.e., higher drift rates and lower nondecision times for size singleton targets relative to nonsingleton targets) would be associated with decreased centrality within the frontoparietal module, reflecting the size singleton target requiring less frontoparietal, attentional processing. For the target detection effect, since previous work has demonstrated that in the presence of a size singleton, target-present responses can be slower than target-absent responses Proulx, 2007) , we predicted that increases in the target detection effect for drift rate and nondecision time (i.e., lower drift rates and higher nondecision times for nonsingleton target-present trials, relative to target-absent trials), would be associated with increased frontoparietal module centrality, reflecting greater attentional processing for target detection. We examined both degree and PageRank centrality to further characterize the mechanisms through which modules may become central to a network.
Fourth, how does the relation between drift rate/nondecision time and module centrality, for the size singleton and target detection effects, vary as a function of age? To investigate this question, for each of the modules that significantly predicted either the drift rate/ nondecision time (size singleton or target detection effects), we conducted linear regressions to examine if Age×Module Centrality interactions could predict the drift rate/nondecision time size singleton or target detection effects. Based on evidence demonstrating increased frontoparietal activation in older adults in service of visual attention (e.g., Allen and Payne, 2012; Madden et al., 2005a) , particularly during bottom-up processing , we predicted that increased frontoparietal centrality may become more prominent with increasing age, particularly with regard to bottom-up attentional guidance and associated effects in the RT component measures.
Methods

Study participants
Our study sample included 68 community-dwelling adults between the ages of 19 and 78 years (Table 1) , in which 23 participants were 1 There was a third study that examined modularity in aging using task-based functional connectivity, but the goal of this study was to estimate the intrinsic (task independent) component of task-related connectivity and thus task-related connectivity effects were regressed out (Grady et al., 2016) . Z.A. Monge et al. NeuroImage 155 (2017) 257-270 between 19 and 39 years of age, 24 were between 40 and 59 years of age, and 21 were between 60 and 78 years of age. Participants met the following inclusion criteria: corrected visual acuity greater than or equal to 20/40 (Bach, 1996) ; Mini-Mental State Examination (Folstein et al., 1975) score 27 or greater; a Beck Depression Inventory (Beck, 1978) score less than or equal to 10; a Vocabulary subtest of the Wechsler Adult Intelligence Scale III (Wechsler, 1997 ) scaled score greater than or equal to the 50 th percentile; a Dvorine color vision test (Dvorine, 1963) score greater than or equal to 12; and at least 75% accuracy on the practice version of the visual search task administered during screening. For more details on the exclusion criteria and screening process, see Madden et al. (2017) . Also, all participants were right-handed and completed at least 12 years of education (M=16.5, SD=2.1 years), and 55.9% were female. Participants self-reported to be free of significant health problems (including atherosclerosis, neurological and psychiatric disorders), and not taking medications known to affect cognitive function or cerebral blood flow (except antihypertensive agents). The Duke University Institutional Review Board approved all experimental procedures, and participants provided informed consent prior to testing. After study completion, participants were monetarily compensated for their time.
Visual search task
In the scanner, participants performed a conjunction visual search task ( Fig. 1) , modified from Proulx (2007) . Participants decided whether a target bar was present or not present among nontarget (distractor) bars. The target was defined as a conjunction of color (blue or green) and orientation (45°left-or 45°right-titled). Each distractor shared only one feature with the target; for example, a blue, right-titled target would be accompanied by two blue, left-tilted bars and two green, right-titled bars. The display always contained five items that were distributed within an approximately 15°diameter circular area. Items were distributed in an irregular pattern wherein the center-tocenter distance between all pairs of items ranged from 5.4°to 10.6°, and the edges between adjacent items were no closer than 1°. The distance between the center of the display and the center of each display item ranged from 3.3°to 7.5°. The color bars in the display were isoluminant and presented on a black background.
Each participant completed 350 trials, in which half the trials contained one target and four distractors (target-present, 175 trials) and the other half five distractors (target-absent, 175 trials). For each participant, the search target (e.g., blue, right-tilted bar) was constant, and the values of color and orientation defining the target were counterbalanced across participants. Each display contained four bars of equal size (0.8°×3.2°), and one bar that was 50% larger (i.e., a size singleton; 1.2°×4.8°). On 1/5 of the trials (i.e., 35 trials) the size singleton corresponded to the target and on the rest of the trials the size singleton corresponded to a distractor. Therefore, a size singleton was present on every trial and provided a bottom-up form of visual salience, but was not informative regarding the target location. This design yielded three trial types of interest: trials in which the target was present and the size singleton was a distractor (nonsingleton target trials), trials in which the target was present and was also the size singleton (singleton target trials), and trials in which the target was absent and the size singleton was a distractor (target absent trials). When the size singleton was a distractor, within both the target-present and target-absent trials, it contained each target-relevant value of color and orientation an approximately equal number of times. For each trial type, the size singleton/target location was approximately equally distributed between the top versus bottom, and left versus right halves of the screen.
Participants completed five event-related, functional imaging runs of 70 trials each -a total of 350 trials. The 70 trials per run contained a randomly ordered sequence of 35 target-present trials (including seven size-singleton target trials) and 35 target-absent trials. For each trial, participants indicated whether the target was present or absent via a button-press response, using their right index and middle fingers and two buttons on a hand-held, fiber optic response box (Current Designs, Philadelphia, PA, USA); the assignment of the button corresponding to a target-present trial was balanced across participants. Participants were instructed to respond as quickly as possible without sacrificing accuracy.
Each trial started with a white fixation cross displayed for a variable duration (jitter), followed by the five-item display for a duration of 350 ms, then a 2650 ms response period, during which the display was black. We measured RT from display onset. After the response period, the fixation cross returned to begin the next trial. Participants did not receive feedback regarding accuracy. The jitter duration was varied among the values of 1500, 3000, 4500, and 6000 ms defined by multiples of the fMRI repetition time (TR) value (1500 ms). The jitter values and trial order were randomized and optimized using Optseq. 2 (Dale, 1999; http://surfer.mnr.mgh.harvard.edu/optseq). Task presentation and response recordings were controlled by E-Prime 2.0 (Psychology Software Tools, Sharpsburg, PA, USA).
MRI data acquisition
A General Electric 3 T MR750 whole-body 60 cm bore MRI scanner (GE Healthcare, Waukesha, WI, USA) and 8-chanel head coil were used to collect functional and anatomical images. Participants wore earplugs to reduce scanner noise, and foam pads were used to reduce head motion. The imaging session started with a localizer scan, in which 3-plane (straight axial/coronal/sagittal) localizer fast spin echo (FSE) images were collected. A semi-automated high-order shimming program ensured global field homogeneity. For the task event-related, functional imaging runs, 29 contiguous slices were acquired at an axial oblique orientation, parallel to the AC-PC plane, in an interleaved order (TR=1500 ms, TE=27 ms, FOV=240 mm, flip angle=77°, voxel size=3.75 mm×3.75 mm×4 mm, 64×64 matrix, sensitivity encoding [SENSE] factor = 1); for each run, a total of 252 brain volumes were acquired.
After functional imaging acquisition, a high-resolution, anatomical image was collected. For this image, 166 straight axial slices T1-weighted images were acquired with a 3D fast inverse-recoveryprepared spoiled gradient recalled (SPGR) sequence (TR=8.10 ms, TE=3.18 ms, inversion recovery time [TI]=450 ms, FOV=256 mm, flip angle=12°, voxel size=1×1×1 mm, 256×256 matrix, SENSE factor=2, using the array spatial sensitivity encoding technique and extended dynamic range). (Dvorine, 1963) ; Visual Acuity=logarithm of the minimum angle to resolution (MAR), for the Freiburg Visual Acuity Test (Bach, 1996) ; BDI=score on Beck Depression Inventory (Beck, 1978) ; MMSE=raw score on Mini-Mental State Examination (Folstein et al., 1975) ; Vocabulary=raw score on the vocabulary subtest of the Wechsler Adult Intelligence Scale III (Wechsler, 1997) ; * = p < 0.05 ** = p < 0.01.
Z.A. Monge et al. NeuroImage 155 (2017) 257-270 fMRI analysis Preprocessing All preprocessing and first-level analyses of the functional data were conducted within FSL 5.0.5 (Smith et al., 2004 ; http://www.fmrib.ox. ac.uk/fsl) and FEAT 6.0. The T1-weighted images were skull-striped using the FSL Brain Extraction Tool (BET; Smith, 2002) . For the functional images, the first four volumes of each run were discarded to allow for scanner equilibrium. All images were slice-time corrected and corrected for head motion using FSL MCFLIRT (Jenkinson et al., 2002) ; the motion parameters (6 rigid-body transformations) were included as nuisance covariates in the first-level general linear models (GLMs). To further correct for motion, events that overlapped with trials in which the participant moved more than 2.5 mm in any direction were later excluded from functional network construction; this additional correction was only applicable for one participant (eight events). Following, functional images were co-registered to the participants' 3D-FSPGR and subsequently normalized to MNI space (Montreal Neurological Institute, Montreal, Canada) using a combination of affine and non-linear registrations (Greve and Fischl, 2009; Jenkinson et al., 2002; Jenkinson and Smith, 2001 ). Lastly, images were spatially smoothed with a 5 mm Gaussian kernel and temporally smoothed with a high-pass filter (cut off=90.0 s) to correct for scanner drift.
Functional network construction
The input data for the modularity analyses are functional networks, representing all pairwise correlations of regional task-related activation. We specifically used a beta time series approach (Cisler et al., 2014; Rissman et al., 2004) , which considers two regions to be functionally connected if the beta time series of the regions are correlated (Fornito et al., 2011a (Fornito et al., , 2011b Geib et al., 2017 Geib et al., , 2015 Schedlbauer et al., 2014) . To obtain the beta values for each trial, we modeled every trial individually (a total of 70 regressors for each run and a total of five runs) with a stick function at stimulus onset convolved with a standard hemodynamic response function. These beta values were then sorted by the three trial types of interestnonsingleton target, singleton target, and target absent trials.
In graph theory, a network is viewed as consisting of nodes (here, brain regions of interest; ROIs) and edges (here, the functional connections between nodes). For functional network construction, we used a total of 397 ROIs, comprising a subparcellated version of the Harvard-Oxford Atlas (Tzourio-Mazoyer et al., 2002) , excluding the cerebral white matter, lateral ventricles and brain-stem ROIs (see Supplementary Table 1 for a full list of ROIs). For each ROI, for each trial type of interest, we extracted the beta time series, and correlated the beta time series of each ROI with every other ROI. This resulted in three undirected, weighted connectivity matrices for each trial type representing the pairwise Pearson correlations between the mean beta time series of each ROI with every other ROI within the network (397×397 matrices). The correlation values between each ROI represent the functional connectivity strength between ROIs. The three connectivity matrices represent the functional networks for each trial type -nonsingleton target, singleton target, and target absent networks. Negative connections were removed from the connectivity matrices because of our specific interest in PageRank centrality, which may not be estimated in the presence of negative connections (Telesford et al., 2011) , and values within the diagonal of each connectivity matrix were set to zero.
Modularity
After network construction, we conducted a modularity analysis on the nonsingleton target network. The nonsingleton target network was used for the modularity analyses because this condition served as the reference trial type when examining the size singleton (singleton target -nonsingleton target) and target detection (nonsingleton target -target absent) effects. To conduct the modularity analysis, we first averaged each participant's nonsingleton target connectivity matrix to yield an averaged, nonsingleton target connectivity matrix (collapsed across all ages). We then ran a Louvain algorithm (Blondel et al., 2008) , contained within the Brain Connectivity Toolbox (Rubinov and Sporns, 2010 ; https://sites. google.com/site/bctnet/), on the averaged nonsingleton target connectivity matrix. We applied the Louvain algorithm on the nonsingleton target network ten times because network modularity is an optimization algorithm, and identifying the perfect partition is a nondeterministic polynomial-time hard problem (Brandes et al., 2006) . The run that produced the highest Q value was considered the best partition and the accompanying community assignments were used for subsequent analyses herein. Similar to Chan et al. (2014) , the same community assignments were used across all ages. All results overlaid on brain surfaces were created with BrainNet Viewer (Xia et al., 2013) and are shown overlaid onto BrainMesh_ICBM152 within MNI standard space (neurological convention).
Centrality measures
After running the modularity analysis on the nonsingleton target network, we calculated degree centrality and PageRank centrality for each of the nodes in all three networks of interest (Rubinov and Sporns, 2010) . Degree centrality was calculated by summing the total weights maintained by a node. PageRank centrality was calculated using a damping value of 0.85 (Boldi et al., 2009 ). Both of these measures have previously been used to assess the centrality of nodes within functional networks (e.g., Geib et al., 2017; Geib et al., 2015; Zuo et al., 2012) . For each module within each network, we averaged the centrality measures across the ROIs (separately for degree and PageRank centrality) to create a composite degree and PageRank centrality score for each module (e.g., frontoparietal module degree centrality within the singleton target network).
Statistical analyses/diffusion model of reaction time
All statistical analyses were conducted in SAS 9.4 (Cary, NC, USA). For analysis, we excluded trials in which either the participant did not respond or responded in less than 250 ms (1.07% of all trials). As noted in the Introduction, we used a version of Ratcliff's diffusion model of RT to distinguish different components of RT for two-choice decisions (Ratcliff, 1979; Ratcliff and McKoon, 2008; Ratcliff et al., 2016) . This model (Fig. 2) assumes that the accumulation of information toward one of two decision boundaries is a diffusion process and that the decisional and nondecisional components of RT can be estimated from the distributions of RT for correct and incorrect responses. We used a reduced version of the model, the EZ Diffusion Model (Wagenmakers et al., 2008 (Wagenmakers et al., , 2007 , which estimates the RT components from mean RT for correct decisions (MRT), variance of response times for correct decisions (VRT), and proportion of correct responses (P c ). The estimated components are: drift rate, which is the rate at which information is accumulated to make a decision; nondecision time, which is the time for processes not considered part of the decision, such as perceptual processing/motor speed; and boundary separation, which is the amount of information required for a decision (i.e., cautiousness). The EZ Diffusion Model does not estimate all of the parameters associated with the full model; however, the drift rate, nondecision time, and boundary separation parameters were of central interest to the present analyses, and this model is appropriate for data with relatively few error trials (Dutilh and Donkin, 2016; Siciliano et al., 2017; van Ravenzwaaij and Oberauer, 2009; Voss et al., 2013; Wagenmakers et al., 2007) , as in the present experiment. We ensured that the EZ Diffusion Model was appropriate for our data by checking the shape of the RT distributions and whether the starting point was unbiased. For more details on how these parameters were estimated, see the Supplementary Methods.
Results
Behavioral components underlying visual search
On the visual search task, participants achieved an average accuracy of 97.4% (SD=2.3%). Our first question was is bottom-up attentional guidance related specifically to decision processes or instead to nondecision processes (e.g., perceptual processing/motor speed)? The mean correct RT, drift rate, and nondecision time for each trial type are presented in Table 2 , along with boundary separation; note that boundary separation is estimated at the level of participants rather than trials because the diffusion model assumes that cautiousness is constant as long as speed-accuracy instructions are constant. As we were predominately interested in the diffusion model parameters, our analyses will focus on these measures.
For the size singleton effects, consistent with our prediction, participants exhibited higher drift rates, t(67)=5.62, p < 0.0001, and lower nondecision times, t(67)=3.37, p=0.0012, for singleton targets relative to nonsingleton targets, indicating that bottom-up attentional guidance is associated with both (a) an increased rate of information accumulation toward a decision and (b) a reduction in the time required for nondecision-related processes. We also examined target detection effects and found that participants exhibited lower drift rates, t(67)=4.39, p < 0.0001, but similar nondecision times, t(67)=0.44, p=0.66, for nonsingleton target-present trials (relative to target-absent trials), indicating slower decisional processing but similar processing time for nondecision components, respectively, when the target was present. In sum, we demonstrated a size singleton effect within both drift rate and nondecision time, and a target detection effect within drift rate.
Behavioral components underlying visual search in aging
Our second question was how do the behavioral components underlying the size singleton and target detection effects vary with age? We found that age did not correlate with the drift rate/nondecision time size singleton and target detection effects (Fig. 3) , the absolute values of r(66) were < 0.19, p > 0.13 (uncorrected). We also examined the relation between age and the diffusion parameters for each of the three trial types; we used a corrected alpha level of .05/ 3=.0167. Age did not correlate with drift rate in any of the three trial types; the absolute value of r(66) was < 0.26, p > 0.032 (uncorrected). We did find, however, that increased age was associated with increased nondecision time within the target absent trials, r(66)=0.41, p=0.0005 (uncorrected); for the other two trial types, the absolute values of r(66) were < 0.23, p > 0.060 (uncorrected). Boundary separation, estimated across all of the trials, did not correlate significantly with age, r(66) =0.16, p=0.18 (Supplementary Figure 1) .
Relation between module centrality and task performance
Our third question was how are the size singleton and target detection effects, in drift rate and nondecision time, related to centrality of the modules underlying visual attention? To address this question, we first determined whether the nonsingleton target network contained a frontoparietal module. The modularity algorithm revealed that the nonsingleton target network contained five modules (Fig. 4) . Consistent with our prediction, one of the modules was comprised predominantly of frontoparietal regions. Four other modules comprised of regions that we categorized as sensorimotor, visual, subcortical, and anterior temporal/ventral prefrontal cortex (PFC) modules. These were used as modules of interest for all subsequent analyses.
To confirm that the nonsingleton target network exhibited modular properties, we ran the modularity algorithm 1,000 times, and then compared the Q values from the randomized vs. non-randomized networks; randomized networks were constructed via a rewiring algorithm (Ratcliff, 1979; Ratcliff and McKoon, 2008; Ratcliff et al., 2016) uses information from each participant's RT distributions for correct and incorrect responses to differentiate several components of the decision process. The model yields quantitative estimates of the following components: drift rate (v), the rate at which information is accumulated to make a decision; nondecision time (Ter), the time spent on nondecision processes such as perceptual processing/motor speed; and boundary separation (a), the amount of information required for a decision (i.e., cautiousness). z=the starting point of the decision. (Rubinov and Sporns, 2010) , which preserved the overall density of the networks. The non-randomized network contained higher Q values than the randomized network, t-test p < .0001, confirming that the nonsingleton target network exhibited modular proprieties. In addition, since we used modules derived from the nonsingleton target network to examine network properties within the singleton target and target absent networks, we ran the modularity algorithm on these other two networks.
Qualitatively, all three networks exhibited similar community partitions (Supplementary Figure 2) . Since we confirmed that the nonsingleton target network contained a frontoparietal module, we were able to address our third question. For each of the modules within each of the three networks, we calculated degree and PageRank centrality, and then calculated size singleton (singleton target -nonsingleton target) and target detection Fig. 3 . Drift rate and nondecision time size singleton and target detection effects relations with age. We conducted correlations between age and the drift rate/nondecision size singleton (singleton target -nonsingleton target) and target detection (nonsingleton target -target absent) effects. Age did not correlate with either effects, all p-values > 0.05. Fig. 4 . Visual attention modularity analysis. To determine the modular architecture underlying visual attention, we conducted a modularity analysis on the nonsingleton target network. The modularity algorithm revealed that this network contained five modules, which we named the frontoparietal (red, top-center), sensorimotor (dark blue, right-top), visual (pink, right-bottom), subcortical (green, left-bottom), and anterior temporal/ventral PFC (light blue, left-top) modules. Spheres of the same color represent nodes from the same module. PFC = prefrontal cortex.
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NeuroImage 155 (2017) 257-270 (nonsingleton target -target absent) effects within each module. We then conducted stepwise regressions (criterion for entering model p < 0.05, criterion for leaving model p > 0.10) for each centrality measure and behavioral measure (size singleton and target detection effects), in which the behavioral measure was the outcome variable and the predictor variables were centrality for each of the modules. The stepwise regressions were conducted separately for the size singleton and target detection effects. To correct for multiple comparisons, we used a false discovery rate procedure (Benjamini and Hochberg, 1995) ; this procedure was conducted separately for the size singleton and target detection effects, and only stepwise regressions that allowed variables to enter the model were included.
Size singleton effects For degree centrality (Fig. 5A) , the frontoparietal module was the only significant predictor of the drift rate-size singleton effect, F(1, 66) =9.49, p=0.0030 (uncorrected), reflecting an increased magnitude of the drift rate-size singleton effect (i.e., faster rate of information accumulation when the target was the size singleton) as a function of increasing degree centrality in the frontoparietal module. The stepwise regression with the nondecision time-size singleton effect did not yield any of the modules as significant predictors.
For PageRank centrality (Fig. 5B) , the subcortical module was the only significant predictor of the drift rate-size singleton effect, F(1, 66) =5.35, p=0.0238 (uncorrected), reflecting an increased magnitude of the drift rate-size singleton effect (i.e., faster rate of information accumulation when the target was the size singleton) as a function of decreasing PageRank centrality in the subcortical module. The stepwise regression with the nondecision time-size singleton effect did not yield any of the modules as significant predictors.
To further explore these analyses, we examined the five ROIs contained within the frontoparietal (degree centrality) and subcortical (PageRank centrality) modules with the strongest relations to the drift rate size singleton effect. For the frontoparietal module (degree centrality)-drift rate size singleton relation, we found that the ROIs with the strongest relations were contained within bilateral middle frontal gyrus, left inferior frontal gyrus, and left paracingulate gyrus ( Fig. 5C; Supplementary Table 2 ). For the subcortical module (PageRank centrality)-drift rate size singleton relation, we found that the ROIs with the strongest relations were contained within the left pallidum and bilateral thalamus ( Fig. 5D; Supplementary Table 3 ).
Target detection effects
For the target detection effects, we found that for PageRank centrality, the frontoparietal module was the only significant predictor of the nondecision time-target detection effect, F(1, 66)=5.07, p=0.0277 (uncorrected), reflecting an increased magnitude of the nondecision timetarget detection effect (i.e., greater time processing nondecision components) as a function of increasing PageRank centrality in the frontoparietal module (Fig. 6A) . The stepwise regression with PageRank centrality predicting drift rate-target detection effect did not find any of the modules as significant predictors. Also, we did not find that degree centrality-target detection effects in any of the modules significantly predicted the drift rate/nondecision time-target detection effect.
To further explore this analysis, we examined the five ROIs contained within the frontoparietal module (PageRank centrality) with Fig. 5 . Relation between module centrality and behavioral size singleton effects. We examined the relation between the module centrality and drift rate/nondecision time size singleton effects (singleton target -nonsingleton target). We found that increased magnitude of the drift rate-size singleton effect was associated with (A) increased frontoparietal module degree centrality (size singleton effect) and (B) decreased subcortical module PageRank centrality (size singleton effect). Exploratory analyses revealed that within the frontoparietal module, the ROIs with the strongest drift rate-degree centrality (size singleton effects) were predominately within the middle frontal gyrus (C). Exploratory analyses also revealed that within the subcortical module, the ROIs with the strongest drift rate-PageRank centrality (size singleton effects) were within left pallidum and bilateral thalamus (D).
the strongest relations to the nondecision time-target detection effect. We found that the ROIs with the strongest relations were contained within the right angular gyrus, right frontal pole, left middle frontal gyrus, and left superior, lateral occipital cortex ( Fig. 6B ; Supplementary Table 4) .
Age-related differences in modular architecture underlying visual attention
Our fourth question was how does the relation between drift rate/ nondecision time and module network properties, for the size singleton and target detection effects, vary with age? To address this question, for each of the modules that significantly predicted either the drift rate/ nondecision time size singleton or target detection effects, we conducted additional linear regressions to examine whether the Age×Module Centrality (size singleton or target detection effect) interactions significantly predicted drift rate/nondecision time (size singleton or target detection effect). Only the Age×Frontoparietal Module PageRank Centrality-Target Detection Effect interaction was trending toward predicting the nondecision time-target detection effect, β=19.6, t(64)=2.00, p=0.05. To examine if the PageRank centrality-target detection effect transitioned from a nonsignificant to significant predictor of the nondecision time-target detection effect at a specific age, we used the JohnsonNeyman technique (Bauer and Curran, 2005; Johnson and Fay, 1950) , as implemented in the PROCESS macro for SAS (Hayes, 2013) . We found that the frontoparietal module PageRank centrality-target detection effect transitioned from a nonsignificant to significant predictor of the nondecision time-target detection effect, p < 0.05, at approximately 42 years of age ( Fig. 7A & B; Supplementary Table 5 ).
Because only PageRank centrality, and not degree centrality, was associated with the age effects, this suggests that the frontoparietal module became more central to the network, in service of the target detection effect, by relying on highly central nodes in other modules. Therefore, we examined in participants 42 years of age and older and participants younger than 42 years of age if the frontoparietal PageRank centrality target-detection effect was related to the relative strength of between-to within-frontoparietal module functional connections (i.e., participation coefficients; Guimera and Amaral, 2005) . Indeed, within participants 42 years of age and older, the participation coefficient-target detection effect in the frontoparietal module was associated with the PageRank centrality-target detection effect in the frontoparietal module, r(39)=0.38, p=0.014 (Fig. 7C ), but not in individuals younger than 42 years of age, r(25)=0.33, p=0.10 (Fig. 7D) ; however, a direct comparison of the correlation coefficients for these two groups was not statistically significant, z=0.22, p=0.83, Cohen's q=0.057. Thus, within the individuals 42 years of age and older, an increased magnitude of the PageRank centrality-target detection effect was associated with increased strength of betweenmodule connections in the frontoparietal module.
Discussion
The overall goal of the current study was to investigate age-related differences in the interaction of top-down and bottom-up attentional processes during conjunction search. We took a novel approach to address this issue with our use of diffusion modeling and multivariate functional connectivity. This study yielded four main findings. First, the size singleton and target detection effects were related to specific RT components. Second, although age was associated with an overall slowing of nondecision time (on target-absent trials), the drift rate/ nondecision time-size singleton and -target detection effects did not vary with age. Third, the RT component effects were associated with module centrality: increased magnitude of the drift rate-size singleton effect was associated with increased frontoparietal degree centrality but decreased subcortical PageRank centrality; and increased magnitude of the nondecision time-target detection effect was associated with increased frontoparietal PageRank centrality. Fourth, at approximately 42 years of age, we observed a specific transition to greater dependence on between-module connections in service of the target detection effect. These findings are discussed in greater detail below.
Behavioral components underlying effects of interest
Our first question sought to examine if bottom-up attentional guidance was related specifically to decision processes or instead to nondecision processes (e.g., perceptual processing/motor response). For the size singleton effect, we found that a more salient target was associated with an increased accumulation rate of target-relevant information (drift rate) and decreased time on nondecision processes (nondecision time), relative to a nonsingleton target. Thus, the noninformative feature of size provided a relatively broad form of bottomup guidance for target detection, affecting both decision and nondecision processes. For the target detection effect, in contrast, the nonsingleton target trials (relative to target-absent trials) exhibited a decreased drift rate but no difference in nondecision time. The target detection effect was more top-down in nature, as no bottom-up featural information distinguished the nonsingleton target trials and targetabsent trials. This effect may represent the time required to shift attention away from the more salient, nontarget size singleton, to confirm that another one of the nonsingleton display items was the target. Consistent with this interpretation, the target detection effect was specific to drift rate and not evident in nondecision time.
Only one previous study, to our knowledge, has fitted a diffusion model to a conjunction visual search task (Ward and McClelland, 1989) , in which it was found that manipulating different properties of Fig. 6 . Relation between module centrality and behavioral target detection effects. We examined the relation between the module centrality and drift rate/nondecision time target detection effects (nonsingleton -target absent). We found that increased magnitude of the nondecsion time-target detection effect was associated with increased frontoparietal module PageRank centrality target detection effect (A). Exploratory analyses revealed that within the frontoparietal module, the ROIs with the strongest nondecision time-PageRank centrality (target detection effects) were within right angular gyrus, right frontal pole, left middle frontal gyrus, and left superior, lateral occipital cortex (B). Z.A. Monge et al. NeuroImage 155 (2017) 257-270 the display (e.g., number of targets, display size) varied different diffusion parameters, such as boundary separation; however, this study was limited in that they did not examine nondecision time. Although the questions of interests and design of Ward and McClelland (1989) was different from the current study, our finding extends this previous study by demonstrating that the target detection effect for conjunction visual search is related to the rate of information accumulation rather than nondecision processes.
Behavioral components underlying effects of interest in aging
Our second question was what are the potential age-related differences in the decisional and nondecisional components of the size singleton and target detection effects? We found that the size singleton and target detection effects, for both drift rate and nondecision time, did not vary significantly with age (Fig. 3) , but we observed an agerelated increase in overall nondecision time (though limited to the target-absent trials). This is consistent with previous studies indicating that increased age is associated with a decline in many measures of perceptual processing/motor speed (Monge and Madden, 2016; Salthouse, 2000) , including an increase in the diffusion model measure of nondecision time with age (e.g., Ratcliff, 2008; Ratcliff et al., 2006) .
For the size singleton effect, we hypothesized that relatively older adults would exhibit greater benefits from bottom-up guidance due to evidence indicating that deficient bottom-up processes in older adults may directly cause some cognitive deficiencies (for a review, see Monge and Madden, 2016) . The age-related constancy of the effects in Fig. 3 did not support this hypothesis. As noted in the Introduction, Proulx (2007) viewed the size singleton effect as an interactive influence of bottom-up and top-down effects, and thus the present effects are not purely bottom-up. As top-down attention stays relatively preserved with age (e.g., McAvinue et al., 2012) , perhaps this finding indicates that the relatively older adults still relied heavily on top-down processes in service of the size singleton effect. It is also possible that that an age-related decline in bottom-up processing may not be apparent until stimulus presentation is closer to a sensory threshold, which future studies could determine by varying the relative size of the nonsingleton to singleton display items. The target detection effect, reflecting primarily top-down detection and response selection processes was also constant with age, which is consistent with previous literature indicating that top-down attentional control is preserved with age.
Relation between module centrality and task performance Our third question examined if the drift rate/nondecision time-size singleton and -target detection effects are related to properties of the whole-brain functional networks underlying visual attention. The modularity analysis on the nonsingleton target network, consistent with our prediction, revealed that this network contained a frontoparietal module along with a few other modules (Fig. 4) . Although traditionally frontoparietal regions underlying visual attention have been divided into a dorsal component, subserving top-down attentional control, and a ventral component, subserving bottom-up attentional control (e.g., Corbetta and Shulman, 2002) , the dorsal and ventral components of the frontoparietal network are highly interconnected (Egner et al., 2008; Treue, 2003; Vossel et al., 2014) . Therefore, it is not surprising that our frontoparietal module . To further investigate this finding, we examined the relation between frontoparietal module PageRank centrality and participation coefficient target detection effects. We found that within participants 42 years or older (C), but not younger than 42 years (D), increased magnitude of the PageRank centrality-target detection effect was associated with increased between-module connections (i.e., higher participation coefficients) in the frontoparietal module.
contained both dorsal and ventral frontoparietal regions. It should also be noted that some work suggests that this top-down vs. bottom-up dichotomy is not as robust as historically viewed (for a review, see Awh et al., 2012) ; perhaps the frontoparietal module containing both dorsal and ventral components is a reflection of this.
In the examination of the relation between size singleton effects in module centrality and the behavioral measures, we found that increased magnitude of the drift rate-size singleton effect (i.e., greater bottom-up guidance) was associated with increased degree centrality within the frontoparietal module (Fig. 5A) . This is partially inconsistent with our hypothesis that increased magnitude of the drift ratesize singleton effect would be associated with decreased centrality within the frontoparietal module. Frontoparietal regions have previously been hypothesized to contain a visual salience map (Jerde et al., 2012; Ptak, 2012; Serences and Yantis, 2007) , which are derived from top-down and bottom-up inputs and encode the relative salience of stimuli (Bichot and Schall, 1999; Motter and Belky, 1998; Thompson et al., 2005) . Perhaps our finding reflects a larger "peak" in this frontoparietal salience map with greater bottom-up guidance.
In our exploratory analysis, we found that nodes predominantly located within the middle frontal gyrus had the strongest degree centrality-drift rate size singleton effect relations (Fig. 5C ). Previous work has indicated that the middle frontal gyrus may link the dorsal and ventral attention networks by acting as a "circuit breaker" (Fox et al., 2006; Japee et al., 2015) , perhaps indicating the importance of interactions between dorsal and ventral frontoparietal regions in service of the size singleton effect.
Also for the size singleton effect, we found that increased magnitude of the drift rate-size singleton effect was associated with decreased PageRank centrality in the subcortical module (Fig. 5B) . Since only subcortical PageRank centrality, and not degree centrality, was associated with the size singleton effect, this indicates that subcortical regions became less central to the network via decreased reliance on highly central nodes in other modules. Although we did not originally hypothesize that subcortical regions would be associated with the size singleton effect, this may indicate that less sensory integration is necessary with increased bottom-up guidance (Brown et al., 1997; Lidsky et al., 1985) .
Lastly, for the size singleton effect, even though we were able to demonstrate the size singleton effect within nondecision time (Table 2) , we did not find that the nondecision time-size singleton effect was associated with module centrality. These null findings indicate that our brain-behavior results were selective to the decision, and not nondecision processes underlying the size singleton effect.
For the target detection effect, we found that increased magnitude of the nondecision time-target detection effect was associated with increased PageRank centrality within the frontoparietal module (Fig. 6A) . Overall, we were not able to demonstrate the target detection effect in nondecision time ( Table 2 ), indicating that nondecision time appears to be important for the target detection effect only in the examination of individual differences. This work extends a large literature, including Madden et al. (2017) , indicating the importance of frontoparietal regions during target detection by demonstrating that nondecision processes may be associated with frontoparietal processing. Also, since only frontoparietal PageRank centrality, and not degree centrality, was associated with the target detection effect, this indicates that frontoparietal regions became more central to the network by increasing their reliance on highly central nodes within other modules.
In our exploratory analysis of the target detection effect, we found that nodes predominately located within the ventral PFC, ventral parietal cortex, and a visual processing related region had the strongest PageRank centrality-nondecision time target detection effect relations (Fig. 6B ). As these relations were only with the nondecision component, it is not surprising that regions typically associated with bottomup attentional control (e.g., Corbetta and Shulman, 2002; Miller and Buschman, 2013; Noudoost et al., 2010) exhibited the strongest relations. These findings further suggest that even during target detection, which is thought to be associated more with top-down attentional control, bottom-up processes also appear to be important and modulate frontoparietal centrality.
Age-related differences in modular architecture underlying visual attention Our fourth question sought to examine how the relations between drift rate/nondecision time and module centrality, for the size singleton and target detection effects, vary with age. We found that the Age x Frontoparietal Module PageRank Centrality-Target Detection Effect interaction trended toward predicting the nondecision time-target detection effect, and that the frontoparietal PageRank centrality-target detection effect transitioned from a nonsignificant to significant predictor of the nondecision time-target detection effect at approximately 42 years of age (Fig. 7A vs. 7B ). This supports previous behavioral studies demonstrating that perceptual/motor deficiencies within older adults may impact top-down, cognitive processes (for a review, see Monge and Madden, 2016) , and extends these studies by demonstrating that a nondecision component may affect frontoparietal, top-down processing and that this transition begins to occur within middle-age. Also, since this relation was only significant with PageRank centrality, this suggests that frontoparietal regions become central to the network in service of the target detection effect by becoming more reliant on between-module connections, which we further confirmed by examining the relation between target detection effects in PageRank centrality and participation coefficients (Figs. 7C vs. D) .
Furthermore, these findings extend previous univariate activation studies showing that older (vs. younger) adults exhibit greater frontoparietal activity in service of visual search target detection (e.g., Allen and Payne, 2012; Madden et al., 2005a) , by demonstrating that in middle-aged and older adults, frontoparietal regions become central to the network by exhibiting more between-module connections. We also improve upon limitations of past studies examining the functional modular topology of the aging brain (e.g., Chan et al., 2014; Gallen et al., 2016; Grady et al., 2016; Schlesinger et al., 2017) by demonstrating that (a) functional modular properties during task undergo changes at approximately 42 years of age, (b) these changes are reflected in middle-aged and older adults becoming more reliant on between-module connections in service of cognition, and (c) functional modular properties are associated with visual attention in aging. Madden et al. (2017) found that the Age×Frontoparietal Activity predicting RT was only significant for the size singleton effect rather than the target detection effect found here. This may be due to our use of diffusion parameters, which examine the components underlying RT. As drift rate is associated with the decision (vs. nondecision), and we found that this component did not vary with age, it may be that nondecision components are relatively more important for visual attention in aging. Perhaps in Madden et al., the RT size singleton effect was being driven by the nondecision component. However, similar to the current study, Madden et al. also found an age-related transition point, where the frontoparietal-RT size singleton effect shifted from statistically nonsignificant to significant in middle-aged adults. Our results extend these findings by demonstrating possible mechanisms underlying these age-related changes in brain activation, where changes in modular topology may underlie this shift.
Limitations
Although we believe this study advances our knowledge of mechanisms underlying visual attention in aging, it does contain a few limitations. First, it is possible that the study sample included individuals with preclinical neurodegenerative disease. Although we included a standardized neuropsychological assessment to reduce the Z.A. Monge et al. NeuroImage 155 (2017) 257-270 probability of including these individuals, it may be the case that our neuropsychological assessment did not detect some individuals with preclinical neurodegenerative disease. Also, it is possible that some participants exhibited a cognitively normal phenotype, but contained neurodegenerative pathology. This could be revealed by a positron emission tomography tracer, such as the Pittsburgh Compound-B (Klunk et al., 2004) , which was not included in our protocol. Second, some researchers have brought into question the validity of estimating centrality based on functional connectivity matrices (Power et al., 2013) . Although this issue has only been previously examined within the context of resting-state fMRI and identifying network hubs, further work examining the use of graph metrics based on task-based fMRI connectivity matrices is needed. Third, within our connectivity matrices, negative values were set to zero in order to estimate PageRank centrality. Although this is a widely used technique within the graph theory-fMRI literature (e.g., Chiang et al., 2016; Liao et al., 2017; Reineberg and Banich, 2016; Wang et al., 2017) , it is possible that these negative correlation values contained information related to cognition.
Conclusions
In sum, we used diffusion modeling and multivariate functional connectivity to investigate the behavioral components and whole-brain functional networks, respectively, underlying bottom-up and top-down attentional control during conjunction search in healthy aging. We found that (a) the size singleton effect (i.e., increased bottom-up guidance) was associated with higher drift rate and lower nondecision time, whereas the target detection effect was associated only with lower drift rate; (b) the drift rate/nondecision time-size singleton and -target detection effects did not vary with age; (c) increased magnitude of the drift rate-size singleton effect was associated with increased frontoparietal centrality but decreased subcortical centrality, and increased magnitude of the nondecision time-target detection effect was associated with increased frontoparietal centrality; and (d) the neural mechanisms underlying the target detection effect varied with age, where participants 42 years of age and older exhibited a greater dependence on between-frontoparietal module connections in service of target detection. These results further elucidate mechanisms through which frontoparietal regions support attentional control and how these mechanisms vary in relation to adult age.
