This paper presents the pruning and model-selecting algorithms to the support vector learning for sample classification and function regression. When constructing RBF network by support vector learning we occasionally obtain redundant support vectors which do not significantly affect the final classification and function approximation results. The pruning algorithms primarily based on the sensitivity measure and the penalty term. The kernel function parameters and the position of each support vector are updated in order to have minimal increase in error, and this makes the structure of SVM network more flexible. We illustrate this approach with synthetic data simulation and face detection problem in order to demonstrate the pruning effectiveness.
Introduction
In this paper we address the problem of redundant support vectors in implementing support vector machine (SVM), a new pattern classification and function approximation technique recently developed by Vapnik. 8, 28 Traditional techniques for pattern classification are based on the minimization of empirical risk -that is, on the attempt to optimize the performance on the training set. In contrast, SVMs minimize the structural risk -that is, the probability of misclassifying yet-to-be-seen patterns for a fixed but unknown probability distribution of the data. 27, 28 This new induction principle relies on the theory of uniform convergence in probability, and it is equivalent to minimizing an upper bound on the generalization error. Furthermore, the SVM can be considered as an alternative training technique for polynomial, radial basis function, and multilayer perceptron classifiers, 17 in which the weights of the network are obtained by solving a quadratic programming (QP) problem with linear inequality and equality constraints, rather than by solving a non-convex, unconstrained optimization problem. In this paper we consider the problem of selecting basis functions in the radial basis function (RBF) framework constructed by support vector learning. When solving the QP problem in SVM, we occasionally obtain support vectors corresponding to weights close to zero. Those support vectors (SVs) do not significantly affect the final sample classification and function approximation results and thus are redundant in the SVM decision procedure. It is an important issue to reduce the number of support vectors. In this paper we focus on developing an appropriate methodology to eliminate unnecessary support vectors. The related works includes eliminating the redundant SV in a post-processing step of support vector training, 3, 4, 17 some other methods use another training algorithm with a modified criterion instead of SVM. 10, 15 For Least-Squares SVM, Suykens et al. 25, 26 first proposed a pruning algorithm to obtain the sparse representation. Nevertheless, several variations have been proposed. In nu-tube SVM 23 one can control the lower bound of support vectors and the upper bound of errors; while in fixed-size SVM 26 one can fix the desired number of support vectors beforehand. The benefits of pruning redundant support vectors include: increasing the speed of classification and regression, reducing hardware or storage requirements, and in some cases enabling meaningful support vector extraction. Furthermore, removing unimportant weights in a trained neural network may improve its generalization ability. 20, 22 This hypothesis could also be supported by the "bound of risk" introduced by Ref. 28 . Since the Vapnik-Chervonenkis (VC) dimension of the learning machine is small, the bound of difference between true risk and empirical risk is tight. Intuitively, VC dimension can be adopted as a measure of the capacity of a learning machine, and a learning machine with few weights may have low VC dimension. 3 Therefore, eliminating redundant support vectors reduces the VC dimension and so improves the generalization ability. In original support vector learning, parameters such as the regular constant C and the kernel function parameter q must be determined in advance. And the support vectors must be selected from the training samples. However, how to determining a set of proper parameter is still suboptimal and computationally extensive. With different parameter sets {C,q}, the SVM approach may result in different optimum solutions under the same training data set. Ref. 9 shows that it is not straightforward to select those parameters properly. Several validation approach approaches have been proposed for verifying the validation of the selection parameter set such as k-fold cross-validation, VC bounds, Xi-Alpha bond, and radius-margin bound. Those approaches still suffer from various problems mentioned in Ref. 9 . In this research, instead of developing algorithms to find suitable selections for these parameters, we propose to employ traditional network pruning approaches to improve the learning performance. In addition, the positions of support vectors are also adjusted during the network pruning process, and this leads to a flexible formulation in the SVM approximation function.
The organization of this paper is as follows. We first give an outline of the SVM classification and regression in Sec. 2, and then describe the redundant support vectors problem. In Sec. 3, we provide both the penalty term and the sensitivity measure-based pruning algorithms. Experiments are then discussed.
Support Vector Learning Approach

SVM classification
Let {(x 1 , y 1 ), . . . , (x l , y l )} ⊂ ℵ × {−1, 1} be a given training data set, where ℵ denotes the space of input points. The SVM classification is to map data points x i into a high dimensional feature space via a nonlinear transform Φ and to classify them by a hyperplane w · Φ(x) + b in feature space. The task of SVM classification is therefore to minimize w,b,ξi
where the constant C > 0 determines the trade off between the maximum of margin and the amount up to which deviations are tolerated. Its dual quadratic programming classification problem is where λ i are the Lagrange multipliers. The functional form of the mapping φ(x i ) does not need to be known since it is implicitly defined by the choice of kernel
The vector w has the form:
and therefore
The points with λ i = 0 were identified as support vectors since only those points determine the final decision result among all training points.
SVM regression
Let {(x 1 , y 1 ), . . . , (x l , y l )} ⊂ ℵ × R be a given training data, where ℵ denotes the space of input points. The SVM regression is to map data points x i into a high dimensional feature space via a nonlinear transform Φ and to regress them by a linear function f (x) = w · Φ(x) + b in feature space. By introducing an ε-insensitive loss function |ξ| ε
The task of SVM regression is therefore to
where the constant C > 0 determines the trade off between the flatness of f and the amount up to which deviations larger than ε are tolerated. 28 Its dual quadratic programming-regression problem is
where λ i and λ * i are the Lagrange multipliers. The vector w has the form:
The points with (λ i − λ * i ) = 0 were identified as support vectors since only those points determine the final decision result among all training points.
Some notes on the support vector learning approach
Throughout this paper, we use the Gaussian kernel function K(x, y) = exp(−q x − y 2 ). According to Eqs. (4) and (7) the final decision function of SVM has the following formulation
wherex i are support vectors chosen from the training points and
The support vector machines can be represented as a RBF network architecture, as shown in Fig. 1 , where each hidden unit in the RBF network architecture corresponds to one support vector in SVM. The motivating idea behind the SVM network architecture is that decision function has the following two properties:
(1) According to Eq. (8) we observe that only those points corresponding to α i that differ from zero will affect the final decision result. The value of α i is obtained by solving the quadratic programming problem in Eqs. (2) and (6) . Occasionally, we will obtain some points where α i is close to zero. Clearly, those points will not significantly affect the final decision result, and we consider them as the redundant support vectors. However, we can not eliminate those points arbitrarily because this could lead to bad results. We propose a suitable mechanism to prune those redundant support vectors without significantly increasing the errors in Sec. 3.
(2) According to Eqs. (2) and (6) we observe that the learnable parameters during SVM learning procedure are α i and b. Parameterx i is the support vector coordinate, and it has to choose from training points. Parameters q, the Gaussian kernel width, and C, the regular constant, are predefined constant. If parametersx i , C, and q are learnable, i.e., the positions of support vectors can be located arbitrarily, the upper and lower bond of α i can be different, and the width of Gaussian kernel corresponding to each support vector can be different, then this leads to a flexible formulation in the SVM approximation function. In other words, we can represent the final decision function with fewer support vectors. We illustrate the redundant support vectors in following example.
An example of redundant support vectors
Here we illustrate examples that redundant support vectors occur in the original SVM learning in sample classification and function regression cases. By solving the quadratic programming in Eqs. (2) and (6) we occasionally obtain some support vectors with α i close to zero. As illustrated in Figs. 2 and 3 for SVM classification and regression model, respectively, the support vectors are identified with a red circle. We enlarge the detailed support vector surrounding picture with its value of α i in the right side, and the redundant support vectors are marked with superscript "*". We observe an interesting phenomenon that the redundant support vectors usually do not occur alone. They usually follow significant support vectors (i.e., support vectors with α i differ from zero significantly). This is because by the construction of SVM is not flexible enough, since the support vectors must be chosen by training points and the width of Gaussian kernel corresponding to each support vectors must be the same. Those redundant support vectors with α i close to zero need to be eliminated appropriately. We will describe our eliminating approach in next section. 
Support Vector Pruning and Model-Selecting Algorithm
In this work, we propose a two-stage learning algorithm to prune unimportant support vectors, as shown in Fig. 4 The first stage is the original SVM learning, and in the second stage we attempt to prune redundant support vectors. At the same time, we will also update parameters in order to have minimal increase in error.
Here we propose a methodology to prune redundant support vectors in a well-trained SVM network obtained after stage 1. We remove redundant support vectors by setting their parameter α i equal to zero. Meanwhile, we adjust other parameters to minimize the increase in error after pruning them. At this stage, the learnable parameters are α i , b,x i , and q i , where q i is the width of Gaussian kernel corresponding to ith support vector, and α i are not bond in [−C,C]. Furthermore, we use the actual output obtained from the well trained SVM network in stage 1 as the desired training target in stage 2 in order to preserve the generalization ability of the original SVM learning.
There are two well-known pruning methods in traditional neural network pruning algorithms [11, 20] . One, called the penalty term method, adds terms to the objective function, thus rewarding the network for driving the weights of unnecessary elements to zero and, in effect, removing them during back-propagation learning. The other is the sensitivity calculation method. It estimates the sensitivity of the error function when an element is removed; the element with least effect can then be removed. We modify the above two pruning methods as the basis for support vector pruning algorithms.
Method I (penalty term method)
The first method modifies the error function so that the normal back-propagation algorithm effectively prunes the network by driving weights to zero during training. The weights may be removed when they decrease below a certain threshold. The modified error function provides an appropriate tradeoff between reliability of the training data and complexity of the model. This tradeoff can be realized by minimizing the total risk expressed as:
The first term E p is the standard performance measure, which is typically defined as a mean-square error
where
is the actual output, and d [k] is the desired output for current input x [k] . E c is the complexity penalty, which depends on the network (model) alone. Since a hidden unit (SV) with parameter α i that is almost zero will not affect the final decision result, we can reasonably remove it. Here we adopt the complexity term proposed by Ref. 29 , and apply it to our SVM pruning algorithm. The complexity penalty term is
where α 0 is a predefined constant. For |α i | α 0 , the cost of a weight approaches λ. For |α i | α 0 , the cost is nearly 0. However, the complexity penalty term introduced above has an undesirable property: it forces the weight α i of each hidden unit to approach zero. A better way is to drive the weights of unnecessary hidden units to zero but to retain the weights of significant hidden units, those with significant α i values. Therefore, we propose an alternative design which defines the complexity penalty term as
where b 0 is a constant. It can be seen that for the cases of α i ≈ 0, α i ≈ −C, and α i ≈ C, the cost of weight is nearly 0. Otherwise, the cost approaches λ. We design this complexity term because, according to the quadratic programming in Eqs. (2) and (6), the parameter α i of each hidden unit is located in the interval [−C, C]. Figure 5 shows the difference between those two complexity penalty terms. From Eq. (9), the λ value determines the tradeoff between reliability of the training data and complexity of the model, and it requires some tuning. When λ is infinitely large, all the weights will be driven to zero. When λ is zero, the back-propagation learning process is unconstrained, with the network being completely determined from the training points. Here we assume
where λ 0 is the initial value of λ when the pruning algorithm starts, n p represents the numbers of hidden units (i.e. SVs) that have been pruned, and ρ is a predefined constant. At the beginning of pruning redundant support vectors, the λ value set as a larger value in order to prune more hidden units. As the number of pruned units increases, the λ value should decrease in order to minimize the increase in error. The flowchart of the penalty term-based redundant support vector pruning method is shown in Fig. 6 . Now we use gradient descent method to update the parameters in the SVM. The basic updating rule for weight is
(A) The updating rule for parameter α i :
where if we use Eq. (10) or.
if we use Eq. (13).
(B) The updating rule for parameter q i :
and
(C) The updating rule for parameterx i :
T be the position of the ith support vector and
T be the position of the current input. Then the updating rule for parameterx ij is
and where
and ∂f ∂b = 1.
Method II (sensitivity calculation method)
The basic idea of this approach is to use information on second-order derivatives of the error surface in order to make a trade-off between network complexity and training performance. 12, 14 In a well trained SVM network, the functional Taylor series of the error with respect to the weights (or parameters) is
where H ≡ ∂ 2 E p ∂w 2 is the Hessian matrix. For a network trained to minimum error, the first (linear) term vanishes. We ignore the third and all higher order terms. The purpose of the sensitivity calculation method is to set to zero one of the weights that minimizes the increase in error given in Eq. (19). Eliminating w q is expressed as e T q · δw + w T = 0 where e q is the unit vector in weight space corresponding to weight w q . The above task is therefore to
The Lagrangian can be formulated as:
where β is a Lagrangian multiplier. Taking the derivative of L with respect to δw and setting to zero, the "optimal weight change" and the "resulting change in error" can be obtained as:
where L q is the "saliency" of weight q -the increase in error when the weight q was pruned. Step 3. Find the q-th SV that gives the smallest "saliency" L Φ q
Step Since we start with a well trained SVM network, the computation of Hessian matrix and its inverse can simplify as
and the inverse of the Hessian matrix can be computed as
small constant in order to make H −1 meaningful.
Experiments
In this section, we present examples to investigate the utility of the proposed redundant support vector pruning algorithm, demonstrating that it can offer several advantages in different scenarios. First we present the synthesis examples and benchmark dataset to illustrate different pruning algorithms. We then apply support vector pruning algorithm to the face detection problem as the second experiment.
Synthesis experiment
In this experiment we apply the proposed redundant support vectors pruning algorithm to original SVM learning for both sample classification and function regression examples presented in Sec. 2. In the classification case, we use a small two-spiral data set where the parameters are set to be C = 10 and q = 1.65. In the function regression case, we regress the function sinc(x) where the parameters are set to be C = 10, q = 2, and ε = 0.02. In the classification experiment 12 SVs were obtained by original support vector learning. The penalty term support vector pruning algorithm eliminated 4 redundant SVs while the sensitivity calculation support vector pruning algorithm eliminated 6 redundant SVs. The locations of remaining significant support vectors after pruning algorithm using penalty term and sensitivity calculation methods pruning algorithms are illustrated in Figs. 7(b) and (c), respectively. In the function regression experiment, 11 SVs were obtained by original support vector learning. The penalty term support vector pruning algorithm eliminated 6 redundant SVs while the sensitivity calculation support vector pruning algorithm eliminated 4 redundant SVs. The pruning results using penalty term and sensitivity calculation methods are illustrated in Figs. 8(b) and (c), respectively. In this experiment we eliminate about 30%∼50% unnecessary support vectors in the proposed pruning algorithms. In the function regression experiment, the root mean square-error (RMSE) in original support vector learning is 0.014201. The RMSEs obtained from both the penalty term and sensitivity calculation pruning method are 0.014233 and 0.014254, respectively. The increment in RMSE is small than 0.00005, and it is small enough to ignore. 
Benchmark experiment
In this section we apply the proposed redundant support vectors pruning algorithm on a set of neural network benchmark problems, PROBEN1.
19 From PROBEN1 we choose the following datasets: cancer, card, diabetes, and heart. The information of collected datasets is given in Table 1 . For original SVM training, the parameters are set to be C = 1, q = 0.7, and ε = 0.01. The validation performance is measured by training 70% of the training set and testing the other 30%. Table 2 shows the numbers of SVs, training/testing accuracy The same as Heart c = class output(0/1), a = analog output(0· · ·1). performance in original SVM learning, penalty term method and sensitivity calculation method, respectively. In summary, we eliminate about 35%-65% unnecessary support vectors in the proposed pruning algorithms with a slight increment in training errors. For penalty term method, the validation performance is equal to or better than original SVM in cancer, card, diabetes, heart and heartc; while for sensitivity calculation method, the validation performance is equal to or better than original SVM in cancer, card, heart and heartc.
Face detection experiment
We now apply proposed pruning algorithms to a real world application -face image detection. Speed is an important factor in face detection problem, and eliminating redundant SVs will definitely increase the speed of face detection. We utilize the MIT CBCL face database as training and test data (http://www.ai.mit.edu/projects/cbcl/). The training set was generated by Ref. 24 and the non-faces training set was generated by Ref. In original support vector learning we extract 1,464 support vectors from the training data where the parameters are set to be C = 10 and q = 0.02. The percentage ratio of SVs is about 20.9% among training data. The classification accuracy is 100% in training set and 97.812% in test set, respectively in original SVM approach. Using penalty term method we eliminated 709 redundant SVs while the classification accuracy is 100% in training set and 97.812% in test set, respectively. Using sensitivity calculation method we eliminated 676 redundant SVs while the classification accuracy is 100% in training set and 97.775% in test set, respectively. Since about 50% SVs were pruned in both pruning algorithms, the final face detection performs almost two times faster than the original one. Besides, the SVs in face detection have another geometrical interpretation as shown in Fig. 9(a) . Those SVs are images (contained both faces and non-faces) that selected from training set to support the final decision function, which are called the support faces. 16 After pruning redundant SVs, the image pixels in remaining support faces change to new values, and this makes image deviation from original location. We denoted the remaining SVs as extended support faces, and these extended support faces do not belong to the original training images, as shown in Fig. 9(b) . Figure 10 shows some of face detection results in the CMU test set. 
Discussion
In this paper we prune redundant support vectors in the second-stage training. Hence, the overall training time is longer than original SVM training. However, eliminate redundant support vectors can reduce the testing time and storage requirement. And it is more important to reduce testing time than training time in real applications. Moreover, pruning can improve generalization ability. The computational cost in the second-stage training is worthy. Beside, the model-selection task is employed in the secondstage pruning, and it is faster than training a SVM several times with different model-parameters. In comparison with the two redundant support vectors pruning methodologies, the penalty term method is much slower than sensitivity calculation method because the learning structure of gradient descent manner. It also needs some prior knowledge to determine the values of some predefined constants (e.g., the learning rate and the tradeoff parameter).
Furthermore, one benefit of sensitivity calculation method is that it estimates the sensitivity of the error function after removing support vectors, and this can efficiently control the increase in error value so that the error is always below a tolerance threshold. However, the major drawback in sensitivity calculation method is the demand for memory. The Hessian matrix is of size n 2 where n is the numbers of weights that need to learn. A decomposition method utilized in the face detection experiment is that it only takes into account a subset of weights at each iteration. How to improve the speed of pruning algorithm when the number of support vectors is huge will be our further work.
