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THREADED INTERMEDIATE CODE 
Master of Science'. Thesis Abstract 
by Dale E. Parson 
Computing Science 
An intermediate code is a binary representation of 
a program, including both instructions and data, which 
is produced by a translator from a human readable source 
program and which must be executed at run-time by way of 
some interpretation mechan-ism supported at the machine 
code level. A virtual computer is defined by the 
intermedi-ate code interpreter; the instructions of the 
virtual computer correspond to the intermediate operation 
codes. Each intermediate operation code is supported by 
one or more sequences of machine code instructions which, 
when executed, yield results equivalent to the operation 
represented by the intermediate code element. Advantages 
of using intermediate codes include compactness of 
compiled operation code sequences, ease of compiler code 
generator design and increased compilation speed. The 
primary disadvantage is the increase in program execution 
time over pure machine code due to the ope~ation of the 
run-time interp~eter. 
A powerful virtual machine can give a programming 
language designer an ideal target machine for the run-time 
support o.f the language being designed.. The ·Virtual 
! 
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,. 
machine ca.n be used by a computer designer to mod.el and 
test the behavior of a hardware computer architecture 
being designen. 
Some method for matching intermediate operation 
codes to supporting machine code instruction sequences 
must be used by the rurt-time interpreter. The varieties 
of threaded code utilize machine address pointers 
embedded in or reference.d by the intermediate operation 
codes to dire-ct irtterpretation to the correct machine 
code sequences. Types of threaded code discussed include 
subroutine-threaded code, direct~threaded code, indirect-
threaded code and token-threaded code. 
FORTH and IJ SP are supported by indirect-threaded. 
code. Two FORTH language sy·stems were instal]_ed with an 
editor, extended, tested and debugged as part of the 
research/design work of this thesis. In addition a 
subroutine library which supports data manipulation 
funct.ions of L.I SP was designed., written in C language, 
tested and d.ebugged. The package can be used by compiled 
C programs; it handles all pointer manipulation, error 
check·ing, storage allocation and garbage collection. 
Function names, actions and. the syntax of data accepted 
by the package match those of full LISP. 
2 
THREADED INTERMEDIATE COJJE 
INTKODUCTION-: IN'fERMEDIATE CUDE AND VIRTUAL COMPUTERS 
. l 
An inte~mediate code is defined to be a machine 
readable represe~tation of a program, including b·oth 
instructions and data, which is produced by a translator 
from a human readable source program and which must be 
executed at run-time by way of some interpretation 
mechani.sm supp·orted at the machine code· level. 1 Inter-
mediate code is more compact and execution oriented than 
source code; it is a binary encodirtg used to reduce the 
size of representation and increase the speed of execution 
of the algorithm expressed in the source program beyond 
what would be possible with pure interpretation of 
program text. Intermediate code is not ma·chine code, 
however, since it cannot be executed by the underlying 
hardware or microcode supportJd machine; this code serves 
as a data structure which guides the flow of machine code 
processi·ng at run-t-ime in a manner Which is analogous 
to the way in which co.nventional machine code gui·des the 
fl·ow of microcontrol execution in a microprogr·ammed 
1. For a general discussion of intermediate codes and 
the virtual computers which they implement see Terrence 
w. Pratt, Programming Languages: Design and Implementation 
lEnglewood Cliffs, ~.J.: Prentice-Hall, 1984), p. 20-30. 
3 
machine at run-time. 
It is instructive and relevant at this point to 
briefly review the mechanisms of translation and inter-
pretation in order to develop a context for explaining how 
intermediate code meshes with these mechanisms and why it 
might be used. 
Various schemes ·exist for taking computer pro-grams 
written in a human readable source format and converting 
them into a representation suitable for machine execution. 
At one e·xtreme lies pure translation, where source state-
ments ate fully expanded into equivalent machine code 
sequences, possibly with some optimization performed in 
order to increase execution speed or efficiency of memory 
use while preserving semantic intent.
2 On most modern 
computers the resulting· target machine code is interpreted 
by a microprogram, the. latter consisting of sequences of 
bit patterns in memory used to contro·1 th~ clocked gating 
of registers in the central processing unit onto circuit 
paths, through combinational circui t·ry, and thence into 
other registers.3 A possible translation scheme is one 
where a source program is compiled into a microprogram 
2. See Alfred v. Aho anc;i Jeffrey D. Ullman, Principles of 
Compiler Design (Reading, Ma.: Addison-Wesley, 1977). 
3. For a discussion of microprogrammed support of the 
conventional machine level see ueorge ll. Kraft and Wing 
N. Toy, Micropro6rammed Control and Reliable Design of 
Small Computers tEnglewood Cliffs, ~.J.: Prentice-ttail, 
1981). 
4 
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target format without employing the conventional machine 
code level. Such an executable format would hold a run-
tim~ speed advantage over a machine code representation for 
the same source program, since regular machine code would 
be interpreted at run-time by general purpose microcode 
calling sequences; the decoding of machine code at run~ 
time in order to determine which microcode segments are 
to be executed takes time. Several limitations on the use 
of microcode inhibit the general use of such a scheme. 
Writable control store (when it is available at all -
control store is often of the read--only "firmware" variety) 
is usually composed of far fewer words than the main 
memory which holds conventional machine words. This 
word .count difference allows control store to be 
designed using faster, hence more expensive memo~y circuits 
than that used for main store. Thus it is more economical 
to encode long gating sequences represented by large 
program£ as machine code wo~ds in relatively slow main 
memory and interpret these encoded words by repeatedly 
using relatively short segments of expensive, fast memory 
bit patterns than to compile the source into microcode, 
a method which would require a large amount of expensiv·e 
memory to hold the encoded program. Furthermore, the 
conve.ntional machine level is normally designed to be more 
convenient to use than the microcode level for c6mpiler 
writers. Put simply, compilers which produce machine code 
5 
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are more easily designed than are compilers which produce 
microcode. Microcode reflects the structure of the machine's 
hardware; machine code at its best reflects the run-time 
structure of the programming language being translated 
by tl1e compiler. The current trend in computer design is 
to.· implement higher-level machine code architectures than 
in the past in order to support procedural, block structured 
languages such as Pascal and C, as well as dedicated 
architectures to support run-time facilities for special-
purpose languages such as IJISP and various object orient en 
languages; often. these architectures are implemented 
within a single integra.t.ed circuit p·rocessor package. 
4 
Thus the trend in hardware desigrt is one of easing the 
job of the compiler desi_gner by presenting him with a 
more reasonable machine code architecture with more 
efficient execution characteristics than pre~iously 
available, obliterating any reason· for him· to want to 
produce microcode. 
At the extreme oppo-site of pure translation lies 
pure interpretation.5 An inte~preter uses the source 
4. For an up-to-date view of trends in the design of 
computer hardware and architectures see Computer Design, , 
Vol. 23, No. 10 (September, 1984). The issue is entitled, 
"Future Computers: System Design Beyond 1984." 
5. Interpretation is discussed by Andre_w S. Tanenbaum in 
Structured Computer Organization (Englewood Uliffs, N.J.: 
Prentice-Hall, 1976), p. 344-346. 
6 
version of the prograrr1 at run-time, "executing" it by 
examining the source code and using what it finds to 
steer execution through equivalent code sequences which 
are part of the interpreter's collection of code routines. 
A pure interpreter requires lexica.l and synta.ctic analysis 
at run-time with repeated analysis required for code 
se-quences which are executed more than once. Most inter-
preters are not pure since they do some condensation and 
encoding of the source program, but many still use a 
format. very close in or·ganization to that of the source 
program; for many interpreters- only the lexical portion 
of translation occurs before run-time. The major penalty 
for using int.erpretation is loss of speed, since time is 
divided between executing code sequences equivalent to 
the source program and executing code needed to interpret 
the source program;, in a compiled program the source 
interpretation com:p·onent does not exist at progra .. m run-
time. }'urther speed penalties are experienced because 
optimizations which can be performed during tr~nslation 
cannot be employed by interpretation; the code routines 
of the interpreter are created when the interpreter is 
created and are of general purpos·e nature, hence are not 
optimized for the specific user source program; code 
generated by an optimizing compil~r is tuned to the user's 
source program to a degree. Also all of the code library 
routines of an interpreter must be available, hence loaded 
7 
into memory when an interpreter is used, even 
though 
I 
some of these may never be called during the p
rocess of 
interpreting a specific program. A major advantage of 
working with an interpreter is its ease of us
e - the 
run-time presence of source or near-source co
de allows 
fo-r program-entry-time and run-time error mess
ages which 
supply information about errors in terms of t
he source 
program. Interpreters are generally interactiv
e and 
often more user-friendly than translators. 
"The ultimate in internal program conciseness
 
is not, however, the machine code right at the
 
end of the slide. It is, instead, an ideal mac
hine 
code for running the source language. This ide
al 
machine code has just the operations the source 
language needs, and these are encoded in the m
ost 
consise way - the more frequently used needing
 
fewer bits than the less frequently used." 
6 
Intermediate code occupies the middle ground b
etween 
totally translated machine code and totally in
terpreted 
Source code; it exhibits some of the characteris
tics of 
both of these. To the compiler writer intermed
iate code 
appears to be a powerful target machine code w
ith potent, 
high-level instructions which readily ,meet the
 run-time 
requirements of the langua.ge being compiled; t
he apparent 
underlying computer whose instruction set con
sists of 
the operations of the intermediate code is cal
led the 
6. P. J. Brown, Writing Interactive Compilers and
 Inter-
preters (N~w York, N.Y.: John Wiley and Sons, 1979), 
p. 51. 
8 
virtual computer supported by the intermediate code. 
~/ 
"A hardware computer is termed an actual 
com!uter. A computer that is partially or 
who ly simulated by software or microprograms 
is termed a virtual computer. When a programming 
language is implemented, the run-time data 
structures and algorithms used in program execu-
tion define a computer. Because this computer is 
almost always at least partially software-simulated, 
we speak of this as the virtual computer defined 
.£1: the langua~e implementation. The machine 
language of this virtual computer is the executable 
program form produced by the translator for the 
language, which may take the form of actual machine 
code if the language is compiled, or, alternatively, 
may have some arbitrary structure if the language 7 
is interpreted." 
As an example, a stac.k machine may be implemented 
as a virtual computer. The instruction set for this 
computer would include arithmetic irtstructions which 
would pop operands off of a stack, perform. arithmetic 
operations us.ing t·hese values, and pus.h results back 
o.nto a stack. A virtual c.omputAr could contain instructions 
for per·forming suc.h operations as taking the square root 
or common logarithm of a floating point number, even 
though the machine code level of the computer upon which 
the virtual computer is built does not have any such 
operations in its instruction set. All that is required 
_,__ __ 
-. 
is that some sequence of machine code instructions when 
executed will yield a result equivalent to what the virtual-
operation would have yielded. 
7. Terrence W. Pratt,.££• cit., p. 25-26. 
9 
Machine code sequences used to support virtual 
operations are known as "primitives"; they are the 
primitive operations of the underlying machine. Inter-
-· 
mediate code sequences are sometimes known as "secondaries." 
At run-time an interpreter for the virtual computer uses 
the virtual inFitructions to select what sequences of 
primitives to exebute. 8 Alternatively, some virtual 
instructions may require execution of some other, usually 
simpler sequences of virtual instruction in order to 
acheive instruction simulation; in such a case, the inte .. r-
pretat.ion process must be applied recursively to the-se 
intermediate levels of intermediate code. Eventually, 
however, the interpretation process must lead to the 
eventual execution of equivalent machine code sequences. 
It is possible to support multiple levels of different 
virtual compute:rs with different instruction sets. 
~ach intermediate code would appear as machine code to 
the level above it; calls to interpreters would be nested 
with the next lower lev~l int-erpreter called f6r the inter-
pretation of the next low~r level virtual computer, until 
again the actual machine code level is reached. This 
discussion will be limited to schemes with a single level 
of intermediate code between the source code and the 
8. See H.G.Loeliger, ~hreaded Interpretive Lanfil!ages 
(Peterborough, N.H.: BYTE Publications, 1981), p. 7 
for an introductory discussion of primitives and 
secondaries. 
10 
machine code levels; the principles remain the same for 
multi-level code indirection. 
Much of the preceding elaboration was performed~with 
the intention of establishing a context within which to 
discuss the advantages and disadvantages of using inter-
mediate code schemes over strict translation or inter-
pretation in the processing of computer programs. 
A prime advantage of using an intermediate code 
virtual computer is that it reduces the complexity of 
the compiler for a given language. Since the architecture 
of the virtual computer is designed to support the run-
time requirements of the programming language, compilation 
is simpler. Less code generation need. be done, making the 
compilation process faster and less error prone. ['he 
intermedi.ate code represents an optimized instruction set 
for the la.nguage, so optim·ization of generated code is 
more easily acheived. 
Portability of the compiled code is a related issue.9 
If a compiler produces intermediate code and that inter-
mediate code can be interpreted on a variety of computing 
machines, then programs distributed as translated inter-
mediate code segments can be executed on all of those 
computing machines; the user must, of course, have the 
9. t>ee Andrew S. fanenbaum, ££• cit., p. 354-364 for a 
discussion of program portability across multiple 
virtual machines. 
11. 
-,, 
intermediate code interpreter f.or his underlying machine. 
It is possible to write compilers which will translate 
different source languages into the same intermediate 
code, making the intermediate code level a level of 
junction between differing computers and differing 
languages. When a compiler for a new language is written 
to produce intermediate code, then that language will 
become available on a variety of machines. It is important, 
however, not to try to support too varied a collection 
of programming languages with a single virtual computer • 
.. An i·ntermediate language that must support 
several languages must contain the union set 
o;f all those language features, which will make 
the intermediate language considerably more 
complicated than it would be for any one of 
the languages alone. Many of the featu~es must 
be identified as peculiar to one or anotl1er 
language because of semantic differences. Some 
language features, particularly the declaration, 
I/0, and block structuring conventions, require 
such specialized treatment that there might as 
well be a different intermediate language for 
each language. 
"Some problems arise in the design of back 
ends with multiple machines and one intermediate 
language, but they are less severe than the 
multiple language problem. If the intermediate 
language i~ consistently designed, each of its 
operations can somehow be implemented on a 10 
target machine of reasonable capability." 
For the programming student use of an intermediate 
language scheme is advantageous since the intermediate 
10. William A. Barrett and John D. Couch, Compiler 
Construction: Theory and Practice (Chicago, IL.: 
Science Research Associates, 1979), p. 472. 
12 
mechanisms often retain references to source program 
information such as data types and line numbers of 
instructions which can be useful in helping to find 
the location of bugs in a program. An intermediate code 
level supports the creation of an int~ractive program 
execution environment. 11 As already stated, the compilation 
process is faster than with a machine code compiler; 
student programs often undergo frequent compilation but 
infrequent execution after programming assignments are 
completed. Thus an intermediate code virtual machine 
offers students most of the advantages of pure inter-
pretation without the severe run-time speed penalties 
suffered using the latter technique. 
For the microprocessor controlled machine designer 
and computer hobbyist an important aspect of the use of 
intermediate codes is the reduction in memory requirements 
over what is possible with pure translation or interpreta-
tion. The reduction in memory re~irements over inter-
pretation is possible because the encoding technique is 
more compact than the use of verbose source text. The 
reduction in memory requirements over machine code trans-
lation is possible because each intermediate code i~struc-
tion represents a large number of machine code primitive 
11. See P. J. Brown,£].• cit., for information concerning 
the advantages of creating an interactive run-time 
environment. 
13 
.. 
instructions. If the same intermediate code op codes 
are used repeatedly, then significantly less memory is 
used for their storage than would be required for the 
repeated generation of similar machine code sequences 
by a machine code producjng translator. In virtu~l 
computers where all of the primitive code sequence·s are 
loaded at run-time, the user must pay the initial memory 
overhead of storing these primitives, many of which may 
never· be use·d if the user program is short. Long user 
programs which do make use of the full capabilities of 
the virtual machine, on the other hand, would experience 
reductions in memory consumption over machine code schemes 
because of the compact encoding of ·powerful operations. 
Here w~ see the similarity between virtual computers 
supported by interpreters and machine code supported by 
microprogramming mentioned earlier; ·the technique used 
for encoding a powerful instruction architecture reduces 
the memory requirements for large compiled programs 
running. on that architecture. FORTH, a threaded compiled 
language which will be discussed later in this essay, 
produces extremely memory efficient intermediate code.
12 
1 have seen it used on several different types of computer 
controlled equipment used in semiconductor manufacture for 
12. See E. Rather, L. ~rodie, and C. Rosenberg, Using FORTH 
(Hermosa Beach, CA.: FORTH, Inc., 1979). 
l 14 
\_ 
,., 
this reason. 
"If programming languages were originally defined 
in terms of their virtual computers, so that each 
language was associated with a single commonly 
understood virtual computer, then description of 
the semantics of each language in terms of its 
, virtual computer would be straightforward. 
Unfortunately, because languages are usually 
defined by giving a semantics for each syntactic 
construct individually, language definitions specify13 
only implicitly an underlying virtual computer." 
Thus the virtual computer represented by the inter-
mediat·e code instruction set provides a specification 
and implem.entation tool which can be used by the 
programming language de·stgner and implem·enter in 
establishing semantics of a language and ve.rifying 
semantic correctness of its implement·ations. 
/· 
The final and in some wayq most important use of 
virtual computers is in the area of experimentation with 
novel computer architectures. Here is where the similarity 
of machine· code interpretation of intermediate code to 
microcode interpretation of machine code becomes signi-
ficant: if the virtual computer design proves to be 
useful, design a microcoded computer to interpret the 
virtual machine's code as actual machine code at run-time. 
The LISP I\1achine 14 is just one example of a computer 
13. Terrence W. Pratt, .2.E· cit., p. 27. 
14. See Bawden, ureenblatt, Holloway, Knight, Moon and 
Weinreb, "The LISP Machine," Artificial Intelligence: 
An MIT Perspective tCambridge, MA.: MlT Press, 1979), 
p. 345-373. 
15 
originally implemented as an intermediate software 
construct but now available as an actual microcode 
supported machine. Using intermediate code to experiment 
with new architectures allows the designer to create, 
test, c.tn<l debug techniques before going through the time 
and expense of committing them to hardware and firmware. 
When the archtectural design is satisfyingly complete 
then the hardware/microcode implementation can be begun. 
'l'he IS-25 Assembly Langua.ge specification has been used 
to design a series·of computers whose run-time character-
istics support the efficient exE?cuti-on of compi le.d C 
programs, 15 but not before extensive experience with 
compiled C programs was ga.ined using ·more interme.diate 
level software support. 
Shifting the interpretation bf the virtual computer 
operations down into microcode removes the major liability 
experienced with the use of intermediate code, that of 
poor execution speed. 
"The interpretation procedure for execution of 
this translated program form must be represented 
by software because the hardware interpreter 
cannot be used directly. Use of a software inter-
preter ordinarily results in relatively slow 
program execution. In addition, languages which 
are software-interpreted also tend to require 
extensive software simulation of primitive opera-
tions, storage management, and other language 
15. See 3B20S/A 90I!lputers - IS25 Assembler Manual 
(Winston-Salem, N.C.: AT&T Technologies, 1984). 
16 
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features. Translators for interpreted languages 
tend to be rather simple, with mos~ of the com-
plexity of the implementation coming in the simu- 16 
lation software." 
~xecution time of an intermediate code program may 
be from two to many more times longer than the execution 
time of an algorithmically equivalent machine code pro-
gram. The amount of time increase depends upon the com-
plexity of the intermediate code virtual machine, the 
resultant complexity of the interpreter needed t.o support 
it, and the degree to which the architecture of the under-
lying machine code level meets the support requirements 
of the virtual machine architecture. 
We can conclude from the. above that the greatest 
utility for the use of intermediate code virtual computers 
is present in three situations. One situation is in an 
educational environment where frequent compilations 
take place but long term recurring execution of large 
com-piled programs normally doe-s not occur; the speed of 
compilation and interaction supporting nature of the 
virtual computer code is useful here. A second environment 
is one where experimentation with programming language 
design occurs; novel compilers can be designed to be 
relatively simple and reliable if they must compile code 
. 
only to the powerful virtual machine 1 level; such design 
can be accomplished in a fairly short amount of time. 
A third environment is one where experimentation with 
1G. Terrence VI. Pratt, -2.E• cit., p. 25. 
17 
machine architecture design occurs; the novel architecture 
can be simulated as a virtual computer before committing 
it to hardware and microcode. 'l'hus the intermediate code 
virtual computer has its main utility as a software 
laboratory aid. 
While most of the discussion so far has dealt with 
executable code, it is important to note that the virtual 
computer can support complex mechanisms for the structuring 
and translation of a program's data from a high level 
notation to an intermediate level storage scheme. More 
will be said on this in later sections. 
In addition to study of the relevant literature, two 
research/design projects contributed to this thesis. One 
was the installation, modification, extension and debugging .e 
of two FORTH lan~uage systems, one on an Apple II Plus 
m·icrocomputer 17 and .another -on the PlJP-11 /70 minicomputer 
at Albright College, Heading, Pennsylva~ia.
18 The second 
project was the design and implementation of a LISP data 
manipulation package on an AT&T 3B20S superminicomputer 
running UNIX System Vat AT&T Technology Systems in 
Reading, Pennsylvania. ~I.1he package presents C language 
17. See w.F. Ragsdale, FIG-FORTH 6502 Assembly Source 
Listing (San Carlos, CA.: FORTH Interest Group, 1980). 
18. See John S. James, FIG-FORTH for PDP-11 Assembly 
Source Listing lSan Carlos, CA.: FORTH Interest Group, 
1979). 
18 
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programs with the capability of calling LlSP data mani-
pulation functions for performing symbolic processing. 
The .F'ORTH and LISP programs will not be covered in 
exhaustive deta·il in this thesis; instead I will elaborate 
upon aspects of these systems relevant to the' topic of 
threaded intermediate run-time code. 
THREADED INTERMEDIATE CODE 
MECHANISMS AND STRUCTURES 
The "threads" of thre·aded intermediate code are 
pointers. Threaded code forms a data structure with objects 
connected via pointers. Objects in the data structure 
may be composed of pointers to other such objects, 
pointers to machine code primitive routines. pointers to 
machine code level data items, pointers to more complex 
data structures, along with locally stored items of data. 
The essential features of a threaded intermediat~ bode 
are that it consists of linked objects, and that a run-time 
interpreter executes portions of this code by following 
code links and initiating machine execution of the primi-
tive routines to which these code links eventually lead. 
"All varieties of threaded code consist of 
a data structure that is a sequence of unique 
subroutine identifiers. Traditionally, threaded 
code has been kept close to the machine level 
and has included actual pointers to the subroutines 
(which themselves may be either intermediate 
language or machine code). Also traditionally, 
19 
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a portion of the processor resources - in particular, 
processor registers - has been dedicated to the use 
of the threaded code interpreter. As we shall see, 
neither absolute pointers nor register resources 19 
need be used to implement threaded code." 
The advantage to using such a type of intermediat~ 
encoding technique over other possible schemes is that 
t·he direct linkage of the threaded c·ode to the equivalent 
machine code primitives via pointers allows for a very 
efficient run-time interpretation mechanism. Before 
categorizing the several varieties of threaded code and 
discussing their differences, let us examine a generic 
threaded code interpreter and analyze th_e workings of its 
20 
component parts. 
A threaded code interpreter can be implemented using 
three procedures, procedures which we will call NEXT, 
CALL, and RETURN. In this discussion the program counter 
of· the underlying machine code level machine will be 
called the PC; PC is the register used to fetch primitive 
leve 1 instructions. IP i.s the "instruction pointer" for 
the threaded code virtual machine; like PC, IP is used 
to fetch instructions, in its case intermediate level 
instructions. IP may consist of a processor register if 
19. Terry Ritter and Gregory Walker, "Varieties of 
Threaded Code for Language Implementa.tion," BYTE, Vol. 5, 
No. 9 (September, 1980), p. 211. 
20. For a discussion of run-time interpretation of 
threaded code see R.G.Loeliger, .2.E.· cit., p. 18-25 • 
. ,
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on-e is available; otherwise IP may be stored in memory 
and put into a register when necessary. Finally we 
must have access to a stack for storing return addresses 
during nested subroutine calls; if the machine level uses 
a stack for such purposes then that stack may be used, 
since all calls to machine primitive routines are nested 
within threaded code interpretation sequences; the only 
machine code to execute besides the operation supporting 
primitives is the interpreter mechanism itself. 
Code sequence NEXT in the interpreter fetches the 
threaded code instruction indicated by IP into some 
temporary locat.ion in preparation for execution, after 
which NEXT advances IP to point to the next threaded 
code instruction; NEXT mirrors the way in which the micro-
program uses th.e program counter at a lower level. If the 
threaded code sequence consists of a contiguous array 
of objects which themselves are composed of strictly 
encoded instructions, then the operations of NEXT are 
simply: 1) fetch the code word indicated by the IP, and 
2) increment IP to point to the next operation code. 
This is normally the way the PC is advanced at the machine 
level. If, on the other hand, the item at which the IP 
points is not- a simple intermediate operation code, but 
rather a more complex intermediate data structure, then 
the fetch portion of NEXT's operation becomes more involved;
 
NEXT must extract the instructi-on code ,.from its place in 
21 
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the data structure. Furthermore, if the instruction code 
is part of a complex data structure and these structures 
are stored in a linear array format then ~EXT must 
advance IP to point to the next complete structure. 
Alternatively, the structures may not be stored in an 
array format but rather in a linked-list format with one 
of the structure fields serving as a pointer to the next 
structured object; in this case NEXT must advance IP by 
extracting the linkage information from the structured 
intermediate object and loading it into IP. 
·Note that in order for the interpreter to be a.ble to 
function, NEXT must know about the details of the data 
structuring of the intermediate code objects; at the very 
l.east NEXT must k·now how to use a value in IP to extract 
an intermediate operation code an.d a new value for IP. 
The fact that NEXT is designed to interpret a specific 
type of structure means that the intermediate target 
machine provides a powerful, involved target for the 
compiler writer_; target machine op codes need not be 
restricted to the conventional sequential machine word 
variety, and indeed intermediate code objects may represent 
complicated information· structures for whic·h the 
executabl~ component is only one portion of the structure. 
The second routine in the i~terpreter's collection is 
CALL. CALL's job is to initiate execution of the- code 
sequence indicated by the operation code fetched by NEXT 
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in the preceding step. By definition a threaded op code 
is a pointer; that pointer may point directly to the op 
code's equivalent routine, or that pointer may be an 
indirect indicator used by CALL to find the actual address 
of the routine. In any event the first function performed 
by CALL is to take the intermediate operation code supplied 
by NEXT and transform it into a p_ointer to a routine used 
to support that intermediate op code. CALL's second action 
is to start execution of the indicated routine. If the 
routine is a primitive then a jump to subroutine instruction 
at the machine level is executed; provisions must be made 
for saving PC on the return address stack - this stacking 
mechanism is usually supported on the underlying machine. 
When the primitive routine completes execution it will 
execute a machine code level return from subroutine 
instruction - operation RETURN as supported at the machine 
code level~ and the interpreter will resume execution 
by using NEXT to fetch the next intermediate op code. 
CALL's job of initiating execution of the underlying 
routine becomes more involved when the indicated routine 
is a secondary, a sequence of intermediate code instructions. 
Conceptually CALL must call the complete interpreter 
recursively, using the secondary routine's address computed 
by CALL as an argument to be loaded by the recursively 
called interpreter into its local IP. The performance 
penalties which accompany actual use of recursion need 
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not actually be incurred. Instead CALL can push the 
current value of IP onto the return stack, load the 
secondary code address into IP, and allow NEXT to begin 
the subsequent fetch-execute cycle; NEXT begins inter-
pretation of the called secondary. 
In order for the above mechanism to work there must 
be a way whereby the interpreter can detect the end of a 
secondary subroutine, allowing the interpreter to pop 
the old, pre-call value of IP from the stack; RE·TURN 
performs this function. RETURN must pop IP for a secondary 
and PC for a primitive. 'l1he simplest way to detect the end 
of a secondary is to store a special sentinal value at 
the end of a sequence of intermediate op codes; when 
CALL detect·s this sentinal value it does not use the 
value to determine a routine address, but rather causes 
RETURN's instructions to be executed, thereby popping 
the stacked IP. 
An alternative method is to implement RETURN as a 
primitive and generate an intermediate op code for this 
primitive at the end of each secondary sequence. The 
problem with this approach is that when the RETURN 
primitive is called it's return address {an address 
back in calling routine CALL) will be placed on the stack 
above the stacked IP which RETURN is to pop; RETURN 
would be required to swap these two items on the stack, 
an operation which consumes extra time for every secondary 
24 
-I 
RETryRN executed. Another approach would b
e to never call 
intermediate-supporting primitives as su
broutines, but 
rather jump to them without saving a return address. 
The machine code sequence which always fo
llows execution 
of any primitive is execution of NEXT, s
o primitives 
merely GOTO NEXT; this method is used by 
FORTH. 21 This 
technique removes the necessity of placi
ng a GOTO N~XT 
instruction at the end of the CALL portio
n of the fetch-
execute sequence of the interpreter for 
primitives. 
HE~URN for a secondary is implemented as 
an intermediate 
op code supported by a primitive; that p
rimitive pops 
IP from the stack and jumps to the beginning of the 
interpreter at NEXT. Since the primitives 
do not require 
use of the RETURN stack there is n0 con
flict in stack 
use between secondaries and primitives u
sed as part of 
the interpreter. 
These two alternative interpretive techn
iques are 
illustrated in Figures 1 and 2 on pages 
26 and 27. The 
second algorithm eliminates the test for 
the sentinal 
op code required by CALL in the first alg
orithm; the 
second algorithm also eliminates the ove
rhead of saving 
a return address on the stack when callin
g primitives. 
· While these savings might seem to be sli
ght at first 
thought, it must be remembered that the i
nterpreter is 
21. See C.H. Ting, Systems Guide to FIG-FORT
H (San Mateo, 
CA.: Offete ~nterprises, 1980), ·uhapter 4. 
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.NEXT: 
CA!JL: 
1. Extract an intermediate op code from 
intermediate data structure using 
value in instruction pointer (IP) and 
knowledge of organizAtion of the 
intermediate data structure. 
2. AdvRnce IP to point to the next inter-
mediate data structure using current 
IP value and knowledge of intermediate 
data structure. 
3. Continue to step 1 of UALL. 
1. ~xamine op code extracted by NEXT. 
IF op code is secondary sentinal value 
Pop IP from return stack 
~LSE 
2. Translate intermediate op code into 
a pointer to a routine, either a 
primitive or secondary, which supports 
that op code. 
IF routine is a primitive 
uall that routine, saving machine 
PC on return stack. 
ELSE 
Ptish IP to return stabk, then 
load secondary routine address 
into IP. 
3. GOTO NEXT 
Primitive: A sequence of machine code instructions 
which may include calls to other machine code 
subroutines. The sequence is terminated by 
a return from subroutine instruction which 
pops return address in CALL from return stack 
and into PC. 
Secondary: A sequence of intermediate data structures 
containing or otherwise referencing 
intermediate op codes. Intermediate op codes 
may be supported by either primitives or 
secondaries; care must be taken to ensure that 
no op code is supported by a secondary that 
unconditionally uses that op code, otherwise 
infinite looping will result, terminated by 
return stack overflow. 
Sequence is terminated by SENTINAL value 
detected in CALL. 
FIGURE 1 
Interpreter mechanism with RETURN for primitives supported 
by popping program counter from stack, RETURN for 
secondaries supported by SENTINAL op code detected in CALL. 
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.NEXT: 
CALL: 
1. Extract an intermediate op code from 
intermediate data structure using value 
in instruction pointer (IP) and 
knowledge of organization of the inter-
mediate data structure. 
2. Advance IP to point to the next intermediate 
data structure using current IP value 
and knowledge of intermediate data 
structure. 
3. Continue to step 1 of CALL. 
1. Translate intermediate op code into a pointer 
to a routine, either a primitive or a 
secondary, which supports that op code. 
IF routine is a primitive 
ELSE 
Jump to that routine; do not save PC 
on.return stack. 
Push IP to return stack, then load 
secondary routine address into IP~ 
GOTO NEX1'. 
Primitive: A sequence of machine code instructions which 
may include calls to other machine code 
subroutines. The sequence is terminated by a 
machine level jump to NEXT. 
Secondary: A sequence of intermediate data structures 
containing or otherwise referencing 
intermediate op codes. Intermediate op codes 
may be supported by either primitives or 
secondaries, subject to same restrictions for 
secondaries given in Figure 1 on previous page. 
Sequence is terminated by op code for primitive 
RETURN code sequence 
RETURN: A primitive which pops value of IP from return 
stack; value was pushed in CALL. Pop is 
followed by standard primitive jump to NEXT. 
iIGURE 2 
Interpreter mechanism with RETURN for primitives supported 
by a jump to NEXT, RETURN for secondaries supported by a 
primitive code sequence. 
\ ' 
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the most frequently executed piece of machine code in 
the entire interpretive system; savings of a few machine 
cycles will be multiplied many times. The second algorithm 
is not as modular as the fir.st; the interpreter is broken 
up into the NEXT/CALL routine and the RETURN primitive, 
and op code primitives use GOTOs in order to return to 
the interpretation mechanism. Yet the second technique 
• 
is orderly and highly structured in its own way, and it 
approaches the most efficient way in which to interpr·et 
a threaded intermediate code. 
Arguments can be passed by a threaded calling routine 
to called primitive or secondary routines in a number of 
ways. Data values placed in-line in the threaded code, 
following the op c6de which directs execution to the called 
primitive or secondary, can be extracted by the called 
routine via use of the caller's IP. A called primitive 
must retrieve the value indirectly using IP as a data 
pointer, then advance IP to point to the next threaded 
op code following the last data argument. A called secon-
dary would pop the caller's IP from the stack into a 
temporary pointer location, use that pointer to obtain 
the data, advance the pointer and push it to the stack 
to be popped into the caller's IP upon execution of 
RETURN. This in-line method of passing data can be used 
with all varieties of threaded code to be discussed. 
Threaded jump instructions work in a similar way. 
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A jump primitive merely modifies the caller's IP; the 
threaded code interpreter automa.tically takes care of 
resuming the fetch-execute cycle at the new location. 
Arguments can also be passed to called routines 
via a data stack, a stack distinct from that used to 
hold return addresses; this is the method used by FORTH.
22 
A method could also be devised where return addresses, 
arguments, and local variables are grouped within stack 
frames, a scheme used for many fully compiled high-level 
languages. ,. 
Now th~t generic threaded code and its generic inter-
pretation mechanisms have been seen, it is time to look 
at some of the detailed ways in which code threading is 
actually performed. Four varietie·s of threaded code have 
been identified; they have been labelled subroutine-, 
direct-, indirect-, and token-threaded code. these varie-
ties differ in the ways in which they use pointers to 
access executable primitives. 
"Subroutine-threaded code: A sequence of 
subroutine calls with no other embedded instructions 
implements an intermediate language. Each 
subroutine call may be considered a single 
intermediate-language operation, which need not be 
related to the underlying machine architecture. 
Subroutine-threaded code (STC) is a control 
mechanism that is widely supported at the ma.chine- 23 
hardware level." 
22. C.H. Ting, .2.E· cit., Chapter 2, p. 5. 
23. Terry Ritter and Gregory Walker, .2.E• cit., p. 211. 
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The technique of supporting a virtual machine by 
creating a library of subroutines called in a conventional 
' 
manner is a technique utilized by most programmers. 
Subroutine-threaded code represents an extension of the 
machine code level rather than a departure from it. 
Microcode still supplies the run-time interpretation 
mechanism; consequently this type of threaded code 
executes more quickly than the more machine independent 
varieties. Many traditional machine code compilers use 
system calls and collections of calls to library subroutines 
for performing special purpose operations such as input/ 
output or database manipulation; the C language does 
not contain any I/0 instructions and performs calls to 
I/0 f~nctions whenever input or output operations must 
be performed. 24 Subroutine-threaded code represents a 
slight departure from generation of pure in-line code 
by a compiler, a departure which does not require the 
services of a special run-time interpreter. 
"Direct-threaded. code: Direct-threaded code 
(DTC) may be considered a sequence of machine-
language subroutine calls with the 'call' op 
code removed. This results in a list of addresses, 
each of which points to a machine-language 
subroutine. Since the direct-threaded program 
includes no op codes, a short machine-language 
program must be written to read the next 
address in the list and transfer control to that 
24. See Brian W. Kernighan and Dennis M. Ritchie, The 
C Programming Language (Englewood Cliffs, N.J.: 
Prentice-Hall, 1978), p. 143-178. 
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address. Traditional direct-threaded code imple-
mentations do not allow the use of true subroutines 
at the machine level but instead require that 
each routine terminate by executing the NEXT 25 
operation." 
Unlike subroutine-threaded code, direct-threaded 
code cannot rely on the microcode to provide the entire 
interpretation mechanism. The called routine cannot 
return to the calling routine si·nce the latter does not 
contain executable operations. Instead control mu-st be 
maintained by an interpreter which uses IP to fetch 
direct pointers to subroutines; CALL uses the pointers 
to provide direct jump addr·esses. Primitives can return 
using either of the two RETURN mechanisms previously 
described. Secondaries can be called from secortdAries 
via manipulation of IP. 
Obvio·usly direct-threaded code is only a slight 
extension to subroutine-threaded code. Direct-threaded 
code in a sense supports a virtual machine more remote 
from machine code than th.at. supported by subroutine-
threaded code since direct-threaded code requires the 
services of a simple machine code interpreter. On most 
machines the only advantage to using direct- over 
subroutine-threaded code is that the former consumes less 
memory; call op codes can be assumed and do not need to 
I 
be represented. On a microcomputer with eight bit op 
codes and sixteen bit addresses direct-threaded code 
25. Terry Hitter and Gregory Walker, .2.E• cit., p. 212. 
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routines require two-thirds of the storage required by 
subroutine-threaded code. Direct-threaded coding elimi-
nates the possibility of interleaving threaded code calls 
with native machine code existant with subroutine-threaded 
code; direct threaded code must separate instruction se-
quences into distinct primitives and secondaries. 
On some computers direct-threaded code will execute 
more slowly than the subroutine variety because of the 
requirement for an i.nterpretation mechanism. ealls must 
be executed and IP must be managed, a two-step operation 
on most machines; subroutine-threaded calls make use of 
microcode support to manage jumps and return addresses 
using single instructions. A definite reduction in speed 
will be seen, however, if the RETURN mechanism of jumping 
from primitives back to the interpreter is used instead 
of subroutine calls to primitives; subroutine calls 
require the. saving of a return address on the return 
stack, an operation which takes time. An intrasegment 
jump using an address in a register requires eleven 
clock cycles to execute on the 8086 microprocessor; 
th i 1 t b t . 11 . · . · · . t 
26 Th 
· ··e equ va en su rou 1ne ca requires six een. e 
difference is caused by the lack of need to save the 
return address of the interpreter on the stack; subroutine-
threaded code always saves the return address. 
26. See Russell Rector and George Alexy, The 8086 Book 
(Berkeley, CA.: Osborne/McGraw-Hill, 1980-Y:-
Chapter 3, p. 82 and 146.) 
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An even greater savings in time resulting from the 
use of direct- rather than subroutine-threaded code can 
occur on machines which allow jumping indirectly via a 
register address (that is, use the address in the register 
to fetch the jump address from memory) and post-incrementing 
that register (assuming the register is being used as IP) 
within the same instruction; the PDP-11 is such a machine. 
''In comparing threaded code and subroutines 
for the specific PDP-11 example it can also be 
noted that the subroutine call occupies 2 words 
of storage while the 'indirect jump/increment 
register' instruction requires only a single 
word for address specification. Finally, execution 
of the latter instruction requires less than half 
the time required by the subroutine call/return 27 
sequence." 
Thus properly supported direct-threaded code can 
provid~ memory space and execution time savings when used 
instead of subroutine-threaded code. Time savings occur 
in the mechanism used to call primitives; nesting through 
several levels of secondaries can be very time consuming 
using any threaded code technique. Time consumption in 
these latter cases is primarily a function of the number 
of levels of secondary code through which the interpreter 
must search for primitives to execute. 
A stated requirement of direct-threaded code is that 
it must point to an executable primitive; direct-threaded 
27. Richard H. Eckhouse, Jr. and L. Robert Morris, 
~inicomputer Systems - Organization, Programming, and 
~p!li~ations {PDP-11) (Englewood Cliffs, N.J.: Prentice-
Ha I, 1979), p. 294. 
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code is, after all, a sequence of machine code subroutine 
calls with the op codes removed. How, then, is a call 
to a direct-threaded.code secondary implemented? 
The simplest way to handle calls to secondaries 
is to place a machine code primitive sequence before each 
secondary s~quence; the duty of this machine code is to 
place the IP of the caller on the return stack, load 
IP with the address of the first memory location following 
1' 
the primitive sequence (the first direct-threaded op code), 
then jump to the interpreter. RETURN would be implemented 
using a primitive-supported direct-threaded op code to 
restore the caller's IP as the last in~truction in the 
secondary. Consequently the main body of the interpreter 
woulrl regard all support routines as primitives; 
secondaries would be prefaced by the primitive section 
· which saves and modifies IP. This technique distributes 
the body of the interpreter throughout the code even more 
than the second generic technique shown on page 27. 
"Indirect-threaded code: Indirect-threaded 
code (ITC) consists of a list of addresses, but 
each address points to another address which 
then points to the machine-code routine. As 
compared ~o direct-threaded code, in indirect-
threaded code the interpreter must go through 
an extra level of indirection. Indirect-threaded 
intermediate-language subroutines do not contain 
machine-language code for the call operation, 
and one advantage of indirect-threaded code 
is that a compiler using it need only produce 
pointers. By manipulating only pointers, the 
compiler generates intermediate-language code 
that does not include machine-language code 
itself; thus it is independent of the target 
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machine. However, a disadvantage of indirect-
threaded is that the interpreter has the overhead 28 
of an extra level of indirect addressing." 
In its simplest form indirect-threaded code consists 
of a string of addresses, each of which points to a memory 
location where there resides a pointer to an executable 
routine. I will call this type of code "simple indirect-
threaded code." More complex indirection structures 
include intermediate codes which are not stored con-
tiguously but rather as linked data structures; code links 
can be followed through more than the two levels·of 
indirection mentioned above before reaching executable 
code. Indirect-threaded code is so called because it 
makes use of indirection in pointing to code; simple 
indirect-threaded code is the simplest way to implement 
such a code structure. Most of the following discussion 
.l 
of indirect-threaded code will deal with the simple 
variety. 
Consider the generic intermediate code of page 
27 and how it would be implemented using indirect-
threaded code. The interpreter must take an indirect-
threaded op code, obtain the contents of the memory 
cell to which it points, and jump to the location 
specified in that memory cell. 
Primitives must be preceded by a memory location 
28. Terry Ritter and Gregory Walker, .21?.• cit., p. 212. 
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containing a pointer to the first executable primitive 
instruction. An indirect op code supported by a primitive 
consists of a pointer to that preceding pointer memory 
location. Primitives can return by jumping to NEXT 
in the interpreter. 
Secondaries must also be preceded by a pointer to 
an executable code routine; this pointer could be called 
the code pointer prefix. The duty of the executable code 
routine is to save IP on the return stack, then load IP 
with the address of the first memory location beyond the 
location containing the prefix (the address of the first 
indirect code • the secondary), then • to N~XT op in JUmp 
in the interpreter. Secondaries are concluded with indirect 
pointers to a primitive which restores the stacked IP. 
It was previously stated that the machine code prefix 
for a called secondary of direct-threaded code is placed 
at the head of the called secondary; this requirement was 
necessary since the addresses indicated by direct threaded 
code pointers must be executable. Since the addresses 
indicated by indirect-threaded code pointers contain 
pointers to executable code, the entire prefix machine 
code sequence required for secondaries can be replaced 
by a single pointer to a machine code routine which 
need be stored only once rather than at the start of 
every secondary. 
Increasing the number of levels of indirection 
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results in: 1) increased interpretation time required 
to trace through the levels, 2) increased distance 
between threaded op codes and machine code architecture, 
and 3) increased opportunities to embed threaded op 
codes and other pointers in complex data structures, 
making the virtual machine more complicated and powerful. 
~ince many possible indirect-threaded virtual 
machines could be designed, the comparison of indirect-
to direct-threaded coding techniques is not as straight-
forward as the comparison of direct- to subroutine-
threaded code. The major tradeoff involved in designing 
indirect-threaded machines is speed versus architectural 
complexity. The FORTH virtual machine which will be 
examined is a simple indirect-threaded virtual machine. 29 
FORTH i_s known for the compactness of its code and speed 
-of interpretation. The LISP indirect-threaded virtual 
machine is much more complex than that of FORTH; LISP 
is known for its power and flexibilty of data structuring, 
but it is definitely not known as a language which is 
efficiently executed by interpretation on a conventional 
machine level architecture. 30 
The fact that the three types of threaded code just 
29. C.H. Ting, 2.E.• cit., Chapter 4. 
30. See Bawden, Greenblatt, Holloway, Knight, Moon and 
Weinreb, .2.£• cit., p. 345-373. 
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discussed all use machine address pointers limits 
the 
portability of these types of code. In order to ex
ecute 
threaded code produced for one computer on a diffe
rent 
computer it is necessary that all called primitive
s 
and secondaries be at the same memory locations on 
both 
machines. This is possible when the two computers 
are 
the same make and model and are running identical 
interpreters with identical support routines. If t
wo 
different types of computers are used then portab
ility 
of the threaded object code would be very difficult to 
achieve. The run-time interpreters will not be ide
ntical 
on the two machines; algorithmically equivalent p
rimi-
tives will not require identical amounts of memory
 on 
both machines. If sizes of primitives differ then 
addresses 
will differ. In such cases portability will be pos
sible 
,. 
only at t.he source code level; the user will be re
quired 
to c.ompile the threaded code for a particular com
puter 
and corresponding run-time int·erpreter, usually th
e 
machine on which the compiler is executed (unless a 
cross-compiler is used). The fourth type of threaded 
intermediate code, token-threaded code, does not s
uffer 
from this portability restriction. 
"Token-threaded code: The varieties of 
threaded code previously mentioned contained 
pointers that w.ere actual addresses of the 
subroutines in memory. Using memory addresses 
to select routines wastes storage because 
the number of subroutines in the system is far 
smaller than the number of memory locations. 
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A savings in intermediate-language program 
size can be obtained by using short tokens 
to identify the subroutines to be invoked. 
Typically, token-threaded code tTTC) can be 
implemented by using the current token to 1 
index into a table of subroutine addresses." 3 
Token-threaded code thus has two important advan-
tages over the subroutine-, direct-, and indirect-
threaded varieties discussed. Token-threaded op codes 
are more compact than the other varieties because they 
only use the number of bits necessary to distinguish 
between all possible operations in the virtual machine; 
the others use the number of bits necessary to distinguish 
between all possible memory locations in the program's 
address _space. Token-threaded code's second advantage 
is portability of compiled code. If token-threaded code 
is used to index into a table of subroutine addresses 
then that table can be built into the run-time interpreter 
for each computer. Consequently operations are not b·ound 
to addresses at compile-time but only at run-time. If 
user created procedures are to be called there must exist 
some method for adding addresses of user defined secondaries 
to the token-indexed address table; token op code 
indexes must be assigned to user defined secondaries at 
compile-time, but the corresponding code addresses in the 
indexed table will not be resolved until load/run-time. 
31. Terry Ritter and Gregory W.alker, .21!· cit., p. 212. 
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Token-threaded intermediate code adds another level 
of indirection to that of indirect-threaded code; the 
pointers contained in the index table are normally some 
variety of indirect pointers. The user of token-threaded 
code trades the speed advantage of the more machine 
dependent varieties for portability of compiled code. 
Thus we se-e the primary advantage of using the fourth 
type of threaded code. 
FORTH and LISP both generate code structures containing 
indirect pointers, pointers indicating actual memory 
addresses. The loss of portability is not too important, 
however, since both languages are g,eared toward interactive 
use; the emphasis of interactive languages is interaction 
with the ·programmer /user, making accessibility of source 
code information important to the virtual machine 
(especially for the support o-f intelligible error mes-sages 
and testing/debugging facilit-ies). Portability at the 
source code level can be supported for both languages. 
Since both of these languages place great emphasis on 
user interaction it is important to see in what ways 
threaded code can be used to support interactive pro-
gramming language facilities .• 
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INTERACTIVE THREADED LANGUAGE FACILITIES 
Threaded language facilities are not inherently 
interactive. Threaded code generating compilers for 
non-interactive languages such as FORTRAN IV have been 
designed for widely used computers.
32 Yet the high level 
virtual machine created by an intermediate code has 
·several qualities which allow it to readily support an 
interactive programming environment. 
An inter~ctive language system aids the programmer 
at program text entry time by reporting syntax errors 
as soon. as· they occur. Such reporting is possible because 
a text editor geared to the specific language is used; 
the editor is often written as part of the language 
system. With incremental compilation techniques routines 
can be compiled as they are entered and executed indepen-
·dently of the main program; this ability is useful for 
subroutine testing, and is possible with b·oth FORTH and 
LISP. The text editor in such a system not only stores 
source text in a file, but also passes text to the 
incremental compiler for syntax verification and 
compilation. 
• 
32. Richard H. Eckhouse and L •. Robert Morris, .Q..E• cit., 
p. 294. 
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"Interactive languages have led to the 
development of a new type of compiler, called 
an incremental compiler. An incremental compiler 
takes the source program one line at a time. 
It checks each line for errors and translates 
the line into the internal language. If the line 
is correct, its translation is then incorporated 
as an 'increment' to the internal program; other-
wise the error is reported to the user and the 33 
line is ignored." 
A complete function definition in the two languages 
studied is compiled as soon as the ~nction's text is 
read by the language system; function definition text 
can be read either from a keyboard or a disk file with 
these two languages - the two sources of text are 
treated as e~ivalent. Procedures in both languages are 
treated as independent functions; the "main program" 
is just another functioh which i~okes execution of the 
other ~nctions making up the progr~. Individual 
I 
functions can be executed interactively by the user as 
though they were the complete main program. 
~ 
The threaded code virtual machine supports the 
interactive mechanism of incremental compilation 
because the virtual machine interpreter is present in 
the computer as the programmer is entering source text; 
compilation of the source code in both languages studied 
is simplified because of the simple syntax used by 
FORTH and LISP. Each instruction entered by the user 
33. P. J. Brown, .2£• cit., p. 41, 
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corresponds to one operation code of the virtual machine. 
The compiler matches operations specified in the source 
text to underlying primitive and secondary supporting 
routines in a one-to-one correspondence. Threaded op codes 
can be generated in sequence as commands are read. 
If an error is discovered then it is reported and the 
function currently being defined is discarded; if there 
are no errors then prefixes and suffixes can be attached 
to the function definition if necessary, effectively 
extending the virtual machine by creating a new secondary 
which can be called by other pro.c.edures or called by the 
user from the console. 
Forward references to procedures not yet defined 
are treated differently by different languages. FORTH 
allows no forward references, so a command can be bound 
to its supporting routine as soon as the command is 
recogn.ized. LISP allows forward references, creating a 
partial intermediate representation for an undefined 
function reference but marking it as undefined until 
function definition time; conceptually an address is 
reserved for the indirect pointer to the function, so 
that while the address of this pointer can be resolved 
when the undefined reference is made, the contents of 
the pointer (address of the routine) must be filled in 
when the function is defined. Obviously a function 
cannot be executed, interactively or otherwise, unless 
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the functions which it calls have been defined. 
Extensibility at the source level is true of both 
FORTH and LISP because function/procedure invokations 
in these languages use the same syntax as invocations of 
the basic commands of the languages; essentially all 
commands are written as function calls. This source 
level extensibility meshes nicely with the virtual 
machine level extensibility - whenever a new primitive 
or secondary routine is defined by the usei the address 
of that routine becomes a new threaded op code available 
to the compilation mechanism. Thus programmers using 
these languages can extend the capabilities of the virtual 
machine, a condition which is desirable when the virtual 
machine is being used to experiment with novel language 
features or machine architectures. 
The fact that threaded code systems use both a 
compiler and an interpreter has already been established; 
the compiler generates threaded op codes at compile-time 
and the interpreter executes them at run-time. Inter-
active code systems also make use of another interpreter, 
the command interpreter. 34 The duty of the command inter-
• 
preter is to evaluate user commands read either from a 
terminal or a disk file. Two modes of operation are 
34. See R. G. Loeliger, .Q.E• cit., p. 9-38 for an overview 
of the interactions of the command interpret.er, run-time 
interpreter and threaded code compiler. 
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possible in such a system - interactive execution mode 
and compile mode. In interactive execution mode the 
command interpreter takes a single user supplied text 
command, sends it to the compiler for function address 
resolution, then initiates CALL to start execution of 
that function immediately; the command interpreter 
implements .NEXT by reading the next text command and 
performing another compile-and-execute sequence. 
When an immediate command to enter compile mode is 
recognized by the command interpreter then the workings 
of that mode begin. Space is allocated for the d€finition 
of a new routine and the source text which makes up it.s 
definition is read and compiled into that space. The 
compiler builds any intermediate data str11ctures required 
by function definition (such as supplying code prefixes, 
suffixes, and any intermediate linkage mechanisms needed 
by the virtual machine). Instructions representing compiler 
directives are not compiled but are executed immediately; 
this class of instructions includes the command to com-
plete definition of the function and return to immediate 
execution mode. Of course it may be possible to specify 
explicitly that a compiler directive be compiled as 
part of the function definition; this specification might 
be made if the compiler itself were being extended by 
the definition of a new compiler directive. Such extensions 
are possible in a.n interactive interpreted system 
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because the compiler as well as the command and threaded 
code interpreters {:·sometimes called the outer and inne·t 
interpreters respectiv:el_y·) are all _present .in m.em.ory· 
when the language system is p.eing used. 
Thr-·eaded codt.~ 13yst-ems t·h11s support i.nc.reme.ntal 
_) 
,,. 
co-m_pi,.lati:on and immedi.at:e ,e.xeout:.ion of c:ommand:s b.e·cau-·s:e 
re.solution Oif thre.·ad. addre:sses. c.an be· :perfot·med at· p:ro.gr:am· 
. ·.: 
:entr_y ti:me .;: ·s-uppo·rt rr-1ut.i'n-es ·.are alre'ady·· r.e-s,i.-d.~rit· i_:1.1 
m,errro.ry· .•. T":hr.ead.ed: :c.-oa..·e s:yst-ie:m.s al.so ·sup-port intera.G··t.i·ve 
p.rogra.m testing" an.d debugging because .fi.elds can be 
attached to th.e j_p.:termediate cod.e data :s:tructures to 
sto:re source code pertinent information such as v~riable 
:na.tnes; function names and breakpoints, The inner inter-
preter can be. de~igned t.o test the breakpoint field, 
e.ttte:ring', an :in.teractiv·e deb.uggi:n.g:_ routine when a break-
point is. detected; such a routine could also be entered 
when the i:nn_e·r _i11terpret·e:r :d·etec:t's, a ·virtual. machine 
erro.r s.uc,h .. as di vision by ze.ro, data. typ·e :m·ismat.ch.es·,. 
o .. r: .ca·:tl to. an undefined function • 
. In fact it is possib:le to allow the prc,-grammer to 
specify whether the compiler and inner interpreter will 
oper.a.te in the debug mode. Debug mc:rde compilation would 
'l>u.i.l:d debuggi·ng in.formation into the intermediate data 
structure f·or t·he debug mode interpreter to utilize;-
non-debug mod~ compilation would not store this inform~~-
tion, allowing faster compilation and .:1·11terpretation. 
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Since the virtual machine architecture is geared 
to a specific programming language it is possible to 
build machine operations to support interactive facili-
ties such as special terminal handlers and editors into 
the virtual machine. If the virtual machine is extensible 
then programmers can customize the machine to provide 
a very powerful user interface. 
Just as the basic functions supported by a threaded 
code virtual machine code can in theory be supported by 
machine code level computing without the use of an inter-
mediate code, so could interactive extensions be so 
supported. The advantage to using an intermediate code 
virtual machine to support an interactive programming 
environment is again the ease with which operations can 
~J 
be specified for execution by a high-level machine; 
language facilities which in theory coul·d be specified 
at machine code level might in fact never be written 
because of the complexity of such machine code. An 
extensible virtual machine allows language fa.cili ties 
to be added incrementally as they are desired. If at 
some later time a microcoded interpreter is written to 
support the virtual computer at machine code level then 
the interactive facilities can be made part of the 
computer's basic architecture. Such a trend can be seen 
in the design of stand-alone special purpose interactive 
computing equipment such as microcomputer-based 
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workstations.35 
THE FO.RTH PROGRAMMING LANGUAGE36 
FORTH is an interactive, extensible language that 
was originally designed to monitor and control radio 
astronomy equipment. 37 The language's most popular use 
today is in the monitoring and control of laboratory and 
industrial equipment. The simple indirect-threaded code 
upon which the FORTH system is built corresponds very 
closely to the intermediate code structure associated 
with the generic interpreter mechanism of Figure 2, page 
27. FORTH threaded code secondaries are stored as contigu-
ous sequences of indirect machine address pointers, but 
the extensibility of FORTH which extends to the compilation 
35. See Harvey H. Hindin, "Revolution Brewing in Workstation 
Technology," Computer Design, Vol. 24, No. 1 (January, 
1985), p. 111-124. 
36. In the interest of brevity the use of the FORTH arid 
LISP languages at the source code level will not be 
examined in detail; instead the discussion will be oriented 
toward features of those languages supported at the 
threaded intermediate code level. For information on 
FORTH programming see E. Rather, L. Brodie and C. Rosen-
berg, Using FORTH (Hermosa Beach, CA.: FORTH, Inc., 1980). 
For information on LISP programming see Patrick Henry 
Winston and Berthold Klaus Paul Horn, LISP (Reading, MA.: 
Addison-Wesley, 1981). 
37. See Charles H. Moore, "The Evolution of FORTH, an 
Unusual .Language," BYTE, Vol. 5, No. 8 {August, 1980), 
p. 76-90. 
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and interpretation mechanisms allows for the creation pf 
automatic support facilities for more complex information 
structuring schemes. 
FORTH intermediate op codes are supported by primitive 
or secondary routines with the following structure:3
8 
Location: 
Name Field Address (NFA): 
Code Field Address (CFA): 
Contents: 
Routine Header 
Executable Code Pointer 
Parameter Field Address (PFA): Body of the Routine 
The header contains information need·ed by the compiler 
and command interpreter; its structure will be discussed 
shortly. 
The executable code pointer is located at a place 
in the .routine known as the code field address ( CFA); 
this is a direct pointer to the initial executable 
machine code for the routine. The CFA of a routine is 
the value. contained in the intermediate op code supported 
by that routine. For primitives the CFA contains the 
addres·s of the first executable machine instruction in 
the body of the routine; this address is the parameter 
field address (PFA) for primitives. Thus the CFA of a 
primitive always points to the next machine word 
following the CFA; the primitive routine is terminated 
by execution of the NEXT routine which advances the 
38. See W. F. Ragsdale, .Q.E• cit., p. 4. 
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instruction pointer and jumps to the start of the inter-
preter fetch-execute cycle. 
The CFA of a secondary in FORTH points to a routine 
called "DOCOL" which stands for "do colon." This name 
refers to the fact that the colon symbo 1 '':" is used to 
initiate compilation of a secondary in FORTH source nota-
tion. DOCOL pe~forms the task of pushing the IP to the 
return stack and loading IP with the address of the first 
intermediate op code of the routine; the body of the 
routine consists of a sequence of indirect threaded op 
codes which extends from the PFA of the routine through 
the last instruction. The last instruction is an indirect 
pointer to the primitive routine "SEMIS," a routine named 
after the source semicolon directive";" used to complete 
the source definition of FORTH secondaries. SEMIS completes 
interpretation of a secondary by popning the calling 
routine's IP value from the return stack; SEMIS is the 
RETURN primitive of FORTH~ 
Information in the routine header at the name field 
address (NFA) is used by the compiler to locate FO·RTH 
routines. 39 • The primitive and secondary routines of 
FORTH are compiled in a last-in/first-out format into a 
data struc:ture known as the "dictionary." The dictionary 
39. A most thorough examination of the workings of the 
components of the FORTH intermediate code compiler is 
contained in C.H. Ting, .2.E.· cit. 
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grows from low to high memory as definitions are compiled 
with each new definition compiled just beyond the last. 
The "FORGET" command, when given the address of a compiled 
routine, will erase definitions from that of the most 
recently defined {highest in memory) through that of the 
addressed routine; forgetting is accomplished by changing 
the address contained in. the top-of-dictionary pointer 
from the address of the most recently compiled routine 
to the address of the r·outine immediately preceding the 
forgotten one. 
Routine headers are tied together in a linked list 
fashion; the list extends from the most recent definition 
at the top of the dictionary stack to the first definition 
at the bottom of the dictionary. The first field in the 
header is an encoded byte that contains the length of the 
routine name in the lower bi ts. ~rhis field is followed 
by the actt1al ASCII string representing the name of the 
routine. After the name comes the link field which con-
tains a point-er to the previously defined routine in the 
dictionary. 
The compiler translates routine names read from 
the user's conso.le or a source file to code field addresses 
by searching the dictionary linked list sequentially from 
the most recently defined routine; name fields are 
compared to source text commands, with the name length 
field used to quickly eliminate name fields not equal in 
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length to the source command. When the correct source-
matching name field is found then the code field address 
of that routine is returned. If the interpretive system 
is in immediate execution mode then the returned code 
field address is loaded into a jump register as though 
it had. been fetched by IP from a secondary and an 
indirect jump to the code field address takes place, 
executing the routine. If the system is in compile mode 
then the returned code field address is stored into the 
secondary routine currently being formed by the compiler. 
An exception to this treatment of the returned address 
in compile mode occurs if the command is a compiler 
directive which is to be executed immediately in this 
mode; such immediate routines are identified by an 
i~mediate flag bit encoded into the first byte (length 
byte) of the routine header. When the immediate bit is 
set the code address is given by the compiler to the inner 
interpreter for immediate execution in compile mode. 
An additional bit in the first byte of the header, the 
"smudge bit," is toggled at completion of compilation of 
the routine to show that the definition of a valid threaded 
code sequence is complete; should an error occur during 
compilation the compiler reports the error immediately 
to the console, keeps the smudge bit in its "dirty" sta.te 
so that the partially defined routine will be identified 
as invalid by future scans of the compiler (the incomplete 
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definition is not actually removed from the dictionary), 
and the compiler returns immediately to the interactive 
command interpreter state. 
This simple compilation technique of following the 
linked list of routine definitions and examining names 
is possible in part because the syntax of FORTH source 
code is so simple. FORTH makes use of two run-time data 
stacks, the return stack used for storage of nested IP 
and program counter return addresses and the user data 
stack used for passing data values among called routines. 
The FORTH virtual machine is a stack machine which uses 
the data stack for all local data manipulation; most 
operations pop their input arguments from this stack and 
push their re-sults t.o it. O.nly global variables, variables 
which are stored statically in the dictionary, are actually 
referenced by name, and even these must have their values 
or addresses placed onto the data stack before they are 
accessible by most routines. FORTH source code is written 
in postfix notat·ion with reference to the data stack 
implicit in the operation of instructions which use the 
stack. Therefore compilation consists merely of converting 
sequences of postfix source commands into sequences of 
equivalent indirect op codes and storing these in the 
dictionary. 
Compilation of flow-of-control constructs is only 
slightly more involved. The "IF", "THEN", "WHILE", 
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"REPEAT", "DO'', "LOOP", and associated commands are treated 
as compiler directives which are used to ·compile one of 
two intermediate operations: "BRANCH" or "OBRANCH". 
These latter primitives are used respectively to modify 
the current value of IP unconditionally or when the value 
on top of the data stack is zero; they implement uncondi-
tional and conditional jumps at the intermediate code 
level. No technique for specifying program text labels 
is supported at the FORTH source level, so BRANCH and 
OBRANCH cannot be readily used as go to instructions 
by the FORTH programmer; structured flow-of-control 
constructs are the control method supported for FORTH 
applications programming. Since the u IF", "WHILE", and 
associated commands execute as compiler directives at 
compile time, they can make use of the data stack to push 
and pop flag values to ensure that correct nesting of 
control constructs takes place; compile-time use of the 
data stack does not interfere in any way with run-time 
use of the stack by code being generated by the compiler. 
For instance, IF pushes a flag onto the data stack, 
ELSE (which is optional) tests for this flag and ENDIF 
tests for and pops this flag. DO pushes a different flag 
for which LOOP tests and which LOOP pops. If a DO-LOOP 
is nested within an IF-ELSE construct then the DO-LOOP 
nesting flag will have been popped from the stack by IDOP 
before ENDIF tests for the IF flag. Correct nesting of 
54 
structured control commands is thus assured. Addresses 
of the operand fields for compiled BRANCH and OBRANCH 
operations can also be passed among these compiler 
directives on the data stack at compile time, allowing 
forward branches from IF, ELSE, and DO commands to be 
filled in by corresponding ELSE, ENDIF, and LOOP commands 
when the destination address of the branch is reached by 
the. compiler. Much of the work of compilation is embodied 
in the definitiort of compiler directives such as IF and 
DO. FORTH users can create compiler directives (i.e. 
specify that the command being compiled have .. the immediate 
bit in its header set for compile-time execution) by 
following the source definition of the command with 
execution of the IMMEDIATE command. Thus the FORTH compila-
tion process is extensible. An example o.f a possible user 
extension to the standard FORTH control constructs will be 
given in. a few pages. 
The NEXT, CALL, and RETURN mecha.nisms of FORTH's 
inner interpreter correspond very closely to the generic 
mechanisms developed previously in this essay. As already 
stated RETURN is implemented as a jump to NEXT in the 
interpreter for primitives and as· primitive SEMIS for 
' 
secondaries. 
In addition to the data stack, return stack, and 
instruction pointer for intermediate code {IP), FORTH's 
inner interpreter uses an executable code pointer called 
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( 
the current word pointer (abbreviated "W" in most FORTH 
systems); registers are used for IP and Win PDP-11 
FORTH. The PDP-11 implementation of NEXT and CALL is:
40 
NEXT: MOV (IP)+,W 
JMP @(W)+ 
The MOV instruction fetches the indirect~threaded 
op code indicated by IP and advances IP to point to the 
following op code. ·The doubly indirect JMP command takes 
the contents of W (the indirect-threaded op code) as a 
pointer to an address and the contents of that address 
as a pointer to the address to which control is transferred. 
After obtaining the jump address Wis incremented; in the 
case of jumping to a secondary tthe actual jump is to 
the DOCOL routine whose address is in the code field of 
the called secondary) this leaves W pointing to the first 
intermediate op code of the called secondary~ DOCOL's 
actions amount to a simple sequence: 
MOV (IP),-{RP) 
MOV W, IP 
NEXT 
; stack caller's IP, 
· start of called 
' 
; secondary routine 
The first MOV pushes the caller's IP onto the return 
stack. The second MOV loads IP with the pointer to the 
called secondary sequence. The two-instruction NEXT for 
40. See John S. James, .2..E• cit., for PDP-11 FORTH source 
information. 
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the PDP-11 is encoded as a macro which is expanded at the 
end of every primitive code sequence; here NEXT initiates 
interpretation of the called secondary. 
The SEMIS routine which implements RETURN for secon-
daries is also a very compact sequence: 
MOV (RP)+,IP 
NEXT 
The stacked IP value of the calling routine is popped 
into IP and NEXT is executed to resume execution of that 
rout.ine. 
The heart of the FORTH indirect-threaded co·de inter-
pre·ter is thus implemented in five machine instructions 
on the PDP-11. Such economy of code requirements is possible 
in part becaus-e, "The PDP-11 instruction set is very close 
to what is required optimally to implement a virtual 
FORTH computer. 1141 Eight-bit microcomputers normally do 
not have central processor registers available for dedi-
cation to inner interpreter register needs and must fetch· 
IP and W from and store these registers to assigned 
memory locations. Such microcomputers also generally do 
not have available all of the addres·sing modes and register 
post-incrementing options available with the PDP-11 and 
must use several instructions to do what the PDP-11 can 
do with one. For this reason NEXT is generally written 
41. C.H.Ting, .2.E.• cit., Chapter 1, p. 2. 
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as a distinct routine on microcomputers; it is stored once 
and primitives jump to NEXT, requiring the extra execu-
tion time inv.o.lved in a jump in order to avoid expanding 
a multiple-instruction NEXT sequence at the end of every 
primitive. Nevertheless FORTH still generates economic 
intermediate code sequences on eight-bit microcomputers, 
and its interpretation mechanism is sufficiently simple 
so that a large percentage of execution time can be spent 
executing the primitives of interest rather than searching 
them out with the inner interpreter. The modest require-
ments that FORTH places on the host computer, due to both 
modesty of threaded code memory requirements and simplici.ty 
of postfix source code compilation, in combination with 
the relative speed of the interpretation mechanism make 
it a language highly suited to implementation on small 
microcomputer systems. Notable examples of such systems 
include dedicated processors used to monitor and control 
scientific and industrial equipment. 
An aspect of FORTH which helped to popularize the 
language is its extensibility. At least three types of 
FORTH extensibility have been identified: 
"Level I: Using standard FORTH defining 
words to add new operations (programs). 
Level II: Creating new user-defined 
defining words that, in turn, create new classes 
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of words. 
Level III: Creating new FORTH-like 
systems through metaFORTH. 1142 
The first type of extensibility is due to two aspe-cts 
of FORTH discussed in the section on interactive threaded 
systems. Since built-in FORTH primitives and secondaries 
and user-defined primitives and secondaries are invoked 
using identical source notation, that is as one-word 
function calls arranged in postfix order, the user-defined 
routines appear at the source level as extensions to the 
FORTH language; and since user-defined routin.es are 
compiled into code sequences which support indirect-
threaded op codes, the user routines extend the FORTH 
virtual machine at the intermediate code level. Ordinary 
definition and compilation of functions in FORTH thus 
extend the language. 
The third type of extensibility ment.ioned above 
is due at least partly to the abili t·y of the FORTH 
programmer to define multiple vocabularies. It was 
previously explained how the basic dictionary of definitions 
is searched sequentially by the compiler by following the 
linked list implemented in the routine headers. It is 
42. Kim Harris, "FORTH Extensibility," BYTE, ·vol. 5, 
No. 8 tAugust, 1980), p. 167. 
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possible for a FORTH programmer to define several 
different vocabularies, one of which may be active at 
a given time. These vocabu.la~ies represent separate, 
parallel linked lists of definitions which are linked at 
their tail ends to the basic FORTH definition linked list, 
but which are not linked to each other. When an alternate 
user-created vocabulary is activated, its linked list of 
definitions is searched by the compiler before the basic 
dictionary is searched; any FORTH command can be redefined. 
in either the basic or in a user-defined vocabulary. 
lt is thus possible to create an alternative vocabulary 
where the· entire F6RTH interpretation and compilation 
system is redefined; when this vocabulary is activated 
the programmer's environment becomes that of the alter-
native vocabulary. This use of alternate vocabularies in 
:> 
combination with the first two types of extensibility 
is what is meant by "creating new FORTH-like systems'' 
above·. 
T.he second type of extensibility is in many ways the 
mdst interesting and the type which will be discussed 
here. What is meant by '' creating new user-defined defining 
words that, in turn, create new classes of words," is 
the creation of compiler directives and, more importantly, 
creation of commands which have impact at both compile-
time and run-time by creating new data and instruction 
creating and processing mechanisms. 
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As an exercise in creating compiler directives I 
decided to implement a simple case construct for FORTH; 
none is available in the systems which I installed. I 
desired a construct which would take an integer from 
the data stack and execute the corresponding command 
tin FORTH jargon the correspond.ing "word") in a list 
of commands within the case construct. For instance 
the case statement might appear as follows: 
CASE 
EN.DCASE 
COMrtiAND1 
COMMAND2 
COMMAND3 
COMrtiAND4 
One or more FORTH words can appear between CASE and 
ENDCASE. If this construct is reached at run-time with 
a value of three on the data stack then the third command 
in the li-st will be executed; execution will then resume 
beyond the ENDCASE statement. If the integer on the data 
stack .is outside the range of the command list (less than 
one or greater than four here) then control will resume 
immediately beyond the ENDCASE statement. 
The results of my efforts can be seen in Figure 3 
on page 62. Since FORTH source code can be very cryptic 
for the uninitiated I will explain this code line by 
line. 
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1 : CASE 
2 ?COMP 
3 COMPILE BRANCH 
4 HERE 
5 ¢ 
' 
6 9 • IMMEDIATE 
' 
7 
8 
9 
10 
1 1 
12 
• 
• 
(E:NDCASE) 
DUP )R 
ROT 2 * 
R) + 
DUP )R 
( IF 
13 R ) IF 
14 R@ EXECUTE 
1:5 ENDIF 
16 ELSE 
17 DROP ENDIF 
18 R) DROP; 
19 : ENDCASE 
20 ?COMP 9 ?PAIRS 
21 DUP HE.RE DUP )R 
22 OVER - SWAP ! 
23 R) COMPilli LIT , 
24 COMPILE ~IT, 
25 COMPILE (ENDCASE) ; IMMEDIATE 
FlGURE 3 - A FORTH Case Construct Definition 
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Three FORTH commands are defined here: CASE, 
(ENDCASE), and ENDCASE. The definition of a FORTH 
secondary extends from the colon which initiates compile 
mode to the semicolon which terminates it. (ENDCASE) is 
a run-time routine used to complete some of the compile-
time actions initiated by ENDCASE. {ENDCASE) is defined 
before ENDCASE. because FORTH does not allow forward 
references to commands; the valid definition of a command 
must be· complete before that command can be used. I will 
reverse the order of· explanation of these two routines 
because ENDCASE the ~ompiler directive is executed before 
(ENDCASE) the run-time support routine. 
The definition of CASE extends from line one through 
six. Note that the terminating semico·lort is followed by 
the IMMEDIATE command, the command which forces the 
immediate bit in the header of CASE to be set; consequently 
CASE is treated as a compiler directive and its contents 
I 
are executed rather than compiled when CASE is encountered 
at compile-time. 
The first command in CASE, ?COMP on line two, tests 
to ensure that the system is in compile mode when CASE 
executes; ?COivIP will print an error message and abort the 
execution of CASE if this condition is not met. 
The COMPILE BRANCH sequence in line three forces the 
threaded op code for the BRANCH routine to be compiled 
into the current compilation spot in the dictionary. 
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Remember that since the CASE construct can only be activated 
in compile mode, the compiler will already have begun 
the storage of a secondary sequence into the dictionary 
(i.e. the colon for the user-defined secondary will already 
have been seen and a linked secondary code sequence will 
be under construction) when CASE begins execution; thus 
CASE compiles the threaded BRANCH instruction into a 
secondary sequence already begun. Placing COMPILE before 
BRANCH forces the BRANCH routine address to be compiled 
rather than executed, even though the commands wi-thin 
CASE normally execute at compile time; COMPILE modifies 
this compile-time immediacy for the command which follows 
it. COMPILE also advance-s the dictionary code pointer 
(where compilation is taking place) after storing the 
code address of the BRANCH primitive in the ·dictionary. 
HERE on line four, which executes at compile-time, 
places the current compilation address in the dictionary 
(the first address after the BRANCH instruction) onto the 
data stack where it can be accessed by ENDCASE; line 
five, "¢,",pushes zero to the data stack then pops this 
zero and compiles it into the dictionary (the action of 
the comma operation), again advancing the compilation 
pointer. The HERE address - the address of the compiled 
zero - remains on the data stack. The zero is a place 
holder for the BRANCH instruction's offset; the zero will 
be over-written by ENDCASE with an actual BRANCH offset. 
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I Line six pushes the value nine to the data stack 
at compile-time; we will see why shortly. The semicolon 
ends the definition, returning the system to immediate 
execution mode; the IMMEDIATE sets the compiler directive 
status of CASE. 
It is important to track the status of two data 
structures when discussing compiler directives - the data 
stack and the code sequence being created in the dictionary. 
So far the code sequence looks like this: 
Threaded operations compiled before executing case 
• 
• 
• 
BRANCH 
The data stack looks like this (top of stack to 
the left): 
(t.o.s.) - 9 branch-offset-address 
CASE has completed execution at this time. Since we 
are in compile mode the compiler reads the next command, 
"COMMAND1" in our example on page 61. Assuming that these 
are ordinary commands (not compiler directives), the 
compiler will create a sequence of intermediate op codes, 
one for each command. After resolving addresses for the 
four commands the dictionary entry, starting with the 
BRANCH instruction of CASE, will look like this: 
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BRANCH 
OFFSET:" 
op code for· COMMANlJ1 
op code for COMMAND2 
op code for COMMAND3 
op code for COMMAND4 
Now the compiler reaches ENDCASE; refer to its 
definition on page 62. The IMMEDIATE in line twenty-five 
shows that ENDCASE is a compiler directive, so unlike 
the four commands -compiled prior to ENDCASE, ENDCASE is 
executed at once. 
:tNDCASE tests for compile mode with ?COMP. ENDCASE 
then pushes a nine onto the dat_a stack and uses ?PAIRS 
to test wheth~r the, two numbers on t·op of the data stack 
are equal; if not then a compiler error is reported and 
compile mode is aborted. The pair of nines on the data 
stack is used to assure the compiler that ENDCASE is 
matched properly with CASE. In a similar fashion the 
IF-ELSE-ENDIF directives pass a two amongst themselves 
on the data stack and the DO-LOOP directives pass a 
three; absence of prerequisite directives or improper 
nesting of control constructs are detected in this way. 
The address of the BRANCH address from CASE remains 
on- the stack. At line twenty-one DUP duplicates this 
address on the stack. HERE then places ~he current 
address of compilRtion in the dictionary (the first 
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address beyond the compiled op code of COMMAND4) onto the 
data stack and that is duplicated. "To-R'' (}It) moves the 
item on top of the data stack (the duplicated copy of the 
end of dictionary address) onto the return stack for 
temporary storage. At this point the return stack has a 
copy of the current compilation address, and the data 
stack looks like this: 
(t.o.s.) - current-compilation-address branch-offset-address 
branch-offset-address 
In line twenty-two OVER makes another copy of the 
branch-offset-address above the current-compilation-address 
on the data stack. Minus ( "-") s·ubtracts the branch-
offset-address from the curr~nt-compilation-address, 
popping these two values and leaving their difference 
on the data stack: 
{t.o.s.) - distance-from-branch-to-current branch-offset-
address 
SWAP in line twenty~two swaps the top two data 
items and"!" stores the second item on the stack at the 
address spe.cified at the top of stack. The effect is to 
replace the "BRANCH¢" with a BRANCH to the first 
instruction following COMMAND4. All that remains on the 
data stack is another copy of the branch-offset-address. 
At line twenty-three "From-R" (R>) returns the 
value saved on the return stack to the top of the data 
stack; this is the saved copy of the current compilation 
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address. COMPILE LIT compiles the literal com.mand, a 
command for taking an in-line integer value in a secondary 
code sequence and pu~hing it to the data stack; at run-
time when LIT executes it will take the word following 
its op code t accessed via IP) and pu·sh it to the data 
stack, advancing IP. The comma command in line twenty-
three compiles the value on the top of stack at compile 
time (which is the address of this LIT in~truction) 
into the address following LIT. When LIT is executed at 
run-time it will thus push its own address to the data 
stack; we will see why shortly. 
At line twenty-four LIT is compiled again, followed 
by a comma to compile the top of the data stack into the 
location following LIT. 'l'hat value is the final copy of 
the addres·s of the offset of the branch instructio~. 
The data stack is back to where it was at when CASE was 
encountered; all values pushed by CASE-ENDCASE have been 
used. Finally the op code for (ENDCASE) is compiled by 
ENDCASE to execute at run-time. The generated code 
sequence looks like this: 
BRANCH 
OFFSET: 1¢ 
op code for COMMAND1 
op code for COMMAND2 
op code for COMMAND3 
op ·Code for COMMAND4 
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RESUME: LIT ( push next word to data stack) 
address-of-RESUME 
LIT 
.. 
address-of-OFFSE~ 
op code for (ENDCASE) 
Notice that the distance from OFFSET to RESUME 
is 1¢ (decimal). The PDP-11 is byte addressable, so that 
the five word distance equals ten byte addresses. The 
offset distance is computed using the compilation pointer 
and ·will be correct for the machine on which it is 
calculated. 
Keeping the above code sequence in mind, consider 
what h8.ppens at run-time. Assume we have a three on the 
data stack when CASE is encountered, meaning that 
COMMAND3 should be executed. BRANCH 1¢ jumps over the 
commands within the CASE construct. The first LIT pushes 
the address of RESUME onto the data stack above three. 
The second LIT pushes the address of OFFSET, so when the 
(ENDCASE) op code is reached the data stack at run-time 
looks like this: 
.( t .. o. s.) - address-of-OFFSET address-of-RESUME 3 
Now (ENDCASE) executes; refer to page 62. Line eight 
duplicates the address of OFFSET and moves the copy to 
the return stack. Line nine rotates the three up from 
the third place to the top of stack; "2 *" multiplies 
it by two to make it a byte bffset (six bytes) into the 
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sequence of CASE commands. From-R brings the address of 
OF:r1 SET back from the return stack and "+" adds the six 
byte offset to it. Heferring to our compiled code 
sequence on pages 68 and 69 we see that OFFSET+6 yields 
the address of the COMMAND3 op code. The IF tests on 
lines eleven through thirteen are used to ensure that 
the op code address falls between OFFSET and RESUME. 
If so then fetch("@") retrieves the threaded op code 
for COMMAND3 from the CASE list and EXECUTE (line four-
teen) calls the inner interpreter to stack the current 
IP and execute the routine whose code field address is 
on top of the data stack. Lines fifteen through eighteen 
complete the IF constructs and cleRn up the data stack. 
This example has demonstrated several things. One 
is that postfix FO.RTH source code is terse and cryptic 
and easier for a computer to re13.d than for a human. 
Another thing demonstrated is that, given familiarity with 
FORTH's internals, the cbntrol constructs of the language 
can be extended. 
The second type of commands which implement the 
Level II extensibilty of FORTH of page 58 are those which 
build information structures at compile-time and compile 
processing facilities to execute them at run-time. These 
are even more involved than the compiler directives so 
I will not examine them in detail but will merely explain 
an example of such commands in general terms. 
7-0 
A pair of FORTH commands which create information 
structures and run-time handling facilities are the 
commands BUILDS and DOES. Suppose one wishes to extend 
FORTH by creating an array definition and handling 
facility since FORTH does not support arrays •. We could 
define ARRAY as follows: 
: ARRAY 
BUILDS 
DOES 
• 
' 
Code to allocate array storage in 
the dictionary based on dimensions 
supplied on the data stack to ARRAY. 
Also dimensions are stored at head of 
array for run-time subscript error 
checking and address oalculation. 
Code to be executed when an instance of 
an array is referenced. This uses 
subscripts supplied on the data stack 
and dimensions stored by BUILDS above 
to check array bounds and compute the 
array element address 
We might now define a two-dimensional array of size 
3 x 3 called EXAMPLE in the following way: 
3 3 2 ARRAY EXAMPLE 
The two threes are· the dimensions and the two tells 
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ARRAY how many dimPnsions to pull from the stack. When 
ARRAY is executed it creates a dictionary entry for 
EXAMPLE and executes the BUILDS code to build EXAMPLE 
by storing the dimension information and allocating 
memory for array EXAMPLE following the header for 
EXAMPLE in the dictionary. Note that BUILDS in effect 
creates some type of intermediate code data structure, 
possibly different from the simple indirect-threaded 
code upon which FORTH is based; the type of intermediate 
code structure BUILDS creates depends upon the FORTH 
programmer. Furthermore ARRAY links the code field of 
EXAMPLE to the code compiled after DOES; this is the 
code which will be run when EXAMPLE is invoked. 
Suppose the ·following command sequence is specified: 
1 2 EXAMP~ 
The above states that we wish to obtain the address 
of row 1, column 2 of ARRAY EXAi~1PLE; EXAMPLE will leave 
this address on the data stack. What actually happens is 
that the code sequence following DOES in the definition 
o.f defining word ARRAY takes these subscripts and compares 
them to the dimensions stored when ARRAY created EXAMPLE 
for validation. The Dots code also uses the subscripts 
obtained from the data stack and the stored dimensions 
to calculate the address of the referenced element, which 
DOES then leaves on the data stack. ARRAY's DOES code is 
able to locate EXAMPLE rather than some other array 
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because the DOES code of EXAMPLE can use the code 
field 
pointer for EXAMPLE to locate EXAMPLE's data at run
-time. 
EXAMPLE appears as follows in the dictionary: 
EXAMPLE header 
code pointer to secondary code of ARRAY's DOES 
actual array structure allocated by BUILDS 
The above three sections of EXAMPLE are located at
 
its name field address, code field address, and pa
rameter 
field address respectively~ The inner interpreter 
will 
nest down to the code field pointer location at ru
n-time 
(the DOES code), using EXAMPLE's op code (pointer to 
code field address) to find the actual array. 
Once EXM1PLE leaves the refere~ced element's addre
ss 
on the data stack the command following EXAMPLE ca
n read 
from or write to that element's address. 
An array builder is a simple example of the power 
of BUILDS-DOES. The point i·s that FORTH provides m
echa-
nisms for building alternative intermediate code s
truc~ure-s 
and interpreting them at run-time. Some or all of 
the 
commands in the BUILDS and DOES sections themselves 
might not be supported by simple intermediat~ code
; these 
commands might have been built by.earlier invocati
ons 
of BUILDS-DOES. The simple intermediate code mecha
nism 
provides a base upon which to build FORTH programs
, but 
it is not the only type of intermediate code mechani
sm 
which may be used. 
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In addition to supporting techniques for generating 
and interpreting complex types of intermediate code, 
mc<st FORTH systems support postfix assemblers used to 
generate user-defined primitive sequences. Such sequences 
are useful for program·ming time-critical applications 
and essential for performing operations such as hardware 
interrupt trapping from FORTH. 
The flexibility, compactness, and general speed of 
the FORTH virtu~l machine have gone a long way in off-
setting the disadvantages of using its terse, cryptic 
postfix source code. FORTH's extensibility is to a large 
extent responsible for its continuing existence~ In 
addition to its use in machine control and monitoring 
FORTH probably has its greatest utility as an exploratory, 
educatio~al tool. FURTH provides valuable lessons to 
be remembered when designing new programming languages 
and especially when designing the virtual machines to 
support them; the lessons it provides concern extensibil-
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THE LISP PROGRAMMING LANGUAGE 
Like FORTH, LISP is an interactive, extensible 
language supported by a threaded intermediate code inter-
pretation mechanism. LISP's intermediate machine repre-
sentation is a form of complex indirect-threaded code. 
The simple threading of FORTH relates primarily to· 
sequences of compiled FORTH procedural code to be inter-
preted at run-time, rather than with data acted upon by 
the executing procedures. It is possible to create 
complex threaded data representations using commands such 
as BUILDS-DOES in FORTH, but the basic l8nguage implemen-
tation treats data as the contents o.f simple words of the 
underlying hardware machine. FORTH's threaded structu~e 
is geared toward efficient inter~retation of simple 
indirect-threaded op codes. 
The internal threading scheme of LISP is oriented 
towa.rd overall data structuring, with executable code 
sequences treated as components of more general, encom-
passing collections of information organized in the form 
of linked lists. The prefix notation of LISP source code, 
like the postfix notation of FORTH, was not designed 
with the ease of reading code in mind. As with FORTH, 
this prefix notation is relatively easy for a parser to 
decode - little more than lexical analysis is required -
but ease of parsi.ng is not the primary reason that LISP 
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source code is formatted the way it is. LISP code is 
written to reflect the fundamental structure of LISP 
data objects: linked lists which can be composed of 
atomic (indivisible) data objects of various types as 
well as of subordinate linked lists. User-defined LISP 
procedures are merely linked lists whose component- parts 
are intelligible to an interpretation mechanism. As the 
linked list structure of LISP data objects forms access 
paths down to the level where actual data items, the atoms 
are locat·ed, so the linked lis.t structure of LISP pro-
cedures forms access paths down to the level where 
executable code, the interpreter's primitive code 
sequences are found. The use of indirect pointers for the 
creation of· access paths to executable code primitives 
makes LISP a variety of indirect-threaded code; the 
existence of multiple levels of indirection through 
dynamic data structures makes it a complex variety. 
Since LISP is a far more popular language than 
FORTH I ·will assume that the reader has had some expe-
rience programming with it. Terrninolgy which should be 
' 
fa.miliar to the LISP programmer will. not be defined. 
The LISP source format and executable primitives are 
assumed to be as explained in the programming text by 
Winston and Horn.43 
43. Winston and Horn, ££· cit., (LISP). 
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' 
This discussion will be centered almost entirely 
upon low-level LISP storage, access, and interpretation 
structures and algorithms. Furthermore, rather than treat 
an existing LISP implementation or a theoretical LISP 
internal structure scheme, I will cover the important 
points by explaining the organization and design decis.ions 
involved in the development of the LISP data manipulation 
function library which I wrote as part of the research/ 
design work for this thesis. I will refer to this function 
library as LISPAK ("LISP package"). The package gives the 
C language programmer44 on UNIX System v45 the ability to 
manipµlate LISP-style data structures using LIS·P-like 
notation and functions while allowing the package to 
handle run-time responsibilities such as pointer handling, 
error checking, storage allocation and garbage collection. 
The package does not support run-time interpretation of 
user-defined LISP secondaries; instead access to the list 
manipulating primiti~es is provided by way of function 
calls fro·m compiled C code. This approach, which is an 
example of the use of subroutine threaded code to gain 
access to the LISP virtual machine, has the advantage of 
44. See Brian W. Kernighan and Dennis M. Ritchie, 
The C Programming Language (Englewood Cliffs, N.J.: 
Prentice Hall, 1978). 
45. See Bell Telephone Laboratories, UNIX Programmer'~ 
Manual (New York, N.Y.: Holt, Rinehart and Winston, 1983). 
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providing machine code execution speed. The disadvantage 
of this approach is that the· full expressive and infor-
mation processing power of interpreted LISP is not supported, 
but I will outline the way in which a full LISP inter-
preter could be written in C using this powerful package 
as a base. Data manipulation functions currently included 
in the package are the following: 46 setq, boundp, null, 
atom, numberp, floatp, eq, equal, greatp, lessp, minusp, 
zerop, add1, sub1, plus, difference, times, quotient, 
r 
remainder, minus, max, min, car, cdr, composites of car 
and cdr {caar through cddddr), cons, copy, rplaca, rplacd, 
nconc, append, delete, delq, explode, implode, assoc, 
last, length, member, reverse, subst, sort~ sortcar, 
remob, putprop, get, remprop, quote, assorted housekeeping 
functions, several input and output functions and functions 
to provide conversions between C language data type 
formats and LISP internal data formats. 
All :of the internal structures of LISP are built from 
two fundamental types of data objects: atoms - these are 
the primary pieces of data out of which the lists of 
LI.SP are composed - and connecting cells, objects consisting 
of pointers used to connect atoms and other connecting 
cells. The connecting cells .are called "cons cells.. after 
46. See Winston and Horn, .2.E• cit., pages 409 through 
412 for references to the actions of these primitive 
functions. 
( 
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the constructor function "cons" which extends lists by 
allocating and interconnecting these cells. 
"The internal representation of LISP lists 
is built from primitives call CONS cells. Each 
CONS cell is an address that contains a pair of 
pointers, and each pointer can point either to 
an atom or to another CONS cell. In a typical 
LISP implementation, the CONS cells are computer 
words with pointers in their right and left halves, 
like the cell "z" diagrammed below: 
• • 
• • 
• ptr • 
• 
• 
• 
• • 
• • 
• 
• 
• 
• 
CAR l z) • (• •••••••• : 
ptr. 
• 
• 
• 
• 
• 
• 
• 
• The CONS cell z. 
• 
• 
: ••••• ) • CDR( z) 
The left-half pointer points to the CAR of the cell 
z, the right half, to the CDR •.. The list (ABC) 
is represented by three CONS cells whose left halves 
are used to link the cells together: 
• • • • 
• • • • 
• • • • • 
• • • 
• 
• 
• ptr. • ptr . • • ptr. • ptr. . ) . ptr.: ptr.: • • . .... > . • • • • • • • 
• • • • • • 
• • 
• • • • • • 
• • • 
• • 
• • 
• • 
• • 
V' ~ ~ • ~ 
A B C NIL 
In mathematics, sets are taken as the funda-
mental objects, and other concepts, such as 
ordered pairs, sequences, tuples, and relations, 
are defined in terms of sets. LISP data may be 
regarded as an alternative formalism in which the 
ordered pair, represented by the CONS cell, is 
fundamental. Sequences and sets are then represented 
by LISP lists, an n-tuple by a list of length n, 47 
and a relation by a list of tuples." 
47. Avron Barr and Edward A. Feigenbaum (eds.), "Pro-
gramming Languages for AI Research: LISP," The Handbook 
of Artificial Intelligence, Volume 2 (Los Altos, CA.: 
William Kaufmann, Inc., 1982), p. 16-17. 
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• 
• 
From<the LISP programmer's point of view the atom is 
the fundamental type of object since all LISP data values, 
whether simple atoms or lists, consist of atoms and the 
structure imposed on atoms by linkage. From the perspec-
tive of the LISP run-time system, however, the cons cell 
is the fundamental object since all access paths to atoms 
and executable primitives are by way of cons cell 
pointers. 
In the LISPAK package the data type to which the 
package user has access, the ''LISPVAR", is in fact a 
pointer to a cons cell. The LlSPAK cons cell has the 
following format: 
garbage collection marker - 1 bit position field 
type of object indicated by car pointer - 2 bit field 
car pointer - 29 bit field 
cdr pointer· - 32 bit field 
The structure ·of the cons cell shown above takes 
advantage of machine-dependent characteristics of the 
computer on which the package was designed, the AT&T 
3B20S minicomputer. 48 The 3B20S is a microcoded machine 
with thirty-two bit central processor registers and a 
hierarchy of semi-autonomous eight and sixteen bit 
input/output ·processors whose instruction set is optimized 
48. See 3B20S/A Computers - IS25 Assembler Manual 
(Winston-Salem~ N.C.: AT&T Tecfinologies, 1994). 
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for the execution of compiled C programs. Storage is 
addressable in units of eight bit bytes, sixteen bit 
half-words, or thirty-two bit full-words. Pointers 
supported by the C compiler for this machine consume a 
full thirty~two bit word, but in fact the computer's 
hardware uses only the least significant twenty-four bits 
of a pointer when address·ing memory; the top eight bi ts 
of a pointer are ignored by the hardware. LISPAK takes 
advantage of this fact by using one bit of the first word 
of the cons cell for garbage collection marking, two bits 
of the first word for run-time type checking, and the 
remaining twenty-nine bits for the car pointer; the car 
pointer is type cast (coerced) as an unsigned integer 
when stored and re-cast as a pointer when used; the 
re-casting fills the leftmost eight bits of the effective 
car pointer with zeroes. The cdr pointer consumes the full 
second thirty-two bit word. This organization will not 
work on a machine which uses the full thirty-two bits 
of a pointer for memory addressing. It is possible to 
allocate thirty-two bits for the car pointer in such 
ma.chines and allow the remaining two fields to consume 
an additional three bit area. T·he problem wi}h this 
approach is that alignment requirements on many computers 
would f-0rce alignment of cons cells such as these on 
full-word bounda.ries. Therefore if thirty-two bi ts were 
allocated for the car pointer and an additional three 
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for the other two fields, the compiler would allocate 
storage for the cell at a full-word boundary and insert· 
twenty-nine padding bits between the first three bit 
positions and the car field, since the latter thirty-two 
bit pointer must be aligned on a full-word boundary. 
Placing the three bit position fields at the end of the 
cell would not solve the problem since full-word padding 
would then occur at the end of the cell. This problem 
brings us to the nee·d for dynamic type checking and ways 
to implement it. Note that alignment is not a problem -and· 
st.orage is not consumed by padding on the 3B20S imple-
mentation of LISP AK becau.se of the ability to pack a 
pointer and the three additional bit fields into a single 
full-word of storage. 
The two-bit type tag of the LISPAK cons cell indi-
cates to what type of object the car pointer points. 
Available types in LISPAK are literal atoms tstored as 
character strings), integer atoms, double precision 
floating point atoms, and other cons cells (the list 
composite type). The cdr pointer always points to another 
con-s cell; the cell indicated by cdr is either the first 
cell in the rest of the list of which the current cell is 
an element, or a special cons cell representing NIL. 
Car can also point to NIL. When the car is used to 
retrieve data it is type cast to the appropriate kind of 
pointer; a great deal of the work of LISP i~ done by 
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comparing and manipulating pointers rather than linking to 
the atomic level for every operation. 
One alternative to storing the type tag as part of 
the cons cell would be to store it with the data item 
at the destination of the car pointer. Unfortunately 
this would merely c·ause the same alignment problems for 
storage of the string atom, numeric ato.m or cons cell at 
the indicated address. 
Another alternative would be to allocate arrays 
of cons cells consisting solely of car and cdr pointers 
of full-word size and allocate packed arrays of type 
t:ags to correspond with the cons cells. A type tag would 
be allocated for each cons cell, with type tags packed as 
many as possible to a machine word. The type of object 
indicated by the car of the third cons cell of a cons cell 
array would be found by unpacking and extracting the third 
type tag from the packed array. Extracting type tags from 
the packed array would consume processing time not 
required if the type tag is stored with the cons cell, 
but on machines using full-word pointers the separate 
type tag array approach would cut storage requirements 
for cons cell considerably. 
Still another alternative is to set aside specific 
regions of memory for use as integer atoms, floating 
point atoms, literal atoms and cons cells. The type of 
the object can then be determined by testing the address 
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' 
range of the pointer. Some infl~xibllity in t·erms of 
not being able to assign available memory to the wrong 
type of object is the major drawback of this method. 
Both MACLISP and INTERLISP use this met-hod. The LISP 
machine gets around the problem by supporting a tagged 
architecture - type tags are stored as part of a cons cell 
which is defined to be the basic word of the machine; 
a full machine word includes a five-bit type tag field, 
.. 
so there is no alignment problem and wasted storage on 
the LISP machine. Run-time type checking is performed by 
microcode on this mRchine. 49 
The LISPAK package defines a user LISPVAR va.riable 
to be a pointer to a con~ cell. Users of the package do 
not references or manipulate the internal individual 
fields of the cons cell directly, but supply the address 
or value of the LISPVAR pointer as required to the called 
primitive functions; data structure manipulation at the 
pointer level is invisible to the user. 
A LISPVAR pointer is loaded with a value returned 
from a primitive constructor or selector function by 
calling the primitive "setq" with the address of the 
LISPVAR variable and the address of the cons cell to 
store there (the latter returned by function calls to 
other primitives in the package). Setq sets the LISPVAR 
49. See Greenblatt, et. al.,££• cit., p. 354. 
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pointer and stores the LISPVAR's address in an 
in-use 
list; the mark phase of the garbage collector u
ses the 
in-use list to determine which storage cells are
 
referenced by active LISPVARs and which can be 
returned 
to the available cells free-list. 
The LISPVAR pointer always points to a header c
ons 
cell. The car of this cons cell points to the v
alue o.f 
the LISPVAR, which can be NIL, an integer atom, 
a 
double precision floating point atom, a literal
 atom 
string or another cons cell (a list value). The cdr of 
this header cons cell points to a property list
. The 
property list is a chain of cons cells, termina
ted like 
9 
all lists by a cdr pointer to the NIL cons cell
. The 
·, 
property list alternates literal atoms represen
ting 
property names (the car field of the list element points 
to the literal atom which is the property name,
 the cdr 
field to the rest of the property list) and elements 
representing property values lcar points to the
 property 
value, cdr to the rest of the property list). Thus any 
LISPVAR inherently references two data structur
es, an 
implicit "value p.roperty" and the general prope
rty linked 
lis-t. 
Atomic values are stored uniquely in LISP; each
 
distinct atom is stored only once. LISPAK prese
nts no 
exception to this ruleu Separate hash tables are
 main-
tained for literal atoms, integers, and floating
 point 
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C 
atoms. New atoms are introduced into the system by calls 
to LISPAK input functions or by functions which convert 
C language strings, integers, floating point numbers and 
quoted lists into LISPVAR internal objects. When an atom 
is presented to LISPAK the package computes a hash number 
for the atom; the number represents an element in the 
hash array which is composed of pointers to distinct 
hash chains, one chain per hash bucket. Headers for atoms 
are stored in ascending sort order within a hash bucket 
chain. The atom input/conver~ion function scans the 
appropriate hash bucket chain until the insertion posi-
tion for the atom is found. If a copy of the atom is already 
there then a pointer to the existing atom header is 
returned - the atom is not stored a second time - and 
this pointer will be loaded into the car field which 
references this atom. If the atom is new then storage for 
the atom header and the atomic value are dynamically 
allocated, the header is linked into the appropriate 
spot in the hash chain, the atomic v·a.lue is linked. or 
inserted into the header, and a pointer to the header is 
returned as in the case for an existing atom. Headers 
for atoms inclu.de a ga:rbA.ge collection marking bit, and 
headers which are no longer referenced by user LISPVAR 
variables will be marked and removed from the atomic 
hash li.sts during garbage collection. 
LISPAK uses C pointer variables to point to linked 
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list data objects; the addresses of these pointer 
variables (but not their contents) are determined by the 
C compiler as static-global or stack-local references. 
Consequently LISPVAR variable names are not available 
at run-time, variable reference resolution having 
occurred at compile-time; the dynamic scoping rule for 
free variables in 1ISP, where a reference to a non-local 
variable refers to the most recently activated (and 
not yet deactivated) inst~nce of that variable, doe·s not 
apply to LISPAK. 
Full LISP, on the other hand, requires access to 
variable names at run-time. The details of linkage of 
variable names to their values and properties may vary 
from implementation to implementation, but the concepts 
remain the same. 
Examine Figure 4 on page 88. Atom headers for the 
literal atoms "A", '' B'', '' car" and "userproc" are shown. 
The links coming in from the left hand side of the page 
might be coming from the hash bucket chains containing 
these ato~s or from user variables which reference these 
atoms.. Each LISP literal atom header in Figure 4 is 
linked to its local property list; as usual the property 
list is c.omposed of al ternA.ting property names and values. 
If the literal atom is not used as a variable name then 
the property list will be empty; literal headers for 
atoms "value" and "code" on the right hand side of the 
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... ) 
... ) 
literal atom header "A" •••• literal ato.m header 
• • • 
~.# ~ : 
...,. . . 
property name pointer •••.• : : 
• • 
: '-' V 
property value pointer •.... 
• 
• 
• 
• 
• 
• V (user-defined property ~ 
• 
• 
• 
names and values -
actually pointers to • • • 
property names and 
values) • •••• 
• 
• 
literal atom header "B" 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• 
• • • 
• 
• 
• 
~ 
• 
• 
• 
• 
• v 
property name value •.••••••• : 
• 
• 
"value" 
" property value pointer ••..• ·) •. ( some value for "B", 
an atom header for an 
atomic value, a cons 
cell chain for a list) 
literal atom he·ader "car'' 
• 
• 
• V {possible property 
name/value pointer 
pairs) 
• 
• 
v 
property name value •.... •) .•.. literal atom header 
: "code" : •• 
v property value pointer •• )(points to executable 
machine code primi-
tive for "car") 
• 
• 
• 
• 
• 
• 
~ 
literal atom header "userproc" 
• 
• 
• 
• 
• 
• • 
• 
v (possible property 
name/value pointer 
pairs) 
: ·) .• property name 
• • • • • • • • • • • • • • • • • • • • • • • • • • • • 
• ~ (first cons cell of list 
: to be interpreted) 
: ~ 
pointer ..• prOperty value pointer 
FIGURE 4 - LISP property list linkage 
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... 
page are examples of literal atoms which are not used 
as variable identifiers. If the literal atom is used as
 
a variable name then a property ·11st will exist for tha
t 
literal. Properties may include the default "value 
property" for the identifier as well as·user defined 
property names and values. 
A variable with a literal atom as its value has a 
value property pointer to that value literal header. 
In Figu·re 4 the value of variable ''A" is the atomic val
ue 
"B. '' Note th ..at a property list chain extends ·from the 
header for "A", with a property name pointer pointing t
o 
the "value" header and a property value pointer pointin
g 
to the "B" header; other prope·rties may also be defined
 
for "A"; the property list can gro·w and shrink at run-
time. While "B" serves as a value for "A", ''B" serves as 
a variable in its own right; "B'"' also has a property na
me 
pointer to ''value" and a corresponding value pointer 
going to some atom header or cons cell for a list value
. 
The minimum requirement for a literal atom in LISP is 
that its string representation - called the "print nam
e" 
of the .atom - be linked to the literal atom header, and
 
that the header be part of s.ome larger access structure
 
serving the same purpose as the hash bucket chains in t
his 
example. Literal atoms which serve as variable names or
 
property list names will be linked to a property list a
s 
well. 
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When a function call occurs some of the parameters 
. 
and local variables of the newly called function may 
already have value properties bound in the calling 
.function's environment. At function call time there 
must exist a method for saving the caller's environment's 
variable values on a stack if these same variable names 
are to be used locally by the called function without 
just over-writing the variable values of the callerts 
environment. Several methods of "deep binding" and 
"shallow binding" have bee·n devised for saving a caller's 
variable values before binding variable names already in 
use to values local to a called function. Tradeoffs exist 
between the time req·uired to perform a function call and 
th.e time required to reference a variable; time consuming 
function call mechanisms· can be used to support faster 
variable access mechanisms. The details of binding strate-
gies are beyond the scope of this essay and will not 
be examined in further detail here.so 
Notice that in Figure 4 on page 88 the literal atoms 
"car" and '-'userproc" have among t·he properties on their 
property lists members which are called "code" properties. 
Hence we come to the structure by which LISP makes access 
50. Interested readers should consult Henry G. Baker, Jr., "Shallow Binding in LISP 1.5," Artificial Intelli-gence: An MIT Perspective (Cambridge, MA.: MIT Press, 1979), p. 375-387. 
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to executable code possible: one tor possibly more) of 
the properties in a literal atom's property list can 
consist of a pointer to executable code. The indicated 
code will be a machine code sequence for the case of a 
primitive, or will be a list to be interpreted for the 
case of a secondary. Of course secondary lists may name 
procedures which also have secondarie.s for code property 
values, but as with all threaded code structures the 
interpreted secondary lists must eventually refer to 
machine primitives. 
Since the "code'' property of Fi_gure 4 may ref er to 
a secondary or primitive it is necessary to implement 
some method for distinguishing between primitive and 
secondary code property values, and for dis.tinguishing 
between different possible varieties of primitives and 
secondaries. One way would be to expand the size of the 
type tag for the data item associated with the car pointer 
of the property value cons cell and create type tags for 
the different varieties of executable property values. 
Another scheme sometimes used is to assign a different 
property name for each type of possible executable code. 
Standard executable properties are: "SUBR" - a machine 
code primitive with a constant number of arguments whose 
arguments are evaluated before the function is called; 
"FSUBR" - a machine code primitive with a variable number 
of arguments whose arguments are not evaluated before 
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the function is called; "LSUBR" - a machine code primi-
tive with a variable number of arguments whose arguments 
are evaluated before the ·function is called; "EXPR", 
"FEXPR", and "LEXPR" - the secondary, interpreted lists 
whose arguments' handling correspond respectively to 
SUBR, FSUBR, and LSUBR; and "MACRO" - a secondary which 
is used to modify a piece of code as data before having 
the code interpreted - compiler directives can be written 
by using the MACRO. The type tag method for distinguishing 
code types is less -ambiguous than the distinct property 
name method since it is possible to define more than 
one executable p~operty for a literal using the latter 
51 
method. 
Thus it is possible that an identifier may refer t.o 
the value of a variable, the execution of a function, 
possibly both and more. How is it possible to know what 
use is intended when a literal identifier is used? 
This brings us to the topic of interpretation, the 
subject which was the major focus during previous sections 
of this essay. It has been necessary to postpone the 
discussion of LISP interpretation ·until how because of 
the subordinate position which LISP code hold.s in relation 
to the overall structure of LISP data. 
51. For more on storage structures, property lists and 
LISP code see John Allen, Anatomy of LISP (New York, N.Y.: 
McGraw-Hill, 1978), p. 244-361. 
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LISP is an interactive language, so its user inter-
face centers around the activities of its command inter-
preter. LISP's command interpreter is essentially a 
"read-evaluate-print" loop. A symbolic expression (either 
an atom or a list) is read from the user's console or a 
file, the expression is int·erpreted ·by the inner inter-
preter, and the result is printed; all LISP functions 
return a result, and some have side-effects as well. 
The heart of the interactive command interpreter i:s 
the inner interpreter, the "evaluate" function. When 
evaluate is given a numeric atom as an argument evaluate 
returns that numeric atom. When evaluate is given a 
literal atom then evaluate returns the value property of 
that literal, tre·ating the literal as a variable identi-
fier. 
When evaluate is given a list then the situation 
becomes more complex. Evaluate considers a list to be a 
secondary function definition. Definitions can be stored 
in the code property slots of literal atoms using generic 
property creating functions such as "putprop", but 
normally special function-editing functions are written 
~ 
which aid the LISP programmer in writing a function list 
and storing it in the correct code property of its 
identifying literal atom. Note that when a function 
is being defined in LISP it is possible to make forward 
references to functions not yet defined; this was not so 
93 
with FORTH. When a reference to a furtction not yet 
defined is made in LISP the reference is only resolved 
to the extent that a pointer to the literal identifier 
for the incomplete function is installed in the secondary 
being defined. Of course it is necessary to complete the 
definition of the forward referenced function by filling 
in its cod·e property before the referenc.ed function can 
actually be used. 
Given a list to interpret, evaluat-e considers the 
first data item in the list to be an executable function 
and the remaining· data in the list to be the arguments of 
the function. If the first element of the list is a . . . . . 
literal at:om then evalu.ate retrieves its code property; 
normally the function name is required to be a literal 
atom, although conceivably if a list were supplied here 
the function evaluate could be applied recursively to 
the first element of the function. list in or·der to 
resolve the literal nam·e of the function. 
Ortce the code property is retriev~d evaluate deter-
mines whether it is the type of function which is to 
be called with evaluated arguments. If so then evaluate 
calls itself recursively to evaluate each of the arguments. 
Once the function's argument values have been resolved 
then evaluate calls the "apply" function to apply the 
requested function to the arguments by performing any 
modifications to the variable environment needed to 
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accomodate the arguments and then initiating execution 
of the called function; upon function termination control 
will be returned to apply, which can then return the 
environment to its previous state of binding (i.e. 
discard the argument values). The manner in which 
function execution is initiated depends upon the type of 
the function. A primitive function can simply be called 
with a machine code subroutine call. Secondaries are 
"called" by recursively calling evaluate after the 
arguments have been bound by apply. Evaluat~ must make 
provisions for the allocation of local variables and 
the interpretation of flow-of-control constructs such as 
''cond"-"-go" iteration, "return" instructions and labels. 
Basic instructions within the called secondary consist 
of lists whose first element is the name of a primitive 
or secondary list, the latter which must be interpreted 
recursively. Eventually the interpretation process bottoms 
out in two ways: 1) primitive functions a.re referenced -
these can be called directly without interpretation, and 
2) instructions consisting of atoms rather than lists 
6 
are reached, with numeric atoms yielding their values and 
literal atoms yielding their value property. 
Extensions to this general interpretation scheme 
ha~e been made in LISP implementations in order to allow 
user definition of primitive code segments and more 
explicit user control over the data environment in which 
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functions execute. The interestea reader is urged to 
consult the information sources listed in the footnotes 
of this section. 
Obviously the virtual LISP machine is, in terms 
of complexity of data structuring, a far cry from the 
virtual machine. of FORTH. The two langu·a.ges do exhibit 
some similarities, especially in those aspects which relate 
directly to interactive, immediate mode compilation and 
interpretation. One language emphasizes sparsity of code 
and speed of interpretation while the other emphasizes 
flexibility and power of data structuring. It is a tribute 
to the designers of both languages th-at they both hc=:,ve 
been implemented as microcode supported computing 
machines and that both languages have remained in use 
for many ye8rs after their creation. 
CONCLUSIONS 
With the increasing visibilty of even more powerful 
interpreted l~guages such as Smalltalk-8052 it becomes 
obvious that the use of intermediate code schemes to 
support the development of new programming paradigms 
will undoubtedly continue to grow in popularity in the 
52. Adele Goldberg and David Robson, Smalltalk-SO, 
The Language and its Implementation ( Read.ing, MA. : 
Addison Wesley, 1983). 
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future. Data driven languages and actor and. object oriented 
languages can all make use of facilities readily 
provided by intermediate code structures. No longer is 
it the case that the poor programming language and 
compiler designers must suffer with computer architectures 
which cater more to the requirements of primitive 
electronic circuits than to the needs of a run-time 
software environment. rv1ore and more ,computer scientists 
and software engineers are contributing to the design of 
computer architectures, but before an architecture can 
be c·ommitted to hardware it must be tested., revised, 
extended, and tested som-e more •. Intermediate codes pro-
vide a way in which novel co~puter architectures can be 
implemented first as virtual computers, a simpler and 
less expensive route than the immediate design of a new 
ha.rdware computer upon conception of a computer archi tec-
ture. LISP and F-ORTH were virtual computers a long ti.me 
before they were first supported by microcode. The 
languages proved their worth, and in doing so proved the 
worth of the threaded code intermediate virtual computer 
as a tool for use in designing both progrn.mming languages 
and computer architectures. 
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