A ubiquitous feature of neuronal responses within a cortical area is their high degree of inhomogeneity. Even cells within the same functional column are known to have highly heterogeneous response properties when the same stimulus is presented. Whether the wide diversity of neuronal responses is an epiphenomenon or plays a role for cortical function is unknown. Here, we examined the relationship between the heterogeneity of neuronal responses and population coding. Contrary to our expectation, we found that the high variability of intrinsic response properties of individual cells changes the structure of neuronal correlations to improve the information encoded in the population activity. Thus, the heterogeneity of neuronal responses is in fact beneficial for sensory coding when stimuli are decoded from the population response.
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computational modeling ͉ information coding ͉ sensory cortex ͉ visual cortex ͉ neuronal populations I t is generally believed that neurons within the same cortical area vary widely in their response properties, such as mean firing rate, receptive field location and size, and stimulus selectivity. Even the responses of nearby neurons located within the same functional column, which encode the same stimulus property, exhibit a high degree of heterogeneity (1) (2) (3) (4) (5) . In primary visual cortex (V1), for instance, it has been reported that neurons tuned to the same stimulus orientation exhibit a high degree of variability in their strength of orientation selectivity, peak response, and baseline activity (1, 2) . Although this ubiquitous feature of neuronal responses has been reported in many sensory areas, e.g., visual (1, 2) , auditory (3), somatosensory (4) , and motor cortical areas (5) , and in a wide range of species, such as rats (3, 4) , cats (1) , and monkeys (2, 5) , whether it serves a purpose or is an epiphenomenon caused by an imprecise synaptic targeting during development (6) is unclear.
The idea of response heterogeneity is apparently challenged by the precision of functional architecture in specific cortical areas (7) . Thus, two-photon calcium imaging studies have recently demonstrated that the functional architecture of orientation and direction selectivity in cat visual cortex (7, 8 ) is extraordinarily precise. For instance, in area 18, neurons preferring opposite stimulus directions were segregated by remarkably specific ''fractures'' that were one to two cells wide (7) . Nonetheless, the precision of the functional architecture is not necessarily inconsistent with heterogeneous neuronal responses. Indeed, neurons can vary widely in their response properties such as baseline firing, response amplitude, and strength of stimulus selectivity without showing significant differences in their stimulus preference. This claim is supported by previous optical imaging (9, 10) and electrophysiological studies (2) confirming that orientation preference varies smoothly across the cortical surface, even though the responses of nearby neurons were highly heterogeneous.
Despite the fact that the heterogeneity of neuronal responses has been amply reported in experimental studies, its consequences were rarely examined in models of network function. However, a heterogeneous distribution of neuronal responses across the network is likely to influence the accuracy of the population code. This issue is important: the accuracy with which cortical networks encode external stimuli into patterns of neural impulses determines the accuracy of behavioral responses (11) (12) (13) . In sensory systems, the stimulus-triggered responses of neurons are often characterized by bell-shaped tuning curves (1, 2, 14, 15) . It has been demonstrated that population coding depends not only on the shape of the neurons' tuning curves but also on the distribution of neuronal correlations across the network (11) (12) (13) 16) . Indeed, during the past decade, it has become increasingly understood that the trial-by-trial variability in neuronal responses, or ''noise,'' is not independent, but exhibits correlations (17, 18) .
In principle, a highly variable distribution of neuronal responses across the network could influence the relationship between the shape of the neurons' tuning curves and the structure of correlations in trial-by-trial response variability between neurons. Characterizing this relationship is critical for determining the amount of information contained in a population of neurons and could provide important clues for understanding whether neuronal networks perform efficient computations. However, whether the wide diversity of neuronal responses across the population influences the structure of trial-by-trial neuronal (noise) correlations and its relationship with population coding is unknown. We addressed this issue in the context of orientation selectivity in primary visual cortex (V1) by implementing a conductance-based integrate-and-fire network of cortical neurons that sharpen the broadly tuned thalamocortical afferents (19) . We found that the information contained in the population response increases with the increase in the heterogeneity of the orientation tuning curve profiles of individual neurons, mainly because of a decrease in the correlation between cells. In other words, contrary to expectation, response diversity is in fact beneficial when stimulus orientation is decoded from the population response.
Results
We have implemented a dynamic model that is similar to the conductance-based integrate-and-fire model published by Somers et al. (19) (20, 21) . For instance, Fig. 1 A and  B shows that the weakly selective responses of LGN afferents to V1 excitatory neurons (A, an oriented stimulus was presented for 500 ms) are sharpened by V1 intracortical circuits (B).
We controlled the degree of response heterogeneity within the V1 network by modulating the variance of the conductance distributions for the thalamocortical and recurrent intracortical synapses (see Materials and Methods) . This is consistent with experimental (18) and modeling (19, 22, 23) studies indicating that visual cortical responses depend critically on the integration of excitatory and inhibitory thalamocortical and intracortical inputs by individual cells. Response heterogeneity was implemented by replacing the model fixed conductance values with Gaussian-distributed random variables (see Materials and Methods). This implementation allowed us to vary the ratio of the standard deviation and mean synaptic conductance, and thus increase the degree of response heterogeneity (referred to as ''induced variability'') between 0 (homogeneous networks) and 35% (this value maximizes the degree of response heterogeneity in the network). Increasing the degree of heterogeneity beyond 35% results in a severe loss of orientation selectivity for Ͼ60% of the neurons and a non-Gaussian distribution of the response properties (see Materials and Methods). This loss of orientation selectivity beyond 35% induced variability is caused by an alteration of the balance between excitation and inhibition (controlled by the strength of intracortical synapses; see
Materials and Methods).
In agreement with previous findings, we found that orientationselective V1 responses of neighboring cells exhibit a high degree of variability in orientation bandwidth, peak firing rate, and baseline activity (1, 2) . Indeed, we found that increasing the degree of response heterogeneity ( Fig. 1 C-D) by increasing the synaptic variability, increased the variance of the neurons' response amplitude ( Fig. 2A) and orientation selectivity index (OSI) (Fig. 2B ) and altered the distribution of the tuning curve slopes of individual neurons (Fig. 2C) . However, the orientation preference of neurons remained virtually unaltered ( Fig. 2D ; P Ͼ 0.1; Wilcoxon signedrank test). This result further supports the idea that response heterogeneity is not inconsistent with the precision of functional architecture (7, 8) .
The degree of response variability in the model was comparable to that shown by neurons in cat area 17. Thus, across a population of 109 neurons (9, 10) , the standard deviation of response amplitude was found to be resp ϭ 22.1 Hz, whereas the standard deviation of the OSI was osi ϭ 0.17. These values are comparable with the variability exhibited by our model neurons: The standard deviation of response amplitude was resp ϭ 13.1 Hz (induced variability 25%) and resp ϭ 18.7 Hz (induced variability 35%), whereas the standard deviation of the OSI was osi ϭ 0.175 (induced variability 25%) and osi ϭ 0.2 (induced variability 35%). These values are also consistent with the response variability of monkey V1 neurons (2, 24) .
These results bring up the issue of whether the increase in the degree of response heterogeneity influences the information encoded in the population response. A measure of the accuracy of population coding is the discrimination threshold, which is the smallest change in orientation that can be reliably discriminated by a network of cells on the basis of a single trial response. The inverse of this threshold is proportional to the square root of Fisher information, which represents the upper limit of the accuracy with which any decoding mechanism can extract information about a stimulus parameter, e.g., orientation (25) .
We computed the network orientation discrimination threshold by using a linear estimate of the Fisher information (FI) (11-13, 26, 27) . Stimulus orientation was decoded from the population response by using a locally optimal linear estimator trained to minimize the discrimination threshold between two adjacent stimulus orientations by maximizing Fisher information. The information contained in the population response of the regular spiking neurons was estimated with a lower bound of the FI (labeled I LD ) computed from the firing rates of the excitatory neurons by training a linear decoder of stimulus orientation (ref. 27 ; see Materials and Methods). The weights of the linear decoder were computed to maximize I LD (see Materials and Methods).
We estimated the amount of information in the population response by presenting input stimuli differing by 2°in orientation (i.e., 89°and 91°). To ensure that the results do not depend on the specific values for the synaptic conductances, we ran 20 experimental sessions, i.e., 5 sessions for each level of synaptic variability. In each session, we generated a new recurrent network by randomizing the values of the synaptic conductances while keeping intracortical connections fixed (see Materials and Methods). Our key finding is that the network orientation discrimination threshold is lower when the heterogeneity of orientation-selective responses is increased. Thus, we found (Fig. 3A) that increasing the degree of response heterogeneity by increasing the synaptic variability from 0% to 35% causes an increase in information, I LD , relative to the homogeneous case (P Ͻ 0.05 for each comparison at each level of synaptic variability; bootstrap method). Correspondingly, there was a decrease in the network orientation discrimination threshold as response heterogeneity was increased ( Fig. 3B ; P Ͻ 0.05 for each comparison; bootstrap method). These results hold when noisy oriented bars are used instead of pure gratings (Fig. S1) . Thus, despite the overall decrease in the decoder information because of an increase in the level of visual noise, the performance of heterogeneous networks remained greater than that of the homogeneous network for a broad range of synaptic variability.
What could explain the improvement in population coding efficiency when the degree of response heterogeneity is increased? FI is known to depend on the shape of the orientation tuning curves of the neurons in the population and on the noise correlations between cells, i.e., the covariance matrix (11-13, 16, 28) . To understand whether the increase in FI in the heterogeneous neuronal population is primarily because of the changes in the shape of the orientation tuning curves (Fig. 1 E-G) or the changes in the structure of neuronal correlations, we computed the shuffled information (for both the homogeneous and heterogeneous networks) by randomly rearranging neuronal responses across trials (see Materials and Methods). This was performed by independently shuffling the trial-by-trial responses for each pair of cells in the network (28) . Thus, shuffling the trials preserves the profile of the neurons' tuning curves while significantly reducing the correlations between cells. Fig. 4 A and B shows that although shuffled information is higher than the unshuffled information, it is relatively insensitive to the changes in the degree of response heterogeneity. In other words, shuffling trials, and thus removing correlations among cells, causes a statistically significant decrease in the improvement in information because of response heterogeneity relative to the unshuffled case (P Ͻ 0.05, for each comparison between shuffled and unshuffled ⌬I LD for each level of synaptic variability; bootstrap method). This result demonstrates that increasing the diversity of orientation-selective responses alters correlations between neurons to account for the improvement in population coding.
We directly tested the relationship between response heterogeneity and the structure of correlations across the network by examining whether the increase in the diversity of cortical responses is accompanied by a decrease in noise correlations. Clearly, the covariance matrices associated with the homogeneous and heterogeneous networks show pronounced differences (Fig. 4 C and D) . Thus, for homogeneous networks, we found that the covariance matrix of the responses exhibits both large negative and positive values for a broad range of orientations (Fig. 4C) . Consistent with experimental data (18, 29) , we found that the correlations between neurons decayed exponentially with the difference in the cells' preferred orientation (Fig. S2) . However, when response heterogeneity was increased, the correlation coefficients decreased in value and range and were significant only for the cells preferring similar orientations ( Fig. 4D ; see also Figs. S2 and S3). Nonetheless, we did not notice any changes in the spatial organization of noise correlations as the correlations associated with the heterogeneous networks simply decreased exponentially as a function of the orientation difference between cells (Fig. S2) . Because the efficiency of population coding has been shown to depend critically on the strength of correlations between neurons (a reduction in correlations is typically associated with an increase in FI, e.g., refs. 13 and 29, but see refs. 11 and 16), these results indicate that increasing the diversity of orientation-selective responses (Figs. 1 and 2) decreases neuronal correlations (Fig. 4) to improve the efficiency of population coding.
Discussion
Although heterogeneous response properties have been observed in many cortical areas and species, the functional role of neuronal response diversity has been elusive. We have shown that the spatial heterogeneity of orientation selectivity improves coding efficiency in V1 networks, despite the high variability in the tuning curve profiles of individual neurons. These results challenge the commonly held notion that response heterogeneity is consistent with noisy, unreliable, population codes. Indeed, the heterogeneity of neuronal responses is often considered noise and is typically disregarded in studies of cortical function. In principle, a broad distribution of response amplitudes and tuning curve shapes for nearby neurons within the same functional column could result in highly variable neuronal responses to small differences between nearby input stimuli. Therefore, the downstream neurons decoding these responses would have to rely on unreliable reports about differences between stimuli, which could deteriorate network performance. However, we have shown that this is not the case; response heterogeneity is in fact beneficial when stimuli are decoded from the population response. This result suggests that response diversity should no longer be ignored in models of cortical function because heterogeneous networks offer superior decoding compared with homogeneous networks. Our results are consistent with previous studies (30) that have suggested that, in certain conditions, the diversity of the tuning curve shapes of individual neurons could influence the information encoded in population activity. However, previous studies have not examined whether the heterogeneity of neuronal responses influences the relationship between the changes in neurons' average response properties and the structure of trial-by-trial neuronal correlations, as well as the relationship with population coding. We found that increasing the degree of response heterogeneity improves the efficiency of the population code, a result that is due primarily to a change in the structure of correlations. Indeed, when neuronal responses were decorrelated by shuffling the trials, the increase in neuronal diversity caused significantly smaller changes in coding efficiency. Nonetheless, our results do not imply that a reduction in noise correlations should always be associated with an increase in network efficiency. Indeed, it has been shown that correlations are beneficial or detrimental for coding depending on the distribution of noise correlations across the entire network (11) and the relationship to signal correlations (16) . However, in the context of the network examined here, correlated noise tends to occur along the same dimension as the signals that distinguish between the input stimuli (27, 29) , and is therefore detrimental to decoding performance.
One important issue is whether other types of heterogeneities in neuronal responses can influence population coding efficiency. Thus, it is well known that the local network environment, not only the responses of individual neurons, is heterogeneous in the way it represents specific aspects of the sensory input. For instance, within primary visual cortex, neurons are clustered according to their orientation preference in orientation domains that converge at singularities or pinwheel centers (31) (32) (33) . The structure of the orientation map in V1 implies that the orientation distribution of local connections would vary with a neuron's position within the map: Neurons in pinwheel centers are likely to be connected to neurons of a broader range of orientations than neurons in orientation domains (9) to possibly influence information coding. However, despite the fact that the structure of the stimulus preference map is heterogeneous, it is unlikely to influence population coding. Indeed, coding efficiency depends on the shape of the neurons' tuning curves and on the structure of neuronal correlations. Importantly, despite the difference in local inputs to neurons in pinwheel centers and orientation domains, both these classes of cells have been described to have similar orientation tuning characteristics (9, 34, 35) . In addition, optical imaging and electrophysiological studies have previously reported (36, 37) that correlations between neurons depend only on the relative separation between cells and are independent on the cells' location on the cortical surface. Altogether, these studies suggest that the heterogeneous structure of the orientation preference maps is unlikely to have an impact on population coding.
It could be argued that our demonstration that the heterogeneity of neuronal responses improves coding accuracy relies critically on the fact that orientation tuning emerges from recurrent, intracortical, interactions between V1 neurons. However, a competing model of orientation tuning, i.e., the feedforward model, which assumes that orientation selectivity arises from the pattern of thalamocortical inputs, raises the issue of whether our conclusions would remain valid if tuning in V1 would arise from feedforward rather than recurrent processing. To address this issue, we implemented a feedforward model of orientation selectivity in which excitatory cortical neurons receive only excitatory inputs from LGN and orientation nonspecific inhibitory inputs from local inhibitory neurons (27, 38, 39) . To directly compare the impact of response heterogeneity on information coding in recurrent and feedforward networks, we ensured that the orientation-selective responses of individual neurons in both models matched each other in terms of tuning strength and response amplitude (Fig. S4 A-C) . Confirming previous results (27) , we found that despite the fact that both models show similar orientation tuning properties, the feedforward model conveys approximately three times more information about the input stimuli than the recurrent model (comparing Fig. 3A and Fig. S4D ). This increase in information is mainly caused by a significant reduction in noise correlations in feedforward networks in the absence of recurrent excitatory connections (compare Fig. 4C and Fig. S4E) . Importantly, however, heterogeneous feedforward networks tend to encode more information in the population response than homogeneous networks tend to encode (Fig. S4D) . Although this result is consistent with the improvement in coding accuracy in heterogeneous recurrent networks (Fig. 3) , the degree of improvement dropped from 76% to 23% (comparing the mean change of information in the heterogeneous vs. homogeneous network in the 25% and 35% synaptic variability conditions for the The network-orientation-discrimination performance (decoder information) increases with the degree of induced synaptic variability (P Ͻ 0.05 for each comparison at each level of synaptic variability; bootstrap method). The stimulus was decoded from the population response by using a linear decoder optimized such that information, computed as the lower limit of the FI, was maximized (see SI Text). Information was calculated for stimuli differing by 2°in orientation for 20 experimental sessions (5 sessions for each level of synaptic variability). In each session, we generated a new recurrent network that had unchanged intracortical connections but different synaptic conductances (randomly generated as described in SI Text). (B) The orientation discrimination threshold, which is inversely related to the decoder information, decreases with the increase in the induced synaptic variability (P Ͻ 0.05; bootstrap method). Error bars represent SEM. recurrent and feedforward networks). This difference is because of a pronounced decrease in pairwise noise correlations in the feedforward network (Fig. S4 E and F) , which limits the degree of change in neuronal correlations when the response heterogeneity is increased.
A reduction in neuronal correlations because of an increase in the degree of response heterogeneity is likely to make a recurrent network behave more like a network of independent neurons. This issue is important in light of a recent suggestion (27) that models that rely on recurrent processing encode a smaller amount of information in the population response than networks of independent neurons. However, the fact that recurrent processing is a ubiquitous operating regime of cortical networks in vivo raises the issue of whether neuronal networks could retain the computational advantages of recurrent networks while avoiding the decrease in network efficiency because of an excessive increase in correlations. Here, we propose a solution to this problem: response heterogeneity may be the natural way through which correlations between the neurons involved in recurrent processing could be diminished to improve the accuracy of network computations.
Finally, our research captures the role of a key variable, i.e., response heterogeneity, that characterizes the response properties of neurons in many cortical areas. Indeed, although we focus here on orientation selectivity, our analysis applies to any network that relies on feedforward and recurrent processing (e.g., auditory or somatosensory cortex). Hence, our results may have general implications for sensory coding in a wide range of visual and nonvisual cortical areas. LGN input to a cortical cell is significantly, but broadly tuned for orientation. Indeed, experimental evidence has indicated that although LGN cells are virtually untuned, their aggregate input to a cortical neuron exhibits significant orientation tuning (because of the spatial organization of the LGN inputs to V1 cells; refs. 42 and 43) . Importantly, however, our results do not depend on whether the LGN input is broadly or narrowly orientation tuned (Fig. S5) . The layer of cortical cells simulates a hypercolumn of layer 4C␣, consisting of simple cells. The network has 1008 excitatory regular-spiking cells and 252 inhibitory fast-spiking cells. The network exhibits 252 preferred orientations in the interval (0°, 180°), with four excitatory neurons per orientation, and a single inhibitory neuron per orientation. All neurons are modeled as conductance-based, integrate-and-fire neurons. The thalamocortical afferents are established at random from ON and OFF subfields that are defined over the ON and OFF LGN layers by using Gabor functions. We implemented two models of orientation selectivity in V1: a recurrent model and a feedforward model. Recurrent model of orientation selectivity. The recurrent connections between V1 cells are established at random, after a Gaussian probability distribution centered on the cell's preferred orientation (see SI Text). The response of LGN afferents ( Fig. 1 A) is broadly tuned to the stimulus orientation, and then intracortical connections within V1 sharpen orientation selectivity (Fig. 1B) . Feedforward model of orientation selectivity. The parameters of the Gabor functions were chosen to ensure that the pooled LGN inputs are more selective for orientation than those corresponding to the recurrent network. Cortical excitatory neurons only receive excitatory feedforward inputs from LGN and inhibitory inputs from inhibitory cells (recurrent excitatory connections have been completely removed). Inhibitory neurons receive excitatory inputs from LGN and then send orientation-nonspecific inhibition to excitatory neurons (see SI Text). Thus, the feedforward model relies on a spatially uniform thalamocortical inhibition that balances the LGN excitatory inputs at nonpreferred orientations to produce sharp orientation selectivity (Fig. S4A) . The model implementation is similar to that of other feedforward models of orientation selectivity (27, 38, 39) .
Materials and Methods

Integrate
Inducing Synaptic Variability. The synaptic conductances used in the integrateand-fire model are defined as:
where g represents the maximum conductance change produced by presynaptic spikes and tp is the time of the pth spike from the presynaptic cell. The maximum conductance g and peak have different values depending on the synapse type (see SI Text). For both the recurrent and feedforward models, we controlled the degree of synaptic variability by replacing the fixed values, g , with Gaussian-distributed random variables of mean g and standard deviation ϭ c⅐g , where c is a coefficient that controls the degree of induced variability. We used c values between 0 (control case) and 0.35 (maximum induced variability; because 99% of the random numbers of a Gaussian distribution are within 3 of their mean, the maximum value for c was 0.35; increasing c beyond 0.35 results in a severe loss of orientation selectivity for Ͼ60% of the neurons and a non-Gaussian distribution of response amplitudes, OSIs, and tuning curve slopes). Once the random values for the maximum conductance changes were generated, they were held fixed throughout the trials. FI Estimator. Stimulus orientation was decoded from the firing rates of the excitatory V1 neurons by using a linear decoder:
where W is a weight vector, b is a scalar, and R is the firing rate of the excitatory neurons. Decoder weights W and b were optimized to minimize the discrimination threshold between two nearby stimulus orientations, 1 and 2 (we used 1 ϭ 89°and 2 ϭ 91°throughout the study). As discrimination threshold, ⌬TH, we used the upper bound of the change in orientation, ⌬, which can be detected in 75% of the trials by an ideal observer (44):
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The factor ILD is an estimate of the FI (22, 25) :
where ⌬ ϭ 2 Ϫ 1, ͗i͘ is the mean and i 2 (i ϭ 1, 2) is the variance of the linear decoder output when a bar stimulus of orientation i is presented to the retina. The discrimination threshold ⌬ TH was minimized by computing the decoder weights W and b so that the information ILD was maximized. First, we generated 1,008 trials in which a bar of orientation 1 was presented, followed by 1,008 trials in which a bar of orientation 2 was presented (each stimulus was presented for 500 ms). Then, we divided the trials for each stimulus orientation into equal sets: a training set and a test set. We used the data of the training set (504 trials with orientation 1 and 504 trials with orientation 2) to compute the linear decoder weights by using the conjugate gradient algorithm (27, 45) . For each of the algorithm iterations, we computed information ILD from Eq. 3 by using the test set and the decoder weights corresponding to that iteration. We used 1,008 iterations, which is equal to the dimension of the linear decoder (defined by the number of excitatory neurons), because the minimum of the surface error for a linear decoder trained with the conjugate gradient algorithm is reached at most after a number of iterations equal to the dimension of the decoder. We kept the weights of the decoder for which I LD was maximum. FI was calculated for 20 experimental sessions by using 5 sessions for each value of synaptic variability (0%, 15%, 25%, and 35%). In each session, we generated a new recurrent network that had similar intracortical connections but different synaptic conductances that were randomly generated. This allowed us to compute the information, ILD, and the changes in information (for the heterogeneous vs. homogeneous networks) over 5 experimental sessions for each level of synaptic variability.
Shuffled Information. We computed shuffled information with Eq. 3 by shuffling the responses of neurons across trials in both the training and test sets (the noise correlations among cells were completely removed by shuffling). This was performed by independently shuffling the trial-by-trial responses of each cell in the network (28) , thus destroying the temporal structure of the responses. 
R(i)sin(2i) (46). Responses R(i)
were computed as mean spike counts for 128 trials of 500 ms each.
