Koji KAMAKURA †a) , Member SUMMARY A new class of visible light communication (VLC) systems, namely image sensor (IS) based VLC systems, has emerged. An IS consists of a two-dimensional (2D) array of photodetectors (PDs), and then VLC systems with an IS receiver are capable of exploiting the spatial dimensions invoked for transmitting information. This paper aims for providing a brief survey of topics related to the IS-based VLC, and then provides a matrix representation of how to map a series of one dimensional (1D) symbols onto a set of 2D symbols for efficiently exploit the associate grade of freedom offered by 2D VLC systems. As an example, the matrix representation is applied to the symbol mapping of layered space-time coding (L-STC), which is presented to enlarge the coverage of IS-based VLC that is limited by pixel resolution of ISs.
Introduction
The rapid increase in the usage of LEDs has lead to the advent in recent years of visible light communication (VLC). VLC is emerging as a solution to overcome the crowded ratio spectrum for wireless communication systems. In VLC, information is transmitted by modulating the intensity of an optical light source operating in visible range of the spectrum at a rate much faster than the response time of the human eye. LEDs are the most suitable light source for VLC due to their capability of high switching rate.
Initial studies on VLC using LED lighting were done in [1] , where data can be provided from a local aggregation point to the luminaries via existing infrastructure like traffic lights and a single photodiode (PD) was used as a receiver. Nowadays, thanks to low-cost complementary metal oxide semiconductors (CMOSs) that consume less power while delivering high performance and advanced features, image sensors (ISs), which are an two-dimensional (2D) array of PDs, have been embedded in today's low-end cell phones and tablet devices. Therefore, in order to receive the modulated LED lights, there are two types of receiver: PDs [2] - [5] and ISs [6] - [9] .
Single-element PD receivers have an advantage of converting optical signals at very high rates, but they suffer from large interference and background light noise. This results in very low SNRs and thus short communication ranges such as offices and rooms. To increase the data rate of the singletransmitter single-receiver system using the same amount of signal power, multiple-input multiple-output (MIMO) are investigated, where the parallel data streams can be transmitted over either different spatial locations [4] or different colors of light [5] . In [5] , 8 Gbps is reported to be achieved over a 1-meter indoor link with an red-blue-green-yellow LED and R/G/B/Y filters. The main drawbacks of this approach are potentially large size and high cost of the multiple receiving elements.
On the other hand, IS receivers consist of a 2D array of PDs, each of which converts incident light to an electrical signal and has it as a digitized value individually. Therefore, their outputs are essentially discrete. Furthermore, they are compact, which constitute a camera structure. The camera lens provides a different narrow field of view (FOV) for each pixel. This creates a large number of highly directional receiving pixels, which allows a degree of flexibility of selectively combining pixels that receive a strong signal from the light emitting elements that can not be attained by the type of single-element PD receivers. The tradeoff in the IS receiver, however, is a limited sampling rate of the camera receiver. The frame rate ranges from tens to hundreds frames per second for low-end cameras and a million frames per second for high-end models. Yet, it is reported in [10] that with a customized CMOS IS, a 54 Mbps is achieved, which strikes a good tradeoff between high-speed optical-signal reception and LED-transmitter detection.
This paper focuses on IS-based VLC. IS-based VLC was initially demonstrated in [11] with high-speed camera for intelligent transport systems (ITS), where LEDs are used as road side unit to transmit location or safe driving information from traffic lights to vehicles, which is now extended to communications of vehicle to infrastructure (V2I) [10] and vehicle to vehicle (V2V) [12] . It is also found in [13] that V2V communication with IS receiver is investigated for infrared (IR), instead of visible light.
Meanwhile, low-end camera-equipped cell phones and tablet devices can shoot videos at a frame rate around 20 fps, thanks to the rolling shutter. This shutter operation is investigated to receive data at a rate that far exceeds the frame rate of the camera [14] - [17] .
VLC research was started off in 2003 by the Visible Light Communications Consortium (VLCC) [18] , which is the successor of Visible Light Communications Association (VLCA), receiving increasing interest worldwide. They term it as image sensor communication (ISC). Con-sequently, the visible light spectrum is now in a state of action after the IEEE standardization of VLC technology in 2011 [19] . In the Task Group (TG7r1), ISC, which is also referred to as optical camera communications (OCC), is discussed as a part of optical wireless communication (OWC) that uses the camera sensor as a receiver.
The aims of this paper are two folds. First, it aims at providing a brief survey of IS-based VLC systems, while avoiding duplication of efforts done in [12] , [20] , [21] , which give excellent introductions to IS-based VLC. Section 2 gives a brief explanation of IS used for the receiver, and modulation with lighting constraints is mentioned in Sect. 3. Since VLC and OWC have in common such as conventional digital modulation techniques, the interested reader will also be provided with references [3] , [22] , [23] for a more in-depth study of the techniques. Secondly, this paper aims for providing a matrix representation of how to map one-dimension (1D) symbols onto a 2D array of transmitting LEDs for IS-based VLC, which includes the area termed ISC, CamCom, and OCC. Section 4.1 mentions intrinsic limits in IS-based VLC systems, and then Sect. 4.2 describes the bit-to-symbol mapping of 1D signals to 2D ones for the 2D system, with a matrix representation. The matrix representation can be easily adapted to make efficient use of spatial dimensions of rows and columns of the transmitting device array as additional dimensions invoked for transmitting information. This matrix expression is applied to a modulation for IS-based VLC, which is presented as layered space-time coding (L-STC) in [24] . More specifically, with the matrix expression, the symbol mapping of three-layered STC is rewritten so that readers can easily understand how it is done for expanding the coverage of ISbased VLC through L-STC in Sect. 4.3. Finally, conclusions are presented in Sect. 5.
IS-based VLC Components

CMOS Image Sensor
A CMOS IS has an imaging area, which consists of an array of pixels, vertical and horizontal access circuitry, and readout circuitry, as shown in Fig. 1 . The imaging area is a 2D array of pixels, each of which has a PD and some transistors inside. CMOS chips have transistors at each pixel to move the charge through lines. This offers flexibility because each pixel is treated individually, unlike CCD [25] , [26] . Access circuitry is used to access a pixel and read the signal value in the pixel. For this purpose, a shift resistor is used, and a decoder is used to access pixels randomly. A readout circuit is a 1D array of switches and a sample-and-hold circuit.
Sensitivity
In terms of sensitivity of IS inside a camera, two parameters are very important: quantum efficiency and read noise.
Quantum efficiency is a measure of how efficiently the IS converts light (photons) to charge (electrons). The more electrons into a pixel during the integration period, the higher the output level of the IS, so the more sensitive the IS is for that specific wavelength of the light.
Read noise is the random noise generated within the charge-to-voltage conversion amplifier when reading out the charge. It has the noise level equivalent to the output of the IS when the IS is in the dark place during zero integration time. The lower the read noise level is, the lower the minimum number of signal electrons is that can be detected. Therefore, lower read noise results in a more sensitive IS. Recent CMOS technology offers an extremely low read noise that are close to high performance CCD ISs [27] . More precisely, the noise level at the output of the IS is not only determined by the read noise, but the dark current of a pixel also contributes to the dark noise. The dark current is dependent on the quality of the IS, and also very dependent on the temperature and the integration time. At higher temperatures the dark current increases rapidly and then the dark noise will be larger than the read noise. For temperature, the dark noise should be considered rather than the read noise [27] .
With the ratio of quantum efficiency η Q to dark noise N D , as the ratio increases, the IS is more sensitive at a particular wavelength. Fig. 2 shows the ratio for recent CMOS and CCD ISs at two temperatures: room temperature and a higher temperature. The curves show that the CMOS IS is more sensitive than the CCD one at all wavelengths. We can also see that the ISs perform worse at higher temperatures than at room temperature. The sensitivity of the camera in lower light conditions is necessary for VLC scenarios. The ratio gives the overall sensitivity of the IS, or the minimum amount of light detectable. Nowadays, CMOS ISs have a higher efficiency than CCD ones at all wavelengths.
Shutter Operations
In digital cameras, the luminance value generated by the IS depends on the voltage signal, which is induced by electron charge. The electron charge is related to the amount of light that falls on the photosensitive area, in terms of duration. They therefore require some form of shutter to control exposure time. This is generally achieved by incorporating either an external mechanical shutter in front of the IS or an on-chip electronic shutter.
In the point of view for VLC applications, we focus on two types of electronic shutter: global shutter and rolling shutter.
Global shutter controls incoming light to all pixels simultaneously. At any given point in time, all pixels of a frame (image) are therefore either equally closed or equally open. All pixels are reset simultaneously, and integration of all pixels begin at the same time. Therefore, data integrated over the same time duration is output from all pixels, which is desirable for VLC receivers.
Rolling shutter is an readout architecture, in which, not all portions of the image start and stop receiving light at the same time. In order to maintain high fill factor and read out speed, most CMOS ISs are equipped with columnparallel readout circuits, which simultaneously read all pixels in a row into a line memory. The readout proceeds rowby-row, sequentially from top to bottom, as shown in Fig. 3 . This is called "rolling shutter" operation.
High resolution image requires the increase in the number of PDs, but this significantly reduces the frame rate, which is the number of frames per second (fps) that can be captured by the IS. Thanks to the rolling shutter, recent mobile devices have ISs to capture videos at a certain frame rate. Even the least expensive smartphones nowadays are equipped with high-resolution CMOS IS inside cameras, they can shoot full HD videos at 30 or even 60 fps. However, this means that direct use of the IS for VLC receivers can provide very low data rate.
Even though the advance in CMOS technology has improved the resolutions of ISs to very high levels, it is still difficult to have high-frame-rate camera with such highresolutions at low cost. Therefore, to use the most of the rolling shutter mechanism of CMOS ISs for receive multiple bits modulated at a high frequency within one frame, an approach is presented [9] , which achieves a few kbps of throughput with the rolling shutter process of camera sensor operating at 20 fps. When capturing an image, most CMOS ISs expose one or more columns of pixels, but read out only one column at a time, sweeping across the image at a fixed scan rate to create a rolling shutter, as shown in Fig. 3 . First, an LED is in ON which results in higher intensity output for pixels of the first row. At the next time instance, when the LED changes its state to OFF, the IS reads it out as low intensity output for pixels of the second row. After all the rows are scanned, the resultant image can be converted to binary data. This effect is neither visible to the naked eye, nor in a photograph that uses an auto-exposure setting. This idea is applied to for vehicular communication [28] , positioning [29] , and encryption [30] .
Modulation under Lighting Constraints
Dimming
Different levels of illuminance are required when performing different types of activities [31] . For example, an illuminance in the range of 30-100 lux is often said to be enough for simple visual tasks performed in most public places, while office or residential applications require higher level of illuminance in the range of 100-1000 lux. The luminance is measured in lux (lux = lm/m 2 ), which is the luminous flux incident per unit area. The lm (lumen) is the unit of luminous flux, which represents the light power of sources as perceived by human eye. It is defined as a monochromatic light source emitting an optical power of 1/683 watt at 555 nm has a luminous flux of one lumen. The light of a full moon provides an illumination of about one lux, and on a sunny day outdoors, the illumination would be about 100,000 lux.
With the advancements in LED driver circuits, it has become possible to dim an LED to an arbitrary level depending on the application requirement to save energy. If an LED can be dimmed to an arbitrary level, it is also necessary to understand its impact on the human perceived light. It was first shown in [32] that the relation between the measured light and the perceived light is nonlinear. The perceived light can be calculated from the measured light as [32] , [33] Perceived light (%) = 100×
For example, at full brightness, the measured light in a space is 60 foot-candles (fcd). Eq. (1) indicates that a lamp that is dimmed 1% (0.6 fcd) of its measured light is perceived to be 10% dimmed by the human eye. This is important in terms of VLC because a user may choose an arbitrary level of dimming depending on the application or desired energy savings, but the communication should not be affected by the dimming; i.e., the data should be modulated in such a way that any desired level of dimming is supported.
Flicker Constraint
An additional constraint on any VLC modulation is that it should not result in human perceivable fluctuations in the brightness of the light. Since the flicker has little impact on human eye perception when light pulses blink at 200 Hz or higher frequency [19] , the average intensity is constrained. This constraint relates the intensity and the signal level itself. This new constraint, which is referred to as the dimming target, introduces a new domain of system design which has rarely been considered in existing communication media.
Modulation with Lighting Constrains
A typical non-return-to-zero (NRZ) on-off keying (OOK) has 50% average intensity for equiprobable binary symbols. For the lighting constraint of 75% dimming, it simply shifts the OFF symbol level from 0% intensity level to 50%, which is referred to as analog dimming. However, a non-linear characteristic of LEDs poses some difficulties and further the reduced level margin faces on difficulties, and the reduced margin between the two intensity levels degrades the signal detection performance. One solution to mitigate long runs of 1s and 0s as on and off states is to compensate the intensity difference in time. For a general data transmission rate with equiprobable binary symbols, the same duration of dummy ON transmission is appended to meet the target 75% dimming. If the target is below 50%, a dummy OFF symbol interval is appended to resolve the difference. The dummy transmission is presented in the IEEE standard [32] . On the other hand, pulse width modulation (PWM) is used for providing a marginal rate enhancement [34] . PWM can be also superposed with OOK and pulse position modulation (PPM) for dimming support [35] .
Another solution is to use run length limited (RLL) codes. RLL codes ensure that the output symbols have balanced repetition of 0 s and 1s. Examples of commonly used RLL codes include Manchester, 4B6B, and 8B10B coding. In Manchester coding, a 0 is replaced with a "down" transition (one-to-zero) and a 1 is replaced with an "up" transition (zero-to-one). 4B6B coding maps a 4-bit symbol to a 6-bit symbol that has balanced repetition. Similarly, 8B10B maps an 8-bit symbol to a 10-bit symbol. Since the Manchester coding has the highest in the number of additional bits added, it can be a suitable choice for low data rate services that require better DC balancing. On the other hand, 8B10B reduces the number of additional bits added, but it performs poorly in terms of the DC balancing.
Furthermore, a dimming technique in VLC is inverse source coding [36] , which uses the ratio of 1s and 0s for satisfying the required dimming target. For example, if the dimming ratio is 70%, then 70% of the output bits must be 1s. The encoding scheme increases the number of transmitted data bits to achieve the dimming ratio. Huffman coding is generally used as the encoding scheme, where only an approximation to the required dimming ratio is achieved.
Two-Dimensional Systems
Four Distortions
Most of the luminaries typically contain multiple LEDs to provide sufficient illumination. When these multiple LEDs can be treated as an array of multiple transmitters that works as a 2D transmitter. VLC systems between such an transmitter array and the corresponding IS receiver constitutes a 2D system. The 2D system has attractive mapping options due to additional dimensions invoked for transmitting data.
The IS inside cameras can provide a wide receiving FOV that allows for node mobility without the need to realign the receiver. Yet, because of the camera design, each pixel has a very narrow FOV, allowing high gain communication. The camera lens creates the effect of each pixel being angled to a slightly different part of the scene, so that the combination of all LEDs of the array generates an image with a wide FOV.
The 2D system provides a new domain to transmitting data, but exhibit four main types of distortions below.
1) Perspective distortion is a common phenomenon in our daily life. When we take a look at a rectangular array from a certain angle, the image on the plane is like a trapezoid, as shown in Fig. 4(a) . In the typical case of a projector sitting on a table and looking upwards to the wall screen, the image is larger at the top than on the bottom. Consequently, some LEDs on an array expand at the IS plane inside camera, while others shrink [37] .
2) Blurring occurs when the camera moves while cap- Fig. 4 Examples of distortions considered in the imaging system.
turing an image or a lack of focus can introduce blur in the image, which causes the pixels to blend together, as in Fig. 4(b) . An array-camera communication system must be able to deal with such blending and still successfully recover the transmitted bits. In the frequency domain, blur can be considered a low-pass filter where high frequency attenuates much more than the low frequency.
3) Ambient Light is a source of noise for array-camera links because it changes the luminance of the received pixels. This can cause errors in the information bits decoded from the pixels. In frequency domain, it can be considered the DC component.
4) Diffraction limit determines the angular resolution, thus limiting the pixel resolution in any imaging system. Light is collected by a lens which limits the spatial extent over which it can be received. If the wavelength of light is λ and the diameter of the lens' aperture is D, the angular resolution set by the diffraction limit is θ = 1.22λ/D radians [24] . For example, in an imaging system operating at λ = 630 nm with D = 2 mm, the angular resolution is about 3.84 × 10 −4 radians (79.3 arc-seconds), corresponding to a spatial resolution of 76.9 mm at a distance of 200 m. This means that IS receivers cannot discern two points at the distance of 200 m when they are separated from each other by 76.9 mm or less. In such a diffraction-limited region, intensity-modulated signals transmitted from two 20 mm-away LEDs disperse and become unresolved LED pair, as shown in Fig. 4(c) , thus impossible to demodulate from them.
In real world scenarios, we further face i) camera motion, ii) illumination variation, and iii) background distracters such as other vehicles on the road [38] . Camera motion is inherently present in the visual MIMO communications system because the camera at the receiver and LED transmitters are on different mobile nodes. Consequently, the geometry of the image formation process varies, i.e., the position and orientation of the camera center with respect to the scene varies. As the camera moves further, the object of interest appears to become smaller. Because of this perspective projection, the LED array undergoes arbitrary scaling, and the standard communication approach of template matching with matched filters or with correlation-based detectors might be insufficient. The computer vision literature has numerous methods for achieving scale invariance in object recognition, which often require heavy processing.
Matrix Expression of Transmitter Design of 2D Systems
In order to efficiently exploit the spatial degree of freedom of the 2D system, this section gives an matrix expression. Consider a 2D communication system, composed of an LED array transmitter, an optical channel, and an IS receiver, as shown in Fig. 5 . We assume an LED array as the 2D transmitting device here, but it can be a pixelated array such as computer display, screen, or digital signage [7] , [37] , [41] . In general, an input to the 2D system can be a one-dimension stream of complex symbols. The output of the 2D mapper inside the 2D system will be a set of unipolar signals (i.e., real but non-negative), and then are transmitted as intensity signals from the LED array. Such signals pass through the optical channel into the IS receiver inside cameras, followed by the 2D demapper with the receiver's output data stream.
Let {s} be a stream of complex symbols into the 2D system. The function of the 2D mapper is to convert {s} into a series of 2D symbols. When N 1 N 2 symbols from {s} are fed to the mapper, it outputs the complex symbol matrix
, which is an expansion by M 1 × M 2 inside the 2D mapper. The complex input S and the unipolar output X are considered in the spatial domain.
The process of the 2D mapper is detailed. Let A I and A Q be two matrices, each of which has size M 1 × M 2 . A I and A Q have orthonormality constraints, given by
where • denotes the Frobenius inner product. The Frobenius inner product of two real matrices is a scalar, defined as
The conditions of Eq. (2) do not uniquely determine A I and A Q , leaving enough degrees of freedom while specifying them. We can use this freedom to satisfy a diverse range of practical requirements and to design a meritorious transmission scheme.
To take the benefits of spatial domain consisting of (N 1 M 1 ) × (N 2 M 2 ) transmitting devices, the mapper generates symbols to modulate the individual transmitting devices separately. Through the expansion process, the two real bipolar matrices S I and S Q are expanded into G I and
where E 1,1 is an M 1 × M 2 matrix with all zero elements except a single one at the index (1, 1), and ⊗ is the tensor multiplication operation of the two matrices. If P is an m × n matrix and Q is an x × y matrix, then the tensor multiplication P ⊗ Q is the mx × n y matrix:
each element of which is expressed as
With this zero padding, G I and G Q have zeros between each of the elements of S I and S Q , respectively. Further, convolving G I and G Q with A I and A Q results in real bipolar 2D signals X I and X Q , respectively, of size
i.e.,
where * denotes the convolution operation. The orthogonality of Eq. (2) allows to combine the matrices X I and X Q into a unipolar matrix X
where c 1 is the peak amplitude of the signal. s I and s Q are normalized so that each element satisfies |s I |, |s Q | ≤ c 1 .
Meanwhile, c 2 in Eq. (8) is chosen to set the dynamic range of the output signal, according to the VLC channel limitations, thus ensuring unipolar output: X ≥ 0 for any S.
Layered Space-Time Coding (L-STC)
With the mathematical expression above, this subsection gives an example, which is a 2D system called layered space-time coding (L-STC) introduced in [24] , [39] . L-STC is considered binary. Therefore, this example allows us to treat S Q = 0: i.e., we just consider S I as S with element s i, j ∈ {1, 0}; while it can be complex in 2D systems with orthogonal frequency division multiplexing (OFDM) in [7] , [37] , [41] to shape the spectrum of the optical output signal. More specifically, three-layered STC is considered, where the input to the 2D system is three different bit streams called {b}, {c}, and {d}, each of which is separately space-time coded, before inputting to the 2D system. Two bits s 1 and s 2 in {s} ∈ {b, c, d} are fed to the individual STC encoder, it generates s 1 = (s 1 , s 2 ) and s 2 = (s 2 , s * 1 ). Note that although s * 1 indicates the complex conjugate of s 1 in the complex system, in the unipolar system we treat it as the opposite binary state [42] : i.e., s * 1 = s 1 . The purpose of STC encoding is to expand the communication range limited by the pixel resolution of imaging system. In the region where two LEDs are decoupled in the image plane (i.e., detected by one pixel), the combination of two values of the pixel obtained in two frames, the bits are decoded through STC decoding. Note also that although the multiplication of j will be used in the encoding process explained below, it will be equivalent to j· s =s in the unipolar system.
As shown at the top of Fig. 6 , when two bits s 1 and s 2 , {s} ∈ {b, c, d}, from each of the bit streams are fed to the individual STC encoder, it outputs two matrices S 1 and S 2 , S ∈ {B, C, D}, which are of size 2 × 2 with the two bits located in the main diagonal, as
For B i , C i , and D i , i ∈ {1, 2}, we define expansion matrices with different sizes 4 × 4, 2 × 2, and 1 × 1 as E (4)
1,1 , and E (1) 1,1 , respectively. Using these expansion matrices according to Eq. (4), we have
where the elements of each matrix are seen in Fig. 6 . Then, in three-layered STC, we define the coding matrices operating on the first and second input matrices B (8) i , C (4) i , and D (2) i as
The encoding process in the spatial domain is done as
where an 8 × 8 matrix G 
results in Fig. 6 Matrix notations in the three-layered STC.
where convolution we consider here is different from the normal one. Although in 2D convolution there are wide and narrow convolutions, the one considered here is a hybrid. Zero padding is done for elements at top or left edges of the input matrix (i.e., S) that does not have any neighboring elements to the top and left, while no zero-padding is done for elements at bottom or right edges of the input matrix. To put it more specifically, in convolving G B of size 4 × 4 with A B of size 4 × 4, narrow convolution is done by appending three rows and three columns with all zero elements to B.
Finally, the output matrices of the first and second durations are expressed as, respectively,
where the bits are spread over the 8 × 8 matrices, shown at the bottom of Fig. 6 . Two raw images of size 6 × 6 in pixel are shown in Fig. 7 , which is captured by high-speed camera operating at 1000 fps at 55 m away from an 8 × 8 LED array. They are resized to 8 × 8 luminance matrices, shown in Fig. 7 , through bilinear interpolation. From the two luminance matrices, six bits are successfully extracted. The decision statistics are obtained as combinations of addition and subtraction of Fig. 7 Two raw images with size 6 × 6 trimmed from the whole one and its' 8 × 8 luminance matrices V j and V j+1 after resizing image processing are shown, when an 8×8 LED array was captured by the high-speed camera at the distance of 55 m. Reproduced from [24] . luminance values, though the detail is not mentioned here (see [24] ). It was confirmed from Fig. 8 that the received bit stream of {b} is error-free all over the measured range, and the received bit streams of {c} and {d} are also error-free in the range D ≤ 155 m and 55 m, respectively. This is a bit surprise that the sizes of the raw image of the LED array at 210 m, 155 m, and 55 m are 2 × 2, 2 × 2, and 5 × 5 pixels, respectively. This can be said a good example of exploiting spatial dimensions for extending the coverage of IS-based VLC.
It is shown in [43] , [44] that applying spatial modulation (SM) into the L-STC allows to further increase in the reception rate without deteriorating the bit reception quality of the original L-STC. 
Conclusion
This paper presented a survey on the novel type of VCL using IS receivers. Current VLC receivers either use a PD or an IS for receiving the VLC signals. The use of PD is suitable for stationary clients where its FOV can be aligned to the LED fixture for high received optical power. On the mobile devices or moving situations, the IS can be used since they have comparatively larger FOV (due to wider concentration lens), making the moving device more robust to movements and FOV misalignment. Due to a large number of PDs operating inside IS might be slow and energy expensive. This is natural, given that IS was primarily designed for image and video capture, and not for receivers. Thus, it is challenging to design an array transmitter and IS receiver pair to satisfy a diverse range of practical requirements, with robustness to device movements and FOV misalignment, making the most use of the 2D systems, for meritorious transmission techniques.
