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Autoequivalences of derived categories of elliptic
surfaces with non-zero Kodaira dimension
Hokuto Uehara
Abstract
We study the group of autoequivalences of the derived categories of
coherent sheaves on smooth projective elliptic surfaces with non-zero
Kodaira dimension. We find a description of it when each reducible
fiber is a cycle of (−2)-curves and non-multiple.
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1 Introduction
1.1 Motivations and results
Let X be a smooth projective variety over C and D(X) the bounded derived
category of coherent sheaves on X. If X and Y are smooth projective
varieties with equivalent derived categories, then we call X and Y Fourier–
Mukai partners. We define the set of isomorphism classes of Fourier–Mukai
partner of X as
FM(X) := {Y smooth projective varieties | D(X) ∼= D(Y )}/ ∼= .
It is an interesting problem to determines the set FM(X) for a given X.
There are several known results in this direction. For example, Bondal and
Orlov show that if KX or −KX is ample, then X can be entirely recon-
structed from D(X), namely FM(X) = {X} [BO95]. To the contrary, there
are examples of non-isomorphic varieties X and Y having equivalent derived
categories. For example, in dimension 2, if FM(X) 6= {X}, then X is a K3
surface, an abelian surface or a relatively minimal elliptic surface with non-
zero Kodaira dimension ([BM01], [Ka02]). In dimension 3, some results are
shown by Toda [To03]. Moreover, Orlov gives a complete answer to this
problem for abelian varieties in [Or02].
It is also natural to study the isomorphism classes of autoequivalences of
D(X). The group consisting of all exact C-linear autoequivalences of D(X)
up to isomorphism is denoted by
AuteqD(X).
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We note that AuteqD(X) always contains the group
A(X) := PicX ⋊AutX × Z[1],
generated by standard autoequivalences, namely the functors of tensoring
with invertible sheaves, pull backs along automorphisms, and the shift func-
tor [1].
When KX or −KX is ample, Bondal and Orlov show that AuteqD(X) ∼=
A(X).
WhenX is an abelian variety, Orlov determines the structure of AuteqD(X)
([Or02]). As a special case, when X is an elliptic curve, the autoequivalence
group is described as
1→ Xˆ ⋊AutX × Z[2]→ AuteqD(X)
θ
→ SL(2,Z)→ 1.
Here θ is given by the action of AuteqD(X) on the even integral cohomol-
ogy group H0(X,Z) ⊕ H2(X,Z), which is isomorphic to Z2. In this case,
the group AuteqD(X) contains the Fourier–Mukai transform ΦUJX(a,b)→X
determined by a universal sheaf U of the fine moduli space JX(a, b) of sta-
ble vector bundles of the rank a and the degree b with (a, b) = 1. By the
work of Atiyah ([At57, Theorem 7]), JX(a, b) is isomorphic to X, and hence
ΦUJX(a,b)→X can be regarded as an autoequivalence of D(X). One can check
that ΦUJX(a,b)→X does not belong to A(X).
For the minimal resolution X of An-singularities on a surface, Ishii and
the author determine the structure of AuteqD(X) ([IU05]). It is generated
by the group A(X) and twist functors of the form TOG(a) ([ST01]) associated
with the line bundle OG(a) on a (−2)-curve G(∼= P
1) on X. Again, TOG(a)
does not belong to A(X).
The case of smooth projective elliptic surfaces π : S → C with non-zero
Kodaira dimension is a mixture of the last two cases. If S has a reducible
fiber, each component of it is a (−2)-curve. Hence AuteqD(S) contains twist
functors as in the case [IU05]. On the other hand, let us consider the fine
moduli space JS(a, b) of pure 1-dimensional stable sheaves on S, the general
point of which represents a rank a, degree b stable vector bundle supported
on a smooth fiber of π. It often occurs that there is an isomorphism S ∼=
JS(a, b), and then the Fourier–Mukai transform Φ
U
JS(a,b)→S
determined by a
universal sheaf U on JS(a, b) × S gives a non-standard autoequivalence.
For an object E of D(S), we define the fiber degree of E
d(E) = c1(E) · F,
where F is a general fiber of π. Let us denote by λS the highest common
factor of the fiber degrees of objects of D(S). It is shown in [Br98] that
if aλS and b are coprime, the above mentioned fine moduli space JS(a, b)
exists. We denote JS(b) := JS(1, b).
3
We set
B :=
〈
TOG(a) | G is a (−2)-curve
〉
and denote the congruence subgroup of SL(2,Z) by
Γ0(m) :=
{(c a
d b
)
∈ SL(2,Z)
∣∣ d ∈ mZ}
for m ∈ Z.
Conjecture 1.1. Let S be a smooth projective elliptic surface S with κ(S) 6=
0. Then we have a short exact sequence
1→ 〈B,⊗OS(D) | D · F = 0, F is a fiber〉⋊AutS × Z[2]→ AuteqD(S)
Θ
→
{(c a
d b
)
∈ Γ0(λS)
∣∣ JS(b) ∼= S}→ 1.
Here Θ is induced by the action of AuteqD(S) on the even degree part
H0(F,Z) ⊕ H2(F,Z) ∼= Z2 of integral cohomology groups of on a smooth
fiber F .
Remark 1.2. (i) As Conjecture 1.1 implicitly implies, we can actually
see in the proof of Theorem 3.11 that every element of AuteqD(S)
induces an autoequivalence of a smooth fiber F . If κ(S) = 0, this is
false. See in Example 2.8 (iii).
(ii) The quotient group Γ0(λS)/ ImΘ is naturally identified with the set
of Fourier–Mukai partners FM(S) of S. See Remark 3.12.
(iii) If π has a section, we know that ImΘ ∼= SL(2,Z). See Remark 3.12.
(iv) By [IU05, Proposition 4.18], we have
B∩〈⊗OS(D) | D · F = 0, F is a fiber〉 = 〈⊗OS(G) | G is a (−2)-curve〉 .
The following is the main result in this article.
Theorem 1.3 (=Theorem 4.1). Suppose that each reducible fiber on the
elliptic surface S is non-multiple, and forms a cycle of (−2)-curves, i.e. of
type In for some n > 1. Then Conjecture 1.1 is true.
In the case that π has only irreducible fibers, and π has a section, Con-
jecture 1.1 is essentially shown in [LST13].1
1They only consider autoequivalences Φ with Φ ∈ Ker δ. See the definition of δ in
Remark 3.10. On the other hand, their result is valid without any restrictions on the base
space of the fibration.
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1.2 Outline of the proof of Theorem 1.3
Let S be a projective elliptic surface with κ(S) 6= 0, and Z be the union of all
reducible fibers of the elliptic fibration π : S → C, and U be the complement
of Z in S. We introduce a group homomorphism
ιU : AuteqD(S)→ AuteqD(U)
in Proposition 3.9 and denote Im ιU by Auteq
†D(U). We classify all ele-
ments of Auteq†D(U) by Proposition 3.6 and determine the structure of
Auteq†D(U) in Theorem 3.11.
Assume furthermore that all reducible fibers of π are of type In (n > 1)
as in Theorem 1.3. Then we can show that
B = Ker ιU (1)
by using
Proposition 1.4 (=Proposition 4.2). Take a connected component Z0 of
Z, that means a fiber of π. Let us consider the irreducible decomposition
Z0 = C1 ∪ · · · ∪ Cn, where each Ci is a (−2)-curve. Suppose that we are
given an autoequivalence Φ of DZ0(S) preserving the cohomology class [Ox] ∈
H4(S,Q) for some point x ∈ Z0. Then, there are integers a, b (1 ≤ b ≤ n)
and i, and there is an autoequivalence
Ψ ∈
〈
TOG(a) | G is a (−2)-curves contained in Z0
〉
such that
Ψ ◦ Φ(OC1)
∼= OCb(a)[i]
and
Ψ ◦Φ(OC1(−1))
∼= OCb(a− 1)[i].
In particular, for any point x ∈ C1, we can find a point y ∈ Cb with Ψ ◦
Φ(Ox) ∼= Oy[i].
Proposition 1.4 is proved in §6 using techniques developed in [IU05]. Then
we can deduce Theorem 1.3 from the equation (1) and the description of
Auteq†D(U) obtained in Theorem 3.11.
The construction of this article is as follows. In §2 we show several
preliminary results and give definitions needed afterwards. In §3, we study
the structure of Auteq†D(U) intensively. In §4, we reduce the proof of
Theorem 1.3 to showing the equation (1), and furthermore we reduce the
proof of (1) to showing Proposition 1.4. In §4, we also show several lemmas
used in §5 and §6. In §5, we show Proposition 4.4, which is the first step
in the proof of Proposition 1.4. In §6, we prove Proposition 1.4. Finally
in §7, we treat an example of elliptic surfaces satisfying the assumption in
Theorem 1.3. In the example, we can determine the set FM(S), and also
know when JS(b) ∼= S holds. This information gives us a better description
of ImΘ (see Conjecture 1.1) in the example.
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1.3 Notation and conventions
All varieties will be defined over C. A point on a variety will always mean a
closed point. By an elliptic surface, we will always mean a smooth surface
S together with a smooth curve C and a relatively minimal projective mor-
phism π : S → C whose general fiber is an elliptic curve. Here a relatively
minimal morphism means a morphism whose fibers contains no (−1)-curves.
For two elliptic surfaces π : S → C and π′ : S′ → C, an isomorphism
ϕ : S → S′ satisfying π = π′ ◦ ϕ is called an isomorphism over C.
For an elliptic curve E and some positive integer m, we denote the set
of points of order m by mE. Furthermore, we denote the dual elliptic curve
by Eˆ := Pic0E.
D(X) denotes the bounded derived category of coherent sheaves on an
algebraic variety X. For a closed subset Z of X, we denote the full subcat-
egory of D(X) consisting of objects supported on Z by DZ(X). Here, the
support of an object of D(X) is, by definition, the union of the set-theoretic
supports of its cohomology sheaves.
An object α in D(X) is said to be simple (respectively rigid) if
HomD(X)(α,α) ∼= C (respectively Hom
1
D(X)(α,α)
∼= 0).
Given a closed embedding of schemes i : Z →֒ X, we often denote the derived
pull back Li∗α simply by α|Z .
Auteq T denotes the group of isomorphism classes of C-linear exact au-
toequivalences of a C-linear triangulated category T .
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2 Preliminaries
2.1 General results for Fourier–Mukai transforms
Let X and Y be smooth projective varieties. We call Y a Fourier–Mukai
partner of X ifD(X) is C-linear triangulated equivalent toD(Y ). We denote
by FM(X) the set of isomorphism classes of Fourier–Mukai partners of X.
For an object P ∈ D(X × Y ), we define an exact functor ΦP , called an
integral functor, to be
ΦP := RpY ∗(P
L
⊗ p∗X(−)) : D(X)→ D(Y ),
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where we denote the projections by pX : X × Y → X and pY : X × Y → Y .
We also sometimes write ΦP as ΦPX→Y to emphasize that it is a functor from
D(X) to D(Y ).
Next suppose that X and Y are not necessarily projective. Then, in
general, RpY ∗ is not well-defined as a functor D(X × Y ) → D(Y ) since
pY is not projective. Instead, suppose that there are projective morphisms
X → C and Y → C over a smooth variety C, and let P be a perfect
complex in D(X×C Y ). Then we can also define the integral functor in this
case, by replacing the projections pY and pX with pY : X ×C Y → Y and
pX : X×C Y → X respectively (note that we use the same notation for both
kinds of projections). If we want to emphasize that we are in this situation,
Φ is called a relative integral functor over C. Later, we use relative integral
transforms in the case of elliptic surfaces over a non-projective base C.
By the result of Orlov ([Or97]), for smooth projective varieties X and
Y , and for a fully faithful functor Φ: D(X) → D(Y ), there is an object
P ∈ D(X × Y ), unique up to isomorphism, such that
Φ ∼= ΦP .
If an integral functor (over C) is an equivalence, it is called a Fourier–Mukai
transform (over C).
The left adjoint to an integral functor ΦP over C is given by the integral
functor ΦQ over C where
Q := RHomX×CY (P,OX×CY )
L
⊗ p∗XωX/C [dimX − dimC]
(see the proof of [Hu06, Proposition 5.9]). In particular, if ΦP is an equiva-
lence, its quasi-inverse is given by ΦQ.
We can also see that the composition of integral functors over C is again
an integral functor over C (cf. [Hu06, Proposition 5.10]).
Lemma 2.1. Let Φ: D(X) → D(Y ) be a Fourier–Mukai transform over a
smooth variety C between smooth varieties X,Y , projective over C. Then
the set of points x ∈ X for which the object Φ(Ox) is a sheaf forms an
(possibly empty) open subset of X.
Proof. This is a special case of [BM01, Proposition 2.4]. See also the proof
of [BM01, Lemma 2.5].
The following is well-known.
Lemma 2.2. Let Φ: D(X) → D(Y ) be a Fourier–Mukai transform over a
smooth variety C between smooth varieties X,Y , projective over C. Assume
that it satisfies that Φ(Ox) is a shift of a sheaf supported on a finite subset
of Y for all points x ∈ X. Then we have
Φ ∼= φ∗ ◦ ((−)⊗ L)[n]
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for a line bundle L on X, an isomorphism φ : X → Y over C and some
integer n.
Proof. By the assumptions, Φ(Ox) satisfies the condition of [Hu06, Lemma
4.5]. Hence, Φ(Ox) ∼= Oy[n] for some y ∈ Y and n ∈ Z. Note that the
integer n does not depend on the choice of a point x by Lemma 2.1. Then
apply [BM98, §3.3] (or [Hu06, Corollary 5.23]) to get the conclusion.
The following Lemma is useful.
Lemma 2.3. Let X be a smooth variety. For an object E ∈ D(X) with a
compact support, RHomD(X)(E,Ox) 6= 0 if and only if a point x is contained
in SuppE. Moreover, these conditions are also equivalent to RHomD(X)(Ox, E) 6=
0.
Proof. The first statement is just [BM02, Lemma 5.3]. The second follows
from the Grothendieck–Serre duality and the first.
Lemma 2.4. Let X and Y be smooth projective varieties together with closed
subsets Z ⊂ X and W ⊂ Y . Suppose that a Fourier–Mukai transform
Φ = ΦX→Y and its quasi-inverse Ψ satisfy that
SuppΦ(Ox) ⊂W and SuppΨ(Oy) ⊂ Z.
for any point x ∈ Z, y ∈W Then Φ restricts to a Fourier–Mukai transform
from DZ(X) to DW (Y ).
Proof. We repeatedly use Lemma 2.3. Take a point x ∈ Z and y ∈ Y \W .
Then
RHomD(X)(Ψ(Oy),Ox) = RHomD(Y )(Oy,Φ(Ox))
vanishes by the assumption. This means that SuppΨ(Oy)∩Z = ∅, and thus
for an object E ∈ DZ(X), we have
RHomD(Y )(Φ(E),Oy) = RHomD(X)(E,Ψ(Oy)) = 0,
which implies that Φ(E) ∈ DW (Y ). Here, the last equality follows from
[Hu06, Lemma 3.9]. In a similar way, we can prove that Ψ(F ) ∈ DZ(S) for
any objects F ∈ DW (Y ). Therefore, we obtain the conclusion.
The following is also well-known.
Lemma 2.5 (cf. Proposition 2.15 in [HLS09]). Let π : X → C and π′ : Y →
C be flat projective morphisms between smooth varieties, and take a point c
of C. Suppose that Xc and Yc are the fibers of π and π
′ respectively over the
point c,2 and that we are given an integral functor Φ = ΦPX→Y over C.
Let us consider the integral functor Ψ = Φ
P|Xc×Yc
Xc→Yc
, and denote the inclu-
sions by k : Xc →֒ X and k
′ : Yc →֒ Y . Then we have the following.
2Although we do not assume that Xc and Yc are smooth, the perfectness of P|Xc×Yc
assures that Ψ defines a functor from D(Xc) to D(Yc).
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(i) Φ and Ψ satisfies k′∗ ◦Ψ
∼= Φ ◦ k∗.
(ii) Assume furthermore that Φ is an Fourier–Mukai transform. Then so
is Ψ.
Proof. Assertion (i) directly follows from the projection formula and the flat
base change formula (cf. [Hu06, Pages 83, 85]). For (ii), suppose that X = Y
and Φ ∼= idX . Then obviously Ψ ∼= idXc also holds. Apply this argument to
the functor Φ ◦ Φ−1 to get the result.
2.2 The Euler form on surfaces
Let X be a smooth quasi-projective variety. For objects α, β ∈ D(X) with
compact supports, we define the Euler form as
χ(α, β) :=
∑
i
(−1)i dimHomiD(X)(α, β).
In the surface case, the Riemann-Roch theorem yields
χ(α, β) = r(α) ch2(β)− c1(α) · c1(β) + r(β) ch2(α)
+
1
2
(r(β)c1(α) − r(α)c1(β)) · c1(ωX) + r(α)r(β)χ(OX ).
In particular, if r(α) = r(β) = 0, we have
χ(α, β) = −c1(α) · c1(β). (2)
As its application, for a (−2)-curve G on a smooth surface X, we can com-
pute
dimExt1X(OG(a),OG(b)) =

b− a− 1 if b− a > 1
0 if |b− a| ≤ 1
a− b− 1 if a− b > 1.
(3)
2.3 Twist functors
We introduce an important class of examples of autoequivalences.
Definition-Proposition 2.6 ([ST01]). Let X be a smooth variety, or
rather a complex manifold.
(i) We say that an object α ∈ D(X) with a compact support is spherical
if we have α⊗ ωX ∼= α and
HomkD(X)(α,α)
∼=
{
0 k 6= 0,dimX
C k = 0,dimX.
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(ii) Let α ∈ D(X) be a spherical object. We consider the mapping cone
C = Cone(π∗1α
∨
L
⊗ π∗2α→ O∆)
of the natural evaluation π∗1α
∨
L
⊗ π∗2α → O∆, where ∆ ⊂ X × X is
the diagonal, and πi is the projection of X × X to the i-th factor.
Then the integral functor Tα := Φ
C
X→X defines an autoequivalence
of the bounded derived category DCoh(X)(OX −mod) of OX -modules
with coherent cohomology on X,3 called the twist functor along the
spherical object α.
Remark 2.7. Let α ∈ D(X) be a spherical object. Then, by the definition,
for every β ∈ D(X), we have an exact triangle
RHomD(X)(α, β) ⊗C α→ β → Tα(β). (4)
Suppose that Suppβ ∩ Suppα = ∅. Then since RHom(α, β) = 0, we have
Tα(β) ∼= β. We use this remark later. Furthermore, in the Grothendieck
group K(X), we have
[Tα(β)] = [β]− χ(α, β)[α]. (5)
Example 2.8. (i) Let S be a smooth surface, and let G be a (−2)-curve.
Then, for every integer a and any point x ∈ S, we can see
χ(OG(a),OG(a)) = 2 and χ(OG(a),Ox) = 0
by the equality (2). Hence, the object OG(a) ∈ D(S) is spherical, and
it follows from the equality (5) that [TOG(a)(Ox)] = [Ox].
By using (4), we can also see that
H−1(TOG(OG(2))) = OG(−1)
⊕2 and H0(TOG(OG(2))) = OG,
and hence TOG /∈ A(S).
(ii) Let α be a simple coherent sheaf on an elliptic curve E, for example
a line bundle or the structure sheaf Ox of a point x ∈ E. Then, α is
spherical. Usually twist functors are not standard autoequivalences,
but we can see that in this case TOx
∼= ⊗OE(x) ∈ A(E) (cf. [Hu06,
Example 8.10]).
(iii) Let X be a K3 surface. Then, the structure sheaf OX of X is spherical.
We can see that SuppTOX (Ox) = 2 by using the triangle (4). To
the contrary, we will see in Claim 3.1 that, for an elliptic surface S
with non-zero Kodaira dimension, any autoequivelnce Φ ∈ AuteqD(S)
satisfies SuppΦ(Ox) ≤ 1.
3For an algebraic variety X, or a compact complex analytic space X of dimension 2,
it is known that DCoh(X)(OX − mod) is equivalent to D(X). See [Hu06, Corollary 3.4,
Proposition 3.5] and [BV03, Corollary 5.2.2].
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Theorem 2.9 (Theorem 1.3 in [IU05], Appendix A in [IUU10]). Let X be
a minimal resolution of the An-singularity SpecC[[x, y, z]]/(x
2+ y2+ zn+1).
Define
B :=
〈
TOG(a) | G is a (−2)-curve
〉
and denote by Z the exceptional set of the resolution. Then we have
AuteqDZ(X) = (〈B,PicX〉⋊AutX)× Z.
We will use ideas of the proof of Theorem 2.9 to prove our main result,
namely Theorem 4.1.
2.4 Autoequivalences of elliptic curves
Let E be an elliptic curve. To a given Φ = ΦP ∈ AuteqD(E), we associate
a group automorphism ρ(Φ) of H∗(E,Z) ∼= Z4 given by
ρ(ΦP)(−) := p2∗(ch(P) · p
∗
1(−))
(cf. [Hu06, Corollary 9.43]). This gives a group homomorphism
ρ : AuteqD(E)→ GL(H∗(E,Z)),
and it is known that ρ preserves the parity, i.e. it decomposes as ρ = η⊕ θ,
where η(Φ) ∈ GL(Hodd(E,Z)) and θ(Φ) ∈ GL(Hev(E,Z)).
Because θ(Φ) ∈ GL(2,Z) preserves the Euler form χ( , ), we can see
that θ(Φ) actually gives an element of SL(2,Z). Take the classes ch(OE)
and ch(Ox) for some point x as a basis of H
ev(E,Z) ∼= Z2. In terms of this
basis, TOE , TOx(
∼= ⊗OE(x)) and Φ
U are given by(
1 −1
0 1
)
,
(
1 0
1 1
)
,
(
0 1
−1 0
)
respectively, where U is the normalized Poincare bundle on E×E. Here, note
that every elliptic curve is principally polarized, and hence we can identify
E with Eˆ. Two of these elements actually generate the group SL(2,Z), and
therefore the map
θ : AuteqD(E)→ SL(2,Z)
is surjective. One can compute the kernel of θ to get a short exact sequence
of groups
1→ Eˆ ⋊AutE × Z[2]→ AuteqD(E)→ SL(2,Z)→ 1.
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2.5 Automorphisms of elliptic surfaces
Let π : S → C and π′ : S′ → C ′ be projective elliptic surfaces, and suppose
that each of S and S′ has a unique elliptic fibration. Then every isomorphism
ϕ : S → S′ induces an isomorphism C → C ′. In the cases that we consider
(namely that S′ = JS(a, b); see §2.6) there is a natural identification between
C and C ′. Hence, the induced isomorphism is naturally regarded as an
automorphism of C. We denote it by ϕC . In other words, ϕC satisfies
π′ ◦ ϕ = ϕC ◦ π. We define
AutS C := {ϕC ∈ AutC | ϕ ∈ AutS}
and
AutC S := {ϕ ∈ AutS | ϕC = idC}.
Consequently, we have a short exact sequence
1→ AutC S → AutS → AutS C → 1.
An elliptic surface S with κ(S) 6= 0 provides an example of a surface
admitting a unique elliptic fibration: The canonical bundle formula of elliptic
surfaces implies that any elliptic fibration on S is defined by the linear
system |rKS | with some nonzero rational number r. Therefore, S has a
unique elliptic fibration structure.
2.6 Fourier–Mukai transforms on elliptic surfaces
Bridgeland, Maciocia and Kawamata show ([BM01], [Ka02]) that for a
smooth projective surface S, if S has a non-trivial Fourier–Mukai partner T ,
that is |FM(S)| 6= 1, then both of S and T are abelian varieties, K3 surfaces
or minimal elliptic surfaces with non-zero Kodaira dimensions.
We consider the last case in more detail. Let π : S → C be an elliptic
surface. The results referred to in §2.6 are originally stated under the as-
sumption that S is projective, but some of them still hold true without the
projectivity of S. For our purpose, it is sometimes important to consider
non-projective elliptic surfaces, hence we do not assume that S is projective
unless specified otherwise.
For an object E of D(S), we define the fiber degree of E as
d(E) = c1(E) · F,
where F is a general fiber of π. Let us denote by r(E) the rank of E and
by λS the highest common factor of the fiber degrees of objects of D(S).
Equivalently, λS is the smallest number d such that there is a holomorphic
d-section of π. Consider integers a and b with a > 0 and b coprime to aλS.
By [Br98], there exists a smooth, 2-dimensional component JS(a, b) of the
moduli space of pure dimension one stable sheaves on S, the general point
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of which represents a rank a, degree b stable vector bundle supported on a
smooth fiber of π. There is a natural morphism JS(a, b)→ C, taking a point
representing a sheaf supported on the fiber π−1(x) of S to the point x. This
morphism is a minimal elliptic fibration (see [Br98]). Put JS(b) := JS(1, b).
Obviously, JS(0) ∼= J(S), the Jacobian surface associated to S, and JS(1) ∼=
S. As shown in [BM01, Lemma 4.2], there is also an isomorphism
JS(a, b) ∼= JS(b) (6)
over C.
Theorem 2.10 (Theorem 5.3 in [Br98]). Let π : S → C be an elliptic surface
and take an element
M =
(
c a
d b
)
∈ SL(2,Z)
such that λS divides d and a > 0. Then there exists a universal sheaf
U on JS(a, b) × S, flat over both factors, such that for any point (x, y) ∈
JS(a, b) × S, U|x×S has Chern class (0, af,−b) on S and U|JS(a,b)×y has
Chern class (0, af,−c) on JS(a, b). The resulting functor Φ
U
JS(a,b)→S
is an
equivalence and satisfies (
r(Φ(E))
d(Φ(E))
)
=M
(
r(E)
d(E)
)
(7)
for all objects E ∈ D(JS(a, b))
Remark 2.11. For integers a > 0 and b with b coprime to aλS, let us
consider the Fourier–Mukai transform Φ = ΦUJS(a,b)→S . Take a smooth fiber
F of π over a point c ∈ C, and denote by F ′ the smooth fiber of the
morphism JS(a, b)→ C over the point c. It turns out that F
′ is isomorphic
to JF (a, b), and hence F
′ is isomorphic to F by [At57, Theorem 7]. The
integral transform defined by the kernel U|F×F ′ ∈ D(F × F
′) induces an
equivalence betweenD(F ) andD(F ′) by Lemma 2.5. Fixing an isomorphism
F ∼= F ′, we regard the equivalence ΦU|F×F ′ as an autoequivalence of D(F ).
Note that
M := θ(ΦU|F×F ′ ) :=
(
c a
d b
)
satisfies (7) (see §2.4 for the definition of θ). We see that λS divides d =
d(Φ(OJS(a,b))). We will use this fact in §3.4.
Theorem 2.10 implies that JS(b)(∼= JS(a, b)) is a Fourier–Mukai partner
of S when (b, λS) = 1. Actually, the converse is also true for projective
elliptic surfaces S with non-zero Kodaira dimension:
Theorem 2.12 (Proposition 4.4 in [BM01]). Let π : S → C be a projective
elliptic surface and S′ a smooth projective variety. Assume that the Kodaira
dimension κ(S) is non-zero. Then the following are equivalent.
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(i) S′ is a Fourier–Mukai partner of S.
(ii) S′ is isomorphic to JS(b) for some integer b with (b, λS) = 1.
Remark 2.13. Theorem 2.12 tells us that the Fourier–Mukai partner S′ of S
has an elliptic fibration π′ : S′ → C. Moreover, we can see κ(S′) = κ(S) 6= 0
(cf. [BM01, Lemma 4.3]). Then, as is explained in §2.5, π′ is a unique
elliptic fibration structure on S′. In particular, if two elliptic surfaces are
mutually Fourier–Mukai partners, the base curves of elliptic fibrations can
be identified. We use this fact implicitly afterwards.
There are natural isomorphisms
JS(b) ∼= JS(b+ λS) ∼= JS(−b)
over C (see [BM01, Remark 4.5]). Therefore, we can define the subset
HS := {b ∈ (Z/λSZ)
∗ | JS(b) ∼= S}
of the multiplicative group (Z/λSZ)
∗.
Claim 2.14. For any pair of integers b, c, with b, c ∈ Z/λSZ, there is an
isomorphism
JJS(c)(b)
∼= JS(bc).
Proof. Take an elliptic surface B → C with a section such that there is
an isomorphism ϕ1 : J(S) → B over C. Let us set ξ := (S,ϕ1) ∈ WC(B)
(see [Ue11, §2.2] for the definition of the Weil-Chatelet group WC(B)).
Then we see in [Ue11, §2.2] that there is an isomorphism ϕc : J(JS(c))→ B
over C such that (JS(c), ϕc) corresponds to the element cξ ∈ WC(B). By
the same argument, there are isomorphisms ϕ′bc : J(JJS(c)(b)) → B and
ϕbc : J(JS(bc)) → B such that both of (JJS(c)(b), ϕ
′
bc) and (JS(bc), ϕbc) cor-
respond to the element bcξ. This finishes the proof.
Since we have
JS(1) ∼= S
(see, e.g. [Ue11, §2.2] and [BM01, Remark 4.5]), we can see that the condition
JS(b) ∼= S implies that JS(c) ∼= S for c ∈ Z with bc ≡ 1 (modm). Therefore,
it turns out that HS is a subgroup of (Z/λSZ)
∗. In particular, there is a
natural one-to-one correspondence between the set FM(S) and the quotient
group (Z/λSZ)
∗/HS .
It is not easy to describe the group HS concretely in general, which is
equivalent to determine the set FM(S) (see [Ue04] and [Ue11]). However
when λS ≤ 2, (Z/λSZ)
∗ is trivial, and hence FM(S) = {S}.
If λS > 2, the group HS contains at least two elements 1, λS − 1 ∈
(Z/λSZ)
∗. Hence, we have
|FM(S)| ≤ ϕ(λS)/2,
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where ϕ is the Euler function. There are several examples in which we can
compute the set FM(S) given in [Ue11, Example 2.6]. In the upcoming
paper [Ue], the author will also give examples in which he can compute the
set FM(S). See §7 for some more details.
Remark 2.15. Take a point c ∈ C and an integer b with (b, λS) = 1.
We know that there is an isomorphism J(JS(b)) ∼= J(S) over the curve C
(cf. [Ue11, §2.2]). Since it is known that the reduced form4 of the fibers of
S over the point c is isomorphic to the fiber of J(S) over c, the same holds
for the fibers of S and JS(b).
Furthermore, the multiplicities of the fibers of S and JS(b) over the
same point are equal (see [Fr95, page 38] or the proof of [BM01, Lemma
4.3]). Therefore, we conclude that the fibers on S and JS(b) over the same
point are isomorphic to each other.
3 Autoequivalences of elliptic surfaces with non-
zero Kodaira dimension
3.1 Notation and the setting
Let
π : S → C and π′ : S′ → C
be projective elliptic surfaces with non-zero Kodaira dimension, and we
denote the projections by
p : S × S′ → S and p′ : S × S′ → S′.
Let Φ = ΦP : D(S) → D(S′) be a Fourier-Mukai transform. The following
is well-known.
Claim 3.1. For each y ∈ S, SuppΦ(Oy) is contained in a single fiber of π
′.
Furthermore, for a point x ∈ S with π(x) 6= π(y), we have SuppΦ(Oy) ∩
SuppΦ(Ox) = ∅.
Proof. By the assumption on the Kodaira dimension, the cohomology class
of KS′ is a non-zero rational multiple of the cohomology class of a fiber of π
′.
On the other hand, since the Serre functor commutes with the equivalence
Φ, there is an isomorphism
Φ(Oy) ∼= Φ(Oy)⊗ ωS′ .
Furthermore, since Φ(Oy) is simple, we know that SuppΦ(Oy) is connected.
These facts imply that SuppΦ(Oy) is contained in a single fiber of π
′.
4If the fiber over the point c is a multiple fiber of type mIn, then the reduced form is
of type In.
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Suppose for a contradiction that SuppΦ(Oy) ∩ SuppΦ(Ox) 6= ∅. Take
a point z in this non-empty set. Then, it follows from Lemma 2.3 that
neither RHom(Φ(Ox),Oz) nor RHom(Φ(Oy),Oz) vanishes. Again Lemma
2.3 implies that SuppΦ−1(Oz) contains the points x and y. This induces a
contradiction, because SuppΦ−1(Oz) is contained in a single fiber of π, and
π(x) 6= π(y). Therefore, we obtain SuppΦ(Oy) ∩ SuppΦ(Ox) = ∅.
Denote the inclusion S′ ∼= y × S′ →֒ S × S′ by i. Notice that
P|y×S′ ∼= Φ(Oy) and SuppP|y×S′ = i
−1(SuppP) (8)
(see [Hu06, Lemma 3.29]). Claim 3.1 and (8) give
dimSuppP = 2 or 3.
Claim 3.2. Let V1 and V
′
1 be non-empty open subsets of C. Let us define
U1 := π
−1(V1) and U
′
1 := π
′−1(V ′1). Suppose that there is an isomorphism
ϕU1 : U1 → U
′
1. Then there is an automorphism ϕC ∈ AutC and an isomor-
phism ϕ : S → S′ extending ϕU1 such that ϕC ◦ π = π
′ ◦ ϕ holds.
Proof. We may assume that V ′1 6= C (otherwise the proof is done). The only
proper connected subvarieties of V ′1 are points. Hence π
′|U ′1 ◦ϕU1 maps fibers
of π|U1 to points and, consequently, ϕU1 maps fibers to fibers. Thus there is
a bijection ϕV1 : V1 → V
′
1 such that ϕV1 ◦π|U1 = π
′|U ′1 ◦ϕU1 . One can deduce
that ϕV1 is a morphism from the fact that the composition ϕV1 ◦ π|U1 is a
morphism.
Since C is a smooth projective curve, ϕV1 extends to an isomorphism
ϕC . Take the elimination of indeterminancies S ← T → S
′ of ϕU1 . Then
[BHPV, Proposition III.8.4] assures that the morphism T → C uniquely
factors through a relatively minimal elliptic fibration. Namely, ϕU1 extends
an isomorphism ϕ in the statement.
Let us denote by Z the union of all (−2)-curves on S. Note that the set
Z coincides with the union of all reducible fibers. We also denote by U the
complement of Z in S, by V the image of U under π, and by F a smooth
fiber of π. We define Z ′, U ′, V ′ and F ′ on S′ similarly.
Suppose that there is an isomorphism ϕ : S → S′. Then, since S and S′
have a unique elliptic fibration (see §2.5), it induces an automorphism ϕC
of C which satisfies ϕC ◦π = π
′ ◦ϕ. Moreover, an isomorphism ϕU : U → U
′
extends to an isomorphism ϕ : S → S′ by Claim 3.2. In particular, we have
AutS ∼= AutU, AutC S ∼= AutV U.
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3.2 Autoequivalences associated with reducible fibers
In this subsection, we show that every autoequivalence of D(S) induces an
autoequivalence of DZ(S).
The following is crucial to show Proposition 3.4, the main result in §3.2.
Lemma 3.3. Take a point x ∈ S.
(i) Suppose that there is an integer i such that H i(Φ(Ox)) 6= 0 and
c1(H
i(Φ(Ox))) · c1(H
i(Φ(Ox))) = 0.
Then Φ(Ox) is a shift of a sheaf.
(ii) If x ∈ Z, then SuppΦ(Ox) is contained in Z
′.
Proof. (i) By the equation (2), we have
χ(H i(Φ(Ox)),H
i(Φ(Ox))) = −c1(H
i(Φ(Ox))) · c1(H
i(Φ(Ox))) = 0,
and hence
dimExt1S′(H
i(Φ(Ox)),H
i(Φ(Ox))) ≥ 2.
But then [BM01, Lemma 2.9] implies that i is a unique integer such that
H i(Φ(Ox)) 6= 0. Namely Φ(Ox) is a shift of sheaf.
(ii) First of all, we note that Φ(Oy) is simple, because so is Oy. First let
us consider the case dimSuppP = 2. Then there is an irreducible component
W of SuppP such that the restrictions p|W : W → S, p
′|W : W → S of
projections p, p′ are birational morphism (see the proof of [Ka02, Theorem
2.3]). We put
q := p′|W ◦ p|
−1
W : S 99K S
′.
But as Kawamata pointed out in [Ka02, Lemma 4.2], q is isomorphic in
codimension 1, and hence in the surface case, it is an isomorphism by [Ha77,
Ch.5, Lemma 5.1]. Therefore, if a (−2)-curve G contains the point x, the
(−2)-curve q(G) contains the point q(x) ∈ SuppΦ(Ox). Because each (−2)-
curve on S′ and SuppΦ(Ox) are always contained in a single fiber of π
′,
SuppΦ(Ox) is contained in the set Z
′. (Moreover we can see by [Hu06,
Lemma 4.5] that Φ(Ox) = Oq(x). We use this remark below.)
Next let us consider the case dimSuppP = 3. Suppose that Φ(Ox) is
a sheaf on S′, after replacing Φ with Φ ◦ [n] for some n ∈ Z. Take a point
y, which is sufficiently near the point x, but not in Z. Then Φ(Oy) is also
a sheaf by Lemma 2.1, and both of Φ(Ox) and Φ(Oy) are 1-dimensional by
the assumption dimSuppP = 3. Claim 3.1 implies that we may assume
that Φ(Oy) is a sheaf on a smooth elliptic curve F
′. It follows from [IU05,
Lemma 4.8] that Φ(Oy) is a 1-dimensional simple OF ′-module, and hence,
it is a locally free sheaf on a smooth elliptic curve F ′. Then, it is known to
be stable by [Br98, Remark 3.4]. Denote the Chern class of the stable sheaf
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Φ(Oy) on the fiber F
′ by (0, aF ′,−b) for some integer a, b. Then we know
that (aλS′ , b) = 1 (see the proof of [BM01, Proposition 4.4]), and hence
there is the elliptic surface JS′(a, b) → C together with the universal sheaf
U on JS′(a, b)×S
′. For the point w ∈ JS′(a, b) representing the stable sheaf
Φ(Oy), we have
Ow ∼= (Φ
U
JS′(a,b)→S
′)−1 ◦ Φ(Oy).
It follows that the kernel of the Fourier–Mukai transform (ΦUJS′(a,b)→S′
)−1◦Φ
has a 2-dimensional support. Now, we can apply the case dimSuppP = 2
of the Lemma to see that there is a point z, contained in a (−2)-curve on
JS′(a, b), such that
Oz = (Φ
U
JS′(a,b)→S
′)
−1 ◦ Φ(Ox).
By Remark 2.15, SuppΦUJS′(a,b)→S′
(Oz) is contained in the set Z
′. Hence,
so is SuppΦ(Ox).
Finally, suppose that dimSuppP = 3 and Φ(Ox) is not a shift of a sheaf.
Take an integer i such thatH i(Φ(Ox)) is non-zero. Then the conclusion in (i)
says that c1(H
i(Φ(Ox))) is not a multiple of a fiber F
′. Because H i(Φ(Ox))
is contained in a single fiber, this means that SuppH i(Φ(Ox)) is contained
in a reducible fiber, and hence in Z ′.
Note that, if SuppΦ(Ox) is contained in an irreducible fiber of π
′, the
assumption in Lemma 3.3 (i) is satisfied by the equation (2).
Applying Lemmas 2.4 and 3.3 (ii), we obtain the following.
Proposition 3.4. There is a natural group homomorphism
ιZ : AuteqD(S)→ AuteqDZ(S).
Let us define
Auteq†DZ(S) := Im ιZ .
The following is used in the proof of Lemma 3.7.
Corollary 3.5. Take a point x ∈ U . Then we have
SuppΦ(Ox) ⊂ U
′.
Proof. We use Lemma 2.3. Take any point y ∈ Z ′. Then we have
RHom(Φ(Ox),Oy) ∼= RHom(Ox,Φ
−1(Oy)) = 0
by Lemma 3.3 (ii). This implies the assertion.
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3.3 Autoequivalences associated with irreducible fibers: The
classification
We begin §3.3 by classifying Fourier–Mukai transforms between elliptic sur-
faces without reducible fibers.
Proposition 3.6. Let π : S → C and π′ : S′ → C be elliptic surfaces without
reducible fibers. Here we do not assume that C is projective. Let Φ = ΦPS→S′
be a Fourier–Mukai transform over C such that dimSuppP = 2 or 3.
(i) The object P ∈ D(S×C S
′) is a shift of a sheaf, flat over S by the first
projection.
(ii) The following are equivalent.
(1) dimSuppP = 2.
(2) There are points x ∈ S, y ∈ S′ such that Φ(Ox) ∼= Oy.
(3) There is a line bundle L on S and an isomorphism ϕ : S → S′
over C such that Φ ∼= ϕ∗((−)⊗L).
(iii) Suppose that dimSuppP = 3. Then there are integers a, b with (aλS′ , b) =
1, a universal sheaf U on S′×JS′(a, b) and isomorphism φ : JS′(a, b)→
S over C such that
Φ ∼= ΦUJS′(a,b)→S′ ◦ φ
∗.
Proof. (i) Take any point x ∈ S. By the irreducibility of fibers of π′ and
Lemma 3.3 (i), the object Φ(Ox) is a shift of a sheaf. Hence, [Br99, Lemma
4.3] implies that P is a shift of a sheaf, flat over S by the first projection.
(ii) As a consequence of (i), the dimension of the support of P|x×S′ ∼=
Φ(Ox) does not depends on the choice of a point x ∈ S. Hence, in the
situation (1) or (2), every Φ(Ox) has a finite support. Then we get (3) by
Lemma 2.2. Here, recall that P is a sheaf on S×C S
′, and hence ϕ is defined
over C. Obviously, (3) implies (1) and (2).
(iii) The proof goes parallel to that of [BM01, Proposition 4.4] (see also
the proof of Lemma 3.3). Let us take a general point x ∈ S, and denote the
Chern class of the stable sheaf Φ(Ox) on a smooth fiber F
′ by (0, aF ′,−b) for
some integers a, b. Then we know that (aλS′ , b) = 1, and hence we can define
an elliptic surface JS′(a, b) → C and a universal sheaf U on S
′ × JS′(a, b).
For the point y ∈ JS′(a, b) representing a stable sheaf Φ(Ox), it is satisfied
that
Φ−1 ◦ ΦUJS′(a,b)→S′(Oy)
∼= Ox.
Apply Lemma 2.2, and replace a universal bundle U with U ⊗ p∗JS′(a,b)
L for
a line bundle L on JS′(a, b) if necessary, then we obtain the assertion.
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If π has a reducible fiber, the implication from (2) to (3) in Proposition
3.6 (ii) fails because of the existence of twist functors associated to (−2)-
curves.
Now we can prove the following important observation.
Lemma 3.7. In the notation of §3.1, there is an automorphism δ(Φ) ∈
AutC satisfying δ(Φ)(V ) = V ′ such that P|U×U ′ is a shift of a coherent
sheaf on Uδ(Φ) ×V ′ U
′. Here Uδ(Φ) ×V ′ U
′ is the fiber product of U and U ′
over V ′ via the morphisms (δ(Φ) ◦ π)|U and π
′|U ′ .
Proof. Below we freely compose Φ = ΦP with a shift functor if necessary.
First suppose that dimSuppP = 2. Then for every x ∈ U , Corollary 3.5
implies that SuppΦ(Ox) is irreducible, and then, we obtain from Lemma
3.3 (ii) and [Br99, Lemma 4.3] that P|U×S′ is a sheaf, flat over U . In par-
ticular, the sheaf Φ(Ox) ∼= P|x×U ′ has finite support. Then [Hu06, Lemma
4.5] implies that there is a point y ∈ U ′ such that Φ(Ox) ∼= Oy. Then [Hu06,
Corollary 6.14] implies that there is a morphism ϕU : U → U
′ satisfying
Φ(Ox) ∼= OϕU (x). Hence, we can apply Claim 3.2 to obtain the automor-
phism ϕC of C. Note that P|U×U ′ is the structure sheaf of the graph of the
morphism ϕU , and hence a sheaf on UϕU ×V ′ U
′. This ϕC plays the role of
δ(Φ) in the assertion.
Next, we consider the case dimSuppP = 3. By the same argument as in
the proof of Proposition 3.6, there are integers a, b with (aλS′ , b) = 1 such
that for every point x ∈ U , there is a point y ∈ JU ′(a, b) satisfying
Φ−1 ◦ ΦUJS′(a,b)→S′(Oy)
∼= Ox.
Note that we can regard JU ′(a, b) as the inverse image of V
′ by the elliptic
fibration JS′(a, b)→ C. Let us denote by Q ∈ D(JS′(a, b)×S) the kernel of
Φ−1 ◦ΦUJS′(a,b)→S′
. Since dimSuppQ = 2, we can apply the above argument
to Q, and then we obtain the assertion for Q|JU′ (a,b)×U . Since U|JU′(a,b)×U ′ is
a coherent sheaf on JU ′(a, b)×V ′ U
′, we obtain the assertion for P|U×U ′ .
Remark 3.8. For a point x ∈ S, we put c := δ(Φ)(π(x)) ∈ C. Fur-
thermore, if the point x belongs to U , we know from the definition of δ
that SuppΦ(Ox) is contained in the fiber π
′−1(c). Recall the facts that
SuppΦ(Ox) = SuppP∩(x×S
′) by (8), and that SuppΦ(Ox) is contained in
a single fiber. These facts imply that SuppΦ(Ox) is contained in π
′−1(c) for
any x ∈ S. Therefore, we conclude that P is an object of DSδ(Φ)×CS′(S×S
′).
On the other hand, P is not necessarily an object of D(Sδ(Φ)×C S
′). For
instance, consider a twist functor TOG for a (−2)-curve G on S. Because the
spherical object TOG(OG(2)) is simple, the computation in Example 2.8 (i)
and [Hu06, Corollary 3.15] imply that it is not of a form k∗α for an object
α ∈ D(Fc), a fiber Fc and the inclusion k : Fc →֒ S. Consequently, Lemma
2.5 (i) tells us that the kernel of TOG is not an object of D(S ×C S). Here
note that δ(TOG) = idC .
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Proposition 3.9. In the notation of §3.1, assume furthermore that S =
S′. Then the Fourier–Mukai autoequivalence Φ = ΦP of D(S) induces a
Fourier–Mukai autoequivalence ιU (Φ) of D(U) over V , by restricting the
kernel P to U × U . This ιU defines a group homomorphism
ιU : AuteqD(S)→ AuteqD(U)
satisfying that
Li∗ ◦Φ ∼= ιU (Φ) ◦ Li
∗, (9)
where i is the inclusion U →֒ S.
Proof. The statement is a direct consequence of Lemma 3.7 and the isomor-
phisms
idU ∼= ιU (Φ ◦ Φ
−1) ∼= ιU (Φ) ◦ ιU (Φ
−1).
The isomorphism (9) follows from a direct computation.
Let us define
Auteq†D(U) := Im ιU .
Note that the elements of Auteq†D(U) are classified in Proposition 3.6.
Remark 3.10. Lemma 3.7 tells us that there is a group homomorphism
δ : AuteqD(S)→ AutC.
The map δ factors through the map ιU , and hence it induces a map
δU : Auteq
†D(U)→ AutV (∼= AutC).
Then it follows from Proposition 3.6 that
Im δ = {ϕC | ϕ ∈ AutS, or ϕ : S → JS(a, b) isomorphism with (aλS , b) = 1}
= {ϕC | ϕ ∈ AutS, or ϕ : S → JS(b) isomorphism with (λS , b) = 1} .
The second equality follows from (6).
3.4 Autoequivalences associated with irreducible fibers: The
structure of the group
We use the notation of §3.1 in this subsection. The aim of §3.4 is to study
the structure of the group Auteq†D(U).
For m ∈ Z, we define the congruence subgroup of SL(2,Z) by
Γ0(m) :=
{(c a
d b
)
∈ SL(2,Z)
∣∣ d ∈ mZ}.
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Let us consider the surjective map
Γ0(λS)→ (Z/λSZ)
∗/HS
(
c a
d b
)
7→ b.
This is actually a group homomorphism and its kernel coincides with the
group {(c a
d b
)
∈ Γ0(λS)
∣∣ JS(b) ∼= S}.
Theorem 3.11. There is a short exact sequence
1→ 〈⊗OU (D) | D · F = 0〉⋊AutS × Z[2]→ Auteq
†D(U)
→
{(c a
d b
)
∈ Γ0(λS)
∣∣ JS(b) ∼= S}→ 1.
Proof. For ΦP ∈ Auteq†D(U), note that P is a shift of a sheaf on UδU (Φ)×V
U by Lemma 3.7.
Take a smooth fiber F = Fc over a point c ∈ V , and denote by F
′ = Fc′
a smooth fiber over the point c′ = δ(Φ)(c). Let k : F →֒ U, and k′ : F ′ →֒ U
be the natural inclusions.
It follows from Lemma 2.5 that we obtain a Fourier–Mukai transform
Φ
P|F×F ′
F→F ′ such that there is an isomorphism of functors
ΦP|F×F ′ ◦ Lk∗ ∼= Lk′∗ ◦ ΦP .
By choosing a basis as in §2.4, there is an identification between Hev(F,Z)
and Hev(F ′,Z). Then, we obtain a group homomorphism
ΘU : Auteq
†D(U)→ SL(2,Z).
Notice that this morphism does not depend on the choice of a smooth fiber
F by the classification of the elements of Auteq†D(U) in Proposition 3.6.
Since F and F ′ are isomorphic, we fix an isomorphism. Then Φ
P|F×F ′
F→F ′
can be regarded as an autoequivalence of D(F ). Then we have
ΘU(Φ
P) = θ(Φ
P|F×F ′
F→F ′ ).
This is important for the latter computation. (Recall the definition of θ in
§2.4.)
Suppose that Φ = ΦP ∈ KerΘU . Proposition 3.6 forces that dimSuppP =
2, and hence
Φ ∈ 〈⊗OU (D) | D · F = 0〉⋊AutS × Z[2],
that is,
KerΘU ∼= 〈⊗OU (D) | D · F = 0〉⋊AutS × Z[2].
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Next, let us consider the image of ΘU . Take integers a, b with a > 0 and
(aλS , b) = 1. Assume that there is an isomorphism φ : JS(a, b)→ S. Then
ΦUJS(a,b)→S ◦ φ
∗ (10)
gives an autoequivalence of D(S). In this case, it follows from Remark 2.11
that
ΘU ◦ ιU (Φ
U
JS(a,b)→S
◦ φ∗) =
(
c a
d b
)
∈ SL(2,Z)
holds for some c, d ∈ Z such that λS divides d. We also have
ΘU ◦ ιU (PicS) =
〈(
1 0
λS 1
)〉
and
ΘU([1]) =
(
−1 0
0 −1
)
.
Then it follows from Proposition 3.6 that
ImΘU
=
〈(
1 0
λS 1
)
,
(
c a
d b
)
,
(
−1 0
0 −1
) ∣∣ a 6= 0, bc− ad = 1, d ∈ λSZ, JS(b) ∼= S〉 .
Note that (
−1 0
λS −1
)
=
(
1 0
−λS 1
)(
−1 0
0 −1
)
∈ ImΘU .
Furthermore, we can see(
−1 0
0 −1
)
=
(
−1 a
0 −1
)(
1 a
0 1
)
for any a ∈ Z. Therefore, we conclude that
ImΘU =
{(c a
d b
)
∈ Γ0(λS)
∣∣ JS(b) ∼= S},
which completes the proof of Theorem 3.11.
We define
Θ: AuteqD(S)→ SL(2,Z)
to be the composition ΘU ◦ ιU , where we regard ιU as a surjective homomor-
phism from AuteqD(S) to Auteq†D(U). Thus, by definition, ImΘ = ImΘU
holds.
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Remark 3.12. (i) By the remark before Theorem 3.11, we have a group
isomorphism
Γ0(λS)/ ImΘ ∼= (Z/λSZ)
∗/HS .
As explained in §2.6, the latter group can be naturally identified with
the set FM(S).
(ii) When |(Z/λSZ)
∗| ≤ 2 (e.g. λS ≤ 4), we have (Z/λSZ)
∗ = HS. Hence,
we can see that ImΘ = Γ0(λS). In particular, when λS = 1, we see
that ImΘ = SL(2,Z).
3.5 Kernels of ιZ and ιU
Now, let us study the kernel of the homomorphisms ιZ given in Proposition
3.4. First of all, we may assume that Z 6= ∅ because, otherwise, we have
Ker ιZ = AuteqD(S) = Auteq
†D(U),
and the last group was already studied in §3.4. Take Φ ∈ Ker ιZ . Then for
any x ∈ Z, we have Φ(Ox) ∼= Ox. Hence, by [Hu06, Corollary 6.14], there is
a point y ∈ U such that
Φ(Oy) ∼= Ow (11)
for some w ∈ U . We can apply Proposition 3.6 (ii) for ιU (Φ) to obtain that,
for all points y ∈ U , there is a point w satisfying (11). Therefore, Lemma
2.2 implies that Ker ιZ is contained in the group A(S) of the standard au-
toequivalences (see §1.1), and hence
Ker ιZ = 〈⊗OS(Fc) | Fc a fiber of π〉⋊AutZ S, (12)
where AutZ S := {ϕ ∈ AutS | ϕ(z) = z for all z ∈ Z}.
Let us denote
B :=
〈
TOG(a) | G is a (−2)-curve
〉
.
For the homomorphism ιU given in Proposition 3.9, we believe that the
equality
B = Ker ιU (13)
holds. Actually we have the following.
Lemma 3.13. Suppose that equality (13) holds. Then Conjecture 1.1 is
true.
Proof. The result follows from the description of Auteq†D(U) in Theorem
3.11.
In §4, 5 and 6, we shall check the equality (13) in the case that all
reducible fibers on a given projective elliptic surface are of type In (n > 1),
and consequently show Conjecture 1.1 in this case.
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4 Autoequivalences associated with singular fibers
of type In for n > 1
Throughout this section, π : S → C is a projective elliptic surface whose
reducible fibers are non-multiple cycles of (−2)-curves, that is, of type In for
n > 1. In this case, the set Z is a disjoint union of cycles of projective lines.
Below we regard Z as a closed subscheme of S equipped with the reduced
induced structure.
In our setting, line bundles on (−2)-curves are spherical in the sense of
Definition-Proposition 2.6. Therefore, AuteqDZ(S) contains twist functors,
and hence it is highly involved. The following is the main result of this
article.
Theorem 4.1. Let S be a smooth projective elliptic surface with κ(S) 6= 0.
Suppose that each reducible fiber on the elliptic surface S is of type In for
some n > 1. Then Conjecture 1.1 is true. Namely we have
1→ 〈B,⊗OS(D) | D · F = 0〉⋊AutS × Z[2]→ AuteqD(S)
Θ
→
{(c a
d b
)
∈ Γ0(λS)
∣∣ JS(a, b) ∼= S}→ 1.
Theorem 4.1 concerns the autoequivalences of the derived categories of
surfaces containing A˜n-configurations of (−2)-curves. Many ideas of the
proof come from [IU05], where we study the autoequivalences of the derived
categories of surfaces containing An-configurations of (−2)-curves.
4.1 Reduction of the proof of Theorem 4.1
Recall that Lemma 3.13 tells us that, if we can show the equation (13), we
obtain Theorem 4.1.
Let {Zj}
M
j=1 be the set of connected components of Z, that is, each Zj
is a singular fiber of type Inj for some nj > 1. We define
Bj :=
〈
TOG(a) | G is a (−2)-curves contained in Zj
〉
.
Take a connected component of Z, and denote it by Z0. We put
Z0 = C1 ∪ · · · ∪ Cn
such that each Ci is a (−2)-curve on S, and they satisfy
Cl · Cm =
{
1 |l −m| = 1, or |l −m| = n− 1
0 otherwise
(14)
in the case n > 2. In the case n = 2, C1 and C2 intersect each other
transversely at two points.
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The inclusion B ⊂ Ker ιU holds by Remark 2.7. Thus in order to prove
(13), it is left to show Ker ιU ⊂ B. This, in turn, can be reduced to showing
the following.
Proposition 4.2 (cf. Proposition 1.7 in [IU05]). Suppose that we are given
an autoequivalence Φ of DZ0(S) preserving the cohomology class ch(Ox) ∈
H4(S,Q) for all points x ∈ Z0. Then, there are integers a, b (1 ≤ b ≤ n)
and i, and there is an autoequivalence Ψ ∈ B0 such that
Ψ ◦Φ(OC1)
∼= OCb(a)[i] and Ψ ◦ Φ(OC1(−1))
∼= OCb(a− 1)[i]. (15)
Consequently, for any point x ∈ C1, we can find a point y ∈ Cb with Ψ ◦
Φ(Ox) ∼= Oy[i].
Suppose that we have shown Proposition 4.2. Note that Ker ιU∩Ker ιZ =
{1} by (12). Thus we can consider both, Ker ιU and B, as subgroups of
AuteqDZ(S) and prove the inclusion Ker ιU ⊂ B inside this group.
Take Φ ∈ Ker ιU . Since δ(Φ) = idC for δ as constructed in §3.3, Φ induces
autoequivalences Φj of DZj(S). Since all points x ∈ S define the same
cohomology class ch(Ox), the autoequivalence Φj satisfies the assumption
in Proposition 4.2. We fix some j and put n = nj for simplicity. We take
the irreducible decomposition of Zj as Zj = C1∪· · ·∪Cn. Now we can apply
Proposition 4.2 for Φj to find Ψj ∈ Bj satisfing (15). Since Ψj◦Φ also belongs
to Ker ιU , we have b = 1 and i = 0, and x = y in Proposition 4.2. Hence,
Ψj ◦Φj gives an autoequivalence of DZ′j(S), where Z
′
j = C2∪· · ·∪Cn. Since
Z ′j is an An−1-configuration of (−2)-curves, [IU05, Theorem 1.3] implies that
Ψj ◦ Φj ∈((
〈
B′j,PicS
〉
⋊AutS)× Z) ∩Ker ιU
∼=B′j ⋊ 〈⊗OS(Ci) | i = 1, . . . , n〉
⊂Bj,
where we put B′j :=
〈
TOCi (a) | i = 2, . . . , n
〉
and the last inclusion is a con-
sequence of [IU05, Proposition 4.18 (i)]. Hence, we know that Φj ∈ Bj .
We apply this argument for each Zj (1 ≤ j ≤ M), and then we can see
that
Ψ1 ◦ · · · ◦ΨM ◦ Φ ∈ B
and hence Φ ∈ B. Therefore, we have Ker ιU ⊂ B as desired.
Remark 4.3. In the An-case of Proposition 4.2, that is [IU05, Proposition
1.7], we do not need the assumption that Φ preserves the cohomology class
ch(Ox), since it is always true. To the contrary, in the A˜n-case, the image
of ΦUJS(a,b)→S ◦ φ
∗ in (10) under ιZ does not preserve the cohomology class
ch(Ox). The existence of such elements forces us to put this assumption in
Proposition 4.2.
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The subgroup
〈B, (PicS/ 〈⊗OS(Fc) | c ∈ V 〉)⋊ (AutS/AutZ S)× Z[1]〉
of Auteq†DZ(S) preserves H
4(S,Q), and therefore it is strictly smaller than
Auteq†DZ(S). This is in contrast to the An-case of Theorem 2.9.
We shall prove Proposition 4.2 in §6. As an intermediate step, we first
show the following.
Proposition 4.4 (cf. Proposition 1.6 in [IU05]). Let α be a spherical object
in DZ0(S). Then there are integers a, b (1 ≤ b ≤ n) and i, and there is an
autoequivalence Ψ ∈ B0 such that
Ψ(α) ∼= OCb(a)[i].
Proposition 4.4 is proved in §5.
4.2 The cohomology sheaves of spherical objects
Torsion free sheaves on a chain of projective lines We consider the
cycle of lines Z0 = C1 ∪ · · · ∪Cn as an abstract variety and denote it by I˜n.
The curves Ci’s are labelled as in (14) when n > 2.
We denote by In a chain of n projective lines. We put In = C
′
1 ∪ · · · ∪C
′
n
such that each C ′i is a projective line, and they satisfy
C ′l · C
′
m =
{
1 |l −m| = 1
0 otherwise.
For a coherent sheaf R on In or I˜n, we denote by degC R the degree of
the restriction R|C to the component C of In or I˜n. It is known that a line
bundle L on In is determined by the degree L|C on all the components C,
that is,
Pic In ∼= Z
n.
The line bundle corresponding to the vector (a1, . . . , an) ∈ Z
n is denoted by
OIn(a1, . . . , an).
When we write ∗ instead of al, we do not specify the degree at C
′
l . For
instance, when we write
R1 = OI3(a, b, ∗),
this means thatR1 is a line bundle on I3 such that degC′1 R1 = a, degC′2 R1 =
b and degC′3 R1 is arbitrary. The expression
R2 = OC′1∪···(a, ∗)
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means that R2 = OIk(a, ∗, . . . , ∗) for some (not further specified) k ≥ 2.
Note that the support of R2 is strictly larger than C
′
1. We often use figures
C ′1 C
′
2 C
′
3
R1 :
❤a ❤b ❤
R2 :
❤a
(16)
to define R1,R2 above. We use a dotted line
C ′1
R3 :
❤a
❴❴❴
(17)
to indicate that R3 is either OC′1(a) or OC′1∪···(a, ∗).
Torsion free, but not locally free sheaves on I˜n For any m ∈ Z
satisfying m− i ∈ nZ with some 1 ≤ i ≤ n, we define
Cm := Ci.
Proposition 4.5 (Theorem 19 in [BBDG]). If an indecomposable torsion
free OI˜n-module S is not locally free, then there is a finite surjective mor-
phism
pk : Ik → I˜n,
some integer s, and a line bundle L on Ik such that pk(C
′
l) = Cl+s−1 with
l = 1, . . . , k, and
S ∼= pk∗L.
In the situation of Proposition 4.5, assume that
L ∼= OIk(as, . . . , as+k−1).
In this case, we set
Ss(as, . . . , as+k−1) := S, or SCs∪···∪Cs+k−1(as, . . . , as+k−1) := S.
We can see that
Ss(as, . . . , as+k−1)|Cm
∼=
⊕
l∈m+nZ,s≤l≤s+k−1
OCm(al). (18)
Notice that, for k < n, we have
SC1∪···∪Ck(0, . . . , 0) = S1(
k︷ ︸︸ ︷
0, . . . , 0) ∼= OC1∪···∪Ck ,
but in contrast
SC1∪···∪Cn(0, . . . , 0) = S1(
n︷ ︸︸ ︷
0, . . . , 0) 6∼= OI˜n .
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The cohomology sheaves of spherical objects Henceforth, we freely
use the notations and results on I˜n mentioned above.
For a complex analytic open subset U of S and a spherical object α ∈
D(S), let
Σ(α)U
be the set of all indecomposable summands of the coherent OU -module⊕
pH
p(α)|U . If U = S, we just denote it by
Σ(α).
We frequently use the following.
Lemma 4.6. (i) For a spherical object α ∈ DZ0(S), the direct sum
⊕
pH
p(α)
of its cohomology sheaves is rigid as an OS-module, and a torsion free
OZ0-module.
(ii) Any R ∈ Σ(α) cannot be a locally free OZ0-module, and it is of the
form Ss(as, as+1, . . . , at) for some integers i, j with Cs−1 6= Ct.
Proof. (i) This is a direct consequence of [IU05, Proposition 4.5, Lemmas
4.8, 4.9].
(ii) For a torsion free sheaf E on Z0 such that c1(E) is some multiple
of [Z0], we can see that χS(E , E) = −c1(E)
2 = 0, which implies that E is
not rigid. Hence, the torsion freeness and the rigidity of R by (i) imply the
result.
Remark 4.7. Suppose that S has a multiple fiber mZ0, i.e. of type mIn for
some m > 1, n > 0. Then [IU05, Lemma 4.8] implies that
⊕
pH
p(α) is an
OmZ0-module. In particular, we cannot conclude Lemma 4.6 (i). This is the
reason why we assume that each reducible fiber is non-multiple in Theorem
1.3.
For a connected union of (−2)-curves
Z ′ := Cs ∪ Cs+1 ∪ · · · ∪ Ct
contained in Z0, take a sufficiently small complex analytic neighbourhood
of Z ′, and we denote it by
Us,...,t.
Here, sufficiently small means that
Z0 ∩ Us,...,t ∼= Ds−1 ∪ Cs ∪ · · · ∪ Ct ∪Dt+1
where Di is a one-dimensional complex disk.
For a given β ∈ DZ0(S), define
li(β) :=
∑
p
lengthOS,ηi
Hp(β)ηi
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for each curve Ci, where OS,ηi is the local ring of S at the generic point ηi
of Ci, H
p(β)ηi is the stalk over ηi and lengthOS,ηi
measures the length over
OS,ηi . Furthermore we define
l(β) :=
n∑
i=1
li(β),
and also define
l(β|U ) :=
∑
i : U∩Ci 6=∅
li(β)
for a complex analytic open subset U of S. These invariants play important
roles in the induction step in the proofs of Propositions 4.2 and 4.4.
Using Lemma 4.6, we can deduce strong conditions on the elements of
Σ(α) as Lemma 4.9 below. Before giving a general statement in Lemma
4.9, we first give a special one for the case n = 2, since the proof is slightly
different from the one in the case n > 2.
Lemma 4.8. Let us consider the case n = 2, i.e. Z0 ∼= I˜2. and let α be a
spherical object in DZ0(S). Assume that there is an element
S := Ss(as, as+1, . . . , at) ∈ Σ(α)
with s 6= t, which means that l(S) > 1. Then there are integers a and i = 1
or 2 satisfying the following conditions:
(i) We have Ci = Cs = Ct and a = as = at. The integer i (resp. The
integer a) does not depend on the choice of S ∈ Σ(α) (resp. S ∈ Σ(α)
with l(S) > 1).
(ii) Assume that there is an element S ′ ∈ Σ(α) with l(S ′) = 1. Then
S ′ = OCi(b) with b = a or a− 1.
(iii) In the situation of (ii), assume furthermore that the above S satisfies
l(S) > 3. Then we have
as+2 = as+4 = · · · = at−2 = b+ 1.
Proof. Take elements
S1 := Ss1(as1 , . . . , at1), S2 := Ss2(bs2 , . . . , bt2) ∈ Σ(α).
First, we show Cs1 = Ct2 . To the contrary, suppose that Cs1 6= Ct2 , namely
Cs1 = Ct2+1 holds. Then there is a non-split exact sequence
0→ S2 → Ss2(bs2 , . . . , bt2−1, bt2 + 1, as1 , . . . , at1)→ S1 → 0,
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which gives a contradiction with the rigidity of S1 ⊕ S2 in Lemma 4.6 (i).
Thus, we obtain Cs1 = Ct2 .
If we replace the role of S1 and S2 in the above argument, then we
obtain Cs2 = Ct1 . Furthermore, consider the special case S1 = S2. Then
this particularly implies the equalities
Cs1 = Ct1 = Cs2 = Ct2 . (19)
Hence, we obtain the assertion Ci = Cs = Ct in (i), and the assertion
SuppS ′ = Ci in (iii). The equalities (19) and the rigidity of S1 ⊕ S2 also
imply that
2 = −c1(S1)c1(S2) = χS(S1,S2) = dimHomS(S1,S2) + dimExt
2
S(S1,S2).
(20)
Note that Ext2S(S1,S2)
∼= HomS(S2,S1)
∨ by the Grothendieck–Serre duality.
(i) Now suppose that l(S1) > 1 and l(S2) > 1. If as1 > at1 , there is a
morphism
S1 ։ OCt1 (at1) = OCs1 (at1) →֒ S1.
And hence, we have dimHomS(S1,S1) ≥ 2, which contradicts (20) in the
case S1 = S2. Then, we conclude that as1 = at1 and bs2 = bt2 .
Furthermore, if as1 6= bs2 , we see that
dimHomS(S1,S2) ≥ 4 or dimExt
2
S(S1,S2) ≥ 4,
which gives a contradiction with (20).
(ii) Assume that b > a. Then dimHomS(S,S
′) ≥ 4. Similarly, if b <
a − 1, we have dimHomS(S
′,S) ≥ 4. Hence, both possibilities contradict
(20), and we conclude that b = a or a− 1 as asserted.
(iii) Suppose that b = a in (ii). Then by (20) we see
dimHomS(S,S
′) = 2 and dimHomS(S
′,S) = 0.
This impies the conclusion. Next, suppose that b = a−1. Then, (20) implies
dimHomS(S,S
′) = 0 and dimHomS(S
′,S) = 2.
This implies the conclusion.
Let us proceed a general statement for any n.
Lemma 4.9. Let α be a spherical object in DZ0(S). Take elements
S1 := Ss1(as1 , . . . , at1), S2 := Ss2(bs2 , . . . , bt2) ∈ Σ(α).
(i) Let us take a reduced closed subscheme Z ′ = Ci ∪Ci+1 ∪ · · · ∪Cj of Z0
for some i, j ∈ Z with 0 ≤ j − i ≤ n− 1. Then (S1 ⊕ S2)|Z′ is a rigid
OS-module.
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(ii) We have Ct1 6= Cs2−1.
(iii) For integers l,m satisfying s1 ≤ l ≤ t1 and s2 ≤ m ≤ t2 such that
Cl = Cm, we have the following.
(1) |al − bm| ≤ 1.
(2) Suppose that s1 < l ≤ t1 and s2 = m ≤ t2:
Cl−1 Cl Cl+1
A part of S1 :
❤al ❴❴❴❴
The beginning of S2 :
❤bm ❴❴❴❴
Then we have al ≥ bm.
(3) Suppose that s1 < l < t1 and s2 = m = t2:
Cl−1 Cl Cl+1
A part of S1 :
❤al
S2 :
❤bm
Then we have al = bm + 1.
(4) Suppose that s1 < l = t1 and s2 = m < t2.
Cl−1 Cl Cl+1
The end of S1 :
❤al
The beginning of S2 :
❤bm
Then we have al = bm.
Proof. (i) We may assume that Z ′ 6= Z. Let us consider the restriction map
S1 ⊕ S2 → (S1 ⊕ S2)|Z′ .
Note that there are no homomorphism from its kernel to (S1⊕S2)|Z′ , since
their supports intersect at finitely many points. Then we can apply Mukai’s
lemma (see [KO95, Lemma 2.2 (2)]), and hence the rigidity of S1⊕S2 implies
the rigidity of (S1 ⊕ S2)|Z′ as an OS-module.
(ii) To the contrary, assume that Ct1 = Cs2−1. Then we can actually
deduce a contradiction in a completely similar way to the one in the proof
of Cs = Ct in Lemma 4.8 (i).
(iii) Take Z ′ = Cl in (i) for (1), and Z
′ = Cl−1 ∪ Cl in (i) for (2) in the
case n > 2. Then (1) follows immediately from the equation (3) in §2.2 and
the rigidity of
OCl(al)⊕OCm(bm) = OCl(al)⊕OCl(bm),
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which is a direct summand of the rigid sheaf (S1 ⊕ S2)|Cl . In the situation
of (2) in the case n > 2, we know the rigidity of
OCl−1∪Cl(al−1, al)⊕OCm(bm) = OCl−1∪Cl(al−1, al)⊕OCl(bm).
Then, there is a surjection
HomS(OCl(bm),OCl(al))→ Ext
1
S(OCl(bm),OCl−1(al−1 − 1)).
The non-vanishing of the latter space forces the result. The statement of
(2) in the case n = 2 is proved in Lemma 4.8.
We leave it to the reader to show (3) since all the ideas have already
appeared. The statement (4) is a direct consequence of (2).
5 The proof of Proposition 4.4
Suppose that we are given a spherical object α ∈ DZ0(S) with l(α) =
1. Then we get α ∼= OCb(a)[i] for some a, b, i ∈ Z. (Or, assume that
l(α) < n. Then Suppα 6= Z0, and then [IU05, Proposition 1.6] implies
Proposition 4.4.) If we prove that for a spherical α with l(α) > 1, there is
an autoequivalence Ψ ∈ B0 such that
l(Ψ(α)) < l(α), (21)
then, since Ψ(α) is again spherical, the induction on l(α) yields Proposition
4.4. On the other hand, we can show the inequality
l(Ψ(α)) ≤
∑
q
l(Ψ(Hq(α)))
by a similar way to [IU05, Lemma 4.11] for any Ψ ∈ AuteqDZ0(S). Thus
to get (21), it is enough to show that∑
q
l(Ψ(Hq(α))) <
∑
q
l(Hq(α))(= l(α)). (22)
5.1 Auxiliary results
Let us begin the following lemma.
Lemma 5.1. Take integers s, t with s ≤ t, a complex analytic open subset
U = Us,...,t and Ψ ∈
〈
TOCi (a) | s ≤ i ≤ t, a ∈ Z
〉
. Let β be an object of
DZ0(S). Then we have the following:
(i) Ψ(β)|U ∼= Ψ(β|U ), and
(ii) l(Ψ(β)) − l(β) = l(Ψ(β)|U )− l(β|U ).
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Proof. It is enough to consider the case Ψ = TOC(a) for some a and some
C = Ci with s ≤ i ≤ t.
(i) Since SuppOC(a) = C ⊂ U , we have
RHomD(S)(OC(a), β) ∼= RHomD(U)(OC(a), β|U ).
Hence, there is the isomorphism of exact triangles in D(U):
RHomD(S)(OC(a), β) ⊗C OC(a) //
∼=

β|U // TOC(a)(β)|U
∼=

RHomD(U)(OC(a), β|U )⊗C OC(a) // β|U // TOC(a)(β|U )
(ii) From the exact triangle (4), it is easy to see the equality
(TOC(a)(β))|S\C = β|S\C .
Hence we have ∑
i : U∩Ci=∅
li(TOC(a)(β)) =
∑
i : U∩Ci=∅
li(β).
Since by definition of l(β|U ) we have
l(β) = l(β|U ) +
∑
i : U∩Ci=∅
li(β),
we obtain
l(TOC(a)(β)) − l(β) = l((TOC(a)(β))|U )− l(β|U ).
as desired
By Lemma 5.1 (i), we can use the computation in [IU05, Lemma 4.15] in
our setting. For example, when n = 3, taking U = U0,1 and U1,2 in Lemma
5.1 (i), we have TOC1 (−1)(SC1∪C2∪C3∪C1(0, 0, 0, 0)) = OC2∪C3 .
Lemma 5.1 (ii) is useful to prove (22) as it allows to apply many results
from the An-case of [IU05] to our A˜n-case. Namely, let S ∈ Σ(α) and
U = Us,...,t as above. Then there is a smooth surfaces Sˆ containing an
At−s+3-configuration Zˆ0 and an open subset Uˆ ∼= U such that Uˆ∩Zˆ0 ∼= U∩Z
together with a sheaf Sˆ on Sˆ such that Sˆ|Uˆ
∼= S|U . Now applying Lemma
5.1 (ii) twice, we get the equality
l(Ψ(S))− l(S) = l(Ψ(Sˆ))− l(Sˆ).
The right hand side of this equation is computed in many cases in [IU05],
see in particular [IU05, Lemma 4.15]. In the following, we will often refer
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the reader to statements in [IU05] and claim that the proof in our case is
analogous. Note that in many steps of the proof in [IU05], we referred to
[IU05, (6.2)] and left the details to the reader. Many of the details (or rather
their analogues in the A˜n-case) are stated explicitly in Lemmas 4.8 and 4.9
of the present paper.
To prove Lemma A below, we need local versions of [IU05, Lemmas 6.3,
6.6];
Lemma 5.2 (cf. Lemma 6.3 in [IU05]). Let α ∈ DZ0(S) be a spherical
object and C = Cs ⊂ Z0 a (−2)-curve. Take a sufficiently small complex
analytic neighbourhood U = Us of C. Assume that for every p we have a
decomposition
Hp(α)|U =
rp1⊕
j
Rp1,j ⊕
rp2⊕
j
Rp2,j ⊕
rp3⊕
j
Rp3,j ⊕
rp4⊕
j
Rp4,j ,
where Rpk,j’s are sheaves of the forms:
C
Rp1,j :
❤0
Rp2,j :
❤0
Rp3,j :
❤−1
Rp4,j :
❤−1
In this situation, we have the following:
(i) If
∑
p r
p
2 >
∑
p r
p
3, then l(TOC(−1)(α)) < l(α).
(ii) If
∑
p r
p
2 <
∑
p r
p
3, then l(TOC(−2)(α)) < l(α).
Proof. The assumption in (i) and [IU05, Lemma 4.15] imply the inequality∑
p
l(TOC(−1)(H
p(α)|U )) <
∑
p
l(Hp(α)|U )(= l(α|U )).
Combining this with Lemma 5.1, we obtain the inequality (22) for Ψ =
TOC(−1). Then the desired result follows as explained above.
The proof of (ii) is similar.
Lemma 5.3 (cf. Lemma 6.6 in [IU05]). Under the assumptions of Lemma
5.2, assume that
∑
p r
p
2 =
∑
p r
p
3 6= 0 holds. Then r
p
4 = 0 for all p.
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Proof. According to the decomposition of Hp(α)|U in Lemma 5.2, we can
decompose Hp(α) as
Hp(α) =
⊕
j′
R˜p1,j′ ⊕
rp2⊕
j
R˜p2,j ⊕
rp3⊕
j
R˜p3,j ⊕
rp4⊕
j
Rp4,j,
where R˜p1,j′ satisfies s(R˜
p
1,j′) 6= s, and R˜
p
k,j (k = 2, 3) is a sheaf in Σ(α) such
that Rpk,j is a direct summand of R˜
p
k,j|U . Here note that R˜
p
2,j |U and R˜
p
3,j|U
may possibly contain several direct summands of the form Rp1,j .
Apply the proof of [IU05, Lemma 6.6] for this decomposition, then we
obtain the assertion. Note that in the proof we use [IU05, Lemmas 6.4, 6.5].
However, our setting requires some slight changes. For example, we should
replace the notations X,Z with S,Z0 respectively, and the vertical arrows
of the diagram [IU05, (6.3)] are not isomorphism any more, but injective.
Hence, we define η¯p to be the following composite:
OC(−1)
⊕rp2
η¯p //
 _

OC(−1)
⊕rp−13 [2]
HomX(OC ,
⊕rp2
j R˜
p
2,j)
  //
⊕rp2
j R˜
p
2,j
ηp //
⊕rp−13
j R˜
p−1
3,j [2]
// // (
⊕rp−13
j R˜
p−1
3,j )|C [2]
OOOO
Here the right vertical arrow is the projection to the direct summand.
Lemma A (cf. Lemma A in [IU05]). Let α ∈ DZ0(S), U = Us, and C = Cs
be as above. Assume that we can write⊕
p
Hp(α)|U =
r1⊕
j
R1,j ⊕
r2⊕
j
R2,j ⊕
r3⊕
j
R3,j ⊕
r4⊕
j
R4,j ,
such that Rk,j ∈ Σ(α)U , and they are of the the following form:
Cs−1 Cs Cs+1
R1,j :
❤
R2,j :
❤
R3,j :
❤
R4,j :
❤
Suppose that either r3 6= 0 or r2 · r4 6= 0 holds, and suppose furthermore that
Suppα 6= C. Then, there is an integer a such that l(TOC(a)(α)) < l(α).
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Proof. The proof goes parallel to that of [IU05, Lemma A]. Let us denote
by R˜1,j an element in Σ(α) such that R1,j is a direct summand of R˜1,j |U .
When r2 = r4 = 0, we can see that
χ(R˜1,j ,R3,k) = 0
for any j, k. Note that [IU05, Lemma 6.2] is true without any changes in our
situation so that we can conclude r1 = 0. This contradicts the asumption
that Suppα 6= C. Therefore, by the symmetry, we may safely assume that
r2 6= 0.
In the case r2 ·r4 6= 0, we can see from Lemma 4.9 that there is an integer
a such that
degC R2,h = degC R4,k = a
for all h, k, and that degC R3,j is a or a − 1. Then by Lemma 5.1 (ii) and
[IU05, Lemma 4.15], the inequality (22) holds for Ψ = TOC(a−1). Hence, we
obtain the desired result.
What remains is the case r2 · r3 6= 0 and r4 = 0. First, suppose that
degCs R3,h = maxk,j
degCs Rk,j(=: b)
holds for some h. Then degCs R1,j = degCs R2,j = b for all j, and if we put
Ψ = TOC(b−1), again using Lemma 5.1 (ii) along with [IU05, Lemma 4.15],
we obtain the inequality (22).
Next, suppose that degCs R3,j = b − 1 holds for all j. In this case, just
apply Lemmas 5.2 and 5.3, which imply the assertion.
Lemma B (cf. Lemma B in [IU05]). Let α ∈ DZ0(S) be a spherical object
and fix positive integers s, t with 1 ≤ t− s ≤ n− 2. Take a sufficiently small
complex analytic neighbourhood U = Us,...,t of Cs ∪ · · · ∪Ct and assume that
we can write⊕
p
Hp(α)|U =
r1⊕
j
R1,j ⊕
r2⊕
j
R2,j ⊕
r3⊕
j
R3,j ⊕
r4⊕
j
R4,j,
where Rk,j ∈ Σ(α)U , and they are of the forms
Cs−1 Cs Cs+1 Ct−1 Ct Ct+1
R1,j :
❤ ❤ · · · ❤ ❤
R2,j :
❤ ❤ · · · ❤ ❤
R3,j :
❤ ❤ · · · ❤ ❤
R4,j :
❤ ❤ · · · ❤ ❤
.
Suppose that either r3 6= 0 or r2 · r4 6= 0 holds. Then there is
Φ ∈
〈
TOCl(a)
∣∣ a ∈ Z, s ≤ l ≤ t〉
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such that l(Φ(α)) < l(α).
Proof. The proof goes parallel to that of [IU05, Lemma B]. Note that the
straight-forward analogues of [IU05, Lemmas 6.7, 6.8] hold for Hp(α)|U , and
use them.
5.2 The proof of Proposition 4.4
Notice that if we show the existence of an autoequivalence Φ ∈ B0 such
that l(α) > l(Φ(α)), under the assumption that l(α) > 1, then we can prove
the statement by induction on l(α). Recall that the proof is already done
in [IU05, Proposition 1.7] in the case Suppα 6= Z0, since in this case α is
supported by a chain of projective lines, contained in Z0. Hence, we may
assume Suppα = Z0 = C1 ∪ · · · ∪ Cn.
For S = Ss(as, . . . , at) ∈ Σ(α), define an integer s(S) by the properties
Cs(S) = Cs and 1 ≤ s(S) ≤ n,
and an integer t(S) by the properties
Ct(S) = Ct and s(S) ≤ t(S) ≤ s(S) + n− 2.
Here, note that Lemma 4.9 (ii) guarantees that, for R ∈ Σ(α), there are no
elements S ∈ Σ(α) such that Ct(S) = Cs(R)−1 or Ct(R) = Cs(S)−1. Thus, we
have
ls(R)−1(α) < ls(R)(α) and lt(R)(α) > lt(R)+1(α).
Therefore, we can find integers s0 and t0 such that
ls0−1(α) < ls0(α) = ls0+1(α) = · · · = lt0(α) > lt0+1(α).
Then we are in the situation of Lemma A (if s0 = t0) or Lemma B (if
s0 < t0). So the proof is done.
Remark 5.4. Take an arbitrary element R ∈ Σ(α). Then, in the proof
above, we can find s0, t0 such that s(R) ≤ s0 ≤ t0 ≤ t(R). Thus, Lemma A
or B provides
Φ ∈
〈
TOCl(a)
∣∣ a ∈ Z, s(R) ≤ l ≤ t(R)〉
such that l(α) > l(Φ(α)). We shall use this remark in §6.
6 The proof of Proposition 4.2
6.1 Facts needed for the proof of Proposition 4.2
Let Φ be an autoequivalence of DZ0(S) that preserves the cohomology class
of a point. Put α = Φ(OC1) and β = Φ(OC1(−1)). Applying Proposition
4.4 and the shift functor [1], we may assume that
α = OCb(a)
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for some a, b ∈ Z with 1 ≤ b ≤ n. To prove Proposition 4.2, it suffices to
show the following;
Claim 6.1. Suppose that l(β) > 1. There is an autoequivalence Ψ ∈ B0
such that l(Ψ(α)) = 1 and l(β) > l(Ψ(β)).
In fact, Proposition 4.2 easily follows from this:
Proof of Proposition 4.2. By Claim 6.1, we can reduce the problem to the
case l(α) = l(β) = 1. In this case, the supports of α and β must be the same
by Condition 6.5 below. Therefore, we get the conclusion from the A1-case
[IU05, Proposition 1.6], and we can complete the proof of Proposition 4.2
by induction on l(β).
The most of the proof of Claim 6.1 goes parallel to that of [IU05, Claim
7.1].
Fact 6.2 (cf. Condition 7.2 in [IU05]). We may assume
max{degCb R|R ∈ Σ(β)Ub ,SuppR ⊃ Cb} = 0.
Especially, degCb R = 0 or −1 for all R ∈ Σ(β)Ub with SuppR ⊃ Cb by
Lemma 4.9 (iii-1).
The relations between OC1 and OC1(−1) impose conditions on a and β.
From the spectral sequence
Ep,q2 = Ext
p
S(H
−q(β),OCb (a)) =⇒ Hom
p+q
D(S)(β, α) =
{
C2 p+ q = 0
0 p+ q 6= 0,
(23)
we obtain
Fact 6.3 (cf. Condition 7.3 in [IU05]). E1,q2 = 0 for q 6= −1
and
Fact 6.4 (cf. Condition 7.4 in [IU05]). d0,−12 : E
0,−1
2 → E
2,−2
2 is injective,
d0,02 : E
0,0
2 → E
2,−1
2 is surjective, and d
0,q
2 : E
0,q
2 → E
2,q+1
2 are isomorphisms
for all q 6= 0,−1.
In addition to Facts 6.3 and 6.4, (23) implies
dimCoker d0,−12 + dimKer d
0,0
2 + dimE
1,−1
2 = 2. (24)
To show the following, we need the assumption that Φ preserves the
cohomology class ch(Ox) in H
4(S,Q).5
5If we drop this assumption, we can just conclude c1(β) = [Cb] + k[Z0] for some k ∈ Z
by a similar proof to that of Condition 7.5 in [IU05].
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Fact 6.5 (cf. Condition 7.5 in [IU05]). The equality c1(β) = [Cb] holds in
the cohomology group H2(S,Q).
Proof. By the choice of Φ, we have
0 = c1(Ox) = c1(Φ(Ox)) = c1(α)− c1(β),
which gives the assertion.
Claim 6.6 (cf. Claim 7.6 in [IU05]). We have a ≥ −1.
Proof. The proof is similar to that of [IU05, Claim 7.6].
Claim 6.7 (cf. Claim 7.7 in [IU05]). Fix q 6= 0. If E2,−q−12 = 0 in (23),
then we have degCb R > a for all direct summands R ∈ Σ(β)Ub of H
q(β)|Ub
with SuppR ⊃ Cb. If, in addition, we suppose that a ≥ 0, then we get
Cb 6⊂ SuppH
q(β).
Proof. The proof of Claim 6.7 is similar to that of [IU05, Claim 7.7].
Remark 6.8. Below we use the notation t(R) and s(R) for R ∈ Σ(β)
defined in §5.2, and recall that b satisfies 1 ≤ b ≤ n by the definition.
If there is an element R ∈ Σ(β) with either
t(R)− n+ 1 < b < s(R)− 1 or t(R) + 1 < b,
then we can find Ψ ∈
〈
TOCl(a)
∣∣ a ∈ Z, Cl ⊂ SuppR〉 such that Ψ(α) ∼= α
and l(Ψ(β)) < l(β) by Remark 5.4. Therefore, we may assume that
s(R)− 1 ≤ b ≤ t(R) + 1 or b+ n ≤ t(R) + 1
for all R ∈ Σ(β).
Now we divide the proof into cases as in [IU05, Division into cases on
page 426]. We have only to consider the three cases:
Division into Cases. (i) Cb ⊂ SuppR for all R ∈ Σ(β)Ub ,
(ii) there is an R ∈ Σ(β)Ub with SuppR∩Cb = Cb+1 ∩Cb, but there is no
R′ ∈ Σ(β)Ub with SuppR
′ ∩Cb = Cb−1 ∩Cb,
(iii) there are R,R′ ∈ Σ(β)Ub with SuppR∩Cb = Cb+1∩Cb and SuppR
′∩
Cb = Cb−1 ∩ Cb.
6.2 Case (i)
In this case, we can find Ψ in Claim 6.1 in a similar way to that of [IU05,
§7.3. Case (i)], after some obvious changes; for instance [IU05, Claim 7.8]
should be replaced by
Claim 6.9.
O···∪Cb(∗,−1)|Ub ,OCb∪···(−1, ∗)|Ub ,O···∪Cb∪···(∗,−1, ∗)|Ub 6∈ Σ(β)Ub .
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6.3 Case (ii)
The existence of R ∈ Σ(β)Ub with SuppR∩Cb = Cb ∩Cb+1 and Lemma 4.9
(ii) imply the non-existence of S ∈ Σ(β)Ub with SuppS ∩Cb+1 = Cb ∩Cb+1.
Note that n > 2 in this case by Lemma 4.8 (i). Furthermore, we have
Σ(β)Ub ⊂
{
OCb∪···(a
′, ∗)|Ub ,OCb+1(∗)|Ub ,O···∪Cb∪···(∗, a
′, ∗)|Ub
∣∣ a′ = −1, 0}.
Then we can find Ψ in Claim 6.1 in a similar way to that of [IU05, Case
(ii)].
6.4 Case (iii)
Fact 6.3 implies that R and R′ above must be in H1(β). Moreover, they are
unique in a decomposition of H1(β), by virtue of the inequality dimE1,−12 ≤
2 from (24).
We can exclude the case n = 2 as follows. Suppose that n = 2. Recall
that R is the unique element in Σ(β) such that Cs(R) 6= Cb, and R
′ is the
unique element in Σ(β) such that Ct(R′) 6= Cb. It follows from Lemma 4.8 (i)
that every element S ∈ Σ(β) satisfies that Cs(S) = Ct(S). Therefore β[−1]
is an indecomposable sheaf S(= R = R′) satisfying Cs(S) = Ct(S) 6= Cb. In
this case, Fact 6.5 cannot be satisfied.
Now, Lemma 4.9 allows us to write
⊕
p
Hp(β)|Ub−1,b =
r1⊕
j
R1,j ⊕
r2⊕
j
R2,j ⊕R3 ⊕R4,
where Rk,j’s, R3 and R4 are sheaves in Σ(β)Ub−1,b of the following forms:
Cb−1 Cb Cb+1
R1,j :
❤ ❤ ❤
❴❴❴❴
R2,j :
❤ ❤ ❤
❴❴❴❴
R3 : ❴❴❴❴
❤−1 ❤
❴❴❴❴ : R4
α : ❤a
Here, we assume that degCb−1 R3 = −1 for simplicity.
Claim 6.10. We have a = −1.
Proof. A similar proof to that of [IU05, Claim 7.11] works.
The inequality dimE1,−12 ≤ 2 from (24) also implies that
Ext1S(Rk,j,OCb(−1)) = 0
41
for k = 1, 2 and for all j. In particular, we get
degCb R1,j = degCb R2,j = 0.
Recall that there is a unique sheaf R ∈ Σ(β) satisfying Ct(R) = Cb−1,
and R|Ub−1,b contains R3 as a direct summand. Now, we give a proof for
Case (iii) by induction on l(R).
First, suppose l(R) = 1. In this case R = R3, and we write
r2⊕
j
R2,j =
s1⊕
j
S1,j ⊕
s2⊕
j
S2,j,
where Sk,j’s are sheaves in Σ(β)Ub−1,b of the following forms.
Cb−1 Cb Cb+1
R1,j :
❤0 ❤0 ❤ ❴❴❴❴
S1,j :
❤0 ❤0 ❤ ❴❴❴❴
S2,j :
❤−1 ❤0 ❤ ❴❴❴❴
R3 :
❤−1 ❤
❴❴❴❴ : R4
α : ❤−1
Note that we may assume r1 6= 0 since otherwise Suppβ is strictly smaller
than Z0, in which case [IU05, Claim 7.1] gives the result. Because of the
existence of R3, we have r2 6= 0 by [IU05, Lemma 6.2], which continues to
hold in our setting. Hence, s1 6= s2 by Lemma 5.3. Define
Ψ0 =
TOCb−1∪Cb(−1,−1) if s1 < s2,T ′OCb−1∪Cb if s2 < s1.
Then (Ψ0(α),Ψ0(β)) fits in Case (ii) and Ψ0(β) satisfies l(Ψ0(β)) ≤ l(β).
Since we have proved Case (ii), this finishes the case l(R) = 1.
Next, suppose l(R) > 1. In this case, Lemma 4.9 (iii-4) implies
degCb−1 R2,j = −1.
Set Ψ′ = TOCb(−1)
◦ TOCb−1 (−2)
. Then we have
Ψ′(α) ∼= OCb−1(−2) and l(Ψ
′(β)) ≤ l(β).
Cb−2 Cb−1 Cb Cb+1
Ψ′(R1,j) :
❤
❴ ❴ ❴ ❴
❤−1 ❤−1 ❤
❴❴❴❴
Ψ′(R2,j) :
❤
❴❴❴❴
Ψ′(R3) :
❤
❴ ❴ ❴ ❴
❤−1 ❤
❴❴❴❴ : Ψ′(R4)
Ψ′(α) : ❤−2
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First, let us consider the case Cs(R) = Cb+1, equivalently R = R
′. Take an
element R˜2,j ∈ Σ(β) such that R˜2,j|Ub−1,b contains R2,j as a direct summand.
Then Ψ′(R˜2,j) satisfies
t(Ψ′(R˜2,j))− n+ 1 < b− 1 < s(Ψ
′(R˜2,j))− 1
or
t(Ψ′(R˜2,j)) + 1 < b− 1.
Hence, we can find Ψ as in Claim 6.1 by Remark 6.8. Therefore, we may
assume that Cs(R) 6= Cb+1. Note that Ψ
′(Hq(β)) is a sheaf for every q ∈ Z.
Using the spectral sequence
Ep,q2 = H
p(Ψ′(Hq(β))) =⇒ Ep+q = Hp+q(Ψ′(β)),
we see Ψ′(Hq(β)) = Hq(Ψ′(β)), and then (Ψ′(α),Ψ′(β)) fits in Case (iii).
Furthermore, the assumption Cs(R) 6= Cb+1 implies that l(Ψ
′(R)) < l(R).
Hence, we can conclude by induction on l(R).
7 Example
If λS ≤ 4, we have HS = {idS} and ImΘ = SL(2,Z) as in Remark 3.12
(ii). For a general elliptic surface S, however, it is not easy to describe the
group HS concretely. In this section, we give an example of elliptic surfaces
with λS ≥ 5 where we are able to determine HS, and hence ImΘ, more
concretely.
Let us consider a rational elliptic surface π : J → P1 with a section, and
assume that π has four singular fibers of types I7, I2, II and I1. Such a
surface exists by Persson’s list [Pe90]. Take a point s ∈ P1 over which the
fiber of π is not of type II. Apply a logarithmic transformation along the
point s to obtain a rational elliptic surface S whose Jacobian surface is J ,
and S has a multiple fiber of the multiplicity m over the point s. Suppose
that m > 2. Then as in [Ue11, Example 2.6], we can show that HS = {±1}
(we leave it to the reader to check this). Therefore, Theorem 1.3 assures
that there is a short exact sequence:
1→ 〈B,⊗OS(D) | D · F = 0〉⋊AutS × Z[2]→ AuteqD(S)
Θ
→
{(c a
d b
)
∈ Γ0(m)
∣∣ b ≡ ±1 (modm)}→ 1.
In this case, AutS = AutP1 S is just the semi-direct product of the Mordell-
Weil group of S and the subgroup of automorphisms preserving the zero
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section (cf. [FM94, Theorem 1.3.14]). Hence, it can be calculated by using
[OS90].
In the upcoming paper [Ue], we consider the autoequivalence group and
Fourier–Muaki partners of elliptic ruled surfaces.
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