As is well known, the Shapovalov bilinear form and its determinant is an important tool in the representation theory of semisimple Lie algebras over char. 0. To our knowledge, the corresponding study of the Shapovalov bilinear form and its determinant is not available in the literature in char. p or the quantum case at roots of unity. The aim of this paper is to fully determine the Shapovalov determinant for both, the restricted enveloping algebra and its quantum analog.
More precisely, let g be a semisimple Lie algebra. Fix a prime p 6 = 2 which also satis es p 6 = 3 whenever g contains a component of type G 2 . This will be our tacit assumption on p through the paper. Let be a primitive p th root of unity. This paper is concerned with two algebras: a certain analog u p of the restricted enveloping algebra (cf. De nition 3:1) and its quantized version u which is an algebra over the cyclotomic eld Q (cf. De nition 3:3). The main results of this paper are complete descriptions of the Shapovalov determinant for both the algebras u p and u (cf. Theorems 3:2 and 3:4).
Introduction.
There has been tremendous interest in the representation theory of the algebra u p , because of its connection with the representation theory of the associated algebraic group over char. p (via some proven conjectures of Verma and the Steinberg Tensor Product Theorem). The quantized algebra u seems even richer. On the one hand (as conjectured by Lusztig, and proved for large primes by Andersen-Jantzen-Soergel AJS]) its irreducible modules have the same character as that of u p and on the other hand (as shown by Kazhdan-Lusztig) its representation theory parallels that of the representation theory of the associated a ne Kac-Moody Lie algebra at a certain negative level. In the sequel, we shall refer to the case of u p (resp. u ) as the modular (resp. the quantum) case.
Our arguments in the modular case draw and expand upon Shapovalov's original paper S]. For any positive root and positive integer m, he constructed a certain element ;m 2 U(g) of weight ?m , which when applied to a highest weight vector of a particular Verma module for U(g) provides another highest weight vector. In our paper, we make a careful choice of the elements ;m with certain`integrality' properties which enables us to take their reduction mod p. The whole of our Section 5 is devoted to constructing these elements and proving certain properties satis ed by them crucial for decomposing the Shapovalov determinant (cf. Propositions 5:2 and 5:6). But the Lie algebra of type G 2 poses additional problems for the root = 2 1 + 2 , which is handled separately in Section 6. Mimicking the arguments in S], we calculate the highest degree term of the Shapovalov determinant for the algebra u p (cf. Lemma 8:1). Now the explicit nature of the highest degree term shows that the factors of the Shapovalov determinant in the modular case obtained from the existence of the elements ;m exhaust all the factors of the determinant, thereby completing the proof of Theorem (3:2).
The quantum arguments are quite similar; the only added di culty lies in choosing various correct powers of q. We construct the q-version q ;m of the elements ;m in Section 7. Its required properties are contained in Proposition (7:1). The proof of this proposition makes repeated use of certain commutation relations, which we collect in Section 4. The quantum case, however, uses two types of specialization: One from the generic q to the root of unity , and the other from to char. p (cf. De nition 9:2). To make this possible, we must work over a larger ring B Z q; q ?1 ] (cf. x2).
In particular, we de ne a certain B-form U B of the quantized enveloping algebra U q (g) and prove various freeness properties (cf. Proposition 4:4), which allow us to specialize both ways. Proofs of both the Theorems (3:2) and (3:4) are completed in x9.
We present some applications of our Shapovalov determinant formulae: As an immediate consequence of our Theorems (3:2) and (3:4), we deduce the irreducibility of the Steinberg module for u p (as well as u ) (cf. Corollary 3:5). This result is well known (and proved by other methods). The second, given in Section 10, is a new proof of the character-sum formula (cf. Theorem 10:1) for the Jantzen ltration for the algebras u p and u , obtained by Andersen-Jantzen-Soergel AJS] by di erent methods. Finally, as in AJS, x6], the Strong Linkage Principle for the algebra u p with p at least the Coxeter number h of g and for u with arbitrary p (cf. Theorem 10:3) follows easily from Theorem (10:1). It may be recalled that the Strong Linkage Principle in the modular case was proved for arbitrary p in general by Andersen A] and in the quantum case by Andersen-Polo-Wen APW].
Preliminaries and Notation.
Let g be the complex semisimple Lie algebra of rank n associated to a Cartan matrix A = (a ij ) 1 i;j n . Fix a triangular decomposition
(1) g = n ? h n + : Let + denote the set of positive roots of g (i.e., the set of roots of n + ), f 1 ; : : : ; n g the set of simple (positive) roots, and ff ; e ; H i ; 2 + ; 1 i ng a Chevalley basis for g. Here, f corresponds to the negative root ? , e corresponds to the positive root , and H i is the simple coroot corresponding to the root i . For the simple root i , we also denote e i (resp. f i ) simply by e i (resp. f i ). Let r 1 ; : : : ; r n be the (simple) re ections corresponding to the simple roots 1 ; : : : ; n respectively. Recall that U q (g) is de ned to be the associative algebra over the function eld Q(q) generated by fE i ; F i ; K 1 i g 1 i n and subject to the relations: 
Then U q (g), in fact, has a Hopf algebra structure with the comultiplication , counit , and antipode de ned as follows: 
In the sequel we shall use this ordering of positive roots. As is well known, the algebra u + p (resp. u ? p ) has the elements fe t g (resp. ff t g) (cf. (2) of x2) as a F p -basis, where t = (t 1 ; : : : ; t N ) ranges over those elements of Z N + such that 0 t j < p, for all j .
Let Q := P n i=1 Z i denote the root lattice in h . For any 2 Q, de ne P( ) = ft 2 Z N + :j t j= g; and
P res ( ) = ft = (t 1 ; : : : ; t N ) 2 P( ) : 0 t j < p; for all jg;
where, for t 2 Z N + ; j t j:= P N j=1 t j j and f j g is the ordering as in (13) (F i ) = E i ; (K i It su ces to show that the following elements belong to c U B .
(
The proof that the elements (3) belong to c U B is similar to that for (2).
Moreover, the elements (4) and (5) 
it is easy to see that U 0 B is a free B-module with basis f( Q The next two lemmas will allow us to do some of the necessary computations in U B . Recall the relation (12) of x2 determining ad E i and ad F i .
Lemma 4.5. For all m 0 and i 6 = j, Proof. Let b 1 (resp. b 2 ) be an element of U + B of weight = P j n j j (resp. = P j r j j ). By L2, x1.3] and JL1, x2.2], we have
This calculation shows that if the lemma is true for the elements b 1 , b 2 2 U + B then it is also true for the product b 1 b 2 . So it su ces to prove that (ad E (k)
i )E j 2 U + B for i 6 = j and (ad E (k)
i )E j = 0 for i 6 = j and for all k 0, and also (ad E i )(E i K ?1 i ) = 0. The rst two assertions follow from Lemma (4:5), and the third is a straightforward computation. This proves the lemma for b 2 U + B . The proof for c 2 U ? B is similar.
De nition 4.7. Given a nite subset V b ? (u p ) (cf. x3.1), de ne the
The next lemma will be crucial in factoring the Shapovalov determinant. Much of the rest of this paper will be devoted to nding suitable elements 
Special elements in U(g Z ).
In S], Shapovalov de ned certain elements of U(g) (corresponding to any positive root and a positive integer) that produced highest weight vectors in certain Verma modules. These elements were then used to determine the factors and multiplicities of the classical Shapovalov determinant by applying a version of Lemma 4:8. In this section, we make a careful choice of these elements in order to specialize them to U(g p ), and in a later section, use them to factor the modular Shapovalov determinant.
De nition 5.1. A re ection s 2 W induces an a ne automorphisms of U(h) as follows. Given a simple positive root , de nes(H ) = H s + ( ; s ) ? ( ; ) and extend this to an algebra homomorphism of U(h). Since s preserves the coroot lattice (i.e., the lattice h Z = P i ZH i ), it follows that s(U(h Z )) U(h Z ).
For 2 + and m > 0 let I ;m denote the ideal in U(h) generated by (H + (H ) ? m).
The next proposition is a strengthened version of S, Lemma 1] (cf. also F]). We write deg a to denote the total degree of a considered as an element of U(g) using the standard ltration. Recall the de nition of n ? Z from (3) Fix an ordering of + as in (13) We have (by (10) Observe that ;m in the above proposition are not unique. We will make a particular choice for ;m in the sequel.
De nition 5.3. Let and be two positive roots. The -string through is the set of those roots which are of the form + k ; for some k 2 Z. By H1, x9.4], there exist non-negative integers`and s with`+ s 3 such that the -string through is precisely the set f + k ; ?` k sg. and prove (1) Since k+1 ? k 6 2 + , by the proof of Lemma (5:4) and (1) of x5.5, it follows that k + k 6 2 + and so (ad f k ) r k +1 f k+1 = 0. Therefore z j = 0 for j > mr k . Furthermore, by Lemmas (4:3) and (5:4), we have
On the other hand j < mr k implies that z j 2 U(n ? )f k U(h), and so To complete the proof, we argue that for any (j; t) 2 S 2 we have z t j ] 0 = 0: We have (6) deg
Now by (4), 6. Proof of Proposition (5:6) for g of type G 2 . Throughout this section, we assume that g is of type G 2 . Let 1 ; 2 be the positive simple roots with ( 1 ; 2 ) = ?3; ( 1 ; 1 ) = 2; ( 2 ; 2 ) = 6: Then + = f 1 ; 2 ; 1 + 2 ; 2 1 + 2 ; 3 1 + 2 ; 3 1 + 2 2 g. Let r i be the re ection corresponding to i . Set f 1 = f 1 ; f 2 = f 2 ; f 3 = f 1+ 2 ; f 4 = f 2 1+ 2 ; f 5 = f 3 1+ 2 ; f 6 = f 3 1+2 2 ; H 1 = H 1 ; and H 2 = H 2 . We can choose f 0 k s so that the following relations are satis ed. The following lemma (which can be proved by a standard density type argument) will be needed in the proof of the above proposition.
Lemma 7.3. Let be a simple root and let ; 1 2 + be such that = 1 + r for some r 6 = 0. Fix m 2 f1; 2; 3; : : : g and let a 2 U 0 B be an element such that ? (a) = 0 for all 2 L ;m \ h Z satisfying (sign r) ( ; ) 0 (where L ;m is de ned by (1) of Proposition (5:2) 
q (mr+2m ) This proves Identity (10). Expression (9) and Identity (10) 
q ;m F ?( ; ) v = q ;m F ?( ; ) v:
The assertion (a) is easy to prove in view of the explicit construction of q ;m . We now show that q ;m satis es assertion (c) of the proposition. By (8) for some (unique) b t 2 U 0 B . Rewriting (8) (in view of (11)), we get
Now by Lemma 7:3 and induction, there exists 2 B with ( ; ) 0 such that ( \ ? )(p ) 6 = 0 for some . This gives that the left hand side of (13) is non-zero, in particular, there exists a t 0 such that ( ? )(b t0 ) 6 = 0.
This forces b t0 = where t runs through the elements in P(m k+1 ), and j runs through the non-negative integers.
Highest degree term.
We compute the highest degree terms of det (s p ) and det (s ). We consider the two cases separately since the arguments are di erent. Identity (1) follows by an argument as in the proof of Lemma (8:1).
9. Factoring the Shapovalov determinant.
We are now ready to factor the Shapovalov determinants. The idea is to combine Lemmas (4:8), (8:1), (8:2), (9:1), and (9:4) to determine the factors and their multiplicities.
For 2 + and m > 0, set H ;m = H + (H ) ? m 2 U(h p ). We will also think of it sometimes as an element of U(h Z ). F`) . This is a contradiction. Hence p 0 t 2 U(h Z ) and assertion (ii) follows.
We will prove a quantum analog of the above lemma. The proof uses a certain`specialization', which we explain. We will refer to the above isomorphism (2) as the specialization at q = 1. specializes to ?H i +m (for any 1 i n and m 2 Z), whiles(a) specializes tos of the specialization of a (for any re ection s 2 W and a 2 U 0 B ). Also, for any 2 + , E (resp. F ) specializes to the corresponding root vector e (resp. f ) in U(g B ). For any 2 + and m > 0, from the explicit construction of q k (resp. k ) given in x7.5 (resp. x5.5), we see by induction that q k specializes to k , for each 0 k v + 1. There is a ring homomorphism : B ! F p , taking q ! 1. We will refer to this homomorphism as reduction mod p: This induces a ring homomorphism : U B ! U(g p ) (analogous to (2)) taking each K i 7 ! 1. In particular, on restriction, we get a ring homomorphism 0 : U 0 B ! U(h p ).
By Proposition (4:4), we get U 0 B , ! Q B U 0 B = U 0 . Let U 0;2 (resp. U 0;even ) be the Q -subalgebra of U 0 generated by fK 2 1 ; : : : ; K 2 n g). Consider the B -subalgebra U 0;2 B := U 0 B \ U 0;2 of U 0 B . Lemma 9.3. The algebra U 0;2 B is freely generated (as an algebra over B ) (1) The image of fF t b q ;m ; t 2 P( ; m )g in u ? (U 0 = I ;m ) is linearly independent over U 0;even =(U 0;even \ I ;m ) (under right multiplication): (2) H (vF t b q ;m ) 2 I ;m , for any v 2 u + of weight and t 2 P( ; m ). Proof. Take for b q ;m the image of q ;m (as in Proposition 7:1) in b ? . Assertion (2) follows from Proposition 7:1(c). For assertion (1), note that q ;m specializes to ;m at q = 1 under the isomorphism (2) of De nition (9:2), and moreover b ;m (of Lemma 9:1) is the image of ;m in b ? (u p ). Given a set fa t ; t 2 P( ; m )g contained in U 0;even , we can choose m 2 Z n such that (K m ) 2 a t 2 U 0;2 , for each t 2 P( ; m ). By Proposition 7:1(a), there exists r 2 Z n such that b q ;m K r is contained in u ? U 0;2 . Moreover, P F t b q ;m a t 2 u ? I ;m if and only if P F t b q ;m K r (K m ) 2 a t 2 u ? (U 0;2 \ I ;m ). Thus, without loss of generality, we may assume that each a t is in U 0;2 : Multiplying by an appropriate element of Q , we may further assume that every a t 2 U 0;2 B and moreover at least for one t o , 0 (a t o ) 6 = 0 (as an element of U(h p )), where 0 is as de ned in x9.2. The lemma now follows by reduction mod p (using Lemma (9:1) and some arguments in its proof).
Proof of Theorem (3:2). By our assumption on the prime p and Lemma Since the constant term of expression (2) is non-zero, by Lemma (8:2) , it is easy to see that R is a (non-zero) constant. This proves the theorem.
10. The Jantzen ltration and the Linkage principle.
One of the standard applications of the Shapovalov determinant is deriving the character-sum formula for the Jantzen ltration. In the modular and root of unity case, Andersen-Jantzen-Soergel AJS, Proposition 6.6] determined this formula by di erent methods. In this section we derive this charactersum formula as an easy consequence of our Theorems (3:2) and (3:4). We rst de ne the Jantzen ltration for the Verma modules of u p and u , which is fairly standard (and follows Jantzen's original construction). (K i N (s 1 ; s 2 ) = ft = (t ) 2 + 2 Z N + ; s 1 t < s 2 g:
Then it is easy to see that the left hand side of (1) equals X m 0 # (ft = (t ) 2 P( ) ; 0 t < p for 6 = g \ N (mp + n ; (m + 1)p)) + # (ft = (t ); 0 t < p for 6 = g \ N ((m + 1)p; (m + 1)p + n )) ? # (ft = (t ); 0 t < p for 6 = g \ N ((m + 1)p; (m + 1)p + n )) ? # (ft = (t ); 0 t < p for 6 = g \ N ((m + 1)p + n ; (m + 2)p)) :
Clearly, by virtue of cancellations, the above sum reduces to (2) #ft = (t ) 2 P( ); 0 t < p for 6 = and n t < pg: Now (2) equals P( ; n ) (by its de nition; cf. (6) of x3.1). This proves (1) and hence the rst part of the theorem follows. The second part follows by exactly the same argument (using Theorem 3:4).
Remark. Even though we deduce the above character-sum formula from our factorization of the Shapovalov determinant (Theorems 3:2 and 3:4), Jantzen has pointed out to us that one could work backwards and deduce our Theorems (3:2) and (3:4) by using the character-sum formula as in AJS]
for \non-integral" weights. where s j is the re ection throught the root j , and denotes the Bruhat partial order on h Z . For = P m i i 2 Q + , let j j denote the sum P m i .
As in AJS, x6], the following theorem can easily be deduced from Theorem 10:1. Recall that this result in the modular case (in fact for arbitrary p) was proved in general by Andersen A] , and in the quantum case by Andersen-Polo-Wen APW].
