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ABSTRACT

An Assessment Tool to Analyze Code Written in App Inventor
by
Rohit Gopalan, Master of Computer Science
Utah State University, 2018
Major Professor: Vicki Allan, Ph.D.
Department: Computer Science
Today’s world is heavily influenced by computer science principles. Principles and
concepts in computer science can be used by students in their daily lives.
The present study examines how assessment tools for analyzing codes written by
students in App Camps can be approved. App Camp is a project funded by National Science
Foundation (NSF). The project is designed to encourage middle school youth’s interest and
self-efficacy in computer science. In App Camps, students are taught how to create
applications, also called apps, using App Inventor which is an open-source web application
which allows newcomers to create software applications for the Android operating system.
Using the tool implemented in this study, teachers can find whether a student has
completed the app and whether a student has done any creative work in the application.
These tasks are achieved by extracting features of codes submitted by students and
comparing the submissions with expected solutions. With the values obtained by
comparing the two solutions, we can tell whether or not the submitted application is
completed and if so, whether it has any creative aspect. From the results obtained, teachers
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can have an insight into the level of students’ understanding. Teachers can focus more on
the students who are not completing their applications. The results can help teachers to
identify applications that have lower completion rate for students. The results show that
our tool can be used to gain a quick insight into students’ performance for every application
in form of graphical outputs.
(57 pages)
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PUBLIC ABSTRACT

An Assessment Tool to Analyze Code Written in App Inventor
Rohit Gopalan

Assessment plays a significant role in today’s educational field. When creating an
assessment tool, we should keep in mind that the tool measures learning, supports learning
and encourages learning. Many assessment tools are available in the educational market
such as Dr. Scratch, FCS1 Assessment Instrument, and Beyond the rubric. These tools help
teachers to evaluate students’ performance in programming activities, but they do not
completely measure the creativity shown by students in programming. For example, Dr.
Scratch measures abstraction, problem decomposition, and parallelism. FCS1 Assessment
Instrument measures a set of foundational computer science concepts like variables, loops,
and arrays. It also evaluates pseudo-code used for programming languages and multiplechoice questions in the form of definitions, tracing, and code completion. By improving
assessment tools, teachers can more effectively evaluate code written by students. Better
measurement of student creativity can also align students’ assessments with valued
learning goals.
Using the data extracted from applications submitted to App Inventor, we created
a tool which will measure the degree of creativity and completion in an app. Data features
were extracted with XML and Python code. We then derived a formula to measure
completion and creativity in those features. Finally, we tested our formula based on various
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scenarios. With the results obtained on testing our tool for various scenarios, we obtained
the accuracy scores for completion and creativeness. With those scores, we found out the
limitations of the tool and advantages of the tool.
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CHAPTER 1
INTRODUCTION
There is a growing belief that experience with computer programming must start at
an early age [2] [3]. When students are exposed to science, technology, engineering, and
mathematics from an early age, it can positively impact their perceptions, encouraging
them to develop important skills [3].
To address these important skills, many researchers have been studying the best
ways to make tools for assessment methods and tests in order to measure the required skills
in Computer Science (CS) education. Assessment is an integral part of education [4]. It
tells us whether or not the goals of education are met. Students continuously demonstrate
their understanding of subjects in the form of exams, practicums, etc. But it is essential to
evaluate whether the educational goals and standards of the subjects are being met.
Assessment affects factors like grades, placement, advancement, curriculum, and funding
[4].
Students of this generation not only need to know the basics of reading and statistics
but also need to have skills that will allow them to face the present world that is
continuously changing. They must be able to think logically and make decisions. They
must be able to work smarter so that they can make innovations faster. To help students
adapt to a new world, learning goals should keep on changing which in turn changes the
relationship between assessment and instructions.
There are various methods already in the market which integrate programming
courses into students’ curriculum. Much time and effort have been invested in the creation
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of tools such as Alice, Kodu, Scratch, etc. to teach these skills. These tools are a fantastic
way for students to gain programming knowledge. But, there have not been significant
efforts to develop learning support tools like assessment and recommendation systems [5].
Assessment tools allow teachers to gain insight into the level of understanding of an
individual student and their class at any given point of time, offering more rapid and
comprehensive information access for both teachers and students as compared to typical
assessment and feedback methods. Hence, building a proper assessment tool is of utmost
importance.
Evaluating the learning of programming concepts and constructs in a computing
environment such as Scratch remains a challenge. The use of surveys has been one of the
main methods for assessing programming skills [6] [7]. Even though surveys provide
answers to some important questions, they alone are not enough to tell how well
programming concepts have been learned. Thus, more research is required to create tools
for assessing programming skills. Researchers have developed new methods to assess
growth in student’s programming skills such as Scrape [1] and Dr. Scratch [1]. However,
there is still a lack of tools that support educators in the assessment and evaluation of
projects programmed by students.
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1.1 Overview of Study
This study was based on past research and addresses the growing need to build a
tool that can assess student’s programming skills, especially for middle school students.
This study addresses the main components that need to be measured to check a student’s
performance in their applications which were created during App Camp. The components
measured in this study are 1) whether a student has completed an application or not, 2)
whether a student has done any creative work while building the application, and 3)
whether the tool can recognize students who are performing well and students who are not
performing well.
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CHAPTER 2
RELATED WORK
Many tools available in the market which integrate programming courses into the
curriculum. Out of these tools, Scratch is the most important one. There is an assessment
tool which analyzes students project online which is called Dr. Scratch. We will discuss
the advantages and disadvantages of Dr. Scratch and then create a tool which will cover
the disadvantages of Dr. Scratch.

2.1 Scratch:
Scratch is a visual programming language which is targeted primarily for children
[8]. Scratch has a user interface that is useful for students to create their own interactive
stories, games, and animations. After creating their own projects, they can share these
projects with other students to improve their projects and add more creativeness. This
programming language is designed to help children learn to think creatively, reason
systematically and work collaboratively. Scratch is often used to teach coding, computer
science, and computational thinking. Scratch is basically a block-based programming
language which has influenced many other programming environments and is considered
as an introductory coding course for children.
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Figure 1: Scratch Graphical User Interface (GUI) [9].

Scratch uses a drag-and-drop code mechanism to reduce the complexity for users,
thus making the testing and debugging process less demanding [10]. This enables students
to focus on their logical thinking and problem-solving capability rather than learning the
programming language. Typically, learning a programming language involves learning the
syntax, following exact, required semantics, and thus learning those programming
language concepts. But Scratch is meant to encourage computational thinking in students.
The block-based style eliminates the need for learning programming language syntax and
focuses more on solving problems more intuitively.
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2.2 Dr. Scratch:
Dr. Scratch is a user-friendly, free/open-source web application tool that allows
teachers to analyze student performance on certain projects which are developed in Scratch
[11]. When students submit their projects online through Dr. Scratch, this web tool
analyzes the projects and gives results in the form of a dashboard and divides the results
into seven domains. These seven domains are abstraction and problem decomposition,
synchronization, flow control, data representation, user interactivity, parallelism, and
logical thinking.

Figure 2: Dr. Scratch GUI [12].
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These seven domains are explained below:

1. Abstraction and decomposition: The ability to remove unnecessary information
from the set of data. This can increase the efficiency and speed of execution.
Decomposition means splitting the problem into sets of smaller problems.

2. Synchronization: Correctly connecting steps to achieve faster and accurate
results. It involves recognizing steps needed for the execution of a problem.
After recognizing steps, the ability to connect every step in a sequential order
will give accurate results.

3. Flow control: Determining the correct flow of how a program should be
executed. If a program contains a loop, it should resume the normal execution
of the program and execute the remaining instructions as expected by the
program.

4. Data representation: Representing data in a proper way so that a computer can
employ it properly in the program’s calculations.

5. User interactivity: Putting codes in the program so that it asks for input from
the user such as a text, audio or video. This enables users to interact with
computers in such a way that computers can analyze the input that is given by
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users.

6. Parallelism: Executing many tasks in a manner where they will be completed
side-by-side which uses the processing speed of a computer more efficiently
and gives results in a much faster way rather than executing single tasks at a
time.

7. Logical thinking: Using a statement in programming that can help to put
conditions in the project which gets executed only when the input meets the
condition.

Good points: Dr. Scratch is covering seven aspects of assessment [13].

Bad points: Dr. Scratch does not focus much on the learning support tools like assessment
and recommender systems. Dr. Scratch does not assess creativity or aesthetics [13]. Dr.
Scratch does not check for completeness of an application. It is just an aid to support
teachers in assessment in their grading [13].
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CHAPTER 3
RESEARCH DESIGN
Before creating any tool, we first need to collect data. Data were collected by
conducting App Camps where students were taught to create various applications using
App Inventor. After collecting data, we need to extract features from these data that will
help us to create our tool. After extracting information, we need to derive a formula for
completeness and creativeness. After deriving formula, we need to test our tool for various
scenarios. And finally, we need to derive results using our new formula for completeness
and creativeness.

3.1 App Camp:
App Camp is an NSF funded project designed to encourage middle school youth’s
interest and self-efficacy in computer science. The App Camp project offers five camps to
middle school and high school students each summer. One of the five camps specifically
focuses on mentor training for high school students while the other four camps teach
middle school youth how to program apps using MIT’s App Inventor visual programming
environment. To analyze student skills based on their programming, an App Camp was
conducted during summer 2017 at Utah State University for five days, where students were
taught to create 10 applications. These applications ranged from easy to difficult from the
first app to the tenth app. During summer 2017, almost 110 students participated in App
Camp out of which 36% of students were male and 64% students were female.
Demographics of the students who participated in App Camp are shown below:
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Table 1: Demographics of students participated in App Camp
App Camp Students
The total number of students who
participated in App Camp
The total number of male students
The total number of female students
The total number of students who had tech
experience and had spoken about CS as
career
The total number of 6th grade students
The total number of 7th grade students
The total number of 8th grade students
Number of other students(not in 6th, 7th,
8th)

Count

111
40
71
42
30
36
41
20

A brief explanation of the ten applications that were taught to students during App
Camp is given below.

App1 – TalkToMe App:
Students are taught to use a TextToSpeech and a button component. When the user
clicks on this button, then the text given by the user will be recited by the application. When
students create this application, they are exposed to concepts like App Inventor layout, QR
code, accelerometer sensor, textToSpeech, strings, procedure call, when event, button, text,
textbox and good variable naming.

App2- PaintPot:
Students are taught to use colors, canvas, etc. which enables them to draw on the
canvas with various colors. When students create this application, they are exposed to
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concepts like camera, colors, drawing on canvas, screen coordinate system, images, paint
colors, variables, slider, horizontal arrangements, after picture, algorithms, and parameters.

App3 – Channel Surfing App:
Students are taught to use conditions and play music according to the conditions
given by the programmer. When students create this application, they are exposed to
concepts like uploading files, if-then-else conditions, player, Boolean-variables, and
conditions.

App4 - IAmNotARobot:
Students are taught to detect the difference between robots and humans using the
procedure in this application. When students create this application, they are exposed to
concepts like vibrate, table arrangement, procedure, and input/output parameters.

App5 – Counting App:
Students are taught to create a button that will count the numbers according to the
count of the clock. When students create this application, they are exposed to concepts like
clock, variable, increment, enable, disable-clock, and modulo arithmetic.

App6 – RiddleMe App:
Students are taught to create a program which tell jokes when someone clicks on
the button and delivers appropriate punchlines. When students create this application, they
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are exposed to concepts like multiple buttons, random numbers, lists, and indexing.
App7 – ColorMeARainbow:
Students are taught to create an application where a user can draw on a blank canvas
or image uploaded by the designer. When students create this application, they are exposed
to multiple canvases, coordinate systems, vertical arrangement, creating colors, sliders,
procedures, scrollable, Boolean variables, and data types.

App8 – PositiveSelfTalk App:
Students are taught to create an application which displays inspirational images and
corresponding message on the screen. When students create this application, they are
exposed to clock switches images periodically, parallel lists and stepping through elements
of a list.

App9 – ExcuseGenerator App:
Students are taught to create an application which generates random excuses. When
students create this application, they are exposed to lists, TinyDB, adding/deleting from
lists, and compound lists.

App10 – Favorite Sport App:
Students are taught to create an application which allows users to play a game
which increases score when a soccer ball is touched and decreases score when a bowling
ball is touched. When students create this application, they are exposed to concepts like
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sprites, buzzers, procedure calls, local variables, when touched, random elements from the
list, parallelism and increment and decrement operations.

3.2 App Inventor:
App Inventor is an open-source web application which allows newcomers to create
software applications for the Android operating system [14]. It is similar to Scratch in the
way that it uses a graphical user interface. This interface allows users to drag and drop
visual objects to create an application. This application can then be run on any Android
device.
App Inventor’s main purpose is to act as a tool that promotes powerful ideas
through active learning [14]. The main application and the projects facilitated by App
Inventor are based on constructionist learning theories. App Inventor is also supported by
Google’s Firebase extension. This allows people to store data on Google’s firebase.
Firebase is a mobile and web application development platform [15]. Firebase storage
provides secure file uploads and downloads for Firebase apps [15]. Google’s Firebase
storage allows users to store audio, video, images or apps in their cloud storage also known
as Firebase. This means that whenever we create an application in App Inventor, it is stored
in Google’s Firebase storage system.
The application was released publicly on December 15, 2010. After releasing
publicly, Google released the source code and terminated its server. Google no longer hosts
or maintains the App Inventor code base. Hence, the developers of the application
terminated the application’s service with Google and provided funding for the creation of
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the MIT Center for Mobile Learning in the second half of 2011. The blocks editor in the
original version ran in a separate Java process. This was built using the Open Blocks Java
library. This library is used for creating visual blocks programming languages. The MIT
AI2 Companion app enables real-time debugging on connected devices via Wi-Fi.

3.3 Creation of Tool:
The tool is a Python code which parses the submitted application, extracts
information from the submitted application, compares it with the basic template and gives
completion and creativeness score. The tool extracts information from .aia files by
converting it into .xml files and extracting line-by-line information from XML files. These
line-by-line features represent each and every feature that can see as blocks in App
Inventor. The detailed steps are explained in further detail below:

3.3.1 Creation of Basic Templates:
During App Camp, students use App Inventor to create cell phone apps. In order to
analyze the code, basic templates were created which contained the standard requirements
for the ten applications i.e. Talktome, PaintPot, ChanelSurfing, IAmNotARobot, Counting,
RiddleMe, ColorMeARainbow, PositiveSelfTalk, ExcuseGenerator, and FavoriteSport.
App Inventory GUI which is the designer page in App Inventory, blocks in App Inventory
which are the blocks page in App Inventory and features extracted from a basic application
(Counting App) is given in Figures 3 and 4. Blocks page represent block by block execution
of the various components and their functionalities. The designer page shows us how will
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the application look on various devices. We extract every line of features from XML code
which will be useful in understanding what is expected from the basic template and what
has the student submitted.

Figure 3: Basic Template of Counting (Left-GUI, Right-Blocks)
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Figure 4: Feature Extraction of Basic Template (Counting)

3.3.2 Extraction of Features from Submitted Solution:
Students submitted their solutions in the form of .aia files which when unzipped
yields files in two formats i.e. .bky and .scm. The .bky file looks like an XML file. An
XML file contains block by block structure of every line of code executed in App Inventor.
From this code, we can understand what components are being used in the application and
what is the main purpose of the application. We must convert the .bky code to XML format
as it provides better readability of code and is easy to understand for any programmer. A
.bky file provides the back-end of the file which shows all the block structure of the
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application built. The .scm file is like a JSON file. A .scm file provides the front-end of the
file which means that it represents the GUI of the application. App Inventory GUI which
is the designer page in App Inventory, blocks in App Inventory which are the blocks page
in App Inventory and features extracted from a basic application (Counting App) is given
in Figures 5 and 6.

Figure 5: Submitted Solution of Counting(Left-GUI, Right-Blocks)
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Figure 6: Feature Extraction of Submitted Solution (Counting).

Figure 7: Merging features of Basic Template and Submitted Solution
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3.3.3 Fine Tuning of Data Extracted:
After extracting features from both the basic solution and the submitted solution,
we need to combine both the features so that it can be used for comparison in further
steps. This is called fine tuning of data. An example of data merging from both the basic
solution and the submitted solution is shown in Figure 7.

3.3.4 Using Extracted Features to Measure App Completeness:
After extracting features, we need to use these features to check app completion
score, which determines whether the submitted solution has features that meet the basic
requirements of the application. For this, I tried three different algorithms:

1st algorithm: Count the number of features extracted and set a threshold value for each
application which will decide if the application is completed or not. The drawback of this
algorithm was that we needed to set a threshold value manually which can vary depending
on the requirements.

2nd algorithm: Count the number of features that are common in both the basic solution
and the submitted solution. If this value is one, that means the application is completed. If
the value is less than one, that means the application is not completed. The main drawback
of this algorithm was that it was considering the whole application as one single application
and not as a separate block by block structure as it appears in the App Inventory.
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3rd algorithm: This algorithm combines the second algorithm with an additional feature
of comparing blocks with their respective blocks and not considering the whole application
as a single application. A block in the basic solution is checked for a similar block in the
submitted solution among all the blocks in the submitted application. If a match is found,
then it is stored in the list of matched blocks. Thus, after all the blocks in the submitted
application are compared with the blocks in basic solution, we will have a list of matched
blocks. This is where we use the second algorithm to find the intersection of elements
inside a block. The intersection of elements inside a block are those elements that have
matched with their respective elements in the basic solution. We count the number of
elements that have matched using mset, which multiplies the count with its respective
feature and then adds up every count to get total intersection elements. Let’s consider
A={Button:4}. A is a set which contains 4 buttons. In this case, when we add this button
to a “set” of lists, it counts only one button rather than 4 buttons. If we add this button to a
“mset” of lists, it counts 4 buttons because set allows only unique values and mset allows
duplicate values. The total result is then divided by the union of all elements in the basic
solution. The formula for calculating the total completion score is:

Completion Score =

∑[(𝑥∗𝑦𝑏𝑎𝑠𝑖𝑐 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒 ) ⋂(𝑥∗𝑦𝑠𝑢𝑏𝑚𝑖𝑡𝑡𝑒𝑑 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 )]
∑(𝑥∗𝑦𝑏𝑎𝑠𝑖𝑐 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒 )

In the above formula, x stands for weights that the user has assigned, and y stands for the
count of features in the mset list. Thus, the numerator stands for summation of intersection
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of counts of features multiplied by their weights in basic solution and submitted solution.
The denominator stands for summation of all counts of features multiplied by their weights
in the basic template. Weighted features elements mean assigning more weights to
important features/components.

3.3.5

Using Extracted Features to Measure App Creativeness:
After extracting features, we need to use these features to check app creativeness

score which would determine if the submitted solution has features that meet more than the
basic requirements of the basic application. For this, I used the “Taxonomy of Creative
Design” approach to measure creativity [16]. It recognizes creative work as a variation of
the original work [16]. This means that we need to look for something extra that students
might have used in the application apart from the basic requirements. The tool recognizes
imitation and variations aspects which are in the bottom left of Figure 8. Weighted features
elements mean assigning more weights to important features/components. First, we need
to check whether the submitted application has been completed or not according to the
basic requirements. If the result of completion comes up to one, then we can tell that the
submitted solution has met the standard requirements. Then, we move on to check creative
value. All those blocks that are remaining and have not been added to the list of matched
blocks are checked for incompleteness, ambiguity, and duplicates. If the blocks do not
belong to these three categories, then they are considered a variation from the standard
template and are termed as creative blocks. The formula for calculating the total creative
score is:
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Figure 8: “The Taxonomy of Creative Design” [16]
Creativity Score =1 -

∑[(𝑥∗𝑦𝑏𝑎𝑠𝑖𝑐 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒 ) ⋂(𝑥∗𝑦𝑠𝑢𝑏𝑚𝑖𝑡𝑡𝑒𝑑 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 )]
∑[(𝑥∗𝑦𝑏𝑎𝑠𝑖𝑐 𝑡𝑒𝑚𝑝𝑙𝑎𝑡𝑒 )⋃(𝑥∗𝑦𝑠𝑢𝑏𝑚𝑖𝑡𝑡𝑒𝑑 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 )]

In the above formula, x stands for weights that the user has assigned, and y stands
for the count of features in the mset list. Thus, the numerator stands for summation of the
intersection of counts of features multiplied by their weights in basic solution and
submitted solution. The denominator stands for summation of the union of counts of
features multiplied by their weights in basic solution and submitted solution.
3.3.6 Testing Scenarios:
After deriving the formula for completeness and creativeness, we need to check our
tool and its formula based on various test cases or scenarios which will be helpful for us to
validate our formula. The various scenarios are as follows:
A) Non-Completion:
When a submission doesn’t have features that were required by the basic template,
then it gives a score which is less than one. Below is an example of a solution that is not
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completed.

Figure 9: Blocks of Incomplete Solution.

Figure 10: Features of Incomplete Solution

As seen from the Figure 10, we can tell that the submission has fewer features of
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Clock, Number property, and TimerEnabled. Hence, this is a non-complete solution with
a score of 0.68 which is given by the tool. According to our completeness formula, we need
to find the intersection of features of the two solutions and then divide the result by total
features expected from the basic template. From Figure 10, if we see Submitted Features
Count column, we need rows that are common for both Basic Features Count and
Submitted Features Count column since we need intersection between two columns.
Hence,

while

adding

values

from

the

last

column,

we

should

neglect

TextToSpeech.set.Language and Property.Language rows since these two rows are not
common for both the columns or they do not intersect. By ignoring these two rows, the
total count of the last columns sums up to 51. From figure 10, if we see Basic Features
Count column, we can get the count of total features that are expected. By adding all the
values in the Basic Features Count column, we get the value of 75. Thus, we get the
completion score as 0.68 (51 divided by 75).
This score is generated when all weights are set to one. If we want to see the score
which depends upon the priority of components, we need to set different weights according
to the components’ importance.

B) Completion without Creativity:
When a submission has all the features that were required by the basic template but
doesn’t have any extra features, then it gives a score which is equal to one. Below is an
example of a solution that is completed.
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Figure 11: Blocks of Complete Solution without creativity

Figure 12: Features of Complete Solution
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As seen from the Figure 12, we can tell that all the features that were expected in
the basic solution can be found in the submitted solution. Hence this is a complete solution
with a score of 1 which is given by tool. According to our completeness formula, we need
to find the intersection of the features of the two solutions and then divide the result by the
total features expected from the basic template. From Figure 12, if we see Submitted
Features Count column, we need rows that are common for both Basic Features Count and
Submitted Features Count column since we need the intersection between two columns.
Total count of last columns sums up to 75. From Figure 12, if we see the Basic Features
Count column, we can get the count of total features that are expected. By adding all the
values in the Basic Features Count column, we get the value as 75. Thus, we get the
completion score as 1. This score is generated when all weights are set to one. If we want
to see the score which depends upon the priority of components, we need to set different
weights according to the component’s importance.

C) Completion with Creativity:
When a submission has all the features that were required by the basic template and
has some extra features, then the tool gives a score which is more than one. Below is an
example of a solution that is completed with additional functionalities.
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Figure 13: Blocks of Complete Solution with Creativity

Figure 14: Features of Complete Solution with Creativity

As seen from the Figure 14, we can tell that the submission has more features that
were expected from the basic template. Hence this is a complete solution with extra
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functionalities and a score of 1.44 which is given by tool. According to our completeness
formula, we need to find the intersection of the features of the two solutions and then divide
the result by the total features expected from the basic template. From Figure 14, if we see
Submitted Features Count column, we need rows that are common for both Basic Features
Count and Submitted Features Count column since we need the intersection between two
columns. Since all the values that were expected in the basic template can be found in
submitted template counts, Total intersection count of last columns sums up to 75. From
Figure 14, if we see the Basic Features Count column, we can get the count of total features
that are expected. By adding all the values in the Basic Features Count column, we get the
value as 75. Thus, we get the completion score as 1. This means that the application is
completed. Now, we need to check for creativity. According to our creativeness formula,
we need to find the intersection of features of two solutions and then divide the result by
union of features of two solutions. We have already computed intersection count as 75. To
find Union of two solutions, let’s consider A= {1,2} and B={1,2,3}. Thus, Union of A and
B will be {1,2,3}. Similarly, the Union of both the columns in Figure 14 will be values of
the last column i.e. Submitted Features Count which sums up to 134. Thus, the total value
of completeness with creativity is 1.44. This score is generated when all weights are set to
one. If we want to see the score which depends upon the priority of components, we need
to set different weights according to the component’s importance.

D) Mismatch of Templates:
When a submitted solution is compared with a wrong template, there will be a lot
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of missing features as features from both the solution can differ by enormous amounts.
Thus, our tool can recognize these differences by showing us a lot of mismatched features.
Let’s consider an example of a ChanelSurfing submission being compared with a
TalkToMe template. The features extracted from both the solution is given in Figure 15:

Figure 15: Features of Mismatch Template

E) Incomplete Blocks:
When the blocks inside the submitted solution are left incomplete i.e. when a key
component is missing in the application or the blocks are not interconnected, the compiler
of App Inventor shows a warning message. Hence this incomplete block should be ignored
and shouldn’t be considered for app completion or creativeness which is done by the tool.
An example of the incomplete block in App Inventor is shown in Figure 16:
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Figure 16: Incomplete Blocks

From Figure 16, we can tell that all blocks are incomplete. Hence, all the blocks
won’t be considered for app completion and creativeness which would yield result as zero.
F) Ambiguous Blocks:
Ambiguous blocks are the blocks that prevent the execution of an application and
gives an error by the compiler of the App Inventor. As seen from the second part of Figure
17, there are two blocks which contain Talktome component. Both the components have
the same method “Click”. In this case, compiler fails to recognize what functionality to
execute and hence gives an error. The tool checks for the ambiguous components and
displays as the app not completed if there are any. First, the tool looks for all components
in the blocks section. Once it recognizes all the components, then it checks for its methods.
If there are same methods, then it recognizes that these components are ambiguous and
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displays the completeness score as zero. An example of an ambiguous block is given in the
figure below:

Figure 17: Ambiguous Blocks

G) Duplicate Blocks:
Duplicate blocks are those blocks that have the same functionalities but are
implemented with different component names. These blocks shouldn’t be considered to
measure creativity since the student has not done anything creative in

a

novel

way.

Duplicate blocks are recognized by the tool and the scores are adjusted accordingly. We
store the set of blocks from the submitted solution that have matched with the
corresponding blocks in the basic solution. If a new block is compared that has the same
set of functionalities as previously matched blocks, these blocks won’t be considered for
completeness or creativeness. Thus, duplicate blocks are not considered when checking
for completeness or creativeness. An example of the duplicate block is shown in Figure 18:
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Figure 18: Duplicate Blocks

H) Deviation from Basic Template:
The tool can be used to find out how much a submission has deviated from the
basic template. This can be used to find how close or how far the submitted solution is to
the basic template. The tool calculates this score by subtracting the score of completion by
1 and gives an absolute score. An example of the score of deviation by comparing the
submitted solution to the basic solution is given in Figure 19:
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Figure 19: Blocks for Deviation.

Figure 20: Deviation Scores.

I) Versions of Tool with Different Weights:
Every application has some components or features which are more important
than other components in the application. Hence, we can assign more weights to these
components or features depending on their priority. When we assign weights to important
components, with the help of scores given by the tool, we can emphasize the use of those
components.
A user who is using this tool can assign different weights depending on their
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needs. For example, let’s consider the Counting application where we assign different
weights and observe results. In the Counting application, priorities are assigned to
features like ”Clock” since we need to measure count when it reaches to 30, “Add” since
we need to add the counts in the application, “Boolean” since we need to check state of
clock when it is counting and not counting and “Compare” since we need to check
whether clock value has reached 30 or not. Random weights are assigned for this purpose
to see how the tool performs when weights are assigned to specific features.

Table 2: Weight for different components.
Component
Clock
Add
Boolean
Compare

1st weight
1
1
1
1

2nd weight
10
5
7
5

3rd weight
20
10
12
10

In Table 2, we have set various weights to various features in the Counting
application. 1st weight is common for all components as we have not set priorities for any
features. 2nd and 3rd weight have more weights assigned according to their priorities. These
weights can differ according to the user’s needs.
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Figure 21: Count of Features when all weights are set to 1.

Figure 22: Count of Features when Weights are set according to 2nd column of Table2.

Table 3: Important components in incomplete solution used as expected.
Score with 1st weight
0.81

Score with 2nd weight
0.94

Score with 3rd weight
0.95
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In Table 3, we have scores when a solution is incomplete i.e. when the submitted
solution has not met the basic requirements. The first column in Table 3 is the score when
all the weights have been set to one i.e. no components have been given any priorities. If
we see Figure 21 which represents features and their respective counts when all
components are set to equal priority, we can find intersection value as 61 and count of
expected features as 75. If we plug these two things in our completeness formula, we get
the completion score of 0.81. Now if we assign priorities by assigning weights to features
like clock, add, boolean and compare which can be seen from 2nd column of Table 2, the
feature’s respective count gets multiplied by assigned weights which can be seen by rows
marked in yellow in Figure 22. When we compute intersection and expected features
counts from Figure 22, we get the value of 205 and 218 respectively. Thus, we get our
completion score of 0.94. As we can see from Figure 22, we can observe that all our
important features are used properly with expected counts. Therefore, scores are increasing
and are approaching 1.

Table 4: Important components in incomplete solution not used as expected.
Score with 1st weight
0.57

Score with 2nd weight
0.20

Score with 3rd weight
0.12

Similar to the explanation of Table 3, we have scores when a solution is incomplete
in Table 4 i.e. when the submitted solution has not met the basic requirements. But as we
can see from the table, scores are decreasing and are approaching towards 0. This means
that the components that have been given priorities are not used as expected.
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Table 5: Important components in complete solution used as expected.
Score with 1st weight
1.19

Score with 2nd weight
1.22

Score with 3rd weight
1.23

Similar to the explanation of Table 3, we have scores when a solution is complete
and creative in Table 5 i.e. when the submitted solution has met the basic requirements and
has some additional functionalities. But as we can see from the Table 5, scores are
increasing. This means that the components that have been given priorities are used as
expected.

Table 6: Important components in complete solution not used as expected.
Score with 1st weight
1.32

Score with 2nd weight
1.16

Score with 3rd weight
1.11

Similar to the explanation of Table 3, we have scores when a solution is complete
and creative in Table 6 i.e. when the submitted solution has met the basic requirements and
has some additional functionalities. But as we can see from the Table 6, scores are
decreasing and approaching towards one. This means that the components that have been
given priorities are not used as expected.

A user can assign different weights to various components or features depending
upon his/ her needs. A higher weight means that a component is more important as
compared to other components. In Table 2, the first column has all the weights as one. This
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was done just to check how scores appear when all components are given equal importance.
Table 3 and Table 4 resemble scores of an incomplete solution when weights in column
2nd and 3rd of Table 2 are used. Table 3 resembles scores when an incomplete solution has
prioritized components used as expected. From Table 3, we can understand that even
though the solution was incomplete, prioritized components according to user’s needs were
used as expected. In this case, if we use fewer weights, then there will be a minor difference
in scores. But as weights increases, we can see a remarkable increase in the score which
can show that the prioritized components are used as expected. Table 4 shows that when
important components are not used as expected, scores drop in an incomplete solution.
Similarly, Table 5 and Table 6 resemble scores of a complete solution where Table 5
represents prioritized components used as expected and Table 6 represents prioritized
components not used as expected.
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CHAPTER 4
RESULTS
After testing our tool based on various test cases and scenarios, we run our tool
for various applications which involved submissions from 111 students. The observed
results are explained below:

4.1 Results for App Camp
Table 7: Summarization of all applications - I.
Factor

RiddleMe
57

ColorMe
ARainbow
83

Positive
SelfTalk
85

Excuse
Generator
94

Favorite
Sport
85

Students who did not
complete/submit
their application
Students who
completed their
application (Not
Creative)
Students who
completed their
application(Creative)

31

22

21

13

23

23

6

5

4

3

Table 8: Summarization of all applications - II.
Factor

TalkToMe

PaintPot

IamNotA
Robot
55

Counting

53

Chanel
Surfing
65

Students who did not
complete/submit
their application
Students who
completed their
application (Not
Creative)
Students who
completed their
application(Creative)

28

70

48

41

44

45

13

10

5

12

20

46

40

Table 7 and Table 8 contains a summarized result of submissions received from
mentors as well as students of all applications. As we can see from Table 7, we can tell that
there were 76 students who did not complete their application, 31 students who completed
their application but were not creative and 23 students who completed their application and
were creative for RiddleMeThis application. Hence, our tool can be used to summarize
details about any application.

4.2 Measuring Accuracy:
For the evaluation of 10 applications, 10 evaluators were chosen. First, they were asked
to create ten applications according to the given requirements in the course page. Since
human evaluation takes a lot of time which involves opening submissions in App Inventor,
matching blocks in basic requirement with blocks in the submitted solution and then
running the app in the Android phone, the evaluators tested the tool on only the test set i.e.
20 students per application. If all the blocks match, that means it is completed. In order to
find precise values of accuracy, evaluators were asked to score the submissions based on
real-valued numbers which determined the level of creativity in the application. This task
was achieved by computing how many extra features were present in the application by
opening the application in App Inventor and checking the corresponding code in XML
format. XML format gives a better readability of code which can depict what’s there in
App Inventor. In this step, the average accuracy for creativeness was 81%.

To test how accurate our tool is, we just compare results received by the tool (results
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gained) and the results that were expected (expected). For checking accuracy, we count
true positives by counting the number of scores that were expected as completed/creative
and tool gave results as completed/creative. Then we count true negatives by counting the
number of scores that were expected as not completed/not creative and tool gave results as
not completed/not creative. We count false positives by counting the number of scores that
were expected as not completed/not creative and tool gave results as completed/creative.
Then we count false negatives by the counting number of scores that were expected as
completed/creative and tool gave results as not completed/not creative. Then accuracy
formula is applied which is given below:

Accuracy =

(true positive + true negative)
(true positive + true negative + false positive + false negative)

Table 9: Summarization of all applications (Accuracy) - I.

Application
Name

%Complete
(App Inv)

%Creative
(App Inv)

%Complete
(Tool)

TalkToMe
PaintPot
ChannelSurfing
IAmNotARobot
Counting
RiddleMeThis
ColorMeARainbow
PositiveSelfTalk
ExcuseGenerator
FavSport

70
40
39
43
39
27
20
20
20
25

12
15
4
12
19
23
6
5
5
5

72
36
39
41
39
24
19
18
17
23

42

Table 10: Summarization of all applications (Accuracy) - II.

Application
Name

%Creative
(Tool)

%Accuracy
(Complete)

%Accuracy
(Creative)

TalkToMe
PaintPot
ChannelSurfing
IAmNotARobot
Counting
RiddleMeThis
ColorMeARainbow
PositiveSelfTalk
ExcuseGenerator
FavSport

12
12
4
10
18
18
5
4
2
3

100
93
100
95
100
91
97
92
92
92

96
73
100
80
89
72
84
81
72
71

Table 9 and Table 10 gives summarized information about all the applications in
terms of completeness and creativeness values given by App Inventor, completeness and
creativeness values given by tool and accuracy values in percentage which are computed
by using the accuracy formula. As we can see from Table 9 and Table 10, TalkToMe,
ChanelSurfing and Counting applications have high percentages of accuracy. As the
complexity of the program increases and more components or functionalities are being
added in the application, it affects completion rate, creative rate and accuracy rate. The
applications that have high percentage of completion and creativeness are TalkToMe,
PaintPot, Counting, and RiddleMeThis. The applications that have a low percentage of
completion and creativeness are ExcuseGenerator and FavSport.
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Figure 23: Graphical output (Counting)

Figure 21 shows us a sample output for completion scores when the tool finishes
execution. It gives us red and green bars with students’ names and their respective
completion scores. The green bar means that the application is completed, and Red bar
means that the application is not completed.
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CHAPTER 5
CONCLUSION

The aim of this study was to develop a tool that can assess code written in App
Inventor. The tool successfully assesses App Inventor code based on the likeliness of app
completion and creativeness. With the results provided, we can tell that our tool can be
helpful for teachers in grading student’s applications and reduce a lot of time.
This tool has a variety of advantages. It can detect whether an application is
completed or not by recognizing various scenarios like ambiguity, partially and fully
completed blocks, incomplete blocks and matching of blocks with the basic template. The
tool can detect creativeness by checking for duplicates and checking for any extra
components in the submitted solution. Hence, we have created a tool which can detect
whether an application has been completed or not with an average accuracy of 95.2%. Also,
the tool can detect whether an application has any creativeness or personalization with an
average accuracy of 81.80%.
Limitations of this tool is that it focuses only on Imitation and Variation aspects of
the “taxonomy of Creative Design”. The tool doesn’t focus on Combination,
transformation and Original Creation aspects of the “Taxonomy of Creative Design” which
should be investigated further as future work.
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