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, where n is the number of vertices. However, the constants hidden in big-Oh, usually are too large to claim the algorithms to be practical even on graphs of moderate size. Here we introduce a new algorithm design paradigm for solving problems on planar graphs. The paradigm is so simple that it can be explained in any textbook on graph algorithms: Compute tree or branch decomposition of a planar graph and do dynamic programming. Surprisingly such a simple approach provides faster algorithms for many problems. and Bisection is solved in time O(2 3.182 √ n n+n 4 ). The proof of these results is based on complicated combinatorial arguments that make strong use of results derived by the Graph Minors Theory. In particular we prove that branch-width of a planar graph is at most 2.122 √ n. In addition we observe how a similar approach can be used for solving different fixed parameter problems on planar graphs. We prove that our method provides the best so far exponential speed-up for fundamental problems on planar graphs like Vertex Cover, (Weighted) Dominating Set, and many others.
Introduction
The design of (exponential) algorithms that are significantly faster than exhaustive search is one of the basic approaches of coping with NP-hardness [17] . Nice examples of fast exponential algorithms are Eppstein's graph coloring algorithm [16] and the algorithm for 3-SAT [10] . For a good overview of the field see the recent survey written by Gerhard Woeginger [31] .
It is well known that by making use of the well-known approach of Lipton & Tarjan [25] based on the celebrated planar separator theorem [24] one can obtain algorithms with time complexity c O( √ n) for many problems on planar graphs. However, the constants "hidden" in O( √ n) can be crucial for practical implementations. During the last few years a lot of work has been done to compute and to improve the "hidden" constants [3, 4] . In this paper we observe a general approach for obtaining sub-exponential time exact algorithms for many problems on planar graphs. Our approach is based on dynamic programming for graphs of bounded branch-width (tree-width). Combining our upper bound for branchwidth of planar graphs with this simple approach one can obtain exponential speed-up for many known algorithms for many different planar graph problems. Independent Set, Dominating Set, SAT, MIN-Bisection, Longest Cycle (Path) on planar graphs are just a few examples of such problems.
Another field for implementation of our graph theoretical bounds is in the designing of parameterized algorithms. The last ten years were the evidence of rapid development of a new branch of computational complexity: Parameterized Complexity. (See the book of Downey & Fellows [15] .) Roughly speaking, a parameterized problem with parameter k is fixed parameter tractable if it admits a solving algorithm with running time f (k)|I| β . (Here f is a function depending only on k, |I| is the length of the non parameterized part of the input and β is a constant.) Typically, f (k) = c k is an exponential function for some constant k. However, it appears, that for a large variety of planar graph problems algorithms with growth of the form f (k) = c √ k are possible. During the last two years much attention was paid to the construction of algorithms with running time c √ k for different problems on planar graphs. The first paper on the subject was the paper by Alber et al. [1] describing an algorithm with running time O(4 6 √ 34k n) (which is approximately O(2 70 √ k n)) for the Planar Dominating Set problem. Different fixed parameter algorithms for solving problems on planar and related graphs are discussed in [4, 23] . We observe that our technique can serve also as a simple unified approach for solving many parameterized problems on planar graphs in subexponential time. Again, our approach is based on combinatorial bounds on planar branch-width and tree-width and provides a better running time for such basic parameterized problem like Vertex Cover, Dominating Set and many others.
The crucial part of our paper is devoted to the proof that such a simple approach guarantees better time bounds and here we use complicated combinatorial arguments coming from Robertson-Seymour's Graph Minor Theory. More precisely, our proof is based on a new upper bound to the branch-width and the tree-width of planar graphs. Both these parameters where introduced (and served) as basic tools by Robertson and Seymour in their Graph Minors series of papers. Tree-width and branch-width are related parameters (See Theorem 1) and can be considered as measures of the "global connectivity" of a graph. Moreover, they appear to be of a major importance in algorithmic design as many NP-hard problems admit polynomial or even linear time solutions when their inputs are restricted to graphs of bounded tree-width or branch-width. This motivated the search for graphs where these parameters are relatively small. In this direction, Alon, Seymour & Thomas proved in [5] that given a minor closed graph class G, any n-vertex graph G in G has tree-width/branch-width O( √ n). As a consequence of this, any n-vertex planar graph G has tree-width/branch-width ≤ 14.697 √ n. We show that every n-vertex planar graph G has branch-width ≤ 2.122 √ n and tree-width ≤ 3.182 √ n. To our knowledge, this is the best known upper bound for the value of these parameters on planar graphs. To obtain the new upper bounds we use deep "dual" and "min-max" theorems from Graph Minors series papers of Robertson & Seymour.
Previous results and our contribution
Computation of constants α t and α b such that for every planar graph on n
is of a great theoretical importance. In [5] Alon, Seymour & Thomas proved that any K r -minor free graph on n vertices has tree-width≤ r
(Here K r is complete graph on r vertices.) Since no planar graph contains K 5 as a minor, we have that α t (G) ≤ 6 1.5 ≤ 14.697. The first objective of this paper is to reduce the constant α b to 2.122 (for the case of branch-width) and α t to 3.182 (for the case of tree-width).
Lipton & Tarjan [25] were first to observe the existence of time 2
algorithms for several problems on planar graphs. However the constants hidden in big-Oh of the exponent make these algorithms unpractical. Later, a lot of work was done on computing and reducing these constants. The best known so far results can be found in [4] , where generalizations and complicated improvement of Lipton-Tarjan (together with kernel reduction techniques) are used to obtain subexponential parameterized algorithms. Thus, for example, the approach suggested in [4] provides an O(2 9.07 √ n n ln n) algorithm for Independent Set and an O(2 18 .61 √ n n ln n) algorithm for Dominating Set.
Here we suggest a unified approach based on branch decompositions (see Section 2 for the definitions). Our algorithm is simple and is performed in two steps: First we compute the branch decomposition of a planar graph and then do dynamic programming on graphs of bounded branch-width. Optimal branch decomposition of a planar graph can be constructed in polynomial time by using the algorithm due to Seymour & Thomas (Sections 7 and 9 in [29] ). (See also the results of Hicks [21] on implementations of Seymour & Thomas algorithm.) For graphs with n vertices this algorithm can be implemented in O(n 4 ) steps. And what is important for practical applications, there is no large hidden constants in the running time of this algorithm. As for the second stage, well known dynamic programming algorithms on tree decompositions can be easily translated to branch decompositions. Using upper bounds for branch-width we prove that our approach provides more efficient solutions for many well known problems on planar graphs.
The following table summarize some known and new results on some problems on planar graphs (for more problems see Section 3).
Known results
New results
Similar approach works well also for parameterized problems. The next table summarize results on the most fundamental fixed parameter problems on planar graphs. (See [3] for an overview of the results on this subject.) We include the result from [18] because it is based on the main combinatorial result of this paper and is obtained by similar approach.
Known results New results
Thus our approach provides exponential speedup for the main basic parameterized problems. Our method is quite universal and can be implemented to obtain an exponential speed-up for many known algorithms for different problems with fixed parameters. Mention just a few parameterized versions of the following problems: Independent Dominating Set, Perfect Dominating Set, Perfect Code, Weighted Dominating Set, Total Dominating Set, Edge Dominating Set, Face Cover, Vertex Feedback Set, Minimum Maximal Matching, Clique Transversal Set, Disjoint Cycles, and Digraph Kernel. Another advantage of our results is that they apply not only on planar graphs but on different generalizations of planar graphs, e.g. K 3,3 -minor-free or K 5 -minor-free graphs.
Definitions
All graphs in this paper are undirected, loop-less and, unless otherwise mentioned, they may have multiple edges.
Tree-width and branch-width. A tree decomposition of a graph G is a pair ({X i | i ∈ V (T )}, T ), where {X i | i ∈ V (T )} is a collection of subsets of V (G) and T is a tree, such that (1) i∈V (T ) X i = V (G), (2) for each edge {v, w} ∈ E(G), there is an i ∈ V (T ) such that v, w ∈ X i , and (3) for each v ∈ V (G) the set of nodes {i | v ∈ X i } forms a subtree of T.
The width of a tree decomposition ({X i | i ∈ V (T )}, T ) equals max i∈V (T ) (|X i |− 1). The tree-width of a graph G, tw(G), is the minimum width over all tree decompositions of G.
A branch decomposition of a graph (or a hyper-graph) G is a pair (T, τ ), where T is a tree with vertices of degree 1 or 3 and τ is a bijection from the set of leaves of T to E(G). The order of an edge e in T is the number of vertices v ∈ V (G) such that there are leaves t 1 , t 2 in T in different components of T (V (T ), E(T )−e) with τ (t 1 ) and τ (t 2 ) both containing v as an endpoint.
The width of (T, τ ) is the maximum order over all edges of T , and the branchwidth of G, bw(G), is the minimum width over all branch decompositions of G.
It is easy to see that if H is a subgraph of G then bw(H) ≤ bw(G). The following result is due to Robertson & Seymour [(5.1) in [26] ].
Theorem 1 ([26]). For any connected graph
From Theorem 1, any upper bound on tree-width implies an upper bound on branch-width and vice versa. Planar graphs: slopes and majorities In this paper we use the expression Σ-plane graph for any planar graph drawn in the sphere Σ. To simplify notations we do not distinguish between a vertex of a Σ-plane graph and the point of Σ used in the drawing to represent the vertex or between an edge and the open line segment representing it. We also consider G as the union of the points corresponding to its vertices and edges. That way, a subgraph H of G can be seen as a graph H where H ⊆ G. We call by region of G any connected component of Σ−E(G)−V (G). (Every region is an open set.) We use the notation V (G), E(G), and R(G) for the set of the vertices, edges and regions of G. A path of G is any connected subgraph P of G with two vertices of degree 1 (we call them extremes) and all other vertices (we call them internal) of degree 2. A sub-path of a path P is any path P ⊆ P . A cycle of G is any connected subgraph C of G with all the vertices of degree 2. The length |C| (|P |) of a cycle C (path |P |) is the number of its edges. If ∆ ⊆ Σ, then ∆ denotes the closure of ∆, and the boundary of ∆ is bd(∆) = ∆ ∩ Σ − ∆. An edge e (a vertex v) is incident with a region r if e ⊆ bd(r) (v ⊆ bd(r)).
We call a Σ-plane graph G triangulated if all of its regions are triangles, i.e. for every region r, bd(r) is a cycle of three edges and three vertices. Given a region r of a triangulated graph G we call the cycle bd(r) triangle of G. A triangulation H of a Σ-plane graph G is any triangulated Σ-plane graph H where G ⊆ H. Notice that any Σ-plane graph with all regions of size ≥ 3 has a triangulation. A triangle of a triangulated Σ-plane graph G is a regional triangle if it bounds a region of G. 
The length of a line is the number of its vertices minus 1 and the length of a noose is the number of its vertices. We denote by |N | (|L|) the length of a noose N (line L). ∆ ⊆ Σ is an open disc if it is homeomorphic to {(x, y) : x 2 + y 2 < 1}. We say that a disc D is bounded by a noose N if N = bd(D). From the theorem of Jordan, any noose N bounds exactly two closed discs ∆ 1 , ∆ 2 in Σ where L 2 , L 3 ) of G the union of three mutually touching lines. If for i, j, 1 ≤ i < j ≤ 3 the noose L i ∪ L j has size ≤ k then we say that S is a Θ-structure of length ≤ k. We call a Θ-structure non-trivial if at least two of its lines have length ≥ 2. We call the 6 closed discs bounded by the nooses L i ∪ L j , 1 ≤ i < j ≤ 3 closed discs bounded by S.
The radial graph of a Σ-plane graph G is the bipartite Σ-plane graph R G obtained by selecting a point in every region r of G and connecting it to every vertex of G incident to that region. We call the vertices of R G that are not vertices of G radial vertices.
Slopes and majorities are important tools for improving upper bounds. Slopes (Robertson & Seymour [27] ). Let G be a Σ-plane graph and let k ≥ 1 be an integer. A slope in G of order k/2 is a function ins which assigns to every cycle C of G of length < k one of the two closed discs ins(C) ⊆ Σ bounded by C such that
[S1] If C, C are cycles of length < k and C ⊆ ins(C ) then ins(C) ⊆ ins(C ).
[S2] If P 1 , P 2 , P 3 are three paths of G joining the same pair u, v of distinct vertices but otherwise disjoint, and the three cycles P 1 ∪ P 2 , P 1 ∪ P 3 , P 2 ∪ P 3 all have length < k then ins(
A slope is uniform if for every region r ∈ R(G) there is a cycle C of G of length < k such that r ⊆ ins(C).
We need the following deep result proved in the Graph Minors papers by Robertson & Seymour. This result follows from Theorems (6.1) and (6.5) in [27] and Theorem (4.3) in [26] . (See also Theorems (6.2) and (7.1) in [29] .) Theorem 2 ([27]). Let G be a connected Σ-plane graph where |E(G)| ≥ 2 and let k ≥ 1 be an integer. The radial drawing R G has a uniform slope of order ≥ k if and only if G has branch-width ≥ k.
Majorities (Alon, Seymour & Thomas [6])
. Let G be a Σ-plane graph and let k ≥ 0 be an integer. A majority of order k is a function big that assigns to every noose N of length ≤ k a closed disc big(N ) ⊆ Σ bounded by N such that
[M1] If P 1 , P 2 , P 3 is a Θ-structure of G with length ≤ k and P 3 ⊆ big(P 1 ∪ P 2 ), then big(P 1 ∪ P 3 ) ⊆ big(P 1 ∪ P 2 ) or big(P 2 ∪ P 3 ) ⊆ big(P 1 ∪ P 2 ).
[M2] If N is a noose of length ≤ min(2, k) then either big(N ) − N contains a vertex or big(N ) includes at least two edges of G.
The following result gives an upper bound on the order of a majority (statement (3.7) of [6] ). This is a basic ingredient of our bound for the branch-width of planar graphs.
Theorem 3 ([6]
). Any majority of a Σ-plane graph G has order ≤ 4.5 · |V (G)|− 1.
Our bounds on branch-width and tree-width follows from the following theorem that is the main combinatorial result of the paper.
Theorem 4. Let G, |V (G)| ≥ 5, be a triangulated Σ-plane graph without multiple edges, drawn in Σ along with its radial graph and let k ≥ 2 be an integer. If there exists a uniform slope of order k + 1 in R G then G contains a majority of order k.
The proof of Theorem 4 is rather long and technical. Due to space restrictions we sketch here the main ideas of the proof. Sketch of the proof of Theorem 4. We want to correspond nooses of G to cycles of R G and try to translate the slope axioms to majority axioms. Corresponding nooses to cycles is not direct as not every noose is a cycle of the radial graph. To overcome this problem we need to work with "classes" of similar structures.
Let G be a Σ-plane graph without loops or multiple edges and let S ⊆ Σ be an I-arc (simple closed curve) in Σ. We use the notation κ G (S) = (v 1 , . . . , v |S∩V (G)| ) for the ordering (cyclic ordering) of the vertex set S ∩ V (G) that represents the way the vertices of G are met by S. Notice that κ can be applied to both cycles and nooses but also to paths and lines. Especially for cycles and paths of graphs without multiple edges, we can directly represent them with the output of the function κ (we will use the same notation for a cycle/path and the (cyclic) ordering of the vertices that it meets).
Let S be one of the following structures in G: a noose, a line, or a Θ-structure. A variation of S is the operation that transforms S to a structure S of the same type in a way that dif (S, S ) := (S ∪ S ) − (S ∩ S ) is a noose of size 2 where one of the closed discs D it bounds has the following two properties: (1) D − bd(D) contains no vertices of G, (2) D contains at most one edge of G.
If two structures S 1 and S 2 are variations each of the other, we denote it as S 1 ∼ S 2 . If a structure S is the result of a finite number of consecutive variations with S as starting point, we call S vibration of S and we denote this fact as S ∼ * S . Notice that if S ∼ * S then V (G) ∩ S = V (G) ∩ S and S, S have the same length.
The importance of vibrations is that in a triangulated Σ-plane graph without multiple edges every noose is a vibration of a cycle of the radial graph. This fact is intuitively clear but needs a technical proof.
Let ins be a uniform slope of order k + 1 in R G . To construct a majority we need to define the function big. Every noose N in Σ of size ≤ k is a vibration of a cycle C in R G and the length of C is ≤ 2k. Cycle C is also a noose in Σ and because C and N are vibrations of each other, they "separate" the same vertex sets in G. In other words, if ins(C), Σ − ins(C) are closed discs bounded by C then for one of the closed discs D bounded by N , we have that
The proof of the fact that the function big defined via ins satisfies majority axioms is quite technical. It uses some results about vibrations of Θ-structures and requires a series of auxiliary results assuring that the basic topological properties involved in the majority axioms are invariants under vibrations.
Theorem 4 implies our main combinatorial result. Theorem 5. For any planar graph G, bw(G) ≤ 4.5|V (G)| ≤ 2.122 |V (G)|.
Proof. We assume that G has no multiple edges (notice that the duplication of an edge does not increase the branch-width of a graph with branch-width ≥ 2). It is easy to see that G has a triangulation H without multiple edges. It is enough to prove the bound of the theorem for H. By Theorem 3, H does not have any majority of order ≥ (3/ √ 2) |V (G)|. By Theorem 4, R H has no slope of order
The result now follows from Theorem 2.
Since 9/(2 √ 2) < 3.182, Theorems 1 and 5 imply that for any planar graph G, tw(G) ≤ 3.182 |V (G)|. In the next section examine the algorithmic consequences of our combinatorial bounds.
Algorithmic consequences
In this section we discuss some applications of our results for different problems on planar graphs. The following simple theorem is the source for obtaining subexponential algorithms for many graph problems.
Theorem 6. Let Π be an optimization problem that is solvable on graphs of branch-width ≤ in time f ( )g(n). Then on planar graphs problem Π is solvable in time O(f (2.122
Proof. First we compute an optimal branch decomposition of planar graph. To compute an optimal branch decomposition of a planar graph one can use the algorithm due to Seymour & Thomas (Sections 7 and 9 in [29] ). This algorithm can be implemented in O(n 4 ) steps. Then Theorem 5 implies the proof.
Corollary 1. Let Π be an optimization problem that is solvable on graphs of branch-width/tree-width ≤ in time 2
o(
2 ) poly(n, ). Then on planar graphs problem Π is solvable in subexponential time (in 2 o(n) steps).
In spite of its simplicity, Theorem 6 provides a general framework for obtaining subexponential algorithms for a broad range of problems. And the only thing one needs to know to estimate the running time of the algorithm is how fast a problem can be solved on graphs of bounded branch-width/tree-width 1 . But really surprising is that such a trivial approach provides better time estimation than many, complicated to analyze, algorithms based on separator theorems. Longest cycle and Longest path problems on graphs of tree-width are solved in O( !2 n) time [7] Edge Dominating Set, Clique Transversal, and Maximal Matching (see [8, 12] ). For all these problems Corollary 1 provides subexponential algorithms with small hidden constants.
Actually, one can further strengthen the conditions of Corollary 1 towards extending the framework where subexponential algorithms are possible. Indeed, it is enough to have a time (poly( , n)) o( 2 ) algorithm for the problem Π for graphs of treewidth/branchwidth at most . Notice that such problems are not necessarily expressible in MSOL. As an example we mention the problems of finding a non-preemptive multicoloring with minimum sum/makespan. These problems can be solved in time O(n·( p log n) +1 ) for graphs with tree-width ≤ (see [20] ). Therefore, they can be solved in time O(pn 3/2 log n · 2
1.15·log p log n log log n √ n + n 4 ) on planar graphs.
Similar ideas work for parameterized problems. Let L be a parameterized problem, i.e. L consists of pairs (I, k) where k is the parameter of the problem. Reduction to linear problem kernel is the replacement of problem inputs (I, k) by a reduced problem with inputs (I , k ) (linear kernel) with constants c 1 , c 2 such
(We refer to Downey & Fellows [15] for discussions on fixed parameter tractability and the ways of constructing kernels.) Theorem 7. Let L be a parameterized problem (I, k) (here I can be a graph, hypergraph or matroid) such that -There is a linear problem kernel computable in time T kernel (|I|, k) with constants c 1 , c 2 and such that an optimal branch decomposition of the kernel is computable in time T bw (|I |).
-On graphs (hypergraphs, matroids) of branch-width ≤ and ground set of size n the problem L can be solved in O(2 c3 n), where c 3 is a constant. Let us give some examples, where Theorem 7 provides proven better bounds for different parameterized problems.
The Planar k-Vertex Cover problem is the task to compute, given a planar graph G and a positive integer k, a vertex cover of size k or to report that no such a set exists. A linear problem kernel of size 2k (with constants c 1 = 1 and c 2 = 2) for the k-Vertex Cover problem (not necessary planar) was obtained by Chen et al. [9] . The running time of the algorithm constructing a kernel of a graph on n vertices is O(kn + k 3 ). So in this case T kernel (|I|, k) = O(kn + k 3 ). It is well known that the Vertex Cover problem on graphs on n vertices and with bounded tree-width ≤ can be solved in O(2 n) time. The dynamic programming algorithm for the Vertex Cover on graphs with bounded tree-width can be easy translated to the dynamic programming algorithm for graphs with bounded branch-width with running time O(2 3/2 m), where m is the number of edges in a graph, and we omit it here. For planar graphs 2 3/2 m = O(2 3/2 n), thus c 3 ≤ 3/2.
From the constructions used in the reduction algorithm of Chen et al. [9] it follows that if G is a planar graph then the kernel graph is also planar. To compute an optimal branch decomposition of a planar graph one can use the algorithm due to Seymour & Thomas [29] . This algorithm (applied to the kernel graph) can be implemented in O(k 4 ) steps. The kernel graph I has at most A k-dominating set D of a graph G is a set of k vertices such that every vertex outside D is adjacent to a vertex of D. The Planar k-Dominating Set problem is the task to compute, given a planar graph G and a positive integer k, a k-dominating set or to report that no such a set exists.
