Abstract-A programmable software-defined networkingenabled (SDN-enabled) sliceable bit rate variable transceiver based on hybrid electro-optical multicarrier modulation as a key enabler for superchannel generation in future 5G metro networks is proposed. Multiple discrete multitone signals can be multiplexed/demultiplexed with optical orthogonal transform processors such as spectral selective switches (SSSs). By implementing optical spectrally efficient transforms at the SSSs, we are able to generate a high-capacity superchannel to support the transmission targets envisioned in 5G networks. Specifically, the optimal transform can be programmed by the control plane through the corresponding SDN agents by suitably configuring the phase and attenuation of the SSS ports. Furthermore, with the adoption of multicarrier modulation formats, increased system/network flexibility is achieved. In this work, two different transceiver configurations have been proposed and assessed. They are based on intensity modulation with direct detection and amplitude modulation with coherent reception. A flexible receiver configuration selection is envisioned according to the target network requirements/condition.
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I. INTRODUCTION
T o support new emerging heterogeneous 5G services and increasing mobile data traffic, which has grown 18-fold over the past five years according to [1] , current metro networks are evolving toward more convergent, scalable, and flexible architectures [2, 3] . The 5G era brings new optical transport network challenges, including fast reconfigurability of transport resources, end-to-end latency shorter than 1 ms, very high data rate/capacity on-demand, and fast reconfigurability of transport resources [4, 5] . Multicarrier modulation (MCM), such as orthogonal frequency division multiplexing (OFDM) and discrete multitone (DMT) schemes, is a promising technology to support the high-speed transmission envisioned in future 5G networks. Thanks to its sub-/super-wavelength granularity, a high degree of reconfigurability and flexibility is achieved promoting efficient network resource usage to reduce capital expenditures (CAPEX) and operational expenditures (OPEX). Moreover, with the adoption of the flex-grid paradigm, network/system flexibility can be further enhanced by using frequency slots of 12.5 GHz granularity, which enables dynamic bandwidth/channel allocation [6, 7] .
Superchannel generation allows the exploitation of the flex-grid paradigm by multiplexing/allocating different signals/channels in a high-capacity single data flow according to user requests in a spectrally efficient and scalable manner. Multiple frequency slots of 12.5 GHz can be selected, providing customized spectral grids, according to the superchannel bandwidth occupation. Superchannel generation can be implemented either in the optical or electrical domain [8] . To benefit from both domains, a hybrid approach can be envisioned [8] . Specifically, system flexibility is obtained at the sub-wavelength level by the implementation of bit and power loading (BL/PL) algorithms, which allows different modulation formats and power values per subcarrier according to the channel profile [9] . To also exploit super-wavelength granularity and costeffectively meet the increased capacity and higher data rate demands of future 5G optical networks, MCM superchannels can be generated in combination with direct detection (DD). More complex optical implementations based on coherent (CO) detection can be also considered for dealing with high data rate/reach targets [10] . On the other hand, programmable and adaptive sliceable bit-ratevariable transceivers (S-BVT), configured by following a software-defined networking (SDN) paradigm, can be adopted as a key enabler of superchannel generation, also providing flexibility in the transport infrastructure by enabling dynamic resource sharing [11, 12] . Specifically, the S-BVT consists of multiple rate/distance adaptive subtransceiver modules that can be enabled/disabled and programmed by an SDN controller through SDN agents for efficient resource usage to support variable traffic, allowing dynamic management of optical networks [11] [12] [13] . Specifically, the aggregation of the multiple slices can be implemented in a spectrally efficient manner by packing the MCM electrical signals into a superchannel using optical orthogonal transform processors based on either the fast Fourier transform (FFT) or the discrete wavelet packet transform (DWPT) [14] . The DWPT is used to increase spectral efficiency (SE), as the multiple flows can be packed with no guard band and, unlike the FFT, the wavelet finite base functions present both time and frequency localization, which enables simpler implementation [15, 16] .
As previously studied in the literature, when implementing the DWPT, different wavelet bases can be selected to obtain different nonlinearity performance and chromatic dispersion (CD) tolerance [15] . Hence, flexibility in the choice of wavelets allows the use of optimal wavelets for each application.
The optical orthogonal transform processors can be implemented with spectral selective switches (SSSs), which can be part of either the transceiver or the network, and suitably programmed to implement the desired optical transform, depending on the network condition and requirements [14] . Alternatively, cost-and power-efficient schemes such as planar lightwave circuit/photonic integrated circuit (PIC) devices can also be considered, at the expense of flexibility, to generate the superchannels [17, 18] . In particular, in this work the optical transform processor is part of the S-BVT to efficiently aggregate the different slices and create a single high-capacity flow/ superchannel. However, additional processors (i.e., SSSs) can also be included at the network nodes after the switching matrix, to promote efficient resource network usage/ allocation. The superchannel can be disaggregated at intermediate network nodes and the corresponding demultiplexed slices can be sent to different bandwidth-variable receivers (BVRxs) located at different network nodes for correct demodulation/demapping.
In this paper, an evolutionary SDN-enabled S-BVT architecture based on a hybrid electro-optical MCM scheme is proposed and experimentally validated in a photonic mesh network testbed. Compared to [11] , the proposed S-BVT architecture enhances the system programmability/flexibility, modularity, and efficiency. Specifically, different optical transceiver implementations can be suitably selected according to the network condition. Thus, the system cost can be reduced by selecting a cost-efficient solution based on DD. Additionally, the optical orthogonal transform processor can be programmed to efficiently multiplex/demultiplex the transmitted/received flows, enhancing the system flexibility/efficiency at the expense of increased complexity. In particular, in Section II, the proposed architecture of the SDN-enabled sliceable bitrate variable transceiver, deployed and scaled on demand according to the network condition/requirements, is presented. Section III explains the superchannel generation based on the IDWPT/DWPT implementation. In Section IV, a proof of the proposed networking concept is performed by transmitting, through different fiber links/ paths, a high-capacity single flow. In particular, it consists of two DMT signals (S1 and S2) aggregated into a superchannel by implementing the DWPT with the Haar wavelet. In this section, the transceiver control aspects are also analyzed and assessed. Finally, in Section V, the conclusions are drawn.
II. SDN-ENABLED S-BVT ARCHITECTURE
In Fig. 1 , the building blocks of the proposed SDNenabled S-BVT are described. Specifically, multiple transceiver configurations can be enabled, depending on network requirements, trading off system performance versus complexity/cost. Accordingly, cost-effective schemes based on IM and DD are envisioned to satisfy the stringent network costs. Whereas hybrid solutions, consisting of simple and cost-effective schemes based on AM for the transmitter and a CO receiver, can be considered to enhance the resilience against transmission impairments. Specifically, a CO reception enhances robustness against transmission impairments, maximizing the data rate at the increase of the achievable reach.
The proposed programmable sliceable bandwidth variable transmitter (S-BVTx) consists of an adaptive BVTx array (see Fig. 1 ). At the digital signal processing (DSP) level, different multicarrier signals are created and converted to analog using digital-to-analog converters (DACs). Specifically, DMT modulation is implemented, further enhancing the system flexibility and network dynamicity. Alternative schemes such as OFDM can also be considered by including an upconversion/downconversion block at the transmitter/receiver DSP to generate a real-valued signal. The same spectral efficiency as DMT can be achieved by selecting a radio frequency that is half the signal bandwidth [19] . The multicarrier DSP block includes data parallelization and mapping, training symbol insertion, inverse fast Fourier transform (IFFT) implementation, cyclic prefix (CP) insertion, and serialization. Additionally, the Levin-Campello (LC) BL/PL algorithm is applied to flexibly allocate different power values and modulation formats to the different subcarriers according to the channel profile, which is obtained by estimating the signal-to-noise ratio (SNR) of each subcarrier [9, 19] . Hence, the impact of transmission impairments (e.g., CD) and hardware limitations (e.g., DAC bandwidth) on the system performance can be reduced [19] . Different loading algorithms can be applied, including LC-rate adaptive (RA) or LC-margin adaptive (MA) [9] . Specifically, the LC-RA algorithm maximizes the system capacity for a fixed/target performance. LC-MA, on the other hand, maximizes the performance for fixed rate. In both cases, the algorithm has as an input gap approximation of the SNR (in dB), which is used to relate the number of bits per symbol and the required SNR to achieve a target error probability [9] . The front-end modules can include multiple tunable lasers to generate a set of orthogonal optical carriers, and external optical modulators such as Mach-Zehnder modulators (MZMs). Alternatively, cost/power efficient schemes, such as multiwavelength locked lasers and PICs, can be adopted to generate the optical subcarriers [17, 20] . Then, the optical signal/slices can be multiplexed into a single flow with an optical orthogonal transform processor based on either the IFFT or the inverse DWPT (IDWPT) to create a spectrally efficient superchannel [14] . Both transforms can be implemented using programmable SSSs or PICs [21] . After the IDWPT processor, the multiplexed optical flow is transmitted through the network to a destination node. On the other hand, the receiver relies on a modular approach and the SDN agents can suitably enable/disable the corresponding BVRx configuration based on either DD or CO detection, according to the network targets/requirements. The signal demultiplexing takes place by implementing the optical FFT/DWPT. Hence, the DMT signal can be distributed to the different BVRxs, as depicted in Fig. 1 . After the photodetection stage at each BVRx, the analog signal is digitalized with an analog-to-digital converter (ADC). Finally, the DSP modules include parallelization, cyclic prefix removal, FFT implementation, equalization, symbol demapping, and serialization. In the case of CO-reception, a first module for carrier recovery is also included at the DSP block, as seen in Fig. 1 .
On the other hand, an SDN controller will be in charge of managing the network and its elements, including the S-BVT. In fact, multiple transceiver/network elements can be dynamically configured and adapted, according to requested demand and the network path to be supported for efficient resource usage (see Fig. 1 ). For instance, the signal bandwidth, laser power/central wavelength, and SSS attenuation/phase, among others, are parameters that can be configured by SDN agents. The agent's purpose is to map high-level operations coming from an SDN controller onto low-level, hardware-dependent operations. This process involves defining an information and data model for the S-BVT and also identifying the parameters that can be reconfigured (see Fig. 6 ). Hence, a yet another next generation (YANG) common data modeling language has been used in Section 6 to detail the configuration data of the proposed S-BVT, describing the network/system elements to be controlled and managed [22] . The YANG modeling provides a standard way to control/manage network elements independently from the vendor, enabling transmission and interoperability in a multivendor disaggregated scenario [23] .
III. SPECTRALLY EFFICIENT SUPERCHANNEL GENERATION
By adopting the flexi-grid paradigm, multiple slices, forming a superchannel, can be efficiently allocated in the network, occupying multiple 12.5 GHz frequency slots [6, 7] . The multiplexing/demultiplexing of the different slices can be performed with optical orthogonal transform processors such as SSSs or even with PICs, to emulate the IDWPT/DWPT (see Fig. 1 ). The adoption of SSSs allows a higher degree of flexibility since the suitable wavelet can be programmed/configured according to the network condition. However, in [18] , an integrated processor (based on PICs) that can also be programmed to perform a variety of functions by implementing a common hardware platform has been proposed. Therefore, it probably could also be reconfigured by the control plane, bringing a high level of flexibility. On the other hand, the DWPT of a discrete sequence can be numerically evaluated via recursive discrete convolutions with a low and a high pass filter followed by subsampling factor of 2, giving the details and the scaling coefficients, which are the orthogonal projections of the input sequence. In particular, the IDWPT/DWPT consists of a chain/tree of half-band and quadrature mirror filters, which can be synthesized by directly using cascaded Mach-Zehnder interferometers (MZIs), with an initial differential path delay of τ, equal to the inverse of the free spectral range (FSR) [21] . The MZIs can be integrated employing different technologies, such as silicon-on-insulator, further enhancing the power efficiency [21] . For instance, Fig. 2 shows a PIC-based IDWPT/DWPT optical orthogonal processor that we designed, and has been processed on a standard silicon wafer. The proposed PIC design has been produced on a generic photonic integration platform based on silicon nitride. In particular, we have implemented an optical architecture of a IDWPT/DWPT decomposition up to the second level, where each filter/MZI supports the Haar wavelet. When implementing the IDWPT, the first decomposition level consists of two MZIs with initial path delay of 2τ. However, in the last decomposition level, there is a single MZI with an initial path delay of τ, according to [24] . By adopting this optical orthogonal PIC-based processor, up to four signals/slices can be efficiently packed into a superchannel, enabling high-data-rate transmission over the network with a radical reduction of cost, power consumption, and footprint.
Alternatively, to implement either the DWPT or the IDWPT to create an optical spectrally efficient superchannel, the SSS should be suitably programmed by setting the appropriate frequency response (attenuation/phase) of each port to fix different MZI-based filter transfer functions, depending on the selected wavelet bases. Multiple wavelet transfer functions can be programmed according to the network targets. For instance, the transfer function of the Haar wavelet, synthesized for a FSR of 40 GHz (related to the delay between the MZI arms), can be seen in Fig. 3(a) . In particular, one filter output (solid line) has a maximum at the central carrier frequency of one slice (λ 1 1549.96 nm) and a null at the central carrier frequency of the neighbor slice (λ 2 1550.12 nm). The other filter output (dashed line) shows the opposite behavior. The multiplexed signals, after applying the selected MZI transfer function of Fig. 3(a) , can be seen in Fig. 3(b) . From the figure, it can be observed that the two orthogonal signals have been suitably packed by implementing the IDWPT with the Haar wavelet, forming a superchannel with a total bandwidth occupancy of 40 GHz. When there is a superchannel with only two optical/orthogonal carriers, the single Haar-based wavelet packet stage can also be implemented with a simple 3 dB coupler, simplifying the S-BVT architecture [14] .
IV. PROOF OF CONCEPT
To experimentally assess the feasibility of the proposed solution, two S-BVT building blocks based on DMT transmission are enabled. Two possible receiver architectures based on either DD or CO have been experimentally evaluated. Two tunable laser sources centered at 1550.12 nm and 1549.96 nm are used to create orthogonal tones. Electrical DMT signals with a 10 GHz bandwidth occupancy are digitally generated and converted to analog with an arbitrary waveform generator (AWG) working at 20 GS/s with 10 GHz bandwidth. The experimentally measured transfer function of the AWG is presented in the inset (a) of Fig. 4 . At the DSP level, a randomly generated data stream is parallelized and mapped onto different modulation formats, including BPSK and optimized m-QAM constellations (m 2 l , 2 ≤ l ≤ 8), according to the BL/PL algorithm for adaptive mapping [19] . The SNR per subcarrier is estimated to activate the BL/PL algorithm (LC-RA) to adapt/reconfigure the transmitter to maximize the system capacity [19] . An example of the resulting SNR estimation and bit assignment per subcarrier for the implementation of AM/CO, after 25 km of standard single-mode fiber (SSMF), can be seen in the insets (b) and (c) of Fig. 4 , respectively. In particular, high-frequency subcarriers present slight SNR degradation due to the limited bandwidth of the AWG [see also inset (a) of Fig. 4 ]. Then, four training symbols are added to correctly equalize the data at the receiver side. A 512-point inverse FFT is performed to create orthogonal subcarriers, where only 256 subcarriers carry data to implement the Hermitian symmetry required in DMT modulation. Before the serialization and upconversion processes, a cyclic prefix of 1.9% overhead is added at the beginning of each DMT symbol. Two external MZMs, which optically modulate the two DMT signals, work near the null point and at the quadrature point for AM and IM, respectively. Then, an SSS is included to efficiently aggregate the two optical DMT signals by programming the attenuation and phase per port. The SSS acts as an optical transform processor by emulating the IDWPT considering the transfer function of the Haar wavelet of Fig. 3(a) . The generated superchannel is transmitted over different fiber spools and the ADRENALINE photonic mesh network, which consists of four optical nodes interconnected with different SSMF links [25] . At the destination node, the suitable receiver (DD or CO configuration) is selected according to the network condition. Then the SSS is used to demultiplex the received superchannel and distribute the resulting DMT signals to the bank of BVRxs. In the case of DD reception, each disaggregated signal is photodetected with a PIN, followed by a transimpedance amplifier (TIA), and an analog-to-digital conversion with a real-time oscilloscope running at 100 GS/s. Finally, the original bit stream is recovered after being digitally processed by the corresponding DMT DSP block. When a phase diversity CO front-end is used, which enables the detection of the full optical field, the demultiplexed signals are mixed with each tunable local oscillator (TLO) in a 90°hybrid. The same optical source is used at the transmitter and as a local oscillator at the receiver side. A couple of balanced photodetectors are then used to convert the optical signal to electrical. Finally, a real-time oscilloscope, also running at 100 GS/s, is used for analog-todigital conversion and the corresponding DSP to recover the original data.
According to Fig. 4 , the slice aggregation/disaggregation is performed by the DWPT processor. Therefore, another DWPT/SSS can be included at the network nodes, promoting a dynamic use of the spectrum. Hence, different slices can be transmitted through different network paths and multiplexed/demultiplexed at intermediate network nodes. The control plane can set up the suitable SSS configuration using SDN agents. 
A. Experimental Assessment
The proposed setup in Fig. 4 has been experimentally validated over different optical paths up to 120 km of SSMF. Hence, the system performance is evaluated in terms of the achieved data rate when transmitting a superchannel, consisting of two multiplexed slices, and occupying four slots of 12.5 GHz granularity in a flex-grid scenario. The ADRENALINE testbed is used to assess the transmission of the aggregated flow over a metro network scenario. Multiple network paths have been tested, including a one-hop path of 35 km and 50 km, a two-hop path of 85 km, and a three-hop path of 120 km, depicted in Fig. 4 and summarized in Table I . On the other hand, the superchannel is generated by suitably programming the SSSs to emulate the IDWT/DWPT with the Haar transform, which is the simplest wavelet. As a first step, IM/DD implementation is configured, also considering a simple 3 dB coupler for superchannel generation. In our previous work [14] , it has been demonstrated that equal/similar performance is achieved by multiplexing two signals/slices with a 3 dB coupler or with an SSS emulating the Haar wavelet. From Fig. 5(a) , it can be seen that an aggregated data rate of 50 Gb/s can be achieved back-to-back (B2B) with a 34 dB OSNR, when considering a simple coupler as an optical orthogonal transform processor. By suitably programming the SSS for multiplexing the two slices with the Haar wavelet, 25 Gb/s and 20 Gb/s are independently achieved, requiring a maximum OSNR of 31 dB and 26 dB, respectively. For the same OSNR values, similar results are achieved considering the coupler as shown in [14] . The performance difference in terms of data rate between the two slices is mainly due to the setup implementation. Specifically, two different MZMs have been used to optically modulate the electrical DMT signals, as can be seen from the spectra of the two transmitted slices in Fig. 3(b) . As shown in Fig. 5(a) , the data rate of both slices decreases after passing through different network nodes. The data rate penalty with respect to B2B configuration, when transmitting through different network paths considering IM/DD configuration, is summarized in Table I . For a single-hop scenario, a minimum data rate penalty (with respect to the B2B configuration) of about 13% is observed for S1, after the 35 km path (OXC-2→ROADM-1). On the other hand, a maximum penalty of 24.5% can be seen for S2, after the 50 km path (OXC-2→ROADM-2). After a three-hop path (OXC-2→ROADM-2→OXC-1→ ROADM-1) with a total length of 120 km over the ADRENALINE testbed, the data rate of both slices decreases to 8.22 Gb/s and 8.5 Gb/s, respectively (corresponding to 31% and 35.4% penalties). In this case, the chromatic dispersion of the fiber limits the system performance, and therefore data rate degradation is observed. However, thanks to the implementation of BL/PL algorithms, which suitably assign different bits and power values per subcarrier according to the channel profile, the target BER can be ensured for all the analyzed cases, as seen in Fig. 5(d) . On the other hand, Figs. 5(b) and 5(c) show the achieved data rate versus OSNR by setting up AM with CO reception after transmitting over 25 km of SSMF. A negligible data rate penalty is achieved with respect to B2B. In fact, according to [26] , the considered scheme based on AM/CO shows high robustness against an accumulated dispersion up to 150 km of SSMF. By implementing a bandpass filter (BPF) at the SSS, namely without the optical transform processor, a data rate penalty of 2 Gb/s and 7 Gb/s is evidenced at each slice at 29 dB OSNR, when compared to the transmission of a single slice, as seen in Fig. 5(b) . Depending on the SSS configuration, one slice could be more affected than the other. For instance, by choosing a specific filter bandwidth and central wavelength per port and taking into account that there is no guard band between the slices, one slice can be more degraded due to the edge of the filter. However, by programming the optical transform processor/SSS, considering the transfer function of Fig. 3(a) , to emulate the Haar wavelet, this penalty is reduced to 1 Gb/s and 3 Gb/s for each slice at the same OSNR value, as observed in Fig. 5(c) . It is important to take into account that a similar performance in terms of data rate is achieved for both slices when considering the optical processor. However, less than a 2 Gb/s penalty is observed between both contributions due to setup implementation. Specifically, the two slices are generated with two different MZMs. From Figs. 5(e) and 5(f), it can be observed that the target BER is ensured for all analyzed cases. Multiple DMT signals can be also aggregated/multiplexed, further increasing systems capacity and scalability/ flexibility at the expense of OSNR. Interchannel interference is mitigated by the adoption of orthogonal optical transform processors.
B. Transceiver Control Aspects
The programmable parameters of the SDN-enabled S-BVT have been identified, enabling the control plane to configure the transceiver according to the network requirements. The reconfiguration time of the S-BVT can be up to 90 s, as offline DSP is employed. The YANG model of the proposed S-BVT can be visualized through a compact tree and the corresponding UML diagram in Fig. 6 . On the one hand, the slice-id, bandwidth occupation/selection, centralwavelength, forward error correction (FEC), bit-rate per slice, DSP-mode and BL/PL algorithm (name, gap, and SNR) parameters can be suitably programmed for slice configuration/operation, promoting intelligent management of the optical network.
In particular, the DSP-mode field can be suitably set to signal-to-noise ratio (SNR) estimation or data transmission operation modes. The SNR estimation is selected to automatically map all the DMT subcarriers with the same modulation format. Next, at the receiver, the noise and power of each received symbol are calculated and further averaged per subcarrier to estimate the channel profile. The obtained channel information (SNR parameter) is collected by the corresponding SDN agent, passed to the SDN controller, then sent back to the transmitter, where its SDN agent uses this data to adjust/set the number of bits and power values per subcarrier, according also to the selected BL/PL (name) algorithm [i.e., margin adaptive (MA) or rate adaptive (RA)], and SNR gap (required to initialize the algorithm and fix a target performance) [9] . Then, the S-BVT is set to operate in transmission mode, ensuring that the optimum modulation format and power values are used.
On the other hand, other system/network elements such as the optical transform processor (i.e., the SSS, which is part of the S-BVT) can be appropriately configured, by the SDN controller using SDN agents to implement the suitable wavelet base, as seen in Fig. 6 . When the SSS is used, if the specific port-id and wavelet is chosen and the central-wavelength and bandwidth slice parameters are taken into account, the SDN agent can identify in a look-up table the required attenuation and phase configuration to be applied at each port to implement the target wavelet transfer function. Alternatively, other programmable optical transform processors such as photonic integrated signal processors [18] can be considered, which can also be reconfigured by software to program the suitable wavelet. When there is an additional optical transform processor as part of the network node, it can also be configured with the suitable transform to correctly multiplex/demultiplex the superchannel and deliver the resulting slices/flows to the different destination nodes.
Finally, a sample configuration of the programmable SDN-enabled S-BVT using the RESTCONF and JSON data format is shown in Fig. 7 . RESTCONF is used as an SDN protocol for the control of optical networks, by exploiting the YANG data model, to describe the network elements to be controlled/managed. The figure shows the configuration of the S-BVT, including the two slices and two ports of the SSS. The two slices can be configured by programming the identified parameters. To configure the SSS, the wavelet parameter of both ports (port-id 1 and port-id 2) is set to Haar. Thus, the corresponding transfer function (phase/attenuation) per port will be configured according to a look-up table. Figure 8 shows a more detailed view of the configuration of one of the slices (slice-id 1). Specifically, the central wavelength parameter is set to 1550.12 nm, the slice bandwidth is fixed at 10 GHz and the FEC is set to hard decision (HD)-FEC (corresponding to a 7% overhead) targeting 4.62 · 10 −3 BER. Additionally, the DSP-mode parameter is set to data transmission mode, enabling the implementation of the selected loading algorithm. The name parameter of the loading algorithm is set to LC-RA, with an initial gap value of 9 dB. The last parameter required to configure one slice of the S-BVT is the SNR. Figure 8 shows an example of the estimated SNR values corresponding to the first low frequency subcarriers. Lower SNR values are estimated for high-frequency subcarriers because of hardware limitations (i.e., AWG-limited bandwidth). Similar parameters are configured to the other slice (slice-id 2), with the difference that the central wavelength parameter is set to 1549.96 nm.
V. CONCLUSIONS
In this work, a programmable SDN-enabled S-BVT based on an optical orthogonal transform processor has been proposed for superchannel generation, which would offer flexible/efficient transmission within optical metro networks. Super-/sub-wavelength granularity has been exploited by considering a hybrid electro-optical MCM scheme. The proposed transceiver based on multiple optical implementations, including IM/DD and AM/CO, has been experimentally validated, trading system performance and cost-effectiveness. Specifically, by adopting CO, high robustness against accumulated dispersion is achieved. System/network programmability is fully exploited by suitably implementing SDN agents that configure the proposed S-BVT. Successful transmission over different fiber links has been experimentally assessed for a maximum aggregated data rate of 50 Gb/s at 34 dB OSNR. High-data-rate transmission over optical metro networks can be envisioned by enabling multiple S-BVT building blocks. Additionally, system/network flexibility can be fully exploited by including a programmable SSS at the network nodes. This action enables efficient superchannel generation according to the network condition. 
