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a b s t r a c t
Random Fibonacci sequences are stochastic versions of the classical Fibonacci sequence
fn+1 = fn + fn−1 for n > 0, and f0 = f1 = 1, obtained by randomizing one or both
signs on the right side of the defining equation and/or adding a ‘‘growth parameter.’’ These
sequences may be viewed as coming from a sequence of products of i.i.d. randommatrices
and their rate of growth measured by the associated Lyapunov exponent. Following the
techniques presented by Embree and Trefethen in their numerical paper Embree and
Trefethen (1999) [2], we study the behavior of the Lyapunov exponents as a function of
the probability p of choosing+ in the sign randomization.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
In this paper, following the ideas initiated by Viswanath [1] and Embree and Trefethen [2], see also the recent papers of
Makover andMcGowan [3], Janvresse, Rittaud andDe La Rue [4], we present some numerical results on Lyapunov exponents
of some random Fibonacci sequences.
The classical Fibonacci sequence is given by
fn+1 = fn + fn−1, n > 0, f0 = f1 = 1. (1)
The stochastic version of (1) that Viswanath considered in [1] is given by
xn+1 = ±xn ± xn−1, n > 0, x0 = x1 = 1. (2)
where the signs+ and− are chosen independentlywith equal probabilities. Viswanath determined the rate of growth of this
random sequence. Recall that the rate of growth of a random sequence coming from a sequence of i.i.d. randommatrices is
the exponential of its associated Lyapunov exponent, which, by a result of Furstenberg and Kesten [5], is equal to the almost
sure limit
lim
n→∞
log |xn|
n
.
In [1], Viswanath found the exact value of the rate of growth γf of the random Fibonacci recurrence (2) to be
lim
n→∞ |xn|
1/n = eγf = 1.13198824 . . . (3)
with probability 1. This result was obtained using ‘‘the theory of randommatrix products, Stern–Brocot division of the real
line, a fractal measure, and a rounding error analysis to validate the computer calculation.’’ Observe that the rate of growth
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of the classical Fibonacci sequence is given by the golden ratio, 1+
√
5
2 ≈ 1.618. For the golden ratio, the recent papers [6]
and [7] are very informative.
Viswanath actually used the random recurrence
xn+1 = ±xn + xn−1 (4)
in his calculation, since under the same initial conditions and independence and equal probability of choosing the signs, (2)
and (4) give rise to the same quantity given in (3). In fact, the recurrence
xn+1 = xn ± xn−1 (5)
could have been used as well.
In his concluding remarks on the subject, Viswanath posed a generalization of the problem in which each± sign is still
chosen independently in (2) but+ and− occur with probabilities p and q := 1− p, respectively, where 0 < p < 1. Noting
that the techniques he used to calculate the Lyapunov exponent γf (p) for p = 1/2 ‘‘do not seem to generalize easily’’ to
arbitrary values of p, Viswanath instead calculated γf (p) numerically for different values of p using Ulam’s method [8]. The
resulting graph of γf (p) vs. p shows a smooth dependence of γf (p) on p, a result consistent with Peres’ theorem [9].
We emphasize that Viswanath’s numerical calculation of γf (p) was done for the random recurrence (2). Viswanath did
not consider the numerical approximation of Lyapunov exponents for the corresponding generalization to the random
recurrences (4) and (5). Thus, here we investigate this problem.
In a related article [2], Embree and Trefethen gave a numerical description of what they called the ‘‘Lyapunov constant’’
σ(β) = limn→∞ |xn|1/n (with probability 1) for the random Fibonacci recurrence
xn+1 = xn ± βxn−1, (6)
where β > 0, the signs are chosen independently and with equal probabilities, and x0 = x1 = 1. They found that for a
certain range of values of the parameter β , the Lyapunov constant is less than 1 (resulting in the exponential decay of the
solutions to the random recurrence), and for values of β outside this range, the Lyapunov constant is greater than 1 (hence
the solutions grow exponentially). They further observed that σ depends on β in a non-smooth, fractal way.
In the section on ‘‘Discussions and Generalizations’’ of the same paper, Embree and Trefethen posed as one of the
modifications of the random Fibonacci recurrence (6) the following generalization: ‘‘The coin might be weighted, so that+
is chosenwith probability p and−with probability 1−p.’’ The other problemwe consider here is exactly this generalization.
Our numerical results here, though perhaps not surprising, have not been done before, and, we believe, are not trivial
and will be found useful by future researchers.
Finally, before we go into Section 2, we should mention that the random Fibonacci sequences studied in [4] are defined
by:
(the linear case) fn+2 = fn+1 ± fn, f1 = f2 = 1;
(the non-linear case) fn+2 = |fn+1 ± fn|, f1 = f2 = 1,
where the± signs are independent, the+ sign occurs with probability p, and the− sign with probability 1− p, p > 0. The
authors of [4] determine the exponential growth of fn. Their method does not make use of Furstenberg’s formula (which we
use here), but relies on amethod that replaces the i.i.d. sequence of± signs by a specific 2-state Markov chain. Their growth
rate was given as∫ ∞
0
log x dνα(x)
where να is an explicit probability distribution on positive reals defined inductively on the Stern–Brocot intervals.
2. Theoretical considerations
We begin this section by introducing Furstenberg’s Theorem, one of whose conclusions is a nice integral formula for the
Lyapunov exponent γ associated with certain randommatrix sequences.
Two nonzero vectors x, y ∈ R2 have the same direction if for some λ ∈ R, x = λy. This defines an equivalence relation
∼ on R2 \ {0}, and each equivalence class under ∼ is called a direction. The set of directions is called the projective space,
denoted by P = P(R2). For x ∈ R2 \ {0}, let x ∈ P denote its direction.
Let G = GL(2,R) be the group of nonsingular matrices in M . Observe that G acts on P via Y · x = Yx, where Y ∈ G and
x ∈ R2 \ {0}. This allows us to define a ‘‘convolution’’ productµ ∗ ν between a probability measureµ on G and a probability
measure ν on P , defined as the distribution on P satisfying∫
P
f (x) d(µ ∗ ν)(x) =
∫
P
∫
G
f (Y · x) dµ(Y ) dν(x)
for any bounded Borel function f on P . ν is said to be µ-invariant if
µ ∗ ν = ν.
ν is said to be continuous if ν({x}) = 0 for all x ∈ P(R2).
We now state without proof Furstenberg’s Theorem (see, for example, [10, pp. 53–54]):
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Theorem 1. Let µ be a probability measure on G, the group of 2 × 2 invertible real matrices. Let Gµ be the smallest closed
subgroup of G which contains the support of µ. Suppose that the following hold:
(i) for Y ∈ Gµ, | det Y | = 1,
(ii) Gµ is not compact, and
(iii) for any x ∈ R2 \ {0}, |{Yx : Y ∈ Gµ}| ≥ 2.
Then if {Y1, Y2, . . .} is a sequence of independent µ-distributed random matrices in G with E(log+ ‖Y1‖) < ∞ and γ as its
associated Lyapunov exponent,
γ = lim
n→∞
1
n
log ‖Yn · · · Y1x‖ > 0
for any x ∈ R2 \ {0}. Moreover, there exists a unique continuous µ-invariant measure ν on P = P(R2) such that
γ =
∫
P
∫
Gµ
log
‖Yx‖
‖x‖ dµ(Y ) dν(x). (7)
Now we recall the three types of random Fibonacci sequences we introduced in Section 1:
xn+1 = xn ± xn−1, (8)
xn+1 = ±xn + xn−1, (9)
and
xn+1 = xn ± βxn−1, (10)
where x0 = x1 = 1, each± sign is chosen independently and+ and− occurwith probabilities p and q := 1−p, respectively,
with 0 < p < 1. In (10), β > 0 is a fixed ‘‘growth parameter.’’ We refer to (8) and (9) as ‘‘Viswanath-type’’ and to (10) as
‘‘Embree–Trefethen-type’’ random Fibonacci sequences.
For a fixed value of p, let us denote the Lyapunov exponents of the random sequences (8), (9), and (10) by γ1, γ2, and
γβ , respectively. It is immediate from Furstenberg and Kesten’s result, as we shall see below, that, in fact, γ1, γ2, and γβ are
equal to the almost sure limit
lim
n→∞
log |xn|
n
with xn given by (8), (9), and (10), respectively. Our aim is to numerically investigate the behavior of γ1, γ2, and γβ as a
function of p.We follow [1] for the theoretical part and [2] for the numerical part of our solution.
We begin with the Viswanath-type recurrences (8) and (9) and express these equations using matrices. For (8) we have
the matrix equation(
xn
xn+1
)
=
(
0 1
±1 1
)(
xn−1
xn
)
= M(1)n M(1)n−1 · · ·M(1)1
(
1
1
)
, (11)
whereM(1)1 ,M
(1)
2 , . . . in (11) are i.i.d. matrices such thatM
(1)
1 is either
A+ =
(
0 1
1 1
)
with probability p, or
A− =
(
0 1
−1 1
)
with probability q. For (9), the corresponding matrix formulation is given by(
xn
xn+1
)
=
(
0 1
1 ±1
)(
xn−1
xn
)
= M(2)n M(2)n−1 · · ·M(2)1
(
1
1
)
, (12)
whereM(2)1 ,M
(2)
2 , . . . in (12) are i.i.d. matrices such thatM
(2)
1 is either
B+ = A+
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with probability p, or
B− =
(
0 1
1 −1
)
with probability q.
Since the matrix products appearing in (11) and (12) are products of i.i.d. random matrices, it follows from Furstenberg
and Kesten’s result that γ1 (resp. γ2) is, in fact, equal to the (upper) Lyapunov exponent associatedwith the random sequence
M(1)1 ,M
(1)
2 , . . . (resp.M
(2)
1 ,M
(2)
2 , . . .) [10]. And since Furstenberg’s theorem applies in this case, we obtain, from Eq. (7), the
integral formulas
γ1 =
∫ ∞
−∞
a(m, p, 1) dν1(m), (13)
and
γ2 =
∫ ∞
−∞
a(m, p, 1) dν2(m), (14)
where
a(m, p, t) = 1
2
(
p log
m2 + (m+ t)2
m2 + (m− t)2 + log
m2 + (m− t)2
1+m2
)
, (15)
and where ν1 and ν2 are the unique invariant continuous probability measure for the random walk on directions x in the
plane (parametrized either by slopesm ∈ (−∞,∞] or by angles θ ∈ (−pi/2, pi/2]) induced respectively by the probability
distributions µ1 and µ2 on 2× 2 (real) matrices satisfying
µ1(A+) = p, µ1(A−) = q, (16)
and
µ2(B+) = p, µ2(B−) = q. (17)
The problem, however, is that we do not have a closed form expression for the invariant measures ν1 and ν2 to evaluate
the integrals (13) and (14) when p 6= 1/2. Thus, we proceed numerically as follows.
Since ν1 and ν2 satisfy (see [11] or [12])
ν1 = µ1 ∗ ν1
and
ν2 = µ2 ∗ ν2,
andboth aremeasures defined onBorel subsets ofR (as slopes) or (−pi/2, pi/2] (as angles),wehave the invariance equations
ν1([a, b]) = p ν1
(
1
[a, b] − 1
)
+ q ν1
(
1
−[a, b] + 1
)
, (18)
and
ν2([a, b]) = p ν2
(
1
[a, b] − 1
)
+ q ν2
(
1
[a, b] + 1
)
, (19)
for any slope interval [a, b]with±1 6∈ (a, b), or the corresponding equations
ν1(I) = p ν1
(
tan−1
1
(tan I)− 1
)
+ q ν1
(
tan−1
1
−(tan I)+ 1
)
, (20)
and
ν2(I) = p ν2
(
tan−1
1
(tan I)− 1
)
+ q ν2
(
tan−1
1
(tan I)+ 1
)
, (21)
for any angular interval I ⊂ (−pi/2, pi/2] with ±pi4 6∈ I. The bulk of the numerical calculation is done by ‘‘discretizing’’
Eqs. (20) and (21). We describe the details of this process in the next section.
The same theoretical calculations may be done for random recurrences (10) of Embree–Trefethen type. We skip the
details and just present the relevant analogous quantities. With xn as in (10), and the same assumption of independence of
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choice of+ and− signs with the same respective probabilities p and q as before, and for fixed β > 0, we obtain νβ as the
invariant measure satisfying
νβ(I) = p νβ
(
tan−1
β
(tan I)− 1
)
+ q νβ
(
tan−1
β
−(tan I)+ 1
)
(22)
for any angular interval I ⊂ (−pi/2, pi/2] with ±pi4 6∈ I. As before, we use Furstenberg’s Theorem to arrive at the integral
formula
γβ =
∫ ∞
−∞
a(m, p, β) dνβ(m), (23)
with a(m, p, β) as in (15).
In the next section we describe the numerical approximation of γ1, γ2, and γβ for β > 0.
3. Numerical approximation of the invariant measures and the corresponding Lyapunov exponents
In this section we will present numerical approximations to the invariant measures ν1, ν2, and νβ for different values of
p. We will also show, based on these numerical results, how the Lyapunov exponents γ1, γ2, and γβ behave with respect to
various values of p.
The first step in the numerical calculation of the Lyapunov exponents γ1, γ2, and γβ , is the numerical approximation of
the corresponding invariant measures ν1, ν2, and νβ . We follow the ideas in [2] for this numerical approximation.
We first subdivide the interval [−pi/2, pi/2] into N = 2n equally spaced angular intervals I1, I2, . . . , IN , each of length
∆ = pi/N . We then approximate each of the angular invariance equations (20)–(22) on the discrete set of intervals
Ij = [−pi2 + (j− 1)∆,−pi2 + j∆], j = 1, . . . ,N , as follows.
Let g be the map
g(x, β) = tan−1 β
tan x− 1 .
Observe g(x, β) is continuous for all x ∈ (−pi/2, pi/2] except at x = pi/4. We can then write (20)–(22) as
ν1(I) = p ν1(g(I, 1))+ q ν1(−g(I, 1)), (24)
ν2(I) = p ν2(g(I, 1))+ q ν2(−g(−I, 1)) (25)
and
νβ(I) = p νβ(g(I, β))+ q νβ(−g(I, β)), (26)
respectively. Let `(I) denote the length of the angular interval I ⊂ (−pi/2, pi/2]. Then, writing ν(j)1 , ν(j)2 , and ν(j)β to denote
the discrete approximations to ν1(Ij), ν2(Ij), and νβ(Ij), respectively, we have the equations
ν
(j)
1 =
1
∆
N∑
k=1
(
p `
(
Ik ∩ g(Ij, 1)
)+ q ` (Ik ∩ −g(Ij, 1))) ν(k)1 , (27)
ν
(j)
2 =
1
∆
N∑
k=1
(
p `
(
Ik ∩ g(Ij, 1)
)+ q ` (Ik ∩ −g(−Ij, 1))) ν(k)2 , (28)
and
ν
(j)
β =
1
∆
N∑
k=1
(
p `
(
Ik ∩ g(Ij, β)
)+ q ` (Ik ∩ −g(Ij, β))) ν(k)β (29)
for j = 1, 2, . . . ,N . In the system (27) of N linear equations in the N unknowns ν(k)1 , k = 1, 2, . . . ,N , the quantity in
parentheses found on the right side of the jth equation, j = 1, 2, . . . ,N , represents the amount of overlap between Ik and
g(Ij, 1) and between Ik and−g(Ij, 1). The corresponding quantities in systems (28) and (29) are explained similarly.
All three N ×N linear systems (27)–(29) are of rank N − 1,which can be made consistent by replacing the Nth equation
by the respective conservation conditions
N∑
j=1
ν
(j)
1 = 1,
N∑
j=1
ν
(j)
2 = 1,
N∑
j=1
ν
(j)
β = 1. (30)
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Fig. 1. ν1(p) for different values of p.
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Fig. 2. ν2(p) for different values of p.
We also see that these linear systems are sparse: the length `(g(Ij, β)) of the image of the jth subinterval Ij is at most ∆
times the maximum value of |g ′(x, β)| for x ∈ [−pi/2, pi/2],which is
2+ β2 +√4+ β4
2β
. (31)
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Fig. 3. νβ (p), where β = 1/2, for different values of p.
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Fig. 4. νβ (p), where β = 3/4, for different values of p.
Therefore, the number of nonzero coefficients in (29) is O(β) if β > 1, and O(1/β) if β < 1. If β = 1, then (31) evaluates to
1+ g , where g = 1+
√
5
2 is the golden ratio, and consequently there are at most 4 nonzero coefficients in (27) or (28).
Thus, in the end, our numerical approximation to the invariant measures ν1, ν2, and νβ consists of solving the sparse
linear systems (27) to (29) together with their respective conservation conditions displayed in (30).
240 E. Cureg, A. Mukherjea / Computers and Mathematics with Applications 59 (2010) 233–246
–1–1.5 –0.5 0 0.5 1 1.5
p = 0.1
0.25
0.5
0.75
1
1.25
1.5
–1–1.5 –0.5 0 0.5 1 1.5
p = 0.4
0.25
0.5
0.75
1
1.25
1.5
–1–1.5 –0.5 0 0.5 1 1.5
p = 0.7
0.25
0.5
0.75
1
1.25
1.5
–1–1.5 –0.5 0 0.5 1 1.5
p = 0.2
0.25
0.5
0.75
1
1.25
1.5
–1–1.5 –0.5 0 0.5 1 1.5
p = 0.5
0.25
0.5
0.75
1
1.25
1.5
–1–1.5 –0.5 0 0.5 1 1.5
p = 0.8
0.25
0.5
0.75
1
1.25
1.5
–1–1.5 –0.5 0 0.5 1 1.5
p = 0.3
0.25
0.5
0.75
1
1.25
1.5
–1–1.5 –0.5 0 0.5 1 1.5
p = 0.6
0.25
0.5
0.75
1
1.25
1.5
–1–1.5 –0.5 0 0.5 1 1.5
p = 0.9
0.25
0.5
0.75
1
1.25
1.5
Fig. 5. νβ (p), where β = 2, for different values of p.
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Fig. 6. νβ (p), where β = 8, for different values of p.
We solved these linear systems using Mathematica 5.2’s built-in sparse systems solver, taking N to 221 when p = 1/2 to
compare our results with the numerical values reported by Embree and Trefethen in [2]. For this part of the computational
process, we would like to acknowledge the use of the services provided by Research Computing, University of South Florida.
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Fig. 7. νβ (p) for fixed p = 0.2 and different values of β < 1.
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Fig. 8. νβ (p) for fixed p = 0.4 and different values of β < 1.
Oncewe found that our results are consistent with Embree and Trefethen’s, we lowered the value ofN to 256 for all other
values of p in the calculations that produced the figures we report here.
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Fig. 9. νβ (p) for fixed p = 0.6 and different values of β < 1.
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Fig. 10. νβ (p) for fixed p = 0.8 and different values of β < 1.
Figs. 1 and 2 show the respective graphs – actually, histograms – of the invariant measures ν1 and ν2 computed in the
manner just described for p = 0.1, 0.2, . . . , 0.9. Figs. 3–6 display the same information for invariant measures νβ for
β = 1/2, 3/4, 2, and 8, respectively. These histograms are based on N = 256 equally sized subdivisions of [−pi/2, pi/2].
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Fig. 11. νβ (p) for fixed p = 0.2 and different values of β > 1.
0.5
1
1.5
2
2.5
3
0.25
0.5
0.75
1
1.25
1.5
1.75
2
1
2
3
4
5
0.5
1
1.5
2
2.5
3
0.25
0.5
0.75
1
1.25
1.5
1.75
2
1
2
3
4
5
0.5
1
1.5
2
2.5
3
0.25
0.5
0.75
1
1.25
1.5
1.75
2
1
2
3
4
5
–1–1.5 –0.5 0 0.5 1 1.5
–1–1.5 –0.5 0 0.5 1 1.5
–1–1.5 –0.5 0 0.5 1 1.5
= 1
= 8
= 64
–1–1.5 –0.5 0 0.5 1 1.5
–1–1.5 –0.5 0 0.5 1 1.5
–1–1.5 –0.5 0 0.5 1 1.5
= 2
= 16
= 128
–1–1.5 –0.5 0 0.5 1 1.5
–1–1.5 –0.5 0 0.5 1 1.5
–1–1.5 –0.5 0 0.5 1 1.5
= 4
= 32
= 256
Fig. 12. νβ (p) for fixed p = 0.4 and different values of β > 1.
The vertical axis in each graph represents the approximated value of the invariant measures on the subintervals Ik,
k = 1, 2, . . . ,N .
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Fig. 13. νβ (p) for fixed p = 0.6 and different values of β > 1.
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Fig. 14. νβ (p) for fixed p = 0.8 and different values of β > 1.
Several interesting observations may be derived from these graphs. First, it is evident from Fig. 1 that ν1 exhibits a re-
flection property with respect to p = 1/2:
ν1(Ik, p) = ν1(−Ik, 1− p). (32)
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Fig. 15. γ1 vs. p.
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Fig. 17. γβ vs. p for β = 0.5, 0.75, 2, and 8.
Also, Fig. 2 suggests that the smoothness of the invariant measure ν2 appears to decrease as p increases. This behavior is
similarly observed for νβ for a fixed β and, moreover, does not seem to depend on β .
On the other hand, the opposite situation seems to occur when p is fixed and β is allowed to vary. Figs. 7–10 show how
νβ behaves for different values of β < 1 when p is fixed at 0.2, 0.4, 0.6, and 0.8, respectively. Figs. 11–14 display the same
information, but for values of β > 1.
Finally, oncewehave the approximation to the invariantmeasures ν1, ν2, and νβ , the corresponding Lyapunov exponents
γ1, γ2, and γβ may be calculated by numerical integration applied to (13), (14), and (23), respectively.
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Figs. 15 and 16 show the Lyapunov exponents γ1 and γ2 vs. p for 200 values of p between 0 and 1. Note how γ2 increases
as p increases, whereas γ1 exhibits symmetry with respect to p = 1/2.
Fig. 17 shows γβ for β = 0.5, 0.75, 2, and 8. In the figure, darker curves correspond to smaller values of β . It appears
that for values of β ≥ 1, γβ > 0 (hence the corresponding random recurrence (10) grows exponentially) no matter what
p is. On the other hand, for values of β < 1, the phenomenon observed by Embree and Trefethen in [2] appears to have an
analogue: there exists some p∗ = p∗(β) for which γβ(p∗) = 0, which means the corresponding random recurrence (10)
neither grows nor decays.
References
[1] D. Viswanath, Random Fibonacci Sequences and the Number 1.13198824 . . ., Math. Comp. 69 (231) (2000) 1131–1155.
[2] M. Embree, L. Trefethen, Growth and Decay of Random Fibonacci Sequences, Proc. Roy. Soc. London Ser. A, Math. Phys. Eng. Sci. 455 (1999) 2471–2485.
[3] E. Makover, J. McGowan, An elementary proof that random Fibonacci sequences grow exponentially, J. Number Theory 121 (2006) 40–44.
[4] E. Janvresse, B. Rittaud, T. De La Rue, How do random Fibonacci sequences grow? Probab. Theory Related Fields 142 (2008) 619–648.
[5] H. Furstenberg, H. Kesten, Products of randommatrices, Ann. Math. Stat. 31 (1960) 457–469.
[6] S.K. Sen, R.P. Agarwal, Golden ratio in science, as random sequence source, its computation, and beyond, Comput. Math. Appl. 56 (2008) 469–498.
[7] S.K. Sen, R.P. Agarwal, G.A. Shaykhian, Golden ratio versus pi as random sequence sources for Monte Carlo integration, Math. Comput. Modelling 48
(2008) 161–178.
[8] F.Y. Hunt, W.M. Miller, On the approximation of invariant measures, J. Stat. Phys. 66 (1–2) (1992) 535–548.
[9] Y. Peres, Analytic dependence of Lyapunov exponents on transition probabilities, in: Lyapunov Exponents, in: Lecture Notes in Math., vol. 1486,
Springer-Verlag, Berlin, 1986.
[10] P. Bougerol, J. Lacroix, Random Products of Matrices with Applications to Infinite-Dimensional Schrödinger Operators, Birkhäuser, Basel, 1984.
[11] G. Högnäs, A. Mukherjea, Probability Measures on Semigroups, Plenum Press, New York, 1995.
[12] M. Rosenblatt, Markov Processes: Structure and Asymptotic Behavior, Springer-Verlag, 1971.
