We analyze the transient behavior of the PH/MI S/K queue. Emphasis is placed on the overflow process, busy period distribution, idle period distribution, accepted arrival process, departure process and the transition probabilities of the system states. All results are represented by the addition and multiplication of the matrices whose dimensions are at most equal to the number of phases for the inter-arrival time distribution.
Introduction
The GI/M/S/K queue with S servers and K-S waiting positions is one of the basic models in Telephony, because many queueing syst('ms in telephone network have non-Poisson arrivals such as overflows. In this paper, the PH/M/S/K queue is considered and inter-overflow tlme density function, all-busy period density function, idle period density function, inter-accepted-arrival time density function, inter-departure time density function, transition probabilities of the system states and so on are analyzed using Laplace transforms.
All the formulae are given by simple recurrences and have a great adVanL!ge in numerical computation. Moreover, these formulae have much applicability.
For example, we can obtain the moments o.E overflow traffic by the Laplace transform of the inter-overflow time den.3ity function, using the theory of GI/M/co queue. 
b (12) The busy perlod or the Gl M S K queue ave een stu le y aJu-B at , but their computation algorithm is complicated except for Poisson arrival case.
Our results simplify their algorithm and the moments of the busy period can be easily computed.
The accepted arrival process for the loss system Gl/M/S/S queue have been studied by Heffes-Holtzman. (8) They characterize this process as a semiMarkov process. We also characterize the accepted arrival process for the PH/M/S/K queue as a semi-Markov process which depends on the number of cus-
(13) tomers ln t e system an derlve a seml-Mar ov matrlX.
Departure processes have been analyzed by Laslett(10) for the GI/M/l/K queue, and have been analyzed by Heffes(7) for the H2/M/S/K queue. In this paper, for the more general model PH/M/S/K queue, the departure process is characterized as a semi-Markov process which depends on the number of customers in the system and the arrival phase states and a semi-Markov matrix (13) is derived.
The transition probabilities for the system states have been analyzed by Bhat. (1) However, the computational algorithm is complicated. We propose simpler computational algorithm.
Model and Notation
We consider the finite queueing system PH/M/S/K. Suppose that the interarrivals of customers are mutually independent and identically distributed with a phase type distribution whose density function is f(t) and the service times of customers are independent and exponentially distributed with the mean First, let us define the first passage time density functions for transitions of the number of customers in the system.
(8) .]
Let us consider the following matrices: Us~ng ~ 17 , we obta~n both the sem~-Mar ov matrlx for the accepted arrival process and that for the departure process. Refer to these in the Appendix for more detail. The semi-markov matrix is called the semi-markov kernel in 9inlar. (3) Now we have the following recurrences, i.e., (20)
right hand of (19) converges. Then we obtain (19).
Similarly, we obtain G ;<t)
(24) + + + 1* - obtain the following equations.
In a similar fashion, from (21)~ (24), we obtain the following equations. phase as shown in Fig. 1 . From the definitions of f~ (sjn), i-: .(sjn) and h+.,
.]
we obtain (38) (39) and (40) where
r.
~ ( ".
\.I = min (n, S) . \.I.
Therefore, from (31) and (32), we obtai.n
and then 
and (46) From (31) (47)
and then
and (32) , we obtain 
B(s) = H Gs(s).
Let T denote the all-busy period and let O(T) denote the number of overflows in this period. Here, we consider the following joint probability density function. we obtain the following equations 1n a similar fashion to (31) and (32), i.e.,
-+ G (s;YI:::S) n ni1:s+1 . we obtain from (55) and (56) (58)
Using (58), we can easily compute the covariance Cov(T,O) of the all-busy period and the number of overflows during this period, i.e.,
where BT(s) is a transposed vector of B(S),
(from (50»,
Transition Probability
In this section, we consider the transition prnhahility 
and (65) 
Therefore, it follows from (63), (66), (68) and (69) 
We can also obtain 000(s) in a similar fashion to 0jj(s) (l$j$K). -( 
