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Abstract
The upper troposphere and lower stratosphere (UTLS) region plays a crucial role in the
present climate change. The present climate models and observing systems do not have
the capabilities of improving our knowledge about the processes which occur at mesoscale
distances, in narrow atmospheric layers and in short timescales. In order to provide high
resolution observations of the UTLS region, a new imaging Fourier transform spectrometer
(IFTS) called Gimballed Limb Observer for Radiance Imaging of the Atmosphere (GLO-
RIA) has been developed. The GLORIA spectrometer is equipped with a large focal plane
array (FPA) measuring the emission of the earth’s atmosphere in the mid-infrared spec-
tral region. The instrument is gimbal mounted to allow measurements of the atmosphere
in limb- and nadir-sounding geometry. It is operated on board the high altitude aircraft
M55-Geophisica and HALO (High Altitude and LOng Range Research Aircraft). The
measurements performed with GLORIA provide high resolution information about the
dynamics and chemistry of the UTLS region. A proper characterization of the instrument
is necessary in order to analyze the data, to define the errors of the measured parameters
and to interpret the results of the measurements. The work presented in this thesis focuses
on the radiometric and spectrometric characterization and optimization of GLORIA. The
characterization work also provides the instrument parameters for the calibration.
The first part of this work focuses on the radiometric characterization of the GLORIA
spectrometer. In particular a characterization method for determining the responsivity
and sensitivity of the detector is presented. The operating parameters of the detector are
optimized. Based on the characterization results, a judgment on the quality of the detec-
tors has been made. The nonlinearity of the detector system is quantified and a method
for the correction is presented with its application to flight data. A theoretical noise model
for GLORIA is presented which quantifies and identifies the sources contributing to the
measured signal. The model also allows to give an estimate on several instrument pa-
rameters. The good agreement between the measured and theoretically calculated noise
equivalent spectral radiance (NESR) values verifies the nominal performance of the instru-
ment. A qualitative analysis of the imaging quality of the GLORIA optics is presented
next. Parasitic images which are found due to multiple reflections are characterized and
quantified.
In the second part, the focus is laid on the spectrometric characterization of the GLORIA
spectrometer. A method for the determination of the spectral calibration parameters is
presented and applied to measurements performed with GLORIA both on ground and in
flight. It is found that deep space measurements are better suited for finding the spectral
calibration parameters than nominal atmospheric measurements, if the signal to noise ratio
is sufficient. The parameters are found to be slowly changing with the thermal drift of the
interferometer. The spectral calibration error made by not adjusting the infrared objective
(IRO) position corresponding to the change of interferometer temperature is relatively
small and well acceptable. The spectral calibration works generally well leaving only a
small residual line position error which is acceptable. In the next section, a novel method
for the determination of the focus in an IFTS based on the line width is shown. It is found
iii
Abstract
that the method is sensitive enough to identify a defocusing of approximately 2.4  of
the focal length. Furthermore, a novel method for the determination of the interferometer
shear using the Haidinger fringe pattern is presented. The method is used to characterize
and quantify the constant, linear and higher order shear values over the interferometer
length. The vibrational frequencies due to the relative motion of the instrument optics are
quantified. It is found that the magnitudes of the vibrational shear frequencies present
during the laboratory measurements are small and not an issue for GLORIA.
In this thesis, the interferometer and detector parameters have been characterized and op-
timized, helping to better understand the important features of this IFTS instrument. This
characterization work makes it possible to perform scientific measurements with optimized
instrument parameters. Furthermore, it helps in the analysis and better understanding of
the measured scientific data.
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Zusammenfassung
Die Region der oberen Troposphäre und unteren Stratosphäre spielt eine wichtige Rolle
bei der aktuellen Klimaänderung. Mit den heutigen Klimamodellen und Beobachtungssys-
temen ist es jedoch noch nicht möglich, mesoskalige Prozesse in dünnen atmosphärischen
Schichten und auf kurzen Zeitskalen zu erforschen. Um hochauflösende Daten in der
UTLS Region messen zu können wurde ein neues abbildendes Fourier-Transformations-
Spektrometer (FTS) entwickelt, genannt GLORIA (Gimballed Limb Observer for Radi-
ance Imaging of the Atmosphere). Das Spektrometer von GLORIA ist mit einem großen
abbildenden Detektor ausgestattet und misst die Eigenemission der Erdatmosphäre im mit-
tleren infraroten Spektralbereich. Das Instrument wird von einem Kardanrahmen gehal-
ten, der atmosphärische Messungen im Horizont- und Nadir- Modus erlaubt. GLORIA
wird an Bord der hochfliegenden Flugzeuge M55-Geophysica und HALO (High Altitude
and LOng Range Research Aircraft) eingesetzt. Durch die Messungen, die mit GLORIA
vorgenommen werden, können hochauflösende Informationen über die Dynamik und die
Chemie der UTLS Region gewonnen werden. Um die erzielten Daten und Ergebnisse
richtig interpretieren zu können, ist es wichtig, dass das Gerät gut charakterisiert ist. Die
vorliegende Arbeit beschäftigt sich mit der radiometrischen und spektralen Charakter-
isierung und Optimierung von GLORIA. Durch die Charakterisierung erhält man unter
anderem Instrumentenparameter für die Kalibrierung.
Der erste Teil dieser Arbeit beschäftigt sich mit der radiometrischen Charakterisierung des
GLORIA Spektrometers. Insbesondere wird eine Charakterisierungsmethode vorgestellt,
mit der die Responsivität und die Empfindlichkeit des Detektors bestimmt werden. Die Be-
triebsparameter des Detektors werden optimiert. Basierend auf den Charakterisierungsergeb-
nissen wird die Qualität des Detektors beurteilt. Die Nichtliniarität des Detektorsys-
tems wird quantifiziert und es wird eine Korrekturmethode sowie ihre Anwendung auf
die Flugdaten präsentiert. Ein theoretisches Rauschmodell für GLORIA wird vorgestellt,
das die verschiedenen Rauschquellen identifiziert und quantifiziert, die einen Einfluss auf
das gemessene Signal haben. Das Modell erlaubt es auch, einige Instrumentenparameter
abzuschätzen. Die gute Übereinstimmung zwischen der gemessenen und der theoretisch
vorhergesagten NESR (noise equivalent spectral radiance) bestätigt das nominale Verhal-
ten des Instruments. Eine qualitative Analyse der Bildqualität der Optik von GLORIA
wird nachfolgend vorgestellt. Dabei wurden parasitäre Bilder aufgrund von Mehrfachre-
flexionen gefunden; diese werden charakterisiert und beurteilt.
Im zweiten Teil liegt der Fokus auf der spektralen Charakterisierung des GLORIA Spek-
trometers. Eine Methode zur Bestimmung der Parameter für die spektrale Kalibrierung
wird vorgestellt und auf Messungen, die mit GLORIA sowohl am Boden als auch im Flug
durchgeführt wurden, angewandt. Dabei wurde festgestellt, dass zur Bestimmung der
spektralen Kalibrierungsparameter aufwärts gerichtete Messungen besser geeignet sind
als nominale Atmosphärenmessungen, wenn das Signal-zu-Rausch-Verhältnis hinreichend
hoch ist. Die Parameter ändern sich langsam mit den Temperaturänderungen im Spek-
trometer. Als Folge von Temperaturänderungen verändert sich die Position des Interfer-
ometerobjektivs; der dadurch verursachte Fehler in der Spektralkalibrierung ist allerdings
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klein und ist deshalb akzeptabel. Die Spektralkalibrierung funktioniert generell gut. Der
kleine Restfehler in der Linienposition kann akzeptiert werden. Außerdem wird eine neuar-
tige Methodik zur Ermittlung des Fokus in einem abbildenden FTS basierend auf der Lin-
ienbreite vorgestellt. Diese Methode ist ausreichend genau, um eine Defokussierung der
Fokallänge von ungefähr 2,4  feststellen zu können. Des Weiteren wird eine neuartige
Methode zur Feststellung des Interferometer-
”
Shears“ unter Verwendung der Haidinger-
ringe gezeigt. Diese Methode wird verwendet, um einen konstanten, einen linearen und
einen
”
Shear“ höherer Ordnung über den Interferometerpfad hinweg zu charakterisieren
und zu quantifizieren. Die Vibrationsfrequenzen, die durch die Bewegungen der optischen
Komponenten zueinander entstehen, werden quantifiziert. Hierbei wurde festgestellt, dass
die Stärke der Vibrationen, die bei den Labormessungen gefunden wurden, klein und für
GLORIA nicht relevant sind.
In dieser Arbeit wurden das Interferometer sowie die Detektorparameter charakterisiert
und optimiert. Damit können wichtige Funktionen dieses abbildenden FTS besser ver-
standen werden. Die Charakterisierung ermöglicht es, wissenschaftliche Messungen mit
optimierten Instrumentenparametern durchzuführen. Außerdem trägt sie dazu bei, die
gemessenen wissenschaftlichen Daten analysieren, deren Fehler quantifizieren und diese
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The climate of the earth is changing. The massive emission of halocarbons since the
first half of the twentieth century has lead to the formation of the ozone hole in the
polar spring over the Antarctic continent, first described by Farman et al. in 1985 [1].
A typically smaller ozone depletion also occurs almost every spring over the Northern
hemisphere. An unprecedented Arctic ozone loss was observed in early 2011 [2]. The
increase in greenhouse gases since the pre-industrial era has lead to an enhancement in
the absorption and emission of infrared radiation by gases, leading to an overall warming
of the earth’s surface [3, 4]. However, there is still uncertainty concerning the amplitude
of this effect and its impact on the regional and local scales. The degradation of the air
quality, also known as pollution or smog (air pollution in populated areas), has increased
in the present times. The pollution has lead to global dimming. Studies have shown
that the global direct irradiance at the earth’s surface has been reduced by an estimated
amount of 4 % over the three decades 1960 - 1990 [4]. These effects are all interlinked to
one another. The atmosphere is strongly coupled to the other systems of the earth like
oceans, vegetation and land, therefore the change in the atmosphere will directly influence
other systems.
The upper troposphere and lower stratosphere (UTLS) region (extending over an altitude
range of about 6 km to 25 km height, dependent on latitude and season) is the most af-
fected region due to chemical and radiative feedbacks caused by ozone recovery, greenhouse
gases and other effects. This region plays a crucial role for the climate system. The earth’s
thermal radiation can be trapped easily in the UTLS region. The radiation may interact
with water vapor, ozone, aerosols and other gases leading to processes which are poorly
quantified. The atmospheric circulation and the surface climate are modulated by the
coupling effect between radiative, dynamic and chemical feedback processes in the UTLS
region on daily to monthly and yearly timescales [5]. To understand the complex charac-
teristics of this region, observations with high spatial and temporal resolution, along with
model systems [6] are required. Gettelman et al. [6] has shown that there is a link between
the thermal gradient and the dynamic barrier. The dynamic barriers inhibit mixing and
give rise to specific trace gas distributions. Therefore, it is extremely important to probe
and understand the UTLS layer of the atmosphere.
Some of the processes which are important in the troposphere and the stratosphere are
shown in figure 1.1. All processes except the Brewer-Dobson circulation usually occur at
mesoscale (<50-200 km), in narrow atmospheric layers (<1-3 km) and in short timescales
1
1. Introduction
Figure 1.1.: Schematic view of the global structure of the troposphere and lower stratosphere of the
earth’s atmosphere. The figure illustrates the large-scale and mesoscale interactions
which take place in that part of the earth’s atmosphere. (source: Peter Preuße, FZJ)
(<1-5 days) [5]. The present climate models and observing systems do not have these res-
olutions, hence the processes are parameterized in these models. However, high resolution
observations of the UTLS region are required in order to understand the processes in this
region which are critical to the climate change.
Since the late 1980s, several Fourier transform spectrometers (FTS) have been built for
the measurement of the atmosphere. Present day limb scanning instruments and detectors
are restricted in their ability to spatially resolve characteristic features of the atmospheric
dynamics in the UTLS region. A summary of the FTS instruments operating on-ground or
from space has been discussed by Flaud and Orphal [7]. MIPAS (Michelson interferometer
for passive atmospheric sounding) is one of the many FTS working in the infrared spectral
region [8–11]. MIPAS B2 (balloon version) and MIPAS-STR (aircraft version) have been
developed at the Institute for Meteorology and Climate Research (IMK) of the Karlsruhe
Institute of Technology (KIT). These limb scanning instruments have single pixel detectors.
The imaging Fourier transform spectrometer (IFTS) called Gimballed Limb Observer for
Radiance Imaging of the Atmosphere (GLORIA) has been jointly developed by the research
centers KIT and Forschungszentrum Jülich (FZJ) for providing more detailed observational
data of the UTLS region. The concept and the scientific objectives have been presented
in detail in earlier publications [12–15]. High spatial resolution observations made with
GLORIA demonstrate that novel information on mesoscale atmospheric dynamics can
be obtained [16, 17]. These measurements will be helpful in better understanding the
atmosphere and improving weather forecast and climate models on the long term.
The GLORIA spectrometer is equipped with a large focal plane array (FPA) measuring
in the infrared emission region (780 cm−1 to 1400 cm−1) of the earth’s atmosphere. More-
over, it is capable of both limb- and nadir-sounding of the atmosphere facilitated by its
suspension on a gimballed mount. It is capable of operating on various airborne platforms.
The measurements performed with GLORIA give information on a number of chemical,
dynamical and radiative processes, affecting the physical structure and the composition of
the atmosphere. The main focus of the measurements is on the dynamics and chemistry
of the UTLS region. The limb sounding mode is used for example to explore the trans-
port processes between different layers of the atmosphere. These processes take place on
scales which are hardly resolved by state-of-the-art satellite instruments. The instrument
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is flexible in terms of spatial and spectral sampling. On an aircraft it provides sampling
in the order of few hundreds of meters vertically and a few tens of kilometers horizontally,
thereby probing the different atmospheric layers at the same time [13,15]. The nadir mode
is designed for enhancing the horizontal sampling density in the lower and middle tropo-
sphere to support research on topics like biomass burning, pollution, methane sources and
sinks. Simultaneous measurements of a large number of chemical compounds can be done
with GLORIA. Figure 1.2 shows a simulated calculated spectrum at 20 km altitude for a
mid latitude July standard atmosphere using GLORIA instrument parameters. The plot
shows several trace gases present in the atmosphere which can be detected by GLORIA.
An example of the spectra from atmospheric measurements is shown in figure 6.10.
Figure 1.2.: Forward calculated spectra showing several trace gases at 20 km altitude for a mid
latitude July standard atmosphere in the spectrally detectable range of GLORIA
In order to analyze the data and interpret the results of the measurements correctly, it is
mandatory to have a well characterized instrument. A characterization of the instrument
including detector parameters is also needed in order to optimize the operating parameters
for the instrument under different measurement conditions and to provide the instrument
parameters for the calibration and retrieval process. This thesis focuses on the spectro-
metric and radiometric characterization and optimization of the GLORIA spectrometer.
In the next chapter basic principles of an FTS related to this study are discussed. The
third chapter includes the description of GLORIA and its sub-components, the measure-
ment modes and the instrument operation platforms. In the fourth chapter an overview
of the processing steps starting from the recording of atmospheric emission till the pro-
duction of spectrally and radiometrically calibrated spectra is given. In the fifth chapter
results of the radiometric characterization measurements of the GLORIA spectrometer
and comparisons with theoretical estimates are shown. Instrument parameters, detec-
tor parameters, detector operating conditions, nonlinearity, parasitic images and imaging
quality over the FPA are discussed. An estimate of the error contribution from the above
mentioned sources is provided. In the sixth chapter results of the spectrometric charac-
terization of the GLORIA spectrometer are shown. It includes a discussion on the choice
of the calibration sources, the line determination methods used, the spectral calibration
method and its application to the measured data. The focal plane determination using
the spectral information of the emission lines, shear and instrument vibration determina-
tion from Haidinger fringes are discussed. An estimate of the error contribution from the





The basic concept of Fourier spectroscopy has been described in several books [18–20]. In
this chapter the most important aspects which are relevant for the thesis are presented.
The main focus is on providing a fundamental background on the aspects of a classical
FTS and an IFTS, relevant to the study of atmospheric radiation.
2.1. Remote sensing and Fourier Transform Spectrometry
Atmospheric remote sensing refers to the measurement of electromagnetic (EM) radiation
emitted by, or reflected from the earth and its atmosphere, or using occultation techniques
in one of the several spectral regions. Distant observations of the terrestrial radiative
activities are often made by remote sensing instruments deployed on airborne or spaceborne
platforms. This thesis will deal with one such airborne remote sensing system used for
performing measurements of the atmosphere.
Spectrometry is the detection and measurement of EM radiation and its analysis in terms of
frequency and energy distribution. An FTS measures the incoming broadband spectrum
from the atmosphere. The measured spectrum gives information about the trace gases
present in the atmosphere. The spectrum is not recorded directly by an FTS, but as the
Fourier transform of an incoming broadband spectrum which is called an interferogram.
In a later processing step, the interferogram is inverse Fourier transformed to get back the
spectrum.
2.2. The Michelson Interferometer
The Michelson interferometer (MI) is the most common form of an optical interferometer.
It is a simple yet powerful tool in the study of Fourier transform spectroscopy. The
Michelson interferometers are used either as a four port instrument consisting of two input
ports and two output ports, or as a two port instrument with one input and one output
port. A two port MI is used in GLORIA.
Ideal case
An ideal MI consists of three active components: A moving mirror, a fixed mirror and
a beamsplitter which can have a compensator plate if necessary. Figure 2.1 shows the
ray propagation in a two port MI. The optical arrangement in a MI has four arms. The
light from a source at the object plane of the first arm is collimated and is then divided
5
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into two beams of equal amplitude at the beamsplitter (assuming an ideal beamsplitter
having 50% reflectance and 50% transmittance). The reflected and the transmitted beams
from the beamsplitter surface travel to the second and the third arms. The second arm
has a moving mirror (traveling at a constant velocity), whereas the third arm has a fixed
mirror. One of the separated beams gets reflected from the moving mirror while the other
beam gets reflected from the fixed mirror. After reflection, these light beams meet at
the beamsplitter again, where they are recombined and then split once more. The beam
traveling towards the fourth arm, perpendicular to the direction of the input beam, is
measured by the detector. The measured intensity is dependent upon the path difference
traversed by the two beams before their recombination at the beamsplitter. The difference
in the optical paths between the two split beams is created by varying the relative position
of the moving mirror to the fixed mirror. The difference in the path lengths (x) traveled by
these two light beams is called optical path difference (OPD). The OPD position is called
the zero path difference (ZPD) when both mirrors are equally apart from the beamsplitter.
Figure 2.1.: A 2D diagram showing the ray propagation in a two port Michelson interferometer.
The two beams as seen by the detector are in phase at ZPD and are said to interfere
constructively. The light from the source goes to the detector and nothing returns to the
source. If the moving mirror is displaced by λ/4, making a path difference of λ/2, where λ
is the wavelength of the source, the two beams are out of phase and interfere destructively.
The light goes back to its source and nothing reaches the detector. As the moving mirror
moves by another λ/4 the OPD becomes λ and so the two beams are in phase again and
interfere constructively leading to a constructive interference. The displacement of the
mirror creates an intensity variation on the detector. The intensity reaches its maximum
and forms constructive interference when x = nλ, with n = 0,1,2,..., and in a similar
way, the destructive interference occurs when x = (n + 12)λ. This signal recorded by a
detector as a function of the path difference gives an interferogram. The intensity of the
interferogram as a function of optical path difference x for a monochromatic source having
a wavelength λ0 (corresponding wavenumber σ0) and intensity S(σ0) is given as
I0(x) = S(σ0)[1 + cos(
2πx
λ0
)] = S(σ0)[1 + cos(2πσ0x)]. (2.1)
The right hand side contains an unmodulated term and a modulated term dependent on
the OPD. For a polychromatic source the detector views a superposition of the cosine
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S(σ)(1 + cos(2πσx))dσ. (2.2)
Subtracting the mean of the interferogram from equation 2.2, the modulated part of the
interferogram is expressed as




A complete interferogram is generated by moving the mirror along its axis. The interfer-
ogram has its maximum intensity centered at the ZPD because all wavelengths of light
constructively interfere. The OPD increases as the mirror moves away from the ZPD. Rays
at different frequencies are growing more and more out-of-phase. Some are constructively
and some are destructively interfering. This results in a rapid decay of the interferogram
intensity away from the ZPD. The signal on the right side of equation 2.3 contains all
spectral information and is the cosine Fourier transformation of the source distribution





Mathematically extending the range of the integration to ± ∞, a spectrum at negative
wavenumbers S(−σ) is also produced along with the spectrum at positive wavenumbers
S(σ). The image of the actual signal is mirrored at the corresponding negative wavenum-
bers. We have
S(−σ) = S∗(σ), (2.5)
where S∗(σ) is the complex conjugate of S(σ). Therefore the complex Fourier transforma-








I(x)e−i2πσxdx = FT−1{I(x)}. (2.7)
The Fourier transformation pair reveals the fundamental principle of an FTS, which states
that the desired spectrum is the Fourier transform of the measured interferogram. The
interferogram is a measured quantity and therefore is a real function. But if the interfer-
ogram is not perfectly symmetric, its transform S(σ) is a complex function,
S(σ) = Sr(σ) + iSi(σ) = |S(σ)|eiφ(σ). (2.8)
The complex spectrum is represented in terms of the real Sr(σ) and the imaginary Si(σ)
parts, or as the product of the amplitude spectrum |S(σ)| and the phase spectrum φ(σ).
The magnitude spectrum is represented as
|S(σ)| =
√
(Sr(σ))2 + (Si(σ))2, (2.9)










From the ideal case to measured interferogram
In reality, the measured interferogram is not continuous and does not extend to infinity.
The x in equation 2.7 is in the range [-L,L], where L is the length (one sided) of the inter-
ferogram. In addition, the measured interferogram is not continuous but rather sampled
at discrete points and digitized.
(a) (b)
Figure 2.2.: Blackbody interferogram (a) and its corresponding magnitude spectrum (b) from mea-
surement data.
A measured blackbody (BB) interferogram and its corresponding magnitude spectrum are
shown in figure 2.2(a) and figure 2.2(b), respectively. The interferogram is bounded in a
finite range and has its maximum value at the ZPD due to the constructive interference
occurring at the ZPD from all wavelengths. In real life we discretely sampled interferograms
and we may not hit the actual interferogram peak. So the sampled maximum is taken as
the best proxy of the ZPD. The spectrum is also bounded and has discrete sampling points
as well.
Discrete interferogram
Mathematically, the transformation from a continuous to a discrete interferogram is done
by multiplying the continuous interferogram with a Dirac comb sampling function having
a width of ∆x,
Idigitized(x) = I(x) · tt∆x (x), (2.11)
which contains values only at the points x = n∆x. The convolution theorem states that
the Fourier transform of a convolution is the product of the transforms of the individual
functions and vice versa.
F (σ) ·G(σ) = FT (f(x)) · FT (g(x)) = FT [f(x)⊗ g(x)] (2.12)
Using the convolution theorem, the resulting discrete spectrum is the convolution of the
desired spectral distribution and a dirac comb of width 1/∆x. The FT of a digitized
interferogram gives a continuous spectrum which repeats itself at an interval of 1/∆x.
This effect is known as aliasing. In case of aliasing effects, the final measured spectrum
is the sum of all replicas. In order to avoid distortion of the spectrum by aliasing, the
maximum frequency in the spectrum should be limited to σmax = 1/(2∆x). Hence, the
spectrum in the range of [−σmax, σmax] has no loss of information (Nyquist theorem [21]).
The maximum wavenumber σmax = 1/(2∆x) = σNyquist is called the Nyquist frequency.
Generalizing the Nyquist theorem one can say that the spectrum can be reproduced when
all signals are in the wavenumber range from (n− 1) ·σmax/2 to n ·σmax/2. The spectrum
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of the discrete interferogram is in the range [-σmax, 0] if n is an even number and [0, σmax]
if n is an odd number. Therefore, the spectrum can be reconstructed if n is known.
Finite interferogram length
The measured interferograms do not have an infinite path difference as shown in equa-
tion 2.6, but rather a finite path. The x is in the range of [-L,L] instead of [-∞,∞]. This op-






). The rectangular function has a value of unity when |x| ≤ L and is zero else-





) = 2L ·sinc(2Lσ)).
The interferogram with a finite path is represented as





In the spectral domain it corresponds to a convolution of the FT of the interferogram with
a sinc function having a width of 1/(2L)
Sfinite(x) = Sinfinite(x)⊗ 2L sinc(2Lσ). (2.14)
From equation 2.14 it can be said that a sharp spectral line (Delta line) is broadened
according to the rectangular function when passing through the interferometer. The in-
strument function1 in this case is a sinc function,
ILS(σ) = 2L sinc(2Lσ). (2.15)
The delta line having infinitesimal width becomes a line of finite width. The full width at





The interferogram with a longer path length has a smaller width of the sinc function.
Discrete spectrum
The numerical FT of the discrete sampled interferogram is calculated on discrete points,
making the spectrum discrete as well. This implies that the spectrum is multiplied with a








where 2L is the interferogram length having N consecutively sampled values with a sam-
pling interval of ∆x. Using the convolution theorem, a multiplication in the spectral
domain corresponds to a convolution in the interferogram domain. This implies that the
interferogram is repeated with a period of 2L. Aliasing effects are not seen here as the
measured interferogram is recorded in the range between [−L,L].
1The instrument function or instrument line shape (ILS) represents the shape of the spectral line resulting




The discrete Fourier transformation (DFT) refers to performing FT with a discrete number
of sample points. A DFT of a measured interferogram with N discrete points will give
a complex spectrum with N/2 points. The interferogram and the spectrum expressed in















Measured interferogram and spectrum
The measured digital interferogram can be interpreted as the multiplication of the physical
continuous interferogram with a rectangular function corresponding to the length of the
interferogram [−L,L], multiplied by a Dirac comb of width ∆x and convolved with a Dirac









⊗ tt 2L (x). (2.20)
The measured spectrum can be represented as the convolution of the theoretical spectrum
with the FT of a rectangular function, convolved with a Dirac comb of width 1/(4x) and
multiplied with a Dirac comb of width 4σ:
Smeasured(σ) =
[
S(σ)⊗ [2L · sinc(2πσL)]⊗ tt 1/(∆x) (σ)
]
· tt∆σ (σ). (2.21)
Interpolation
The spectrum being discrete is made up of a set of N points which are spaced δσ = 1/(2L)
apart. The sampling is increased by an interpolation process called zerofilling. In this
process, the number of points in the interferogram is increased by adding points with a
value of zero symmetric to the ZPD position and until the length of L′. The spacing in the
spectrum becomes δσ′ = 1/(2L′). This method allows to get the spectrum on a finer grid
and find the values for the necessary spectral point (e.g. line maximum determination).
Typically, the zerofilling is done such that the number of samples after zerofilling is 2n,
where n is the zerofilling term. This allows to perform fast Fourier transform (FFT) in
contrast to the DFT, thereby reducing the computational time significantly.
Apodization
Radiation from a monochromatic source upon passing through an interferogram with a
finite length produces spectral lines with finite width accompanied by a series of side-
lobes. These sidelobes are called ringing. The ringing comes from the sinc function (equa-
tion 2.15). If the spectral lines are sharper than the instrument function, the sidelobes of
the sinc function are visible. The sidelobes of the sinc function are sometimes disturbing.
For example, if the secondary maximum of a strong line overlay on the neighboring weak
line, the weak line is hidden under the sidelobe and is not being identified. The abrupt
discontinuity at the end of the interferogram is the major source of the ringing and there-
fore has to be removed. The interferogram is multiplied with a function that reduces the
amplitude smoothly to a small value before its end. This function is called an apodiza-
tion function. Applying the apodization function to the interferogram helps to reduce
the sidelobes but it degrades the spectral resolution and broadens the line. The sampling
points are not independent after applying apodization to the interferogram. Norton strong
apodization [22,23] function has been used to apodize interferograms in this study.
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2.3. The imaging Fourier Transform Spectrometer
The advancement of the solid-state detector technology has made the development of large
focal plane arrays (FPA) possible. Mercury cadmium telluride (HgCdTe, or MCT) is a
commonly used detector semiconductor material for infrared measurements. The MCT
detector usually has a wide spectral range and is used to detect atmospheric radiation
in the short-wave infrared, mid-wave infrared and long-wave infrared atmospheric win-
dows. It can be operated at temperatures ranging from that of liquid helium to room
temperature. The MCT has a direct energy gap, it has the ability to obtain both low and
high carrier concentrations; high mobility of electrons and low dielectric constant is pos-
sible. In addition, the extremely small change of lattice constant with composition allows
to grow high quality layers and graded gap structures [24]. As a result, the MCT can
be used for detectors operated at various modes (photodiode, photoconductor or metal-
insulator-semiconductor (MIS) detector). Large optical coefficients of the MCT enables
high quantum efficiency. The response and the sensitivity of the MCT detectors are high.
An imaging Fourier transform spectrometer uses a spectrometer in combination with an
array detector consisting of multiple photosensitive elements. As a result, an IFTS is ca-
pable of collecting high resolution spectral images. The advantage of using the FPA is that
while performing atmospheric measurements, we can see a large range of the atmosphere
at once. The elements of the array detector are usually arranged as rectangle or square
and are placed at the focal plane of the IFTS.
Figure 2.3.: A ray diagram showing projections for the on-axis and an off-axis pixel. The (h,v) and
(i,j) index represent the position of the on-axis and off-axis pixels, r is the distance
between the two pixels, α is the off-axis angle and b represents the image distance.
The interferometer slide defines the optical axis in an IFTS. Rays traveling parallel to the
optical axis are incident on the detector surface at the pixel (h,v), also called the on-axis
pixel. All other pixels receive the rays which travel at an angle (α) with respect to the
optical axis. These pixels are called off-axis pixels. Figure 2.3 shows a ray diagram for the
radiation incident on the on-axis and an off-axis pixel. The off-axis pixels have different
optical paths depending on their relative position from the on-axis pixel. The OPD for
the pixel (i,j) on the detector array is expressed as
xi,j = x0cos(αi,j), (2.22)
where
xi,j is the OPD of the pixel (i, j),
x0 is the OPD of the on-axis pixel,
αi,j is the off-axis angle of the pixel (i, j).
More effects in relation to the IFTS are discussed further in chapter 5 and chapter 6.
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A MCT detector with 256×256 pixels with a pitch of 40 µm is used in GLORIA. De-
pending on the scientific needs only a subset of the full array is used for performing the
measurements. The pixel array can be freely configured from 8×8 to 256×256 pixels. A
typical configuration of 128×128 pixels is used during laboratory measurements. The al-
loy of the detector is custom made. The spectral window starts seeing signal at 680 cm−1
(≈ 14.7 µm) and in the higher wavenumber region the signal is limited by the transmission
efficiency of the detector window (made of Germanium). The spectral range for scientific
data processing is between 780 cm−1 (≈ 12.8 µm) and 1400 cm−1 (≈ 7.1 µm). The se-
lection criterion for the spectral range is discussed in section 5.5.6 and section 5.5.7. The
detector is operated in the temperature range of 50 K to 62 K. The FPA used in GLORIA
contains two components: A detector array composed of photovoltaic (PV) diodes and a
readout integrated circuit (ROIC) which is responsible for reading the generated voltage
signal that is proportional to the collected charge from each pixel of the detector array.
The signals are then being sent out in a desired sequence to form a two-dimensional FPA
image. A block diagram of the detector electronics and the ROIC is shown in figure 5.22.
Figure 2.4.: A 2D plot showing the Haidinger fringe pattern over the FPA. The bright (green to
yellow) and the dark circles (bluish) correspond to the region with constructive and
destructive interference.
A monochromatic source filling the full field of view of an IFTS instrument when imaged
on the FPA produces fringes of equal inclination known as Haidinger fringes. Figure 2.4
shows a Haidinger fringe pattern over an 128×128 detector array. These fringes are made
of alternate dark (low intensity - blue) and bright rings (high intensity - green) formed by
constructive and destructive interference of two beams coming from the two arms of the
interferometer. An imaging detector gives the opportunity to record an extended picture,
whereas a single detector could only detect the central spot.
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GLORIA is an IFTS operating in the mid infrared spectral region. The instrument (shown
in figure 3.2) is designed to operate in outer compartments on airborne platforms (see
figures 3.3 and 3.13) and is exposed to ambient pressure and temperature. The instrument
has been designed to operate in a broad temperature range. It consists of an actively cooled
spectrometer, two blackbodies used as calibration sources and a three-axis mechanical
gimballed frame unit. The gimballed frame unit, the power supply unit and the blackbodies
are mounted on a frame (base plate) which is fixed to the aircraft. The three-axis movement
with the help of an inertial navigation system provides the pointing and stabilization of
the line-of-sight. The spectrometer unit consists of a Michelson interferometer, a cooling
system, an infrared detector system with an integrated Stirling cooler and a focusing lens
system.
Figure 3.1.: Block diagram showing some of the target sources and different components of GLO-
RIA which are in the path of the IR and the reference laser signal.
A schematic representation of some of the radiation sources and different components
of GLORIA in the path of the IR and the reference laser signal is shown in figure 3.1.
The radiation sources are the atmosphere, the ”deep space” and the blackbodies. The
IR radiation enters the spectrometer through the entrance window, passes through the
interferometer, the focusing optics and is recorded by the FPA. A reference laser signal is
introduced in the interferometer to give information about the position and the velocity
of the interferometer drive (slide). The electronic and acquisition unit is responsible for
the acquisition of the IR and the reference laser signal. The signals are being recorded in
the instrument control unit which is also responsible for controlling the instrument and
performing measurements in different modes. In this chapter, a brief description of the
components of GLORIA along with its measurement modes and carriers are discussed.
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Figure 3.2.: Bottom view of the GLORIA instrument (source: Herbert Schneider, FZJ).
The bottom view of the GLORIA instrument with the spectrometer looking in the direction
of the nadir is shown in figure 3.2.
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Figure 3.3.: A CAD drawing illustrating the GLORIA instrument. The dimensions of the GLORIA
instrument are 1620×950×680 mm3 (l×b×h). (source: ZEA-1, FZJ and Christian
Sartorius, KIT).
A CAD drawing of the GLORIA instrument is shown in figure 3.3. The drawing shows the
side view of the instrument, where it is in the limb viewing geometry. A protection cover
is mounted around the main frame with an opening for the incoming radiation (yellow
bundle) falling on the entrance window of the GLORIA spectrometer.
3.1. Interferometer unit
The heart of the GLORIA instrument is a classical Michelson interferometer. The interfer-
ometer is a single linear slide design with hollow cube corners. It has a maximum optical
path difference (MOPD) of ± 8 cm. Figure 3.4 shows the radiation path with different
optical components in the GLORIA interferometer. Point O on the beamsplitter refers to
the point where the interference occurs for the central beam. A and B represent the points
at the apex of the cube corners where the central beam is reflected. The path difference x
is created by the difference of the optical paths in the two arms of the interferometer. The
reference laser unit which is also a part of the interferometer is discussed in section 3.5.
The interferometer is cooled in order to reduce its self emission with the operating temper-
ature range between -60  and -45 . All used optics and mechanics have been designed
to work at this temperature range. The components present in the interferometer are
shown in a CAD drawing (figure 3.5). Some of the components are discussed in detail in
later sections.
3.2. Spectrometer unit
The interferometer, the cooling system and the media feedthrough module are placed inside
an insulation box. The electrical connection for the components inside the interferometer
passes through the media feedthrough module. A cooling reservoir with a volume of about
two liters is attached to the base of the interferometer. In order to reduce the heat entering
from outside, the above mentioned components are covered with highly efficient Va-Q-Vip
vacuum-insulation panels which are in turn encased within an aluminium housing. The
housing is open for the entrance window and at the detector side. The lower part of
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Figure 3.4.: A 2D diagram showing the ray propagation through the different optical components
in GLORIA.
Figure 3.5.: Inside view of the spectrometer showing different components of the GLORIA inter-
ferometer. (source: Christian Sartorius, KIT)
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the housing consists of the elevation plate on which the interferometer is mounted. The
elevation plate is connected to the gimballed frame. For the other side of the housing thin
walled aluminium plates are used which mechanically protect the insulation panel from
damage and hold several electronic units. The detector side of the housing has a plate on
which the infrared objective (IRO), the detector and the compressor have been fixed. All
these units together form the spectrometer unit.
Figure 3.6.: Front view of the spectrometer showing different components. The dimensions of the
spectrometer are 670×460×430 mm3 (l×b×h) (source: Christian Sartorius, KIT).
The inside and the front view of the spectrometer are shown in figures 3.5 and 3.6, respec-
tively. Different electronic modules are fixed to the body of the spectrometer. A camera
measuring in the visible wavelength range is fixed outside the spectrometer to the right of
the entrance window. It has a wider field-of-view (FOV) as compared to the IR detector
and is used to record pictures or videos of the same scene and its surrounding as recorded
by the IR detector. This gives an additional information of the presence of clouds and
their surroundings. Moreover, it gives a reference system for checking the pointing stabi-
lization. The spectrometer is actively cooled with a coolant. For laboratory operations,
the instrument is cooled by flushing liquid nitrogen (lN2) through the cooler. For flight
operations, the cooling reservoir is filled with dry ice (CO2 snow) produced from CO2
gas. The total amount of dry ice produced inside the reservoir is about 1.7 kg. At the
beginning of the cooling phase with dry ice, the temperature inside the spectrometer can
reach as low as -78 . It then starts to get warmer as the dry ice starts to sublimate.
The instrument is kept cooled for up to about 24 hours. The optical components are
cooled by conduction from the refrigerant reservoir placed below the interferometer unit.
The interferometer is flushed on-ground with gaseous nitrogen when it is not cooled. Two
hydro traps are mounted outside the spectrometer on the bottom of the electronics under
the cooling system. The traps are filled with molecular sieves which helps in the process
of adsorbing water vapor. The dust from the molecular sieve is prevented from entering
the interferometer using a dust filter.
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3.3. Instrument optics
The orientation of the optical components in the interferometer is shown in figure 3.4.
The optical components are made of special materials suitable for the infrared spectral
region and are capable of operating at cryogenic temperatures going down to -65 .
The transmissive optical components have wedged surfaces to avoid parallel reflections of
light. Some components have the possibility to be heated when necessary in order to avoid
damages of the components by avoiding water deposition during instrument warming after
cold operating conditions.
The entrance window is made up of two layers of Germanium (Ge). The beamsplitter unit
consists of a beamsplitter and a compensator plate. The compensator plate compensates
the wavelength dependent dispersion effect of the radiation passing through the beam-
splitter substrate. Both plates are made of Potassium Chloride (KCl). The beamsplitter
plate has a coating for the IR region and two circular spots with a coating optimized for
passing the visible reference laser beam. The hollow cube corner or retro-reflector is an
assembly of three reflecting surfaces mutually connected at an angle of 90°. They are made
of glass ceramic (Zerodur) and are coated with gold. The reflected beam from the ideal
cube corner surface is parallel to the incident beam making it insensitive to tilt. Lateral
movement of the cube corners and vibration on them produces shear. An analysis of the
shear during measurements and appropriate correction procedure is shown in section 6.9).
The infrared objective (IRO) is a lens system consisting of two lenses. The focal length of
the IRO is 71.0 mm at +23  under 1030 mbar pressure and 72.260 mm at -63  at 1 mbar
pressure [25]. Both lenses are aspherical, the smaller and the bigger lens (figure A.1) are
made of Zinc Selenide (ZnSe) and Germanium (Ge), respectively. The lenses have an anti-
reflective (AR) coating to reduce reflection. The IRO is placed inside a mechanical holder
to have the possibility to be adjusted to the focal position corresponding to the instrument
operating temperature. The total adjustable length is 4 mm with a stepping of 148 counts
per mm. In addition to these components, there are some other optical components built
in the reference laser unit which are specifically used in its path. These components are
discussed in section 3.5.
3.4. Detector unit
A second generation AIM’s optical photovoltaic Mercury-Cadmium-Telluride (HgCdTe,
MCT) detector is used for GLORIA. The detector is measuring in the long-wavelength
infrared (LWIR) spectral range [26]. The HgCdTe detector material is made of an alloy
composed of a wide energy-gap semiconductor CdTe and a semimetallic compound HgTe.
HgTe is considered as a semiconductor with a negative energy gap. The energy gap of the
alloy can be controlled by controlling the relative proportions of HgTe and CdTe. The
variable band gap Hg1−xCdxTe (HgCdTe) alloy can be tuned with respect to the mole
fraction ratio (x) of Cd to Hg. The possibility of tuning the alloy provides an unprecedented
degree of freedom in the selection of the detector’s spectral window. This has made
Hg1−xCdxTe the important material for the detector application in the IR spectral range
[27].
The HgCdTe detectors used for GLORIA have been developed on the standard n-on-p
technology based on MCT grown by liquid-phase epitaxy (LPE) and involving vacancy
doping [28]. The n-type region, where easily excited electrons are desired, is added with
a donor type of impurity (such as baron) and the other region of the material is added
with an acceptor type of impurity (such as copper) and is called the p-type region. The
boundary between the two regions is called the depletion region. When a p-n junction is
formed some free electrons in the n-type region are attracted to the p-type region and the
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Figure 3.7.: Energy band diagram of a p-n junction [27].
holes drift to the n-type region. The n-type region is left with a net positive charge and the
p-type region is left with a net negative charge. Therefore a potential is being developed.
Figure 3.7 shows the energy band diagram of a p-n junction. The Fermi levels1 of each
material are aligned to the same energy (Ef) when the steady state has been established.
If a photon which has sufficient energy is absorbed in or near the depletion region, the
electron will gain sufficient energy and will move to the conduction band. The electron
will be attracted towards the n-type region, leaving behind a hole that moves towards the
p-type region. As a result, the electrodes attached to the detector will see a current flow or
voltage difference due to the separation of the electron-hole pair. The number of electrons
produced is measured with an appropriate interface or circuitry. The radiation intensity
falling on the detector surface can therefore be quantified. The absorption of the radiation
is due to the bulk material (HgCdTe) and not the impurities, so the PV detector is still
considered as intrinsic2.
The detector is offered as Integrated Detector Cooler Assemblies (IDCAs) which comprises
of a large focal plane array, dewar, cooler and front-end electronics (FEE) with 14 bit
analog-to-digital-converters (ADCs). The Stirling cooler helps cooling down the detector
to a temperature range of 62 K to 50 K. Some of the detector parameters provided by the
manufacturer (AIM) are given in table 3.1.
Table 3.1.: AIM detector parameter specifications.
Parameter value
Detector array and full frame readout-
frequency
256×256 pixels with 884 Hz
Used detector array and readout-
frequency
128×128 pixels with 2665 Hz,
64×128 pixels with 4940 Hz,
48×128 pixels with 6281 Hz
Pitch 40 µm
Sensitive area of a pixel 36 µm x 36 µm
Detector operating temperature 62 K - 50 K
Detector window Germanium with AR coating, window has
a minimum wedging of 10 arcmin
Detector mass including cooler 4 kg (approx.)
1The Fermi level is an energy level where the probability of finding a filled energy state is 50 %. An equal
number of filled and vacant levels are both above and below the Fermi level.
2Intrinsic semiconductors are those for which the Fermi level is in the center of the forbidden energy gap.
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The detector array configuration with 128×128 pixels with an interferometer slide velocity
of about 0.666 cm/sec has been used for the laboratory characterization. During the
first flight of GLORIA it was decided to fly with a configuration of 64×128 pixels giving
us the opportunity to increase the velocity of the interferometer slide to about 1 cm/sec.
Thereby, the relationship between velocity and vibrationally induced velocity errors can be
increased. But due to unexpectedly high vibrations encountered on the first flight with the
M-55 Geophysica (see section 3.10) aircraft, the interferometer drive velocity was further
increased to about 1.28 cm/sec with a detector array configuration of 48×128 pixels for
the later flights.
A block diagram of the detector electronics is shown in figure 5.22. The detector array is
attached to a readout integrated circuit (ROIC). The ROIC has two capacitors for each
detector pixel. The detector is operating in stare while scan mode (SWS). One of the
capacitors of the ROIC integrates the signal charge, while the other capacitor is used as
an in-pixel sampling capacitor. The pixel sampling is controlled by a clock, such that the
integration period is identical for all pixels in the array. The readout rate (also called
frame rate) of the signal is determined by the pixel array selected for the measurement.
The data generated by the detector operating at 2665 Hz, with 128×128 detector pixels
is about 170 Mbits/sec. The data acquisition system has to be capable of recording data
at this rate. The eight ADCs (10 MHz, 14 bit) read the detector data from eight pixels in
the vertical direction. The sampling of the data is performed on an equidistant temporal
grid. The digital data is time stamped and transferred to the storage computer (the so
called CHEFFE) by a fast serial link data cable.
3.5. Reference laser system
A temperature stabilized single mode diode is used as a reference laser source in GLORIA.
Two gratings (double volume holographic grating (VHG) [29]) stabilize the diode at about
647.5 nm and 656.8 nm and the operating temperatures corresponding to these wavenum-
bers are about -40  and +20 , respectively. The grating stabilizes the laser diode’s drift
to approximately 1/20th of the standard drift, e.g. 0.03 nm/K [30] for a span of 0.5 nm or
10 . The temperature of the laser diode is controlled with a Peltier element. This allows
to both cool and heat the laser diode such as to stabilize it at a given temperature.
Figure 3.8.: Reference laser diode setup for the GLORIA interferometer.
The setup of the reference laser system used in GLORIA is shown in figure 3.8. The optical
components in the path of the laser beam are the optical isolator, beamsplitter unit, cube
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corners, a quarter wave plate and a Glan prism. A linearly polarized laser beam is used
as the input source. An optical isolator3 is placed in front of the laser diode to reduce
back reflections, thus preventing damage of the laser source, amplitude modulation, mode
hops, frequency shifts and spikes in the laser signal. The beam undergoes a phase shift of
90° by passing through a quarter wave plate placed in one arm of the interferometer and
is circularly polarized. The output beam after superposition of the beams from the two
interferometer arms is separated by the Glan prism into the two polarization components
of the circularly polarized light, which are then measured by two photo diode detectors.
This signal is referred to as length measuring interferometer (LMI) signal. The rising
zero crossings of the laser signal are time-stamped, this gives the information about the
velocity and the direction of the drive. The motion control of the drive is accomplished
by the encoder on the spindle motor. The space-time relation of the interferometer drive
measured by the LMI signal is used to resample the IR data on a space equidistant grid
(see chapter 4.2).
3.6. Radiometric calibration unit
Two almost identical large area cavity blackbodies and ”deep space” measurements per-
formed by looking at +10° elevation angle are used in GLORIA as calibration sources.
The deep space measurements have little contributions from atmospheric measurements
present only in some spectral windows, the radiation in the other spectral range can be
considered as a radiation of zero intensity. The blackbodies are independently temperature
controlled using Peltier elements. For radiometric calibration during flight, one blackbody
shall be temperature stabilized at 30 K above ambient temperature (hot-BB) and one at
least 10 K below ambient temperature (cold-BB).
(a) (b)
Figure 3.9.: (a): Optical surface of GLORIA blackbody showing pyramids. (b): 3D model of the
GLORIA blackbody (source: Friedhelm Olschewski, Bergische Universität Wuppertal).
The blackbodies have an optical surface of 126 mm×126 mm. The optical surface con-
sists of a pyramid array with 49 peaks (figure 3.9(a)). The pyramids have a steep angle
(83  to 79 ). They are coated with black paint NEXTEL velvet coating 811-21. The
3An optical isolator is a passive magneto-optic device that allows light to travel in one direction.
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emissivity of the paint is measured to be greater than 0.967 in the spectral range between
5 µm and 12 µm [31]. This structure of the blackbody gives a calculated emissivity of
0.9996 [32]. Platinum resistance thermometers (PRTs) are used for temperature measure-
ments performed at selected pyramids. A 3D model of the blackbody design is shown in
figure 3.9(b). The front part of the housing is used as a stray light baffle. This is tem-
perature controlled and is operated at a slightly lower temperature to operate as a water
vapor trap thus preventing water vapor condensation on the optical surface.
3.7. Electronic unit
The electronic system in GLORIA is based on a modular structure. Figure 3.10 shows the
block diagram of the electronic units. The colors are referring to the electronic components
in the different gimbal levels of GLORIA. The main power (laboratory or aircraft power)
enters GLORIA at the ground plate electronics and is further distributed to different power
units for driving the motors, the control units and the data recording systems.
Figure 3.10.: Block diagram for the electronic unit in GLORIA (source: Tom Neubert, FZJ).
IDAC and CHEFFE
IDAC is the interferometer electronics and data acquisition system. It makes the interface
to the interferometer and the infrared detector. It controls the interferometer drive, the
reference laser system and the detector FEE (figure 3.11). It provides the time stamps on
the IR and the reference laser data which is used for the resampling process. It controls the
stepper drive to adjust the IRO to the focal position for variable interferometer operating
temperatures (range from -70  to +30 ). CHEFFE controls the instrument operation
and is used as a data storage system (figure 3.11). The transfer of data to CHEFFE
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is done via fiber optics using a Camera Link interface. A remote control unit with an
embedded processor (Embedded Linux) is used for a standardized GBit Ethernet interface
to receive telecommands and to transfer data (e.g., housekeeping, service updates). More
information on IDAC and CHEFFE and the data recording system of GLORIA can be
found in a dedicated paper [33].
Figure 3.11.: Architecture of read-out electronic system for GLORIA (source: Tom Neubert, FZJ).
3.8. Pointing unit
The GLORIA spectrometer is mounted inside a gimballed frame which ensures agility to
rotate the instrument in three axes (elevation, azimuth and image rotation). The gimballed
frame along with the iMAR inertial measurement and control unit (iIMCU) [34] forms the
pointing unit. The purpose of the pointing unit is to adjust and stabilize the pointing to
the desired target direction and to determine the attitude and position of the instrument.
It allows to stabilize the scene on the focal plane array by compensating the aircraft’s
roll, pitch and yaw changes as well as other (forward, up and down) movements of the
aircraft during the measurement. The pointing is achieved in a feedback control loop with
a stabilization control unit (SCU) using the information from the inertial measurement
unit (IMU), global positioning system (GPS), micro-electro-mechanical system (MEMS)
and encoders. The maximum angle of rotation in the elevation, the azimuth and the image
rotation are 115°, 150°and 25°, respectively.
3.9. GLORIA measurement modes
The main scientific focus of GLORIA is on the dynamics and chemistry of the UTLS
region. It is designed to be operated in two measurement modes. The dynamics mode
(DM) measurements are realized with a high spatial resolution but with a low spectral
resolution. The measurements in this mode are done by scanning the atmosphere at dif-
ferent azimuth viewing angles in the limb ranging from 45° to 128°. Atmospheric dynamic
processes such as tropospheric intrusions and gravity waves can be studied using these
measurements. In addition, 3D tomographic retrievals can be done with the data. The
chemistry mode (CM) measurements are realized with a high spectral resolution but with
a lower horizontal resolution. The measurements are done looking at a given azimuth
angle (typically 80° to 90°) in the limb viewing geometry. In this mode, the main focus is
set on understanding the chemical compositions and the reactions happening in different
layers of the atmosphere. The instrument can also look in the nadir direction, the mea-
surement is performed by looking at one ground scene while recording one interferogram.
These measurements potentially give information on biomass burning, pollution, methane
sources and sinks. Table 3.2 gives typical settings and requirements for the dynamics and
chemistry mode of operation for GLORIA for an observer at 15 km.
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Table 3.2.: Typical setting for the GLORIA measurement parameter for an observer at 15 km.
Requirements Dynamics mode Chemistry mode
Geometric
Lower limit of the FOV ∼ 4 km = -3.27◦ = -57.1 mrad
Upper limit of the FOV +0.8◦ = 14 mrad
Vertical coverage 4.07◦ = 71 mrad
Vertical sampling 140 m @ 10 km = 2’
Horizontal coverage (one image) ∼ 6.72 km @ 10 km = 1.5◦ = 26 mrad
Viewing angle to flight direction 45°to 128◦ in 4◦ steps 85◦ (fixed)
Spectrometric
Spectral sampling 0.625 cm−1 0.0625 cm−1
MOPD 0.8 cm 8 cm
Spectral coverage 780 - 1400 cm−1 780 - 1400 cm−1
Integration time (one IFTS scan) 1.25 s 12.5 s
Figure 3.12.: A schematic illustration of the measurement geometry of GLORIA and other FTS
instruments. On the picture of the evening sky it is shown how sharp edges of thin
clouds can be sampled with GLORIA.
A schematic illustration of the sampling geometry of GLORIA and other FTS instruments
is shown in figure 3.12. The field-of-view (FOV) for GLORIA is freely configurable from
8×8 up to 128×128 pixels. Typically 48 (horizontal) × 128 (vertical) pixels correspond-
ing to 1.5◦ × 4◦ FOV are used. A single pixel has a FOV of approximately 0.56 mrad ×
0.56 mrad. GLORIA can resolve fine structures (e.g., thin cirrus clouds) in the atmosphere.
In addition, it has an extended view of the atmosphere per measurement and is able to
identify the cloud distribution. The red circles show the pixel size of the limb-sounding
MIPAS STR (Michelson Interferometer for Passive Atmospheric Sounding STRatospheric
aircraft) [11, 35] at different tangent altitudes. The red box shows the FOV of the mea-
surement made by MIPAS ENVISAT (Michelson Interferometer for Passive Atmospheric
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Sounding Environmental Satellite) [10]. These instruments have a large FOV as compared
to GLORIA, thereby the fine structures cannot to be resolved.
3.10. Instrument operation platforms
GLORIA can be operated from various high altitude research aircrafts. The total weight
of the instrument is approximately 265 kg. Up to now GLORIA has flown on two air-
borne platforms during two scientific campaigns (ESSenCe [36], TACTS/ESMVal [37,38])
and one certification campaign. The maiden flight was done with the Myasishchev M-55
Geophysica on December 11, 2011. The instrument had been mounted in the nose bay of
the aircraft. M-55 Geophysica is a Russian high altitude research aircraft operated by the
Myasishchev Design Bureau (MDB). It is capable to carry payloads of up to 2000 kg and
can perform flights at altitudes up to 21 km. The cruising ground speed is about 750 km/h.
The aircraft flight endurance at a cruising altitude of 17 km is 5 hours 15 minutes and
at the altitude 19.7 km it is 4 hours 40 minutes [39]. In 2012 (April and July - August)
GLORIA was flown with the new German research aircraft HALO. The aircraft is based
on a production G550 business jet from the Gulfstream Aerospace Cooperation and is ca-
pable to carry a payload of 3 tons. It has a ceiling altitude of more than 15 km. Its range
can be above 10000 km or more than 10 flight hours for transcontinental experiments as
well as long duration measurements [40]. GLORIA is mounted in a dedicated belly bay
on HALO (figure 3.13).
GLORIA can be operated autonomously on the aircraft. A satellite link (Iridium) to a
supervising ground station has been implemented for down link of housekeeping data and
uplink of telecommands such as to react to unforeseen problems and adapting the mea-
surement plan. Alternatively, an instrument operator onboard (only possible in HALO)
can take care of the instrument operations.
Figure 3.13.: HALO research aircraft with GLORIA in the belly pod. GLORIA is measuring in
the limb mode looking to the right side of the flight direction.
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4. Data recording and processing
This chapter begins with a discussion on the process of recording various data from GLO-
RIA. This comprises of recording the infrared signal and the reference laser signal. A
number of other housekeeping data, like temperature, pressure, vibration, etc., coming
from various onboard sensors is also simultaneously recorded for subsequent calibration
processes. After the data is recorded, it needs to be processed to produce spectrally and
radiometrically calibrated spectra. Additionally this involves running various checks on
the data. The data processing is done in two levels, which are,
 Level0 data processing - in this processing step the measured interferogram, sampled
on a time-equidistant grid, is resampled onto a space-equidistant grid. In addition
to the resampling process, a nonlinearity (NL) correction (see section 5.2), a fringe
count error (FCE) correction (see section 4.2) and a spectral calibration (see section
6.1) is done.
 Level1 data processing - in this processing step, a Fourier transform of the resampled
interferogram is performed to get the spectrum. A complex radiometric calibration
using the blackbody and the deep space measurements is performed. The radiometric
calibration is done using a two-point calibration approach (section 4.3).
4.1. Data recording process
The infrared signal (interferograms corresponding to each pixel) and the reference laser
signal (LMI signal) are saved in two separate binary files defined as cub and lxa files,
respectively. The files are marked with an unique time stamp corresponding to the start
time of each interferometer scan. The cub file contains a three dimensional information
of data, the two dimensions correspond to the pixels of the detector surface (horizontal
and vertical) and the third dimension is the interferogram signal corresponding to the
acquisition time. The 2D data is called a frame which contains the measured intensity of
the interferogram for each pixel at a given time. The frames in a cub file are recorded
on an equidistant time sampling grid. The lxa file contains the times of the rising zero
crossings of the interferogram of the reference laser diode signal and information about the
direction of the slide movement. The cub file together with the corresponding lxa file serve
as the input for level0 processing. The housekeeping data starting from the power-up of
GLORIA until the power-down is saved in a binary file called flight dat.
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4.2. Level0 data processing
The main tasks in level0 processing are explained in this section. It comprises of interfer-
ogram resampling, checking for erroneous files, nonlinearity correction, determination of
the fringe count error and spectral calibration. In addition, the level0 processing also does
a data quality check of the measured signal (both cub and lxa files).
The level0 code has two versions. One version is an IDL prototype, which is slow but
powerful, it does all the needed processing steps mentioned above. The other version
is an operational code based on C programming language, which is fast and slim. The
operational code is limited in its functionalities. Some additional lookup tables are needed
for performing the fast processing. These parameter files have to be generated in advance
using the IDL code by processing one pixel for each cub file. The single pixel chosen for
this step is close to the optical axis, such that the off-axis effects can be neglected.
Interferogram resampling
The measured interferograms are resampled on a space-equidistant grid. This allows to
calculate the spectrum on a wavenumber scale. The velocity variation of the slide is taken
care of and the time delay between the infrared signal and the reference laser signal is
adjusted upon performing interferogram resampling following Brault’s [41] approach.
The measured interferogram gives the time-intensity relation. The space-time relation is
extracted from the reference laser signal. The interpolation of the measured interferograms
on a space-equidistant grid is done by a resampling process which comprises of the following
steps. An equidistant space grid independent of the reference laser wavelength is defined
and the corresponding points in time are determined by a linear interpolation of the laser
signal. The measured interferogram is then interpolated to this grid by a convolution pro-
cess. The convolution kernel consists of values corresponding to an apodized sinc function.
The convolution is performed by convolving the interferogram with the convolution kernel
centered at the interpolation points. A study of the interferogram resampling for GLORIA
and its effects has been presented by Kleinert [42]. The resampled interferograms of a cub
file are saved in a binary form with a file extension as bif (Brault-resampled interferogram)
file.
Checking for erroneous files
The time stamps of the frames of the raw interferograms are checked for proper gridding.
A cub file with equidistant time stamps implies no frame loss. The lxa file is checked for
erroneous zero crossings. They are detected through spikes in the velocity signal. Level0
processing is performed to a cub file, only if it has no frame loss and the corresponding
lxa file has no spikes.
Nonlinearity correction
The infrared signal measured by the detector is nonlinear. A nonlinearity correction has
to be applied to the infrared data to map the values onto a linear scale. The nonlinearity
determination and correction procedure applied to GLORIA data is discussed in chapter
5.2.
Determination of fringe count error
A two point calibration approach following the Revercomb method [43] is used for a radio-
metric calibration of the GLORIA data. The main criterion of this calibration method is
that the scene and the calibration spectra must have the same phase. If the ZPD changes
then the phase of the interferograms will change accordingly. The interferogram maximum
is determined during level0 processing, it is taken as proxy for the ZPD. Ideally the ZPD
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position of a given pixel for all cub files should be at the same value. If the electronics
makes an error in counting the number of rising laser zero crossings or fringes, the ZPD
position will vary from measurement to measurement in which case a FCE correction is
necessary.
Figure 4.1.: Interferogram maximum plotted for an on-axis pixel of several cub files from laboratory
measurements. The dotted lines are drawn with a separation of one laser wavelength.
The plot shows the FCE accounted during the measurement.
A plot of the maximum position of the interferogram (black points) corresponding to an
on-axis pixel from a set of cub files measured in the laboratory is shown in figure 4.1.
The dotted lines on the plot are separated by one laser wavelength. The plot shows that
the interferogram maximum positions do not lie on the same value but are separated by a
distance which is a multiple of the reference laser wavelength. The FCE has to be corrected
prior to performing radiometric calibration. The fringe count error is compensated during
the level0 processing by shifting the abscissa in the interferogram domain. The correction
is done for all cub files with fringe count errors considering the position for one cub file as
reference.
Spectral calibration
Spectral calibration is the process of the application of an appropriate scaling factor to the
abscissa of each pixel to correct for the off-axis effect of the detector pixels and for an ap-
propriate reference laser wavelength. A detailed description about the spectral calibration
method used is discussed in chapter 6.1. The determination of the spectral calibration
parameters can be performed with any chemistry mode measurements. The spectral cali-
bration has to be applied to each measured cub file.
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4.3. Level1 data processing
The level1 data processing deals with the generation of radiometrically calibrated spectra
from the space-equidistant, spectrally calibrated, nonlinearity corrected and FCE corrected
interferograms. The processing is done with OLAF (Optimierte Level1 Auswertung für
Fernerkundung) [44]. The OLAF code is based on IDL.
Performing Fourier transformation
The output file (bif file) of the level0 process contains resampled interferograms for all
pixels. The resampled interferograms of the individual pixels are Fourier transformed to
get the corresponding uncalibrated spectra. The real and imaginary part of the spectra
are saved in binary files with extensions as spr and spi, respectively.
Performing radiometric calibration
The measured spectrum is calibrated by multiplying it with the gain factor and subtracting
the offset term. The calibrated atmospheric spectrum is calculated as
Aa = Sa.
Lh − Lc













A is the calibrated spectrum in radiance units,
S is the measured spectrum in arbitrary units,
L is the Planck function of the calibration source,
a : atmospheric, h : hot calibration source, c : cold calibration source.
In the equation 4.1, Sa, Sh and Sc are complex spectra, therefore Aa is also a complex
spectrum.
The spectrum of the reference calibration sources (e.g., deep space and blackbody) mea-
surements are calculated by performing the Fourier transform of the corresponding interfer-
ograms. The gain and the offset can be calculated using the spectra from the calibration
sources. No explicit phase correction is done to the data, but it is corrected implicitly
during a complex calibration using the Revercomb method [43]. The calibration can be
performed using spectra from two blackbodies or a combination of a deep space and a
blackbody. The radiometric calibration of the ESSenCe campaign data are performed us-
ing the measurements of the two blackbodies. The radiometric calibration of the TACTS
data are performed using the measurements of a blackbody and the deep space, due to the
reason that the second blackbody had EMC problems.
The real and the imaginary part of the complex calibrated spectra for all pixels are saved as
binary files with the extensions as scr and sci, respectively. Ideally the scr file contains the
measured signal (typically atmosphere) and the sci file only the noise. Figure 4.2 shows an
exemplary measurement spectrum from scr and sci files extracted for a single pixel. The
top plot shows the spectrum of the source signal containing atmospheric lines. The bottom
plot shows a spectrum containing noise and small unknown low-resolution contribution
which is left after the radiometric calibration. The imaginary part (sci) of the spectrum is
used as an information source for the noise level, phase errors and processing errors. The
noise equivalent spectral radiance (NESR) is calculated from the imaginary part of the
calibrated spectrum for every pixel using several measurements (section 5.5.7). Since the
slow varying slope in the imaginary part of the spectrum is present in all measurements,
it does not influence the NESR calculation.
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Figure 4.2.: The real and the imaginary part of the radiometrically calibrated atmospheric spectrum
for a single pixel for one cub file. The ordinate is in nW/(cm2 sr cm−1) or SRU (spectral
radiance units).
The spectrally and radiometrically calibrated atmospheric measurements are used for the
retrieval of the temperature and trace gas distribution of the target atmospheric scene.




This chapter begins with a description of the characterization process of the radiometric
properties of the detectors used in GLORIA. The responsivity and sensitivity of the detec-
tor are determined at first. With reference to these properties, the operating parameters
of the detectors are optimized. This process and the results are discussed thereafter. A
comparison of the different detectors used in GLORIA is presented subsequently. In the
section following this, the nonlinearity effect of the detector system is quantified. A cor-
rection method for the nonlinearity is presented along with a discussion on the results of
its application. The noise sources in the instruments are discussed next and a theoreti-
cal model is presented. This provides an estimation of the theoretical values of the noise
equivalent spectral radiance (NESR). The spectral dependency of the detector parameters
like response and quantum efficiency are discussed after this. In the next section, the
instrument parameters like instrument response, transmission, modulation and NESR are
calculated from the laboratory and in-flight data. The NESR value from the measurement
is compared to the theoretically expected value. The imaging quality of the system is
determined and discussed next. The chapter concludes with a discussion on the optical
properties of the system.
5.1. Detector characterization
Three second generation 2D infrared MCT detectors (II/1, II/1a and II/2) were supplied
by AIM. The detectors were characterized and compared. Table 5.1 gives some detector
parameters which are relevant for the detector characterization.
Measurement setup
Dedicated laboratory measurements with the detector looking directly into a blackbody
were performed in order to characterize the detector. The measurement setup used is
shown in figure 5.1. The detector was mounted on top of a blackbody cooled with a
silicone oil bath cooler. This setup has the advantage that the radiation coming from the
blackbody is directly received by the detector without any optical component (except the
detector window) present in its path. The detector is cooled to cryogenic temperatures
with the help of a Stirling cooler.
DC measurements were performed at cold and hot blackbody temperatures of approxi-
mately 220 K and 262 K. The values selected correspond to the upper boundary of source
temperatures seen by GLORIA in the atmosphere and the lower limit of the measure-
ment setup, respectively. The detector temperature and bias voltage were set to 55 K and
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Table 5.1.: Parameters relevant for the determination of the radiometric properties of the detector.
Parameter Value
Single pixel area 40×40 µm2
Effective area (Apix) of a single pixel (d
2) 36×36 µm2 (estimated)
Solid angle of one pixel (Ωpix) 0.1876 sr
Specific detector element capacity (Cs) 2.3×10−15 F µm−2
Detector zero bias resistance-area product (ROA) 800 ohm cm2
Detector zero bias resistance (rdet) ROA/d
2 = 6.17×107 ohm
Detector full well capacity (Qfw) 2.326×107 e− (estimated)
Detector lower cutoff wavenumber (σ1) 780 cm
−1
Detector upper cutoff wavenumber (σ2) 1400 cm
−1
Figure 5.1.: Experimental setup used for the direct blackbody measurements with the detector.
1.32 V, respectively. A detector pixel area of 256×256 pixels with an integration time of
17.1 µs has been used. In order to improve the signal-to-noise ratio, the measurement was
averaged over 1000 frames.
5.1.1. Noise
The standard deviation of the DC values for a given pixel of a measurement gives a
measure of the noise in the interferogram domain. The noise (ν) for a given pixel from the






(xi − x)2 (5.1)
where xi represents the individual signal value for the i
th frame, where i is ranging from 1
to N and x is the mean of xi.
The noise of each pixel is determined by calculating the standard deviation of 1000 frames
of the corresponding pixel in a cub file. Figure 5.2(a) and figure 5.2(b) show a 2D noise




Figure 5.2.: Noise plot for the cold blackbody measured with 256×256 detector array. (a) 2D noise
plot for detector II/1. (b) Histogram plot showing the corresponding noise distribution.
measurements performed with the blackbody at approximately 220 K. The median of the
noise values is 1.996 lsb. The noise distribution over the detector shows horizontal stripes
extending over the full line and vertical stripe patterns of eight pixels occurring only at
certain positions. The data recording electronics consist of eight ADCs which are running
in parallel and record the data in the vertical direction of the detector array. Each ADC
has its own linear stage of operational amplifiers with individual offset voltages. The noise
properties of these ADCs are also different. It is the noise of these eight ADCs which is
seen as the horizontal stripes over the detector array. The plot shows that the first ADC
has a higher noise value as compared to the rest. The vertical stripes occur in blocks of
eight pixels and at a frequency of 22×8 pixels. The data is sampled at 10 MHz. So the
frequency of the occurrence of the vertical stripes is 454.5 KHz. The detector front-end-
electronics has a DC/DC converter which has a switching frequency between 400 KHz and
500 KHz. The frequency is dependent on the signal load on the detector. Laboratory
measurements give a switching frequency of 450 KHz for the DC/DC converter [45]. The
operational amplifiers have a high input impedance (about 3 KΩ) and act as an antenna.
These amplifiers are disturbed at this frequency. So the signal recorded by the eight ADCs
at the same time are affected at the switching frequency.
5.1.2. Detector response
The detector response is a measure of how sensitive the detector reacts to the incoming
signal. A higher response implies a better detector performance. It is a spectrally depen-
dent function, with units of W−1cm. The spectral dependence of the detector response is
addressed in section 5.5.4. The integral of the response over the spectral range has the
units of W−1. Thus, the detector response allows deduction of the incident radiant power
on the detector from the measured signal.




τEW (σ)RD(σ)L(σ, T )dσ (5.2)
where
σmin and σmax are the lower (780 cm
−1) and upper (1400 cm−1) cutoff wavenumbers,
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τEW is the transmittance of the detector window,
RD is the detector response,
L is the spectral radiance1,
T is the temperature of the blackbody.
The integral response is directly measured with the measurement setup. Using equation 5.2
for blackbody measurements performed at the hot and the cold temperatures, assuming the
integral transmittance value of the detector window to be unity (neglecting small deviations
from unit in the start and end of the cutoff wavenumber region and also deviations due to
temperature changes) and rearranging the terms, the integral detector response over the






L(T ) is the integrated spectral radiance over the spectral range of GLORIA,
bbc, bbh are the indices for the blackbody at cold and hot temperatures.
(a) (b)
Figure 5.3.: Response plot calculated using cold and hot blackbody measured with 256×256 de-
tector array. (a) 2D response plot for detector II/1. (b) Histogram plot showing the
corresponding response distribution.
A 2D integral detector response distribution and the corresponding histogram plot over
the 256×256 detector pixels for the blackbody measurements performed at cold and hot
temperatures are shown in figure 5.3(a) and figure 5.3(b), respectively. The response
distribution over the detector array shows a variation of about 20% between the lower left
corner and the middle right side. This feature is particular to this detector material. The
median response value is 6.4×1011 W−1.
1The spectral radiance is the amount of radiation that is emitted or passes through a unit area and falls
within a unit solid angle in a specified direction. The spectral radiance for a blackbody is given by
Planck’s law







where hp is the Planck constant, c is the speed of light and KB is the Boltzmann constant.
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5.1.3. Noise equivalent power
The noise equivalent power (NEP) is defined as the amount of the radiant power incident
on the detector that yields a signal-to-noise level of one. The NEP is a measure of the
sensitivity of the detector. A small value of the NEP represents a sensitive detector. It







where tsamp is the detector sampling time.
(a) (b)
Figure 5.4.: NEP plot calculated using a cold blackbody measured with 256×256 detector array.
(a) 2D NEP plot for detector II/1. (b) Histogram plot showing the corresponding NEP
distribution.
A 2D NEP distribution and the corresponding histogram plot over the 256×256 detector
pixels for the blackbody measurements performed at the cold temperature are shown in
figure 5.4(a) and figure 5.4(b), respectively. The NEP plot is a combination of the noise
and response plots. It reflects the noise pattern showing stripes as well as the response
variation over the detector array. The median of the NEP value is 1.83×10−14 Ws0.5.
5.1.4. Detector parameter optimization
The detectors used in GLORIA can be operated at different bias voltages (in a range
between 1.24 V and 1.40 V) and temperatures (in a range between 50 K and 62 K).
The optimal bias voltage and operating temperature for the best detector performance
has to be determined. The measurement setup used is the same as the one discussed
at the beginning of section 5.1. The operating conditions with respect to the blackbody
temperatures, detector area and integration time for the DC measurements were the same
as discussed before. The results shown in this section are from detector II/1.
Detector bias voltage optimization
The measurements were done at three bias voltages: 1.24 V (lower most range), 1.32 V
(middle range), 1.40 V (upper most range). The measurements were done at a detector
temperature of 55 K.
DC measurements with 1000 frames were analyzed. The noise values for the three cases of




Figure 5.5.: Histogram plot showing the noise (a) and the response (b) distribution of 256×256
pixel array of detector II/1 for detector bias voltages of 1.24 V (red), 1.32 V (blue)
and 1.40 V (green).
plotted as histograms (figure 5.5(a)). The plot shows that the noise distributions for the
three bias voltages are practically identical. A change of the bias voltage has no effect on
the noise. The integral response for the three cases of bias voltages was calculated using
the blackbody measurements at 263 K and 218 K and plotted as histograms (figure 5.5(b)).
The plot shows that the integral response distribution for the bias voltages of 1.24 V (red)
and 1.32 V (blue) are practically identical, with the latter being slightly better. The
integral response for the bias voltage of 1.40 V (green) has a broader distribution with the
barycenter shifted towards smaller response values. Based on this findings, a detector bias
voltage of 1.32 V is chosen as the best case among the three bias voltages analyzed. A
further refined optimization of the bias voltage is not worth the effort since the effect on
the detector is small.
Detector temperature optimization
The measurements were done at a detector bias voltage of 1.32 V (best case) and at three
detector temperatures of 50 K (lower most range), 55 K (middle range) and 62 K (upper
most range) to find the optimum operating temperature.
(a) (b)
Figure 5.6.: Histogram plot showing the noise (a) and the response (b) distribution of 256×256
pixels for detector temperatures of 50 K (red), 55 K (blue) and 62 K (green).
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DC measurements with 1000 frames were analyzed. The noise values for the three cases
for all pixels were calculated for blackbody measurements at a temperature of 221 K and
plotted as histograms (figure 5.6(a)). The plot shows that the noise distribution for 62 K
is a little smaller than 55 K, which is a little smaller than 50 K. A change of the detector
temperature has very little effect on the noise. The integral response values for the three
cases were calculated with blackbody measurements at 260 K and 221 K and plotted as
histograms (figure 5.6(b)). The plot shows that a detector temperature of 50 K gives the
highest value of the integral detector response distribution curves. A further analysis of
the spectral response is necessary to make a final judgement about the selection of the
optimum detector operating temperature.
Spectrally resolved measurements
Interferometric measurements were performed at three different detector temperatures
(50 K, 55 K and 62 K) looking at a blackbody at room temperature as source. An
integration time of 36.7 µsec was used for all three measurements.
Figure 5.7.: Blackbody spectrum measured at detector temperatures of 50 K (red), 55 K (blue)
and 62 K (green).
Three spectra for pixel (128,124) which is relatively in the center of the detector array is
shown in figure 5.7. The plot shows that the signal of the detector in the range between
680 cm−1 and 1000 cm−1 is higher for 50 K than for the 55 K and 62 K measurements. The
detector signal in the range between 1000 cm−1 and 1400 cm−1 does not show significant
differences for all three cases.
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Figure 5.8.: The relative change of the spectra for detector temperatures of 55 K (blue) and 62 K
(green) with respect to the measurement at 50 K.
The relative change of the blackbody spectrum measured with detector temperatures of
55 K (blue) and 62 K (green) with respect to the 50 K spectrum is shown in figure 5.8. It
is found that, at the lower cutoff region (780 cm−1) of the detector, the spectral intensity
for the case of a 55 K spectrum deviates up to 6 % and that for the case of a 62 K spectrum
deviates up to 18 %. This is also the reason for the integral response value being higher at
the lower detector temperature (figure 5.6(b)). The plot gives a temperature dependence
of the detector signal as a function of wavenumber. At present the detector temperature
is measured with a resolution of 1 K. A detector temperature change of e.g., 0.5 K will
result in a spectrally dependent gain error during the measurement period. The estimated
gain error at 780 cm−1 will be roughly 0.6 %.
Summary: Detector parameter optimization
Three detector bias voltages and three detector temperatures were analyzed spanning the
entire available range. The conclusion can be drawn that the noise distribution is barely
affected by the change of the bias voltage or the temperature. The bias voltages show no
appreciable difference in the detector integral response distribution. The best result was
found at 1.32 V whereas the results for 1.40 V shows a deteriorated response and hence
should be avoided. The detector temperature of 50 K gives the highest spectral signal in
the lower wavenumber region of the detector and thus the highest integral response. It is
therefore best suited for these measurements.
5.1.5. Detector comparison
Comparison of detector II/1 and detector II/1a
The detectors II/1 and II/1a were compared based on their individual radiometric prop-
erties. The measurement setup used is shown in figure 5.1. DC measurements were
performed with blackbody temperatures of approximately 220 K and 262 K for detec-
tor II/1, and 230 K and 269 K for detector II/1a. The difference in the absolute value
of the measurement temperature between the two detectors is not critical here, as only a
relative comparison of the two detectors is analyzed. A detector pixel area of 256×256
pixels with an integration time of 17.1 µs was used. The measurements were averaged over
1000 frames in order to improve the signal-to-noise ratio. The radiometric parameters like
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noise, response and NEP were compared for the two detectors. The NEP comparison
result is shown here for the measurements performed with a cold blackbody.
(a) (b)
Figure 5.9.: NEP plot calculated using cold blackbody measured with 256×256 detector array.
(a) 2D NEP plot for detector II/1a. (b) Histogram plot showing the NEP distribution
for detector II/1 (red) and II/1a (blue).
The 2D NEP distribution for detector II/1a and detector II/1 are shown in figure 5.9(a)
and figure 5.4(a), respectively. Figure 5.9(b) shows the histogram plot of the NEP distri-
bution for the two detectors. The plot shows that the NEP distribution for detector II/1a
is broader than that of detector II/1 with the barycenter shifted towards higher NEP val-
ues. The median of the NEP value for detector II/1a is 2.59×10−14 Ws0.5 which is higher
as compared to the median for detector II/1 which is 1.83×10−14 Ws0.5. The distribu-
tion of the high NEP values for the detector II/1a is scattered over the detector array.
This detector is not suitable for atmospheric measurements and therefore is rejected after
performing the acceptance testing.
Comparison of detector II/1 and detector II/2
The silicone oil bath cooler setup used for the comparison of detector II/1 and II/1a broke
and was not available for measurements when detector II/2 was supplied by AIM. A new
setup with the interferometer was used to make a relative comparison of the radiometric
properties of the detectors II/1 and II/2. A blackbody plate mounted inside the interferom-
eter just in front of the entrance window was used as the radiation source. Measurements
with a fixed interferometric slide were performed at one OPD position and two instru-
ment temperatures (around 221 K and 260 K). Since the blackbody was placed inside the
instrument, its temperature was the same as that of the instrument. The measurements
were averaged over 1000 frames in order to improve the signal-to-noise ratio. The mea-
surements were performed with a full detector array (configuration 1) and a subset of the
array (configuration 2). The second subset was chosen since it was planned to use only
128×128 pixels for atmospheric measurements. The aim of this comparison is to check the
detector quality, to make a pixel map of the good and the bad pixels and to find a region
on the detector array with as few bad pixels as possible. The measurement settings and
the detector parameters used are given in table 5.2.
The setup with the instrument at the same temperature as the blackbody is made with
the intention to be similar to the setup as in figure 5.1. Although it has to be noted
that it has a port problem associated with the interferometer. The center pixels of the
detector array partly see themselves (at about 60 K) as back reflection mostly through
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Table 5.2.: The parameters used for the comparison of the radiometric properties of detector II/1
and II/2
Detector II/1 Detector II/2
Detector temperature: 62 K Detector temperature: 58 K
configuration 1
Tc = 222.5 K, Th = 261.7 K Tc = 221.5 K, Th = 257.5 K
Detector area: 256×256 pixels; Pixel offset: 0, 0; Integration time: 17.1 µs
configuration 2
Tc = 222.0 K, Th = 260.9 K Tc = 218.8 K, Th = 258.3 K
Detector area: 128×128 pixels; Pixel offset: 56, 56; Integration time: 47.1 µs
the beamsplitter unit as well as the other optics in the path of the beam. Whereas, the
pixels further away from the center partly see the relatively warm instrument background
(at about 220 K or 260 K). The total transmittance (τ) for this setup is pixel dependent
because of the port problem and is not exactly known. As the measurements are used only
for inter-comparison of detectors, it is assumed to be unity for the calculations.
(a)
(b) (c)
Figure 5.10.: NEP plot for cold blackbody measured with the 256×256 detector array setup.
(a) Histogram plot showing the NEP distribution for the cold blackbody for de-
tector II/1 (red) and detector II/2 (blue). (b) 2D NEP plot for detector II/1 (left).
(c) 2D NEP plot for detector II/2 (right).
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A histogram plot of the NEP for a cold blackbody for detector II/1 (red) and detector II/2
(blue) for the 256×256 pixel array (configuration 1) is shown in figure 5.10(a). The plot
shows that detector II/2 has more pixels with lower NEP values than detector II/1, as well
as having some pixels which have higher values of NEP than detector II/1. Figures 5.10(b)
and 5.10(c) show a 2D plot of the NEP for a cold blackbody for detector II/1 and detec-
tor II/2 over the 256×256 pixel array, respectively. The central pixels in the array show a
slightly higher NEP with gradually decreasing values in every direction of the pixel array
for both detectors. This effect is not real (see figure 5.4(a)) and is a measurement artifact
caused by the port problem. The integral response values for the central pixels are low
resulting in the high NEP values. The differences in the additional background radiation
sources seen by the detector pixels are the cause of this artifact. In spite of the port
problem, these measurements can still be used to give a quantitative comparison between
the detectors. The pixels around the border of detector II/2 have high NEP values coming
from a comparably low response and a high noise. So, the corner areas of the detector II/2
are not suitable for atmospheric measurements. The central area of detector II/2 has a
smaller number of bad pixels and is therefore investigated further as a possible configu-
ration for atmospheric measurements. The stripe pattern in the vertical and horizontal
directions due to noise can be seen for both detectors. In particular, the regular stripe
pattern seems to be weaker for detector II/2. On the other hand there are more randomly
distributed pixels with high noise. The median of the NEP values for detector II/1 and
detector II/2 are 2.065×10−14 Ws0.5 and 2.051×10−14 Ws0.5, respectively.
Measurements were made with the settings of configuration 2. This configuration was cho-
sen as the detectors in this region have a smaller number of bad pixels and the optical axis
position is relatively in the center of the selected array. This selection will have symmetric
off-axis effects on the corner pixels of the detector array. This area was also chosen because
it is the area that is used in practice. The radiometric parameters were evaluated from
the DC measurements and the NEP values for the cold blackbody measurements which
are shown here.
A histogram plot of the NEP for a cold blackbody for detector II/1 (red) and detector II/2
(blue) for the 128×128 pixel array setup is shown in figure 5.11(a). The plot shows that
detector II/2 has more pixels with lower NEP values than detector II/1 for this range.
Although, it has to be noted that the temperature of the cold blackbody was 3 K warmer
for detector II/1 as compared to detector II/2. This results in a slightly higher noise
which leads to a slightly higher NEP value for detector II/1. The median of the NEP
value for detector II/1 and detector II/2 are 1.795×10−14 Ws0.5 and 1.752×10−14 Ws0.5,
respectively. Figure 5.11(b) and 5.11(c) show a 2D plot of the NEP for the cold blackbody
for detector II/1 and detector II/2 over a 128×128 pixel array, respectively. The noise
pattern (stripe pattern in the vertical and horizontal directions) can be seen for both
detectors. The 2D plot for detector II/2 shows that the pixels with high NEP values are
scattered over the detector array. In addition, a small region (≈ 5×3 pixels) around the
pixel position (161,75) for detector II/2 shows very low response values. About 2.8 % and
5.6 % of the pixels of detector II/1 and II/2, respectively, are beyond a threshold of two
times the median value of the NEP over the array. These pixels are considered as bad
pixels. The selection of the threshold for the bad pixel determination is rather arbitrary.
In addition, the last column of the cub files has a readout problem. These pixels are also
considered as bad pixels. Figure 5.12(a) and figure 5.12(b) show the distribution of the bad
pixels based on the NEP criterion for detector II/1 and II/2, respectively. The final bad
pixel list for a detector consists of pixels which are determined based on their radiometric
properties and nonlinearity correction criteria (see figure 5.21). Both detectors (II/1 and
II/2) are found to have comparable radiometric properties and are accepted for performing





Figure 5.11.: NEP plot for cold blackbody measured with the 128×128 detector array setup.
(a) Histogram plot showing the NEP distribution for the cold blackbody for de-
tector II/1 (red) and detector II/2 (blue). (b) 2D NEP plot for detector II/1 (left).
(c) 2D NEP plot for detector II/2 (right).
(a) (b)
Figure 5.12.: Distribution of the bad pixels (black) based on the radiometric criterion for detec-
tor II/1 (a) and detector II/2 (b).
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first scientific campaign flights (ESSenCe campaign). After the campaign detector II/2
had a technical problem such that it had to be sent to the manufacturer for repairing.
As a result, detector II/1 was used to perform measurements during the second scientific
campaign flights (TACTS and ESMVal campaigns).
Summary: Detector comparison
The comparison between the detectors has been done by looking at the NEP. The results
show that detector II/1a has pixels with high (poor) NEP values all over the array which
makes it not suitable for atmospheric measurements. This detector was thus rejected and
sent back to the manufacturer. Detector II/2 has pixels with a high NEP around the
borders. These pixels have a higher noise and lower response as compared to the other
inner pixels. The results of the analysis give a map of the good pixels over the detector
array. The detector pixel area for the atmospheric measurements can be chosen freely
from the central region. A further comparison considering the radiometric properties
for the smaller area with 128×128 pixels shows that the number of bad pixels in both
detectors (II/1 and II/2) are about 2.8% and 5.6%, respectively. The stripe pattern in
the vertical and horizontal directions due to noise are seen for both detectors but are
weaker for detector II/2. Both detectors showed comparable NEP values (excluding the
large number of bad pixels in the boundary area of detector II/2) and are accepted for
performing atmospheric measurements.
5.2. Nonlinearity
A photovoltaic Mercury-Cadmium-Telluride detector is used in GLORIA. The detector
and its electronics is offered as integrated detector cooler assembly (IDCA, see section 3.4).
Ideally, the output of a photovoltaic detector module should be a linear function of the
incoming flux. However, in reality, this behavior can be nonlinear, based on either the de-
tector itself or on the processing electronics like read-out circuit (ROIC), voltage amplifiers
or analog-to-digital converters (ADCs). Nonlinearities in the available infrared detectors
and in the electronics of the signal processing circuitry cause distortions in the measured
interferogram, leading to artifacts in the spectrum. As a result the spectrum generated is
inaccurate and corrections must be made in order to obtain a correct representation of the
incident radiation distribution. Inappropriate correction of the nonlinearity effect would
lead to a calibration error.
The detector system used in GLORIA exhibits a certain nonlinearity which is assumed
to be caused by the electronic components of the detector. The measured IR signal is
not directly proportional to the number of incident photons, especially at low and high
signals. The nonlinear effect of the detector system leads to out-of-band artifacts in the
spectrum falsely indicating the presence of energy in the wavenumber range where the
detector is insensitive (figures 5.15, 5.16). A two point radiometric calibration approach
which is being used in GLORIA is valid only if the measured interferograms are linear.
The nonlinearity effect therefore has to be quantified and corrected prior to applying the
two point radiometric calibration.
There are several methods of nonlinearity corrections proposed in literature [47–51]. The
method used in this study (developed by Hilbert [50]) is found to be the best suited for
GLORIA. The proposed method of the nonlinearity characterization requires DC mea-
surements with different integration times (covering the dynamical range of the detector)
while looking at a constant radiation source. The correction parameters are found from





Fixed slide measurements have been performed on-ground looking at a constant radiation
source (blackbody) which was placed inside the interferometer just in front of the entrance
window. As a result, the blackbody has the same temperature as the interferometer when
it is cooled. The measurements have been performed for a blackbody temperature of
approximately 216 K and for several integration times covering the entire dynamical range
of the detector. A low temperature was selected such that more data points can be selected
within the dynamical range.
The idea of the nonlinearity correction method is to correct the measured nonlinear detec-
tor signal directly at each point of the interferogram using a correction factor appropriate
to the intensity of a virtual linear detector at that precise point. The nonlinearity cor-
rection is applied to the raw interferogram. The detector response of the virtual detector
is a linear function of the integration time. The linear detector scale is constructed for
each individual pixel. Three measurement points are chosen from the middle region of the
detector’s dynamical range. A linear fit is performed to the selected measurement points.
Equation 5.6 shows the expression of the linear scale.
DClin = a0 + a1 × tint (5.6)
where a0 is the intercept, a1 is the slope and tint is the detector integration time.
Figure 5.13.: Interferogram DC plot of a blackbody source measured at different integration times
(black points) and a linear fit of the DC values over the range of the central three DC
values (red line).
A linear DC scale is built as a function of the integration time using the coefficients of the
linear fit a0 and a1. Figure 5.13 shows a virtual linear DC curve (red line) based on the
measurement DC values (black points) for a pixel (104,170) of detector II/2. The plot for
the selected pixel is exemplary. The integration time of up to 180 µs was selected because
beyond this limit the corner pixels of the array reach the saturation level. The measured
DC versus the linear DC for a given set of integration times is plotted in figure 5.14. A
polynomial fit of 3rd, 4th, 5th, 6th and 7th order was fitted to the measurement points.
The difference between the fit results of the 4th order and the 3rd order was higher as
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compared to the difference of the 5th and 4th order fit results. A fourth order fit was
sufficient as the difference between the fit results of the higher order fits did not differ
significantly. The black points in figure 5.14 represent the data points and the black curve
represents the fitted fourth order polynomial curve.
Figure 5.14.: DC linear plotted with respect to the measured DC for different integration times.
Each measurement point of an interferogram is mapped on the virtual linear detector,
using the fourth order polynomial. The coefficients of the polynomial fit are represented
as p0, p1, p2, p3 and p4. The corrected interferogram signal (Icorr) is built up using the
polynomial coefficients and the measured interferogram signal (Im) as follows







The individual coefficients of each detector pixel are calculated from the laboratory mea-
surements. In order to check the quality of the nonlinearity correction, at first the cor-
rection is applied to the in-flight blackbody measurements. These results are shown here.
Later on, the correction was applied to all in-flight measurements. The detector integra-
tion time for the measurement was selected such that the DC value of the interferogram
lies in the linear region of the curve in figure 5.13. This will result in a reduced nonlinearity
effect as compared to the case when the interferogram was measured at the low or high end
of the detector’s dynamical range. In addition, it also reduces errors due to the inevitable
imperfection of the nonlinearity correction method.
The nonlinearity correction is applied in two ways. First approach: The nonlinearity cor-
rection is applied to each pixel with the correction parameters calculated for this pixel.
Second approach: The nonlinearity correction is applied to each individual pixel with the
correction parameters of one exemplary pixel (a good pixel having a nonlinearity curve
as the one shown in figure 5.17 - black curve). The nonlinearity correction coefficients
following the second approach are calculated from the laboratory measurements for an
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exemplary good pixel (102,170) of detector II/1 and pixel (104,170) of detector II/2. The
coefficient values are listed in table 5.3. Using the coefficient values, a lookup table for
the nonlinearity correction has been prepared which contains the scaling values for each
possible measured interferogram value within the dynamical range. This correction ta-
ble is used as an input while performing the level0 processing of the GLORIA data. A
minimization of the artifacts is a good quality control for the nonlinearity correction.
Table 5.3.: Coefficients of the polynomial fit for performing a nonlinearity correction following the
second approach.






Figure 5.15.: Blackbody spectrum plot before (black) and after nonlinearity correction following
the first (red) and the second (blue) ways for a single pixel (129,154) of detector II/1.
The maximum of the spectrum is scaled to 1. The interferogram has a DC value of
approximately 8520 lsb.
The magnitude spectrum for a single pixel (129,154) of detector II/1 before (black) and
after the nonlinearity correction following the two approaches (red: First approach, blue:
Second approach) is shown in figure 5.15. The maximum of the spectrum is scaled to one.
The measurement data is from the TACTS campaign and was performed by looking at the
GLORIA blackbody at about 245 K. The out-of-band artifacts below 600 cm−1 and above
1600 cm−1 are clearly seen in the uncorrected data (black curve). After the nonlinearity




Figure 5.16.: Blackbody spectrum plot before (black) and after nonlinearity correction following
the first (red) and the second (blue) ways for a single pixel (129,155) of detector II/1.
The maximum of the spectrum is scaled to 1. The interferogram has a DC value of
approximately 8355 lsb.
For some pixels, applying the correction using the coefficients of its own pixel (first ap-
proach) does not reduce their artifacts. Whereas, applying the correction factor of a good
pixel manages to reduce the nonlinearity for those pixels. Figure 5.16 shows an example
of such a pixel (129,155) of detector II/1. This pixel is the immediate neighbor of the
pixel shown in figure 5.16. The nonlinearity correction following the first approach (red
curve) shows an increase in the artifact in the out-of-band spectral regions, whereas the
nonlinearity correction following the second approach (blue curve) shows a decrease in the
artifact.
Figure 5.17.: Interferogram DC plots of a blackbody source measured at different integration times
for two pixels (129,154) (black points) and (129,155) (red points) of detector II/1.
The difference of the DC values for the two pixels are plotted below.
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The interferogram DC plots with respect to the integration time for both pixels (129,154)
(black) and (129,155) (red) of detector II/1 are shown in figure 5.17. The curve for the
pixel (129,155) deviates from that of the pixel (129,154) as the integration time increases.
The deviation is not constant or linearly increasing but shows a bump at higher DC values.
The correction parameters found using the DC values for pixel (129,155) can therefore not
reduce the nonlinearity whereas applying the correction parameters of the reference pixel
can reduce the nonlinearity. The second approach is based on the assumption that the
characteristic of the nonlinearity is pixel independent and the nonlinearity of all pixels can
be corrected by using the parameters of a reference good pixel.
The nonlinearity correction following both approaches has been applied individually to all
pixels of detector II/1 and II/2 (48×128 pixels) used for the measurement. The spectral
intensity between 20 cm−1 and 400 cm−1 is taken for the quality control of the nonlinearity
correction. The measurement data shown for detector II/1 and II/2 are from the TACTS
and ESSenCe campaigns and were performed by looking at the GLORIA blackbody at
about 245 K and 260 K, respectively.
(a) (b) (c)
Figure 5.18.: Mean signal of a blackbody spectrum in the range between 20 cm−1 and 400 cm−1
without (a) and with a nonlinearity correction following the first approach (b) and
the second approach (c) plotted for 48×128 pixels of detector II/1. The maximum of
the spectrum is scaled to one.
The mean of the blackbody spectrum in the range between 20 cm−1 and 400 cm−1 be-
fore (figure 5.18(a)) and after performing the nonlinearity correction following the first
(figure 5.18(b)) and the second (figure 5.18(c)) approaches of applying the nonlinearity




Figure 5.19.: Mean signal of a blackbody spectrum in the range between 20 cm−1 and 400 cm−1
without (a) and with a nonlinearity correction following the first approach (b) and
the second approach (c) plotted for 48×128 pixels of detector II/2. The maximum of
the spectrum is scaled to one.
The mean of the blackbody spectrum in the range between 20 cm−1 and 400 cm−1 be-
fore (figure 5.19(a)) and after performing the nonlinearity correction following the first
(figure 5.19(b) and the second (figure 5.19(c)) approaches of applying the nonlinearity
correction for 48×128 pixels of detector II/2 are shown in figure 5.19.
(a) (b)
Figure 5.20.: Percentage of pixels plotted against the mean signal of the blackbody spectrum in
the range between 20 cm−1 and 400 cm−1 before (black) and after performing the
nonlinearity correction following the first approach (red) and the second approach
(blue) for detector II/1 (a) and detector II/2 (b).
The pixels are arranged in the ascending order of their artifact intensity. Figure 5.20(a)
and figure 5.20(b) show the plot of the artifact before (black) and after applying the
nonlinearity correction following the first approach (red) and the second approach (blue).
The threshold for the selection of the bad pixels is considered as the point where the
curve bends and goes towards a plateau. The threshold selection is made by hand and is
shown as dotted lines in figure 5.20. Selecting a threshold for the blue curve gives that
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the correction did not work for about 14 % and about 20 % of the pixels for detector II/1
and II/2, respectively, following the second approach. These pixels show a very strange
nonlinearity curve where even the application of this method fails and a different method
of nonlinearity correction has to be applied. Considering the same intensity limit as set
for the blue curve and by looking at the red curve (figure 5.20), it gives about 32 % and
46 % of the pixels which are beyond the selected limit. These pixels are having a higher
value of artifact remaining after the nonlinearity correction following the first approach.
The comparison results of the nonlinearity correction following the two approaches for
all pixels show that the correction is more precise following the second approach and the
majority of the pixels can be corrected using this method. It is therefore chosen as the
standard for the processing of the scientific data measured during the campaign flights and
also for the laboratory measurements. The pixels for which the nonlinearity correction did
not work have to be further investigated. Furthermore, during the analysis of the flight
data it has been found that the nonlinearity has a coupling with the integration time and
the photon flux. The stability and reproducibility of the nonlinearity behavior of the pixels
over all flights is currently under investigation.
(a) (b)
Figure 5.21.: Distribution of the bad pixels (black) based on the nonlinearity criterion following
the second approach for detector II/1 (a) and detector II/2 (b).
The distribution of the bad pixels based on the nonlinearity criterion following the second
approach for detector II/1 and detector II/2 is shown in figure 5.21(a) and figure 5.21(b),
respectively.
Summary: Nonlinearity
A nonlinearity correction method is presented, applied and tested with the in-flight mea-
surements performed with the detectors II/1 and II/2. The correction parameters are
derived from the DC measurements performed by looking at a constant radiation source
for several integration times. The correction is applied to the flight data of the blackbody
measurements with 48×128 pixels. The nonlinearity corrected spectra are checked for the
artifacts in the out-of-band spectral region. The mean signal of the artifacts is reduced
after the nonlinearity correction with the residual of noise. About 14 % and 20 % of the
pixels are identified for detector II/1 and II/2, respectively, where the nonlinearity cor-
rection did not work properly following the approach where the nonlinearity correction
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of a good pixel is being used for performing the correction over the whole array and are
considered as bad pixels. These pixels have to be revisited to better understand their
nonlinearity behavior.
5.3. Noise analysis: Theoretical evaluation
Noise has a major impact on the output signal delivered by an infrared focal plane array
(FPA). The noise may come from the FPA, the detector read out integrated circuit (ROIC),
or from outside the detector unit. Some of the noise sources depend on the devices used,
while some others are dependent on the operating conditions of the FPA and the ROIC. It
is necessary to analyze the sources and their contribution to the total noise present in the
measured infrared signal in order to control the noise contributions from the sources which
are dependent on the operating conditions, thereby improving the output signal-to-noise
ratio.
5.3.1. Photon loads and dark current
In the process of the quantification of the noise it is necessary to inspect the different
sources of electron loads on the detector. The detected signal is comprised of the electrons
generated by the photons coming from the scene and the instrument background and the
electrons generated by the dark current.
The photon flux (φn) from a blackbody source arriving on a given area (Apix) and a given
solid angle (Ωpix) is calculated as




where Eph(σ) = hpcσ is the photon energy and L is the Planck function.
The number of electrons per second (Ṅp,scene) generated by the photons arriving from the
scene at a given temperature (Ts) to the detector is calculated as the integral of the photon





where η(σ) is the detector quantum efficiency (section 5.5.5) and τ is the instrument
transmission (section 5.5.2).
The number of electrons per second (Ṅp,bg) generated by the photons arriving from the
instrument background at a given temperature (Tbg) and the instrument emissivity (εbg)






The total number of electrons recorded as a result of the photons arriving at the detec-
tor from the scene and the instrument background for a given integration time (tint) is
calculated as
Np(tint) = (Ṅp,scene + Ṅp,bg)tint (5.11)
In addition to the electrons generated from the photons, a dark current (ID) is generated
by the electrons detected over time which is independent of the radiance falling on the
detector. The dark current arises from the thermal energy causing an excitation of the
energy level of the electrons, such as to cross the barrier potential and enter into the
conduction band. The dark current for the second generation AIM detectors used for
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GLORIA was measured by AIM. The median of the dark current measured could be
represented as a function of 1/(λcTd), where λc is the detector cutoff wavelength expressed
in µm and Td is the detector temperature expressed in K. The dark current measured can
be approximated by an exponential fit expressed as [28]
ID = Cdet e
−CE
kBTdλc (5.12)
where the factor Cdet = 30000 A cm
−2 is specific to this detector type, CE = 1.24 eV µm,
kB = 8.62×10−5 eV K−1 is the Boltzmann constant. The numerator of the exponential of
the equation 5.12 is equivalent to the product of hp and c and is represented as the ground
energy of the electron at the cutoff wavelength. The dark current can be written as
ID = Cdet e
−Eg
kBTd (5.13)
where Eg = hpc/λc = hpcσc. A typical value of the detector dark current for a pixel area
of 40 µm2 at a temperature of 59 K and at a cutoff wavenumber of 780 cm−1 is 2 nA.





where q = 1.602×10−19 C is the charge of the electron.
The total signal recorded by the detector as a function of the detector integration time for
a given measurement is calculated as




where 2Nb/Qfw is the scaling factor to convert DC values to lsb units, Nb = 14 is the
detector quantization level, 2Nb is the dynamic range of the analog to digital converter
and Qfw = 2.326×107 is the detector full well capacity.
5.3.2. Noise sources
The major noise sources in the combination of a photovoltaic detector and the associated
electronics are the photon noise, the detector dark current noise, the Johnson noise, the
kTC noise, the preamp noise and the quantization noise. These noise sources are discussed
here. All these noise contributions are independent. The resulting total noise is given by
the square root of the sum of the individual noise squares.
The block diagram of a single detector pixel and a simplified detector readout electronics
used in GLORIA are shown in figure 5.22. The output of every detector pixel (indicated
as OUT1, OUT2, ...) has to pass through a series of electronic components (e.g. preamp,
ADC converter, multiplexer) as shown in the figure 5.22(b). The detector is operating in
stare while scan mode (SWS). The principle of operation in this mode is such that the
capacitor C1 is used for the integration of the signal charge, while the capacitor C2 is used
as an in-pixel sampling capacitor. The sampling of the signal is controlled by the clock
pss1. The integration period is identical for all pixels in the array. A group of eight pixels
is read at once in the vertical direction of the detector array. In this operational mode the
signal of a pixel is read out from the capacitor C2, while the signal for the next frame is
integrated in the capacitor C1.
The photon noise arises from the fundamental statistical nature of the arrival of the
photons coming from the source and the background at the detector surface. The photon







The photon noise is dependent on the signal, the background and the integration time.
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(a)
(b)
Figure 5.22.: (a) Block diagram of a detector pixel and (b) a simplified detector readout electronics
[52,53].
The dark current noise is associated with the dark current flow in the detector across
the potential barrier. The current flow across the junction is not smooth but random.
This random distribution of the charge carriers due to the dark current flow is the source
of the dark current noise. The current flowing through the resistors does not a have this







The Johnson noise is referred to the fluctuation caused by the thermal motion of the




where ∆f is the bandwidth (Hz) and R is the circuit resistance.
The Johnson noise voltage is directly proportional to the square-root of the circuit resis-
tance. The noise contribution due to the Johnson noise is much smaller than the photon
noise. The detector zero biased resistance (rdet = 6.17×107 ohm) characterizes the re-
sistance of the detector pixel. The noise contribution is calculated for the rdet. Noise
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contributions from the other resistance elements are smaller in the circuit and they cannot
be calculated exactly due to lack of knowledge about the resistors. The Johnson noise









The kTC noise is referred to the fluctuation caused by the thermal motion of the charge
carriers via a capacitor. The capacitors must be reset after the data is read out from the
buffer. The kTC noise is introduced during this reset process. The noise term is called
kTC because of its dependence on the three terms kB, T and Cs (is the specific detector









The kTC noise is a one time value occurring during the signal readout and is therefore
independent of the integration time.
The preamp noise is generated by the preamplifier which is used to provide an amplifi-
cation to the signal being read from the detector.
The quantization noise is present in the quantization of the signal amplitude and occurs
while performing the analog-to-digital conversion of the signal. The noise is independent





The detector electronics is a network of different resistors and capacitors. The noise coming
from the random thermal motion of the charge carriers through this network cannot be
sensibly estimated without a deep knowledge of the properties of the ROIC. The detailed
information about the ROIC is not disclosed by the supplier. The noise contributions
which are independent of the integration time (kTC noise, preamp noise and quantization
noise) are estimated empirically from the noise determined from the measurement (see
section 5.4.2). The combined noise which is independent of the integration time is named
as the constant noise (νconstant).
The total noise is calculated as
νtot(tint) =
√
νp(tint)2 + νD(tint)2 + νJ(tint)2 + ν2constant. (5.22)
5.4. Noise analysis: Measurement evaluation
In this section, laboratory measurement data is analyzed and both the DC and noise are
evaluated. The noise model is tuned to the measurement values. The instrument emissivity
and the constant noise term are estimated from the fit result.
Measurement setup for DC and noise
DC measurements were performed with the full interferometer with a fixed slide looking
at a blackbody placed inside the interferometer in front of the entrance window. The
measurements were performed at two instrument temperatures of 219 K and 258.5 K, such
that the noise model can be validated at both low and high temperatures. The blackbody
being placed inside the interferometer has approximately the same temperature as the
interferometer. The detector II/2 was configured to a 128×128 pixel array with an offset
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of (56,56 (pixels in horizontal, vertical direction)) (configuration 2 of table 5.2). The data
was recorded for several detector integration times. Measurements with five integration
times covering the dynamical range of the detector, for both hot and cold instrument
temperatures, were used for the DC and noise analysis.
5.4.1. DC analysis from fixed slide measurements
The DC of a pixel is represented by the mean of the values of the measured frames of the
pixel in a cub file. If xi represents the individual signal value for the i
th frame, where i is







The DC has the unit of lsb. The mean and the standard deviation of the DC values are
calculated over the 128×128 detector pixel array. The detector signal shows a nonlinear
behavior with the integration time (section 5.2). The measurement values are therefore
corrected for nonlinearity and are compared with the theoretically expected values. The
expected DC to be recorded by the detector for the same source temperature, instru-
ment temperature and integration time is calculated using equation 5.15 and tuning the
parameters like integral detector quantum efficiency and instrument emissivity.
Figure 5.23.: The mean DC plot showing measurement (filled squares) and theoretically calculated
(lines) values for detector II/2 using a 128×128 pixel array for a cold (blue) and a hot
(red) blackbody at 219 K and 258.5 K, respectively. The vertical bars corresponding
to each mean DC value represent the variability of the measured DC values over the
pixel array.
The mean DC plot as filled squares and the variability of the DC values over the 128×128
pixels as vertical bars for cold (blue) and hot (red) blackbody temperatures, respectively,
are shown in figure 5.23. The lines (figure 5.23) represent the theoretically calculated DC
values at different integration times for both blackbodies. The theoretically expected DC
values calculated using equation 5.15 are adjusted to the measurements values. The fit
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parameters found are an integral detector quantum efficiency (η) of 0.76 and an instru-
ment emissivity of 0.55 (1 - mean(τ(σ))). The theoretically calculated curve matches the
measurement values well for both temperatures.
5.4.2. Noise analysis from fixed slide measurements
The noise from the measurement data is determined by calculating the standard deviation
of 1000 frames of a cub file.
Figure 5.24.: The noise plot shows measured (filled squares) and theoretically calculated (lines)
values for detector II/2 using a 128x128 pixel array for a hot blackbody at 258.5 K.
The vertical bars corresponding to each mean noise value represent the variability of
the measured noise values over the detector array. The theoretical predictions for the
individual noise components are shown as lines.
The mean of the measured noise (filled red squares) and its variability (vertical bars)
over the 128×128 pixels calculated at five different integration times from the blackbody
measurements at 258.5 K are shown in figure 5.24. The noise distribution over the detector
array is supposed to be statistical in nature and follow a gaussian distribution, neglecting
some of the pixels affected by the electromagnetic compatibility (EMC) problem (see
figure 5.2(b)). The variability of the measured noise values is due to the presence of the
EMC problem of the individual ADCs and the high noise for some of the ADCs and the
preamps. This will lead to the presence of a correlated noise over the detector array (see
figure 5.2(a)). The pixels which have noise values greater than a threshold of twice the
median were rejected for the mean calculation. About 6 % of pixels were rejected for each
measurement case. The measurement noise values are to be compared to the theoretical
estimate of the noise contributions from different sources calculated using equation 5.22
and for the same measurement conditions. As the theoretical estimate of the noise is a
representation for the average of the detector pixels, removing of the extreme bad pixels
from the measurement data set is therefore justified. The theoretical estimate of the
noise contributions from the photon noise, the dark current noise, the Johnson noise are
calculated and plotted in figure 5.24. The constant noise term (a combination of the kTC
noise, the preamp noise and the quantization noise) is estimated empirically from the
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measurement such that the theoretical value of the total noise (red curve) matches with
the measurement noise values. The constant noise term is shown as black curve. The plot
shows that the photon noise and the constant noise (major contribution from the preamp
noise) are the primary dominant noise sources for GLORIA. The photon noise is strongly
dependent on the detector integration time. It equals the constant noise after a certain
integration time (21.5 µs in this case), thereafter the photon noise overpasses the constant
noise term.
5.5. Spectral features of the detector and instrument param-
eters
In this section the spectral dependence of the detector and the instrument parameters are
investigated. Interferometric measurements were performed by looking at the GLORIA
blackbodies. The results shown in this section are from the characterization measure-
ments performed on-ground just before the maiden flight of GLORIA and also from the
measurements performed during flight.
The spectrum recorded by a Michelson interferometer is represented as [18] (adapted)
S(σ, T ) =
1
2
ApixΩpixMτ(σ)RD(σ)L(σ, T ) (5.24)
where
S is the spectrum,
Apix is the pixel area,
Ωpix is the pixel solid angle,
M is the Modulation efficiency,
τ is the instrument transmittance,
RD is the detector response,
L is the spectral radiance,
T is the temperature of the blackbody.
5.5.1. Instrument response
The instrument response is defined as the ratio of the change in output signal to the
change in input signal. It is determined from the blackbody measurements performed at






Sbbh(σ), Sbbc(σ) are the magnitudes of the spectral intensity of the hot and cold blackbod-
ies,
Lbbh(σ), Lbbc(σ) are the spectral radiances corresponding to the hot and cold blackbodies.
The instrument response (Rinst) can be expressed in terms of the detector response as
(calculated from equation 5.24)
Rinst(σ) =
∆ S(σ, T )





The spectral dependency of the detector response can be calculated from the spectral
dependency of the instrument response, knowing the modulation efficiency, instrument




The instrument response is calculated from on-ground measurements, performed just be-
fore the first flight, by looking at the two GLORIA blackbodies at hot (300.1 K) and cold
(275.3 K) temperatures using detector II/2. The cold blackbody could only be cooled
to -30  below the ambient temperature and the hot blackbody could only be heated
to 300.1 K in relation to the cold blackbody. The calculation is done with a spectral
resolution of 2.5 cm−1 and a detector integration time of 34.1 µsec.
Figure 5.25.: The instrument response curve for pixel (119,121) from on-ground measurements
looking at the GLORIA blackbodies at hot (300.1 K) and cold (275.3 K) temperatures
using detector II/2.
The calculated instrument response for a single pixel (119,121) as a function of wavenumber
is shown in figure 5.25. The pixel selected is an exemplary pixel which represents the
median value of the distribution. The response value is almost constant in the spectral
range around 900 cm−1 to 1300 cm−1 but falls rapidly outside this range. For example,
the response value falls by 50 % of the maximum value at 800 cm−1. The wiggles seen in
the response curve occurring at a period of approximately 110 cm−1 are giving evidence
of a Fabry-Perot effect due to multiple reflections inside the detector substrate. All other
optical components are wedged to avoid channeling. The response curve above 1400 cm−1
falls rapidly because of the fact that the instrument transmittance also falls rapidly in this
wavenumber region (see figure 5.26). The soft increase in the instrument response curve
in the lower wavenumber range is due to the detector response particular to the detector
material and will be addressed in section 5.5.4.
The 2D distribution of the mean of the instrument response calculated over the spectral
range from 780 cm−1 to 1400 cm−1 is shown in figure 5.27(b). The plot shows that the
response distribution is roughly constant over the detector array with the exception of
having low response values for the lower most detector rows. This feature is particular
to this measurement setup where the detector might have been looking at the edge of
the blackbody. In general the response calculated from the flight data does not show low
values in the lower most detector rows. In addition, figure 5.27(b) shows some pixels which
are outliers (black and yellow points). These pixels are to be handled carefully during the
scientific data processing and checked for rejection as bad pixels.
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5.5.2. Instrument transmission
The transmittance curves for the optical components of GLORIA such as entrance window,
the detector window, the beamsplitter, lens1 and lens2 are shown in appendix A. The
coatings of some of the components (e.g., beamsplitter surfaces) are not disclosed by the
provider. The transmittance of these surfaces are assumed. The instrument transmittance
is calculated by considering the radiation passing through the individual optical surfaces,
starting at the entrance window until finally arriving at the FPA. An estimate of the total
transmittance of the GLORIA interferometer is plotted in figure 5.26. The transmittance is
a function of wavenumber, the dips in the lower wavenumber region is due to the absorption
at the entrance window and the quick fall beyond 1400 cm−1 is due to the transmittance
curves of the lenses. The derivation of the total transmittance is shown in appendix A.
Figure 5.26.: Transmittance curve for GLORIA.
5.5.3. Modulation efficiency
Modulation efficiency (M) is the figure of merit for the optical quality of the introduced
parameters. It is a quantity with unit one. A high modulation is desired because the
measured signal is directly proportional to it. Several physical parameters like the qual-
ity of the optical components, the quality of the interferometer drive and the degree of
misalignment of the components in the interferometer play a role for the modulation effi-
ciency. It is a wavenumber dependent quantity, with its value decreasing with increasing
wavenumber. The modulation value at a higher wavenumber (or short wavelength) is very
sensitive to the quality of the optical components (such as surface roughness). With the
measurement setup used, only a mean modulation over the spectral range can be deter-
mined. When measuring a hot and a cold blackbody as source, the modulation efficiency






M is the modulation efficiency,
Ibbhac is the ac coupled interferogram of the hot blackbody,
61
5. Radiometric characterization
Ibbcac is the ac coupled interferogram of the cold blackbody,
Ibbh is the dc coupled interferogram of the hot blackbody,
Ibbc is the dc coupled interferogram of the cold blackbody.
(a) Modulation efficiency (b) Instrument response
Figure 5.27.: (a) The modulation efficiency and (b) the mean instrument response in the range of
780 cm−1 to 1400 cm−1 are plotted over the 64×128 detector pixel array for detec-
tor II/2. The calculation was done using blackbody measurements performed at hot
and cold temperatures. The instrument response has the units of W−1cm2sr.
The modulation efficiency is calculated from an ac and a dc coupled interferograms of
two blackbody measurements at hot (300.1 K) and cold (275.3 K) temperatures and is
plotted over the detector array (figure 5.27(a)). The measured interferogram is dc coupled
(see figure 2.2(a)). A linear fit is calculated and subtracted from the interferogram to
get the ac coupled interferogram. The linear fit eliminates the slowly varying drifts in
the interferogram over OPD. The plot shows that the modulation efficiency distribution is
roughly constant over the detector array. The right side of the array shows a slightly higher
value than the left side. Modulation is an interferometer property and cannot change fast
from pixel to pixel. If at all, a rather smooth change is expected over the detector array.
The outlier pixels showing individual high and low values of modulation efficiency are a
reflection of the individual pixel response of the detector. The mean modulation efficiency
over the detector array is 0.7.
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5.5.4. Detector response
The detector response is a measure of the sensitivity of the detector. It can be calcu-
lated using equation 5.26 and with the knowledge of the instrument response, modulation
efficiency and instrument transmission derived earlier.
Figure 5.28.: Detector response for pixel (119,121) of detector II/2. The measurement was done
for a detector integration time of 34.1 µs.
The detector response for pixel (119,121) of detector II/2 plotted as a function of wavenum-
ber is shown in figure 5.28. The same data set as used for the calculation of the instrument
response is also used here. The detector response value beyond the cutoff wavenumber
shows a soft increase until about 900 cm−1. This effect is a property of the alloy of the
detector material and this curve is specific to the pixel of this detector. The detector
response values above 1400 cm−1 are not shown because the total transmittance curve
(figure 5.26) above 1400 cm−1 falls rapidly and is going close to zero. The wiggles seen
in the plot are a combination of the multiple reflections occurring at the detector sub-
strate and small amount of absorption which may be present in the optical components
whose exact transmittance curve is not know. The modulation efficiency is assumed to be
constant over the wavenumber range for the calculation.
The detector response can also be expressed as a function of the detector parameters. The
detector response represented in terms of the quantum efficiency (section 5.5.5) and scaled
to lsb units is defined as (equation is adapted from [54])







Eph(σ) = hpcσ is the photon energy,
η(σ) is the detector quantum efficiency,
tint is the detector integration time,
Nb = 14 is the detector quantization level,
2Nb is the dynamic range of the analog to digital converter,
Qfw is the detector full well capacity.
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The photon energy at the cutoff wavenumber (σ1 = 780 cm
−1) is given as
Eg = hpcσ1 = 1.55× 10−20J. (5.29)
5.5.5. Detector quantum efficiency
The detector quantum efficiency (η) reflects the effectiveness of the detector producing an
electronic charge from the incident photons. The detector quantum efficiency is a quantity
with unit one and has the values in the range of 0 to 1.







Figure 5.29.: Detector quantum efficiency for pixel (119,121) of detector II/2. The measurement
was done for a detector integration time of 34.1 µs.
The quantum efficiency curve for pixel (119,121) of detector II/2 is shown in figure 5.29.
The same data set as used for the calculation of the detector response is also used here. The
quantum efficiency value beyond the cutoff wavenumber shows a soft increase until about
900 cm−1. This effect is a property of the alloy of the detector material. The quantum
efficiency above 1400 cm−1 is not shown due to a large uncertainty in its determination.
The occurrence of the wiggles is explained in the previous section.
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5.5.6. Detector cutoff
The cutoff wavenumber for the detector is calculated as the wavenumber at which the
detector response drops to 50 % of its mean value calculated in the range between 900 cm−1
and 1300 cm−1.
Figure 5.30.: 2D distribution of the cutoff wavenumber plotted over the 48×128 pixel array.
The distribution of the cutoff wavenumber over the detector array is shown in figure 5.30.
The plot shows that the distribution of the cutoff wavenumber for the pixels varies by
about 20 cm−1 over the pixel array. A possible source for this variation is associated with
the detector material which is made up of an alloy of CdTe and HgTe. It is assumed
that the plot gives a picture of the inhomogeneity in the alloy distribution over the pixel
array. The average cutoff wavenumber is about 780 cm−1. The lower left corner of the
detector array shows a higher cutoff wavenumber and the upper right corner shows a lower
cutoff wavenumber. The cutoff variation over the detector array has an impact on the line
strength of the spectral lines around the cutoff region and will affect the quality of the
trace gas retrieval around the cutoff wavenumber region over the detector array.
5.5.7. Noise equivalent spectral radiance
NESR: Theoretical evaluation
The noise equivalent spectral radiance (NESR) is a measure of the amount of spectral radi-
ance required to yield a signal-to-noise ratio of one. It has the units of nW/(cm2 sr cm−1)








δσ is the spectral sampling,
Ff is the frame frequency,
Apo is a scaling factor depending on apodization,
Cbins is the number of pixels co-added.
The apodization factor corresponds to 1.2, 1.4 and 1.6 for a weak, medium and strong




Figure 5.31.: The theoretical values of the NESR plotted (logarithmic scale) as a function of detec-
tor integration time at 1000 cm−1 and instrument parameters mentioned in the text.
The theoretical NESR values plotted as a function of the detector integration time for a
given measurement condition is shown in figure 5.31. The NESR values are calculated for
a spectral position at 1000 cm−1 and a spectral sampling of 0.0625 cm−1 (CM resolution).
The detector response value used is from on-ground measurement for pixel (119,121) of
detector II/2. The interferometer temperature is set to 222 K and the blackbody temper-
ature is set to 287 K (these values represent the measurement values shown in table 5.4).
The total noise is calculated using equation 5.22. A mean modulation efficiency (M) value
of 0.74 and the total transmittance curve (section 5.5.2) are used. The bins is set to unity
as the calculation is done for a single pixel, a frame frequency of 4940.7 Hz and the detector
temperature of 59 K are used for this calculation. The resulting curve gives an estimate
of the NESR value to be expected for a given detector integration time.
NESR: measurement evaluation
The NESR from the measurement data is calculated as the standard deviation of the imag-
















Sci is the imaginary part of the calibrated spectrum of individual measurements,
n is the number of measurements.
The measured NESR is compared with the modeled NESR value for the same condition.
Measurement setup
The NESR is calculated from on-ground (pre flight) and in-flight (K01 F02, K03 F20)
measurements looking at the blackbody and the atmosphere as scene, respectively. The
on-ground and flight K01 F02 measurements were performed with detector II/2 while the
measurements during flight K03 F20 were performed with detector II/1. The GLORIA
interferometer was operated cold (at temperatures of Tbg shown in table 5.4). A summary
of the parameters corresponding to the measurements and those used for the theoretical
calculations are given in table 5.4.
66
5.5. Spectral features of the detector and instrument parameters
Table 5.4.: Parameters for the NESR evaluation from spectrally resolved measurement
Parameter Ground Fl. K01 F02 Fl. K03 F20
Detector used II/2 II/2 II/1
Pixel range used (array) 64×128 48×128 48×128
Frame frequency (Ff ) 4940.7 Hz 6281.407 Hz 6281.407 Hz
Detector integration time (tint) 34.1 µs 65.3 µs 99.1 µs
Interferogram recording time (tiint) 16.2 s 12.56 s 10.92 s
Detector temperature (TD) 59 K 59 K 51 K
Scene temperature (Ts) 287 K not known not known
Background temperature (Tbg) 222 K 216 K 214 K
spectral sampling (δσ) 0.0625 cm−1 0.0625 cm−1 0.071429 cm−1
Background emissivity (εbg) 0.55 0.55 0.55
Modulation efficiency (M) 0.74 0.74 0.74
number of bins 1 1 1
NESR calculation for ground measurements
The NESR has been evaluated from the measurements performed on-ground before the
flight with the GLORIA blackbody as scene using equation 5.32. Figure 5.32 shows the
measured NESR plot (red dots) for a single pixel (119,121) of detector II/2 measured with
an integration time of 34.1 µs.
Figure 5.32.: NESR plot from on-ground measurements (red dots) looking at a blackbody at 287 K
for a single pixel (119,121) of detector II/2 measured with an integration time of
34.1 µs and a spectral sampling of 0.0625 cm−1. The modeled value of the NESR
(red line) is calculated for a similar scenario.
The modeled NESR has been calculated using equation 5.31 and plotted as red line in fig-
ure 5.32. For the theoretical calculations, the detector response is taken for pixel (119,121)
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from the laboratory measurements (section 5.5.4). The electrons generated due to the pho-
ton load on the detector are estimated from the photon flux on the detector calculated
using equation 5.9 and 5.10 with the knowledge of the scene temperature and the back-
ground temperature. The total noise contribution is calculated for the integration time of
the measurement using equation 5.22. The rest of the parameters are taken from table 5.4
and some parameter values which were defined earlier (e.g., the pixel area, the solid angle
and the instrument transmittance). The theoretically calculated values fit quite well with
the measured values. The pixel is chosen such that it represents the median value of the
mean NESR calculated for the spectral range of 900 cm−1 to 1300 cm−1. This implies
that the selected pixel represents the pixels in the array well.
(a) 2D NESR distribution (b) Histogram plot showing NESR distribution
Figure 5.33.: Mean NESR in the range of 900 cm−1 to 1300 cm−1 plotted for 64×128 pixels calcu-
lated with the measurements performed on-ground looking at the GLORIA blackbody
at 287 K as scene. (a) 2D distribution of the mean NESR. (b) Histogram distribution
of the mean NESR. The median of the histogram is 184.24 nW/(cm2 sr cm−1).
2D distribution and the corresponding histogram plot of the mean NESR calculated for
the spectral range of 900 cm−1 to 1300 cm−1 are shown in figure 5.33(a) and figure 5.33(b),
respectively. The NESR distribution shows the presence of correlated noise structures as
seen earlier in the noise plot. The plot shows stripe patterns of eight pixels in the vertical
direction which are caused by an EMC problem and horizontal stripes over the full line
occurring at every eighth pixel which reflect the individual noise properties of the ADCs
and the preamps. The correlated noise degrades the SNR gain achieved by pixel binning.
A bad pixel mask was applied to the data, these pixels were not processed and are shown
as black points on the 2D plot.
NESR calculation from ESSenCe flight K01 F02 measurements
The NESR has been evaluated from in-flight measurements performed during the ESSenCe
campaign (flight K01 F02) with atmosphere as scene. The NESR from the measurement
has been evaluated in the same way as discussed in the previous section. The scene
temperature is variable and not known for the theoretical calculation of the expected
NESR. The electrons generated due to the photon load coming from the scene is calculated
by integrating the radiance signal of the real part of the calibrated signal. The electrons
generated due to the photon load arriving from the instrument background are calculated
for the instrument temperature. The photon noise is calculated from the measured signal
rather than being estimated from the source temperature. The total noise is calculated
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using equation 5.22 and is taken for the theoretical NESR calculation.
Figure 5.34.: NESR plot from measurements performed in-flight K01 F02 (blue points) looking at
the atmosphere as scene for a single pixel (119,121) of detector II/2 measured with an
integration time of 65.3 µs and a spectral sampling of 0.0625 cm−1. The theoretical
value of the NESR (blue line) is calculated for a similar scenario.
The theoretically expected (blue line) and the measured (blue dots) NESR for a single
pixel (119,121) of detector II/2 for an integration time of 65.3 µs is shown in figure 5.34.
The theoretical values fit well with the measured trend in data. The pixel selected is the
same as for the on-ground measurement analysis.
(a) 2D NESR distribution (b) Histogram plot showing NESR distribution
Figure 5.35.: Mean NESR in the range of 900 cm−1 to 1300 cm−1 plotted for 48×128 pixels calcu-
lated with the measurements performed in-flight K01 F02 looking at the atmosphere
as scene. (a) 2D distribution of the mean NESR. (b) Histogram distribution of the
mean NESR. The median value of the histogram is 88.71 nW/(cm2 sr cm−1).
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2D distribution and the corresponding histogram plot of the mean NESR calculated for
the spectral range of 900 cm−1 to 1300 cm−1 are shown in figure 5.35(a) and figure 5.35(b),
respectively. The correlated noise pattern is the same as discussed in the previous section.
A bad pixel mask was applied during data processing and are shown as black points in the
2D plot. A cloud layer is seen in the lower pixel rows. Depending on the temperature of the
cloud, it will influence the photon load and therefore the photon noise of the pixels. The
high NESR values seen in the lower pixel rows cannot be explained by the presence of clouds
only. An other possible reason can be the presence of a line-of-sight jitter problem, which
is prominent in the region of signal gradients such as presence of clouds. A combination of
these two effects gives a higher NESR value for the pixels in the lower row (below vertical
pixel index 58). The jitter problem is not seen in figure 5.33(a) where the measurement
has been performed by looking at a homogeneous blackbody source.
NESR calculation from TACTS flight K03 F20 measurements
The NESR has been evaluated from in-flight measurements performed during the TACTS
campaign (flight K03 F20) with the atmosphere as scene. The NESR from the measure-
ment and theoretically expected values were evaluated in the same way as discussed for
flight K01 F02.
Figure 5.36.: NESR values from measurements performed in-flight K03 F20 (violet points) looking
at the atmosphere as scene for a single pixel (128,118) of detector II/1 measured
with an integration time of 99.1 µs and a spectral sampling of 0.071429 cm−1. The
theoretical value of the NESR (violet line) is calculated for a similar scenario.
The modeled (violet line) and the measured (violet dots) NESR values for a single pixel
(128,118) of detector II/1 measured with an integration time of 99.1 µs and a spectral
sampling of 0.071429 cm−1 is shown in figure 5.36. The pixel selected represents the median
value of the mean NESR calculated for the spectral range of 900 cm−1 to 1300 cm−1. The
radiometric calibration of the data of this flight is not perfect, leaving with a residual offset
in the spectra after performing the radiometric calibration. This might be the cause for
the deviation of the theoretical curve around the 1400 cm−1 region.
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(a) 2D NESR distribution (b) Histogram plot showing NESR distribution
Figure 5.37.: Mean NESR in the range of 900 cm−1 to 1300 cm−1 plotted for 48×128 pixels cal-
culated with the measurements performed in-flight K03 F20 looking at the atmo-
sphere as scene. (a) shows the 2D distribution of the mean NESR. (b) shows the
histogram distribution of the mean NESR. The median value of the histogram is
51.94 nW/(cm2 sr cm−1).
2D distribution and the corresponding histogram plot of the mean NESR calculated for
the spectral range of 900 cm−1 to 1300 cm−1. The correlated noise pattern is seen here
as well. The high NESR seen in two layers of the lower rows, once around vertical pixel
indices 80 to 88 and second time around vertical pixel indices 56 to 68, are due to the
presence of an additional signal depending on the cloud temperature and a line-of-sight
jitter problem which is prominent at steep radiance gradients.
Summary: Spectral features of the detector and instrument parameters
The spectral features of the detector and the instrument parameters were addressed in this
section. These parameters are calculated from measurements performed both on-ground
and in-flight. The theoretically expected NESR is calculated using the noise model of
GLORIA. The noise model gives an estimate of the noise contribution coming from different
sources. The measured and theoretical values for NESR are found to be in good agreement.
This confirms that the noise performance of the instrument was nominal during both the
on-ground and in-flight measurements. This proves that the noise sources for the good
pixels have been accounted for in the model and that there are no hidden sources. The
distribution of the NESR over the pixel array is found to be quite homogeneous with the
exception of the stripes due to excess correlated noise among the pixels. The difference in
the NESR values for the three data sets are due to the difference in the operating conditions
(e.g., integration time, frame frequency, spectral sampling etc.). The model concluded to
be sufficient for predicting the instrument performance under various circumstances and
hence can be used for further scientific work.
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5.6. Imaging quality over the FPA
The imaging quality of the GLORIA optics over the focal plane array (FPA) is presented
in this section. Laboratory measurements were performed to check the imaging quality.
The measurement results are compared with a theoretical estimation to find the focus
position for the infrared objective at a given temperature.
Measurement setup and characterization results
Four infrared blackbody sources are placed at the focal plane of an off-axis parabolic mirror
(focal length of 1000 mm). The setup with the infrared light sources and the off-axis
parabolic mirror is fixed on a supporting bench and placed in front of the interferometer.
DC measurements were performed with the full interferometer with a fixed slide looking at
the infrared blackbody sources. The emitting surface area of the IR source is 1.7×1.7 mm2
= 2.89 mm2. The spot size on the detector is roughly 4×4 pixels. The infrared objective
is placed at the focus position for the warm instrument. The focus position is verified by
checking the visual sharpness of the four infrared light sources on the FPA with an auto-
collimation telescope. The focus point is estimated with an accuracy of ±5 IRO counts.
The IRO is then set to the estimated focus position (provided by the lens manufacturer) for
the cold instrument at -55 . DC measurements with the above mentioned setup are made
at three instrument temperatures: -47.8 , -55.6  and -64.7 . These temperatures were
selected as they cover the range of the possible operational temperature of the GLORIA
interferometer during flight.
Figure 5.38.: The image of the four IR blackbody sources on the GLORIA detector array of 128×128
pixels for an instrument temperature of -55.6 .
The image of four infrared blackbody point sources on the detector array of 128×128 pixels
for an instrument temperature of -55.6  is shown in figure 5.38. In addition to the four
main images, several other images are also found on the detector array. These images are
called parasitic images which will be discussed in detail in section 5.7.
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(a) (b)
(c) (d)
Figure 5.39.: Zoom plots of the four main images of the infrared blackbody source on the GLORIA
detector for an instrument temperature of -55.6 . (a) shows the image on the top
left side, (b) shows the image on the top right side, (c) shows the image on the bottom
left side and (d) shows the image on the center of the detector array.
Zoom plots of the four main images are shown in figure 5.39. The top left image (fig-
ure 5.39(a)) shows a diagonal deformation of the image in the upper left side. The top
right image (figure 5.39(b)) and the bottom left image (figure 5.39(c)) show the deforma-
tion in the diagonal direction from the lower left to the upper right side. This effect for the
corner images can be caused from the presence of coma, spherical abberation or distortion.
The central image (figure 5.39(d)) is quite circular and may have spherical aberration, it
does not show as strong distortion effects as for the corner images. The image of the in-
frared blackbody is dispersed over several pixels due to the diffraction effect of the off-axis
parabolic mirror giving a broader shape of the image. These images show a qualitative
overview of the imaging quality over the focal plane array (FPA). They themselves do not
give an indication if the measurement performed at the IRO is the focus position for the
given temperature. It is necessary to check the image quality with measurements per-
formed at the other two temperatures (-47.8  and -64.7 ). Those measurements are
analyzed to find the focus position and hence know the quality of the images with the IRO






Figure 5.40.: Zoom of the image of the central infrared blackbody on the GLORIA detector for
-47.8 , -55.6  and -64.7  are plotted in (a), (c) and (e), respectively. Ensquared
energy diagram for the squared area of all four images corresponding to the temper-
ature of -47.8 , -55.6  and -64.7  are plotted in (b), (d) and (f), respectively.
Zoom plots of the central infrared blackbody and the ensquared energy diagram2 for the
squared area of all four images corresponding to the instrument temperatures of -47.8 ,
2The ensquared energy diagram is a method to quantify the fraction of optical energy present in an image
on the detector for an optics system. It is generated by starting at the center of the spot diagram and
counting the fraction of incident rays that are within any squared radius.
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-55.6  and -64.7  are shown in figure 5.40. The image of figure 5.40(a) shows a dispersed
semicircular shape. The shape becomes more circular for images of figure 5.40(c) and
figure 5.40(e). The ensquared energy diagram for the three cases shows that the curve
for the central image for -47.8  is below that of the other curves and goes higher as the
temperature decreases. This effect is compared with the theoretically expected curves.
A Zemax model comprising the optical components of the GLORIA interferometer has
been used for the theoretical calculations and comparison with the measurement results.
Figure 5.41.: Through focus spot diagrams for the IRO being placed at the focus position and four
other defocused positions in steps of ± 67.5 µm away from the focus [57].
A through-focus spot diagram of a point source imaged on the central and the four corner
positions on the detector array is shown in figure 5.41. The spot diagrams show the
characteristic of aberrations and suggest the size of the image blur. The middle column
is for the IRO placed at the focus position. The four other columns are for the defocused
position with the IRO being placed in steps of ±67.5 µm away from the focus in both
directions of the focus plane (either towards the detector or towards the beamsplitter).
The negative and the positive defocused directions are equivalent to the IRO moving
towards the beamsplitter and towards the detector, respectively. The spot diagrams for
the central pixel (0,0) show the image broadening for the negative defocused direction and
a more concentrated image for the positive defocused direction. Comparing this effect to
the spot diagrams of the central image of the measurement (figure 5.40), it is seen that the
image is getting less divergent at a lower instrument temperature. The decreasing area of
the measured spot diagrams in the order from measurements at -47.8  and going towards
measurements at -64.7  could be compared to the pattern of the theoretical defocused
spot diagrams in the order from -135 µm and going towards 135 µm case.
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(a) Ensquared energy diagram for the instrument temperature of -47.8 
(b) Ensquared energy diagram for the instrument temperature of -55.6 
(c) Ensquared energy diagram for the instrument temperature of -64.7 
Figure 5.42.: Ensquared energy diagram plotted for a squared area with a spot simulated for three
instrument temperatures [57].
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The ensquared energy diagrams calculated for a squared area with a spot at the central
and the four corner positions on the detector array simulated for three defocused positions
corresponding to the temperatures of -47.8, -55.6 and -64.7 are shown in figure 5.42.
The simulation has been done considering the focus position for the temperature of -55.6.
The plots show that the curve for the central pixel area (blue line) is above the corner
positions (green, dark yellow, pink and magenta lines) for the on-focus case, whereas it is
below the curves for the two corner positions pink and magenta for one defocused position
(at -47.8 ) and green and dark yellow for the other defocused position (at -64.7 ). A
similar pattern is found in the measurement ensquared energy diagram. It is found that the
curve for the central position is below all other curves corresponding to the corner positions
(figure 5.40(b)) for measurement performed at the temperature of -47.8  and the central
curve gradually goes above the curves of the corner positions (one curve for -55.6 ,
see figure 5.40(d) and three curves for -64.7 , see figure 5.40(f)) for the measurements
performed at the other two temperatures. As a general trend, as the focus position is
approached, the curve for the central position raises above the other curves corresponding
to the corner positions. This confirms that the focus position is being approached. The
spot diagram comparison (figure 5.40) between the cases for temperatures of -55.6  and
-64.7  shows that the image is getting concentrated for measurements performed at a
colder temperature. This gives the evidence that the actual focus is somewhere between
the two temperatures of -55.6  and -64.7 . Hence, it is evident that the predetermined
position of the focus provided by the supplier is not the real focus. This leads to the
necessity to find a table or a mapping which gives the focus position for the corresponding
instrument temperature. There is a known thermal drift of the interferometer during
long duration measurement flights. However, it may become necessary to have a mapping
to adjust the IRO to the focus position with the change of interferometer temperature
during flight. This topic will be addressed in chapter 6.8. The present setup used for
the characterization measurement gave a qualitative estimate of the imaging quality. The
setup is limited due to the diffraction of the optics. A new measurement set has to be
developed for a more precise determination of the imaging quality over the detector array.
In addition, the focus position has been determined from the spectral line width which be




Parasitic images appear on the detector array along with the main image (figure 5.38,
5.43). The occurrence of a parasitic image on a given pixel adds an additional signal
along with the radiation signal from the source and background falling on that given
pixel. Therefore, it is necessary to identify the cause and to quantify the positions and the
intensities of these parasitic images. The measurement setup used is the same as discussed
in section 5.6. DC measurements were done with a fixed slide. The blackbody source
signal was modulated with 10 Hz, such that frequency analysis of the signal can be done
to improve the signal-to-noise ratio.
Figure 5.43.: Intensity plot (logarithmic scale) showing the main image and the parasitic images of
the four point sources over the detector array. Top: Intensity plot of a horizontal cut
through the detector at the vertical pixel index of 124.
The image of the detector array at the modulation frequency of the source is shown in
figure 5.43. The plot shows the four main images and several other parasitic images. The
central image and the corresponding parasitic images associated to it are all lying on the
selected detector area. Pixels in row number 124 with the central spot image has been
analyzed in detail. It has two strong parasitic images formed to the right (first parasitic
image) and to the left (second parasitic image) of the main image. The centers of these
images are located approximately 17 and 21 pixels away from the main image. These
parasitic images are assumed to be formed due to the multiple reflections occurring at the
beamsplitter surfaces. These reflections are present in both interferometer arms and add
to the interferogram AC signal. Figure 5.43 also shows a set of three other parasitic images
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formed approximately four rows above. These parasitic images disappear when the signal
of the compensator arm is blocked, indicating that these parasitic images are formed by
multiple reflections at the compensator surfaces. The multiple reflections being present
in only one interferometer arm are not modulated by the interferometer and add to the
interferogram DC signal only. As the interferogram DC is subtracted before calculating
the spectra, the parasitic images formed from the reflections at the compensator plate are
not included further in this study and therefore are rejected.
Figure 5.44.: The intensity distribution of the main image and two parasitic images over the de-
tector pixel array. The pixel numbers are arranged in the order of their relative
intensity.
Intensity distribution of the main image (black squares), the first parasitic image (red
dots) and the second parasitic image (blue triangles) in the horizontal direction over the
detector pixels for the central infrared blackbody source is shown in figure 5.44. The pixels
are arranged in the decreasing order of their relative intensity. The intensity of the area of
the first parasitic image is 4.88 % of the area of the main image. The intensity of the area
of the second parasitic image is 3.11 % of the area of the main image. The intensities of the
other multiple parasitic images in the horizontal direction are three orders of magnitude
smaller than the main image (see figure 5.43 - top) and are neglected.
Parasitic images: Theoretical analysis
A theoretical calculation of the above mentioned observation has been performed to verify
the findings of the measurements. The parasitic images are assumed to be formed due to
secondary reflections from the wedged beamsplitter substrate. It is made of KCl (Potas-
sium Chloride) substrate, coated with a beam splitting layer (material not known - this
information is not provided by the supplier). The path of the light propagation through
the beamsplitter is shown in figure 5.45. The reflection and the transmission at the op-
tical surfaces are shown explicitly. The reflectance and the transmittance coefficients are
calculated with some assumptions which are theoretical entities. These values are used
to calculate position and intensity of the parasitic images. A detailed calculation is pre-
sented in appendix B. The comparison will show if the assumed values are close to the real
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ones and if the position and intensity of the parasitic images can be well represented by
theoretical knowledge.
Figure 5.45.: Ray propagation through the beamsplitter showing multiple reflections and transmis-
sion at its surface. The refractive indices of the surfaces are marked with numbers.
The wedge angle is represented by θ.
The theoretical calculation shows that the parasitic images due to multiple reflections
at the beam splitter surfaces are formed at -19.407 pixel and 19.266 pixel away in the
horizontal direction from the main image. This is of the same order as the values derived
from the measurements. The discrepancy with the measurement results may be due to the
approximation of the parameters used, such as the wedge angle (θ), the refractive index
and the angle of incidence of the radiation beam with respect to the beamsplitter (α1).
Varying some of these parameters, the parasitic image distances are calculated and are
shown in annex B.
The intensities of the DC part of the main image, the first parasitic image and the second
parasitic image are 0.8688, 0.0336 and 0.0243, respectively. The ratio of the intensity of
the first parasitic image to the intensity of the main image is 3.867 %. The ratio of the
intensity of the second parasitic image to the intensity of the main image is 2.797 %. The
intensity of the DC part of the theoretical calculation does not match exactly with the
measurement values. The area of the first parasitic image has a higher intensity value
as compared to the area of the second parasitic image. This can also be seen in the
measurement values. The theoretical estimate of the intensities of the images has been
done by considering a single layer of dielectric surface. However, the beamsplitter coating
is made up of multi layer dielectric surfaces which is not disclosed by the supplier. Thus,
although good estimates are possible, numerically exact values cannot be achieved.
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The intensities of the AC part of the main image, the first parasitic image and the second
parasitic image are 0.434, 0.0136 and 0.0122, respectively. The ratio of the intensity of the
first parasitic image to the intensity of the main image is 3.13 %. The ratio of the intensity
of the second parasitic image to the intensity of the main image is 2.81 %. The intensity
of the AC part of the parasitic image (incident on a given pixel) gives an additional
contribution of the signal for the corresponding spectrum of the pixel. This additional
signal is not a problem for a homogeneous scene in the horizontal direction, as the effect
is the same for the calibration sources and is removed during radiometric calibration. The
parasitic images from the beamsplitter surface being present in the horizontal direction
does not affect the retrieval results as the pixel binning is performed in the horizontal
direction. If the parasitic images (modulated part) were formed in the vertical direction,
it would have caused problem to have signal contribution from one tangent altitude to
the other tangent altitude. In case of horizontally inhomogeneous scenes, the effect of
the parasitic images has to be taken into account if retrieval results are analyzed for each
individual pixels. The additional signal, although small, will lead to an error in the retrieval
of the trace gas concentration over the detector array.
Summary: Parasitic images
The DC measurement looking at the four infrared blackbody sources shows a main image
plus several parasitic images. Two parasitic images at a distance of 17 and 21 pixels away
(horizontally) from the main image and the three parasitic images at four pixels away
(vertically) from the main image are investigated. The intensities of the other multiple
reflections are three orders of magnitude smaller than the main image and are thus ne-
glected. The three parasitic images formed at four pixels away (vertically) from the main
image are found to be forming due to multiple reflections at the compensator plate, which
are unmodulated signal contributing only to the DC of the interferogram. The parasitic
images in the horizontal direction on both side of the main image are found to be due to
multiple reflections at the beamsplitter surface. The measured intensities of the parasitic
images (horizontal) are 4.9 % and 3.1 % of the main image. Theoretical calculations show
that the multiple reflections at the beamsplitter surface give two main parasitic images
(horizontal), formed at approximately 19 pixels (one to the left and the other to the right)
from the main image. The calculated intensities of the DC part of these two main para-
sitic images are 3.9 % and 2.8 % of the main image. The exact values of the position and
the intensity of the parasitic images cannot be calculated theoretically with the present
information of the beamsplitter coating. However, the estimates found are sufficient for a
qualitative comparison. The calculated intensities of the AC part of the two main parasitic
images are estimated to be 3.1 % and 2.8 % of the main image. From the measurement
analysis it can be concluded that, during the atmospheric measurements with the present
beamsplitter used in GLORIA interferometer, any given pixel receives the radiation falling
on it plus a contribution of the paraxial images. The additional signal due to the parasitic
image is not a problem for a homogeneous (horizontal direction) scene, but the effect has
to be taken into account for cases of horizontally inhomogeneous scenes. The radiation
contribution of the parasitic images is small but will lead to an error in the retrieval of the




This chapter begins with a description of the methods used to determine and characterize
the spectral properties of the GLORIA instrument. In particular, the physical and the
mathematical background for the spectral calibration is presented first and the choice of
the calibration sources is discussed thereafter. The methods used for the line position
determination and optimization of a selected method is presented in the next section.
A selection criterion for the lines used for the spectral calibration is discussed in the
subsequent section. In the next section, the noise effect on the determination of the
spectral calibration method is investigated. The effect of varying the position of the
infrared objective on the optical axis position is discussed next. The spectral calibration
of the flight data is performed and the results are presented in the following section.
An estimation of the accuracy of the spectral calibration is given thereafter. In the next
section, the relationship between the line width of the spectral lines and the image distance
is evaluated. The line width of the atmospheric lines is used as an indicator for finding the
focus position at a given instrument temperature. The chapter concludes with a detailed
analysis of the cube corner misalignment producing shear in the interferometer and an
analysis and quantification of the shear vibration is presented.
6.1. Spectral calibration - Introduction
The modulated part of the interferogram of a monochromatic source is expressed as
I(x) = cos(2πσHx), (6.1)
where σH is the wavenumber of the monochromatic source and x is the OPD. The colli-
mated rays passing through the focusing lens travel towards the detector at different angles
(figure 2.3). The OPD for the pixel (i,j) on the detector array is expressed as [18]
xi,j = x0cos(αi,j), (6.2)
where
xi,j is the OPD of the pixel (i, j),
x0 is the OPD of the on-axis pixel,
αi,j is the off-axis angle of the pixel (i, j).
If the OPD of the interferogram is assumed to be pixel independent, then the change in
length of the abscissa by cosαi,j can be associated with the wavenumber. The wavenumber
σi,j for the off-axis pixels then becomes [18]
σi,j = σ0cos(αi,j), (6.3)
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Figure 6.1.: The line position distribution of the N2O line at 1150.9099 cm
−1 over the detector
array showing a three-dimensional bell shape which represents the cosine distribution
for the off-axis pixels.
where




b is the image distance,
ri,j is the distance between the center of the pixel (i, j) to the optical axis.
Figure 6.1 shows the line position of the N2O line at 1150.9099 cm
−1 over the detector
array for an optical axis position of (72,68). The three-dimensional bell shape represents
a cosine distribution.
The off-axis angle is a function of the distance of the pixel center to the optical axis and












The wavelength of the reference laser diode is used to find the x axis scale for the inter-
ferogram. The processing is started with an a-priori assumption of the laser wavelength.
If the a-priori laser wavelength information is not the true laser wavelength, an additional
scaling factor (fcorr) of the spectral axis has to be applied. The scaling factor has to be
adapted corresponding to the temperature drift of the laser diode during the measurement
duration. The reference laser diode used in GLORIA has a wavelength drift depending on
the temperature change of its surrounding. The scaling factor for the spectral axis is pixel
independent. The wavenumber for an individual pixel is written as





6.1. Spectral calibration - Introduction
Four parameters are needed to calculate the spectral calibration factors for each pixel. It
is necessary to determine the image distance, the horizontal (h) and vertical (v) position
of the optical axis on the detector array and the scaling factor of the spectral axis for the
on-axis position. A minimum of four pixels has to be used in order to calculate all four
parameters. Due to the presence of noise in the measurement, an increase in the number
of pixels will improve the quality of the parameters retrieved. The line selection criteria
for the pixels will be discussed in section 6.3. All available pixels with emission lines
satisfying these selection criteria are used for finding the spectral calibration parameters.
The calculation of the spectral calibration parameters using the above model is a simplified
approach where optical effects like distortion and chromatism are not taken into account.
The spectral calibration error for measurement data neglecting these effects is within the
error budget, therefore using the simplified model is justified.
6.1.1. Determination of the spectral calibration parameters
The spectral position values (σi,j) of the selected line for each pixel are determined following
a line position determination method (section 6.4). The spectral position values follow a
2D cosine curve (equation 6.3). The values are fitted with a second order 2D polynomial
fit routine, which is a good approximation to the cosine dependency of the values. The fit
gives the value and the position of the maximum point on the pixel array. The value at
the maximum is expressed as σ0, its position represents the optical axis position (h0, v0)
on the detector array. The optical axis position is determined in a sub pixel resolution.
The distance of the center of each pixel from the optical axis is expressed as
ri,j =
√
(hi + 0.5− h0)2 + (vj + 0.5− v0)2 (6.7)
where h and v represent the horizontal and vertical pixel indices.
The ri,j and the corresponding σi,j values are sorted in ascending order of ri,j , thereby
transferring the 2D problem into an 1D problem. A curve fit is performed with an a-priori
information about the selected line position and the image distance. The function used





where x = r2i,j , y = σ
2
i,j , a0 = b
2, a1 = σ
2
0.
In content, equation 6.8 is the same as equation 6.5. The fitted value of the square root of
a0 and a1 gives the best estimate of the image distance and the line position. The scaling
factor (fcorr) of the spectral axis is given by the ratio between the determined value of σ0






σ0 is the fitted line position,
σH is the line position value from HITRAN database [58].
This process is now applied to several selected spectral lines (see section 6.3). The mean
of the parameters derived from the selected lines is taken as the final value. If noise is the
leading source of error, then the mean parameter value will improve the precision of the
determination of the spectral calibration parameters.
The spectral calibration parameters determined are used to calculate the correction factor
for each pixel based on the off-axis angle (αi,j). The scaling factor for performing the
correction is implemented during the interpolation process in level0 by scaling the reference
laser wavelength with the appropriate factor for each pixel, therefore the spectra generated
are on the same output grid.
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6.1.2. Spectral calibration sources
The calibration source should have the following properties: Its spectral properties should
be well known with lines lying within the spectral range of the instrument. It should fill the
full field-of-view (FOV) and full aperture of the instrument to avoid differences between
the calibration and scene measurements.
Spectral calibration can be performed by using the following three kinds of sources:
 A laser source with a single line,
 A gas cell containing a gas with one or more lines,
 The atmosphere having spectral lines from different gases.
Laser as a calibration source
A quantum cascade laser (QCL) can be used as a spectral calibration source. It has
the advantage of having a strong and stable spectral line with a good signal-to-noise
ratio. However there are several drawbacks for a laser being used as a spectral calibration
source. The alignment and operation of the source is complex as both the temperature
and operating current have to be kept stable during the whole operation. The QCL
sources are highly coherent, they can produce laser speckles which generate an amplitude
modulation on the detected signal. The amplitude modulation degrades the spectrum.
During atmospheric measurements the QCL has further drawbacks, the whole system is
bulky and a dedicated measurement mode with its own time allocation is needed. In
case of GLORIA, the QCL is not used for the purpose of spectral calibration but for the
characterization and adjustment of the interferometer shear.
Gas cell as a calibration source
A gas cell with a known mixture of gases within the spectral range of the instrument is a
good calibration source. It has the advantage that any gas species or known mixtures of
gases for the gas cell can be used. Several spectral lines of the gas can be used at once
to improve the precision of the parameters determined. However, there are certain draw-
backs when using a gas cell as a spectral calibration source for atmospheric measurements.
The precise monitoring of the temperature, pressure and gas composition of the cell is
extremely difficult on flight. The gas cell has to be big enough to fill the full instrument
aperture and the FOV. An alternative would be to use a smaller gas cell with collimation
optics. Moreover, a dedicated measurement mode with an own time allocation is needed.
Laboratory characterization measurements have been performed with a gas cell containing
N2O gas. N2O gas has been chosen because it has well isolated lines which are within the
spectral coverage of GLORIA.
Atmosphere as a calibration source
The spectral lines of different known gases in the atmosphere serve as a good source for
performing the spectral calibration. The selected lines need to be sufficiently isolated, have
a good signal-to-noise ratio and should be well characterized spectroscopically. Selecting
lines from the atmosphere has the advantage that the source fills the aperture and the
FOV. The measurement object is essentially self-calibrated using its already well known
properties. No dedicated measurements for spectral calibration are needed.
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6.2. Gas cell measurements
N2O gas cell measurements have been performed in the laboratory for determining the
spectral calibration parameters. The measurements are used to gain knowledge of the line
selection criteria and to establish a method for the determination of the line positions.
6.2.1. Laboratory measurement setup
Gas cell measurements were done in the laboratory with GLORIA being placed inside a
thermal-vacuum chamber. The chamber was cooled and temperature controlled by liquid
nitrogen (lN2) passing through the tubes inside the chamber. Gaseous nitrogen is flushed
inside the chamber in order to avoid interfering species during the measurement. The
pressure in the vacuum chamber was kept at about 120 mbar and the temperature at
about 210 K, in order to simulate the atmospheric pressure and temperature at the flight
altitude of the HALO aircraft. The line parameters are evaluated from the N2O emission
lines measured from the gas cell setup. The chamber setup and the gas cell were developed
by Erik Kretschmer for the purpose of instrumental line shape (ILS) characterization [59].
Figure 6.2.: Measurement setup with GLORIA being placed inside the thermal-vacuum chamber.
The setup of the GLORIA spectrometer fixed inside on the wall of the thermal-vacuum
chamber is shown in figure 6.2. The spectrometer is looking downwards in this configura-
tion. The gas cell with the liquid nitrogen holder (as background) is placed below GLORIA
on a rotating disk along with a blackbody. The rotating disk gives the possibility to look
at both sources while the instrument is fixed at one position. The dark yellow beam shows
the path of the radiation beam entering from the dewar to the interferometer.
Some of the important settings used for the measurements are
(i) the gas cell filling: 10 mbar of N2O and about 150 mbar of total pressure,
(ii) the gas temperature: 233 K to 266 K with a background temperature of 80 K,
(iii) the blackbody temperature: ≈ 258 K,
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(iv) the spectral band selected containing N2O lines: 1120 cm
−1 to 1220 cm−1,
(v) an interferogram length: 8.192 cm,
(vi) a measurement time for one cub: 24.6 sec.
6.2.2. Simulations
The first step in the spectral calibration process is the selection of the single isolated lines
with a good signal-to-noise ratio. The selection criteria for the spectral lines are deter-
mined by using a simulated spectrum. A band of the N2O spectrum in the range between
1120 cm−1 and 1220 cm−1 is simulated using the KOPRA (Karlsruhe Optimized and Pre-
cise Radiative transfer Algorithm) [60] forward model, where the GLORIA instrument
parameters and gas cell parameters are given as input for the simulation. The simulated
spectrum is generated without noise.
Some of the principle parameters used for the simulation are
(i) a homogeneous path in the gas cell,
(ii) a spectral sampling of 0.0625 cm−1 (corresponds to a MOPD of 8 cm),
(iii) a Norton-Beer strong apodization.
Figure 6.3.: Simulated N2O spectrum without noise generated using KOPRA and realistic param-
eters for the GLORIA instrument.
A noise free simulated N2O spectrum is shown in figure 6.3. The simulated spectrum
is re-sampled on a finer grid by zero filling. All N2O lines which are selected have an
intensity greater than 1×10−21cm−1/(molecule cm−2) according to the HITRAN database
and lie within the above selected spectral range. The line position at 1167.87832 cm−1 is
labeled as 0 line index for reference. All selected lines which are to the right of line 0, i.e.,
increasing wavenumber side are given positive number indices, and all selected lines which
are to the left of line 0 are given negative number indices, for eg., line +2: 1169.8138 cm−1
and line -2: 1166.45808 cm−1.
6.3. Line selection criteria
The simulated spectrum (figure 6.3) has been used to determine which lines are to be used
for the spectral calibration. The line positions and intensities of all selected indexed N2O
lines are determined using the zero filling method (see section 6.4) of the line position
determination.
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(a)
(b)
Figure 6.4.: The line intensity and line position differences between the HITRAN values and the
N2O lines simulated by using KOPRA considering realistic instrument parameters are
plotted against the N2O line indices. (a) plot with all lines and (b) zoom of the central
part in the ordinate axis range ±0.001 cm−1. The blue dotted lines represent the limit
for the selection of N2O lines for further analysis.
The difference in the line position between the simulated spectrum and the HITRAN values
plotted against the line indices is shown in figure 6.4(a). The difference in the line position
is higher for the lines at the beginning of the P and R branch of the N2O band. The
lines which are in the middle or at the end of the P and R branch have less overlapping
between the weak and the strong N2O lines. Some lines with small intensities have an
influence on the neighboring lines. These lines are not fully resolved and an overlapping
neighboring line leads to an error in the determination of the peak position of the line.
A limit of ±0.00025 cm−1 (blue dotted lines, figure 6.4(b)) is chosen arbitrarily. The line
position error of the selected lines is less than 0.22 ppm. All lines with differences within
the selected limit are selected and lines outside this limit are avoided for further analysis.
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The selected lines are sufficiently isolated from their neighboring lines.
The N2O lines selected by using the above criteria are listed below. The line position
values are taken from the HITRAN database:
Line index Position [cm−1] Line index Position [cm−1] Line index Position [cm−1]
-28 1145.33057 -15 1155.75224 +16 1181.77992
-23 1149.30847 -14 1156.5651 +19 1184.38527
-22 1150.1084 -13 1157.37975 +21 1186.12933
-21 1150.90987 -10 1159.83409 +22 1187.00339
-20 1151.71288 -9 1160.65575 +23 1187.87875
-19 1152.51749 -6 1163.13155 +24 1188.75539
-17 1154.13154 -5 1163.96045 +25 1189.63324
-16 1154.94105 -4 1164.79117 +26 1190.51228
+27 1191.39245
The effect of noise in the determination of the line position for the selected lines is shown
in section 6.5.
6.4. Line position determination methods
Three different methods have been considered for determining the spectral position of the
selected line. The advantages and disadvantages of these methods are discussed in this
section. One of the methods will be chosen as a standard for further data processing. A
N2O line with a good signal-to-noise ratio has been selected from the gas cell measurements
for testing the line position determination methods. The spectral shift is the difference
between the detected line position and the theoretical value from the HITRAN database.
Line fitting method
The line fitting method implies that a theoretical line shape is fitted to the selected line
from the measurement. The maximum position of the fitted line gives the line position of
the selected line. The line fitting program used for this analysis was previously developed
for the MIPAS-balloon (Michelson Interferometer for Passive Atmospheric Sounding) in-
strument [61]. It has several parametrization options, such that it can be used for data
measured with any kind of instrument. The measured spectra are apodized. A Gauss
profile is fitted to each line and the best fit is then found by an iterative process. This
method has certain drawbacks. It needs a-priori knowledge of the line position and certain
instrument parameters to simulate the Gaussian line profile. The processing is time con-
suming as several iteration steps might be needed for fitting two spectra (measured and
simulated) for each line detected in the spectral window.
Zero filling method
The zero filling method does a zero filling of the interferogram before performing the
Fourier transformation to get the spectrum on a finer grid. A spectral region containing
the isolated line is selected. The maximum position of the line within this region gives the
line position of the selected line. The accuracy of the line position determination based
on the zero filling term is discussed later in this section. This method has the advantage
of being quite straight forward. The calculation time for the zero filling method depends
on the zero filling term used, which is dependent on the spectral accuracy requirements.
The measured spectrum from the gas cell measurement is cut around the region of 1120 cm−1
to 1220 cm−1 containing the N2O lines. The cut spectrum is Fourier transformed to get
an interferogram. The interferogram is zero filled such that the number of points after the
90
6.4. Line position determination methods
zero filling is 2n, where n is the zero filling term. The zero filled interferogram is Fourier
transformed in order to get a spectrum on a much finer grid. Increasing n results in an
increase in the calculation time. Therefore a trade off between the zero filling term and
the calculation time has to be made. The minimum value of the zero filling term that will
give sufficiently accurate results in determining the spectral calibration parameters is to
be determined (see section 6.4.1).
Figure 6.5.: A measured N2O line spectrum plotted as a function of wavenumber. Black: Original
spectrum, red: Zero filled spectrum.
A measured spectral line (black curve) and the spectrum (red curve) of the zero filled inter-
ferogram calculated with a zero filling term of 20 are shown in figure 6.5. The original grid is
≈ 0.061035 cm−1 and the interpolated grid after the zero filling becomes ≈ 0.000153 cm−1.
The line position information of the selected N2O lines are used as a-priori knowledge. An
expected line position is calculated dependent on the pixel position on the FPA by using
equation 6.6 with the knowledge of the a-priori information of the line position from the
HITRAN database, the optical axis position and the image distance. A spectral window
of ±0.3 cm−1 has been chosen around the expected line position. The abscissa and the
ordinate values of the maximum point of the interpolated spectrum within this range give
the line position and line amplitude, respectively.
Line derivative method
The line derivative method uses the zero crossing point of the derivative of a spectral line
as the maximum position of the selected line. The spectrum is generated by performing the
Fourier transform of a moderately zero filled interferogram. The derivative of the spectral
line is calculated. The zero crossing point of the line derivative is found by performing a
linear interpolation between the two points which are closest to zero. The abscissa value of
the zero crossing point represents the line position of the selected line. The error in the line
position determination is dependent on the discrete nature of the spectrum. Performing
a moderate zero filling reduces the sensitivity to noise. The greater the number of data
points in the zero filled spectrum across the line, the smaller is the difference between the
measured line profile and the actual profile. The derivative calculation amplifies the noise.
The derivative method has the advantage that only a moderate amount of zero filling is
needed. On the other hand it requires an additional mathematical step of finding the line
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derivative. This method is faster than the two methods described above as here only a
coarse zero filling is needed.
Figure 6.6.: A measured N2O line spectrum and its first order derivative plotted as a function of
wavenumber. Black: Zero filled spectrum, red: First order derivative of the zero filled
spectrum, horizontal and vertical blue dotted lines passing through the zero crossing
point and maximum point of the curves, respectively.
The same measured spectrum as mentioned above has been taken for verifying this method.
A spectral window of ±0.3 cm−1 has been chosen around the expected line position. A
first order derivative of the moderately zero filled spectrum in the selected spectral window
is calculated. Figure 6.6 shows the selected spectral line after zero filling and its first order
derivative.
Summary: Line position determination methods
The line fitting method, the zero filling method and the line derivative method gave com-
parable results for the spectral calibration parameters. The line fitting method is very
time consuming compared to the other two processes because of its iterative process of
fitting the line. The line derivative method requires less zero filling but needs an extra
calculation step of finding the line derivative. The zero filling method is chosen for further
data analysis for finding the spectral calibration parameters because of its straightforward
approach.
6.4.1. Optimization of the zero filling method for the line position deter-
mination
The line positions of the selected N2O lines (section 6.3) for one cub file are determined
using the zero filling method with several zero filling terms. This method is optimized for
speed at the cost of precision.
The zero filling method has been tested with different cases of zero filling performed to the
interferogram with zero filling terms of n = 12,13,14,16,18 and 20. The measurement data
set has a spectral sampling of 0.061035 cm−1, which corresponds to having 1310 points
in the spectral range of 1120 cm−1 to 1220 cm−1. A time analysis and comparison of the
calibration parameters derived has been done for all zero filling terms.
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A-priori information about the approximate values of the spectral calibration parameters is
known and used to calculate the expected line position for each pixel. The distance between
the N2O lines (as indexed in figure 6.4(a)) is in the range of 0.78 cm
−1 to 0.89 cm−1. A
window of ±0.3 cm−1 is chosen around the selected line position values. The line position
of the selected line is determined as the position of the maximum value within this window.
A further test is made to check if the determined line position lies in the center 50 % (i.e.,
±0.15 cm−1 of the expected line position) range of the selected spectral window. This
way, a false detection of the peak can be avoided in case of the presence of high values in
the region away from the peak. The high values can be due to the presence of noise and
neighboring lines of low intensity. The lines of those pixels which pass the selection criteria
are taken for the calculation of the spectral calibration parameters. The same selection
criterion is applied for the on-axis and all off-axis pixels taking the off-axis effects into
account.
Figure 6.7.: The spectral calibration parameters plotted for different zero filling terms using the zero
filling method of line finding. (1st - top) the calculation time plotted on logarithmic
scale, (2nd) the optical axis v, (3rd) the optical axis h and (4th - bottom) the image




Table 6.1.: Line position difference for the zero filling method using several zero filling terms.








The calculation time (plotted on logarithmic scale) needed for processing with different
zero filling terms using the zero filling method is shown in figure 6.7 (top). The number of
points in the spectrum increases with the increase in the zero filling term, which in turn
increases the computational time for the data processing. The calculation time is almost
the same for the zero filling terms of 12, 13 and 14. It starts to increase at 16 and shows
a significant increase for the zero filling terms of 18 and 20.
The mean (circular points) and the standard deviation (vertical bar) of the spectral cal-
ibration parameters of the selected N2O lines are shown in figure 6.7 (plot 2 - 4). The
parameter values calculated for zero filling terms of 20, 18, 16 and 14 are almost the same.
The values calculated for the zero filling term of 13 show a small difference and the values
differ largely for the zero filling term of 12.
The line position for the corner pixel (56,56) of the selected array has been calculated from
the spectral calibration parameters for all cases of zero filling. Since the actual position
of the optical axis parameters are not known, the real position of the line position for the
corner pixel cannot be determined. Therefore, the line position calculated for the zero
filling method with the zero filling term of 20 has been taken as reference. An estimation
of the error made for all other cases has been calculated and is shown in table 6.1. The
best possible scenario is to use the highest zero filling term provided calculation time is
not an issue. However, for cases where calculation time is critical, a zero filling term of 16
is a reasonable compromise between the calculation time and accuracy.
6.5. Noise effect on the determination of the spectral calibra-
tion parameters
The simulated N2O spectrum as described in section 6.2.2 has been used for the analysis of
the noise effect on the determination of the spectral calibration parameters. The simulated
spectrum has been used for each pixel by scaling the spectral axis of the spectrum with
cos(αi,j), where αi,j is the off-axis angle corresponding to pixel (i,j). The settings used for
performing the scaling of the spectral axis are
(i) the detector offset (h,v) as (56,56) pixel,
(ii) the detector pixel area as 128×128 pixels,
(iii) the optical axis position (h,v) as (128,124) pixel,
(iv) the image distance (b) as 7.2 cm.
After performing the spectral scaling with the off-axis angle, the spectrum for each pixel
is interpolated on an equidistant grid of 0.05 cm−1 using a sinc interpolation. The line
positions of the selected N2O lines are determined using the zero filling method with a
zero filling term of 16.
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The simulated spectrum has been combined with white noise of different levels. The spec-
tral calibration parameters are calculated from the without-noise and with-noise spectra
for several signal-to-noise ratios. The signal-to-noise ratios shown in table 6.2 correspond
to the line with the maximum intensity (line at 1156.565186 cm−1) in the band. Labora-
tory gas cell measurements had a signal-to-noise ratio of three. Atmospheric measurements
during the ESSenCe measurements had a signal-to-noise ratio between fifteen and slightly
below three depending on the measurement tangent altitude. The mean and standard
deviation of the calculated parameters from the selected 25 N2O lines (section 6.3) are
given in table 6.2. The error column in the table represents the line position difference for
the corner pixel (56,56) between the expected value from the simulation parameters and
the value calculated using the determined spectral calibration parameters.
Table 6.2.: Spectral parameters from simulated spectrum without and with noise.
SNR optical axis h (pixel) optical axis v (pixel) b (cm) error
value mean, sd mean, sd mean, sd ppm
No noise 127.998, 2.4e−5 123.999, 2.1e−5 7.2, 1.43e−5 -0.01
16 127.999, 5.57e−3 123.999, 3.23e−3 7.201, 9.46e−4 -0.59
12 127.996, 6.65e−3 123.999, 7.33e−3 7.202, 8.37e−4 -0.78
10 128.000, 7.31e−3 123.999, 7.31e−3 7.202, 1.51e−3 -1.23
8 127.997, 8.16e−3 123.99, 1.03e−2 7.204, 1.61e−3 -1.75
6 128.00, 1.48e−2 123.99, 1.37e−2 7.206, 1.96e−3 -2.72
4 127.99, 1.93e−2 123.99, 1.67e−2 7.208, 3.82e−3 -3.77
3 128.00, 2.65e−2 123.99, 2.10e−2 7.208, 4.61e−3 -3.55
The parameters determined for the noise free spectrum are very close to the a-priori values.
The difference between the result and the input value is due to interpolation and numerical
rounding. The maximum error in the line position for the corner pixel due to noise is less
than 4 ppm for a SNR of down to three. The standard deviation of the image distance
value for the SNR of two is an order of magnitude higher (0.016 cm) than the standard
deviation for the SNR of three (0.004 cm). The number of pixels which are rejected in the
line selection criteria are high for the scenario with SNR of two. The high scatter and less
number of usable pixels makes the determination of the spectral calibration parameters
difficult for the scenario with SNR of two. The average SNR of the selected lines from the
ESSenCe campaign measurement data is about nine. This implies that the line position
error for the corner pixel due to noise will be less than 1.7 ppm. Experience with the
instruments measuring the atmospheric emission has shown that for performing trace gas
retrieval an error budget of 10 ppm is allowed for spectral calibration. The line position
error value for the corner pixel is a factor of 6 smaller than the 10 ppm error budget.
The effect of noise for each individual line is investigated for the selected N2O lines (sec-
tion 6.3). The line position for each pixel is determined for the simulation performed
without noise and with noise (SNR of twelve). The difference in the line position position
of the two cases will give the noise effect on the error in the line position determination.
The ratio of the line intensities of the strongest and the weakest line from those selected
N2O lines is 1.5.
The standard deviation of the N2O line position values for each selected line for 128×128
pixels are calculated and plotted against the corresponding line positions in the range
between 1140 cm−1 and 1200 cm−1 are shown in figure 6.8. The line position determination
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Figure 6.8.: The standard deviation of the line position values for 128×128 pixels plotted for the
N2O lines with a SNR of 12 for the strongest line in the range between 1140 cm
−1 and
1200 cm−1.
works better for lines with a higher signal-to-noise ratio. The standard deviation of the
line position variation is in the range of 7.4 ppm to 10 ppm depending on the selected
lines. The standard deviation increases by less than 30 % while the line intensity changes
by a factor of 1.5. Using other selected lines with a slightly reduced line strength increases
the precision in the determination of the spectral calibration parameters.
The simulation results show the sensitivity of the method for the determination of the
line position and the spectral calibration parameters with respect to white noise. The
measurement data has other instrumental effects, namely varying SNR over the detector
array depending on the source, pixel dependent noise amplitudes, defocusing and chromatic
aberrations which may influence the line position determination. The line position and
the spectral calibration parameters determined from the atmospheric measurement are
discussed in section 6.7.
6.6. Optical axis variation with infrared objective movement
The infrared objective (IRO) has to be adjusted to the focus position, which varies with the
operating temperature of the GLORIA interferometer. The IRO is placed in a mechanical
holder and can be rotated on a thread to move in the forward and backward directions.
The eccentricity of the thread determines the change in the position of the optical axis with
the change of the position of the IRO upon movement. Laboratory measurements were
performed at several infrared objective positions moving in steps of 25 counts (approxi-
mately 0.169 mm) and with a gas cell containing N2O gas as source. The gas cell filling
for the measurement was such that the N2O lines in the band of 1240 cm
−1 to 1320 cm−1
showed lines with good signal-to-noise ratio. Four lines with a good signal-to-noise ratio
and sufficiently away from the neighboring lines are selected for determining the optical
axis position. The gas cell had a cold background of a liquid nitrogen bath to improve
the signal contrast. The measurements were performed at room temperature and pressure
and with an interferometer temperature of approximately 223 K.
The optical axis (h,v) positions for four spectral lines for each position of the IRO are
calculated and plotted in figure 6.9. The horizontal (solid points) and the vertical (empty
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Figure 6.9.: The optical axis (h,v) position variation with the movement of the infrared objective
on its axis. The periodic oscillation corresponds to one complete rotation of the IRO
on its rotation axis.
points) components of the optical axis values show a periodic variation. The variation
frequency is roughly 150 counts (approximately 1 mm) which corresponds to one complete
rotation of the IRO around its axis. The plot shows the form of the movement of the IRO
on its holder. This effect has to be taken care of while performing the spectral calibration
of data for cases where the IRO has to be adjusted. In case the IRO is moved by 75 counts
(approximately 0.5 mm) and the optical axis position of the first data set is used for
performing spectral calibration of the second data set, then the line position error for the
corner pixel (56,56) will be about 19 ppm. The adjustment of the IRO with the change
of the interferometer temperature has to be preferably done in one direction only. Moving
the IRO in the reverse direction makes a jump in the optical axis by approximately 2×2
pixels.
6.7. Spectral calibration from in-flight measurements
The spectral calibration performed with the measurements recorded during the ESSenCe
campaign flight K01 F02 and the TACTS campaign flight K03 F14 is discussed in this
section.
Spectral calibration of the ESSenCe flight K01 F02 data
The spectral calibration parameters from the ESSenCe flight data are determined from
atmospheric chemistry mode measurements1 by co-adding 18 measurements in one inter-
ferometer drive direction (forward drive movement). The co-adding has been done to get
a better signal-to-noise ratio. An approximate SNR value of 16 is achieved by the co-
addition for the CO2 line at 951.192263 cm
−1 (strongest line in the range of 940 cm−1
to 972 cm−1) for the central pixel. The measurements were done with a detector array
of 48×128 pixels having an offset of 96,56. The detector offset was chosen such that the
optical axis position lies relatively close to the center of the selected detector array for the
measurement.
1Measurements are in the time range between 14:28:55 and 14:49:15
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Figure 6.10.: Atmospheric spectrum plot for pixel (126,124) from flight K01 F02 in the range be-
tween 750 cm−1 and 1000 cm−1.
Table 6.3.: The line position and intensity of the selected CO2 lines from the HITRAN database
used for the spectral calibration of the data measured during flight.


















The most suitable region for finding isolated lines from atmospheric spectra recorded by
GLORIA is between 940 cm−1 and 972 cm−1. This region contains CO2 lines (figure 6.10)
along with the presence of O3 lines towards the end of the R branch of the band. Single
isolated CO2 lines with a good signal-to-noise ratio (according to HITRAN database)
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are selected from this region. The CO2 lines which are present due to isotopes or other
vibrational levels in this spectral region have intensities which are two orders of magnitude
smaller than the selected lines, so they have very little influence on the main lines. The
spectral lines chosen are listed in table 6.3. The line position and intensity values shown
in table 6.3 are taken from the HITRAN database. All other regions in the spectral range
of GLORIA either have a contribution of lines from multiple gases or have gases with no
single isolated line with good signal-to-noise ratio over the whole array.
Determination of the spectral calibration parameters
The line positions for the selected spectral lines are determined using the zero filling
method. The calculation time was not an issue for this analysis, so a zero filling term
of 20 was used such as to have minimum error due to the determination method. The
spectral sampling before and after the zero filling are 0.0625 cm−1 and 0.00019085 cm−1,
respectively.
Figure 6.11.: The spectral calibration parameters calculated using the selected atmospheric lines
of set 1 forward direction data from flight K01 F02. (1st - top) the laser wavelength,
(2nd) the vertical component of the optical axis, (3rd) the horizontal component of
the optical axis, (4th - bottom) the image distance.
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The reference laser wavelength, the position of the optical axis v and h and the image
distance (b) are calculated using the line position information for the selected lines (ta-
ble 6.3) over the detector array. The values for individual lines are plotted in figure 6.11
from the top to the bottom in the order as mentioned above. The dashed lines in the plots
represent the mean of the values. The mean and standard deviation of the parameters are
given in table 6.4.
Table 6.4.: Mean and standard deviation of the spectral calibration parameters calculated using
the selected atmospheric lines from flight K01 F02.
Parameter mean sd
Optical axis h [pixel] 125.94 0.0495
Optical axis v [pixel] 123.98 0.0396
Image distance (b) [cm] 7.130 0.00584
Laser wavelength [nm] 646.0709 0.000507
The pixel selection criterion applied for the measurement is the following: An estimated
line position for the selected line for any given pixel is calculated from the a-priori informa-
tion about the spectral calibration parameters taking the off-axis effect into consideration.
The distance between the CO2 lines (in the range of 940 cm
−1 to 972 cm−1) is in the
range of 1.86 cm−1 to 1.36 cm−1. A window of ±0.5 cm−1 is chosen around the estimated
line position of the selected line. The line position of the selected line is determined as
the position of the maximum value within this window. A further test is made to check
if the determined line position lies in the center 50 % (i.e., ±0.25 cm−1 of the expected
line position) range of the selected spectral window. This additional limit helps to avoid
a false detection of the peak in case of the presence of high values in the region away
from the peak. The high values can be due to the presence of noise and/or neighboring
lines of low intensity. The lines of those pixels which pass the selection criteria and have
emission lines, are taken for the calculation of the spectral calibration parameters. The
line positions of the selected pixels for one spectral line are shown in figure 6.12 (extreme
left plot). The pixel range selected is quite representative for other lines as well. Pixels
from the lower part of the array are rejected due to clouds. The spectra of these pixels
contain absorption lines instead of emission lines.
Performing the spectral calibration
The data set described above was spectrally calibrated using the parameters calculated
and shown in table 6.4. The spectrally calibrated measurements are co-added and checked
for the line position variation over the detector array.
The line positions for the CO2 line at 967.707 cm
−1 over the detector array of 48×128
pixels are determined before (figure 6.12, left) and after (figure 6.12, middle) performing
the spectral calibration. The line position after performing the spectral calibration should
be equal to the theoretical value if the calibration has worked properly. However, the
line position distribution after performing the spectral calibration shows a constant value
with some random high and low values (figure 6.12, middle). Approximately 56 % and
82 % of the pixels fall in the range with the line position error of ±5 ppm and ±10 ppm,
respectively. The signal-to-noise ratio of the CO2 line at 967.707 cm
−1 is determined for
each pixel over the detector array and shown in figure 6.13 (right). The plot shows that
the SNR is varying between 15 and slightly below 3 for the detector array with 48×128
pixels. The SNR gets worse for the pixels in the upper rows which are looking above
the flight altitude. The line position determination is affected by the low SNR. This
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Figure 6.12.: Left: Line position plot for the CO2 line at 967.707 cm
−1 over the detector array
(48×128 pixels) before spectral calibration; middle: Line position after spectral cali-
bration; right: Pixels used (black dots) for the calculation of the spectral calibration
parameters.
accounts for the high variability of the determined line position values in the upper rows
of the detector array (figure 6.12, middle). All pixels below pixel number 88 (vertical pixel
index) are cloud contaminated and are therefore rejected. Due to the large scatter in the
line position values, a further pixel selection criteria has been applied to the data used
for finding the spectral calibration parameters. An estimated line position is calculated
using a 2D surface fit to the determined line position of the selected line. The line position
difference between the estimated surface fit and the measurement values is calculated.
All pixels which have the line position difference within the threshold of ±0.01 cm−1 are
selected. This selection criteria helps in the removal of pixels with a large deviation in the
line position values mostly due to a low SNR. The image distance is calculated for each
pixel using the information of the optical axis position, the distance of the pixel from the
optical axis position and the fitted line position value for the on-axis pixel. All pixels which
have the image distance in the range between 6 cm and 8 cm are selected. This selection
criteria helps in the removal of the spikes in the line position values close to the optical
axis position. The black points in the figure 6.12 (right) represent those pixels which were
discarded during the pixel filtering process for the determination of the spectral calibration
parameter.
The standard deviation of the CO2 line position values for each selected line for 48×128
pixels have been calculated and plotted (figure 6.13, left) against the corresponding line
positions in the range between 940 cm−1 and 975 cm−1. The variation is in the range of
8.7 ppm to 12.3 ppm depending on the selected lines. The standard deviation increases by
about 34 % between the strongest and the weakest line, while the line intensity changes by
a factor of 1.5. This again shows that the line position determination works better for lines
with a higher signal-to-noise ratio. Using other selected lines with a slightly reduced line
strength increases the precision in the determination of the spectral calibration parameters.
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Figure 6.13.: Left: Standard deviation of the selected CO2 line position values for 48×128 pixels
from the measurement data and plotted against their respective line positions in
the spectral range between 940 cm−1 and 975 cm−1. Right: Signal-to-noise ratio
distribution for the CO2 line at 967.707 cm
−1 over the detector array (48×128 pixels).
The black points represent the discarded pixels during line position determination
from the spectrally calibrated data.
Figure 6.14.: Spectra (horizontal pixels binned) plot over the vertical pixel distribution after spec-
tral calibration of flight (K01 F02) data.
The spectrally calibrated spectra are binned for each row and used as an input for the
level2 data processing. Figure 6.14 shows a plot of the binned pixels for a section of the
spectral range between 750 cm−1 and 1000 cm−1. The top layers of the plot show a high
radiance signal (blackbody shape) with absorption lines due to the presence of clouds. The
transition from the cloudy to the cloud free pixels is seen with the navy blue curve. The
lower most curve (black) represents the top most row on the detector field. The upper
rows of the detector look upwards.
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Stability of the spectral calibration parameters
The stability of the spectral calibration parameters was tested with another data set (set 2)
of flight K01 F02. Fourteen atmospheric chemistry mode measurements in the forward in-
terferometer drive direction were co-added and taken for the analysis. The measurement
data of set 2 are for the measurement sequence2 performed about two hours ten min-
utes later than the sequence (set 1) for which the spectral calibration parameters were
determined. The spectral calibration parameters of set 1 have been used to perform the
spectral calibration of set 2. The results will show the time dependent drift effects of the
instrument on the spectral line position.
Figure 6.15.: Left: Line position difference between set 1 and set 2 for the CO2 line at 967.707 cm
−1
over the detector array (48×128 pixels). The spectral calibration for set 1 was per-
formed using the parameters determined from the same measurement set and the
spectral calibration for set 2 was performed using the parameters determined from
set 1. Right: Histogram plot of the 2D distribution of the line position difference as
shown in the left figure. The median value is at -0.0124 cm−1.
The line positions for the CO2 line at 967.707 cm
−1 are determined for the detector array
of 48×128 pixels from both data sets (set 1 and set 2). The difference in the line position
values between the two data sets is plotted in figure 6.15 as 2D and histogram plots. The
pixels below the 88 vertical pixel index (white colored) are cloud contaminated in both
cases. The gray color pixels around the vertical pixel index of 88 to 91 represent additional
cloud layers present in the later measurements (set 2). The median of the line position
difference is -0.0124 cm−1 with the distribution of the pixels being in the range of the
natural spectral sampling. The data of set 2 shows a line position shift of about 12 ppm
with respect to the data of set 1. This indicates that the spectral calibration parameters
have changed in between the two measurement sequences.
2Measurements are in the time range between 16:39:25 and 16:51:52.
103
6. Spectrometric characterization
The spectral calibration parameters for both directions of the interferometer drive move-
ment are calculated independently for both data sets (set 1 and set 2). The results are
presented here.
Figure 6.16.: The spectral calibration parameters calculated using the selected atmospheric lines of
set 1 and 2 set for forward and backward direction data from flight K01 F02. (1st -
top) the laser wavelength, (2nd) the vertical component of the optical axis, (3rd) the
horizontal component of the optical axis, (4th - bottom) the image distance.
The mean of the spectral calibration parameter values (circular points) and its standard
deviation (vertical bars) for the selected CO2 lines are calculated and plotted in figure 6.16.
The plot shows that the laser wavelength for set 1 and set 2 differ by approximately
0.00822 nm, the later value being higher. The vertical optical axis position shows no such
pattern. The horizontal optical axis position shows a difference of about 0.12 pixel. The
image distance value has a higher variability for each direction and each measurement set,
as a result, no pattern can be identified which could be related to the drift of interferometer
temperature.
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Figure 6.17.: The temperature drift of the reference laser due to the temperature drift of the GLO-
RIA interferometer. The instrument temperature was measured at the beamsplitter.
The laser diode was regulated with a Dawn element during the measurement.
The reference laser diode has a wavelength drift depending on the temperature drift of
the GLORIA interferometer. The reference laser diode used during the ESSenCe cam-
paign (flight K01 F02) has a wavelength drift rate of approximately 0.03 nm/K [30]. The
reference laser diode was heated with a Dawn element (DS1125 - properties similar to
DN505 [62, 63]) in order to keep it at the desired operating temperature. This config-
uration was later replaced with the Peltier controlled laser diode operation for the next
campaigns. A drift rate of approximately 0.06 K/K between the laser diode temperature
with respect to the temperature of the GLORIA interferometer has been measured in the
laboratory (figure 6.17) with the Dawn element [64]. The instrument temperature drifts at
a rate of 1.5 - 2 K/hour when cooled with dry ice (ref.: Laboratory measurements). The
interferometer was cooled with dry ice during flight K01 F02. As a result, the laser wave-
length drift is equal to 0.06 K/K × 0.03 nm/K = 0.0018 nm/K. The laser wavelength drift
per hour of flight measurements is equal to 0.0018 nm/K × 2 K/hour = 0.0036 nm/hour.
This corresponds to a wavelength drift of 0.00781 nm between the two measurement se-
quences at an interval of 2 hours 10 minutes. Thus, the expected line position shift for the
CO2 line at 967.707 cm
−1 due to the laser wavelength drift is approximately 0.0123 cm−1.
This value is close to the calculated value of the median (0.0124 cm−1) of the line position
shift (figure 6.15). This confirms that the shift in the line position is primarily due to the
drift in the reference laser wavelength due to the temperature drift of the interferometer.
The change in the optical axis position causes only a slight variation of the line position.
The change for the corner pixel due to the shift of the optical axis h position by 0.12 pixel
is approximately 0.9 ppm.
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Spectral calibration of flight K03 F14 data
The variation of the spectral calibration parameters has been further investigated using
the data of flight K03 F14. Atmospheric ”deep space” measurements of several calibra-
tion sequences performed during the flight were analyzed. The deep space measurement
sequence contains five measurements per sweep direction which were co-added to improve
the SNR of the individual lines. The SNR of the CO2 line at 951.1875 cm
−1 for the central
pixel after co-addition is about eleven. The deep space measurements were selected, since
these measurements have a homogeneous scene measured over the detector array with low
contributions from only some lines from more abundant trace gases. It also has the advan-
tage of having a cloud free scene, as these measurements were performed by looking at an
approximately +10° elevation angle, therefore none of the pixels have to be rejected due
to cloud contamination. The measurements were performed with a pixel offset of (104,56)
and an array size of 48×128 pixels. The optical axis position was determined prior to the
flight and the offset was chosen such that the optical axis position lies on or close to the
center of the selected detector array. The deep space measurements during the ESSenCe
campaign had a low signal-to-noise ratio (≈ 3 and less) and so the chemistry mode mea-
surements with a better signal-to-noise ratio (≈ 16 in the center) were better suited and
used for performing spectral calibration.
Figure 6.18.: Left: Line position plot for the CO2 line at 967.707 cm
−1 over the detector array
(48×128 pixels) before the spectral calibration; middle: Line position after the spec-
tral calibration; right: Pixels used (black dots) for the calculation of the spectral
calibration parameters.
The line positions for the CO2 line at 967.707 cm
−1 over the detector array of 48×128
pixels are determined before (figure 6.18, left) and after (figure 6.18, middle) performing
the spectral calibration for the measurements performed around 09:20 hours. The deep
space measurement gave the opportunity to use pixels from the lower part of the detector
array as well, due to the absence of clouds. This was not possible for the atmospheric
measurements of the ESSenCe data as the pixels below the vertical pixel index of 88 had
to be rejected due to the cloud contamination. The black points represent those pixels
which are rejected during the line position determination following the criteria mentioned
earlier in this section. The line position after performing the spectral calibration should
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be equal to the theoretical value if the calibration has worked properly. The line position
distribution after performing the spectral calibration shows a constant value with some
random high and low values (figure 6.18, middle). Approximately 57 % and 86 % of the
pixels fall in the range with the line position error of ±5 ppm and ±10 ppm, respectively.
Figure 6.18 (right) shows the pixels which were rejected during the pixel filtering process
(following the additional criterion as mentioned earlier) for finding the spectral calibration
parameters.
Figure 6.19.: Signal-to-noise ratio distribution for the CO2 line at 967.707 cm
−1 over the detector
array (48×128 pixels) for deep space measurements performed during flight K03 F14.
The black points represent the discarded pixels during line position determination of
the selected line.
The signal-to-noise ratio distribution for the CO2 line at 967.707 cm
−1 over the detector
array (48×128 pixels) is shown in figure 6.19. The SNR is varying between nine and
slightly below two with a median value of about five. The black points in the plot represent
those pixels which were discarded during the pixel filtering process for the line position
determination. Majority of the pixels have good SNR value over the detector array. The
pixels in the lower and middle region is close to the air mass having higher concentration
of CO2 as a result they show high SNR values as compared to the pixels in the upper part
of the pixel array. The line position determination worked well for this measurement set
(see figure 6.18, middle). The determined line position is fairly homogeneous and do not
show high variability as seen in the ESSenCe data(figure 6.12, middle). The measurement




Figure 6.20.: The spectral calibration parameters calculated using the selected atmospheric lines for
the forward and backward direction data from flight K03 F14. (1st - top) the laser
wavelength, (2nd) the vertical component of the optical axis, (3rd) the horizontal
component of the optical axis, (4th - bottom) the image distance.
The spectral calibration parameters calculated from the measurements of several sequences
and plotted against the measurement time are shown in figure 6.20. The values are plotted
for both the forward (square) and backward (circle) direction of the interferometer drive
motion. The values for both directions are within the standard deviation, showing once
again no significant difference in the spectral calibration parameters for the two directions.
The air temperature measured using the temperature sensor of the aircraft avionic is
plotted along with the laser wavelength. As the temperature sensors inside the instrument
did not work during the flight, the temperature from the avionics measured outside the
instrument serves as a proxy for the temperature change in the instrument during the
flight. The laser wavelength shows a correlation with respect to the temperature. The
optical axes h and v positions show an increasing pattern over the measurement range
with a maximum increase of about 0.2 pixel. The image distance values show a small
correlation with respect to the temperature but it has a large scatter in the values.
108
6.7. Spectral calibration from in-flight measurements
In order to perform the spectral calibration of the atmospheric data of flight K03 F14,
two methods can be followed. One method would be to use the mean of the parameters
from all measurement sequences for performing the spectral calibration of the data during
the whole flight. This will make the calculations simpler but it will also give an error in
the line position for the measurements which were performed at high and low temperature
values of the instrument. The error in the line position for the corner pixel ((23,62)
pixels away from the optical axis position) due to the laser wavelength difference will be
about ±3 ppm, while the error due to the optical axis h, v and image distance values
for the first measurement sequence will be about ±2 ppm. In order to avoid this error,
an intelligent interpolation of the parameters has to be done. The spectral calibration
of the atmospheric data has to be performed with the interpolated parameters, the same
parameters should also be used for performing the spectral calibration of the respective
calibration measurements. This will be in line with the basic criterion for the two point
radiometric calibration approach used for performing the radiometric calibration of the
GLORIA data.
Accuracy of the spectral calibration
The quality of the spectral calibration is checked by comparing the line position of the
corner pixel with a pixel close to the optical axis and by comparing the absolute position
of the selected line with the HITRAN position. The first check gives an estimate about
the correctness of the pixel dependent correction parameters (optical axis h,v and image
distance) and the second check gives the correctness of the laser wavelength used for the
spectral calibration. The correction for the off-axis effect is a scaling term for the OPD,
its absolute effect is larger at the higher wavenumbers. The pixel dependent line position
error is the critical error as it will lead to ILS distortion when several pixels of one row are
co-added. A single isolated line with a good signal-to-noise ratio over the detector array
cannot be found for a higher wavenumber region, as a result several pixels are co-added.
A set of 5×5 pixels is co-added for pixels around the optical axis (pixel range: 125-129 (h)
and 116-120 (v)) and also pixels in the corner of the detector array (pixel range: 108-112
(h) and 60-64 (v)).
Figure 6.21.: Spectrally calibrated spectra from flight K03 F14 plotted for co-added pixels (125-
129,116-120) in black and pixels (108-112,60-64) in red for two spectral ranges showing
CO2 and H2O lines.
The CO2 lines and H2O lines for the co-added pixels around the optical axis (black) and
corner (red) of the detector array are shown in figure 6.21. The radiometric calibration
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is not perfect which leaves with the negative radiances in the spectra, but this is not a
problem for checking the quality of the spectral calibration. The selected corner pixels
have a higher line strength because they are looking downwards into a scene with a higher
trace gas concentration of CO2 and H2O as compared to the pixels close to the optical
axis. The mean difference in the line positions of the selected CO2 lines (table 6.3) and
H2O lines between the center and corner is 0.6 ppm and 1.35 ppm, respectively. The error
made for the CO2 lines is low which confirms that the off-axis correction has worked well.
As this error is a scaling error its value increases for the H2O lines at higher wavenumbers.
The mean difference in the line positions of the selected CO2 lines and H2O lines with
respect to the corresponding HITRAN positions for the central pixels is 3.5 ppm and
1.55 ppm, respectively. This error is a constant error which is the same for all pixels. The
wavenumber dependence points towards the presence of chromatic abberation. The error
made is well below the threshold of 10 ppm budget and is not an issue for the current data
processing. In order to make further improvements, a second iteration with the scaled
laser wavelength could be used.
Summary: Spectral calibration from in-flight measurements
The spectral calibration parameters have been calculated from the atmospheric chemistry
mode and deep space measurements. Single isolated CO2 emission lines between 940 cm
−1
and 975 cm−1 with a good signal-to-noise ratio have been selected for the analysis. The
line position distribution (data of the ESSenCe flight K01 F02) of the spectrally calibrated
data shows a constant value in the middle and high variability in the upper rows due to
the lower SNR for the lines in this region. The SNR of the pixels plays an important role
in the selection of the pixels and the quality of the determined spectral calibration param-
eters. The calibration parameters calculated from the first data set (set 1) of the ESSenCe
flight K01 F02, were applied for performing the spectral calibration for measurements done
at a later time (approximately two hours ten minutes later) (set 2). Data from set 2 shows
a median line position shift of about 12 ppm over the detector array. Comparison of the
spectral calibration parameters from the set 1 and set 2 shows that the shift in the line
position is primarily due to the drift of the reference laser wavelength corresponding to the
temperature drift of the GLORIA interferometer. The spectral calibration parameters cal-
culated over a longer measurement period (flight K03 F14) show that the laser wavelength
changes along with the temperature drift of the instrument. Moreover, the optical axis
position h and v and the image distance position also show a change over the measurement
time. Using the mean value for performing the spectral calibration causes an error in the
line position of about ±3 ppm due to the laser wavelength drift and about ±2 ppm due
to the optical axis position h and v and the image distance changes for the corner pixel.
In order to avoid this error, an intelligent interpolation of the parameters has to be done.
The same calibration parameters have to be used for the atmospheric measurements and
the calibration sequence measurements. In general, the spectral calibration parameters
can be determined from any chemistry mode measurement or deep space measurement
with emission lines having good signal-to-noise ratio. Deep space measurements have the
added advantage of usually having a homogeneous scene with no cloud contamination over
the whole array. The temperature drift of the reference laser diode, the temperature drift
of the interferometer and the adjustment of the IRO will define the frequency at which
the spectral calibration parameters have to be determined and applied to the correspond-
ing data set measured during a flight. The mean difference in the line positions of the
selected CO2 lines and H2O lines between the center and corner is found to be 0.6 ppm
and 1.35 ppm, respectively. The mean difference in the line positions of the selected CO2
lines and H2O lines with respect to the corresponding HITRAN positions for the central
pixels is found to be 3.5 ppm and 1.55 ppm, respectively. The error made is well below
the threshold of 10 ppm. This implies that the spectral calibration has worked well.
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6.8. Focal plane determination using spectral line width
The spectral line has the minimum line width when the imaging lens is placed at the
focus position. The effective pixel size increases as the lens moves away from the focus.
This results in the modulation getting worse with a higher OPD which gives a broader
instrumental line shape (ILS) leading to an increase in the line width of the measured line
for the de-focused cases. The modulation loss becomes more prominent for pixels which
are further away from the optical axis position. A simulation of the through-focus spot
diagram for the lens being placed at the focus and four other de-focused positions for the
central and four corner pixels has been shown in figure 5.41. In this section a method is
described which can determine the IRO defocusing depending on the temperature change
of the interferometer. Moreover, a relationship between the interferometer temperature
and the image distance has been established. This relation can be used to adjust the IRO
during the measurement with the thermally drifting GLORIA interferometer. The focal
plane is determined using the line width of the spectral lines.
The insulation box surrounding the GLORIA spectrometer helps to reduce the heat ex-
change with the ambience to a certain extent but not completely. This causes a temper-
ature drift in the interferometer for the measurement duration. The interferometer had a
temperature drift of approximately 2 K/hour during the ESSenCe campaign. Since then
the spectrometer has undergone some thermal changes which have lead to an improvement
in reducing the heat intake. The interferometer has a drift rate of approximately 1 K/hour
in the present setup. It is therefore to be investigated if it is necessary to adjust the IRO
position with the present drift of temperature of the interferometer during a measurement
flight.
Measurement setup and results for varying interferometer temperatures at a
fixed IRO position
Laboratory measurements with a gas cell (containing N2O gas) placed in front of the
GLORIA interferometer were performed to quantify the image distance variation with the
change of the interferometer temperature.
Figure 6.22.: Image distance plotted for two spectral lines with respect to the varying beamsplitter
temperature for fixed IRO position.
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The measurements were performed at room temperature and pressure. The gas cell had a
cold background (liquid Nitrogen) to provide a better contrast for the lines. The measure-
ments have been performed by placing the IRO at one position and varying the interfer-
ometer temperature from -35  to -65  in steps of approximately 10 . The change of
the interferometer temperature causes a shift of the image distance. The image distance is
calculated (as in section 6.1.1) for two selected N2O lines with a good signal-to-noise ratio
for the different interferometer temperatures. The selected lines in the N2O band lie in the
range between 1240 cm−1 and 1320 cm−1. The N2O band in the range between 1140 cm
−1
and 1200 cm−1 has lines with a poor intensity for these measurements. This was due
to the filling of the N2O gas in the gas cell. Figure 6.22 shows a variation of the image
distance values at a rate 1.6163×10−3 cm/K along with the change of the interferometer
temperature.
Results of varying IRO positions at a fixed interferometer temperature
Measurements with the same setup as described above have been performed by placing the
IRO at five different positions around the focus and with the interferometer temperature
stabilized at -51 . The focus position checked by visual methods gave the focus point to
be roughly at around 280 IRO counts with a variation of ±5 counts. The IRO position
was varied in steps of 25 counts (equivalent to 168.9 µm). The IRO positions chosen for
the measurements are at 230, 255, 280, 305 and 330 counts. The gas cell filling with N2O
gas was such that the band in the spectral range between 1140 cm−1 and 1200 cm−1 had
a good signal-to-noise ratio. The N2O lines from this spectral range were selected for
the analysis. The full width at half maximum of the line increases and the line intensity
decreases (reduction of the SNR for the line) with the increase of the lens de-focusing.
Figure 6.23.: Image distance plotted with respect to the IRO positions corresponding to the inter-
ferometer temperature of -51 . The solid points represent the mean value and the
vertical bars represent the standard deviation of the image distance calculated from
the selected N2O lines.
The image distance for the five IRO positions has been calculated as shown in section 6.1.1
for the 25 selected N2O lines (section 6.3). Figure 6.23 shows a plot of the mean (black
dots) and the standard deviation (vertical bars) of the image distance calculated from
the 25 selected N2O lines. The slope of a linear fit of the image distance values is
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1.4019×10−3 cm/count. The image distance value at 280 IRO count has the smallest
standard deviation for the selected N2O lines. The standard deviation increases for the
IRO positions of 255 and 305 counts and even more for the IRO positions of 230 and
330 counts. The higher variations of the image distance values for the de-focused cases
may be due to chromatic aberrations. The chromatic aberration is a wavenumber de-
pendent quantity. Increasing the defocusing of the lens results in a higher variation of
the image distance of the lines selected over a wavenumber region. The variation for the
outer most de-focused cases calculated is still small and therefore is not a problem for the
measurements.
The variation of the IRO counts with respect to the interferometer temperature can be
calculated from the slopes of the two curves shown in figures 6.22 and 6.23 and is found
to be 1.1529 counts/K. With variations in the interferometer temperature, the IRO has to
be moved at this rate in order to stay at the focus position. The GLORIA interferometer
has a temperature drift rate of 1 K/hour in the present setup. A continuous measurement
of 10 hours (HALO flight) will result in a temperature drift of 10 K in the interferometer.
This implies that the IRO has to be moved by approximately 11.5 counts at the end of
the flight in order to be placed at the focus position again. If the IRO is not moved
with the temperature drift of the interferometer, the lens will not be placed at the focus
which leads to a line shape distortion. One solution to avoid this is to fix the lens at the
focus corresponding to the middle value of the measurement temperature range. If the
absolute deviation in the temperature of the interferometer is within 10 K, the resulting
line shift error (both defocusing directions) for a corner pixel located (64,24) pixels away
from the on-axis pixel will be approximately ±0.8 ppm. The error contribution is quite
small in this case. Therefore it is recommended not to change the IRO position during the
measurements performed at the given temperature range of 10 K. Certain aspects have to
be kept in mind while moving the IRO during a measurement sequence. Moving the IRO
in one direction only gives a slight change in the optical axis h and v positions as shown
in figure 6.9. Changing the direction of motion of the IRO results in a jump of the optical
axis position by 2×2 pixels. As a result for each new position of the IRO, we need to make
new calibration measurements which is quite time consuming. This result shows that if
the IRO is moved, the spectral calibration parameters have to be determined and applied
to the data more often for long duration flights.
Determination of the focus position
The above mentioned analysis shows the relation between the image distance, the IRO
position and the beamsplitter temperature. The standard deviation variation for the
image distance values for the selected lines give a hint about the focus position. In this
section, a novel method is described which can determine the focus position by analyzing
the line width of the spectral lines. The effect of de-focusing is seen mostly for the corner
pixels.
The measurement data for the five IRO positions has been analyzed to find the focus
position. The measurement data contains 128×128 pixels with an offset of (56,56). A
sample spectrum for pixel (64,62) for the IRO placed at 280 count position is shown in
figure 6.24. The selected pixel is (64,62) pixels away from the on-axis pixel (128,124). The
spectrum is cut around the region where the N2O lines are present. The region between
1140 cm−1 and 1205 cm−1 is named as band 1 and the region between 1240 cm−1 and
1320 cm−1 is named as band 2. These two regions are analyzed separately. Individual
lines with a good signal-to-noise ratio having no overlapping from neighboring lines for all
cases of IRO positions are selected from each band. The lines selected as in section 6.3
were also included in the selection criterion. The line width of each selected N2O lines is
calculated and used as an indicator for finding the focal plane.
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Figure 6.24.: A N2O spectrum for pixel (64,62) for the IRO placed at 280 count position.
Figure 6.25.: The FWHM of the N2O lines in the spectral range between 1140 cm
−1 and 1205 cm−1
calculated for pixel (64,62) from measurement data and plotted for five different IRO
positions separated by 25 counts.
The FWHM plots for the selected lines in band 1 and band 2 are shown in figure 6.25 and
figure 6.26, respectively. The plots show that the IRO position at 280 count (red curve)
has the minimum value for most of the lines. The curves for the IRO at 305 count (orange)
and 255 count (magenta) show slightly higher values as compared to the curve for the IRO
at 280 count. The magenta curve is closer to the red curve as compared to the orange
curve. The curves for the IRO at 330 count (blue) and 230 count (navy) show values which
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Figure 6.26.: The FWHM of the N2O lines in the spectral range between 1240 cm
−1 and 1320 cm−1
calculated for pixel (64,62) from measurement data and plotted for five different IRO
positions separated by 25 counts.
are higher than the curve for the IRO at 280 count. The navy curve has values which are
closer to the red curve as compared to the blue curve. Therefore, the focus position has
to be in between the red (IRO at 280) and the magenta (IRO at 255) curve but closer
to the red curve. The curves show that the method is sensitive enough to determine the
focus position for up to 25 IRO counts (2.4  of the focal length). The calculated FWHM
values are affected by the noise in the spectrum. This may be the reason for the values
crossing other curves for some of the spectral positions. The noise in the spectrum limits
the focal position determination.
Summary: Focal plane determination using spectral line width
The variation of the image distance values with the change of the interferometer temper-
ature has been shown. The rate of change of the image distance values with respect to
the interferometer temperature is 1.6163×10−3 cm/K. The relationship between the image
distance and the IRO position has been determined. The slope of the linear fit of the image
distance values with respect to the IRO position is 1.4019×10−3 cm/count. These two re-
lations give the variation of the IRO counts with respect to the interferometer temperature
as 1.1529 counts/K. The IRO has to be moved at this rate in order to stay at the focus
position with the change of the interferometer temperature. Considering the situation,
that the IRO is fixed at the center of the measurement temperature range of 10 K and not
adjusted while the measurement is being performed, the line shift error for a corner pixel
located (64,24) pixels away from the on-axis pixel, will be approximately ±0.8 ppm. Since
the error contribution is small, it is suggested not to move the IRO. Moving the IRO will
cause a change in the optical axis position. As a result new calibration measurements have
to be performed with the changed IRO position, which is time consuming and therefore
not adequate. The position of the lens which is closest to the focal plane is found by using
the line width. The method is sensitive enough to determine the focus position for up to




In this section a method is presented which determines the lateral shift (shear) in an
interferometer from the center of the Haidinger fringe pattern for each frame (or OPD).
Finding the shear will give the possibility to account for the effects and perform necessary
shear corrections prior to the scientific measurements.
Lateral shift: Cause and effect
In an ideal case, the interferogram (I0) for a monochromatic plane wave propagating at a
defined angle is given as [18]
I0(x) = S0 [1 + cos(2πσ0x cosα)] (6.10)
where
S0 is the unmodulated part,
x is the OPD,
σ0 is the wavenumber of the monochromatic source,
α is the off-axis angle of the ray.
The radiation beam traveling at an angle α through the interferometer comes to focus at
a distance r from the optical axis (see figure 2.3). The angles in the interferometer are
projected as radii on the detector surface. The path difference variation is approximated
by
x cosα ≈ x(1− α
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where r = f sinα ≈ f α and f is the focal length.
Equation 6.11 shows that the effective path difference for a point on the detector surface
varies as r2. This gives the circular fringes around the optical axis position. The spacing











At a smaller path difference close to the ZPD, the fringes have a large radius and the
2D-detector array accepts a small part of a single fringe. As the path difference increases,
it leads to the fringe width getting smaller and the detector array accepts a larger fraction
of the fringe. As the path difference increases further more, the detector array accepts an
entire ring. For an OPD larger than this point more than one ring is accepted. Figure 2.4
shows the Haidinger fringe pattern with several fringes over the FPA for an OPD of 5.5 cm
away from the ZPD.
In case of a real-life interferometer, the radiation beams from the two arms may not be
perfectly superimposed spatially, depending on the position of the cube corners and the
beamsplitter. In such a situation they are said to be laterally sheared. The shear results
in a shift of the Haidinger fringe center position on the detector array. The shear present
in the interferometer is a field effect. It corresponds to an added OPD which is a function
of the angle of propagation (α) in the interferogram. This results in a shift of the ZPD
position, which leads to a complex ILS with a part of the signal in the imaginary part of the
spectrum. The shear effect in an instrument can be tolerated as long as the contribution
of the signal in the imaginary part is less than the noise level.
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Figure 6.27.: A schematic diagram showing a possible path of the interferometer drive with the
moving cube corner in GLORIA.
A possible path (red curve) of the moving cube corner in an interferometer is shown in
figure 6.27. The moving cube corner may have a constant, a linear or a higher order
(periodic or oscillatory) OPD dependent lateral shift. This misalignment may result from
either the cube corner and the beamsplitter alignment error, thermo-elastic effects, gravity
effects, shock, periodic or oscillatory vibrations of the cube corners caused by either the
compressor or a vibration of the instrument on the aircraft. As a result, an additional term
(4x(u, v)) is introduced in the path difference of the interferogram. This additional term
is dependent on the cube corner displacement and on the incident field angle. Hénault et
al. [65] have studied the misalignment effect caused by the cube corner lateral shift and
misalignment of the exit optics in the interferometer. The interferogram representation
with this additional term for the cube corner lateral shift is given as
I0(x) = S0 [1 + cos{2πσ0(xcos u cos v + 2dy(x)sin u cos v + 2dz(x)sin v)︸ ︷︷ ︸
4x(u,v)
}] (6.14)
where dy and dz are the apparent lateral shifts of one cube corner apex along y and z
axes3, respectively, with respect to the other cube corner apex. u and v represent the
Cartesian field angles of the chief optical ray.
The lateral shift may be decomposed into three components: A constant, a linear and
a higher order OPD dependent shear. The constant shear (y0 and z0) is caused by the
misalignment between the cube corners and the beamsplitter. This might be due to shock
or thermo-elastic effects. The effect of a constant lateral shift on the modulation and phases
has been studied theoretically [66,67]. In an IFTS, the constant shear can be seen easily at
the ZPD, with the occurrence of fringes. This shift is easy to be removed by aligning the
fixed cube corner perfectly at the ZPD. The second possibility is the OPD dependent linear
shift. It gives the information about the apparent trajectory of the moving cube corner
along its mechanical path in the interferometer. A study of an OPD dependent linear
shift based on the interferogram information has been described in literature [65,68]. The
interferometer drive axis can be used to define the optical axis in an IFTS. In such a case
no linear shift can be present. This approach is used in GLORIA. In addition, a higher
order shift (Hy(x) and Hz(x)) dependent on the OPD may occur. Considering both the
constant and the higher order shift terms, the shear components in the y and z directions
3The x axis is in the direction of the slide movement, the y axis is perpendicular to the paper and the z
axis is perpendicular to the x and y axes following the right hand rule.
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for GLORIA are represented as
dy(x) = y0 +Hy(x) (6.15)
dz(x) = z0 +Hz(x) (6.16)
Measurement method and characterization results
A QCL source filling the full field-of-view of GLORIA is used as the monochromatic source
for the determination of the shear. These measurements were performed with a 128×128
pixel array setup. The raw data for each pixel is recorded in a cub file measured on an
equidistant temporal grid over the OPD. The monochromatic source forms a Haidinger
fringe pattern over the FPA. The fringe pattern for an OPD of 5.5 cm away from the ZPD
is shown in figure 2.4. The envisaged characterization method is a specific data processing
of the fringe pattern for each frame of an interferogram such as to find the fringe center
in the y and z components. The Haidinger fringe center of a frame is determined by
performing an autocorrelation between the selected frame and the same frame rotated by
90°. The maximum position of the auto-correlation matrix gives the pixel position of the
center of the fringes. A 2D Gauss fit is applied around the 10×10 pixels of the maximum
position. The maximum position of the fitted Gauss profile is taken as the precise center
position in sub-pixel level. The shear in the y and z directions for each frame can be
extracted from the center position using the following equations
shy(fr) =








shy and shz are the y and z components of the shear,
cmy and cmz are the y and z components of the measured fringe center,
cy and cz are the y and z components of the optical axis position,
fr is the index of the frame,
d is the pitch of a single pixel,
xfr is the OPD value corresponding to the frame,
b is the image distance.
The spectral calibration parameters for the setup are derived from separate gas cell mea-
surements.
The shear value is calculated for each frame as a function of the measurement time. The
approximate OPD (x direction) is calculated by multiplying the time axis with the mean
velocity of the interferometer drive. A Fourier transform of the shear curve versus the time
in the directions of y and z gives the shear frequencies present in both directions. The
vibration frequencies in the x direction (direction of the moving slide) can be evaluated
separately by calculating a Fourier transform of the velocity signal. Therefore, the vibra-
tion effects of the slide in all three directions (x,y,z) over the interferogram length can be
quantified.
Laboratory measurements were performed at interferometer temperatures of -14 , -55 
and -65 . The temperatures were selected such as to quantify the shear contribution with
the change of temperature. A cub file is selected from measurements performed at -14 .
In order to get an overview of the fringe center variation over the OPD, the fringe center
is determined from every 100th frame (approximately 0.2 mm).
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Figure 6.28.: The center of the Haidinger fringe variation in y (blue) and z (cyan) directions over
OPD calculated for every 100th frame of an interferogram measured at the interfer-
ometer temperature of -14 .
The variation of the Haidinger fringe center with respect to the OPD is shown in figure 6.28.
As the ZPD is approached, the number of fringes in the Haidinger fringe figure on the
detector array decreases and the fringes are not full anymore (equation 6.13). Determining
the fringe center using this method therefore fails for frames which are close to the ZPD.
The validity of the algorithm has been checked with synthetic data. The simulation results
show that the fringe center determination fails for the OPD regions in the range of ±3.2 cm
of the ZPD. As a result, all frames which are within ±3.2 cm around the ZPD are not
analyzed.
Figure 6.29.: Shear variation in y (blue) and z (cyan) directions over the OPD calculated for every
100th frame of an interferogram measured for an interferometer temperature of -14 .
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The shear values in the directions of y and z are calculated from the fringe center informa-
tion using equations 6.17 and 6.18. Figure 6.29 shows the shear variation over the OPD.
The plot shows a constant shear of approximately 22 µm in the y (blue) and 5 µm in the
z (cyan) direction, respectively. The shear in the y direction shows a slightly bend shape
going up at both ends. The z direction shows a slight negative slope for the negative OPD
positions. This form represents the shape of the scan axis of the interferometer over the
OPD in the y and z directions. The scatter in the fringe center and the shear plot for the
OPD values around 6.4 cm are due to the presence of laser speckles close to the center of
the Haidinger fringe pattern appearing only in this OPD region. The presence of speckles
causes an error in the determination of the fringe center. The laser speckle, which occurred
for this measurement, was due to a source alignment problem which was avoided for some
of the measurements performed at other temperatures.
Shear variation with interferometer temperature
The shear values over the OPD are calculated for measurements performed at instrument
temperatures of -14 , -55  and -65 .
Figure 6.30.: Shear variation over the OPD calculated for every 100th frame of an interferogram
measured for the interferometer temperatures of -14  (y component - blue, z com-
ponent - cyan), -55  (y component - magenta, z component - violet) and -65  (y
component - black, z component - red).
The plot of the y and z components of the shear for the measurements performed at
the three temperatures are shown in figure 6.30. The y components of the shear (blue,
magenta and black) show a change of the constant shear at a rate of 1 µm per 1 . The
z components of the shear (cyan, violet and red) show only a very small change (< 5
µm) with the change of the instrument temperature. During these three measurements no
optical or mechanical adjustments were done for correcting the shear introduced due to
the temperature change in the interferometer.
A second set of measurements was performed at -65  by adjusting the fixed cube corner
in order to compensate for the constant shear. The adjustment was done visually by
checking the frame picture at the ZPD position. The fixed cube corner had a mechanical
mount with the possibility to be moved in the y and z directions. The fixed cube corner
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was moved such that the shear fringe at the ZPD disappeared. A cub file was recorded
with the shear-adjusted interferometer. The shear values in the y and z directions were
calculated over the OPD range. Figure 6.31 shows the shear values before (y component -
black, z component - red) and after (y component - olive, z component - green) making the
shear adjustment. After the adjustment, the shear was reduced to ±5 µm. This amount
of constant shear gives a relatively small shift (by about 1/10th of the natural sampling
(≈ 0.00025 cm)) of the ZPD, which is not a problem at all. The constant shear shows up
as a constant phase which can be corrected during the phase correction of the data.
Figure 6.31.: Shear variation over the OPD before (y component - black, z component - red) and
after (y component - olive, z component - green) making the shear adjustment, cal-
culated for every 100th frame of an interferogram measured for the interferometer
temperature of -65 .
The characteristics of the constant shear with the change of temperature are quantified
and their reproducibility has been verified in the laboratory. This allowed to simplify the
instrument by replacing the previously adjustable cube corner mount with the present
fixed mount configuration in the GLORIA interferometer. In the present configuration,
the cube corner has to be pre-adjusted to not have a constant shear for the interferometer’s
mean operating temperature. During a 10 hour measurement flight with HALO, with a
current interferometer temperature drift rate of 1 K/hour, the maximum possible shear
variation in the y direction is ±5 µm, which has a negligible effect on the ILS.
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Higher order shear variations over the OPD
A cub file from the measurements performed at an interferometer temperature of -65  is
taken for the analysis of the higher order shear variations over the OPD. The fringe center
and the shear values are calculated for every frame for a limited OPD range and plotted in
figure 6.32 and figure 6.33, respectively. The plots show oscillations at certain frequencies.
The oscillations of the shear plot are analyzed in the following section. In addition, the
small slowly changing shear variations over the selected OPD region can be seen well.
Figure 6.32.: The center of the Haidinger fringe variation in y (black) and z (red) directions over the
OPD calculated for every frame of an interferogram measured for an interferometer
temperature of -65 .
Figure 6.33.: Shear variation in y (black) and z (red) directions over the OPD calculated for every




The high resolution shear values allow a Fourier analysis of the vibrational shear compo-
nents.
Figure 6.34.: The shear frequencies in y (black) and z (red) directions for measurements performed
at an interferometer temperature of -65 .
The shear frequencies in the y and z directions for measurements performed at an inter-
ferometer temperature of -65  is shown in figure 6.34. They have been calculated by
performing the Fourier transform of the shear values shown in figure 6.33. The vibrational
frequencies are seen at 3.33 Hz and its overtones and at ≈ 55 Hz and its overtones. The
spindle of the interferometer drive used during this measurement has a pitch of 1 mm.
The calculated mean optical velocity of the interferometer drive during the measurement
was 0.666 cm/sec which corresponds to a mean mechanical velocity of 0.333 cm/sec. This
gives a frequency of 3.33 Hz vibration plus its overtones for every rotation of the spindle.
The overtone frequencies which are picked up by the interferometer are found at about
9.99 Hz, 66.5 Hz, 366.07 Hz. These vibration frequencies caused by the spindle motion
are dependent on the velocity at which the drive is moving. The vibration of the compres-
sor gives 55 Hz and its overtone frequencies. The overtone frequencies which are picked
up by the interferometer are found at about 109.16 Hz, 219.64 Hz, 384.71 Hz, 439.29,
658.93 Hz, 768.08 Hz. These vibration frequencies are independent of the interferometer’s
drive velocity.
The frequency seen at 867.9 Hz corresponds to 1300 cm−1 and is the frequency of the
monochromatic source (QCL) used for the measurements. This frequency is an artifact of
the fringe center determination method which uses the 2D-detector array (square array)
while calculating the auto-correlation. In addition, the ground frequencies and their over-
tone frequencies are seen to be repeated centering 867.9 Hz frequency line. The frequencies
at about 758.77 Hz, 813.34 Hz, 922.5 Hz, 977.08 Hz are the overtones of 55 Hz frequency
which are repeated centering the 867.9 Hz line. The overtones frequencies of 3.33 Hz
are found to be repeating centering 867.9 Hz (e.g. 861.27 Hz and 871.92 Hz) and other
55 Hz repeated frequencies. These apparent ghost frequencies have no physical meaning.
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A method to differentiate between the real vibration frequencies and the artifacts will be
discussed later.
The maximum intensity of the vibration frequencies in both the y and z direction is 0.1 µm.
The effect can be seen as a phase modulation of the velocity signal by an amplitude
variation of less than 5 %. The vibration frequency will cause a phase modulation of
the interferograms leading to phase ghosts in the spectrum. A detailed analysis of the
effect of the phase modulation with varying modulation amplitudes has been studied by
Kimmig [69]. He showed that a phase modulation by an amplitude of 5 %, will cause a
maximum relative amplitude of the phase ghosts of the order of 1×10−5. This magnitude
of the ghost will be hidden in the noise, therefore the higher order vibrational shear present
in the measurement is not an issue for GLORIA.
The Fourier transform of the velocity signal corresponding to the cub file analyzed above
gives the vibration frequencies in the direction of the movement of the spindle (x direction).
Figure 6.35.: Frequency plot in the direction of interferometer drive movement (x direction) for an
interferometer temperature of -65 .
The vibration frequencies in the x direction are shown in figure 6.35. While most of these
frequencies are seen in the y and z directions, some of them (e.g., 66.6 Hz, 274.46 Hz,
439 Hz, 678.83 Hz) are seen with reduced amplitudes. The vibrational frequencies ex-
tracted from the velocity signal is free from the artifacts coming from the laser frequency,
while the analysis of the Haidinger fringes gives the shear vibration, as a combination of
real frequencies and artifact frequencies, in the y and z directions. Therefore from the
combination of the two analysis, the real vibration frequencies and their amplitudes can
be determined in all three axes along the OPD from a single measurement.
The position of the artifact and the apparent ghost frequencies coming from the determi-
nation method are dependent on the velocity of the interferometer drive and the detector
readout frequency. Laboratory measurements were done in order to identify this effect.
Driving the interferometer with a different velocity shifts the position of the artifact and
the apparent ghost frequencies. As a result the frequency regions which are of interest can
be made free of apparent ghost frequencies by performing measurements at a selected ve-
locity. Measurements were performed with a warm instrument looking at the QCL source
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at four different interferometer velocities (0.666 cm/sec, 0.599 cm/sec, 0.549 cm/sec and
0.499 cm/sec). The shear frequencies were calculated for each case.
(a)
(b)
Figure 6.36.: Shear frequencies in y (black) and z (red) directions for measurements performed at
interferometer velocities of 0.549 cm/sec (a) and 0.499 cm/sec (b) with the interfer-
ometer at room temperature.
The results for the interferometer velocity of 0.549 cm/sec and 0.499 cm/sec are shown
in figure 6.36(a) and figure 6.36(b), respectively. The spindle of the interferometer drive
used during the measurement has a pitch of 1 mm. The vibration frequencies due to the
spindle are about 2.75 Hz and 2.5 Hz and their overtones for the interferometer velocities of
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0.549 cm/sec and 0.499 cm/sec, respectively. Moreover, the plots also show the vibration
frequency and its overtones due to the compressor. The detector sampling frequency for
this measurement is approximately 2665 Hz for 128×128 pixel array. The expected position
of the artifact and the apparent ghost frequencies due to the laser are calculated from the
knowledge of the interferometer velocity.
A detailed analysis of the artifact and the ghost frequencies for the measurements per-
formed with a velocity of 0.549 cm/sec is shown here. The artifact frequency corresponding
to the monochromatic source is at approximately 715 Hz and is named as the first artifact
frequency. The frequency at 1234.25 Hz corresponds to twice the artifact frequency which
is then folded at the detector Nyquist frequency of 1332.5 Hz. The expected position is at
approximately 2×715 Hz = 1430 Hz, which is folded at 1332.5 Hz, giving the position as
1235 Hz. This is named as the second artifact frequency, its amplitude is reduced signifi-
cantly with respect to the first artifact frequency. The third artifact frequency is expected
to be formed at approximately 3×715 Hz = 2145 Hz, which is folded at 1332.5 Hz, giv-
ing the position as approximately at 520 Hz. The amplitude of this frequency is further
reduced significantly. The fourth artifact frequency is expected at 195 Hz. The intensity
of this frequency is further reduced as compared to the third artifact frequency. Higher
order artifact frequencies are not seen as noticeable frequencies in figure 6.36(a). The
amplitude of the artifact frequencies is observed to be decreasing with the increasing order
of artifact frequencies. The apparent ghost frequencies of the compressor and the spindle
are repeated centering the first and the higher order artifact frequencies. The amplitude
of these apparent ghost frequencies decreases after each repetition. These frequencies can
be seen up to the fourth order of repetition on both sides of the line of each artifact fre-
quency. The structure of the first lobe (artifact frequency and spindle frequencies) and
the neighboring three side lobes (compressor frequency and spindle frequencies) are found
also for the apparent frequencies at 1234 Hz, 520 Hz and 195 Hz and are named as ghost
frequencies. The second right side lobe of the artifact frequency at 1234 Hz is mirrored
at the Nyquist frequency. The side lobes corresponding to the third artifact frequency at
520 Hz overlaps with the left side lobes of the first artifact frequency at 715 Hz.
The first artifact frequency for the measurements performed with a velocity of 0.499 cm/sec
is at approximately 650 Hz. The estimated higher order artifact frequencies are at approx-
imately at 1300 Hz, 715 Hz and 65 Hz. The two right lobes of the second artifact frequency
at 1300 Hz are seen overlapping with the second artifact frequency and its first left lobe.
The third artifact frequency at 715 Hz and its corresponding side lobes are also overlap-
ping with the first artifact frequency at 650 Hz and its side lobes. The amplitude of these
apparent ghost frequencies decreases after each repetition.
The real frequencies which are independent of the slide velocities (e.g., compressor vibra-
tions) are found to be at the same position, whereas the velocity dependent real frequencies
(e.g., vibrations due to the spindle movement) are found to be varying with respect to the
velocity for all cases. The position of the artifact and ghost frequencies can be exactly cal-
culated and are found to be at the previously estimated positions as shown in figure 6.36(a)
and figure 6.36(b). The position and the intensity of the real frequencies are not affected
by the determination method. If the vibrational frequencies are expected in a certain
frequency regions, the measurements can be performed at a specified velocity such that
the region of interest can be made free from any artifact or ghost frequencies (e.g. artifact
free frequency regions around 400 Hz, 1100 Hz, etc. for figure 6.36(b)). Figure 6.36 also
shows that the amplitude of the real frequencies varies slightly with the variation of the
interferometer velocity because the components have different operating conditions, e.g.,




Figure 6.37.: A zoom of the shear frequencies (lower frequency range) in y (black) and z (red)
directions for measurements performed at an interferometer velocity of 0.549 cm/sec
with the interferometer at room temperature.
A zoom of the vibration frequencies in the y and z directions for the low frequency region
of figure 6.36(a) is shown in figure 6.37. The plot shows that the ground vibrational
frequency of 2.75 Hz due to the spindle is not recognizable but its overtone frequency can
be seen with a very small amplitude at approximately 5.33 Hz. This is an improvement
coming from a better spindle quality. The new spindle used for this measurement has a
better finishing quality of the thread. In addition, a low temperature lubricant was used
for the spindle. These two changes have resulted in the reduction of the intensity of the
vibrational frequency due to the spindle.
Summary: Shear analysis
A novel method for the determination of the shear in the interferometer from the Haidinger
fringe pattern has been developed. A constant shear change at a rate of 1 µm per 1 
in the y direction due to the change of the interferometer temperature has been identified
with the adjustable cube corner mount setup and found to be reproducible. The shear
in the z direction does not change much with the change of temperature. As a result
of these observations, the dynamic adjustment possibility of the fixed cube corner setup
was replaced with a static mount setup. With the present setup we have to preadjust
the cube corner for the expected shear corresponding to the mean instrument operating
temperature range. The shear plot over the OPD gives the manufacturing quality of the
body of the slide. The analysis shows a small bend of roughly 5 µm over its length in the
y direction. The Fourier transform of the velocity signal gives the vibration frequencies
in the x direction (direction of the slide movement). The Haidinger fringe analysis gives
the position and the amplitude of the shear frequencies in the y and z directions. These
frequencies are present due to the relative motion of the instrument optics caused by
the instrument vibration. All frequencies found in the x direction are also found in the
y and z directions but with different amplitudes. In addition, the vibration frequencies
in the y and z directions show a signal corresponding to the laser frequency and some
other frequency signals of the ground vibrations which are repeated up to three orders
to the left and right of the laser frequency. This signal of the laser frequency and the
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ghost frequencies (side lobes) are repeated up to four times the laser frequency. These
disturbances are not found at all in the x direction (because of the the other method used)
and are not real frequencies. The real frequencies are those which are found in all three
(x,y,z) directions. The real vibration frequencies and amplitudes in all three directions
over the OPD are quantified. The magnitude of the real vibrational shear frequencies
present are small and are not an issue for GLORIA. The use of a better quality spindle
and low temperature lubricant for the interferometer drive have reduced the magnitude of
the vibration frequencies resulting from the rotation of the spindle.
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The work presented in this thesis focuses on the radiometric and spectrometric charac-
terization and optimization of the imaging Fourier transform spectrometer GLORIA. The
most important results presented in this thesis are summarized in this chapter.
A characterization method for the judgment on the detector quality has been developed.
Three second generation AIM’s photovoltaic Mercury-Cadmium-Telluride (MCT) large
focal plane arrays have been characterized, compared in terms of their noise equivalent
power (NEP); and their operating conditions were optimized. One of the detectors (detec-
tor II/1a) has been found not to be suitable for atmospheric measurements based on its
poor radiometric properties and has been discarded. The other two detectors (II/1 and
II/2) have similar radiometric properties. Based on an NEP criterion, a small number of
bad pixels of about 2.8% and 5.6% over the central 128×128 pixel array were found for
detector II/1 and detector II/2, respectively.
The detector system has shown to produce a nonlinear response. As a result the measured
infrared signal shows nonlinearity features with the presence of artifacts in the out-of-band
spectral regions. A proper nonlinearity correction is necessary such as to obtain a correct
representation of the incident radiation. The two point radiometric calibration used in
GLORIA is valid only if the interferograms are linear. A nonlinearity correction method
based on Hilbert [50] has been applied in two ways to the measurement data. One ap-
proach was that the nonlinearity correction has been applied to each individual pixel with
the correction parameters calculated for this pixel; the other approach was that the cor-
rection parameters of a good pixel was used for each individual pixel. In the comparison
study made between the two ways of approaches, the latter has been found to be better
suitable for reducing the nonlinearity. Hence, this correction method has been used as
the standard for the data processing of all data measured in the laboratory and in-flight.
The nonlinearity correction did not work properly for about 14% and 20% of the pixels
(over the central 48×128 pixel array) for detector II/1 and detector II/2, respectively.
The prior assumption that the nonlinearity is dependent only on the carrier number has
been disproved after analysis of the flight data. It seems that different nonlinearity cor-
rection parameters have to be used for different flux situations which needs to be further
investigated.
A theoretical noise model for GLORIA has been presented which quantifies the sources con-
tributing to the total signal and identifies the contribution of the different noise sources to
the measured signal in GLORIA. The integral detector quantum efficiency, the instrument
129
7. Conclusions and outlook
emissivity and the constant noise term have been estimated by adjusting the parameters of
the noise model to the radiometric measurements. The theoretical noise equivalent spectral
radiance (NESR) values calculated using the noise model represent correctly the NESR
values derived from the measurements performed both on-ground and in-flight. The good
agreement verified the nominal performance of the instrument in both situations. The
model predicts the performance of the instrument under various circumstances and hence
can be used for further scientific work.
A characterization method for checking the imaging quality over the detector array for the
GLORIA optics has been developed. With this method, the image of an extended infrared
point source on the central and corner positions of the detector array has been charac-
terized. It has been found that the central image does not show strong distortion effects
whereas the corner images show image deformation which may be due to the presence of
coma, spherical aberration or distortion, which has to be taken into account for further
analysis. The present setup used for the characterization measurements gave a qualitative
estimate of the imaging quality. A new measurement setup along with an improved ray
tracing model has to be developed for a more precise determination of the imaging quality
of the GLORIA optics over the detector array.
The current method of checking the imaging quality enables to characterize parasitic im-
ages formed on the detector surface due to multiple reflections at the beamsplitter unit.
The theoretically expected values of the position and intensity of the parasitic images are
of the same order as the observational results. The parasitic images (intensity of AC part
is about 3% of the main image) are added to the radiance signal for any given pixel. This
additional signal is not a problem for a homogeneous (horizontal direction) scene, but the
effect has to be taken into account when single pixels in a horizontally inhomogeneous scene
are analyzed, in order to avoid errors in the retrieved trace gas concentration. Knowing
the position and intensity of the parasitic images will improve the estimation of the error.
A method for the determination of the spectral calibration parameters for an imaging
Fourier transform spectrometer (IFTS) has been developed and applied to measurements
performed with GLORIA both on-ground and in-flight. Among the three line position de-
termination methods tested, the zero filling method, which is simple in its application and
fast in the execution, has been selected and optimized. The line position determination is
sensitive to the SNR of the lines. It is found that atmospheric and deep space measure-
ments performed in the chemistry mode having a good SNR are both suitable for finding
the spectral calibration parameters. In general, deep space measurements are found to
be better suited due to the presence of a homogeneous scene measured over the detector
array with low contributions from only some lines from more abundant trace gases. It also
has a cloud free scene and therefore none of the pixels have to be rejected due to cloud
contamination. However, for cases where the SNR of deep space measurements is low, we
need to use atmospheric measurements which have a relatively higher SNR. The spectral
calibration parameters are found to be slowly changing with the thermal drift of the in-
terferometer. The rate at which the infrared objective (IRO) has to be moved in order to
stay in focus with the changing temperature has been determined. It has been proposed
to not move the IRO for the present HALO flights because that would have necessitated
extra calibration measurements for each change of the IRO positions. This would have
been time consuming and was not necessary since the estimated spectral calibration error
made by not moving the IRO has been found to be ±2 ppm which is well acceptable.
The accuracy of the spectral calibration has been found to be well within the threshold
specification of 10 ppm. The spectral calibration has worked well over the whole spectral
range leaving only a small residual line position error which is acceptable.
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A novel method for the determination of the focus position in an IFTS based on the line
width has been developed. The method is sensitive enough to identify a de-focusing of
approximately 2.4  of the focal length. This method can be used to verify the focus
position from the in-flight measurements.
A novel method for the determination of the interferometer shear using the Haidinger
fringe pattern has been developed. Using this method a constant, a linear and a higher or-
der shear value over the OPD have been characterized. A constant shear change depending
on the interferometer temperature has been identified and found to be reproducible. With
the results of this observation the design concept of the fixed cube corner could be sim-
plified from a dynamic adjustment possibility to a static mount. The shear determination
method allows to qualify the mechanical quality of the slide in a very precise manner. The
method also allows to identify and quantify the vibration frequencies in two perpendicular
directions perpendicular to the direction of the slide movement. The vibrational frequen-
cies are present due to the relative motion of the instrument optics caused by instrument
vibration. In addition, with the determination method used, some unwanted artifact and
ghost frequencies are found along with the real vibration frequencies determined from the
Haidinger fringe pattern. It has been found that the magnitude of real vibrational shear
frequencies present during the laboratory measurements are small and are not an issue for
GLORIA.
As shown above, the interferometer and detector parameters of GLORIA have been char-
acterized and optimized, which helped to better understand the important features of an
IFTS instrument. An elaborate method to properly adjust and align the interferometer
optics has been developed.
Potential research topics that should be further pursued are:
 A revisit of the nonlinearity behavior of the detector pixels to better understand the
residual nonlinearity for those pixels where the correction has not worked properly
is needed. The nonlinearity dependence on the detector integration time and photon
flux has to be quantified from all in-flight data and by performing characterization
measurements. The stability and reproducibility of the nonlinearity behavior of
the pixels have to be investigated. An analysis of the usable dynamical range of the
detector with good nonlinearity correction possibility has to be done. In addition, the
quality of the nonlinearity correction has to be verified based on the level2 retrieval
results.
 A new measurement setup for the precise determination of the imaging quality of
the GLORIA optics over the detector array has to be developed. In addition, with
the help of an improved ray tracing model, the imaging quality for on-focused and
de-focused lens positions has to be investigated in detail and compared with mea-
surements in future studies.
 The spectral calibration parameters for all in-flight measurements performed during
the TACTS and ESMVal campaigns have to be evaluated and checked.
 A new method for the determination of the Haidinger fringe center has to be devel-
oped in order to characterize the vibrational frequencies free from the artifact and
ghost frequencies.
Undertaking these tasks will provide further valuable information to improve the perfor-
mance of the instrument.
The achievements of this work are that the radiometric and the spectrometric properties of
GLORIA are better understood. The characterization work has made it possible to perform
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scientific measurements with optimized instrument parameters. Furthermore, it helped in
the analysis and better understanding of the measured scientific data. Measurements
performed with a well characterized GLORIA enhance the knowledge of the processes
occurring in the upper troposphere and lower stratosphere (UTLS) region which can give
a significant contribution to the understanding of the global climate change processes.
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man, J. Langen, M. López-Puertas, P. Mosner, H. Nett, H. Oelhaf, G. Perron, J. Reme-
dios, M. Ridolfi, G. Stiller, and R. Zander. MIPAS: an instrument for atmospheric and
climate research. Atmospheric Chemistry and Physics, 8, Number 8:2151–2188, 16
April 2008.
[11] W. Woiwode, H. Oelhaf, T. Gulde, C. Piesch, G. Maucher, A. Ebersoldt, C. Keim,
M. Hopfner, S. Khaykin, F. Ravegnani, A. E. Ulanovsky, C. M. Volk, E. Hosen,
A. Dornbrack, J. Ungermann, C. Kalicinsky, and J. Orphal. MIPAS-STR measure-
ments in the Arctic UTLS in winter/spring 2010: instrument characterization, retrieval
and validation. Atmospheric Measurement Techniques, 5:1205–1228, 2012.
[12] F. Friedl-Vallon, M. Riese, G. Maucher, A. Lengel, F. Hase, P. Preusse, and R. Spang.
Instrument concept and preliminary performance analysis of GLORIA. Advances in
Space Research, 37, Issue: 12:2287–2291, 2006.
[13] F. Friedl-Vallon for the GLORIA team. Progress with GLORIA. In Optical Society of
America - Imaging and Applied Optics Congress proceedings, Toronto, Canada, 10-14
July 2011.
[14] F. Friedl-Vallon, P. Preusse, and H. Oelhaf. GLORIA: a new instrument for atmo-
spheric research. In Proceedings of the 39th COSPAR Scientific Assembly, Mysore,
India, 14–22 July 2012.
[15] M. K. Sha for the GLORIA team. GLORIA - An Airborne Imaging FTS. In Proceed-
ings of the ICSO (International Conference on Space Optics), Ajaccio, Corse, France,
9-12 October 2012.
[16] T. Guggenmoser for the GLORIA team. Dynamic Trace Retrieval from GLORIA
Data I. In Proceedings of the 39th COSPAR Scientific Assembly, Mysore, India, 14–22
July 2012.
[17] J. Blank for the GLORIA team. Dynamic Trace Retrieval from GLORIA Data II. In
Proceedings of the 39th COSPAR Scientific Assembly, Mysore, India, 14–22 July 2012.
[18] Sumner P. Davis, Mark C. Abrams, and James W. Brault. Fourier Transform Spec-
trometry. Academic Press, 2001.
[19] J. Kauppiner and J. Partanen. Fourier Transform in Spectroscopy. WILEY-VCH
verlag Berlin GmbH, 2001.
[20] Peter R. Griffiths and James A. de Haseth. Fourier Transform Infrared Spectrometry.
Wiley-Interscience, 2007.
[21] H. Nyquist. Certain topics in telegraph transmission theory. Transactions of the
AIEE, 47:617–644, 1928.
[22] Robert H. Norton and Reinhard Beer. New apodizing functions for Fourier spectrom-
etry. Journal of the Optical Society of America, 66(3):259–264, March 1976.
[23] Robert H. Norton and Reinhard Beer. New apodizing functions for Fourier spectrom-
etry: Errata. Journal of the Optical Society of America, 67(3):419, March 1977.
[24] A. Rogalski. HgCdTe infrared detector material: history, status and outlook. Reports
on Progress in Physics, 68, Number: 10:2267–2336, 2005.
134
Bibliography
[25] M. Arnold. Manufacture data sheet, 2007. Opto System Technik.
[26] M. Haiml, M. Bruder, D. Eich, M. Finck, H. Lutz, Th. Simon, J. Wendler, R. Wollrab,
and J. Ziegler. IR-detectors from 0.9 µm to 13 µm sspectra range at AIM. In Infrared
Technology and Applications XXXII, Proc. of SPIE Vol. 6542, 65420F, 2007.
[27] E. L. Dereniak and G. D. Boreman. Infrared Detectors and Systems. John Wiley &
Sons, INC., 1996.
[28] R. Wollrab, A. Bauer, H. Bitterlich, M. Bruder, S. Hanna, H. Lutz, K.-M. Mahlein,
T. Schallenberg, and J. Ziegler. Planar n-on-p HgCdTe FPAs for LWIR and VLWIR
Applications. Journal of Electronic Materials, Vol. 40, No. 8:1618 – 1623, 2011.
[29] G. J. Steckman, W. Liu, R. Platz, D. Schroeder, C. Moser, and F. Havermeyer.
Volume Holographic Grating Wavelength Stabilized Laser Diodes. IEEE Journal of
Selected Topics in Quantum Electronics, 13, No. 3:672 – 678, May/June 2007.
[30] ONDAX. Final Test Report - Product ID X5181. Data sheet, 2011. ONDAX Inc.
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A. Transmission curves of different optics
used in GLORIA
The optical components which are on the path of the infrared radiation falling on the
detector surface are shown in figure A.1 and are described in chapter 3.3. The path
followed by the radiation is the same as that of a Michelson interferometer and is explained
in chapter 2.2. The transmittance1 and the reflectance2 at the surfaces are given in the
table A.1.
Table A.1.: Properties of the optical components used in GLORIA.
Component name material transmittance reflectance
symbol symbol
Entrance window Germanium (Ge) TEW
Beam splitter Potassium chloride (KCL)
with coating
TBS45D
Beam splitter (front) Potassium chloride (KCL)
with coating
T5 R5
Beam splitter (back) Potassium chloride (KCL) T6
Compensator Potassium chloride (KCL) Tsub
Cube corner Zerodur with gold coating Rcc
Lens 1 Zinc selenide (ZnSe) TL1
Lens 2 Germanium (Ge) TL2
Detector window Germanium (Ge) TDW
Transmittance measurement for the entrance window is taken from laboratory measure-
ments performed by Erik Kretschmer. Transmittance measurements for the beamsplitter
placed at 45° is taken from laboratory measurements performed by Felix Friedl-Vallon.
Transmittance measurements for the detector window is taken from laboratory measure-
1Transmittance (T ) of an optical component is a measure of its ability to transmit radiation. It is
expressed as the ratio of the transmitted flux to the incident flux.
2Reflectance (R) of the surface of an optical component is a measure of its ability to reflect radiation. It
is expressed as the ratio of the reflected flux to the incident flux.
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A. Transmission curves of different optics used in GLORIA
Figure A.1.: Schematic diagram of the optical components and its alignment in GLORIA interfer-
ometer. The blue line shows the central ray propagation through the optical compo-
nents. (source: KIT)
ments performed by Thomas Gulde. Reflectance measurements for the lens 1 and lens 2 in
the range of 5 - 15 µm are taken from the data sheet provided by COHERENT IMAGING
OPTICS LTD. The wavelength dependent transmittance values for the lenses are calcu-
lated using the relation R+ T = 1, neglecting absorbance (< 1 %). Transmittance curves
for some surfaces are not provided. They are assumed to have a constant transmittance
value over the wavenumber scale. The cube corners are assumed to be 100 % reflective.
The transmittance curves for the entrance window, the detector window, the beam splitter
placed at 45°, the lens 1 and the lens 2 are plotted in figure A.2.




Using the relation between reflectance and transmittance as mentioned before, R5 can be
written as




where, T5 · T6 = TBS45D
The total transmittance coefficient is estimated by taking the effect of the radiation passing
through each optical surface. The secondary reflections at the beamsplitter surface are not
considered here for the calculation. They do not contribute to the main image, as they
are formed quite apart from the main image (see section 5.7.)
τ = 2 · TEW ·R5 · T5 · T6 · T6 · Tsub ·Rcc ·Rcc · TL1 · TL2 · TDW (A.2)
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Simplifying the components of equation A.2 it can be re-written as
τ = 2 · TEW ·R5 · TBS45D · T6 · Tsub ·R2cc · TL1 · TL2 · TDW (A.3)
The transmittance coefficient is a function of wavenumber, so re-writing equation A.3
and replacing R5 and Rcc with the corresponding values, the total transmittance can be
expressed by the given equation
τ(σ) = 2 · TEW (σ) · (T6 − TBS45D(σ)) · TBS45D(σ) · Tsub · TL1(σ) · TL2(σ) · TDW (σ) (A.4)
The plot of the total transmittance as a function of wavenumber is shown in figure 5.26.
Figure A.2.: Transmission curve of the optical components used in GLORIA interferometer. Top
to bottom are shown the transmission curves for the entrance window, the detector
window, the beamsplitter at 45°angle, the lens 1 and the lens 2.
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B. Analysis of parasitic image
A theoretical analysis of the parasitic images is shown here. The parasitic images are
assumed to be formed due to secondary reflections from the wedged beamsplitter substrate.
The path of the light propagation through the beamsplitter is shown in figure B.1. The
reflection and the transmission at the optical surfaces are shown explicitly.
Figure B.1.: Ray propagation through the beamsplitter showing multiple reflections and transmis-
sion at its surface. The refractive indices of the surfaces are marked with numbers.
The wedge angle is represented by θ.
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B. Analysis of parasitic image
Calculation of the reflectance and transmittance angles
The reflectance and transmittance coefficients are calculated with some assumptions about
the values and are used to calculate the intensity and position of the parasitic images. The
beamsplitter is made of KCl (Potassium Chloride) substrate, coated with a beam splitting
layer (material not known - this information is not provided by the supplier). The light
transmitted through the beamsplitter passes through four media with different refractive
indices, while considering a single layer of the dielectric material on the KCl plate. The
four media are the air, a beam splitting (BS) layer, a KCl layer and the air.
The refractive index of the corresponding layers are the following
n1 = 1(air), n2 = 3(BS layer : educated guess), n3 = 1.468(KCl), n4 = 1(air) (B.1)
The beamsplitter is wedged with an angle of θ equal to 10′ or 2.909×10−3 radian. The
angles made by the light upon incident, reflection and refraction at different surfaces are
shown in figure B.1. The values of each angle can be calculated following Snell’s law [70].





































· sin(α3 − 3θ)
)
= 0.76907. (B.7)
Position determination of the parasitic images
The distance of the first two parasitic images from the main image is denoted by D1 and
D2 in radian units, D11 and D21 in pixels
D1 = (α5 − α4) = −0.010585 radian (B.8)












= 19.266 pixel (B.12)
Calculation of the reflectance and transmittance coefficients
The reflectance and transmittance coefficients are calculated from the angles given above.
They are calculated as [70]
R⊥34 =
(sin(α3 + θ − α4))2
(sin(α3 + θ + α4))2
= 0.085 (B.13)
R‖34 =
(tan(α3 + θ − α4))2
(tan(α3 + θ + α4))2
= 6.824× 10−3 (B.14)
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T⊥34 =
sin[2(α3 + θ)] · sin(2α4)
sin(α3 + θ + α4)2
= 0.915 (B.15)
T‖34 =
sin[2(α3 + θ)] · sin(2α4)










Since the reflectance and transmittance at the surfaces 1-2 and 2-3 are not known, they
are assumed as one surface with the reflectance and transmittance coefficients as R1 and
T1, respectively.





R1 = 1− T1 = 0.607 (B.20)
Intensity calculation of the parasitic images
Calculation of the interference coefficients for the main image:
The coefficient C1 for beam 1 is C1 = r1t1t2





Calculation of the interference coefficients for the first parasitic image:





The coefficient C2 for beam 2 is C2 = t1t2r2 = r2t1t2
Calculation of the interference coefficients for the second parasitic image:
The coefficient C1 for beam 1 is C1 = r1t1r2r1t2 = r
2
1r2t1t2







The intensity of the DC part of the main image (ImDC), the first parasitic image (I1mDC),






























































































2 = 0.0243. (B.23)
The ratio of the intensity of the first parasitic image to the intensity of the main image =
0.0336/0.8688×100 = 3.867 %.
The ratio of the intensity of the second parasitic image to the intensity of the main image
= 0.0243/0.8688×100 = 2.797 %.
The intensity of the AC part of the main image (ImAC), the first parasitic image (I1mAC),
and the second parasitic image (I2mAC) are given as follows








2 = 0.4341 (B.24)








1 T2 = 0.0136 (B.25)












2 = 0.0122. (B.26)
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B. Analysis of parasitic image
The ratio of the intensity of the first parasitic image to the intensity of the main image =
0.0136/0.4341×100 = 3.133 %.
The ratio of the intensity of the second parasitic image to the intensity of the main image
= 0.0122/0.4341×100 = 2.81 %.
Parasitic image position calculation with variable parameter
The parasitic image position is calculated and shown in table B.1 for different cases, while
changing the parameters like the wedge angle, the refractive index of the beamsplitter
material, and the beamsplitter angle with respect to the incident beam. The results show
that changing the parameters has an effect in the image position value.
Table B.1.: Position of the spurious images for variable parameter.

















Worst case calculation and the determination of the parasitic images
The above calculation was done considering beamsplitter surface made of single dielectric
surface. In reality the dielectric surface is not a single layer but it is rather a multi layered
surface. Considering different polarization direction of the light, the reflectance coefficient
changes by 28 %.
Positive worst case situation is calculated by adding the change in reflectance coefficient.
The coefficients gets a value as follows:
R1 = 0.607 + 0.607× 28/100 = 0.77696 (B.27)
T1 = 1−R1 = 0.22304 (B.28)
T2 = 0.954 (B.29)
R2 = 1− T2 = 0.046 (B.30)
The interference coefficients are calculated for the main image and its paraxial images as
discussed earlier in this section.
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Intensity of the DC part
The ratio of the intensity of the first parasitic image to the intensity of the main image =
0.0146/0.6312×100 = 2.3195 %
The ratio of the intensity of the second parasitic image to the intensity of the main image
= 0.02256/0.6312×100 = 3.574 %
Intensity of the AC part
The ratio of the intensity of the first parasitic image to the intensity of the main image =
0.0044/0.3154×100 = 1.3842 %
The ratio of the intensity of the second parasitic image to the intensity of the main image
= 0.01127/0.3154×100 = 3.574 %
Negative worst case situation is calculated by subtracting the change in reflectance
coefficient. The coefficients gets a value as follows:
R1 = 0.607− 0.607× 28/100 = 0.43704 (B.31)
T1 = 1−R1 = 0.22304 (B.32)
T2 = 0.954 (B.33)
R2 = 1− T2 = 0.046 (B.34)
Intensity of the DC part
The ratio of the intensity of the first parasitic image to the intensity of the main image =
0.0146/0.3551×100 = 4.1235 %
The ratio of the intensity of the second parasitic image to the intensity of the main image
= 0.00714/0.3551×100 = 2.0104 %
Intensity of the AC part
The ratio of the intensity of the first parasitic image to the intensity of the main image =
0.0044/0.1774×100 = 2.4608 %
The ratio of the intensity of the second parasitic image to the intensity of the main image




A Calibrated spectrum in radiance units
Apix Pixel area
Apo scaling factor dependent on apodization
b image distance
Cbins number of pixels co-added
c Speed of light
C Coulomb
CdTe Cadmium Telluride
cmy, cmz Haidinger fringe center
CH4 Methane
CO2 Carbondioxide









HgCdTe Mercury Cadmium Telluride
HgTe Mercury Telluride
h, v Horizontal and vertical pixel index
hp Planck’s constant
H2O Water






L One sided interferogram length
lN2 liquid Nitrogen
lsb least significant bit
Lp Spectral radiance
M Modulation efficiency
N Number of points
Nb Detector quantization level
Np Number of electrons due to photon flux







Qfw Detector full well capacity
R Reflectance
r pixel distance from the optical axis
RD Detector response
rdet Detector zero bias resistance
Rinst Instrument response
S Spectrum
shy, shz Shear value
T Temperature
tint Detector integration time
tiint Interferogram recording time
U Detector ROIC voltage
uv Zero bias voltage








η Detector quantum efficiency
λ Wavelength
ν Noise
Σ1 Detector lower cutoff wavenumber





∆x Sampling interval of an interferogram
δσ Sampling interval of a spectrum
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List of Abbreviations
ADC analog to digital converter









CMOS Complementary metal oxide semiconductor




ESMVal Earth System Model Validation campaign
ESS equidistant space sampling
ESSenCe The ESA Sounder Campaign 2011
ETS equidistant time sampling
FCE fringe count error
FEE front end electronics
FFT Fast Fourier Transform
FOV field-of-view
FPA focal plane array
FSV Forman Steel and Vanasse
FT Fourier transformation
FTS Fourier Transform Spectrometer
FWHM full width at half maximum
FZJ Forschungszentrum Jülich
GLORIA Gimballed Limb Observer for Radiance Imaging of the Atmosphere
GPS Global Positioning System
HALO High Altitude and LOng Range Research Aircraft
HITRAN High-resolution Transmission Molecular Absorption Database
IDCA Integrated Detector Cooler Assembly
IDL Interactive Data Language
IFM interferometer
IFTS imaging Fourier transform spectrometer
ILS instrument line shape
IMK Institute for Meteorology and Climate Research
IMU inertial measurement unit
iIMCU iMAR inertial measurement and control unit





K01 F02 Campaign 01, flight 02
K03 F14 Campaign 03, flight 14
K03 F20 Campaign 03, flight 20
KIT Karlsruhe Institute of Technology
KOPRA The Karlsruhe Optimized and Precise Radiative transfer Algorithm
LMI length measuring interferometer
LPE liquid-phase epitaxy
lsb least significant bit
lut lookup table
LWIR long-wavelength infrared
MCT Mercury Cadmium Telluride
MDB Myasishchev Design Bureau
MEMS Micro-Electro-Mechanical System
MI Michelson interferometer
MIPAS Michelson Interferometer for Passive Atmospheric Sounding
MIPAS B2 Michelson Interferometer for Passive Atmospheric Sounding
- Balloon
MIPAS Envisat Michelson Interferometer for Passive Atmospheric Sounding
- Environmental Satellite
MIPAS STR Michelson Interferometer for Passive Atmospheric Sounding
- STRatospheric aircraft
MOPD maximum optical path difference
NEP noise equivalent power
NESR noise equivalent spectral radiance
NL nonlinearity
oac off-axis correction
OLAF Optimierte Level1 Auswertung für Fernerkundung
OPD optical path difference
PBL planetary boundary layer
ppm parts per million
PRT Platinum resistance thermometer
PV photo voltaic
QCL quantum cascade laser
ref. reference
rms root-mean-square
ROA Detector zero bias resistance-area product
ROIC Readout Integrated Circuit
sci/scr imaginary/real part of the complex calibrated spectra
SCU Stabilization Control Unit
SNR signal-to-noise
spi/spr imaginary/real part of the phase corrected spectra
SRU spectral radiance units
stx statistics table
SWS stare while scan
TACTS Transport and Composition in the Upper Troposphere/Lowermost
Stratosphere campaign
TEC Thermo-Electric cooler
UTLS Upper Troposphere and Lower Stratosphere
VHG volume holographic grating
ZPD zero path difference
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