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INTRODUCCION
Uno de los objetivos primordiales del anâlisis es la acotaciôn 
de operadores, entendiendo por un operador cualquier aplicacion entre 
espacios de funciones.
Consideraremos el espacio de Banach L**(r ” ), 1 ç p < », defi-
nido de la forma siguiente:
(R°) - {f : R° + R medibles Lebesgue /
|f|p - (j n |f(x)|P dx)^^P < co}
donde d% es la medida Lebesgue.
Anâlogamente L (r ” ) “ {f : r " R medibles Lebesgue /
sup I f (x) I < 00} . 
x6 R
Dado un conjunto A CI , 1^1e denotarâ la medida exterior de
Lebesgue del conjunto A.
Si el conjunto A es medible Lebesgue, | A| signif icara su me^
dida de Lebesgue.
Asimismo si se trabaja con una medida producto a xy» (o xy)^ 
des ignare la medida exterior.
Nuestro estudio se restringirâ a operadores R entre espacios
l P(r ").
Asî K : l P( r ") ----*- L**(r "); 1 < p,q < ~.
Una forma de medir la "acotaciôn" del operador K es el "tipo 
fuerte" (p,q) (a vcces por simplicidad se désigna solamente tipo 
(p»<l))* Un operador K : L^(r ") ----► L**(r ") es de tipo fuerte
(p,q) si Vf 6 L*’(r ") se verifies:
U  t|, 1  c |f|p
No siempre el operador K va a satisfacer esta acotaciôn. A ve^
ces verifies otra desigualdad y se dira que el operador
K : (R^)  *■ l'*(r") es de tipo debil (p,q) 1 _< p,q < “ si
Vf 6 (R^) se verifies que:
|{x 6 r " / |k f(x)| > X})<
Es trivial demostrar que todo operador de tipo (p,q) es de ti^
po dêbil (p , q) .
En muchas ocasiones se trabaja con una sucesiôn de operadores
Kj : l P(r ") ----*■ L**(r ")
y surgen de forma natural las siguientes eues t iones:
1) Hallar bajo que condiciones de los operadores Kj la suce­
siôn Kj f(x) converge para todo x (o para casi todo x) y que 
propiedades tiene este limite.
2) Hallar bajo que condiciones de los operadores la suce­
siôn de funciones Kj f converge en L**.
En otras ocasiones se trata con una familia de operadores
donde son operadores; (R^) ---- ► L^(r ") y se
define el operador maximal K* asociado a esta familia de la forma 
siguiente:
K*f(x) = sup IK f(x)I
e> o
siendo de gran importancia el tener acotaciones para el operador K * .
Un tipo de operadores, bâsico en anâlisis, son los operadores 
de convoluciôn.
Sea k 6 L^(R®) y una funciôn f 6 L**(r ") 1 £  p £  ».
Se define el operador de convoluciôn K asociado al nucleo k 
de la forma siguiente
Kf(x) - k *f(x) “ I n k(y)f(x-y)dy
Restringiendonos a R^ el primer operador bâsico de convoluciôn 
■es la transformada truncada de Hilbert, denotada por H ^ , que corre£ 
ponde al nôcleo
■1/x si |x| > e
X < E
hg(x) -
y definiendo H^f(x) ■ f *bg(x).
La transformada de Hilbert H, se define como
Hf(x) - lim H f(x)
£-*■ o
siendo el operador de convoluciôn asociado al nôuleo h(x) = 1/x, 
es decir
"'<•> •  ^  ■‘y
entendiendo la integral anterior en el sentido del valor principal 
de Cauchy.
Si f G L^(R^) 1 < p < » se tienen las siguientes acotacio­
nes para los operadores anteriores:
a) La transformada truncada de Hilbert es un operador de tipo 
(p,p) es decir 3  tal que
|H,f|p 1  Ap |f|p
b) Existe limite en L^ de H^f(x) = Hf(x) y se verifies
iHflp 1  A^ |[|p
donde A^ es la misma constante que en a ) .
c) lim H^f(x) existe para casi todo x si 
E-*- o
f 6 l P(R^) I < p < 0»
Si se define H*f(x) = sup |H f(x)|, (H* es el operador maximal
£ > o
de Hilbert, donde H* es el supremo de una familia de operadores de 
convoluciôn) se tiene:
d) Si f 6 L^(R^) 1 < p < 00 el operador H* es de tipo
(p,p) es decir 3  tal que
|H*f|p 1  Bp |f|p
e) Si f 6 L ^ (R T , H* es de tipo débil (1,1) es decir:
3  C constante absoluta tal que:
I f|,
l(x / H*f(x) > X)1 < C — jp .
La demostraciôn de loa resultados a), b ) , c) , d) y e) puede ve£
se en Guzmân [ô] ô Stein [iz].
Otra parcela importante del anâlisis actual estâ dedicada a la 
diferenciaciôn de intégrales. El inicio de esta teorîa arranca del 
teorema de Lebesgue que nos asegura, que si a cada punto x G r " ,
le asociamos una familia de intervalos cubicos, cerrados, centrados
en el propio punto x , de tal forma que existe una subsuces ion, 
2 » de ellos que se contraen a "x" se verifies
L ( « )
para c.t x con f 6
El problema se puede plantear de un modo mâs general:
Para cada x 6 r", sea B(x) una familia de conjuntos medibles, 
acotados, conteniendo a x, de medida Lebesgue positiva, y tal que 
exista por lo menos una sucesiôn de conjuntos 6 B(x) cuyos di£
metros, ô(B^), tiendan a 0.
A la familia B ■> (J B(x) se le llama base de dif erenciaciôn 
x SR"
en R .
La restricciôn a conjuntos acotados no es esencial ya que sien 
do B(x), para cada x 6 r", una familia de conjuntos medibles, 
conteniendo a x, de medida Lebesgue positiva, tal que B(x) con- 
tiene al menos una sucesiôn Bj^  6 B(x) que se contrae en medida a 
0, es decir |B^(x)| ----► 0 entonces :
B - U B(x) es una base de diferenciaciôn en R" (de con
x Gr ”
juntos no acotados). Si la base de diferenciaciôn B (de conjuntos 
acotados o no acotados) se obtiene de tal forma que B(x) es el re^
sultado de trasladar al punto x la familia B(0), la base B es
"invariante por traslaciones".
Para la base de diferenciaciôn B, invariante por traslaciones, 
el problema tîpico de diferenciaciôn es estudiar que condiciones de-
ben cumplir 8(0) y f para que se verifique:
lim -rT- f(y)dy = f (x) para c.t.x.
B68(x) Ib| h  
ô(B)+ o 
ô |b I o
Xg(x)
Si se dénota por k (x) = — ;— :—  con B 6 8(0) donde X_(x)
® IBI ®
es la funciôn caracterîstica del conjunto B entonces se tiene que:
; x ) |  I f(y)dy = K * f(x)I B (')  I iB(x)
y el problema de diferenciaciôn se reduce a estudiar la convergencia 
hacia la funciôn f de {Kg * f}.
Una forma de estudiar el problema es buscar acotaciones para el 
operador maximal asociado a la base de diferenciaciôn B y que se 
define de la forma siguiente:
Dada la base de dif erenciaciôn 8 y una funciôn f 6 (R^)
se define para cada x G R ^  el operador maximal (asociado a B)
Mf(x) = sup { f I f (y) I dy / R G 6(x)} 
n i  R
Si f G (R^) y la base 8 es invariante por traslaciones
con 8(0) = {(-h,h), h > 0} el operador maximal asociado a esta b£ 
se de diferenciaciôn es el operador maximal de Hardy-Littlewood [lo] 
definido p or:
fX+hI
Mf(x) = sup Yh If(y)Idy
h > o x-h
con f G (R^).
Es un resul tado clâsîco que el operador maximal de Hardy-Li 11 le^  
wood es de tipo debil (1,1) y de tipo fuerte (p,p) 1 < p £  ».
La importancia del estudio del operador maximal radica en que 
acotaciones del tipo del operador maximal asociado a una base de d£ 
f erenciaciôn B, implican propiedades de dif erenciaciôn, para ciejr 
tas funciones f, de la base de diferenciaciôn. Esencialmente, si 
el operador maximal M , asociado a una base de diferenciaciôn B , 
es de tipo debil (p,p) la base B diferencia L*’(r"), es decir:
para casi todo x, con f 6 l P^^(r ").
Otras propiedades y acotaciones del operador maximal M, y su 
relaciôn con las propiedades de diferenciaciôn, de la base de dife- 
renciaciôn B pueden verse en Guzmân .
La transformada de Hilbert y el operador maximal son instrumen 
tos esenciales para la acotaciôn de otros operadores, de tratamien- 
to, en apariencia, mis complicado.
Uno de los mêtodos de acotaciôn de ciertos operadores, una vez 
que se tienen acotaciones para otros operadores, que se puedan rel£ 
cionar con ellos, es el metodo de rotaciôn introducido por Calderôn- 
Zygmund [z] .
Exponemos el metodo en general y luego estudiaremos algunos c£ 
SOS par t iculares donde se ve la utilidad del môtodo.
Supongamos que Kj : r ” R, es una sucesiôn de nô^
cleos en L^(R**), y queremos estudiar la acciôn sobre L^(r ” ),
1 < p < «, de los operadores de convoluciôn Kj definidos sobre 
L**(r ” ) por :
- Vlll -
Kjf(x) = kj * f(x)
Utilizando las coordenadas polares se obtiene:
K.f(x) = [ k .(y)f(x-y)dy = [_ [ k .(r y)f(x-ry)r"  ^ drdy
J J J -'yGE ^r = o J
donde E es la esfera unidad en , es decir:
E = { y G R ” / |y| = 1 }
y dy dénota la medida Lebesgue sobre E.
Si suponemos que los nucleos tienen una propiedad de homogenei- 
dad, por ejemplo
kj(ry) = hj(r) gj(y)
entonces :
K.f(x) = [_ g .(y)(f h .(r)f(x-ry)r"  ^ dr)dy 
J  ^yGE  ^ Jo ^
= 1_ gi(y)HY f(x)dy 
Jvcr J JyGE
donde para cada y G E  fijo Hj es el operador :
Hj f(x) = I hj(r)f(x-ry)r"  ^ dr
Si es posible probar que :
l"j f|p £ Cp (y) |f|p
donde (y) es tal que
< CO Vj = l,2,
yGE ^
f_ I 8 ; (y)C (y) |dy < A 
-’ ^ ‘
entonces, usando la desigualdad integral de Minkowsky se obtiene:
I'j'lp i *p I'lp
- ix -
con Ap independiente de j , f .
Este metodo nos permite rotar una desigualdad unidimensional, 
por dos circunstancias esenciales:
a) Los ndcleos son homogêneos con respecto a las dilataciones.
b) El jacobiano de las coordenadas cartesianas respecto a las 
coordenadas polares se factoriza en una fune ion de r y otr^ de y.
Asî los operadores de Calderôn-Zygmund, (que son generalizacion 
de la transformada de Hilbert a n dimensiones), se definen como 
operadores de convoluciôn asociados a nucleos
k : r “ ----*■ R K G  l J^^(r ”-{0}) taies que:
i) K es impar y positivamente homogéneo de grado - n , es decir:
k(Xx) - X ” k(x)
La condiciôn i) nos asegura que
I k(y)dy « 0
h
ii) f Ik(y)|dy < ».
■’ E
Al estudiar el comportamiento del operador R definido por
Kf(x) » k * f (x) para funciones f 6 L^ ’fR")
se efectua un truncamiento del nucleo k def iniendo los ndcleos 
truncados
k(x) si E < IXI < n
0 en otro caso
y los operadores asociados a estos ndcleos K de tal forma quee ,n
K_ _ f (x) = k * f(x) = [ k(y)f(x-y)dy
Efectuando el paso a coordenadas polares y aplicando el metodo de ro^  
tacion se obtiene:
(■ _  y _
■  J j ,
donde ahora es la transformada truncada de Hilbert que es de
tipo (p,p) y por lo tanto se tiene que :
I .qflp 1 Cp |(|p 1 < P < -
aplicando el metodo de rotaciôn.
Otra aplicaciôn del metodo de rotaciôn nos proporciona propied^ 
des de diferenciaciôn en k " , a partir de acotaciones del operador m£ 
ximal de Hardy-Lit t lewood en r T
En efecto, sea B la base de diferenciaciôn, invariante por 
traslaciones, tal que:
8(0) = ( 0 ) } con B^(0) = {x / 0 £  |x| £  r }
En este caso
Mf(x) = sup -^1 I f (y) I dy
r> o r f vGB (x)Jy ^(x  
con B^(x) = X + B^(0).
Y utilizando las coordenadas polares nuevamente se obtiene:
dpdyMf(x) = sup [ If(x-py)I
r > o r ■' yGE ^o
ito :
Mf(x) £  sup c f ^  f I f(x-py) I dp <
r> o ■’yGE ■’o
— xl —
Mf(x) £  c [_ (sup [ |f(x-py)|dp dy - 
;«CE ^ Jn
L
yG
f(x)d7
yGE
donde ahora es el operador maximal de Hardy-Littlevood, que c£
nocemos que es de tipo (p,p ) , 1 < p £  ».
Por tanto apliando el metodo de rotaciôn se obtiene que
|Mf|p < Cp |f|p f 6 l P(r ")
ya que en este caso la integral dependiente de E es:
dy < »LyGE
Pero el clasico tipo de homogeneidad puede estar ausente en oca 
siones donde se tenga otro tipo de homogeneidad.
Tal es el caso de las intégrales singulares con homogeneidad 
mixta estudiadas primeramente por Fabes y Riviere []] donde el nucleo 
k, con k G L^(R^), satisface para X > 0:
k(Xx^,X^Xg) - X~^ k(x^,Xg).
Posteriormente Guzmân [4] generalizô los resultados de Fabes y 
Riviere trabajando con ndcleos k que satisfacen:
k(e^^°8^ x) ■ X k(x); x 6 r ” y X > 0
donde P es una matriz n xn cuyos autovalores tienen parte real 
positiva.
Las intégrales singulares asociadas se pueden tratar por medio 
de unas ciertas "coordenadas polares".
Se demuestra que para cada x G R" - {0} existe un unico
p > 0 y un unico x 6 E, con E = {y 6 R*^  / |y| = 1}, tal que:
X = e^^°8 P X
y uno trabaja con las nuevas coordenadas (p,x) en r ” - {O}.
Ademas el jacobiano de la transformacion verifies:
J(x;p,x) = p*^^^  ^ L (x)
donde L(x) es una funciôn indefinidamente derivable y acotada en E
Denotando por la transformaciôn que hace pasar de un punto
X = (p,x) al punto x = (Xp,x) y utilizando el metodo de rotaciôn 
en las nuevas coordenadas polares (p,x) se tiene que :
Kf(x) = k(y)f(x-y)dy y teniendo en cuenta que k(y) =
R"
= k(e^^°® ^ y) se obtiene:
Kf (x) = [_ p k(y) [ f (x-T y) p^ *^  L(y) dp dy
^y6E ^
y simplificando se obtiene:
r _  _  r“  f (x -T_y)  _
Kf (x) = _ L(y)k(y) (  — ^  d )dy
^yGE \  P P
y denotando:
. r  L'" -
se obtiene:
" f ' "  ■ ) „  P "p
Kf (x) = [_ L (y) k(y) f (x) dy
''ySE
Si se tuviesen desigualdades de tipo (p, p) para el operador del
t ipo :
I f [  < C(y) |f| para ciertos espacios
- Xlll -
se obtendrîa por aplicacion de la desigualdad integral de Minkowski: 
|Kf|p < Cp |f|p f 6 l P(r ")
supuesto que I |L(y) k(y)C(y)|dy
) vcr
c < 00
yGE
El operador se "parece" a la transformada de Hilbert, pero
a diferencia del caso clâsico, en que con y fijo x -Tpy era una 
recta que pasaba por el punto x, en el caso actual no tiene por 
que presentarse esta situaciôn tan favorable ya que x -T_y puede
ser una curva cualesquiera en R^, que pasa por x
Si se tuviesen acotaciones para el operador se tendrîan acjo
taciones para el operador K en condiciones générales cuando
X - Tpy, con y fijo, no sea una recta.
Afortunadamente la década de los setenta ha sido fructîfera en 
resultados en esta direccion, ya que han sido intensos los estudios 
para obtener acotaciones de la transformada de Hilbert a lo largo 
de curvas y del operador maximal a lo largo de curvas definidas de 
la forma siguiente:
Sea Y : R ----► r ".
La transformada de Hilbert a lo largo de la curva y se defi­
ne
, + c o
H^ f (x) - I  dt
El operador maximal a lo largo de y se define
M f(x) - sup i  f I f(x-Y(t)) Idt
' t> o Jr,
- XIV -
Es de noCar que el operador es équivalente al operador
para "coordenadas polares" générales.
El primer resultado de acotaciôn es debido a Stein-Wainger [is] 
donde obtienen una acotaciôn en L^(r ") para el operador donde
a. et- a
Y(t) = sig t(|t| ,|t| ,...,|t| ) > 0 i“ l,2......n
Esencialmente la acotaciôn del operador se debe a una ev£
luaciôn de ciertas intégrales trigonometricas.
La extensiôn a la teorîa L^ para el operador para la
misma curva Y(t), es debida a Nagel-Riviere-Wainger [?] y [s] .
En cuanto al operador maximal el primer resultado, debido
a Nagel-Riviere-Wainger [9] es la acotaciôn de siendo
Y (t) = (t,t^), avanzando, con ayuda de la teorîa de Littlewood- 
Payley, con los resultados de Stein [l3j , Stein [l4] y Stein-Wain­
ger [ l e ] .
Resultados mas générales obtienen Stein-Wainger [l7] para cur­
vas bien curvadas (que mas adelante explicitaremos).
Ellos obtienen, siendo y (*^ ) una curva "bien curvada" la ac£ 
taciôn para el operador maximal
|M^f|p 1 C(Y) |f|p 1 < p < » f 6 l P(r ")
donde C(y) depende de la curva Y(t)*
Asimismo obtienen otras acotaciones, para el operador H^.
Recientemente Nestlerode [il] élimina la dependencia de la con^ 
tante C(y) introduciendo otro tipo de curvas llamadas altamente 
monôtonas, obteniendo para este tipo de curvas las acotaciones
' V l p  :  S  I ' l p 2 < p <
La consecucîôn de este resultado es debida a una generalizacion 
del lema de Van der Corput y una adecuada utilizacl6n de la teorîa 
de Littlewood-Payley.
Las consideraciones anteriores nos sugieren un procedimiento 
general para introducir unas "coordenadas polares generalizadas".
2
Haremos el estudio en R pot su transparencia geomêtrica.
En las coordenadas polares cllsicas en cada punto
X " (x^ pXg) 6 R^ - {0} se represents de forma Gnica por (p,y)
siendo p su distancla al origen e y el punto de la esfera uni- 
.2
dad en R , que esta en la recta que une el origen de coorden^
el punto
(fig. 1)
cte representan circunferencEn este caso p
en el origen, asî como y * cte son rectas que pasan por el origen, 
que son los rayos polares.
Imaginemos que tratamos con una familia de curvas de Jordan sii 
fiaientemente suaves (C^) p G (0,«) conteniendo al origen en su 
interior.
Supongamos que las curvas cubren R^ - {0} de tal forma que 
para todo punto distinto del origen exista una sola curva que pasa
- XVI -
por dicho punto.
Estas curvas van a constituir las "circunferencias" (p = cte) 
en las nuevas coordenadas polares.
Se quiere obtener una familia de curvas comenzando por el ori­
gen, que serîan los "rayos polares" de tal forma que por cada punto 
distinto del origen pase un solo rayo polar.
Para la aplicacion del metodo de rotation, es conveniente par^
metrizar la familia de "rayos polares" e introducir un nuevo
sistema de coordenadas x ■*---► (p,a) de tal forma que
Jac(x; p, a) = Z(p) m(a)
En estas condiciones, es posible la acotacion de ciertos operadores, 
utilizando la tecnica del metodo de rotation, siempre que los rayos 
polares sean "curvas buenas".
Este sera el objeto de nuestro trabajo.
La memoria la dividimos en cuatro capitules. Damos aqui una 
idea general de lo tratado en cada capitulo, dejando las consider^ 
ciones mas tecnicas, que expondremos en el contexto del propio ca­
pitulo .
En el primer capitulo introducimos las coordenadas polares ge^  
neralizadas (p,a) asociadas a una familia de curvas (C^)
p 6 (0,w) determinando los rayos polares F^ por medio de conside
raciones geometricas.
Damos asimismo condiciones respecte a la familia (C^), 
p 6 (0,“ ) para que los rayos polares sean curvas buenas, de tal
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forma que se tengan acotaciones de ciertos operadores (esencialmen 
te del operador maximal y de la transformada de Hilbert) a lo lar­
go de estas curvas; para que sea posible aplicar la tecnica del me^  
todo de rotation.
En el capitulo segundo trabajamos con determinadas familias 
(Cp) p 6 (0,“ ) de conjuntos acotados, obt eniendo explie itamente 
los rayos polares asociados a ellas, asi como propiedades de acot^ 
cion del operador maximal (y consecuentemente propiedades de dife- 
renciacion) para tiertas bases de diferenciacion asociadas a la 
milia (C^), p 6 (0,").
El capitulo tercero sigue las misraas directrices que el capi­
tulo segundo, pero en el las familias de curvas (C^) p 6 (0,“ ) 
entierran conjuntos que no estSn acotados, de medida finite.
Finalmente en el capitulo cuarto estudiamos el problems invejr 
so: Dada la familia de rayos polares F^, tratar de recuperar la 
familia de "circunferencias" (C^) p G (0,“ ) tal que F^ sean 
los rayos polares asociados a esta familia (C^) , p G (0,“>), en 
principio desconocida.
Estudiamos el problems general y lo resolvemos explicitamente 
en determinados casos.
Finalmente, acabamos la memoria con una serie de problèmes 
abiertos en los que es tamos actualmente trabaj ando.

CAPITULO I
IMTRODUCCION DE LAS COORDENADAS POLARES
— 2 —
En este capitulo introducimos unas "coordenadas polares" aso- 
ciada a ciertas familias de curvas (C^), p 6 (0,®) que cubren to^  
do el piano 6 parte de el.
Dividimos el capitulo en cinco apartados.
En el primero, bajo hipotesis de regularidad de la familia 
(Cp), p 6 (0,“ ) definimos las "coordenadas polares" asociadas a 
la familia (0^) p 6 (0,®) por medio de una cierta condition geo- 
mëtrica, asi como los "rayos polares", cuya caracterizaciôn estë da 
da por los teoremas 1.1.1 y 1.1.2, dependiendo de la familia (C^),
P 6 (0,®).
En el apartado segundo vemos el comportamiento de la medida 
Lebesgue para el cambio a estas coordenadas polares, que nos viene 
explicitado por el teorema 1.2.
En el apartado tercero exponemos primeramente resultados de 
acotacion del operador maximal a lo largo de curvas, que definimos 
alli; dando posteriormente resultados, principalmente los teoremas
1.3.b .1 y 1.3.b .3 que nos garanticen que los rayos polares asocia­
dos a la familia (C^), p G (0,®), que seguimos suponiendo sufi- 
cientemente regular, sean curvas "buenas".
En el apartado cuarto estudiamos acotaciones para el operador 
maximal asociado a ciertas bases de diferenciacion, relacionadas con 
la familia (C^) p 6 (0,®), suficientemente regular, obteniendo, 
via los resultados del apartado anterior los teoremas de acotacion 
del operador maximal, bajo ciertas hipotesis de la familia (C^)
— 3 —
p € (0,®), fundamentaimente los teoremas 1.4.1 y 1.4.3.
Finalmente en el apartado quinto, calculamos los rayos polares 
para determinadas familias (C^) p 6 (0,®) sin las suficientes con 
diciones de regularidad, exigidas en los apartados anteriores.
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1.1. Definicion de las "coordenadas polares"
En este apartado definimos las coordenadas polares asociadas 
a una familia (C^); p 6 (0,®) de curvas de clase C^.
Por comodidad tecnica denotamos la familia de curvas 
Cp = h(x,p) p 6 (0,®); aunque la tecnica para introducir estas 
"coordenadas polares" es general para toda familia de curvas (0^) 
p 6 (0,®) que barran - {O}, o parte del piano.
Asimismo, por facilidad de calcule, supondremos primeramente 
que la familia h(x,p) p 6 (0,®) esta situada en el primer cua- 
dirante; extendiendo poster iormente el estudio al caso general 
h(x,p) p 6 (0,®), para lo cual solo son necesarias pequenas modi^ 
f icac iones.
Sea entonces la familia de curvas y * h(x,p) p G (0,®) que 
la suponemos, en principio, situada en el primer cuadrante, de modo 
que todo punto del primer cuadrante este en una y solo una de las 
curvas de la familia.
Supongamos que Vp; p G (0,®) los conjuntos limitados por 
las curvas de la familia h(x,p) y los semiejes positives de coo_r
denadas estan acotados y por tanto se verifies:
i) 3 a(p) finito tal que h(a(p),p) - 0 Vp; p 6 (0,®)
ii) h(0,p) = C(p) < ® Vp
Para todo punto del primer cuadrante sustituimos las coordenai
das cartesianas por las "coordenadas polares" que denotamos por 
(p,a) donde:
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2  es el valor del parimetro de la familia h(x,p) en la que 
se encuentra el punto; y
a es un nfimero real a 6 [0, que satisface una cierta con 
diciôn geométrica que ahora expondremds.
Se intenta, (a semejanza de las coordenadas polares clâsicas) 
barrer el primer cuadrante por medio de unas determinadas curvas que 
llamaremos "rayos polares" que verif icarân cierta cond ic ion sobre 
las areas encerradaa por los conjuntos h(x,p) y los ejes coorden^ 
do8, asociada al ndmero real a a 6 [o,l].
Definicion 1.1. "Rayos polares"
Con a fijo a 6 [o,l] a las curvas g(x,a), (que determine 
remos a continuaciôn), las denominaremos "rayos polares" asociados 
a la familia h(x,p), p 6 (0,“ ).
La condicion geométrica que verifican los rayos polares aso­
ciados a o, a 6 [6,l] es la siguiente: (ver fig. 1)
(0,c(p))
y * g(x,a)
h(x,p)
(a(p),0) (a(p),0)
(fig. 1)
¥p, p 6 (0,«o) se debe ver if icar :
— 6 —
ra(p) (-a(p) (a(p)
g(x,a)dx + h(x,p)dx = a h(x,p)dx |l.l.l|
-'a(p) ^0
es decir, fijada una recta de referenda, en este caso el eje de abs^ 
cisas, como origen de areas la igualdad |l.l.l| nos dice que el area 
encerrada por las curvas y = g(x,a) 0 £  * £  O (p ) e
y = h(x,p) a(p) £  X < a(p)
es a veces la superficie encerrada por la curva h(x,p) con los
ej es coordenados.
Para la detertninacion de los rayos polares g(x,a) a 6 [o, l] 
se tiene el siguiente teorema:
Teorema 1.1.1. Se considéra la familia de curvas y = h(x,p), 
p G (0,<») que barren el primer cuadrante, de tal forma que todo 
punto de êl esta en una sola curva de la familia.
2
Supongamos que la familia h(x,p) es de clase C y que 
hp(x,p) î* 0 y continua Vx > 0 ,  Vp 6 (0,®). Supongamos que la fa­
milia h(x,p) es tal que la funciôn a(p,a) definida por la igua_l 
dad I1.1.1I admite funciôn inversa p = p(a,a).
Entonces los rayos polares g(x,a) a G [o,l] son unicos y 
su exprès ion viene definida por
g(x,a) = h(x,p(x,a))
Demostraciôn:
En la fig. 1 se observa la siguiente igualdad:
g(cT(p)) = h(a(p) , p)
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y en consecuencia, aunque la funciôn g(x,a) es desconocida, el pr£ 
bleraa de su determinaciôn se reduce a encontrar la funciôn a(p,a).
Para ello en la igualdad:
a(p) r»(P) fa(p)
h(x,p)dx
fot ; faip; >
g(x,a)dx + h(x,p)dx = a
‘’o(p) 'c
derivenos con respecto a p obteniendo:
g(a(p),a)a'(p) + h(a(p),p)a'(p) - h(o(p),p)o'(p)
ra(p) rra(p)
+ h (x,p)dx - o h (x,p)dx - h(a(p),p)a'(p)
^a(p) P U p  P
|l.l.2
y teniendo en cuenta que:
h(a(p),p) - 0; g(P(p),a) - h(a(p),p) |l.l.2( se convier-
te en :
fa(p) ra(p)
h (x,p)dx “ o h (x,p)dx |l.l.3|
^o(p) P ^0 P
que es équivalente a
(O fa(p)
F(o,p) - h (x,p)dx - (1-a) h (x,p)dx = 0
■'o •'o
Il.l.Aj
que nos détermina a “ o(p,a) si se verifies que F^(o,p) - 
■ hp(x,p) f 0, lo cual es cierto por hipôtesis.
Y asegurada, también por hipôtesis, la existencia de la fun­
ciôn inversa se tiene que los rayos polares g(x,a) son unicos ya 
que al ser F^(o,p) f 0 3 ^ 0 “ o(p,a) y por tanto 3 ^  p = p(o,a)
y g(x.o) “ h(x,p(x,a)) .^ q j
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La condicion expuesta de que la familia h(x,p); p G (0,») 
se encuentra en el primer cuadrante es superflus como veremos a con 
tinuacion,
Asî si la familia (C^) ; p G (0,«*>), esta formada por conjun­
tos simêtricos respecto al origen y a los ej es coordenados (ver fig. 
2)
g(x,1-a)
(fig. 2)
basta efectuar el estudio con a G [O, es tud iando la naturaleza
de los rayos polares g(x,a) con a G Q), y utilizando adecuad^
mente la condicion de simetrîa.
Finalmente si la familia (C^) p G (0,«>) es arbitraria la ut j. 
lizacion de la condicion |I.1.I| nos détermina los rayos polares
(ver fig. 3) .
(fig. 3)
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Los rayos polares de orden a vendrân definîdos como las curvas que 
veriflcan la igualdad:
Aj - O Ajj. 0 < a < 1
Dependerâ de la familia de curvas (0^), p 6 (0,®) el que
los rayos polares se obtengan de forma explicita y - g(x,a), o s^ 
lo sea posible una representaciôn paramétrica (g^(t,a)«ggCt.a)).
En el capitulo siguiente estudiaremos un ejemplo, donde se ob 
tendrS la representacion paramêtrica de los rayos polares, para una
determinada familia de curvas (Cp), p 6 (0,®).
Siguïendo la misma tecnica, se pueden establecer unas "coorde 
nadas polares" para familias de curvas (Cp) p 6 (0,®) , si la fami^ 
lia de curvas barren un subconjunto A C  , (ver fig. 4)
(fig. 4)
obteniendo unas coordenadas polares para los puntos del conjunto
A C  R^.
En la continuaciôn de esta memoria, si no se cita nada en con 
tra, supondremos que la familia (Cp), p G (0,®) esta situada en 
el primer cuadrante, barriendo las curvas de dicha familia bien todo 
el primer cuadrante o bien parte de êl.
Si la familia (Cp), p G (0,®), que seguimos suponiendo de 
clase C^, esta formada por conjuntos no acotados, (en el sentido
- l o ­
que ahora expondremos), la situaciôn es esencialmente la misma.
Supongamos entonces que la familia (C^) , p 6 (0,“*) es de 
la forma y = h(x,p) de forma que Vp la curva h(x,p) esta situa 
da en el primer cuadrante.
Supongamos tambien que los conjuntos limitados por la curva 
h(x,p) y los ej es positives de coordenadas no es tan acotados.
Por tanto se verifies:
i) ^  a < «> tal que h(a,p) = 0  Vp 
il) h(0,p) = A(p) pudiendo ser A(p) infinite.
Supongamos finalmente que el Srea encerrada por la curva 
h(x,p ) y los ej es positives de coordenadas es finita lo que es equ^ 
valente a:
h (x,p)dx < “ Vp P € (0,»)
Con estas condiciones tratamos de introducir, (anâlogamente 
al caso de conjuntos acotados) unas "coordenadas polares" asociadas 
a la familia h (x,p) p G (0,®).
Las coordenadas polares (p,a) asî como los rayos polares 
g (x, et) se definen como en el caso de conjuntos acotados estudiados 
anteriormente, (ver fig. 5)
(0,A(p))
(o(p).0)
(fig. 5)
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El problema se reduce a encontrar les rayos polares 
y - g(x,a) de forma que se verifique:
fO(p) /•« r"
g(x,a)dx + h(x,p)dx a h(x,p)dx |l.l.5|
 ^0 ''o(p) ■'o
con o e [0 ,1] .
Se tiene el siguiente teorema:
Teorema 1.1,2. Sea la familia de curvas h(x,p), p 6 (0,®), de cia 
se , situada en el primer cuadrante, tal que los conjuntos que 
delimitan las curvas h(x,p) y los ejes coordenados sean no acota­
dos y de medida finita.
Supongamos:
i) La funciSn (x,p) es continua y distinta de cero
Vx > 0, Vp 6 (0,oo) .
ii) La funciôn a(p,a) definida por |1.1.5| admite funciôn in 
versa p ■ p(o,a) (lo que es equivalents a decir que
a'Cp.a) ^ 0  Vp 0 (0,»> Va 6 [O.l] .
Entonces los rayos polares g(x,a) estan definidos unîvocamente por
la expresiôn:
g(x,a) ■ h(x,p(x,a)>
Demostraciôn.
Observando la fig. 5 se tiene que:
g(a(p),0 ) - h(o(p),p)
Por tanto, el problema de la determinaciôn de los rayos pola^
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res queda reduc ido al calculo de la f une ion (j(p,a) definida por 
I 1.1.5| .
Derivando jl.l.Sj respecto a p se obtiene:
g(a(p),a)a'(p) + [ h (x,p)dx - h(a(p),p)a'(p) =
^o(p) ^
= a I hp(x,p)dx
0
y teniendo en cuenta que g(o(p),a) = h(a(p),p) la expresion ante­
rior es equivalents a:
F(a,p) = f h (x,p)dx - (1-a) f h (x,p)dx = 0 |l.l.6|
■*0 'o
La expresion |l.l.6| nos determine a como funciôn implîcita de p 
y la hipôtesis i) nos asegura que F^(a,p) = h^ ( x ,p) ^ 0 y por tan­
to 3   ^ o = a(p,a). La hipôtesis ii) nos garantiza la existencia de 
la funciôn inversa p = p(0,a) y por tanto como g(x,a) =
= h(x,p(x,a)) queda demostrado el teorema.
La restricciôn impuesta a la familia h(x,p) p 6 (0,®) de 
estar situada en el primer cuadrante es simplemente por facilidad de 
calculo, tratando de forma similar que para familias (C^) de con­
juntos acotados, los casos de familias (C^) p G (0,®) de conjun­
tos no acotados simêtricos con respecto a los ej es coordenados, o fa 
milias (C^) p G (0,®) de conjuntos no acotados arbitrarios, con 
las mismas tëcnicas que las expuestas para familias (C^), p G (0,®) 
de conjuntos acotados.
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1.2. Coordenadas polares generalizadas. Cambio a polares.
Tratamos en este apartado el comportamiento de la medida e in 
tegral de Lebesgue, en el nuevo sistema de coordenadas (p,a).
Sea ÿ : (0,“ ) x [o, l] ---------► A
(p,o)-----------*■ (x,y)
denotando por A el subconjunto de que barren las curvas
h(x,p) P 6 (0,®).
Suponemos que A es medible Lebesgue, asî como los conjuntos
que encierran las curvas h(x,p) y los ej es coordenados Vp, 
p 6 (0,«).
De la definicion de las coordenadas polares (p,a) es inmedi£
to observer q u e , si la familia h(x,p) p 6 (0,®), se encuentra en
las condiciones expuestas en el apartado |l.l|, (|i es una biyeccion
y por lo tanto todo punto de A se puede describir unîvocamente por
el par (p,o) 0 < p < « .
0 £ a < 1
Definicion 1.2.1. "Celda polar"
Llamaremos "celda polar" de A a una regiôn de A, que en
coordenadas polares viene descrita de la forma:
J - (p' ,p"] X (a' ,(%"]
con ( P ' , p "] CZ (0,®) y ( a * , a " ] C  [o, l] ver fig. 6
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h(x,p")
h(x,p')
(fig. 6)
Cons ideraremos recubrimientos de A por celdas polares diâdicas.
Dado k, (k=l,2,...) se define como la coleccion de
celdas polares del tipo
para cada p,q 6 N tal que
(-^ . C  CO,” ) y (-^ , C [ 0 . l ]
2 2 2 2
Consideremos
Ç = U Ç,
k=l
Es trivial que la familia Ç de las celdas polares diadicas de A 
es numerable y ver if ica si Jj G 6 con j ^  k entonces
Jj n  = <j> o Jj C
En analogîa con los intervalos diadicos es fâcil comprobar 
que cada abierto de A es union numerable de celdas polares d isj un 
tas dos a dos.
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Por tanto, para ver como se comporta la medida Lebesgue en A 
frente a este cambio de coordenadas, basta ver como se transforma el 
elemento de area de una celda polar.
Sea para cada X > 0 X 6 R la aplicacion que a cada
punto (p,a) 6 A le transforma en el punto (Xp,a) del mismo rayo 
polar, es decir T^(p,a) - (Xp,a), ver fig. 7
T. (p,a) = (Xp,a)
(p,o) h(x,Xp)
h(x,p)
(fig. 7)
Designemos por S(p) el Srea encerrada por la curva h(x,p) 
y los ej es coordenados, que supondremos funcion derivable.
Sea X el punto de la curva correspondiente al valor del pa 
rSmetro p - 1 que llamaremos "curva unidad" para estas coordenadas 
y la denotaremos por I.
Sobre esta curva unidad, consideremos la familia F de con­
juntos siguientes:
Un conjunto C C I  esta en F si:
G = (j» 6
Cj * (T^x = ex,a) siendo x = (l,a) 6 C, 0 £  X £  1} 
es medible Lebesgue.
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Trivialmente F es una Z-âlgebra.
Se considéra la aplicacion a :
a  : F  *■ Q ),+ « > )
c  . 0(C) - ICjl
siendo S ’(p) la derivada con respecto a p de la funciôn S(p).
La funciôn 0  asî definida sobre F es una medida compléta 
y finita, por ser compléta la medida Lebesgue y encerrar area fini­
ta las curvas h(x,p) y los ej es coordenados.
^ S ' ( 1 )
La introducciôn de la constante ~"sTÏ) * 9"^ a priori parece
artificiosa, sera discutida al final de este apartado.
Por razôn de como se ban construido los rayos polares si 
C C  1, y r £  0, denominando = {T^x = (X,a), x = (l,a) G C
0 £  X £  r} résulta:
I I  = y a(C) ya que entonces:
4 f f f  ■  f m  l<=il
Se tiene el siguiente resultado, que nos relaciona el comportamlen­
to de la medida Lebesgue en las nuevas coordenadas, asî como el cam 
bio de variable en las intégrales:
Teorema 1.2. Sea la biyecciôn:
: A  *■ I X (0,<»)
' ---------' ('(..p-")
donde x^ ^ es el transformado en la curva unidad I del punto
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X 6 A de coordenadas polares (p,a) que eatS en el mismo rayo po­
lar y P es el valor del parSmetro de la familia h(x,p) donde se 
encuentra el punto x (ver fig. 8).
(P,a)
o,p
(x,l)
(fig. 8)
En A consideramos la medida Lebesgue, en I la medida o 
definida anteriormente y sobre (0,“ ) una medida Lebesgue-Stieljes 
p asociada a la funcion f
f : (0,«)
f(p) -S_(P)S' (1)
En el espacio producto I x (0,«») consideramos la medida producto
O X p.
Entonces:
(a) M CZ A es | |-medible si y solamente sî ^(M) es 
O X y-medible y ademâs
IM| - (o X y) (*(M))
(b) £(.) 6 L^(A) s$ y solamente si
 ^(. ) ) 6 L^(I X (0,®), o X y)
y ademas se verifies :
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I £(x)dx = [ l(\lf  ^(y) )d (o X P)(y)
-'A  ^Ix (0 ,“ )
■  [  f, v ^ p - i  •
donde T ^ y ,n(y)] es el produc to escalar del vector tangente
^  T^y por el vector normal n(y).
Demostraciôn.
a) Condicion suficiente
l°)Sea = B X ( ^  ^ , r g] donde B CZ I es o medible y
(tj . tg] C  (0 ,“ ) .
Se tiene:
S(rg) - S(r^)
(a X W)(B X ( r ^ , r g] ) = a(B) . y(r ^ , r^] = o(B)  T R T )
Por otro lado
M =  ^(B X ( r ^ , r ) = {T^x = (X,a) con x = (l,a) G B y
r j  < X < T^}
Es decir M = C - C
^2 *^1
Luego M es medible y ademas
S(r,) - S(r,)
|M| - - 0(B)------^ -----
al ser a una medida finita.
Asî el teorema es cierto para conjuntos en I x (0,®) de la 
forma \p(M) = B x ( r ^ , r ^ 3 con B 6 F y (r^.r^J C  (0,~).
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2*) Sea ÿ(M) C  I x (0,®) tal que (o x y)(ij;(M)) = 0. Por 
las condiciones de la medida produc to y la medida Lebesgue-Stieljes, 
tenemos que Ve > 0 existe una sucesiôn { (B x K ) d e  conjuntos 
del tipo del apartado 1“ disjuntos dos a dos tal que
'l'(M)C U  (B X K). y ademâs 
i-1
I (a X y) (B X K). < (o X y) *(M) + e = e
Asî
|M|p = *(M)|p < 1$"^ U  (B X K)^\
- I Ù  (B X K).| < I 1*"^ (B X K).| -
i-1 ^ 1
- J (a X y ) (B X K) . < e 
1
Luego IM| ^  - 0 y por tanto |.M| - 0, por consiguiente el teorema 
es cierto cuando ÿ(H) es un conjunto de medida o x y nula.
3“) Sea ÿ(M) C  1 x (0,®) 0 x y -medible con (oxy) ip (M) < ®.
Para cada n (n-1,2,...) existe una sucesiôn disjunta 
{ (B X K) ^ tal que
t|»(M)C U  (B X K). 
i-1
y
1
I (a X y ) (B X K) < o X y * (M) + —  
i-1 ^
Cons ideremos
H - n  ( U  (B X K),.^) - U  ( n  (B X K),.„) 
n i-1
Como para todo n (n-1,2,...)
 i
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n (B X K ) = (c X J)^ 
donde C 6 F y J es una celda polar en 6 bien
n  (B X = 0
Se tiene que:
H = U (C X J)^ es una union de conjuntos del tipo 1“ dis- 
juntos dos a dos, tal que
4)(M) CI H y o X y (H) = a x y (ij>(M))
Tambien:
tJ;  ^(H) = tj; \  U (C X J)j) = U i|)  ^ (C X J)^
luego tj/  ^(H) es medible, por el apartado 1“ y ademâs
|ij»  ^(H) I =11'!'  ^(C X J) . I =  ^ a X y (C X J) . =
i  ^ i ^
= o x y ( H ) = 0 x y  (4)(M) )
Al ser O x y  (i|) (M) ) < ® se tiene que O x y (H = 0, luego
ij>  ^(H - es medible Lebesgue y por lo vis to en el apartado 2“
- ili(M)) I = 0.
Asî se tiene que como
M = - (H - *(M))) y
teniendo en cuenta que | ip  ^(H - t|»(M))l = 0  se tiene que :
|m | = I ij;  ^(H) I = o X y (:|)(M))
Finalmente si t)>(M) es un conjunto O x y  medible cualquiera 
se puede escribir:
<|)(M) = U  n  ( I X £j , j + l)j = U  D.
j*o j=o
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con Dj n  si j f k (j ,k-0,1,2,...) y con
O x y  (Dj) < ».
Entonces ÿ  ^(D j ) es medible Lebesgue y 11|)  ^(D j ) | =
- o x  P(Dj) .
Y asî:
1 1 “ " 1
M - U  D ) - U  (D J
j-o J J-o 
por tanto M es medible Lebesgue y
|mJ -  I |i|>“ ^(D.)| - l a x  y(D.) -  o X y ( U  D.) 
j J j-o J j=o ^
- o x y  (tj>(M))
Condlclôn necesarla:
Para probar esta parte, observemos que, si J es una celda 
polar en A C  se verifies:
t);(J) - C X K donde C 6 F y k es una celda en .
Por tanto ÿ(J) es o x y  medible y ademâs
O X y ( *  (J)  ) -  o xy(C xK) -  I *   ^(C xK)|  -  I *   ^ * ( J )  I -  IJI
Si M C  A es abierto, entonces M - U J^, donde J. son celdas 
polares diâdicas disjuntas dos a dos.
j  j   j
Entonces:
i|»(M) - *( U Jj) " U l(»(J.) es o X y-medible y ade 
j  ^ j ^
mâs
O X y (*(M)) - l a X y )) - J | Jj | = |m|
Si M CZ A es tal que |m| - 0, entonces ¥e > 0 3 G CI A abierto
tal que:
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G = ) M y | G | < | M | + e = e
Luego 0 X y(i|;(M)) _< 0 x y(t|»(G)) = | G | < E de donde \|>(M) es
0 X y-medible y 0 x y(ij;(M)) = 0.
El reste de la demostraciôn es anâlogo al proceso de demostr^
cion de que la condiciôn es suficiente.
M
b) En primer lugar si s “ I a . x .  es una fune ion simple
1 1 Ai
s 6 L^(A), por el apartado (a) se tiene:
f N N
s(x)dx = I a |a 1 = I a. 0 xy(i|)(A.)) =
U  i=l 1 1 i=l
= I s  ^(y) )d(0 xy)(y)
■' Ix(0,»)
ya que Vy 6 I x (0,<”) se verifies que
s(il)-^y)) = a. A. x^(A.)
Ses I 6 (A) t > 0.
Ses una sueesion de funeiones simples f^ ^  0
(k=l,2,...) y i t para easi todo x. Entonees  ^) i t(}p S
para easi todo y, y se verifies:
I & (x) dx = lim I £ (x)dx - lim [  ^(y ) ) d 0 xy(y)>
■'A k-*- <*> •'A k-*- «o  ^Ix ( 0 ,«»)
“ I ^(y))d ( 0  X y) (y).
Ix (0 ,oo)
Para i. G L*(A) arbitraria, el resultado es inmediato al eonsiderar 
la parte positiva y negativa de .
Se ha demostrado también que si Z G (A) entonees
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6 L^(I X (0,»)) y
I £(x)dx = I l(ip ^(y))d (0 X y)(y)
■'A ''lx(0,«)
El recîproco se obtlene con la mlsma têcnîca de demostracion.
Finalmente denotando por y - (y,p(y)) S i x  (0,®) se tiene
-1  —  1
que rp (y) - Tp^y^y y si ^ 6 L (A) aplicando el teorema de Fubi-
nl results
[ £(x)dx - f i(T . vÿ)d(o X y)(y,p(y)) -
^A ; lx(0,m) PI?'
- [ f £(T y)do(y) du(p) |l.2.l|
■'o ■'I P
Por otra parte denotando por:
p* - S(p)
se obtiene la familia h(x,p') p ' 6 (0,®).
Se puede utilizar para cada x 6 las coordenadas
X     (p*, y)
donde:
p* es el parâmetro de la familia h(x,p') donde se encuen- 
tra X, e y 6 I.
Por cada punto y 6 I* existe un dnico rayo polar g(x,a) 
que pasa por y 6 I.
Asî la familia de rayos polares g(x,a) la podemos parametric 
zar por medio de los puntos y 6 I, (en lugar de a 6 [o, l] , deno- 
tandola por (P— )— .
Para cada punto x 6 A existe un unico p'(x), p ’(x) > 0  y
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un unico x 6 I tal que
® ^p' (x) ^x
Definiendo la transformacion : A de tal forma que
siendo y = (p'(y),y) entonees T^y = (Xp'(y),y) y siendo 
J(p',p'+h, y » Yg) la celda polar, determinada por las curvas 
Cp', r-^, r-^ se tiene que:
|j(p',p'+h, y^ .yg) I = I Tp, J(l, 1 .Yg) I =
= p' I J(l, 1 + y^, ÿg)!
Por tanto el area de una celda polar infinitesimal se express
facilmente por el area de una celda polar, una de cuyas curvas fron-
teras es 1, y su exprès ion se puede aproximar por las sumas de Rie-
mann :
N
P ' I Ay^((T, _]^  (yJ) - T.(y^) , n(y^)) =
3 = 1 p'
A  ( Z U  _ T^  . - i  / i  +  ( y j )  - T i ( y J ) .  n ( y T )
l AyJ (------^-------- r-------  )
donde y^ G I, Ay^ son elementos de long i tud en I y n(y) es
la normal a I en y 6 I.
Entonees pasando al limite podemos expresar
1a ■ lÿ«i V l j i - 1  • I(7))dp'd7
y pasando a las nuevas variables (p,y ), teniendo en cuenta que los 
rayos polares F~ son invariantes por las transformaciones se
obt iene:
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f t(x)dx  .  f f  ^ « p T ) ( [ 3 x  v J x - 1 -  " ( ? ) )  F T u
^ y*" ° |l.2.2|
donde S'(l) es una constante de norraalizacidn para que dy sea la 
medida Lebesgue en I. Las igualdades (1.2.1| y |1.2.2| derouestran 
el apartado b) del teorema.
1.3.; Teoremas de caracterizacldn de los Rayos Polares.
Este apartado est# estructurado en dos partes.
En la primera parte 1.3.a damos una descripcion têcnica sobre 
el tipo de curvas para las ctiales se tienen acotaciones para el ope^ 
rador maximal y la transformada de Hilbert a lo largo de curvas, ci^  
tados en la introduccion.
En la segunda parte 1.3.b damos condiciones sobre la familia 
de curvas h(x,p) p € (0,®), para que los rayos polares g(x,a) 
asociados a esta familia, sean curvas del tipo de las descritas en
1.3.a que nos permitirân obtener, en el apartado siguiente, result^ 
dos de acotaciôn del operador maximal, asociado a ciertas bases de 
diferenciaciôn relacionadas con la familia de curvas h(x,p),
p 6 (0,®).
1.3.a .: Curvas "bien curvadas" y curvas "altamente monotones"
Como expusimos en la introduccion, es en la dêcada de los s£ 
tenta donde se intenta conseguir resulados de acotacion de los oper^ 
dores : denominado transformada de Hilbert a lo largo de curvas
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y My operador maximal a lo largo de curvas definidos de la forma 
siguiente: Siendo y : R R" se define:
Hyf(x) = I -^T(t)) dtr;
M f(x) = sup Y  [ |f(x - y(t)Idt
t > o ■' 0
Exponemos aquî los ultimos resultados obtenidos, sobre el tipo de 
curvas y(t), para las cuales se tienen ciertas acotac iones para 
los operadores y My.
Definicion 1.3.a.l. "Curvas bien curvadas"
Dada la curva y(t) : R -*■ r " se dice que es bien curvada si
los vectores ^  ( 0 ) }  j =  l , 2   engendran r" .
dt^
El siguiente teorema nos da una acotacion para el operador My 
si Y es una curva bien curvada. Mâs concretamen te se tiene el si­
guiente teorema:
Teorema 1 .3.a .1. Si y(t) es una curva bien curvada el operador
M y f es de tipo (p,p) es decir
|Myf|p 1  C(Y) |f|p 1 < p < ®
La demostraciôn puede verse en Stein-Wanger [l7] utilizando 
ideas extraidas de la teorîa de Littlewood-Payley.
Es de resaltar que la constante C(y) depende de la curva y
y esencialmente esta relacionada con la curvatura de la curva en el
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orlgen.
Para obviar la dependencia de la curva en la acotaciôn del ope^ 
rador se ha introducido un nuevo tipo de curvas denominadas "aj:
tamente monôtonas".
Nosotros describiremoa solamente curvas "altamente monôtonas"
2
en R^.
Mas concretamente se tiens la siguiente:
Definiciôn 1.3.a.2 . "Curvas altamente monôtonas"
La curva y(t) ■ (t, *(t) ) , y  : £o,“ ) — R^ es altamente ra£
nôtona si y solamente sî
i) <K0) - 0; ♦' CO) - 0
ii) (j)"(t) > 0  y no decreciente en (0,®)
Para curvas altamente monôtonas se obtiens el siguiente resultado de 
acotaciôn para el operador M ^ :
Teorema 1.3.a.2 . Sea la curva y(t) ■ (t,<|»(t)) altamente monôtona. 
Entonees se verifica:
a) El operador M^ es de tipo (p,p) 2 £  p £  ®, es decir
|Myf|p < C(p) |f|p 2 £ P £  ®
b) Si f 6 L^^^(R^) 2 £  p £  ® se tiene
lim I f(x - y(t))dt - f(x) para c.t.x,
e-
f
»■ o ■'o
La demostraciôn puede verse en Nestlerode [il] y se obtiens esencial^
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mente por una generalizacion del lema de Van der Corput.
En Stein-Wainger [l7] y Nestlerode [ll] se obtienen tambien acota- 
ciones para el operador bajo ciertas condiciones adicionales p£
ra las curvas y(t).
Es un problems abler to la acotacion del operador My, si y 
es una curva altamente monôtona, para f 6 L**(r” ) con 1 < p < 2.
1.3.b .: Condiciones générales para que los rayos polares sean curvas 
"bien curvadas" o "altamente monôtonas"
Damos en este apartado condiciones para que los rayos pola­
res g(x,a), asociados a la familia de curvas h(x,p) P 6 (0,®); 
(que supondremos suficientemente regular), sean curvas del tipo de 
las descritas en |l.3.a|.
En todo este apartado supondremos que la familia h(x,p) es 
al menos de clase C^ asi como que (x, p) 0 Vx > 0 
Vp 6 (0,®) lo cual nos permite asegurar que los rayos polares 
g(x,a) son unicos y vienen determinados segun lo descrito en los 
teoremas 1.1.1 y 1.1.2.
Mientras no baya lugar a confusiôn y por mayor comodidad de n£ 
taciôn designaremos los rayos polares g(x,a) simplements por g(x). 
En ias condiciones anteriores se obtiens el siguiente resultado para 
que dichos rayos polares sean curvas "bien curvadas".
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Teorema 1.3.b.1 . Sea la familia de curvas h(x,p) p 6 (0,®) de cl£ 
se tal que hp(x,p) f 0, Vx, Vp.
Para que los rayos polares g(x,a) sean curvas "bien curvadas" 
es condiciôn suficiente que se verîfique para todo a, a 6 [o,l] la 
condiciôn:
lim [t»j^çj(<7»p(0)) + 2hpp(a,p(o) )p'(a) +
+ hpp( 0 ,p(cr)) (p'(cr))^ + hp( 0 ,p(0 ))p"( 0 )] i 0
Demostraciôn:
Al ser los rayos polares en forma parametrica de la forma 
(t, g(t,a)) y ser un vector en la direcciôn de la tangente 
(1, g'(t,o)), de acuerdo con la definiciôn 1.3.a .1 se obtiens el 
teorema si se demuestra que g"(t) f 0.
Por la construcciôn de los rayos polares se tiene que g(or) *
■ h(o,p(0)) y por tanto derivando se obtiene:
g'(o) - hp(a,p(o)) + hp(0,p(0))p’(0)
y derivando nuevamente:
g"(0) - h^p(0,p(0)) + hpp(o,p(o))p'(0) +
+ [hp^(0 ,p(0 )) + hpp( 0 ,p(o))p'(a)3p* (a) +
+ hp(o,p(o))p"(o)
Por las hipôtesis de regularidad de la familia h(x,p), 
p 6 (0,®) se tiene:
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g"(0) = lim g " (O) = lim [h (o,p(a) + 2h (a,p(a)).p '(o) + 
a-*- 0 o-*- o
+ hpp(a,p(a)) [p'(a)]  ^ + hp(a,p(a)) p"(p)]
Y por la hipôtesis del teorema g"(0) ^ 0. c.q.d.
La hipôtesis del teorema anterior no es necesaria, ya que bas-
tarîa la existencia de un nômero natural n con n ^  2, tal que
g"(0) 4 0.
Imponiendo condiciones de regularidad a la familia h(x,p), 
p 6 (0,®), que nos permitan efectuar todas las derivaciones que sean 
précisas, se pueden enunciar teoremas que nos dan condiciones sufi- 
cientes, para cada numéro natural n, n £  2, que nos garanticen 
que los rayos polares sean curvas bien curvadas en funciôn de cond£ 
ciones sobre las derivadas parciales de la familia de curvas h(x,p), 
p 6 (0,®) y de la funciôn p = p ( o ) .
Si ademas de las hipôtesis impuestas en el teorema 1.3.b .1 se
tiene la condiciôn adicional:
o(p) ---*■ 0 't'" » p  ► 0
caso bas tante frecuente, por ejemplo si la familia de curvas h ( x ,p ), 
p 6 (0,“ ) se contrae al origen si p -> 0 se obtiene un teorema an£ 
logo al teorema 1.3.b .1 pero en funciôn de o(p) que puede ser de 
mayor ut ilidad prâctica.
Concretamente se tiene el siguiente teorema:
Teorema 1.3.b .2. En las condiciones del teorema 1.3.b .1 y con la con 
diciôn adicional o(p) -*■ 0 <=> p 0 es condiciôn suficiente para que
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los rayos polares sean curvas bien curvadas que se verifique:
lim [h„„(a,p(a)) + 2h„„(o,p(o)) -TTTT + h^^(0 ,p(a)) --- ^
o ......  PP' (o'(p))2
p-^  O
- h (0,p(a)) f 0
P (0'(P))^
La demostraciôn es trivial ya que la condiciôn impuesta en el
teorema 1.3.b.2 es anâloga a la del teorema 1.3.b.l puesta en têrmi.
nos de la funciôn o(p) y sus derivadas.
Los siguientes teoremas nos caracterizan las familias h(x,p) 
p 6 (0,®) taies que los rayos polares g(x,a) asociados a ellas 
sean curvas altamente monôtonas.
Teorema 1.3.b.3. Sea la familia h(x,p) p 6 (0,®) al menos de cla­
se tal que b^(x,p) f 0 ¥x > 0 y V p . Sea p(p) la funciôn
inversa, de la que suponemos su existencia, de la funciôn p(p) cal^ 
culada segôn la fôrmula |1.1.4| 6 |1.1.5|.
Los rayos polares g(x,a) asociados a esta familia de Curvas 
h(x,p), p G (0,®) son curvas "altamente monôtonas" si y sôlo si se 
verifican las condiciones siguientes:
i) lim [h (0 ,p(0 )) + h (0,p(o))p'(a)] - 0 
0-*-O P
ii) hjjçj(a.p(o) ) + 2 h^p( 0 ,p(o))p'(a) +
+ hpp(a,p(o))(p'(0 ))^ + hp(0,p(a))p"(o)
es una funciôn positiva y no decreciente para a 6 (0,®).
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Demos trac ion.
Poniendo los rayos polares en forma parametrica seran de la 
forma (o,g(o,a ) ) y bastarâ para demostrar el teorema que se cum-
plan las condiciones de la definiciôn 1.3.a.2. Claramente g(0) “ 0
ya que los rayos polares pasan por el origen de coordenadas.
Asimismo g '(0) = h^(0,p(0)) + (0,p (0 ))p '(0) y por las con
diciones de regularidad de la familia h(x,p) p G (0,®) se tiene
g'(0) = lim g'(0) = lim [h^(0,p(0)) + h (0 ,p (0 ))p '(0 I] = 0
O-*- o O-*- o
por la hipôtesis i) del teorema.
Queda demostrada asî la condiciôn i) de la definiciôn 1.3.a.2.
La condiciôn ii) de la definiciôn 1.3.a.2 es asimismo équiva­
lente a la hipôtesis ii) del teorema ya que dicha hipôtesis es la ex 
presiôn de g " (0) en termines de la familia h(x,p) p G (0,®).
c.q.d
Si se verifica la condiciôn adicional de que 0  (p) ■> 0 **
•*=> p -► 0 se tiene la expresiôn équivalente (pero generalmente 
de mayor utilidad prâctica) del teorema 1.3.b .3.
Teorema 1.3.b .4. Sea la familia de curvas h(x,p) p G (0,®) de cl£
se y hp(x,p) f 0 Wx > 0
Vp G (0,®).
Supongamos que 3 p  = p(o) funciôn inversa de 0  = 0  (p) def i- 
nida por la fôrmula |l.l.4| ô |l.l.5| y que ademas 0  (p) ->• 0 <=»
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Entonees:
Los rayos polares g(x,a) asociados a la familia h(x,p), 
p G CO,®) son curvas altamente monôtonas si y sôlo si se verifica:
1) lim [h^(a,p(a)) + h (0,p(o)) — v] - 0
O-*- 0
ii) h^^(a.p(o)) + 2h^p(a.p(a)) +
+ h^^(0,p(CT)) >- ;) - h^(0,p(a))
es una funciôn positiva y no decreciente en a G (0,®)
1.4.: Acotaciones del operador maximal asociado a ciertas bases 
de diferenciaciôn.
En este apartado Sstablecemos condiciones para que el operador 
maximal, asociado a bases de dif erenciaciôn relacionadas con la f ami^ 
lia h(x,p) p G (0,®), sea de tipo (p,p) para ciertos rangos de
espacios L^(R^).
La tôcnica a seguir es efectuar el cambio de variable a las
coordenadas polares (p,a) introducidas en el apartado |l.l|, apl£
car el método de rotaciôn, para estas nuevas coordenadas polares y
utilizar, cuando los rayos polares sean curvas "bien curvadas" ô
"altamente monôtonas", los resultados de acotaciôn del operador maxJc
mal M descritos en 1.3.a.
Y
La base de diferenciaciôn B, que considérâmes, es la siguien
te :
B es invariante por traslaciones donde B(0) = (8^(0)
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con B (0) = {(x,y) / 0 £  x _< a(p) j
0 £  y £  h(x,p)
(ver fig. 9)
h(x,p)
(a(p),0)
(fig. 9)
donde a(p) sera finito o infinite dependiendo para ello que, los 
conjuntos delimitados por las curvas h(x,p) y los ej es coordenados 
esten acotados o no.
■a(p)
Désignâmes por S(p) h(x,p)dx.
Intentamos, siendo f G l "(R ), acotac iones para el operador 
maximal asociado a la base B, es decir:
Mf (x) = sup 
r > o S(r)
If(x-y)Idy
Bj.(0)
Efectuando el cambio de variable a las coordenadas polares 
(p.Yp donde, p es el parâmetro de la familia donde esta situado
el punto y ® (X es el punto de la curva unidad I que esta si­
tuado en el mismo rayo polar que y, se obtiene, utilizando la expre^ 
sion de la integral en las nuevas coordenadas del apartado |1 .21 , la 
siguiente expresiôn del operador maximal:
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donde x-T^ y es el rayo polar correspondiente al punto y 6 I y
dy es la medida Lebesgue en I.
Trivialmente se observa la siguiente acotaciôn
M f ( x )  < | ( [ ^  T p 7 ] p . i .  n ( 7 ) ) l s u p ^  I f ( x - y )  ^ .■( V ) S ( r )  '
Se tiene el siguiente teorema:
Teorema 1.4.1. Se considéra la familia h(x,p); p 6 (O,®), de cla­
se C^, y la base 8 asociada a ella de la forma descrita anterio^
mente.
Supongamos que los rayos polares g(x,a), asociados a la fami^ 
lia h(x,p) son curvas bien curvadas Va 0 £  a £  l (o lo que es 
équivalente a que Vy 6 I el rayo polar que pasa por y y es una
curva "bien curvada"). Si se verifican las condiciones:
^ f '
ii) Denotando por C(y) la constante asociada al rayo polar
que pasa por y, del teorema 1.3.a .1 se tiene:
d _ —
j I ^ p y l p - r  c ( y ) | d y  - c <
Entonees el operador maximal asociado a la base de diferencia^ 
ciôn 8 es de tipo fuerte (p,p) 1 < p < «> es decir
|Mf|p < Cp |f|p; I < p < » f 6 l P(r 2)
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Demos trac ion.
La condiciôn (i) nos permite acotar el operador maximal del m£ 
do siguiente
Mf(x) < f , n(ÿ)) I sup p  [ I f (x-T ÿ) jdpdÿ
■'I r > o - ' o
es decir
Mf(x) < 1^1 ( | ^  '^py|p=l’ (x)dy
donde M^f(x) es el operador maximal a lo largo de curvas, para y 
f ijo.
En este caso con y fijo las curvas son "bien curvadas" y por 
tanto , segun el teorema 1.3.a.l, se obtiene |M f|^ £  C(y) I^Ip 
1 < p < oo, y aplicando la des igualdad integral de Minkowski se obt i£
|M f | p  < l<ld^ '*'p^lp = i ’ n ( y ) )  c (y )  I |f|p dy
Y aplicando la hipôtesis ii) se llega a
| M f | p  < Cp  | f | p  1 < p < co f  g l P ( r 2 )
c.q.d.
Las condiciones del teorema anterior se pueden debilitar "en 
cierto modo" obteniendo el siguiente:
Corolario 1.4.2. En las hipôtesis del teorema 1.4.1 salvo la mâs de- 
bil de que los rayos polares g (x,«) asociados a la familia h ( x ,p ) 
p G (0,«o) sean curvas "bien curvadas" salvo para un con j unto B CI I
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de medida de Lebesgue en I nuls, se tiene que
l«E|p 1  Cp |f|p I < P < “
Demostracion.
Es trivial ya que segân lo visto en el apartado |1.2| en la h£ 
pôtesis del corolario 1.4.2 el conjunto de rayos polares que no son 
curvas "bien curvadas" es un conjunto de medida nula de 
Bp (0) Vp e (0,®) .
La suposlciôn de que los rayos polares sean curvas "bien curv^ 
das" exige cierta informaciôn sobre la funciôn C(y), que depende 
esencialmente de dichos rayos polares.
Para eliminar esta dependencia trabajaremos ahora con la supos£ 
ciôn de que los rayos polares sean curvas "altamente monôtonas" obte^ 
niendo el siguiente teorema:
Teorema 1.4.3. Sea la familia de curvas h(x,p), p 6 (0,») suficien 
temente regular tal que los rayos polares asociados a ella sean cur­
vas "altamente monôtonas". Va 6 [o, l] .
Consideremos la base de diferenciaciôn B descrita al comienzo 
de este apartado.
Si se verifica
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entonees el operador maximal asociado a la base de diferenciaciôn 8 
es de tipo fuerte (p,p) 2 £  p < ®.
Demostraciôn.
Expresando el operador maximal en las "coordenadas polares" se
obtiene aplicando la hipôtesis i) del teorema que: 
dT 7f _  (r _  _
Mf(x) £  |([-^]p=l. n(y):( sup - J  I f (x-Tpy) I dpdy
Mf(x) £ ^  I M^f(x)dy
donde , para y fijo es el operador maximal a lo largo de cur­
vas que por hipôtesis son curvas altamente monôtonas. Por tanto aplj. 
cando la desigualdad de Minkowski, teniendo en cuenta el teorema
1.3.a.2 se obtiene:
f dT V
| M f | p < c l f | p  n(y))|dy
y utilizando la hipôtesis ii) se obtiene
|Mf|p £  C |f|p 2 £  p £  ®
c.q.d.
Ânâlogamente a lo obtenido para curvas "bien curvadas" se ob­
tiene el siguiente corolario.
Corolario 1.4.4. El resultado del teorema 1.4.3 es cierto si los ra 
yos polares g(x,a) son curvas altamente monôtonas salvo para un 
conjunto B C  I de medida Lebesgue nula en I.
La demostraciôn es anâloga a la del corolario 1.4.2.
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Es de resaltar que si los rayos polares son rectas, el método 
de rotaciôn, utilizando el cambio a las "coordenadas polares", fun- 
ciona utilizando los resultados de acotaciôn del operador maximal 
unidimensîonal de Hardy-Littlewood.
También, al estar en bay una correspondencia bîunivoca :
* : f0,l] 4 4. I
o  4 -  ► y
donde y es el punto de la curva unidad correspondiente al rayo p£ 
lar a .
Y en determinadas ocasiones es mâs fâcil trabajar con las coo£ 
denadas (p,a) que con las coordenadas (p,y) siempre que sea de 
ûas fâcil manejo
r  (Cd& n(*(a))).*'(a)da
que
Ij p^ÿ]p-i'
sin ser en algunos casos necesario el câlculo de la funciôn ^(a), 
al efectuar directamente el cambio de variable de las coordenadas 
cartesianas a las coordenadas (p,a).
1.5.: Câl culo de los rayos polares, sin cond ic iones de regular idad
en la familia de curvas.
En los apartados ant eriores de es te cap îtulo se imponen cond£
cione s de regularidad a la familia h(x ,P) , p 6 (0 ,®), en con-
creto que sea de clase C2 , para garan tizar la exi stencia y unie i-
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dad de los rayos polares g(x,a).
En este apartado veremos que las condiciones no son necesarias, 
pudiendo obtener los rayos polares utilizando la condiciôn geometri- 
ca expresada en las formulas (1.1.1) ô (1.1.5).
Analizamos dos ejemplos que nos ponen de manifiesto que la di- 
ficultad es unicamente operativa, dependiendo de la naturaleza de la 
familia h(x,p) p G (0,«>).
1.5.1.! Sea la familia h(x,p); p 6 (0,“>) definida de la forma:
2
h (x 0 < X < p
2p -px p < X < 2p
ver fig. 10
P^)
2p -px
II
(P,0) (2p,0)
(fig. 10)
Se observa que para p fijo la familia h(x,p) no es derivable en
X = p .
3 3
Se tiene que S (p) = | | + | A^^ | = p^ + ^  =
9
5 2El rayo polar correspond iente a a = es y = x (ver fig.
I l )
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(O.p")
(P.O) (2p,0)
(fig. II)
ya que Vp 6 (0,«>) ae tiene que
0 ¥  ■ I f S(p)
Si a -g probamoa con rayoa polares del tipo g(x,a) = C(a)x'
Si a ^ ^  trivialmente los rayoa polares eatarân en la aitua- 
ciôn de la figura 12:
fy«g(x,o)*C(a)x
(O.P )
.(a(p),0) (2p,0)
(fig. 12)
determinando C(a) por la condiciôn |l.l.l| que en este caso es
equivalents a la ecuaciôn:
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IAj iI = (1-a) 3 3 1.5.1
En este caso 0(p) es tal que C (a)o(p)^ y por tanto
* Tcfer •
Por otra parte,
7 2
|Ai i | = p a(p) - C(a)x dx
•'o
y sustituyendo o(p) por su valor hallado anteriormente se obtiene
.3 _3 3
l^iil = T ü W  " I T ü W  ° 3 T c T O
|1.5.2|
Sustituyendo el valor de |Aj j | en |1.5.1| y dividiendo por p 
se llega a:
1
3 /cTïïT (l-a) Y  y por tanto
■ <1
Se obtiene asi, que los rayos polares g(x,a) para 
a 6 [5 /9 ,1] son de la forma :
Si a < Y los rayos polares son de la forma y = C(ot)x^ =
= g(x,a) y estamos en la situacion de la fig. 13
P^ )
(a(p),ni) (2 
(Fig. 13)
-  A 3  -
determinando C(a) por la condiciôn |l.l.l|.
Asî
. . 7 1 7
|Aj.| - C(«)x'^dx + Y  (2p-a(p))C(a)(o(p))^ |1.5.3|
''o
Pero o(p) es la abcisa de intersecciôn de las curvas:
y - C(a) x^
2
y ■ 2p - px
Por tanto o(p) es la soluciôn de la ecuaciôn C(o)x^ + px - 2p^ =0. 
Resolviendo esta ecuaciôn se obtiene:
a(p) - I1.5.M
La condiciôn |l.l.l| en este caso queda reducida a |Aj | = ^  
sustituyendo |Aj | segôn |1.5.3| y G(p) por |1.5.A| y simplifi- 
cando por p^ se obtiene:
‘ > - 1 - 0  1' . ^  51
La ecuaciôn |1.5.5| nos détermina implicitamente C(a) y asî 
si a 6 (0, y ) los rayos polares son de la forma:
y ■ C(a)x^ con C(a) determinada por |1.5.5|
i .5.2.: Consideremos ahora la familia
p 0 < X < p
h(x,p) 
(ver fig. 14)
P 6 (0,~)
2p-x P < X < 2p
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(0,p)
(x,p)
(P.O) (2p,0)
(fig. 14)
En este caso S(p) f 3 2h(x,p) dx = p .
'o
Claramente la familia h(x,p) no cumple las condiciones de re­
gularidad exigidas en los apartados anteriores.
A1 ser la superficie encerrada por la familia h(x,p) y los
2
ej es coordenados de orden p = S(p) parece razonable conj eturar que 
los rayos polares sean rectas; g(x,a) = C(a)x determinando C(a) 
por la condiciôn geometrica |l.I.l|.
Claramente y=x corresponde al rayo polar a = 2/3 ya que se^  
gun la figura 15 se observa:
’V=x=g(x,2/3)
(O.P)
(P.O) (2p.O)
(fig. 15)
-J 2p.p = p^ = I I  p^
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Si a > -J la situacion de los rayos polares es de la figura
16
(2p,0)(O(p),0) (P.O)
(fig. 16)
determinando C(a) por la condicion |l.l.l|. En este caso 
I I  -  Y P *^(P) + p (p - (^ (p )  ) + Y P^
Por tanto la condiciôn |1.1.1| en este caso es:
Y po(p) + p(p-a(p)) + Y p^  " Y  a P^
Pero G(p) es la abscisa de intersecciGn de las curvas 
y - p
y - C(a)x por tanto: 
aCp)
I1 .5.6|
C(a)
Sustituyendo | 1. 5 . 7 | en | 1 . 5 . 6 | y s impi if icando por p se llje
ga a I
+  1 -
2C(a)
que détermina C(a) en funciGn de a obteniendose
C(a) a 6 (f, 1]
1.5.8]
1.5.9
3(l-a) ' " " '3
Si a < Y  determinaciSn de los rayos polares g(x.a) se reduce
al câlculo de C(a) en la situaci6n de la fig. 17.
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(O.P)
y=C(a)x
(p.O) (a(p),0)
(fig. 17)
(2p,0)
En este caso:
I A i I = -J 2 p C (a) o(p) 
donde a(p) es la abscisa de intersecciôn de las curvas:
y = C (a)X 
y = 2p-x
Resolviendo el sistema se obtiene
I I .5.10|
La condicion |l.l.l| sustituyendo a(p) por su valor obtenido 
en I 1.5.10 I se transforma en:
y  2 p C(a) 2p 3 2
1 + C(a) 2 “ P
y diviendo por p , despej ando C(a) se obtiene:
3
T a
C(a) a 6 (0, j)
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En resumen los rayos polares para esta familia de curves 
h(x,p) son:
g(x,a) -
1
3(l-a)
I *
2/3 < a < 1
0 < a < 2/3
Los ejemplos anterlores ponen de nanifiesto que la obtencion de 
los rayos polares es un problems operative, no siendo posible en al- 
gunas ocasiones (como se observa en 1.5.1) la obtencl6n explicita de
dichos rayos polares,
CAPITULO II
COORDENADAS POLARES ASOCIADAS A 
CONJUNTOS "ACOTADOS"
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Estudiamos en este capitule las coordenadas polares asociadas 
a fanilias de curvas h(x,p) p 6 (0,«) de tal forma que Vp 6 (O,®) 
el conjunto encerrado por h(x,p) y los ejes coordenados esté acot^ 
d o .
Si no se dice nada en contra, supondremos que la familia 
h(x,p) esta situada en el primer cuadrante.
Estructuramos este capitule en cinco apartados.
En el primero analizamos las coordenadas polares asociadas a 
una familia h(x,p) p 6 (0,*®) de tal forma que las curvas de la f£ 
milia se deducen de una de ellas por medio de transforméeiones "dil^ 
taciones generalizadas", concretando la naturaleza de los rayos polçi 
res en el teorema 2.1.1.
Posteriormente analizamos algunas families h(x,p) p 6 (0,«*) 
de este tipo, que incluyen a las coordenadas polares clasicas como 
case particular.
En el apartado segundo estudiamos las coordenadas polares aso- 
ciadas a una cierta familia de cuadrantes de elipses, que se contraen 
al origen.
En el apartado tercero estudiamos families h(x,p) = a(x)(p-x)
0 X ,£ p p 6 estudiando casos particulares de la funcion
a(x), asi como condiciones de la funcién a(x) para que los rayos 
polares asociados a dicha familia seen curvas "bien curvadas" o "aj[ 
tamente monotones" obteniendo los teoremas 2.3.2 y 2.3.3.
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En el cuarto apartado estudiamos las coordenadas polares para 
otro tipo de families h(x,p) p 6 (0,'”), concretamente las families 
h(x,p) p G (0,“ ) cuyos conjuntos son afines a uno de ellos y fami­
lies h(x,p) = a(p)(p-x) G _< X £  p p G (0,“ )-
En el apartado quinto introducimos una base de diferenciacion 
B asociada a la familia de curvas h(x,p), dando teoremas générales 
(teoremas 2.5.1, 2.5.2 y 2.5.3) de acotacion del operador maximal 
asociado a la base B , analizando explicit amente algunos de les ca­
sos estudiados en los apartados anteriores.
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2.1.: Rayos polares asoclados a "di lataciones generalizadas"
A veces la familia de curvas (C^) p G (0,“>) puede provenir 
de una curva, por ejemplo Cj, por medio de unas transformaciones.
En este apartado estudiamos families de curvas h(x,p), 
p G (0,«>), que determinan con los ejes coordenados conjuntos acota- 
dos, que se obtienen a partir de una de ellas, que denominaremos 
h(x,l), por medio de unas transformaciones llamadas dilataciones ge 
neralizadas calculando los rayos polares asociados a esta familia.
Damos al comienzo de este apartado la teoria general estudian­
do posteriormente determinados casos particulares.
2.1.1.: Definiciôn de "dilataciones generalizadas" y rayos polares 
asociados a ellas.
DEFINICION 2.1.1.; "Dilataciôn generalizada"
Dada una curva y = h(x), que supondremos en el primer cuadran 
te, y que denotaremos por h(x,l), las dilataciones generalizadas de 
orden "m", m > 0 m 6 R^ se definen de la forma siguiente;
Dado p fijo la curva h(x,l) se transforma en la curva
h(x,p) definida a partir de h(x,l) de tal forma que si
(x,h(x)) G h(x,l) entonces (px,p™ h(x)) 6 h(x,p ) .
Una exprès ion équivalente es que se verifique: 
h(px,p) = p*" h(x,l) = p*" h(x).
Al trabajar con curvas h(x,p) que determinan conjuntos acota
dos, para la curva y = h(x) se debe verificar:
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3  a tal que h(a) ■ 0
2
Supongamos que la curva y - h(x) es de clase C .
Se tiene entonces el siguiente teorema, que caractérisa los r£
yos polares asociados a familias del tipo anterior.
TEOREMA 2.1.1.- Sea y ■ h(x) una curva de clase y consideremos
la familia h(x,p) p 6 (0,«) de curvas obtenidas a partir de la cu£ 
va y - h(x) = h (x, 1 ) por medio de dilataciones generalizadas de o_r 
den ra.
Entonces los rayos polares asociados a esta familia son 
g(x,a) ■ C(a) X™, con C(a) dependiendo énicamente de la funcién 
h(x).
Demostracion.
Denotando por S ■> I h(x) l)dx se tiene, (efectuando el cam
■'o
bio de variable x = pt y teniendo en cuenta la definicién de la f^
milia h(x,p) p 6 (0,®)), que; (ver fig. IB)
[ h(x,p)dx - p®"*"^  f h(t,l)dt ■ p"** S
'o ■'o
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(0,p%(x))
( x . P )(0,h(x))
h(x,l)
(x,0) (px,0)(a',0) (pa',0) (a,0) (pa.O)
(fig. 18)
Debaremos comprobar que los rayos polares son de la forma g(x,a) =
= C(a)x’".
Para ello si C(a)x™ es el rayo polar de orden a, para p =1 
se deberâ verificar (fig. 18)
C(a) X dx +
'o ■'a
h(x,
J '
1 )dx = a S I 2.1.1 I
Pero entonces Vp la abscisa de intersecc ion de la curva 
h(x,p) con C(a)x"' es p a ’ y se tendra
/•pa' rpa
C(a)x = 1  h ( x , p ) d x =
Jn )n-. '0 'pa
(efectuando el carobio de variable px = t)
m+1
C(a)t”* d t + [  b(t,l)dt] = por|2.1.l|
' o ' a ’
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a S
pa
h(x,p)dx
c.q.d
Si m - 1 las curvas h(x,p) definen conjuntos homoteticos al 
conjunto que define h(x,l).
Se debe hacer la restricci6n de que por todo punto del primer 
cuadrante (o parte de êl), pase una sola de las curvas h ( x ,p) lo 
cual implies que Vp el punto (px,p® h(x)) no esté en el grafo de 
la curva y - h(x) = h(x,l).
Si no se impone esta condicién no existe unicidad de las coor­
denadas polares (p,a).
2.1.2.; Casos particulares de "dilataciones generalizadas"
El primer caso que tratamos corresponde a las "coordenadas 
polares clasicas" que provienen al considerar la familia de curvas
h(x,p) 0 < X < p 
p 6 (0,») (ver fig. 19)
(0,p)
(0,1) h(x,p)
(1,0) (p.O)
(fig. 19)
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Trivialmente se observa que la familia h(x,p) son conjuntos
homoteticos de h(x,l) = ’^ I-x^. Como en este caso h^ (x, p ) =
î*0 0 < X < p la ecuaciôn | 1 .1 .4 | se convier te en
F(a,p) = [ P - dx - (1-a) [ / ^ dx = 0
y efectuando el cambio de variable ^  = t y efectuando las integra- 
ciônes se llega a la ecuaciôn:
arc sen ^ = (1-a) ^
Por tanto:
Si a = 0 g(x,0) E y = 0
Si a = 1 g ( x , l ) E x = 0
Si 0 < a < 1 se tiene que o = C(a)p ya que entonces:
arc sen C(a) = (1-a) y por tanto
C(a) = sen ^  (1-a)
Los rayos polares de acuerdo con el teorema 1.1.1 seran:
’'p^-p^ C^(a) = 0*^ 1 -g(x,a) = h(x,p(x)) p - p   (
= p COS Y  (1-a)
y siendo p(x) = ------------- se llega a
sen Y  (1-a)
g(x,a) = -------------  . COS ^ (1-a) = x tg y «
sen I (1-a)  ^ ^
resultado que coincide con las coordenadas polares clasicas.
En este caso, estudiado separadamente, para poner de manifies-
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to que las coordinadas polares introducidas en esta memoria engloban 
como caso particular a las coordenadas polares clâsicas, serâ asimis^ 
mo un caso particular (correspondiente al valor m ■> 1) del segundo 
ejemplo que estudiaremos a continuacion:
Se considéra h(x) = h(x,l) el cuadrante positive de la circun 
ferencia unidad es decir
h (x) = h(x ,1) - *^ 1 - x^ 0 < X < 1
Considérâmes la familia h(x,p) p 6 (0,») formada por las "dilata­
ciones generalizadas" de orden m, m 6 de la curva h(x,l).
Segun el teorema 2.1.1 los rayos polares asociados a esta fam^ 
lia seran g(x,ot) * C(a)x", determinando C ((%) por medio de la iguaJL 
dad siguiente (ver fig. 20)
1-x
(fig. 20)
r h ( a )
C(a)x dx + f :h(a)
donde h(a) es tal que
|2.1.2.1|
C (a) h (a)™ = *^ 1 - [h (a )] que es équivalente a
C^(a)(h(a))^"' - 1 - [h(a)]^ |2.1.2.2|
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Resuelto h (a) en funcion de C (a) per medio de |2.1.2.2| y 
sustituido 8u valor en |2.1.2.1| permiten el calculo de C(a).
Si ro = 1 estamos en la situacion del ejemplo primero.
Con m G este caso corresponde a las coordenadas polares
fl O'!
estudiadas por Guzman [4 ], asociada a la matriz P = ^ ^ I .
El tercer ejemplo que estudiamos corresponde a la familia de 
curvas;
h(x,p) = -p™ ^(x-p) m 6 R^ 0 £ x £ p
que corresponden a las "dilataciones generalizadas" de orden m de 
la curva y = h(x) 5 h(x,l) = 1-x; 0 £  x £ 1 (ver fig. 21).
h(x,p)
(0,1)
h(x,l)
(p.O)(1,0)
(fi R. 21)
Para el calculo de los rayos polares g(x,ct), asociados a esta 
familia de curvas obviamos los casos
a = 0 ya que trivialmente g(x,0) E y = 0
a = 1 pues to que g (x,1) E x = 0
Al ser
hp(x,p) = m p*"  ^ - (m-l)p"’~^ X
— 58 —
se tiene que C%,P) f 0  0 £  x £  p .
P 6(0,«)
Aplicando la ecuaciôn 11.1 .41 para el câlculo de los rayos polja 
res se obtienej para el câlculo de p(p) la siguiente ecuaciôn, di- 
vidiendo previamente por p” ^ :
f(j(p) fp
(mp - (m-l)x)dx - (1 -a) I (mp - (m- 1 )x)dx |2.1.2.3|
-'0 ^0
Efectuando la integraciôn y reagrupando têrminos semejantes en o,
supuesto que m fi I se obtiene:
2^^ " ™P P ^ ( 1-a) (°*2  ^) P^ “ 0 I 2 .1. 2 .4 I
Despejando a teniendo en cuenta que c(p) < p résulta:
0  = (m - m^ - (m^- 1 ) (1 -a))
y por comodidad de notaciôn escribimos
o -  C p con C ^ f 0 si a f 0 12.1 .2.51
m,a ^ m,a a I
m fi 1
Por tanto los rayos polares asociados a este sistema serân: 
g(x,a) - h(x,p(x)) - p” - p” “  ^ p C - p” (l - C )
m , w 9 u
y por tanto:
- ^a..> - «■
resultado que concuerda con el teorema 2 .1 .1 .
Si m = l , la familia h(x,p) esta formada por conjuntos homot^ 
ticos a y « h(x) = h(x,1 ) ■ 1 -x 0  £ x £  1 y para la obtencion de
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los rayos polares sustituimos m=l en |2.1.2.4] obteniendo:
2
-pa + (l-a)p = 0 ,  y por tanto 
a = (l-a)p , y consecuentemente p =
Por tanto los rayos polares, si m=l, seran:
g(x,a) = p-x = - X = X « G (0,1)
Los ejemplos anteriores ponen de manifiesto que los rayos pola 
res asociados a familias h(x,p), p 6 (0,«>) que son "dilataciones 
generalizadas" de orden m de la curva y = h(x) = h(x,l) son de 
la forma C(a)x*”, dependiendo la funcion C(a) de la funcion 
h(x), asî en el primer ejemplo C(a) = tg y a y en el tercero, si
m=l C(a) = y t ^.
La forma de la funcion C(a) tendra gran importancia, como V£ 
remos en el apartado final de este capitule, para la acotacion del 
operador maximal asociado a ciertas bases de diferenciaciôn.
2.2.: Coordenadas polares asociadas a la familia de curvas
b (x, p) = - *^p^-x^ 0 £ X _< p con f (p) 6 C^ , creciente
KO)  = 0 Kp)  -  œ .
p ->■ oo
En este apartado estudiamos las coordenadas polares asociadas a 
las curvas descritas anteriormente, que forman una familia de cua­
drantes de elipses que se contraen al origen, de semiejes p y 
£(p) (ver fig. 22) .
—  6 0  —'
(0,t(p))
h (x.P) - 4^-x^
(fig. 22)
Utilizamos para ello la ecuacidn |1.1.4|, aiendo en este caso:
\ a . P )  - . AiËl ^
P -X
y aimplificando résulta:
h„(.,P) - + AiPl-.^.
P 4 ^  - x2
y al ser £'(p) > 0  y ser 0 £  x £  p ae tiene (x,p) > 0 si
0 < X ^  p .
La ecuacidn |1.1.4|, en este caso es la siguiente:
+ :t(p)x^
p' 4 "  -  x'
y  (p)p(p^-x^) + £(p)
(1-a) -dx 2 . 2.1
p" /p"-x"
Deacomponiendo:
h p ( * , P )  "  ^  ^  2 2 "  ^ 1 ^ * )  +  ^ 2 ^ * ^
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Se tiene que siendo:
Il = I jj(x)dx, y efectuando el cambio de variable 
X = p sen t résulta:
I ^  = l ' ( p )  p [ j  +  I 2. 2. 2I
Denominando = j j ^ (x)dx, efectuando una integraciôn por partes
y haciendo posteriormente el mismo cambio de variable x = p sen t 
se obtiene:
I2 = [-X (| + ^)] I 2. 2. 31
P
Llevando |2.2.2| y |2.2.3| a |2.2.1| y poniendo los limites de
integraciôn se obtiene:
Parc sen —  sen 2 arc sen — ] » /• x  ô
p f ( p )  [ — 5----- a . --------------- ej .
tare sen —  sen 2 arc sen — i 2 - ^  +-------- 4--------"J ■
= (1-a) [£(p) + p £'(p)] f  |2.2.4|
Observando que:
sen 2 arc sen —  = 2 sen (arc sen — ) cos (arc sen — ) =
P p p
-  ^ :  \ r ^  - 4  ' p ' - o '
p p
y sustituyendo esta equivalencia en |2.2.4| se llega a :
p t'(p) ^  •'Tvj - p /TV
r c i L U  s e n  —  -  — m
+  ti p )  ----------2-------- ^  ’'^p - a  J  -  ( 1 - a )  ^  [f (p)+pf '  (p)] = 0
^ |2.2.5|
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De mas fâcîl manej o es la ecuaciôn |2.2.5| utilizando una nueva 
incôgnita * (p), ver fig. 23.
g(x,a) .X
4 p co8*(P), ^(p) sen *(p))
(a(p)»0) (p,0)
(fig. 23)
Entonces a(p) “ P cos <fr(p) y por tanto:
COS * (p)
sen 0(p)
P '
/p2_g2
arc cos —  - * (p)
arc sen ^  ^  - * (p)
sen 2(|)(p) ■ 2 sen (p) cos ♦(p) W
Sustituyendo estas expresiones |2.2.5| se convierte en: 
pf'(p) p - ' / ' " '  + . t(p) »«°
+ liP)
Ÿ - *(P)
+ seiL_|il£ij . (i_d) J (Z(p)+ p^'(p)) - 0
|2.2.6|
Simplificando y agrupando terminos équivalentes se llega a: 
iifi [p £'<P) + Z(P)] + *‘° f  U<P) - Pf (P)] -
- ”  B ( p )  + p f'(p)]
y diviendo la expresiôn anterior por P-t'(P) + &(P) > 0, por las
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condiciones impnestas en el enunciado, se obtiene:
<i>(P) . sen 2*(p) r£(p) - p (P)l = „ - I ? 7 7 1
 ^ ^ U ( p )  + p £'(p)-l ^
La resoluciôn de | 2 . 2. 71 nos permite calcular 4* (p) y por tan 
to O (p) con lo cual quedan determinados los rayos polares g(x,a),
Casos particulares:
Si &(p) = p ™ , corresponde a las "dilataciones generalizadas" 
de orden m estudiadas en el apartado anterior.
Si m = 1 corresponde a las coordenadas polares clasicas y eii 
tonces I 2 . 2 . 7 I se convier te en:  ^ por tanto2 4
4>(P) = y entonces
a(p) = p cos ^  , p =
y los rayos polares seran:
g(x,a) = *^p^-x^ = p *^ 1 - cos^ ^  = p sen ~  = x tg ^  
resultado ya obtenido en el primer ejemplo del apartado |2 .1|.
2.3.; Estudio de las coordenadas polares asociadas a la familia
h(x,p) = a (x) (p-x) 0 _< X £  p a(x) G
p 6 (O.oo) a (x) jÉ 0 Vx > 0
En este apartado hacemos un estudio de las coordenadas polares,
asociadas a la familia h ( x ,p) enunc iad a anterior men te , estudiando
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algunos casos particulares de la funciôn a(x), asî como tambiën da^  
mos condiciones a la funciôn a(x) para que los rayos polares aso­
ciados a esta familia sean curvas bien curvadas o altamente monôto- 
nas.
La obtencion de los rayos polares es un problems operative, ya 
que supuesta a(x) de clase y a(x) f 0 Vx > 0, la ecuaciôn
fP
a(x)dx - (1-a) j a(x)dx |2.3.1 |
I1.1.4I queda reducida a:
f [
■'o ■'G
Denotando por A(x) una funciôn tal que A ' (x) ■ a(x) |2.3.1| se 
convierte en :
A(a) - (1-a) A(p) - a A(0) |2.3.2|
La ecuaciôn |2.3.2| nos permite calcular a " o(p,a) y en consecue^ 
cia los rayos polares g(x,a) asociados a la familia.
Pasamos a estudîar ahora el caso particular de a(x) “ x^, 
trabajando entonces con la familia:
h(x,p) ■ x^ (p-x) ; 0 6  r "*" 0 £ x £ p  p 6  (0,®)
_6+l
Ahora A(x) ■ - , y aplicando en este caso 12.3.21 se obtie^
ne :
0+1 p » "O
(1-a)
6+1 ' (6+1) 
y obviando los casos a ■ 0, a - 1 cuyos rayos polares correapon- 
den a los ejes coordenados se llega, si 0 < a < 1 , a la expresiôn
0 “ ( 1 - a ) y por tanto
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Consecuentemente los rayos polares g(x,a) asociados a esta familia 
seran
0 X
g(x,a) = h(x,p(x,a)) = x (------TTrZT “
(1-a)
e(,.a) .
si 0 < a < I, con ^ > 0.
Se tiene el siguiente resultado:
2.3.1»: Dada la familia h(x,p) = x^(p-x) p G (O,») 0 < p < œ.
Si 3 > I, entonces los rayos polares g(x,«) asociados a esta f^ 
milia son curvas altamente monotones para 0 < a < 1•
Este resultado es trivial, observando la définie ion 1.3.a.2 
de curvas altamente monotones y la expresiôn de los rayos polares 
g(x,a) asociados a esta familia y calculados anteriormente.
Casos particulares de 6 :
(a) Si 3 - 0  se obtiene la familia
h (x, p) = p-x ; p G (0,oo) 0 £ X _< p
estudiada ya en el apartado |2.1|
(b) Si 3 = 1  entonces la familia h(x,p) es:
h (x, p) = X ( p-x) p G (0,oo) 0 £ X < p
que es una familia de paraboles (ver fig. 24).
—  6 6  —
(P/2,0) (p,0)
(fig. 24)
siendo los rayos polares asociados a esta familia
^  se obtiene g(x, que coincide con los vertices
de la familia de parabolas h(x,p) p 6 (0,«>).
Estudiaremos ahora el Jacobiano de la transformaci6n de las 
coordenadas cartesianas a las coordenadas polares (p,a), cuya for­
ma es esencial para la aplicaci6n del metodo de rotacidn y consecuen 
temente para la obtencion de ciertas acotaciones para determinados 
operadore s .
En nuestro caso se tiene (ver fig. 25)
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y=g(x,a)
(0,y)
h(x,p)
(x,0) (P.O)
(fig. 25)
y = h(x,p) = x^(p-x)
y = g(x,ct) = x^ '*’^  (------T T r +T  ~
(1-a)
y despejando x e y en funcion de (p.a) se obtiene que la tran^ 
formacion viene dada por
X = pd-a)^^^"^^
y = p^'^\(l-a)^^^'^^ - (1-a))
Por tanto:
3(x,y) , 
9(p.a)
(6+1) p ® [ ( l - o ) ® ^ ® * ‘ - (1-a)]
- ^  (l-a)-e'S+> p6+l [_ ^  +1]
Opérande se llega a:
9(x.y) 
9 (p,a)
1 6+1  
6+1 ^
—  6 8  —
lo cual nos indica que el jacobiano se puede factorizar en una fun­
cion de a y otra funci6n de p, por tanto podremos explotar con 
exito la tecnica del metodo de rotacion para acotaci6n de operado- 
rea, como veremos en el apartado |2.4|.
Daremos ahora teoremas que nos garanticen, bajo ciertas condi­
ciones de la funcion a(x), que incluyen el caso a(x) " estu­
diado anteriormente, que los rayos polares sean curvas "bien curva­
das" o altamente monotones.
Se tiene concretamente los siguientes resultados:
Teorema 2.3.2.- Se considéra la familia h(x,p) ■ a(x)(p-x); p6 (0,“ )
0 <x < p
con a(x) 6 C^(0,®) a(x) f 0 0 < x < p. Si a ’(0) f 0 los rayos 
polares g(x,a) asociados a la familia h(x,p) son curvas bien cur^ 
vadas, salvo posiblemente para un conjunto de nûmeros reales B,
B C  [o, l] , de medida Lebesgue nula.
Demostracion.
Excluyamos los casos a * * 0  y a * l .
Si 0  6 (0,1) la determinacidn de los rayos polares se reduce
al calculo de a en la expresi6n
fcr(p) ( P
a(x)dx - (l-o) a(x)dx
■'0 -'o
siendo en general dificil el cSlculo expllcito de la funcion a(p), 
para funciones générales a(x), y por tanto es dificil el cSlculo 
explfcito de los rayos polares g(x,a).
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Pero si nos fijamos en la definiciôn 1.3.a.l de curvas "bien 
curvadas" para demostrar el teorema, poniendo los rayos polares 
g(x,a) en la forma (t,g(t,a)) y como un vector en la direcciôn de 
la tangente es (l,g'(t,a)), basta ver que g"(0,a) 0, salvo pa­
ra un conjunto 8 de a B CZ (0,1) de medida Lebesgue nula.
Si derivamos la expresiôn |2.3.1| respecte a p obtenemos:
a(o(p)) a ’(p) = (1-a) a(p)
En consecuencia
Por las condiciones impuestas a la funciôn a(x) se tiene que 
o'(p) ¥ 0 Vp si a G (0,1).
Una observaciôn trivial es que a (p ) < p y por tanto 
a(p) 0 <=* p 0.
Asimismo por la regularidad de la funciôn a(x) se verifies
que :
O '(0) = lim o'fp) = lira  ^^ ' (1-a) I 2. 3 .4 I
p- o p .O '
Para demostrar que g"(0) ¥ 0 basta ver que:
lim g"(a(p)) ¥ 0 
p .  o
Pero al ser g (a(p) ) * h(a(p),p) = a(o(p) ) (p-o(p)) se tiene, derj.
vando con respecte a p :
g '( o ( p ) ) a'(p) = a ' (o(p)) .o'(p) ( p -o(p)) + a ( a ( p ) )(1- o '(p)) 
y dividiendo por a ’(p) se obtiene:
-  7 0  -
g'(a(P)) - a'(a(p)) [p -<y(P)] + a(a(p)) - 0  |2.3.5|
Y derivando la expresiôn anterior con respecto a p , para el cfilcu 
lo de g"(cT(p)), ae llega a:
g"(CT(p) )a* (P) - a"(0 (p)) [p-0 (p)] a'(p) + a' (0(p) ) [l-o* (p)] + 
+ a'(0 (p))cr'(p) [^r4pT ■
7  dividiendo esta expresiôn por 0*(p) y agrupando têrminos seme- 
jantes se obtiene:
g"(o(p)) - a"(a(p)) [p-0 (p)] + 2a' (0(p) ) - l] -
- a( 0 (p)) |2.3.6|
Y por tanto tomando limites si p + 0 se llega a:
g"(0) - lim g"(0(p)) - 2a'(0) [ - r L r  - C  " &(0) ,
P-^  0 ° (0'(P))^
|2.3.7|
y sustituyendo el valor de 0'(0) obtenido en 2.3.4 se tiene:
g"(0) - 2a'(0) - a(0) |2.3.8|
( 1-a)
Distinguiremos dos casos
i) a(0) - 0
Entonces segôn |2.3.8|:
g"(0) - 2a' (0) ¥ 0 8i a 6 (0,1)
ya que por hipôtesis a '(0) ¥ 0. 
ii) a(0) ¥ 0.
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Calcularemos entonces O " (0) para sustituir su valor e n  |2 .3.81
Por I 2 . 3 . 3 1 se tiene 0'(p) = y derivando esta ex­
près ion respecto a p se tiene:
a"(p) = (1-a) [a* (P)?.(P(P)) - « (.P.) «_'(o(P)M p )  1
[a(a(p))]2 l2.3.9|
Tomando limites en | 2.3.91 si p 0 y utilizando el valor de 
a*(0) obtenido en |2.3.4| se llega a:
O"(0) = — - |2.3.10|
Sustituyendo el valor de P " (0) obtenido en |2.3.10| en la expre­
siôn I2.3.8I se tiene:
g"(0) = 2a' (0) - a'(0) — =
(1-a)^
= — , [2a(l-a) - a] |2.3.1l|
(1-a)
y asî g"(0) f 0 si a G (0,1) salvo si a ¥ 1/2. c q j
La hipôtesis a '(0) ¥ 0 del teorema anterior no es necesaria, 
ya que segun la definiciôn 1.3.a .1 bastarîa la existencia de un 
c 1erto numéro natural n (n=2,3,....) tal que g"(0) ¥ 0 para 
que los rayos polares g(x,a) fuesen curvas "bien curvadas", como 
pone de manifiesto el siguiente ejemplo:
La familia h (x, p) = x^ (p-x) p G (0,®°),
0 £ X £ p
estudiada explicitamente en este apartado, admite como rayos pola­
res g(x,a) = C(a)x^ con C(a) > 0  si a G (0,1).
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Dîchos rayos polares son curvas "bien curvadaa" y sin embargo 
g"(0,a) - 0 va.
Vamos a dar ahora una condicl6n necesaria y suflciente, bajo 
ciertas hipôtesis de la funcion a(x), para que loa rayos polares 
asociados a la familia h(x,p) “ a(x)(p-x) p 6 (0,“ ), 0 x ^
sean curvas "altamente monôtonas".
Teorema 2.3.3.: Se considéra la familia h(x,p) “ a(x)(p-x);
p e (0,w) 0 £  X _< p con a(x) 6 C^(0,“ ) a(x) > 0 en (0,«).
Es condicion necesaria y suficiente para que loa rayos polares 
g(x,a) sean curvas "altamente monStonas", salvo poaiblemente para 
conjuntos B de numéros reales, B C  [o,l]| de medida Lebesgue nu- 
la el que se verifique:
i) a(0) ■ 0
ii) a"(a(p))[p -P(p)] + 2aXa(p)) - l] -
- a(o(p))— — — r- ses positiva y no decreciente para
(o'(p))3
p 6 (0,«) y Va 6 [b,l] - B.
DemostraciSn.
De la definicion 1.3.a.2 de curvas "altamente mon6tonas" se 
deduce que para demostrar el teorema, siendo los rayos polares 
(x,g(x,a)) basta comprobar:
1) g(0,a) - 0 Va G [0,1] - B
2) g' (0,a) - 0 Va 6 [O, l] - B
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3) g"(x,a) es positiva y no decreciente Vx G (0,” ) y 
va 6 [0,l] - B.
Excluyendo los casos a = 0, a = 1 se tiene que;
La condicion 1) es trivial ya que Va 6 (0,1) los rayos pola­
res g(x,a) pasan por el origen de coordenadas.
For otra parte, tomando limites, cuando p -+ 0, (o lo que es 
équivalente CJ(p) 0) en la exprès ion | 2 . 3 . 5 | teniendo en cuenta
I2.3.4I se obt iene:
g*(0,a) = a(0) = 0  Va 6 (0,1), por la hipôtesis (i), con
lo cual queda comprobado 2).
Finalmente la condicion 3) es équivalente a la hipôtesis (ii)
teniendo en cuenta la expresiôn de g"(x,a) dada en |2.3.6|. c.q.d.
El teorema anterior permit e tratar casos de la funcion a(x),
donde no sea fâcil el calcule explicite de los rayos polares g(x,a),
como muestra el siguiente ejemplo:
Sea la familia h(x,p) = a(x)(p-x), p G (0,<»); 0 £  x £ p y
a(x) =
3 X = 0
El calcule explicite de los rayos polares g(x,a), para esta familia 
h(x,p), p G (0,oo), exigiria el calcule explicite de la funciôn 
a(p) definida por:
(P -1/x^
î dx = (1-a) e dx |2.3.12|i : 0
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siendo difîcil dicho câlculo.
Por otra parte es trivial comprobar, utilizando las deriyadas 
de la funcion 0(p) definida por |2.3.12| que los rayos polares 
g(x,a) no son curvas bien curvadas, ya que Vn, (n-2, . . . ) se tie^
"r,
y por tanto
g” (0,a) * 11m g” (x,a) - 0
X-»- o
Asîmismo de la expresiôn |2.3.12| se llega a:
(j. (p) . H z a 2 _ §  |2.3.I3|
^-l/(a(p))'^
a"(p) - (l-a)
. -4 e-l/p' _2 e-2/p'
gj__________ ________________(0(P))3
. j i 4
Entonces de la definiciôn de la funciôn a(x) se tiene a(0) » 0 
que es la hipôtesis i) del teorema 2.3.3 comprobandose la hipôte­
sis ii) utilizando las expresiones |2.3.13| y |2.3.14|.
En consecuencia los rayos polares g(x,a), asociados a esta f£ 
milia, son curvas "altamente monôtonas".
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2.4.: Estudio de otras familias de curvas h(x,p), p 6 (0,'®).
Tratatnos en este apartado de otras familias de curvas h(x,p),
p 6 (0,“>) que determinan con los ejes coordenados conjuntos acota- 
dos .
El primer ejemplo que trataremos sera el de familias h(x,p),
p 6 (O,») que son curvas afines (respecto al eje de las x) de una
curva de la familia que denotaremos h(x,l). En este ejemplo vemos 
que los rayos polares asociados a el, no pasan por el origen de coo^ 
denadas.
El segundo ejemplo considerado se refiere a familias de curvas 
h(x,p) = a(p)(p-x) p 6 (0,®»), 0 £  X £  p, que son rectas de pendien
te -a(p) .
Pasemos a estudiar explicitamente los ejemplos enunciados:
1.- Consideremos una curva y = h(x) S h(x,l), que suponemos 
en el primer cuadrante y tal que 3  a finito tal que h(a) = 0.
Formemos la familia de curvas h(x,p) p 6 (0,<®) afines a la 
curva y = h(x), es decir h(x,p) = ph(x) = ph(x,l) (ver. fig. 26)
(0,pb)
(O.b)
(a,0)
(fig. 26)
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Los rayos polares asociados a esta familia h(x,p), p 6 (0,“ )
son rectas verticales x ■ cte ya que ai denotamos por
a
Entonces evidentemente
P S
f hCx,l)dx 
^0
f h(x,p)dx 
^0
Y como para la curva correspondiente al valor del parâmetro p - 1, 
se tiene que existe una unica recta vertical x " G tal que:
rcr
h(x,l)dx a S - o f h(x,l)dx 
■'o
h(x,p)dx p [ h(x,l)dx - p a S - o I h(x,p)dx.
basta comprobar que la raisma recta x - G verifica la misma igual- 
dad Vp 6 (0,oo) lo cual es évidente ya que:
'0 '0 ■'o
Asî pues, para toda familia h(x,p) p 6 (0,®) de conjuntos af^ 
nés a uno de ellos denotado por h ( x ,1), los rayos polares son rec­
tas verticales; dependiendo de la funciôn h(x) = h(x,l) el cÔlculo 
de dichos rayos polares g(x,a).
Asî por ejemplo si h(x) - 1-x y por tanto h(x,p) ■ p(l-x) 
ver fig. 27
(O.p)
(0,1)
,h(x,P)
II'
(0,0) (1,0)
(fig. 27)
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el rayo polar de orden a, « 6 [6,l] correspond era a la recta 
X = O, determinando a por medio de la igualdad:
IAi i I = a I A;I
En este caso se tiene:
l * l l  -  1/2 
l * I l l  ■
En consecuencia:
(1-a)^ = a
y por tanto:
0 = 1 -  /a
siendo x = 1 - /a el rayo polar g(x,a) a G Qo,l].
2.- Tratamos ahora el estudio de la familia h(x,p) = a (p ) (p-x) 
0 £  X ^  p p 6 (0,®) familia de rectas, bastante "general" en el 
sentido de que, la variation de la funciôn a(p) hace variar la pen 
diente de las rectas que forman la familia h(x,p) p G (0,®).
El caso a(p) = p*"  ^ con m G ha sido ya estudiado en el tercer
ejemplo del apartado |2.1|.
Imponiendo cierta regularidad a la funciôn a(p), por ejemplo 
que a(p) sea de clase C ^ , se tiene:
hp(x,p) = a'(p)(p-x) + a(p)
Por tanto h^ ( x ,p ) es continua si 0 < x < p .
Si hp(x,p) Vx 0 < X < p , p G (0,®) aplicando la ecu^
ciôn I1.1.4I para la determinaciôn de los rayos polares se obt iene:
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rO fP
[a' (p) (p-x) + a(p)]dx » (l-o) [a' (p) (p-x) + a(p)Jdx
■'0 'o
|2.4.l|
Efectuando operacionea en |2.4.11 y agrupando tôrminoa aemejan­
tes se llega a:
2 2 
a'(p) ^  - (a’(p)p + a (p) ) G + ( 1 -a ) [ia ' ( p ) ^  + a(p).p3 ■ 0
|2.4,2|
que nos permits obtener G(p), dependiendo su facilidad de câlculo 
de la funciôn a(p), y por tanto dependerâ esencialmente tambiôn de 
la funciôn a(x) el câlculo explicito de los rayos polares g(x,a).
2.5.: Acotaciones del operador maximal
Tratamos ahora de acotaciones para el operador maximal asociado 
a bases de diferenciaciôn B, relacionadas con la familia de curvas 
h(x,p) p 6 (0,»), de la forma siguiente:
Consideremos la familia de curvas h(x,p) p 6 (0,®), que sup£ 
nemos situadas en el primer cuadrante y tal que los conjuntos ence- 
rrados por la curva h(x,p) y los ejes coordenados estin acotados.
Definimos la base de diferenciaciôn
8 - U ,  B(z)
z6R
invariante por traslaciones, con:
8(0) - ( B / 0 ) ) ^ , , +  = (B(P.O)},«,+
Siendo:
Bp(0) - { (x,y) / 0 £  X < a(p) } 
0 < y < h(x,p)
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donde a(p) es tal que
h(a(p), p) = 0 (ver fig. 28)
h(x,p)
(a(p),0)
(fig. 28)
La acotacion del operador maximal se harâ efectuando el cambio 
a las coordenadas polares (p,a) y utilizando los resultados de ac£ 
tacion del operador maximal a lo largo de curvas, para curvas "alt^ 
mente monôtonas" y "bien curvadas" expuestos en el apartado |1.3|.
Daremos primeramente resultados générales de aco tac ion del ope- 
radbr maximal, aplicandolos posteriormente a algunos de los ejemplos 
tratados en los apartados anteriores de este capitulo.
Para la base de diferenciaciôn descrita anteriormente el opera­
dor maximal tiene la expresiôn:
Mf(x) = sup I l . I I If(x-y)Idy
r> o I J B(r ,o)
y denotando por ^ la transformaciôn que hace pasar el punto (l,a)
situado en la curva h(x,l) al punto (P,ct) que esta en el mismo
rayo polar y en la curva h (x,p) el operador maximal en las nuevas
coordenadas tendra la siguiente expresiôn, denotando por y = (l,a):
1
Mf(x) = sup
Pero por la elecciôn de las coordenadas (p,a) se verifica que
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Entonces se verifican las sigulentes acotaciones para el opera­
dor maximal:
Teorema 2.5.1.- Sea la familia de curvas h(x,p) p 6 (0,“ ) y consi 
deremos la base 6 de diferenciaciôn asociada a ella , descrita an- 
teriormente.
Supongamos que los rayos polares g(x,a), asociados a la fami­
lia h(x,p) p 6 (0,») son curvas altamente monôtonas » salvo para 
un conjunto de numéros reales de medida de Lebesgue nula en [o,l ] .
Denotando g ( p " j(p) m(a) si se veriflean las condiciones 
sigulentes:
[ |m(a)|ii) I I da “ c <
'6
Entonces el operador maximal M, asociado a la base de diferencia­
ciôn 8 es de tipo fuerte (p,p) 2 ^  p ^  * es decir
| M f | p < C p | f | p  2 < p < »; f 6 l P(r 2)
Demostracion;
Al efectuar el cambio de variable a las coordenadas (p,a) se 
tiene que:
Mf(x) - sup |~B7rVô')| I I I  ^ | j (p)m(a) | dpda
Y por tanto *.
— 81 —
Mf(x) < [ |m(a)|(sup |B(r o)| f  ^^ j(P)|dP)
' 0 r > o ' ’ ' 0
y definiendo, con a fijo, el operador de la forma:
M«f(x) = sup^ |B(r!o)|
da
se tiene que:
Mf(x) £  f I m (a) I M*^f (x) da 
^0
Utilizando la hipôtesis i) al ser [ B ( r^o) | —  r^ H e g a  a:
M“ f(x) < sup ^  f |f(x-T ^y)|dp
r > o •'0 ’
y como los rayos polares son curvas altamente monôtonas se tiene sje
gun el teorema 1.3.a.2 que:
|M“ f|p 1  Cp |f|p; 2 < p < CO f 6 l P(r 2)
Y aplicando la desigualdad integral de Minkowski se obtiene:
|Mf|p 1  Cp |f|p I |m(a)I da
y utilizando la hipôtesis ii) se llega a:
|Mf|p < Cp |f|p, 2 < p < CO f 6 l P(R^)
c.q.d.
Teorema 2.5.2.- Se considéra la familia de curvas h(x,p), p G (0,*1 
y la base de diferenciaciôn 8 asociada a ella, segun lo indicado 
al comienzo de este apartado.
Supongamos que los rayos polares g(x,a), asociados a la fara_i
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lia h(x,p) p 6 (0,“») son curvas bien curvadas, salvo para un con 
junto de medida nula B de ndmeros reales con B C
Se tiene, por tanto, que siendo:
M f(x) - sup i  [ |f(x-T ÿ)|dp
® r > o  f Jo
< C(o) |f|p si f 6 l P(R^); 1 < p < »
Denotando asimismo:
Si se verifican las condiciones:
iBU^oll i r » i 0 i  '
ii) I |m (a) C(a)I do - C < «
0
Entonces el operador maximal H asociado a la base de diferen. 
ciaciôn B es de tipo (p,p) 1 < p < «> y por tanto
|Mf|p 1  Cp |f|p 1 < p < « y f 6 l P ( R ^
Teorema 2.5.3.- En las mismas condiciones para la familia h(x,p) ' 
de los teoremas anterlores, asî como para la base de diferenciaciôn 
B, supongamos que los rayos polares g(x,a) asociados a la familia 
b(x,p) sean rectas, (salvo posiblemente para un conjunto de nôme- 
ros o de medida nula en ]jb,Q).
Si se verif ican las condiciones:
» T f W  if » i P i '
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ii) f I m(a) I da = C <  <»
-'o
Entonces el operador maximal M, asociado a la base de diferencia- 
cion B es de tipo (p,p) 1 < p < <» es decir
|Mf|p < C(p) |f|p; 1 < p < oo f 6 l P(r ^)
La demostracion de los teoremas 2.5.2 y 2.5.3 va paralela 
a la demostracion del teorema 2.5.1 utilizando el metodo de rot^ 
cion y los resultados expuestos en el apartado |1.3|, o la acota­
cion del operador maximal unidimensional de Hardy-Littlewood.
Comprobaremos ahora, para ciertas familias h(x,p) p 6 (0,«>) 
estudiadas en los apartados anteriores que las hipôtesis de los teo^  
remas 2.5.1, 2.5.2 6 2.5.3 son ciertas obteniendo, en conse­
cuencia propiedades de acotaciôn del operador maximal.
Asî en las "coordenadas polares clasicas" se tiene:
V 2 2
h(x,p) = p - x  p 6 (0,'”) 0 £ X £  CO
Obtuvimos que los rayos polares eran las rectas:
g(x,a) = tg ^ a X
El cambio a polares viene dado por las ecuaciones:
IT
X = p COS Y  ®
y = p sen ^  a
y por tanto
9(p,a) 2 P
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En este caso m(«) = 1, j(p) “ ^  P. |B(r,0)| •> j  por tanto
■■iUPlL < C
IB(r,o)I -  r 
|m(a)|dCl < “
0
Aplicando el teorema 2.5.3 el operador maximal es de tipo 
(p.p) 1 < p < <=*
Este resultado, ya clâsico, puede verse utilizando otras ticn^ 
cas en Guzmân .
Analizando ahora el tercer ejemplo considerado en el apartado 
I2.1I con m»! es decir:
h(x,p) - p-x 0 £  X £  p p 6 (0,®)
Los rayos polares para esta familia, obtenidos allî, son
- î &  *
Por tanto las ecuaciones del cambio de variable son:
X “ p(l-a) 
y - p a
y el jacobiano de esta transformaciôn
aXjLüLl - 
3(p,a)
Como en este caso |B^(0)| ■ -y se verif ican las condiciones del 
teorema 2.5.3 y por lo tanto el operador maximal, asociado a la b^ 
se de dif erenciaciôn B es de tipo Cp,p) 1 < p < <».
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Finalmente consideramos la familia h(x,p) = x (p-x),
0 £ x £ p  p 6 (0,®).
Obtuvimos en el apartado |2 .3|, concretamente en el resultado
2.3.1 , que con 6 > 1, los rayos polares asociados a esta fami­
lia son curvas altamente monôtonas.
Tambiln se obtuvo allî que:
X = p(l-a)
y por tanto
i ( M l  . _i_ pB+1 
3(p,a) 6+1 P
Tambien se tiene que ;
6+2
|B(r,o)| = I x^(p-x)dx = Y ë + r(6+1)(6+2)
Por tanto se verif ican las condiciones del teorema 2.5.1, y 
entonces el operador maximal es de tipo (p,p) 2 _< p _< ®.
El metodo de acotaciôn del operador maximal es general, siendo 
solamente dificultades tecnicas las que son necesario resolver, 
principalmente el calculo de ^ ( p * a ) ’ 9"^ dependen esencialmente
de la naturaleza de la familia h(x,p), p 6 (0,®) que se consido 
r e .
CAPITULO III
COORDENADAS POLARES ASOCIADAS A 
CONJUNTOS "NO ACOTADOS".
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Trabajamos en este capîtulo con familias de curvas h(x,p) 
p 6 (0,®), (que por comodidad opérât iva las suponemos situadas en 
el primer cuadrante), taies que Vp G (0,®) los conjuntos délimita 
dos por la curva h ( x ,p ) y los ejes coordenados sean no acotados 
de medida finita.
En el primer apartado tratamos con familias h(x,p) p 6 (0,®) 
que son "dilatacioncs generalizadas", (en el mismo sentido que en el 
capîtulo segundo), de una de las curvas de la familia que denotamos 
h(x,l), analizando los rayos polares g(x,a) asociados a familias 
de este tipo y resolviendo casos part icula res de la familia h(x,p ) , 
p 6 (0,®).
En el apartado segundo estudiamos algunos ejemplos donde se 
p 1erde la "regularidad" de la familia h ( x ,p) p G (0,®), analizan 
do las coordenadas polares asociadas a familias de este tipo.
Finalmente en el tercer apartado damos condiciones de acotaciôn 
del operador maximal; asociado a una cierta base de dif e renc iac ion 
8, que definimos allî; primero générales como el teorema
3.3.1 y elteorema 3.3.2, analizando posteriormente varies ejemplos, 
que nos permiten utilizer dichos teoremas.
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3.1»! Coordenadas polares asociadas a "dilataciones generalizadas"
Consideramos en este apartado familias de curvas h(x,p), 
p 6 (0,»), de clase C^, situadas en el primer cuadrante, (por co 
modidad de câlculo), de tal forma que los conjuntos delimitados por 
la curva h(x,p) y los ejes de coordenadas sean conjuntos no acot£ 
dos, de medida finita y por tanto
f h(x,p)dx - S(p) < w
•'0
La familia h(x,p) p 6 (0,<»), en el contexte de este apartado, ejs 
ta construida por medio de dilataciones generalizadas de orden m, 
m 6 R^, de una de las curvas de la familia, denotada por h(x,l) 
(ver fig. 29), en la misma forma que la descrita en el apartado
(O.p™ h(x))
g(x,a) - C(a)x
(0,h(x))
(x.O) (px,0) (0,0) (po,0)
(fig. 29)
Dada la curva y - h(x,l) la curva h(x,p) es tal que:
Si (x,h(x,I)) estâ en la curva y ■ h(x,l) entonces el pun­
to (px,p®h(x,1)) estâ en la curva h(x,p), lo que équivale a de­
cir :
h(px,p) ■ p“ h(x,l)
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Si m=l la familia h(x,p) p 6 (0,“ ) corresponde a curvas homot^
ticas de la curva y = h(x,l).
Se comprueba que los rayos polares para familias de este tipo
son de la forma g(x,a) = C(a)x"’, con C(a) depend iendo de la cu£
va y = h(x,l), ya que siendo
S = f h(x,l)dx 
■’o
Si para p = 1 g(x,a) = C(a)x"’ es el rayo polar de orden a 
se debe verificar: (ver fig. 29):
[ C(a)x™ dx + [ h(x,l)dx = a S |3.1.1|
-'o ‘a
Entonces para la curva h(x,p), con p 6 (0,«>), si B es el area 
encerrada por las curvas C(a)x™, h(x,p) y el eje de las x, se 
tiene:
fPO fco
B = I C(a)x + h(x,p)dx I 3.1 .2 I
•’o -’po
eny efectuando en |3.1.2| el cambio de variable x = pt, teniendo
cuenta que h(pt,p) = p™ h (c ,1), se convier te en:
B = p"+l [ f  C(a)t'"dt +[ h ( t, 1 ) d t] I 3.1 .3|
^0 ''o
y teniendo en cuenta |3.1.I( se llega a:
B = p™^^ a S = a f h ( x ,p)dx |3.1.4|
■'o
que demuestra que las curvas g(x,a) = C(a)x"' son los rayos pola­
res asociados a la familia h(x,p) descrita anteriormente.
Pasemos ahora a estudiar algunos casos particulares de la fam^ 
lia h(x,p) p 6 (0,a>) de este tipo.
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E1 primer ejemplo corresponde a la familia de curvas: h(x,p) »
= p” X > 0 p 6 (0,®), m G que corresponde a las dilat£
clones generalizadas de orden m de la curva y " h(x) = h(x,l) ■ e *. 
En este caso se tiene:
hp(x,p) = m p”  ^ e + p®  ^ X  e - p® ^ e [mp + x^
|3.1.5|
Se verifica (x,p) f 0 si x > 0 Vp y por tanto segfin el 
teorema 1.1.2 los rayos polares asociados a la familia h ( x ,p ) , 
p 6 (0,®) son unicos reduciendose su câlculo al câlculo de la fun­
cion P(p) de I1.1.6I que en este caso es:
rO
0 '0
I p®  ^ e Q)m+x3 dx - (l-a) | p® ^ e (jpm+x^ dx ■ 0
|3.1.6|
Efectuando la integracion y simplificando |3.1.6| se convierte
en :
F(a,p) - e f(m+l)p+d] + a(m+l)p - 0 |3.1.7|
Comprobaremos que a(p) " C(a,m)p, ya que para esta funciSn 
o(p), (que es Cnica por ser hp(x,p) f 0 Vx > 0, Vp) se tiene, 
sustituyendo en |3.1.7|, la ecuaciân:
-e ^ ' ® ^  [(m+1)p + C(a,m)p] + o p(m+1) - 0 |3.1.8|
Dividiendo la anterior expresiôn por p, y escribiendo C(a) 
en vez de C(a,m) se obtiene:
a(ra+l) - [(m+1) + C(a)] - 0 |3.1.9|
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Si consideramos la siguiente funcion
H(x) = -e * [(m+1 ) +x] + a (m+1 ) | 3 . 1 . 1 0 |
se observa que:
H(0) = -(m+1) + a(m+l) < 0 |3.1.1l|
al ser 0 < a < 1.
Por otra parte
lim H(x) = a(m+1) > 0 |3.1.12|
X^ 00
Ademas
H'(x) = e * [(m+1) + x ^  - e ^ = (m+x) e * > 0 | 3.1 .13 |
Las ecuaciones |3.1.11| |3.1.12| y |3.1.13| nos garant izan que exi^
te un unico valor, C(a) tal que H(C(a)) = 0 que es precisamente 
|3.1.9|.
Entonces los rayos polares g (x,«) seran g(x,a) = b(x,p(x)) = 
= e (--^^y)® = D(a) X® siendo C(a) la solucion de | 3 . 1 .9 | ,
que hemos visto que es unica.
Trivialmente segun los resultados expuestos en el apartado 
I 1 . 3 I , se observa que si m 2 los rayos polares g (x,a) =
= D(a)x"* son curvas "altamente monôtonas".
En el caso particular m=l, la familia de curvas h(x,p ) 
p 6 (0,oo), es homotetica de la curva y = e ^ y los rayos polares 
asociados a este familia son las rectas
e“C(a)
g(x,a) = D(a)x, con D(a) =
C(a)
siendo C(a) la soluciôn de |3.1.9|.
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E1 segundo ejemplo que anallzamos corresponde a la familia de 
curvas:
h(i.p) - p* --- ------ 0 < x < ”
‘ p « (0.~)
que corresponde a las dilataciones generalizadas de orden m de la
curva h(x,l) - — ^  0 x < estando interesados en el cAlcu-
1+x
lo de los rayos polares g(x,a), asociados a esta familia h(x,p) 
p 6 (0,®).
Excluyamos los casos (% " 0, a " 1, que corresponden a los
ejes coordenados.
En este caso se tiene:
h (».p) - . p"-‘  1----2 + — ^-^— 2 4
> + tf) D  + (f) ]
Trivialmente se observa que:
hp(x,p) f 0 Vx > 0 p 6 (0,®)
Por tanto el câlculo de los rayos polares, asociados a esta f^
milia, puede hacerse de acuerdo a la fôrmula |1.1.6| que en este c^
so se reduce à :
F(a,p) - (m+1).arc tg ^  -(m+1) . ^  (l-a)-O |3.1.14|
p ! + (£)“' 2
que nos détermina la funcion 0(p) ■> C (q) p , por tanto p " cTotT *
con C(a) solucion de la ecuacion
(m+1) arc tg C ( a ) --------   y - (m+1) ^  (l-a) - 0 |3.1.15|
1 + (C(a))^ ^
que es ânica ya que considerando la funcion :
93
G(x) = (m+l)arc tg x - — ^  - (m+1) y  (l-a)
1+x
se tiene que
G(0) < 0; lim G(x) > 0; G'(x) > 0
x+ “
y por tanto existe un dnico valor C(a), tal que G (C(a)) = 0 que 
es equivalents a la ecuacion |3.1.15|.
Entonces los rayos polares seran:
x" 1 r
g(x,a) = h(x,p(x)) = -------    2 ' D(a)x
(C(a))‘" 1 + (C(a))
con D(a) =    — , siendo C(a) . la solucion de
(C(a))® (1 + (C(a))^)
I 3.1.15| .
Las consecuencias sigulentes son inmediatas :
Si m 2  ^I los rayos polares g(x,a) asociados a la familia
h(x,p) = p® --- -— T ; p 6 (0,<”) son curvas "altamente monôtonas",
X > 0
segun se desprende inmediatamente de la definiciôn 1.3.a.2.
Si m=l, los rayos polares g(x,a ) , asociados a la familia 
h ( x ,p) = p ---- ----» , (que en este caso son conjuntos homotiticos
■ t ‘f>
a h ( x ,1) =  ÿ) son las rectas y = D(a)x, con
1+x
D(a) = --------------  r—  siendo C(a) la soluciôn de | 3 . 1 . 1 sj .
C ( a ) (1 + (C(a)) )
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3.2.; Coordenadas polares asociadas a familias de curvas h(x,p)
p 6 (0,w) no "regulates".
Tratamos en este apartado de introducir unas coordenadas pola­
res asociadas a familias de curvas h(x,p) p 6 (0,®), de tal forma 
que los conjuntos encerrados por las curvas h(x,p) y los ejes coor^ 
denados sean de medida finita y no acotados y la familia h(x,p) no 
satisfaga condiciones de "regularidad".
La introduce ion de las "coordenadas polares" debe hacerse en e^ 
te caso directamente de la condiciôn geomêtrica que las détermina, 
concretamente la ecuacion |1.1.5|, para la obtenciôn de los rayos 
polares.
Trataremos varlos ejemplos de familias h(x,p), p 6 (0,®) de 
este tipo donde se pondrâ de manifiesto la têcnica a utilizar.
El estudio de las "coordenadas polares" es practicamente équi­
valente al câlculo de los rayos polares ya que si A es el conjunto 
barrido por la familia de curvas h(x,p), p 6 (0,®) todo punto x 
de A se puede représentât por el par (p,ot) donde:
p: Es el valor del parâmetro de la curva de la familia h ( x ,p)
que pasa por el punto x.
a: Es el valor del parâmetro del rayo polar que pasa por el
el punto X.
1) Estudio de las "coordenadas polares" asociadas a la familia 
p 0 i. * 1  P
h(x,p)
P^/x^ p < X <
p 6 (0,®)
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Se observa que para cada p fijo la curva h(x,p) no es de 
rivable en x = p.
Se tiene también que
S(p) = f h(x,p) dx = f pdx + 1  ^  dx = 2p^
-'o ■'o -'p X
Comprobaremos que los rayos polares g(x,a) son:
g(x,a) = C(a)x 
calculando explicitamente C(a) para a G [o ,l].
Segun se observa en la figura 30 es trivial comprobar que :
y=x=g(x, -r)
(0,P)
(x,p)
(P,0)
(fig. 30)
el rayo polar para a = y- es g(x, y-) = x
Si a > %  la situacion de los rayos polares es la de la fig
31
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(0,p)
Xx.P)
(a(p),0)
(fig. 31)
En este caso:
|Ajj.| - S(p) - Y  poCp) - 2p^ - Y  o(p).p |3.2.1|
T la conâiciân geonetrica |l.l.5| que determine los rayos polares se
convierte en :
2p^ - i  a(p).p - a 2p^
Y despejando a se obtiene:
a - 4(1-a)p
3.2.21
3.2.3
Con lo cual los rayos polares para a > -^  serSn g(x,a) - h(x,p(x))'
- p(x) 4(1-(X) : " > 4
Si a < ^  la situacion es la de la figura 32
(0,p)
h(x,p)
(a(p),0)(p,0)
(fig. 32)
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donde a(p) es la abscisa de intersecciôn de las curvas:
3, 2 
y = p /x
y = C(a)x I3.2.41
y despejando a(p) en funciôn de C(a) se obtiene
O = V ; P |3.2.5|
C(a)
Para el calcule de C(a) ponemos la condicion de que g(x,a) 
sea el raye polar de orden a obtenîendo:
ro(p) ^3
CCa)x dx
o(p) X
rm 
+ dx = a 2 p ^  I 3 . 2 . 6 I
r r  ^ n  ^ v
Efectuando la integracion en |3.2.6| y sustituyendo o(p) per 
el valor obtenido en |3.2.5| se llega a:
 + /^CTÏÏT = 2a
2 '’/C(a)
y despejando C(a) se tiene que:
C(a) = l3.2.7|
En resumen les rayes polares asociados a la familia
:x,P) = (p3/.
0 < X < p
h(x, 1 n3/_2 p < X < «> ’ P G (0,” )
g(x,a) =
4(1-0)
3/4 < o < 1
( ^ )  X 0 < o <3/4
Calcularemos el jacobiano de la transfortnacion a las coordenadas po^  
lares, que nos sera de utilidad en el apartado sîguiente.
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Podemos obviar el caso o " ^  al aer g(x, un conjunto de
medîda Lebesgue nula.
Se tiene que con Cl 6 C'|' » Q  las ecuaclones que definen la 
transiormaciSn son:
y - p
 ^ 4(1-0) "
Y despejando x e  y se obtiene:
X “ 4(l-o)p
y - p
For tanto
i l M l
3(p,o)
4 (l-o) 
-4p
|3.2.8|
4p
3.2.9
3.2.10 I
Si 0 £  o < ^  las ecuaciones del cambio de coordenadas serSn:
y - (j o)^ X
Despejando x e y se llega a:
3.2.11
4o
3.2.12
Y entonces:
9(x,y)
3(p,a)
4o
3P
40^
16o'
320P
40 I 3.2.13 I
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2) Estudio de las coordenadas polares asociadas a la familia de cuj' 
vas :
0 < X < p
h ( x , p )
p ^ / x ^  p < X <
p 6 (0,“ )
Es obvia la no regularidad de la familia h(x,p), ya que par% 
p fijo la curva h(x,p) no es derivable en x = p.
En este caso se tiene
S(p)
f* fP 3 _ _
= I h(x,p)dx = 1  X dx +  2 dx = -j p | 3 .2. 1 4 1
‘ n J n J n -r0 ■'0 ■'p X
Comprobaremos que los rayos polares g(x,a) son de la forma 
g(x,a) = C(a)x calculando C(a).
Se debe verificar (ver figura 33):
g(x,u) = C(a)x
h(x,p)
(fig. 33)
fO(p)
C(a)x dx +
.00 3 
£_
a(p) x^
. 3 2
dx = a -r p I 3.2.15]
donde oCp) es la abscisa de intersecciôn de las curvas: 
y = C(a)x
3/ 2
y = p /X
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For tanto despejando se tiene que:
0(P) I 3.2.16 I
^ / c (o )
Y efectuando las integraciones en |3.2.15|, sustituyendo 0(p) por
su valor segGn |3.2.16| se llega a 
^/C(g)
+ ^/cTôtT “ ^  ®
Con lo cual despejando C(a) se tiene:
C(a) -
Por tanto los rayos polares asociados a este familia son: 
g(x,a) - a^x
3.2.171
I 3.2.18 I
Efectuando el cambio a las coordenadas (p,g) se tiene que 
las ecuaciones de la transformacion son:
■4 3.2.19 I
En consecuencia despejando x e y se llega a:
a P I 3.2.20 I
Por tanto se tiene que el jacobiano de la transformation es:
2
3p |3.2.21|
9Cx,y> _ 
9(p.a)
1/a
2ap
a
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3) Estudi o de las coord ena das  polares asociadas a la familia
2
h(x,p) =
4
£_
2
0 < X £ p
p  <  X  <  OO
P 6 (O.oo)
Se observa immédiatamente la no regularidad de la familia 
h(x,p), p 6 (0,«>) en los puntos de la forma (p,p).
Comprobar emos que los rayos polares asociados a la familia aii 
tes descrita son:
, 4 2
g(x,a) = a X
Para ello debemos demostrar que (ver figura 34):
p2)
y=g(x,a) = a X
h(x,p)
(P.O) (0,0)
(fig. 34)
I x^ dx + f ^  dx = a[f x^dx + f ~  dx] |3.2.22]
''a X Iq -'p X
donde o es la abscisa de intersecciôn de las curvas:
4 , 2 
y = p /x
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y despejando se obtiene que:
|3.2.23 I
Sustituido el valor de O dado por |3,2.23| en 13.2.22| e integran
do se llega a:
3 a-
|3.2.24I
como efectivamente |3.2.24| es una îdentidad se ha demostrado que 
los rayos polares g (x,a) satisfacen;
g(x,a) - r}
Las ecuaciones del cambio a las coordenadas polares (p»a) vienen 
definidas por: '
4 2
y «■ a X
y despejando x e y se obtiene:
3.2.25
£
a
p'
Por tanto el jacobiano de la transformacidn serfi:
2
3(x,y)
3(p,a)
l/a 2po
2p^a
4p'
|3.2.26|
I3.2.27]
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3.3.; Acotaciones del operador maximal.
Consideraremos en este apartado la familia de curvas h(x,p), 
p 6 (0,«), situadas en el primer cuadrante, de tal forma que los 
conjuntos delimitados por las curvas h(x,p) y los ejes coordenados 
son no acotados, pero de medida finita.
A la familia h(x,p) le asociamos la base de diferenciacion
B, 8 = U  8(x) , invariante por traslaciones tal que 
xGR"
8(0) ■ <®p<0))pgR*
con
8p(0) = {(x,y) / 0 £  X < “ j 
0 £  y £  h(x,p)
y designando por S(p) = {8^(0)|.
En el contexto de este apartado, diremos simplemente la base 
de diferenciacion B asociada a la familia de curvas h(x,p), so- 
breentendiendo que nos referimos a la base de diferenciacion ante- 
riormente definida.
Se obtendran acotaciones del operador maximal, asociado a la 
base de diferenciacion 8, utilizando el cambio a las coordenadas 
polares (p,a ) , dando primero acotaciones de tipo general, aplican 
do las posteriormente a los ejemplos tratados en el apartado |3.2|.
Si el operador de la transformacion a las coordenadas polares 
(p,a) verif ica:
l ( ^  ■ ) (c )  '”(")
se tienen los siguientes resultados, cuya demostrac ion corre par alie
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la a los del apartado |2 .5|. En concrete las acotaciones para el 
operador maximal pueden englobarse en los siguientes teoremas:
TEGREMA 3.3.1.- Sea la familia de curvas h(x,p), p 6 (0,“ ), si­
tuadas en el primer cuadrante, y tal que los conjuntos delimitados 
por las curvas h(x,p) y los ejes coordenados sean conjuntos no 
acotados de medida finita.
Sea B la base de diferenciaci6n asociada a la familia 
h(x,p), p G (0,“ ) .
Supongamos que los rayos polares g(x,a), asociados a la fa­
milia b (x, p) p G son rectas que pasatt por el origen de
coordenadas.
Si se verifican las hipôtesis
i) -  7  vp 0 < p < r
ii) I lm(a)|da
'0
Entonces:
El operador maximal M, asociado a la base de diferenciaciôn 
8, es de tipo (p,p) 1 < p £  “» y por tanto :
|Mf|p 1  C(p) |f|p, 1 < p < «o f G lP(r2).
Teorema 3 . 3 . 2 .- Sea la familia de curvas h(x,p), p G (0,“ ), situ^a 
da en el primer cuadrante, y tal que los conjuntos delimitados por 
las curvas h(x,p) y los ejes coordenados sean conjuntos no acot^ 
dos de medîda finita.
- 105 -
Sea 8 la base de dif erenc iac ion asociada a la familia de cujr 
vas h(x,p) p 6 (0,“ ).
Supongamos que los rayos polares gCx,a), asociados a la fam£ 
lia de curvas h(x,p); p 6 (0,") son curvas altamente monotonas, 
salvo posiblemente para un conjunto de numéros reales B, B C  [o,l], 
de medida de Lebesgue nula en [o,l].
Si se verif ican las siguientes condiciones;
JIPJ.I < Ç
S(r) -  ri)  ^ ^  para 0 < p £  r
ii) I Im(a)|da
0
Entonces:
El operador maximal M, asociado a la base de diferenciacion 
8, es de tipo (p,p), 2 £  p £  « y por tanto:
|Mf|p < Cp |f|p 2 < p £  » f 6 l P( r 2)
Teorema 3.3.3.- Se considéra la familia de curvas h(x,p), p 6 (0,™), 
situada en el primer cuadrante, y tal que los conjuntos delimitados 
por las curvas h(x,p) y los ejes coordenados sean conjuntos no ac£
tados de medida finita.
Sea 8 la base de diferenciacion asociada a la familia de cu£
vas h(x,p), p 6 (0,oo).
Supongamos que los rayos polares g(x,a), asociados a la fami
lia de curvas h(x,p), p 6 (0,<*>), sean curvas bien curvadas, salvo
posiblemente para un conjunto B de numéros reales, B CZ de
medida Lebesgue nula.
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Dénotâmes por C(a) la constante correspondiente al raye po­
lar g(x,ot) del teorema 1. 3 . a . 1.
Si se verifies:
VP 0 < p £ r
ii) I |m(a) C(a)|da - C
entonces:
El operador maximal M asociado a la base de diferenciaciôn 
8 es de tipo (p,p) 1 < p < <» es decir:
l«f|p 1 Cp |t|p 1 < p <
La demostraciôn de los teoremas 3.3.1 , 3.3.2 y 3.3.3 es
una transcripcion literal de la utilizada en los teoremas del apar­
tado I2 . 5 I para familias de curvas h(x,p), p 6 (0,«) que delimi- 
tan conjuntos acotados con los ejes coordenados.
Pasemos ahora a analizar algunos casos concretos.
1) Si consideramos la familia
h(x,p)
0 < X < p
p  <  X  <  00
p 6 (0,ob)
obtuvimos en el apartado anterior |3.2| que los rayos polares 
g(x,a), asociados a ella eran las rectas definidas por:
g(x,a) -
4(1-0)
X
t  < a < 1
0 < O < 3/4
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Tatnbién se vio allî que;
t = 4p, por tanto j(p) = 4p y m((x) = 1
Q tp »a;
2
Al ser S(r) = 2r se tiene que;
f I m(a) I da = [ da < «•
^0 'o
Por tanto aplicando el teorema 3.3.1 el operador maximal, 
asociado a la clase de diferenciaciôn B, es de tipo (p,p ) ,
1 < p < •».
2) Si estudiamos la base de diferenciaciôn asociada a la fami­
lia h(x,p) p 6 (0,®) con
h(x,p) =
p3
~ 2  p < X <
0 _< X £  p
p G (0 ,oo)
se tiene, segun los resultados del apartado |3.2|, que los rayos p£ 
lares g (x ,a) son las rectas
g(x,a) = a^x 
También allî se encontrô que
g (p[q) “ 3 p ; por tanto m(a) = 1 j(p) = 3p
y S(r) = |B^(0)I = I  r^.
Por tanto se tiene:
t
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i i X ^  ■ i f  0 < p < r
y :
[ |m(a)I da - [ da < “
■'o ■'o
Aplicando el teorema 3.3.1 el operador maximal M, asociado a la 
base de dif erenciaciôn 8, es de tipo (p,p) 1 < p < » y por tain
to 8 diferencia L^(R^) 1 < p < «.
3) Analizando la base de diferenciaciôn 8, asociada a la fa­
milia h(x,p), p 6 (0,oo) definida por:
2
h(x,p)
0 < X < p 
4 p 6 (O.oo)
P  <  X <  00
y teniendo en cuenta los resultados obtenidos para esta familia de 
curvas en el apartado |3.2|, a saber:
Los rayos polares g(x,a) son las curvas "altamente monôto- 
nas" g(x,a) - a^ x^.
El jacobiano de la transformacion verifies
g (p~^ q) “ 4p^; por tanto j (p) - 4p^ m(a) ■ 1
S(r) - I - y  r^.
Entonces se verifies:
■ ^ 7 ^ 7 3  i f  "  0 < P < r
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I |m(a)|da = 1 da
0 'O
Es tamo s por tanto en condiciones de aplicar el teorema 3.3.2, v n e 
tiene entonces que el operador maximal M , asociado a la base de d£ 
ferenciacion 8, es de tipo (p,p) 2 £  p £ «>.
En general el problema es tecnico, consist iendo fundamentaimen 
te la dificultad en encontrar las ecuaciones de transformacion a las 
coordenadas polares (p,a) y en consecuencia en determinar las fun- 
ciones j(p) y m( a ) .
I
N o
CAPITÜLO IV
RECUPERACION DE LAS "CIRCUNFERENCIAS" 
A PARTIR DE LOS RAYOS POLARES.
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En este capîtulo estudiamos el problema inverso, es decir da­
dos los rayos polares g(x,a) encontrar las "circunferencias" 
h(x,p) p 6 (0,“ ), de tal manera que los rayos polares g(x,a) 
sean los asociados a la familia de curvas h(x,p) p 6 (0,®“).
En el primer apartado estudiamos el problema suponiendo cond£ 
clones suficlentes de regularidad a los rayos polares g(x,a) obt£ 
niendo el resultado general 4.1, pasando posteriormente a analizar 
determinados casos particulares.
En el segundo apartado analizamos el problema suprimiendo cie£ 
tas condiciones de regularidad para la familia de rayos polares 
g(x,a) .
En el tercero vemos como se puede utilizar esta técnica para 
obtener propiedades de acotaciôn para el operador maximal asociado 
a ciertàs bases de diferenciaciôn.
BIBLtOTECA
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4.1.: Planteam!ento del problema.
Estudiamos ahora la recuperaclSn de las "circunferencias"
(Cp) p 6 conociendo los rayos polares g(x,a), asociados a
la familia (Cp), p 6 (0,“ ), que ahora nos es desconocida.
En este apartado cons ideraremos que los rayos polares g(x,a) 
son suf iclentemente regulares, y por comodidad técnica suponemos que 
barren el primer cuadrante, o parte de él.
Daremos primeramente , una condici6n general para el câlculo de 
la familia Cp = h(x,p) p 6 (0,®), estudiando posteriormente algu­
nos casos particulares de rayos polares g(x,a).
Sea la familia de rayos polares g(x,ot), de clase C^.
Para el calculo de la familia de "circunferencias" h(x,p) 
p 6 (0,®), utilizaremos la condici6n de que g(x,a) sean los rayoa 
polares asociados a esta familia obteniendo, (ver fig. 35):
(x,p)
fa(o) fatp; fatp; ,
I g(x,a)dx + h(x,p)dx - a h(x,p)dx |4.1.1|
'o 'o(a) •*0
ra(p) a(p)
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donde a(p) puede ser finito o infinite, al no conoCer a priori la 
naturaleza de las curvas h(x,p).
Para eliminar la dependencia de h(x,p) en |4.1.1| derivemos 
con respecte a a, con lo cual se llega a:
f«
g(a(a),a)a*(a) + g (x,a)dx - h(o(a),p)a'(a) =
ro(a) 
a(p)
0
y observando la fig. 35 se tiene que:
faip;
= j h(x,p)dx * I4.1.2I
g(a(a),a) = h(p(a),p) y por tanto |4.1 .2| se convier te
fO(a) ra(p)
j g^(x,a)dx = j h(x,p)dx I4.1.3I
'Cf(a ra(p)
0 -'o
Derivando |4.1.3| respecte de a obtenemos:
(O
F(a,a',a) = g^(o,a)o' + g^^(x,a)dx = 0 |4.1.4|
'o
Se tiene entonces el sîguiente resultado:
Resultado 4.1. :
Si la ecuac ion |4.1.4| tiene soluc ion Gnica para a G [o,l] y 
s iendo o(a) dicha soluc ion existe la funciôn a(a) entonces las
circunferencias del sistema^ vienen dadas por;
h(x,p) = g(x,aCx)) I4.1.5I
donde el paramétré p aparece de la constante de integracion en la 
résolue ion de |4.1.4| .
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La familia de curvas h(x,p), asî obtenida, delimitarâ ton 
los ejes conjuntos acotados si existe aCp) finito tal que 
h(a(p),p) ■ 0. En caso contrario la familia de curvaa b(x,p) deljL 
mitaré con los ejes coordenados conjuntos no acotados.
En el caso de que la ecuaciôn |4.1.4| se reduzca a:
(7' 0 y por tanto O - cte
En consecuencia no se puede recuperar, por medio del résiltado
4.1, las circunferencias h(x,p), p 6 (0,“ ), al no existir la fun 
ciôn inversa a ( 0 ) .
Sin embargo situaciones como la anterior, (en cierto modo an^ 
malas), tendran aplicaciones interesantes como veremos en el a>art£ 
do |4.3|.
Pasaremos ahora al estudio de algunos casos particulares:
1) Estudio de las "circunferencias" h(x,p) p 6 (0,«) asocia
das a la familia de rayos polares
g(x,a) - C(a)-t(x) 
con C(a) y £(x) de clase y C'(a) f 0.
En este caso |4.1.4| se reduce a:
r a ( a )(OK(X
£(x)dx - 0 I4.1.6I
Dividiendo por C ’(a) |4.1.6| es equivalents a:
£(o(a))c'(a)a*(a) + C"(o)
'o
£(x) dx 
0î
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y formalmente si L(x) es una funciôn tal que L'(x) = t(x) se tie 
nq:
tn L(0) = -£n C*(a) + p |A.1.8|
y supuesto p > 0 en |4.1.8| se llega a:
L(a) =  G  |4.1 .9|
C»(a)
y si existe la funciôn inversa L ^(.) lo que es équivalente a que 
L'(a) = £(o) f 0 se obtiene que:
| A . 1 . 1 0 |
obteniendo entonces la familia h (x, p) p 6 (0,<») segun la expre-
h(x,p) = g(x,a(x,p)) 
donde a(x,p) se calcula a partir de |4.1.10|.
Asî si £(x) = x" se tiene:
L(x) = x"^^ y por tanto |4.1.9| se convier te en
Por tanto
l/n+l
a
Si C"(a) 4 0 I4.1.12I détermina la funciôn a = a(o,p) te 
niendo entonces que :
h(x,p) = C(a(x,p))x" I4 . 1 . 1 3 I
— Il6 “■
En el caso concrete de la familia de rayos polares g(x,a) • 
■ e® x” es decir
C(a) - e°* 
lix) - x"
al ser C'(a) “ C"(ct) = e® la expresiSn 14.1.12 | que nos permits
el câlculo de O sera:
o - (p
For tanto se tiene
h(x,p) - g(x,a(x,p)) - x” e® - e®(p 
por tanto
h(*,p) - p” '"+* e "■ 
y teniendo en cuenta |4.1.14| se obtiene
h(x,p) - ^  p 6 (0,«)
delimitado por los rayos polares 
g(x,0) - x"
g(x,I) » e X
(ver fig. 36).
g(x,l) = ex
i/x =h(x,p)
X -g(x,0)
(fig. 36)
|4.1.14|
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Si consideramos ahora la familia de rayos polares g(x,a) = 
= X tg Y  ® caso que corresponde a;
C(a) = tg Y  a
£(x) = X
por tanto segun |4.1.12| se tiene que
1/2
------ ^2— tT^ = p ’ cos I  a |4. 1.15|
i  (1 + tg^ a h
con p-
En consecuencia segun |4.1.5|
h (x, p ' ) = p ' COS J  a tg ^  a = p' sen ^  a = p ' I - cos^ y  a 
y utilizando |4.1.15| se llega a:
h(x,p') = p* ’^1 - (pT) ^  = *^ p ^
para p ' 6 (0,<»), resultado que coincide con el primer ejemplo tra 
tado en |2.1.2 | .
2) Estudio de las "circunferencias" asociadas a la familia de 
rayos polares
g(x,a) = 7 ^  X 
i-a
Podemos suponer a 6 (0,1) ya que los casos a = 0, a “ I 
corresponden a los ejes coordenados.
Para el câlculo de la circunf erencia h(x,p) p 6 (0,'®) apli- 
camos la ecuac ion |4.1.4| obteniendo:
2 ■ [  dx = 0 I 4 . 1 . 1 6 I+
(1-a) 7 o (1-a)
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que întegrando y simplificando se convierte en:
a ’ + - 0 |4.i.i7|
Resolviendo |4.1.17| se llega a 
O = pCl-ct)
et » 1 — ^  I 4 .1.18 I
y sustituyendo en la ecuaciôn |4.1.5| para el câlculo de las circun-
ferencias h(x,p), utilizando las ecuaciones |4.1.18| obtenemos:
h(x,p) “ “ f) “ P-*;
p 6 (O,»), resultando que concuerda con el tercer ejemplo estudiado 
en el apartado |2.1.2|.
Bajo ciertas condiciones para la familia de rayos polares la 
tecnica para encontrar la familia de circunferencias h(x,p) 
p G (0,“ ) es general. La dif icultad para obtener explîcitamente di- 
chas "circunferencias" depende de la naturaleza de la familia de ra­
yos polares g(x,a).
4.2.; Estudio general del problema.
Tratamos ahora de recuperar las circunferencias h(x,p) 
p G (0,“ ) de un sistema, conociendo los rayos polares g(x,a) as£ 
ciados a la familia h(x,p). Supondremos que no se ver if ican Las hi. 
pôtesis de regularidad de la familia de rayos polares g(x,oi).
Asî si g(x,a) no es de clase C^, para un valor a ■
se pueden seguir las tecnicas del apartado 4.1. si a f a 7 usar
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la continuidad de la funciôn g(x,a) en « = para recuperar las
circunferencias h(x,p) p G (0,“ ) como lo muestra el ejemplo si- 
guiente.
1) Estudio de la familia de "circunferenc i a a s o c i a d a s  a los 
rayos polares
1
g(x,a) =
3(l-a)
2/3 < a < 1
J / 4  a _ 0 < a < 2/3
1 - 3/4 a
Trivialmente se observa que la funciôn g(x,,) no es de clase 
si (% = 2/3, efectuaroos entonces los câlculos del apartado 14. 1 | 
para 2/3 < a < l  y 0 < a <  2/3 obteniendo:
a) y  < a < 1
En este caso aplicando |4.1.4| se obtiene:
O = p '(1-a) I4.2 .1 I
y por tanto la familia de circunferencias sera
h(x,p’) = g(x,a(x,p')) -  ^ ^  » C
b) 0 < a < 2/3
En este caso |4.1.4| se reduce a:
2
(1 - 3/4 a) y por tanto 
a = p ’( l - y a )  con p ' 14.2.21
Teniendo en cuenta |4.2.2| la exprès ion de h(x,p') es:
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h(x,p')
3/4 g
1 - 3 / 4  0
|4.2.3|
Al ser h(x,p’) una funciôn continua, si O - y  segôn
I4.2.2I la abscisa correspondiente a dicho valor es:
X  "  p ’ Cl  -  -  p * / 2
Utilizando la continuidad de la funciôn h(x,p'), Vp' 6 (0,*),
en el punto (p'/2, p ’) se obtiene para el valor de C del apartado
a) con C = h(p'/2, p') • p' - p'/2 ■ p*/2.
Se tiene entonces que la familia de circunferencias h(x,p) es:
p/2 0 < X  < p/2
h(x,p) P 6 (G,»)
P — X p/2 < X  < p
4.3.: Aplicaciones.
En los capîtulos 2 y 3 se ban obtenido acotaciones del opera­
dor maximal, para bases de diferenciaciôn B asociadas a la familia 
h(x,p) p 6 (0,<») utilizando fundamentalmente doa hechos:
a) Los rayos polares g(x,o) eran curvas altamente monôtonas, 
curvas bien curvadas o rectas.
b) El jacobiano de la transformaciôn a coordenadas polares ve­
rifies:
. C )
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Esto nos sugiere, en el contexto de este capîtulo, un mêtodo 
de trabajo para acotaciones del operador maximal asociado a ciertas 
bases de diferenciaciôn B que es el siguiente:
Escojamos rayos polares g(x,a) a G [o, l] que sean curvas al^  
tamente monôtonas, bien curvadas o rectas.
Si se calculan las circunf erencias h(x,p) p G (0,“>) asocia­
das a la familia de rayos polares g(x,a) y se define la base de d^ 
f erenc iaciôn 8, asociada a la familia h (x, p) p G (0,°°), con el 
jacobiano de la transformaciôn “ j(P) m(a) cstaremos en con
diciones de aplicar los teoremas 2.5.1 , 2.5.2 , 2.5.3 , 3.3.1 ,
3.3.2 , 3.3.3 segun la naturaleza de los rayos polares g(x,a)
y de la familia h(x,p) p G (0,“ ).
Asî por ejemplo dada una curva y = f(x) con f(0) = 0 cons^ 
deramos la base de diferenciaciôn B invariante por traslaciones
B(0) -
(ver fig. 37) .
y=f(x)
B„(0)
(P,0) 
(fig. 37)
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Los rayes polares asociados a la familia (('p)pgo»» alenlo 
Cp la frontera del conjunto B p (0), son de la Corna:
g(x,a) - c* f(x)
ya que Vp se tiene:
a f(x) - o 
0 •'o
Y utilizando el cambio a las coordenadas polares definid» por 
la transformaciôn
[ [ f(x) - a |B (0)1
y por tanto
y - a f(x)
X - p 
X - p
y ■ a f(P)
4.3 1
4.3.2
se obtiene que
9 (p >a)
SI f(x) ■ mx se tiene que
o f ’(P)
f(P)
f (P)
mx dx - m
y por tanto:
iB/ofy " - f 8 i O < p < r y
m
r da < 0»
aplicando el teorema 3.3.1 se tiene que el operador maximal asoci^ 
do a la base 8 es de tipo (p.p) 1 < p < “ .
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Si f(x) verifies :
f(0) = 0; f'(0) = 0 y f"(x) > 0  y no decreciente en
X > 0 y por tanto y = f(x) es una curva altamente monotona.
Y si se tiene que
f B ^  i f  0 < p < r
entonces aplicando el teorema 3.3.2 résulta que el operador maxi­
mal, asociado a la base de diferenciacion B es de tipo (p,p)
2 ^  p £  0®.
La técnica es general cons is t iendo la dificultad en encontrar 
de forma explicita la transformacion a coordenadas polares y por tan
- 124 -
APENDICE
Exponemos finalmente dos problemas ablertos, en loa cualea e£ 
tamos actualmente trabajando, indicando algunas têcnîcas que podrîan 
conducir a su soluci6n.
El prîmero de ellos concierne a la naturaleza de los rayos pjo
lares g(x,a) asociados a la familia h(x,p); p G (0,«) teniendo
(■a(p)
informacidn sobre la funciôn S(p) - h(x,p)dx, con a(p) fl,
nito o infinite.
El segundo trata de la posible generalizaciân a m£s dimensio-
2
nés de las coordenadas polares en R introducidas en el capît'ulo
primero de esta memoria. La dificultad en con n > 2 estriba
en que se "pierde" el aspecto geomêtrico que nos da pie a la intro-
2
duccion de las coordenadas polares en R .
1) Naturaleza de los rayos polares:
La têcnica general para el cSlculo de los rayos polares
g(x,a) asociados a la familia de curvas h(x,0) x > 0 p 6 (0,®)i 
que supondremos en el primer cuadrante y suficlentemente regular, es 
la soluciôn de las ecuaciones |1.1.4| 6 |1.1.6| que permiten calcu­
ler a(p) y con ello los rayos polares g(x,a).
La determinacion explicita de la funciân 0(p) es dificil, c£ 
mo lo muestran algunos casos tratados en esta memoria.
De ahî que fuese conveniente el tener otra berramienta de cal­
cule, que nos permits determiner la naturaleza de los rayos polares.
Surge asî, de forma naturel, la siguiente pregunta:
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iExistirâ relac ion entre los rayos polares g(x,a), asociados
faCP)
a la familia h(x,p) p 6 (0,"») y S(p) = I h(x,p)dx?.
•'o
Si la respuesta fuese afirmativa el conocimiento de la funciôn 
S(p) nos permit iria saber el "aspecto" de los rayos polares.
Asî en el primer ejemplo tratado en el apartado |2.1| se tiene
S(p) = C p^ y g(x,a) = C(a)x
Tambien en el mismo apartado |2 .1|, en el ejemplo tercero ob- 
teniamos que si
S(p) = C p*"^^ entonces g (x,«) = C'(a)x"'
Si S(p) determinase de alguna forma "unîvocamente" los ra­
yos polares, la funciôn C(a) variarîa unicamente con la familia 
h(x,p), p 6 (0,“ ) .
2) Generalizacion del problema a n dimensiones, n > 2 .
Efectuaremos un planteamiento del problema en R^.
Se considéra una familia uniparamétrica de superficies, ce
rradas, conteniendo al origen:
F(x,y,z,p) = 0  p 6 (0,oo)
de tal forma que cada punto de (o de un cierto subconjunto me-
dible de R^) esté en sôlo una de las superficies de la familia.
Se trata de hallar los rayos polares y(t)
Y : R ------------- R^
t ----------- *- (Yj(t), Y2(t), Y3(t))
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de tal forma que todo punto x " (x^ «x^,x^) 6 (o a un cierto su^
conjunto medible de R^) quedé determinado por (p,y) donde 
p : Es el paramétré de la familia de superficies F(x,y,z,p) " 0 
donde se encuentre el x , e
y: Es el punto de una superficie de la fâmilia, por ejemplo 
F (x,y,z,l) *0, llamada "superficie unidad" que est& en el mismo rayo p£ 
lar que x.
Una posible forma de abordar el problème del câlculo dé los r£ 
yos polares, asociados a la familia de superficies F(x,y,z ,p) - 0 
p 6 (0,»), es la siguiente:
Los rayos polares, asociados a la familia de superficies
F(x,y,z ,p) - 0 p 6 (0,») serân las familias de curvas, pasando
por el origen, taies que al considerar cualquier curva cerrada r
en una superficie de la familia F(x,y,z,p) ■ 0 p 6 ( 0 ,  (por
comodidad supondremos que la superficie corresponde al valor p " 1
del paramétré), el "cuerno" formado por los rayos polares, que pasan
por los puntos de F C  F(x,y,z,1) - 0, détermina en cada superficie
F(x,y,z ,p) « 0  un volumen que dénotâmes Vn y siendo V(p) el vo
P
lumen encerrado por la superficie F(x,y,z,p) * 0  se verifique:
v C p )
(ver fig. 1).
cte Vp 6 (0,*>)
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Asî, si la familia de superficies viene dada de la forma si­
guiente
p 6 (0,o>)
que expresada en forma paramét r ica tiene la exprès ion
X = p COS a COS g p G (0,œ)
y = p^ COS a sen g a 6 [0,x)
z = p^ sen a g 6 j^ 0,2ir)
Es claro que, en este caso, los rayos polares tienen la expre^
x = X COS a COS g 
2
y = X COS a sen (
z = X sen a
X 6 (0,-)
a , B f ij os
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ya que definiendo las transformaciones 6») ^
la forma:
de
X y*
2
y y y
3
z y z
que corresponde a la matriz P - estudiada por Guz­
man [4], las curvas "rayos polares" son invariantes por las trans- 
formaciones {T^)yg(0,»)*
Asîmismo si el volumen del cuerno C , que delimits una curva 
r C  F(x,y,z ,1) « 0, es H, se tiene que (C) tiene un volumen
Por otra parte transforma la superficie P(*,y,z,l)*0 de
volumen V(l) en la superficie F(x,y,z,y)*0 de volumen V(p) “
“ V(I).
Y denominando d
V(l)
la relaciSn entre el volumen del
"cuerno" delimitado por T en la superficie F(x,y,z,l) - 0 y el
volumen encerrado por la propia superficie F(x,y,z,l) ■ 0, seri
cierto tambien que Vp > 0 la relacion entre el volumen delimitado
por (C) y el encerrado por la superficie F(x,y,z,p) - 0 es :
y.-JL .
/  v(i)
En el caso general de familias de superficies F(x,y,z,p) = 0, 
p 6 ( 0 ,  parece natural la introduccion de dos parâmetros' (a,6),
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introducidos de acuerdo a alguna relacion geometrica, que nos rela- 
cionen "biunîvocamente" los puntos y de la "superficie unidad" 
F(x,y,z,l) = 0.
Caracterizando los rayos polares por cond ic iones geometricas, 
introduciendo los parâmetros (a,B) que nos definan biunîvocamente 
la "superficie unidad" F(x,y,z,l) = 0, es claro que, bajo ciertas
condiciones de la familia F(x,y,z,p) = 0, todo punto x de
(o de un cierto subconjunto medible de R^) barrido por la familia 
de superficies F(x,y,z,p) = 0 ;  p G (0,“ ) se puede définir por 
las "coordenadas polares" (p,a,B) de tal forma que:
p : Es el valor del paramètre de la familia F(x,y,z,p) = 0 
donde se encuentra el punto x.
(a,g): Los valores que nos definen el punto y, de la "super­
ficie unidad" F ( x ,y ,z ,1) = 0, que esta en el mismo r^
yo polar que el punto x.
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