Purpose: Cone-beam (CB) CT is a powerful noninvasive imaging modality, and is widely used in many applications. Accurate geometric parameters are essential for high-quality image reconstruction. Usually, a CBCT system with higher spatial resolution, particularly on the order of microns or nanometers, will be more sensitive to the parametric accuracy. Here, we propose a novel calibration method combining a simple phantom containing ball bearing markers and an advanced optimization procedure. This method can be applied to CBCT with reproducible geometry and frame-to-frame invariant geometric parameters. Methods: Our proposed simplex-simulated annealing procedure minimizes the cost function that associates the geometrical parameters with the degree to which the back projections of the ball bearings in projections from various viewing angles converge, and the global minimum of the cost function corresponds to the actual geometric parameters. Specifically, six geometric parameters can be directly obtained by minimizing the cost function, and the last parameter, the distance from source to rotation axis (SRD), can be obtained using prior knowledge of the phantom -the spacing between the two ball bearings. Results: Numerical simulation was performed to validate that the proposed method with various noise levels. With the proposed method, the mean errors and standard deviations can be reduced to $ 10% and less than 1/3 of a competing benchmark method in the case of strong Gaussian noise (sigma = 200% of the pixel size) and large tilt angle (tilt angle = À4
The reconstructed image quality of CBCT depends crucially on the precise knowledge of the imaging geometry. Since it is not possible for a manufacturer to construct an absolutely precise mechanical system, especially in the high-resolution mode, calibration methods are indispensable for estimation of the geometric misalignment prior to image reconstruction. Over the past decades, many papers have been published on the calibration methods for different modalities. The online methods [5] [6] [7] [8] [9] [10] do not rely on dedicated phantoms and are used to solve the calibration problem when the acquisition geometry is not reproducible during each scan. These methods adopt different cost functions such as data redundancy, 5, 6 image entropy, 8 image gradients 7 , and a combination of multiple features. 11 These methods are computationally intensive and do not always give high-resolution results. To calibrate some systems with irregular configurations, a number of methods are available based on complex phantoms. [12] [13] [14] [15] [16] The main advantage of these methods is that they can obtain the full projection matrix using one projection. To achieve this, the markers that compose a dedicated phantom need to satisfy some special conditions. Some of these methods require that the spatial position of these markers are known, and others need that the markers are arranged in a special pattern such as two circles 12, 14 or straight lines. 15, 16 The basic assumption for these methods is that the phantom should be fabricated precisely. Most of the CBCT scanners such as dental CT, micro-CT, and high-resolution CT are based on circular or helical geometry. Such a regular configuration does not require a sophisticated phantom to calibrate the imaging geometry for each view, and a simple phantom without the precise arrangement of the markers can allow the calibration of imaging geometry. [17] [18] [19] [20] These methods utilize the projection traces of the point markers to set up a system of equations, and obtain the geometric parameters as the solution. The advantages of these methods are that they do not depend on specially fabricated phantoms and can obtain a unique solution with high efficiency. Besides the analytic methods, there are some methods based on a simple phantom and nonlinear optimization. [21] [22] [23] The essence of nonlinear optimization methods is to seek the best solution under nonideal conditions, hence it has better robustness against noise compared to analytic methods. However, these nonlinear optimization methods are sensitive to initial conditions and the order in which the parameters are estimated, and hence they may be trapped at local minima. 18 In this paper, we propose a novel calibration method based on nonlinear optimization and a simple phantom. It can avoid local minima traps, and obtain all the geometric parameters with high accuracy in the regular CBCT systems with fixed focal-spot-detector distance, reproducible geometry, and frame-to-frame invariant extrinsic and intrinsic geometric parameters. To achieve this aim, we introduce a cost function dependent on misalignment parameters and computable from the projection data of the point objects. Such a cost function has a global minimum corresponding to the actual geometric parameters of the system. Using the simplex-simulated annealing algorithm (SIMPSA), 24 the calibration of CBCT scanners can be carried out by minimizing the cost function.
The paper is organized as follows: In Section 2, the principle of the proposed approach is described. In Section 3, the approach is applied to simulated point projection data without noise in comparison with a classic analytic method. Then, to test its robustness, the proposed method is tested with point projection data at various levels of Gaussian noise. To demonstrate that the proposed method performs well in realworld applications, it is used to calibrate two experimental CBCT systems: one is a micro-CT system, and the other is a high-resolution CT system. In Section 4, our representative results and relevant issues are discussed. In the last section, the conclusion is drawn.
THEORY AND METHOD

2.A. Geometry definition
The proposed calibration method focuses on the CBCT system with a circular trajectory. There are two types of configurations in the rotation mode: turntable rotation and gantry rotation. In the turntable rotation mode, while the x-ray source and the detector are kept stationary, a sample is rotated. In the gantry rotation mode, while an object is stationary, the x-ray source and the detector are rotated together around a virtual axis. Although these two modes seem different, they are equivalent for the purpose of geometric calibration.
An ideal CBCT system is illustrated in Fig. 1 . There is a right-handed, three-dimensional x-y-z coordinate system and a two-dimensional u-v coordinate system. The z-axis is along the rotation axis. The x-axis is defined as the line that passes through the x-ray source and perpendicularly intersects the z-axis. The u-axis represents the horizontal axis of the detector and is parallel to the y-axis. The v-axis represents the vertical axis of the detector and is parallel to the z-axis. The projection point of the x-ray source on the detector is ðu c ; v c Þ, which ideally represents the central point of the detector. The distance from x-ray source to the rotation axis (SRD) and the distance from x-ray source to its projection point on the detector (SDD) are both known. When the CBCT system is misaligned, the geometry can be described as in Fig. 2(a) , and there are seven geometric parameters to be determined. The parameters SRD, SDD, ðu c ; v c Þ are the same as those defined above. The parameters /, h, g are used to describe angular relationships between the real detector plane and the ideal detector plane as shown in Fig. 2(b) . In order to parameterize this relationship in detail, another intermediate orthogonal coordinate system x-a-b is introduced in which the vector x is orthogonal to the real detector plane, and vectors a and b are coplanar in the detector plane. In the derivations of filtered back projection (FBP) or the FDK 25 algorithms, an imaginary detector plane is adopted to simplify the derivation. Here, we will use the same strategy and introduce an imaginary detector plane which, in an ideally aligned system, is parallel to the real detector and coplanar with the z-axis. Thus, any vector in the x-a-b coordinate system can be transformed to a vector in the x-y-z coordinate system by applying two orthogonal transformations defined as T h and T / . These two orthogonal transformations are as follows
(1) Any vector s in the x-a-b coordinate system can be explicitly represented as an equivalent vector s 0 in the x-y-z coordinate system
Furthermore, a rotational relationship can be written to transform any point ðf u ; f v Þ T in the real detector plane to the x-a-b coordinate system as follows: 
Hence, a point ðf u ; f v Þ T on the real detector plane can be directly transformed to the x-y-z coordinate system as
2.B. Cost function
To introduce our proposed method intuitively, the CBCT system is set to be in the gantry rotation mode. Because the imaginary detector is involved, we assume the initial position of the x-ray source to be O 0 ¼ ðSDD; 0; 0Þ
T . When the gantry is rotated around the rotation axis by W i degrees, the x-ray source is located to the position
Let the centroid of some ball bearing be at I k ¼ ðI k;x ; I k;y ; I k;z Þ T in the x-y-z coordinate system (k refers to the ball bearing index). When the gantry is rotated, projection data for each view can be recorded on the detector plane. If we define points in these projection planes as P k;i ¼ ðP k;i;u ; P k;i;v Þ T ; i 2 ½0; NÞ (N is view number, i is view index), the corresponding coordinates of the points in the x-y-z coordinate system can be computed as
Intuitively, if a CBCT system is well aligned, back projecting all points Q k;i ; i 2 ½0; NÞ along lines Q k;i O i , a unique intersection corresponding to the centroid I k of the ball bearing [ Fig. 3(a) ], can be expected. However, if the system is not well calibrated, these back projection lines will not converge to a unique spatial point as shown in Fig. 3(b) .
To develop the cost function, we need to introduce a point called the "virtual intersection". The virtual intersection is denoted as M k;i;j in Fig. 4 . If the lines Q k;i O i and Q k;j O j ði; j 2 ½0; NÞ for i 6 ¼ j) do not intersect each other, we define the virtual intersection as the midpoint of a line segment A k;i A k;j which is perpendicular to lines Q k;i O i and Q k;j O j . Intuitively, this virtual intersection point is an estimate of the intersection point of the well-aligned geometry. Therefore, the cost function can be defined as
where M k is the average value of all M k;i;j , and kVk 2 is the L 2 norm of a vector V. When the geometric parameters are well calibrated, this objective function will reach its minimum. In fact, the cost function can be expressed as a function of all In a wellaligned system, there is a unique interaction point where O 0 P k;0 , O 1 P k;1 , O i P k;i meet corresponding to the centroid of a ball bearing, and (b) when a system is misaligned, the backprojection of point projections no longer converges on a single point but a "virtual convergence" point can be specified.
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The cost function Cf k of Eq. (8) is a vector-valued function which associates a 6-tuple of real numbers to each point in six-dimensional Euclidean space, any point of which can be represented as an instance of ðSDD; h; /; g; u c ; v c Þ. Then, we can employ the simplex-simulated annealing (SIMPSA) approach 24 to minimize the cost function Cf k . The SIMPSA algorithm was evolved from the classical simplex method 26 and has been proved to reach the global minimum/maximum solution point with good robustness and reliability instead of being trapped in local optima. In SIMPSA, the iterative process is terminated when either of the two following stopping criteria are met: the iteration number reaches its given maximum (10 5 in this study) or the difference between the best and the worst function evaluation is less than a prespecified tolerance (10 À8 in this study). In order to calculate all seven parameters including SRD and make the algorithm more robust, we can introduce more ball bearings and extend Eq. (8) to
where K is the number of ball bearings. In fact, two ball bearings are sufficient for the determination of all the parameters when the bearings are separated along the z direction. Because the parameter SRD defines a magnification factor, 22, 25, 27 which cannot be obtained from a single bearing, additional prior info such as the dimension of a phantom or the separation between two bearings must be known. That is why all the parameters except SRD are involved when deriving Eq. (9) using the virtual detector. The real distance of the two ball bearings is usually easy to measure, based on the spatial locations M k of the corresponding ball bearings' centroids, the last parameter SRD can be obtained through the following procedure. Given the distance between the two bearings to be D b , we define
Usually, the detector pixel size R p is known, and we have the system magnification M as follows
from which SRD can be solved
In order to evaluate the calibration performance, we use the mean value Ave and the standard deviation Dev of each parameter obtained from multiple measurements as the main metrics. In the numerical simulation, the mean value error Err between the average value and the true value Tr, defined as
is used to quantify the calibration accuracy, and the standard deviation is applied to evaluate the stability. The ratios in terms of Err and Dev between the proposed method and the competing method are defined as
where the subscript p denotes different geometric parameters, and the number 1 and 2 correspond to the proposed method and the competing method, respectively. These ratios indicate the performance improvement. Based on the mean values acquired from the proposed method and the competing method, the reconstruction images were obtained and compared. In the real experiments, only standard deviations obtained from many groups of data could be used to explicitly evaluate the accuracy and stability since there are no ground truth geometric parameters. The mean values were used to calibrate and reconstruct images. By comparing the images produced using our method and the competing counterpart, the improvement can be visually demonstrated.
EXPERIMENTS AND RESULTS
3.A. Numerical simulation
To validate the feasibility and accuracy of the proposed method, it was first applied to simulated projections of ideal point-like ball bearings with neither size nor noise. Then, in the second numerical simulation, ball bearings of finite size were used in the projection procedure to introduce the geometric distortion, and at the same time different levels of Gaussian noise were added to the projection data to simulate mechanic jitter and imprecise rotation. To illustrate the merits of the proposed method, we used the classic analytic Medical Physics, 46 (1), January 2019 calibration method proposed by Noo et al. 17 as a benchmark. We chose this method because it assumes the same phantom as ours, it is convenient and effective 17, 19 for CBCT system calibration, and it has been widely cited (by hundreds of researchers).
The competing analytic calibration method and our proposed method were applied to the same sets of projection data. The detector in the simulated CBCT system had 2048 9 2048 pixels with pixel size 0:1 Â 0:1 mm 2 . The distances SRD and SDD were 20 and 40 cm, respectively. According to these parameters, the magnification was 2, permitting the system resolution to be 50 lm. Under this setting, the parameters SRD and SDD were 4000 and 8000 pixels, respectively. The geometric parameters for the noise-free simulation are in the first row of Table I . The analytic method assumed the parameter / to be zero, and in the first noisefree simulation, we also set this parameter to zero. In the second simulation with noise, the three tilting angles were set to large values. This helped validate the robustness of the proposed method. Because the proposed method is an iterative algorithm, the effects of the initial parameter values on the outcome should be taken into account. To demonstrate that our method would not be limited to special initializations, the initial values in the experiment (third row in Table I ) were randomly set far from the true values. To accelerate the convergence rate of the SIMPSA algorithm, the variables were constrained to certain ranges. The ranges for the six geometric parameters were set as large as reasonably possible, as shown in the fourth row in Table I . In total, 360 projections were collected over 360 with equiangular spacing of 1 . The locations of the two ball bearings were randomly chosen at (25, 25, 25) and (À15, À15, À15) in millimeters.
In the simplest simulation, that is, noise-free and no detector tilt angle (/ = 0), both the analytic and proposed methods obtained perfect calibration for six of the seven desired parameters (values shown in the first line of Table I ). Besides, the proposed method can also obtain an accurate value of the tilt angle /, whereas the analytic method cannot calculate this parameter. Before the parameter SRD was calculated, the spatial positions of the two ball bearings were obtained as (500, 500, 500) and (À300, À300, À300) in pixels, respectively. As the distance between them was known to be 69.282 mm, the resolution and the magnification of the simulated system were obtained as 50 lm and 2 respectively, and hence the SRD (4000 pixels) was half of the SDD (8000 pixels). Figure 5 is the convergence curve for our method. Despite the initial values (the third row Table I ) being set far from the truth, the value of the cost function converged to its global minimum accurately.
In the second simulation, the mechanical jitter, imprecise rotation, and geometric distortion of the ball bearings were all taken into consideration. Different from the ideal ballbearings of infinitesimal size, the ball bearings used were of 800 lm diameter. One projection of the ball bearing is shown in Fig. 6(a) . The centroid of the ball bearing can be obtained by thresholding. Gaussian noises with different standard deviations (sigma = 50%, 100% and 200% of the pixel size) were added to these centroids to simulate the mechanical jitter and imprecise rotation of the CBCT system. Each of the three simulations was composed of 10 projection datasets, generated by randomly adding Gaussian noise with the corresponding standard deviation. Figure 6 (b) shows a projection trace from one projection set with added Gaussian noise (sigma = 200%). The noise had a negative impact on the trace quality, making it rough and jagged. The effect of this noise on the calibration was especially apparent when the ellipse is more elongated (i.e., when the ball bearing was closer to the midplane). For brevity's sake, only the comparison Table II , it is seen that RE p for all the parameters are less than 13%, and RD p for all the parameters are less than 33%. That means that the proposed method makes an effective improvement on the calibration accuracy and robustness against noise compared to the competing method. In particular, it is shown that the parameter g, which has a more significant impact on the image reconstruction, 16, 17 is one of the most improved(RE g ¼ 3%; RD g ¼ 14%) in terms of RE and RD, guaranteeing an optimal choice for the geometric parameters when noise is involved. In addition to the accuracy improvement, the proposed method can obtain the tilt angle / which the competing method assumes to be zero. In our simulation, this parameter was set to À4.0 which is large, and resulted in the deviation of the mean value of g when using the competing analytic method. Figure 7 shows the convergence curve of the proposed method under noisy conditions (sigma = 200%). The SIMPSA method was performed twice, and the outcome of the first run was used as the initial value of the second. Because the outcome of the first performance is close to the true value, the second run will make the final calibration results even closer to the true values, and that is why there is a peak in the middle of the convergence curve.
3.B. Micro-CT study
An in-house micro-CT scanner was used to test the performance of the proposed method. For comparison, the competing analytic calibration method was again selected. The micro-CT system was a gantry-rotated system with a heavy, micro-focal x-ray tube (focal spot of 5 lm) and a 15 cm 9 12 cm flat panel detector with 75 lm pitch size mounted on opposite sides of the gantry. The source's cone angle was about 21 . The scanning protocol was as follows: 2 9 2 pixel binning for projection images of 972 9 768 pixels per frame; the operating voltage was 60 kVp; the operating current was 130 lA and the detector frame rate was 20 fps. The phantom was made of plastic foam which contained an iron sphere with 500 lm diameter as shown in Fig. 8(a) . Both the proposed method and the competing method processed the same datasets. The competing analytic method requires two ball bearings to be put on the opposite sides of the midplane. On the contrary, the proposed method has no limitations with respect to the locations of the ball bearings. In the first three (of six) datasets, the ball bearings were placed above the midplane, and in the other three sets, the ball bearings were placed below the midplane. Each dataset was composed of 360 projections equally distributed over a 360-degree range. By thresholding, six sets of projected points were extracted, with their traces shown in Fig. 8(b) . Then, nine calibration experiments were performed using both the proposed method and the competing method.
The initial values for u c and v c were set to pixel 100 and 150, respectively, with their ranges constrained between pixels 0 and 2048. Each of the angle parameters (g, /, h) had an initial condition of 0 , and were constrained to a range of À5 to 5 . The SDD parameter had an initial condition of 1000 pixels, with a range between 500 and 10,000 pixels. The ranges were set large enough to cover possible misalignments. The initial values were randomly selected (as shown in the simulations, the initial values have little effect on the proposed method's final results). The detailed calibration results of the nine experiments by both methods are in Appendix C. In order to make the competing method perform as well as possible, three experiments unfavorable to the competing method were removed manually (refer to the detailed explanation in Appendix C). Nevertheless, in the experimental validation for the proposed method, no experiment was removed. Therefore, the mean values and standard deviations shown in Table III for the competing method are based on six experiments, and the results for our method are from all the nine experiments. Since there are no ground truth values for the geometric parameters, RD was the only metric to evaluate the calibration performance. From the top two rows in Table III , it can be observed that the differences between the corresponding mean values of the two methods are small which demonstrates that both methods have similar calibration performance. From the third row in Table III , RD p values for all the parameters except RD v c and RD SDD are smaller than 1, which means the proposed method has better accuracy, which is consistent with the numeric simulation. Using the mean values in the top two rows of Table III as the estimated geometric parameters, a set of projection data of a euthanized mouse were reconstructed. Six of these image slices are shown in Fig. 9 . The three images in the top row were reconstructed using the parameters from the competing method, and images in the bottom row were reconstructed based on the parameters from the proposed method. The mean value of the parameter v c in the first row of Table III is about 3 pixels larger than its counterpart in the second row. Therefore, for better slice-to-slice comparison, the two images in the left column are from the 297th and 300th slices above their respective midplanes. The images in the middle column are from the third slice below the midplane and the slice on the midplane, respectively. Finally, the ones in the right column are from the 303rd and 300th slices below their respective midplanes. The reconstructed images using both methods are similar in quality, which means that both methods validate each other. However, checking the details of these three columns of images, there are some minor differences, for example, the areas marked with red squares in Figs. 9(c) and 9(g). The corresponding magnified images are shown in Figs. 9(d) and 9(h). The streaks near the bright spot in Fig. 9(d) are artefacts due to the small geometric misalignment calculated using the competing method. Therefore, the projection points with strong streaks were not back-projected quite correctly. These artefacts are not seen in the reconstructed images obtained using the proposed method [ Fig. 9(h) ]. This demonstrates that the proposed method has a little better accuracy compared to the competing method. When collecting the projection data of traces 1 and 6, the shifting distance of the ball bearing was measured roughly to be 3 cm. The M values corresponding to the ball bearings associated with traces 1 and 6, respectively, were obtained as (À255.2, À99.8, À288.8) and (À240.1, 41.3, 293.5), and hence the distance between them was about 600 pixels. The final parameter SRD can be obtained as 633 pixels through Eqs. (10) to (12) , and therefore the magnification was about 3 which is close to the direct measurement.
3.C. High-resolution CT study
High-resolution CT is a cutting-edge cone beam CT system whose resolution reaches submicron or even tens of nanometers. [28] [29] [30] A high-resolution CT system is different from traditional micro-CT, since it contains some additional components: x-ray scintillator, optical lens, and visible light charge-coupled device (CCD) with high-quantum efficiency. The optical lens magnifies an image generated by the scintillator and greatly improves the system resolution to a submicron level. Usually, if a CT system has higher resolution, the system will be more sensitive to mechanical jitter and noise, and it needs more precise geometry calibration.
In the experiment, an optical lens with 89 magnification was used, and the active area of the CCD was 27:6 Â 27:6 mm 2 , composed of 2048 9 2048 pixels, making the pixels size 13:5 Â 13:5 lm 2 . Hence, the field of view (FOV) is about 3.45 mm in diameter allowing the system resolution to be about 1.7 lm. The operating voltage and current of the x-ray tube were 40 kVp and 200 lA, respectively. A phantom was made of one iron sphere with a diameter 100 lm . Similar to the experiments performed on the micro-CT system, eight sets of projection data containing the ball bearing were collected. Four sets of projection traces were above the midplane, and the other four below the midplane. Based on these eight sets of projection data, the competing method and our proposed method were employed to obtain 16 sets of calibration results. The ranges of the geometric parameters were set to be larger than those for micro-CT calibration to avoid miscalibrations from the small FOV of the detector which is too small to be visually aligned. The initial values for u c and v c were set to pixel 100 and 150, respectively, with their ranges constrained between pixels 0 and 2048. Each of the angle parameters (g, /, h) had an initial condition of 0 , and were constrained to a range of À10 to 10 . The SDD parameter had an initial condition of 10,000 pixels, with a range between 5000 and 30,000 pixels.
Because the system is more sensitive to noise, half of the 16 experiments by the competing methods performed poorly (refer to the detailed calibration results in Appendix D). These eight experiments were excluded to favor the competing method. The mean values and the standard deviations from these eight experiments are in the first row of Table IV. All 16 experiments by our proposed method were included, and the corresponding results are in the second row of Table IV . Similarly, the metric RD was used to evaluate the calibration performance, which is shown in the third row of Table IV . By comparing the top two rows in Table IV , it can be found that differences between the corresponding mean values of the two methods are much larger than the differences in the micro-CT comparison experiment. Again, by evaluating the metric RD p , it is clear that RD p for most of the parameters are less than 1/3, further supporting the claim that the proposed method is more stable and more robust. The mean values in the first two rows of Table IV were used to calibrate a set of projection data of a bamboo fiber with a diameter 1.5 mm. After the projections were calibrated, three cross sections at different levels were reconstructed. The top three images in Fig. 10 are the reconstructed images of the bamboo fiber based on the geometric parameters obtained from the competing method, and the bottom three images are reconstructed based on the geometric parameters from our method. The images in the left column are from the 900th slice below the midplane, the ones in the middle column are on the midplane, and those in the right column are from the 500th slice above the midplane. It is clear that the top three images are blurry, and the bottom three images have better image quality. SRD has not been calculated for this set of experiments because the shifting of the ball bearing in the experiment was manually operated, and it was not easy to measure the translation distance. If desired, however, SRD can be obtained using the same process as used for the micro-CT calibration.
DISCUSSIONS
In this work, we have proposed a novel calibration method incorporating nonlinear optimization aided by a simple phantom. Our optimization method requires neither precise positional information of the point markers nor exact knowledge of their spatial arrangement. Our proposed method is applicable to high-resolution CT in which the fabrication of a sophisticated phantom is challenging. Optimization methods are robust because they obtain an optimal solution to the cost function suppressing noise in data. A limitation with many previously published nonlinear optimization-based calibration methods is that they may be In order to validate the calibration performance, a representative popular analytic method based on the same type of phantom was selected as the benchmark. In the noise-free simulation, both methods achieved a nearly perfect performance. When major noise and large tilt angle were involved in the simulation, the proposed method outperformed the competing method in terms of quantitative evaluation metrics RE and RD. The comparison on the micro-CT platform showed that the mean values from both methods were similar, and the respective reconstructed images were comparable. However, in the case of high-resolution CT, the differences in terms of the mean values between the competing method and the proposed method were larger than those in the micro-CT case. Based on these two sets of mean values, the reconstructed images were distinctively different, with those based on the proposed method having better image quality. From the simulations and experiments, it is clear that when the noise is relatively small, both methods are comparable, but with strong noise the proposed method demonstrates a better performance compared to the competing method.
The increased accuracy of our method may be due to the following two reasons. First, the back-projection procedure for the bearing-based calibration is the same as that for image reconstruction; thus the convergence of the back-projection lines is fundamentally correlated to the quality of the reconstructed image. Therefore, obtaining the globally optimal convergence can lead to an optimal image quality even from noisy data. On the other hand, the competing method is derived from an ideal geometric model without taking the noise into account. Second, in contrast to the sequential solution procedure used in the competing method, which transfers any parametric errors to the subsequent solutions, our proposed method simultaneously optimizes all the geometric parameters. Hence, our method does not suffer from error propagation, and more important parameters will be given more weight during the minimization of the cost function.
One limitation of the proposed method is that it assumes that the acquisition geometry is reproducible (i.e., the unknown imaging parameters do not change over a long period). Also, since the simple phantom does not contain enough inherent information our method does not apply to irregular geometries. At present, our method has been successfully applied to the common CBCT scanners with a circular trajectory. In principle, the method can be extended to other wellknown reproducible imaging geometries such as saddle curve and helical geometries. 
CONCLUSION
In conclusion, our proposed method is novel and accurate, incorporating a simple phantom and an advanced optimization procedure. It can be applied to common CBCT scanners with a circular geometry. As compared to the benchmark method, our method has demonstrated a comparable or better performance in terms of geometric accuracy and robustness against noise, especially for high-resolution CT imaging. Moreover, since the core concept is to back project all the projection data of a point object onto a single point, independent of the involved scanning trajectory, the proposed method has the potential to be extended to other reproducible imaging geometries such as saddle curve and helical scanning geometries. 
APPENDIX A DERIVATION OF THE OBJECTIVE FUNCTION IN TERMS OF GEOMETRIC PARAMETERS
Let the coordinates of points A k;i and A k;j which lies on lines O i Q k;i and O j Q k;j be ðx k;i ; y k;i ; z k;i Þ and ðx k;j ; y k;j ; z k;j Þ, respectively, and let the vector A k;i A k;j be perpendicular to both lines. The following equations hold
where vectors ða k;i ; b k;i ; c k;i Þ T and ða k;j ; b k;j ; c k;j Þ T are the normalized direction vectors of line O i Q k;i and O j Q k;j , and parameters m k;i and m k;j are the parametric variables of the respective line equations. By solving the system of equations (A1), we obtain the expressions of m k;i and m k;j as follows: 
Since M k;i;j can be represented with variables O i ; O j ; Q k;i ; Q k;j , and these variables depend on the parameters SDD; h; /; g; u c ; v c as shown in Eqs. (5) and (6), the cost function can be transformed to 
APPENDIX C DETAILED CALIBRATION RESULTS FROM THE NINE EXPERIMENTS WITH MICRO-CT
The nine groups of calibrated results using the analytic method and our optimization-based method were calculated from the same trace pairs as shown in Tables AIII and AIV, respectively. In Table AIII , the rows marked in bold demonstrate how Trace 4 negatively affects the calibration results obtained using the competing method. That is because when the ball bearing approaches the midplane, the projection trajectory gradually reduces to a line instead of an ellipse. Thus, during the ellipse fitting operation, the analytic method will become more sensitive to noise and produce large deviations from the correct parameters. In Table AIV , it is observed that the results obtained from all the trace pairs are very similar, and the standard deviations are very small, especially for the most important parameters u c and g. To make the analytic method more competitive, three groups of experiments in which Trace 4 got involved were removed during the calculation of the final mean values. In the absence of Trace 4, the mean values (Table AIII) obtained using the competing The bold values represent the trace pairs which produce large calibration deviations from the true values due to proximity of traces 3 and 4 to the midplane. method are close to the mean values (Table AIV) using our proposed method.
APPENDIX D DETAILED CALIBRATION RESULTS WITH HIGH-RESOLUTION CT
The 16 sets of calibration results obtained using the analytic method and our optimization-based method are listed in Tables AV and AVI, respectively. Because the FOV of highresolution CT is small, no matter where the ball bearing is placed, the projection traces become very flat due to the bearings' closeness to the midplane (see Fig. A1 ). Besides, a system with such a high resolution is much more sensitive to all kinds of mechanical jitter and noise. These two factors make the ellipse fitting process rather unstable and generate calibration results with large fluctuation. It is seen in Table AV that the eight sets of experiment results marked in bold came with larger fluctuation. In order to make the competing analytic method perform more reasonably, these eight sets of results were excluded from the final statistical evaluation of the competing method. On the other hand, Table AVI shows the calibration results obtained using our proposed method.
All the results are stable and consistent, including in the challenging cases that were excluded to favor the competing method.
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