Abstract.
Introduction
Let Í2 c S be a connected submanifold of the unit sphere SN~ ' in R with boundary d£l c S and having positive N -2 dimensional measure. The boundary is assumed to be smooth enough to permit integration by parts.
By a cone in R with cross section Q with vertex at the origin, we mean the set D = {(r,B) | r > 0, 0 G Q}, where r = \x\, x G RN . The boundary of D is dD = {(r,6) \ r = 0 or 6 edCl} Throughout the remainder of this paper we shall let a>x denote the smallest Dirichlet eigenvalue for the Laplace-Beltrami operator, namely Aeip + coxy/ = 0 on Q, y/ = 0 on d£l.
It is known that we may take ip > 0 on Q. We shall assume y is normalized so that ( ¥(B)dS9 = \.
Jo.
When N = 2, Sl=(0,yn), 0 < y < 2 and cox=y~2 while \p = (2y)~x sin(6/y).
We wish to consider the long-time behavior of nonnegative solutions of A quasiregular solution is called almost regular if there is a sequence {rn}f=x , rn -► 0, such that Urn Í [r"-1|M,(r",0,O| + rf-2\u(rn,6 ,t)\]dSe = 0.
It is well known [8] that for uQ large in the sense that -^¡^dx>\jD\VuQUx then weak solutions of ( 1.1 ) which are (with their gradients) square integrable cannot be global.
Our purpose here, however, is to study (1.1) for "small" initial data. The plan of the paper is as follows: In §2 we establish various blowup theorems for small nontrivial initial values. For our major results in this section, we must modify an old argument of Kaplan [6] for bounded domains since A has no eigenvalue in the cone. In §3, we demonstrate the existence of singular stationary solutions for "large p," while in §4 we show that for "small p > 1 " no regular stationary solutions exist. In §5, we establish the nonexistence of envelopes of regular stationary solutions. In the next section we show that for certain p no stationary solutions can exist under any singular stationary solutions. In §7, we demonstrate the existence of global regular solutions of ( 1.1 ) which are initially smaller than a singular stationary solution. Finally, in § §8, 9 we discuss related results for (1.1) in domains exterior to a bounded region and for a generalization of (1.1). In §8, we show that if D is the exterior of a bounded region, then there are no positive global solutions of ( 1.1 ) if I < p < I + 2/N, while if p > I + 2/N there are such solutions. (This is the classical result of Fujita [2] when D = R A)
Throughout this paper, when we demonstrate global nonexistence, we shall show that integrals of the form Let
Jd Because of our notion of a regular solution, we may integrate by parts. We obtain
Jd Jd since N > 1 and A(e~kr) = (k2 -(N -l)k/r)e~kr. We note that since u > 0, we also have (on £2 ) ÍAeu=í p-<0.
Thus F'(t) <(k2 + Mip'U)F(t) and thus
Therefore F cannot be unbounded on [0, T) for T < oo .
Throughout this paper, we shall let y± denote the positive and negative roots of y(y + N-2) = col, i.e., y± = -i(/V -2) ± ^oex + \(N-2)2.
NONEXISTENCE RESULTS FOR p > 1
We begin with simple lemma. Lemma 2.1. Let m, k, X, co be real constants with k + X > 0. Let tp(r) = rme~ r. If one of the conditions Proof. Direct calculation shows that (2.1) is equivalent to the inequality
Condition (A) is the statement that the quadratic has no real roots, while condition (B) says that if it does, the larger root is not positive. We shall need the following simple lemma, which we can trace back to Kaplan [6] , who used it to prove global nonexistence. Lemma 2.2. Let G(t) be a nonnegative C function defined on [0, T) which satisfies (2.3) G'(t) > (G(t))p -XG(t) for some XeR. then no almost regular solution of (I.I) with nontrivial, nonnegative initial data can exist for all time.
Proof. We must modify Kaplan's method [6] because the Laplacian with Dirichlet boundary conditions has no eigenvalues in cones. Let u be any quasiregular solution of (1.1) and define u(r,t):= y/(6)u(r,6,t)dSe and uQ(r) = u(r,0).
Ja
If we multiply ( 1.1 ) by \p and integrate over Q we find, using Jensen's inequality, In view of condition (2.5), the interval
is a nonempty subset of (0, oo). Hence it is possible to find m such that
Once m is fixed, choose ß such that (2.10) holds. By replacing C by its actual value, (2.9) becomes and for some t e (0, x(X ; C7(0))), where x(X ; 6?(0)) has been defined in Lemma 2.2.
If p > 1 does not satisfy (2.5) we can still find m and ß satisfying the lefthand side of (2.11) and (2.10), respectively. In this case 2/(p -1) -m -N < 0 and we cannot always determine k such that (2.9) holds.
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use . In this case the condition for p is 1 < p < 1 +2/(N + k), in accordance with Meier's result [9] . Meier also proved that for p > I + 2/(N + k) both global and nonglobal solutions are possible, a result we also extend here ( § §2, 7). When (2.5) fails, i.e., when p exceeds the extreme right member of (2.5), then global solutions may or may not exist. However, when they do, they are not very regular near the vertex of the cone. If a global quasiregular solution exists condition (2.8) cannot hold; otherwise the solution could not be global Remark 2.5. For N = 2, the condition of Theorem 2.6 becomes 1 < y < 2, which means that the sector has a reentrant corner. By Fujita's result, global solutions exist for p > 2. Consequently, these must be irregular at the corner. The same remark applies when p > I + 2/N and Q contains the half-sphere {x:xx >0,|x| = l}.
A second global nonexistence theorem may be obtained following the general arguments of Meier [9] , which we sketch here.
Let z(t ,zQ) ; solve (2.13) z = zp, z(0,z0) = z0.
Let <5>0, X,m,k > 0 and define (2.14) w(r,e,t) = ôe~X'tp(r)ip (6) (F-2) J7° V/f(a) da < oo for all s>0; (F-3) / is convex. Consider the initial value problem ( 1.1 ) with u" replaced by f(u). Asimple scaling argument shows that we may take a = 1. the same arguments as in §2.1 provide nonexistence results for global solutions.
Indeed, multiplying the differential equation by \p and using Jensen's inequality, we see that with u(r,t) := / \pudse Ja.
we obtain
Note that this is a simple extension of (2.6). If u is regular solution, then we deduce, as in the proof of Theorem 2.3, that the corresponding function G(t) satisfies with up replaced by f(u).
Proof. Obviously it suffices to prove the theorem for small initial values. By (F-l) we have sx~(X/afl(p~X) asA^O.
Therefore there exists a constant X0 > 0 such that (2.19) sx < (2X/af/{p~l) forO<A<V
We can now proceed exactly as in the proof of Theorem 2.3.
First fix me I. Then determine kQ > 0 such that (7(0) > (2ßk2)/af,{p~l] for all 0 < k < kQ.
By (2.19) we have
If X > ßk'2, then (7(0) > sÁ .
The first assertion is now obvious. The remainder of the proof is a repetition of the proof of Theorem 2.5 and is omitted. Remark 2.6. The results hold for every nonlinearity f(s) > f(s), where / is as above. This follows immediately from the standard comparison principle for the corresponding solutions w and u, i.e., u(x, t) > u(x, t). 
is a solution of the stationary problem for (1.1) except at r = 0. In higher dimensions, such singular solutions will exist under circumstances analogous to the condition p > I +2y .
We consider (3.1) Au + u" = 0 inD, « = 0 in dD, and we look for a solution of the type
we find with this choice that rq-2Aea + q(N + q-2)r"-2a + S'a" = 0.
Setting q = -2/(p -1), the equations for a become 
provided ß ^ 1 and p < r2 < rx.
We are now in a position to prove some lemmas. We thus obtain the following nonexistence result. See [22] .)
On ENVELOPES
We turn again to (4.1). Suppose w > 0 is a regular stationary solution of (4.1). Then it is easy to verify that .. ,dN_x),e2, ... ,0N_X) = 0 on this set. If d&/dp / 0 at some point of this neighborhood, we may again apply the implicit function theorem to find p as a C1 function of 0 on some Q0 c £2 and apply and the lemma again. If dO/dp = 0 then G(p,e(e2,...,eN_x),e2,...,eN_x) = o for 6i = 6¡0 and all p in some small open neighborhood of p0 = p(00). However, by construction, G cannot vanish for a < p < pQ and 0 = 0O . This is the desired contradiction. In order to show that 77 ~ ( T) = 0, we let \AG\<A\G\ + B\VG\, an inequality considered by Caffarelli and Friedman [1] . From this article we conclude that 77 ~ (T) = 0 unless G = 0 on [a,b] x Q0. In the latter case, it follows that w = r~ '^~ F(6) on this set, where F solves (3.3), and consequently (by unique continuation again) w = r~ ' F(6) on (0,oo)xQ0 and hence is singular. Thus, the theorem is established. D Remark 5.1. The unique continuation results of [21, 23] can also be applied here.
NONEXISTENCE OF STATIONARY SOLUTIONS UNDER SINGULAR SOLUTIONS
Let p > 1 -2/y_ . Then there exist singular stationary solutions us = r~ ct(6) as constructed in §3. In this section we show that regular positive stationary solution w , when they exist, cannot satisfy w < us for some us, provided p is not too large. an obvious contradiction. Thus lr and hence G must change sign.
Remark 6.1. Since for N > 3
we have not eliminated the possibility of stationary solutions under singular solutions for all p for which singular solutions exist.
Global existence
Suppose that (yV+1)/(/V-3), iV>3, (7.1) l-2/y_<p<t oo, N = 2,3.
Then singular stationary solutions exist. Let us be one such of the form r2/{p~i}a(e). We show that if (7. 2) 0 < u0 < min{r£, us}
for some e > 0, then u(x,t;u0) is global. If in D -DA . Then u is a supersolution in the weak sense. Therefore, by standard arguments, the solution of ( 1.1 ), u(x, t, ü), with u0 = u(x, 0 ; u) = ü exists globally.
Lemma 7.1. u(x,t,U) is decreasing in t.
Proof. This follows from a result of [13] . D Lemma 7.2. Proof. See Sattinger [12] . D Lemma 7.3. If (7.3) holds, then w(x) = 0.
This follows from the preceding section.
Theorem 7.4. If (7.1) holds and u0 satisfies (7.2), then u(x,t;uQ) < u(x ,t,u) and (by standard arguments) is global. If (7.2) and (7.3) hold, then (7.4) holds also.
Remark 7.5. If we combine our result with that of Fujita, we see that if p >min(l +2/iV,l -2/y_), global solutions of ( 1.1 ) exist for certain nontrivial initial values.
Blowup in exterior domains
In this section we indicate how some of the arguments in §2 carry over to other unbounded regions, specifically regions exterior to bounded regions. so that we recover Theorem A.l of [14] .
Notes added later 1. Recently, using comparison arguments of Meier [10] but avoiding the use of the Green's function, Levine and Meier [16] proved for (9.1) and hence for (1.1) when er = 0 that there are nontrivial nonnegative almost regular solutions of (9.1) if er >0 and p>l + (2 + o)/(2-y_).
Thus when o > 0, p(a) = 1 + (2 + er)/(2 -y_) is the cutoff point between the blowup case and the global existence case (for small data). They did not prove that p(o) belongs to the blowup case.
2. At about the time this paper was accepted for publication, one of us (Bandle) learned of some related work of Kavian [ 17] and others [18, 19] . There results were obtained quite independently from ours and the proofs are much different. They are carried out in the context of L theory.
At the risk of doing an injustice to these workers, let us briefly describe their results. Let *(v) = exp(iM2), yeD.
They introduce the Hubert spaces They rely on potential well arguments of Payne and Sattinger [20] for the global existence and on the concavity arguments of [8] as modified by Payne and Sattinger [20] for the global nonexistence. The Hubert space approach necessitates the additional restriction that p<(N + 2)/(N-2), which neither we nor Levine and Meier require. On the other hand, they prove that 1 + l/Xx does belong to the blowup case. For cones, an elementary argument show that r\x = \{2-y_)={2(N + y+).
They do not consider the case of global existence when p > (N + 2)/(N -2) nor do they consider the case of (9.1).
It should also be noted that the authors of [17] [18] [19] However, the decay result (d), which overlaps ours, contains more information as the decay rate is precisely specified. Meier and Levine obtain a somewhat better decay rate for the L°° norm under certain conditions. They show that limsup(/ + i0)(1/2)(A'+5'+)||M(OIL<t ->+oo for solutions which initially lie under the supersolutions they construct, for all p > I +2/(N + y+). This is clearly a better estimate of the rate of decay than (d) for the L°° norm.
It would be of interest to know if the result of (d) is optimal. That is, is it true that there are solutions which decay exactly like t~l'^~1' t that is, that lin,l/^-'VWILt-»+oo Lexists and is nonzero?
