Abstract. The Hadamard walk is a typical model of the discrete-time quantum walk. We investigate sojourn times of the Hadamard walk on a line by a path counting method.
Introduction
Classical random walks are very useful tools for various fields. Their interesting properties have been extensively studied. In particular, some results on sojourn times of the discretetime random walk in one dimension are counter-intuitive. For instance, the following two examples are well known, see [1] . Let c (2n) (2k) denote the probability that in the time interval from 0 to 2n the walker starting from the origin spends 2k (0 ≤ k ≤ n) time units on the positive side. Then the probability distribution {c (2n) (2k) : k = 0, 1, . . . , n} is governed by the discrete arc sine law (see Section 3 below). One feels intuitively that c (2n) (2k) might have the greatest value at the central term, that is, k = n/2 for n = 0 (mod 2), or k = (n − 1)/2 and = (n + 1)/2 for n = 1 (mod 2). However the opposite is true, i.e., c (2n) (2k) has the greatest value at k = 0 and k = n. Moreoverc (2n) (2k) denotes the probability that in the time interval from 0 to 2n the walker starting from the origin and returning to this point spends 2k (0 ≤ k ≤ n) time units on the positive side. Contrary to intuition, the probability distribution {c (2n) (2k) : k = 0, 1, . . . , n} is independent of k, that is,c (2n) (2k) = 1/(n + 1) (k = 0, 1, . . . , n), see Section 3 below. The quantum walk (QW) is a quantum analog of the classical random walk. The corresponding results on sojourn times of the one-dimensional discrete-time QW are not known. So we give the quantum counterparts by a path counting approach. Reviews and a book on QWs are Kempe [3] , Kendon [4] , Venegas-Andraca [8] , Konno [6] .
The rest of the paper is organized as follows. Section 2 gives the definition of our model. In Sect. 3, we present our main results (Theorems 3.1 and 3.2) of this paper. Section 4 is devoted to the proof of Theorem 3.1. In Sect. 5, we prove Theorem 3.2.
Definition of the walk
In this section, we give the definition of the two-state QW on Z considered here, where Z is the set of integers. The discrete-time QW is a quantum version of the classical random walk with an additional degree of freedom called chirality. The chirality takes values left and right, and it means the direction of the motion of the walker. At each time step, if the walker has the left chirality, it moves one step to the left, and if it has the right chirality, it moves one step to the right. In this paper, we put
where L and R refer to the left and right chirality state, respectively. For the general setting, the time evolution of the walk is determined by a 2 × 2 unitary matrix, U, where
with a, b, c, d ∈ C and C is the set of complex numbers. The matrix U rotates the chirality before the displacement, which defines the dynamics of the walk. To describe the evolution of our model, we divide U into two matrices:
with U = P + Q. The important point is that P (resp. Q) represents that the walker moves to the left (resp. right) at position x at each time step. The Hadamard walk is determined by the Hadamard gate U = H:
The walk is intensively investigated in the study of the QW.
In the present paper, we focus on the Hadamard walk and take
as the initial qubit state, where T is the transpose operator. Then the probability distribution of the Hadamard walk starting from ϕ * at the origin is symmetric.
Let Ξ n (l, m) denote the sum of all paths starting from the origin in the trajectory consisting of l steps left and m steps right at time n with n = l + m. For example,
The probability that our quantum walker is in position x at time n starting from the origin with
where n = l + m and x = −l + m. Let Ψ x→y n (k) denote the sum of all paths that the quantum walker, which starts at position x and reaches position y at time n, spends exactly k intervals of time to the right of the origin.
Let Ψ x n (k) be the sum of all paths that the quantum walker starting from x spends exactly k intervals of time, up to time n to the right of the origin, i.e., Ψ
where O is the 2 × 2 zero matrix. Let Γ n (k) be the sum of all paths that the quantum walker starting from the origin and returning to this point spends exactly k intervals of time, up to time n to the right of the origin, i.e., Γ n (k) = Ψ 0→0 n (k). For example,
The next section will give the generating functions of Ψ x n (k) and Γ n (k).
Our results
In this section, we first present the generating function of Ψ x n (k) for the Hadamard walk. To do so, we introduce R and S as follows:
We should note that
Then P, Q, R and S form an orthonormal basis of the vector space of complex 2 × 2 matrices with respect to the trace inner product A|B = tr(A * B), where * means the adjoint operator. Thus we have the following expression:
For u ∈ {p, q, r, s}, we introduce the generating functioñ
Moreover, for u ∈ {p, q, r, s}, we let
Remark that for u ∈ {p, q, r, s}, we seē
Then we obtain Theorem 3.1
where
The proof is given in Section 4. From this theorem,
For example, we can confirm that the above expression holds for 2n = 4 by using a direct computation as follows:
Moreover we see that
The measure that the quantum walker starting from x spends exactly k intervals of time, up to time n to the right of the origin is defined by
where A x n is the sojourn time. Noting the initial qubit state
By using this, in 2n = 4 case we get
So after the normalization, we have the corresponding probability measure as follows: We should remark that (1) can be extended for general initial qubit state ϕ * = T [α, β] with |α| 2 + |β| 2 = 1 as follows:
On the other hand, it is known that a necessary and sufficient condition of initial qubit state for the symmetry of distribution of the Hadamard walk is |α| = |β| = 1/ √ 2 and αβ + αβ = 0 (see Theorem 6 in [5] ). Thus, for this symmetric Hadamard walk, we see that (2) becomes (1).
Let c (n) (k) denote the probability that in the time interval from 0 to n the quantum walker starting from the origin spends k time units on the positive side and n − k time units on the negative side and m (n) be the probability measure, i.e.,
where δ k is the Dirac measure at k. Therefore Theorem 3.1 yields On the other hand, in the classical counterpart, it is well known (see Chapter III in Feller [1] ) that the measure is
It is called the discrete arc sine distribution. For example, Moreover we should remark that the generating function of the classical random walk S 0 2n
starting from the origin at time 2n is given by
See Fujita and Yor [2] for its related results. As in the previous case, we next consider the following generating function of Γ 2n (2k) for the Hadamard walk:Γ
Then we have
, For example, we can confirm that the above expression holds for 2n = 2, 4 by using a direct computation in the following way:
The measure that the quantum walker starting from the origin and returning to this point spends exactly k intervals of time, up to time n to the right of the origin is defined by
where B n denotes the sojourn time. Let Γ After the normalization, the corresponding probability measure becomes
We note that (3) can be extended for general initial qubit state ϕ * = T [α, β] with |α| 2 + |β| 2 = 1 as follows:
On the other hand, a necessary and sufficient condition for initial qubit state of symmetric Hadamard walk is |α| = |β| = 1/ √ 2 and αβ + αβ = 0 (see Theorem 6 in [5] ). So, in the symmetric walk, we observe that (4) is reduced to (3) .
Let µ (n) denote the probability measure at time n. Therefore we have In particular, we consider 4n case. Then we see
where 
That is, for the 4n case, the measure becomes the uniform distribution on the region {2, 4, . . . , 4n − 2}. On the other hand, in the classical counterpart, it is known that the measure is the uniform distribution for any n ≥ 1, i.e.,
The result is called the equidistribution theorem (see Chapter III in Feller [1] ).
Proof of Theorem 3.1
In this section, we prove Theorem 3.1 by using a path counting approach. LetΨ
For example, we consider k = 2 case. For x ≥ 3, the definition gives
For other k cases, we can computeΨ x (k; z) in a similar fashion. Put a x,k =Ψ x (k; z). So we have the following table:
za −2,0 P + za 0,0 Q + zU za −2,1 P + za 0,1 Q za −2,2 P + za 0,1 Q za −2,3 P + za 0,3 Q -2 za −3,0 P + za −1,0 Q + zU za −3,1 P + za −1,1 Q za −3,2 P + za −1,1 Q za −3,3 P + za −1,3 Q -3 za −4,0 P + za −2,0 Q + zU za −4,1 P + za −2,1 Q za −4,2 P + za −2,1 Q za −4,3 P + za −4,3 Q -4 za −5,0 P + za −3,0 Q + zU za −5,1 P + za −3,1 Q za −5,2 P + za −3,1 Q za −5,3 P + za −3,3 Q For example, a 0,0 = za −1,0 P + zP, a −1,0 = za −2,0 P + za 0,0 Q + zU. We should remark that Ψ
Then for u ∈ {p, q, r, s}, we put
First we consider x = 0 case. From the above table, we see a 0,0 = za −1,0 P + zP . Sõ
The third equality comes from the following algebra: P Q R S P aP bR aR bP Q cS dQ cQ dS R cP dR cR dP S aS bQ aQ bS where P Q = bR, for example. Thus
In a similar way, we obtain
For u ∈ {p, q, r, s}, we put
Then we can computeq 0 (z, t),r 0 (z, t) ands 0 (z, t) also. Furthermore we get the corresponding equations for |x| ≥ 1 cases in a similar way, so we omit the details. Therefore we obtain Let φ(z) = (−△)z 2 + (a + d)z − 1 and
Moreover we put λ 1 = λ − (zt) with |λ 1 | < 1 and λ 2 = λ + (z) with |λ 2 | > 1. Then we have Lemma 4.4p
Combining Lemma 4.2 (ii) with Lemma 4.4 yields
From these, we have
By Lemma 4.4, 
2 . Therefore we havep 0 (z, t) andr 0 (z, t). In a similar way, we getq 0 (z, t) ands 0 (z, t). The explicit expressions of p 0 (z, t),q 0 (z, t),r 0 (z, t), ands 0 (z, t) are complicated, so we omit them. By using the relation u 0 (z, t) =ũ 0 (z, t) +ũ 0 (−z, t) +ũ 0 (z, −t) +ũ 0 (−z, −t) for u ∈ {p, q, r, s}, we have the desired conclusion. 
The proof is essentially the same as that of Proposition 3.1 in [7] , so we omit it. We put Γ(z, t) = ∞ n=1 n k=0 Γ 2n (2k)t 2k z 2n .
By using Lemma 5.1, we haveΓ 2n (t) = Γ 2n (t) + I X,
where I is the 2 × 2 identity matrix and
Then (7) yieldsΓ 2n (z, t) = X(I − X) −1 .
From (6) and (8), we obtain 
Therefore combining (9) with (10) gives the desired conclusion.
