ABSTRACT. Let X be a complete simplicial toric variety over a finite field. For any matrix Q with integer entries, we are interested in evaluation codes on the subset YQ of X parameterized by the columns of Q. We give an algorithmic method relying on elimination theory for finding generators for the vanishing ideal I(YQ) which can be used to compute basic parameters of these codes. Proving that I(YQ) is a lattice ideal IL, we also give algorithms for obtaining a basis for the unique lattice L and share procedures implementing them in Macaulay2. Finally, we give a direct algoritmic method to compute lenghts of these codes.
INTRODUCTION
Let K = F q be a fixed finite field and Σ ⊂ R n be a complete simplicial fan with rays ρ 1 , . . . , ρ r generated by the primitive lattice vectors v 1 , . . . , v r ∈ Z n , respectively. We consider the corresponding toric variety X with a split torus T X ∼ = (K * ) n . We assume that the class group Cl(X) have no torsion. Given an element a = (a 1 , . . . , a s ) ∈ Z s we use t a to denote t a 1 1 · · · t as s . Recall the construction of T X as a geometric quotient (see [4] and [5] ) via the following two key dual exact sequences:
For any matrix Q = [q 1 q 2 · · · q r ] ∈ M s×r (Z), the subset Y Q = {[t q 1 : · · · : t qr ]|t ∈ (K * ) s } ⊂ T X is called the toric set parameterized by Q. We are interested in evaluation codes defined on these subsets of the torus T X . Since different represantatives and orderings give equivalent codes, fix an ordering {P 1 , . . [23] . This motivates to develop methods and algoritms for computing a generating set of the vanishing ideal I(Y Q ). When I(Y Q ) is complete intersection, Soprunov gave bounds for the minumum distance of C α,Y Q , see [25] .
Parameterized toric codes includes toric codes, as a special case where Q = I r , which were constructed by Hansen in [11] . The lenght in this special case is |T X | = (q − 1) n . Assuming that the evaluation map is injective, the dimension is the number of monomials of degree α. The minimum distance has been studied by a number of mathematicians since then, see [12, 13, 15, 16, 21, 26] .
Parameterized codes were defined and studied for the first time by Villarreal, Simis and Renteria in [20] when X is a projective space. Among other interesting results, they gave a method for computing a generating set of I(Y Q ) and showed that I(Y Q ) is a lattice ideal of dimension 1. Later, the lattice of the vanishing ideal is determined more explicitly, when Q is a diagonal matrix in [17] . When Y Q is the torus T X lying in the projective space X = P n , that is Q = I r , the main parameters are determined in [24] . Dias and Neves generalized parametrized codes to weighted projective spaces and showed that the vanishing ideal of the torus T X is a lattice ideal of dimension 1 in [7] .
We generalize some of these results to parameterized toric codes obtained from a general toric variety.
In section 2, we give an expression for I(Y Q ), see Theorem 2.3 leading to a method, see Algorithm 1, via Elimination Theory, for computing a generating set. Thus, one can find the length and the dimension of the parameterised code on Y Q by computing the hilbert function of I(Y Q ). We share a Macaulay2 code which implements Algorithm 1 in Procedure 2.4. In section 3, firstly we prove that I(Y Q ) is a lattice ideal, see Lemma 3.2. Our second main result, Theorem 3.4 give a practical description of the unique the lattice L for which I(Y Q ) = I L , see Algorithm 2. We imply the algorithm in Macaulay2, see Procedure 3.5. In Section 4, we present more conceptual expressions of the lattice L in Theorem 4.1 and Theorem 4.10, generalizing previous results in the case of the projective space. Section 5 gives a direct method for computing the length of C α,Y Q . We provide examples computed in Macaulay2, [10] .
VANISHING IDEAL VIA ELIMINATION THEORY
In this section, we give a method yielding an algorithm for computing the generators of vanishing ideal of Y Q . The following basic theorems will be used to obtain our first main result giving this method.
be an ideal and let G be a Gröbner basis of I with respect to lex order where
is a Gröbner basis of the l-th elimination ideal
When X = P n , S is graded by A = Z and variables have standard degree β i = 1 for all i. In this case, there is a method, see [20 
Proof. First, we show the inclusion I(Y Q ) ⊂ J ∩ S. Since I(Y Q ) is a homogeneous ideal, it is generated by homogeneous polynomials. Pick any generator f = 
where g i1 , ..., g ir ∈ R for all i. Substituting all the x m i in f , we get
where
We multiply f by h m to clear all the denominators which yields that
, we can apply division algorithm and divide F by {y i q−1 − 1} s i=1 which leads to
. Thus, using f ∈ I(Y Q ) and substituting x i = t q i , y j = t j , and
So, E vanishes on all of (K * ) s as claimed. Since the usual degree of E in the variable y i satisfies deg y i (E) < q − 1, it must be the zero polynomial by Lemma 2.1.
Multiplying now the equation (1) by w m , we have
which establishes the inclusion I(Y Q ) ⊂ J ∩ S.
In order to get the reverse inclusion notice that J is generated by binomials. Thus, any Gröbner bases of J ∩ S is also generated by binomials. To see the opposite inclusion, it suffices to take f = x a − x b ∈ J ∩ S.
So, we can write
As the last equality is valid also in the ring
This means that
. . , t qr ) can be computed by setting
r on the right hand side of equation (2), we obtain f (t q 1 , . . . , t qr ) = 0 and so
Theorem 2.3 gives rise to the following algorithm for computing the binomial generators of I(Y Q ).
Algorithm 1 Computing the generators of vanishing ideal I(Y Q ).
Input The matrices Q ∈ M s×r (Z), β ∈ M d×r (Z) and a prime power q.
Output The generators of I(Y Q ).
1: Write the ideal J of R using Theorem 2.3.
Using the function toBinomial creating a binomial from a list of integers (see [9] ), we write a
Macaulay2 code which implements this algorithm.
Procedure 2.4. Given a particular input q, Q, β, the following procedure find the generators of I(Y Q ). Example 2.5. Let X = H 2 be the Hirzebruch surface corresponding to a fan in R 2 generated by v 1 = (1, 0),
, and v 4 = (0, −1). Thus we have the short exact sequence and we obtain I(Y Q ) = x 5 1 − x 5 3 , x 2 1 x 2 − x 4 by using Procedure 2.4.
VANISHING IDEALS VIA SATURATION OF LATTICE BASIS IDEALS
In this section, we show that the vanishing ideal I(Y Q ) is a lattice ideal. For any parametrized toric set, we will determine the unique lattice defining I(Y Q ).
A binomial ideal is an ideal generated by binomials x a − x b , where a, b ∈ N r , see [8] for foundational properties they have. A subgroup L ⊆ Z r is called a lattice, and the following binomial ideal is called the associated lattice ideal:
For any matrix Q, we denote by L Q the lattice ker Z Q of integer vectors in ker Q.
The latter is equivalent to β(a − b) = 0,
It is now time to prove the following key result proving that the vanishing ideal is a lattice ideal. The fact that it is a lattice ideal has recently been observed in [22] without describing the corresponding lattice.
Proof. Before we go further, let us note that x a (t q 1 , . . . , t qr ) = (t q 1 ) a 1 · · · (t qr ) ar = t Qa , for t ∈ (K * ) s .
It follows that a binomial f = x a − x b vanishes at a point (t q 1 , . . . , t qr ) if and only if t Qa = t Qb . As t ∈ (K * ) s , this is equivalent to t Q(a−b) = 1.
As f vanishes on Y Q , we have that
Then, by substituting t = (η, 1, . . . , 1) in this equality, we observe that q − 1 divides the first entry of the row matrix Q(a − b), where η is a generator of the cyclic group K * of order q − 1. Similarly, q − 1 divides the other entries, and so
). This implies that
f is homogeneous by Lemma 3.1 and that t Q(a−b) = 1 for all t ∈ (K * ) s . Hence, f (t q 1 , . . . , t qr ) = 0 for any t ∈ (K * ) s , by the first part. Thus, f ∈ I(Y Q ) and
For any lattice L, the lattice basis ideal of L is the ideal of S generated by the binomials x m + − x m − corresponding to the set of m which constitutes a Z -basis of L.
Let I and J be ideals in S. Then the ideal
is called the saturation of I with respect to J. 
Therefore it is enough to prove that L = L 1 . Since Imφ = L β by the exact sequence P, it follows that m ∈ L β iff m = φc for some c ∈ Z n . This means that
Take φc ∈ L so that c = (c 1 , . . . , c n ) ∈ π s (ker Z Input The matrices Q ∈ M s×r (Z), φ ∈ M r×n (Z) and a prime power q.
Output A basis of L. We find L such that I(Y Q ) = I L using Procedure 3.5: Therefore, we get
Remark 3.7. Another advantage of finding the matrix ML giving a basis for the lattice is that one can confirm if the lattice ideal is a complete intersection immediately, by checking if ML is mixed dominating. 
Since M L is mixed dominating, I(Y Q ) = I L is complete intersection.
CONCEPTUAL DESCRIPTIONS OF THE LATTICE OF A VANISHING IDEAL
The following result gives a handier description of the lattice of the ideal I(Y Q ), in terms of Q and β, under a condition on the lattice L = QL β = {Qm|m ∈ L β }. Before stating it, let us remind that L : (q − 1) = {m ∈ Z s |(q − 1)m ∈ L} and the colon module L : (q − 1)Z s are the same.
The equality holds if and only if
Proof. We start with the proof of the inclusion I L ⊆ I(Y Q ). By the virtue of Lemma 3.1, it suffices to prove
On the other hand, we can write m = m + (q − 1)m for some m ∈ L Q ∩ L β and m ∈ L β . Since Qm = (q − 1)Qm , it follows that m ∈ L 1 , completing the proof of the inclusion.
We can check if the condition above is satisfied and in the affirmatice case we can compute the generators of the lattice using the following code in Macaulay2. 
Proof. Suppose that Q is homogeneous. So, AQ = β for some matrix A ∈ M d×s (Q). Take an element m of L Q . Since Qm = 0, we have βm
that the rows of β belong to the row space of Q. Let the following be the i-th row of β:
Since q i /gcd(q − 1, q i ) and q − 1/gcd(q − 1, q i ) are coprime, it follows that d i divides m i . Therefore, m i = d i z i for some z i ∈ Z and so, m = Dz for z = (z 1 , . . . , z r ). Hence, m ∈ L.
THE LENGHT OF THE CODE C α,Y Q
The length of the parameterized toric code C α,Y Q can be computed using the vanishing ideal of Y Q . In this section, we give an algorithm computing the length directly using the parameterization of Y Q . It is clear that T X and Y Q are groups under the componentwise multiplication
and the map
is a group epimorphism. It follows that Y Q ∼ = (K * ) s /ker(ϕ Q ) and so,
Hence, the length of the code C α,Y Q depents on |ker(ϕ Q )|. Since every t = (η h 1 , . . . , η hs ) in (K * ) s for some h = (h 1 , . . . , h s ) ∈ H, the equality (3) implies that η hQφc = 1, for all c ∈ Z n . Thus, hQφc ≡ 0 mod q − 1 for all c ∈ Z n . By choosing c vectors in the standard basis of Z n , we observe that hQφ ≡ 0 mod q − 1. This implies that ker(ϕ Q ) ⊆ {(η h 1 , . . . , η hs )|h ∈ P }.
The other inclusion is straightforward, completing the first part of the proof. Since the order of η is q − 1 and h i lies in H, it is clear that the correspondence between ker(ϕ Q ) and P is one to one. The same length can be computed directly using the Procedure 5.2 with the following input:
i1 : q=11;Phi=matrix{{1,0},{0,1},{-1,2},{0,-1}}; Q=matrix {{1,2,3,4}};
