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I. Introduction
We first recall some standard notations. Let H be a locally compact Hausdorff space :
i.: C(H): the space of complex continuous functions on H,
ii.: Cb(H): the space of bounded elements of C(H)
iii.: C0(H): the space of elements of Cb(H) which tends to 0 at ∞
iv.: Cc(H): the space of elements of C0(H) with compact support
v.: C+c (H): the space of nonnegative elements of Cc(H).
vi.: M(H) denotes the set of finite regular Borel measures.
vii.: M1(H) denote the set of probability measures.
viii.: If µ ∈M(H) then Supp(µ) = {x ∈ H : if V is any open set containing x then µ(V ) > 0}.
ix.: An unspecified topology on M+(H) is the cone topology.
x.: B∞(H) denotes the extended nonnegative real-valued Borel functions.
xi: If A is any subset of H A¯ is the closure of A.
The Michael topology is an important topology generally used in the in what we will call the
DJS-hypergroup. For completion we give below its definition.
I.1. The Michael topology
Let S be a locally compact space and let C(S) be the space of all compact subsets of S. For
A,B ⊂ S , CA(B) = {C ∈ C(S) : C ∩A 6= ∅ and C ⊂ B} Then C(S) can be given the topology
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generated by the sub-basis of all CU (V ) for which U and V are open subsets of S. This topology
which was developed by Michael[Mi55] has the following properties [Je75]
Properties I.1. i.: If S is compact, then C(S)is compact.
ii.: C(S) is a locally compact space.
iii.: The mapping x 7→ {x} is a homeomorphism of S onto a closed subset of C(S).
iv.: The collection of nonempty finite subsets of S is a dense subset of C(S).
v.: If Ω is a compact subset of C(S), then B = ⋃{A : A ∈ Ω} is a compact subset of S.
vi.: If S is metrizable with metric d, then the Michael topology on C(S) is stronger than the
Hausdorff topology given by the Hausdorff metric ρ which for A,B ∈ C(S) is defined by
ρ(A,B) = max{h(A,B), h(B,A)} where h(A,B) = sup{d(x,B) : x ∈ A}
II. Definitions of a Hypergroups
Several authors define topological hypergroup and most results depends on the author’s defini-
tion. In the next section we give the most common definitions used in the theory and end with
a synthesis of these definition which is called the DJS-hypergroup.
II.1. Dunkl’s Definition of a Hypergroup
A locally compact space H is called a hypergroup if there is a map λ : H ×H →M1(H) with
the following properties:
D1.: For each f ∈ Cc(H) the map
(x, y) 7−→
∫
H
fdλ(x, y)
is in Cb(H ×H) and
x 7−→
∫
H
fdλ(x, y)
is in Cb(H) for each y ∈ H
D2.: The convolution on M(H) defined implicitly by∫
H
fdµ ∗ ν =
∫
H
dµ(x)
∫
H
dν(y)
∫
H
fdλ(x, y)
µ, ν ∈M(H), f ∈ C0(H) is associative.
D3.: There is a point (the identity) e ∈ H such that
λ(x, e) = δx (x ∈ H)
D4.: The hypergroup H is said to be commutative if
λ(x, y) = λ(y, x) ∀x, y ∈ H
Remark II.1. Dunkl does not require the existence of an involution in his definition, rather he
called any hypergroup ,with an involution, which possesses an invariant measure, a ∗-hypergroup.
He does not require that the support of the convolution of two point masses be compact and
consequently does not use the Michael topology in his definition.
II.2. Jewett’s Definition of a Convos
A pair (K, ∗) will be called a semiconvo if the following five conditions are satisfied:
J1.: K is a nonvoid locally compact Hausdorff space.
J2.: The symbol ∗ denotes a binary operation on M(K) and with this operation M(K) is a
complex (associative) algebra.
Imhotep Proc.
Vol. 2, No.1 (2015) Invariant Measures on Hypergroups: An overview 105
J3.: The bilinear mapping (µ, ν) 7−→ µ∗ν is positive-continuous. (That is, µ∗ν ≥ 0 whenever
µ ≥ 0 and ν ≥ 0 and the convolution restricted to M+(S) × M+(S) −→ M+(S) is
continuous ).
J4.: If x, y ∈ K then δx ∗ δy is a probability measure with compact support.
J5.: The mapping (x, y) 7−→ Supp(δx ∗ δy) from K×K to C(K) (with the Michael topology)
is continuous.
If in addition we also have,
J6.: There exists a (necessarily unique) element e of K such that δx ∗ δe = δe ∗ δx = δx for
all x ∈ K
J7.: There exists a (necessarily unique) involution x 7−→ x− of K such that (for x, y ∈ K)
the element e is in the support of δx ∗δy if and only if x = y−, the semiconvo will be called
a convo.
Remark II.2. Dunkl’s definition of hypergroup is a commutative semiconvo with identity. Jew-
ett’s commutative convo is according to Dunkl’s definition, a ∗-hypergroup.
II.3. Spector’s Definition of a Hypergroup
A hypergroup is a locally compact space X, together with a convolution ∗ that makes M(X) a
Banach algebra and satisfy the following properties:
S1.: M1(X) ∗M1(X) ⊂M1(X)
S2.: ∗ is separately continuous from M1(X) × M1(X) to M1(X) with the weak topology
defined by the duality between M(X) and C0(X) (σ(M(X), C0)).
S3.: The map (x, y) 7−→ δx∗δy is continuous from X×X onto M1(X) with the weak topology
induced by σ(M(X), C0)
S4.: There is a necessarily unique point e called the ”identity element of the hypergroup X”,
such that δe is the identity element of the convolution ∗.
S5.: There is an involutive homeomorphism of X onto X, denoted by x 7−→ x− with natural
extension to M(X) satisfying (µ∗ν)− = ν−∗µ−; in particular e− = e this homeomorphism
will be called the ”symmetry of the hypergroup”.
S6.: For every x, y ∈ X, e ∈ Supp(δx ∗ δy) if and only if x = y−
S7.: For any compact subset K of X and any neighborhood V of K there exists a neighbor-
hood U of e such that
(1) Supp(µ) ⊂ K and Supp(ν) ⊂ U imply Supp(µ ∗ ν) ⊂ V and Supp(ν ∗ µ) ⊂ V
(2)Supp(µ) ⊂ K and Supp(ν) ⊂ U c imply that the support of µ∗ν−,µ−∗ν,ν∗µ−,and
ν− ∗ µ are disjoint with U .
Remark II.3. Spector does not require the support of the convolution of two point masses to be
compact, which leads sometimes to some technical complications as he acknowledges himself.
Actually he also acknowledges not having any substantial example where this condition fails.
Consequently there is no use of the Michael topology in his proofs.
We now give a general definition of a hypergroup which is now called the DJS-hypergroup.
To this end, we start with the definition of a semihypergroup and give simple examples of semi-
hypergroups and hypergroups.
III. The DJS-Hypergroup
A nonempty locally compact Hausdorff space S will be called a semihypergroup if the following
conditions are satisfied:
(SH1): (Mb(S),+, ∗) is a Banach algebra.
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(SH2): For all x, y ∈ S, δx ∗ δy is a probability measure with compact support contained in
S.
(SH3): The mapping (x, y) 7→ δx ∗ δy of S × S into M1(S), where S × S has the product
topology and M1(S) has the weak topology, is continuous.
(SH4): The mapping(x, y) 7→ Supp(δx ∗ δy) of S × S into C(S) is continuous, where C(S) is
the space of compact subsets of S endowed with the Michael topology, that is the topology
generated by the subbasis of all CU (V ) = {C ∈ C(S) : C ∩ U 6= ∅ and C ⊂ V } where U
and V are open subsets of S.
Remark If δx ∗ δy = δy ∗ δx for all x, y ∈ S, then we say that (S, ∗) is a commutative
semihypergroup. If, in addition, we also have:
SH5: there exists e ∈ S such that δx ∗ δe = δe ∗ δx = δx ∀x ∈ S, and
SH6: There exists a topological involution (a homeomorphism) from S onto S such that
(x−)− = x ∀x ∈ S, with (δx ∗ δy)− = δy− ∗ δx− and e ∈ Supp(δx ∗ δy) if and only if x = y−
where for any Borel set B, µ−(B) = µ({x− : x ∈ B}),
then (S, ∗) is called a hypergroup
Remark III.1.
(i): If δx ∗ δy = δy ∗ δx for all x, y ∈ H we say that (H, ∗) is a commutative hypergroup.
(ii): The convolution ∗ on M(H) is defined by
µ ∗ ν(f) =
∫
H
fdµ ∗ ν =
∫
H
µ(dx)
∫
H
ν(dy)
∫
H
fdδx ∗ δy.
for all f ∈ Cb(H).
Example III.1.
1. If (G, .) is a locally compact Hausdorff group, then with convolution defined by δx ∗ δy =
δxy, (G, ∗) is a hypergroup. Also if a hypergroup is such that the convolution of two point
masses is a point mass then it is a topological group.
2. Consider the segment [0, 1] with convolution defined by
δr ∗ δs = 1
2
δ|r−s| +
1
2
δ1−|1−r−s|
for all r, s ∈ [0, 1],then ([0, 1], ∗) is a hypergroup.
Examples of hypergroups could be found in [BH95],[Je75], [Du73],[Sp78].
Definition III.1.
Let (H, ∗) be a hypergroup , f ∈ C(H) and x, y ∈ H. Then we define
f(x ∗ y) = fx(y) = fy(x) =
∫
S
fd(δx ∗ δy)
if this integral exists, even when it is not finite. fx is called the left translation of f and f
x is
called the right translation of f .
Lemma III.1. [Je75]
Let f be a continuous function on H and let x ∈ H
i.: The mapping (x, y) 7→ f(x ∗ y) is a continuous function on H ×H
ii.: fx and f
x are continuous functions on H
Lemma III.2. [Je75]
Let f ∈ B∞(H) , µ, ν ∈M+(H) and x, y, z ∈ H
i.: The mapping (x, y) 7→ f(x ∗ y) is a Borel function on H ×H
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ii.: fx and f
x are Borel functions on H
iii.:
∫
H
fxdµ =
∫
H
fd(δx ∗ µ)
iv.: fx(y ∗ z) = fz(x ∗ y)
Remark III.2. Let H be a locally compact hypergroup. Then ∀x ∈ H,µ ∈M(H), and f ∈ C(H)
δx ∗ µ(f) =
∫
H
fxdµ
(≡ µ(fx), say)
and similarly
µ ∗ δx(f) = µ(fx)
Definition III.2. A character χ on a hypergroup H is a continuous complex-valued function on
H which is not identically zero and satisfies∫
H
χdδx ∗ δy = χ(x)χ(y)
for all x, y ∈ H. A character χ is said to be Hermitian if and only if χ(x−) = χ(x).
Example III.2.
Let X = [0,+∞) and ϕλ(x) = cosλx λ ∈ [0,+∞) then we have the relation
ϕλ(x)ϕλ(y) =
1
2
[ϕλ(x+ y) + ϕλ(x− y)]
for all λ ∈ [0,+∞) since ϕλ is an even function, this relation is equivalent to
ϕλ(x)ϕλ(y) =
1
2
[ϕλ(x+ y) + ϕλ(|x− y|] =
1
2
[δx+y(ϕλ) + δ|x−y|(ϕλ)]
Let σx,y =
1
2 [δx+y + δ|x−y|] then {ϕλ} satisfies the product formula
ϕλ(x)ϕλ(y) =
∫
ϕλ(z)σx,y(dz)
Now given two Radon measures µ and ν on X we can define a convolution
µ ∗ ν(f) =
∫ ∫ ∫
fσx,yµ(dx)ν(dy)
for all f ∈ Cc(X). With this convolution, M(X) is a Banach algebra [?]. By defining a convo-
lution of point masses by
δx ∗ δy = 1
2
[δx+y + δ|x−y|],
so that (X, ∗) is a hypergroup with identity element 0, the involution is the identity function.
Furthermore the characters of (X, ∗) are the orthogonal system {ϕλ}, λ ∈ [0,+∞).
Definition III.3. Let H be a locally compact hypergroup. A measure m not necessarily finite,
will be called left subinvariant if δx ∗m is defined and δx ∗m ≤ m for all x ∈ H. If we have
δx ∗m = m, m will be called a left invariant measure on H.
( Right invariant measures are defined in the same way).
Example III.3.
Imhotep Proc.
108 Norbert Youmbi
The invariant measure on the hypergroup (X, ∗) in ( III.2) is the Lebesgue measure. In
general if a system of orthogonal functions with respect to a measure m, has a product formula
which defines a hypergroup H then the measure m is the invariant measure of the hypergroup
H.
Remark III.3. i. Jewett [Je75] and Spector [Sp78] proved that every locally compact hyper-
group H has a left subinvariant measure m and Supp(m) = H. For a locally compact group
the existence of a subinvariant measure implies that of an invariant measure in fact if G
is a group and m is such that δx ∗m ≤ m then given any Borel set A, δx ∗m(A) ≤ m(A)
but m(A) = δe ∗m(A) = δx ∗ δx− ∗m(A) ≤ δx ∗m(A) (In groups δx ∗ δx− = δe and we have
δx− ∗m(A) ≤ m(A)) and it follows that δx ∗m = m. This is not the case for hypergroup (
see an example of Naimark in [Je75] 9.5) though it is easy to prove that when a compact
hypergroup has a subinvariant measure it is also invariant. Both authors also proved the
existence of invariant measures for discrete hypergroups. Spector [Sp78] proved that if a
hypergroup is commutative it has an invariant measure.
ii. Jewett’s conjecture [Je75] that there exist a left invariant measure on all locally compact
hypergroup is yet to be proved.
iii. Onipchuk [On93] announced the proof of this conjecture but in reading through it we real-
ized that he is using commutativity implicitly in his assumptions.Precisely the enveloping
algebra A⊗A′ is not involutive unless the semihypergroup is commutative.
Definition III.4. A nonzero measure m ∈M+(H) is called left relatively invariant with associ-
ated multiplier k : H → R∗+ if
δx ∗m = k(x)m
for all x ∈ H and f ∈ Cc(H).
Remark III.4. The function k is continuous and satisfies k(x∗y) = k(x)k(y) for all x, y ∈ H.For
if m is relatively invariant then for all x, y ∈ H, δx ∗ (δy ∗m) = δx ∗ k(y)m = k(y)δx ∗m =
k(y)k(x)m and for any m−integrable function f ,
(δx ∗ δy) ∗m(f) =
∫
H
fd(δx ∗ δy) ∗m =∫
H
(δx ∗ δy) ∗ f(z)m(dz) =
∫
H
m(dz)
∫
H
f(u ∗ z)(δx ∗ δy)(du) =∫
H
(δx ∗ δy)(du)
∫
H
f(u ∗ z)m(dz) =
∫
H
k(u)(δx ∗ δy)(du)
∫
H
f(z)m(dz) =
(δx ∗ δy)(k)
∫
H
f(z)m(dz) = k(x ∗ y)
∫
H
f(z)m(dz)
that is (δx ∗ δy) ∗m = k(x ∗ y)m and the result follows.
The left invariant measures are relatively left invariant measure with k = 1. Also if m is
relatively left invariant with multiplier k then mk is left invariant [Sp78]. The following lemmas
are proved in [Je75].
Lemma III.3. Let f and k be in C+c (H). Suppose that k 6= 0. Then there exists µ ∈ M+c (H)
such that f ≤ µ ∗ k.
Proof. Choose a ∈ H such that k(a) > 0. One readily sees that , if x ∈ H, then
(δx ∗ δa− ∗ k)(x) > 0. Thus, µ can be chosen to be a finite linear combination of measures of
the form δx ∗ δa− .

Lemma III.4. Let f ∈ C+c (H) and let  > 0. Then there exists an open neighborhood W of e
with the following property: If x, y ∈ H and (δx ∗ δy)(W ) > 0 then |f(x)− f(y)| < .
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Lemma III.5. If f, k ∈ C+c (H) and k 6= 0 let [f, k] = inf{µ(H) : µ ∈ M+c (H) and f ≤ µ ∗ k}.
Then for f, g, h ∈ C+c (H) we have
1. [µ ∗ f, k] ≤ µ(H)[f, k],
2. [f + g, k] ≤ [f, k] + [g, k],
3. [cf, k] = c[f, k],
4. [f, k] ≤ [g, k] if f ≤ g,
5. [f, k] ≤ [f.g][g, k] if g 6= 0],
6. [f, k] > 0 if f 6= 0, [f, k] ≥ ‖f‖‖k‖ and [f, f ] = 1
Proof.
1. If f ≤ ν ∗ k then µ ∗ f ≤ µ ∗ ν ∗ k and
[µ ∗ f, k] ≤ (µ ∗ ν)(H) = µ(H)ν(H)
and since ν is arbitrary, [µ ∗ f, k] ≤ µ(H)[f, k].
2. follows from the fact that if f ≤ µ1 ∗ k and g ≤ µ2 ∗ k then f + g ≤ µ1 ∗ k + mu2 ∗ k =
(µ1 + µ2) ∗ k.
3. follows from the fact that if cf ≤ µ ∗ k then f ≤ 1cµ ∗ k
4. obvious
5. Follows from the fact that if g 6= 0, then if f ≤ µ ∗ g and g ≤ ν ∗ k then f ≤ µ ∗ ν ∗ k
6. follows from tha fact that if f ≤ µ ∗ k then ‖f‖∞ ≤ ‖µ‖‖k‖∞ so if f 6= 0,‖f‖∞ > 0

Remark III.5. If H is commutative and α ∈M − 1(H) ,we will also have
[α ∗ f, α ∗ g] ≤ [f, g]
This follows from the fact that if f ≤ µ ∗ g then if α ∈M1(H) then α ∗ f ≤ α ∗µ ∗ g = µ ∗α ∗ g.
This also shows that
[α ∗ f, g] ≤ [α ∗ f, α ∗ g] ≤ [f, g] ≤ [f, α ∗ g]
Let F be a fixed nonzero element of C+c (H). If f, k ∈ C+c (H) and k 6= 0 then set
Ikf =
[f, k]
[F, k]
Lemma III.6. Let µ ∈M+c (H), c > 0 and f, g, k ∈ C+c (H). Suppose that k 6= 0 then
i.: Ik(µ ∗ f) ≤ µ(H)Ikf
ii.: Ik(f + g) ≤ Ikf + Ikg
iii.: Ik(cf) = cIkf
iv.: Ikf ≤ Ikg if f ≤ g Moreover if f 6= 0 then
v.: 1[F,f ] ≤ Ikf ≤ [f, F ]
Proof.
v. Since
Ikf =
[f, k]
[F, k]
≤ [f, F ][F, k]
[F, k]
= [f, F ]
Also, [F, k] ≤ [F, f ][f, k] so 1[F,f ] ≤ [f,k][F,k] = Ikf so that
1
[F, f ]
≤ Ikf ≤ [f, F ]
The other statements follow from lemma ( III.5)

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Lemma III.7. Let f1, f2 ∈ C+c (H) and let  > 0. Then there exists an open neighborhood W of
e with the following property: If k ∈ C+c (H), k 6= 0 and k = 0 off W , then
Ikf1 + Ikf2 < Ik(f1 + f2) + 
Proof.
Let S = Supp(f1+f2). Let V be a relatively compact open set containing S and choose
g ∈ C+c (H) such that g = 1 on V . Take a > 0 and put b = 3a+2a2. Now let h := f1+f2+ag ≥ a
on V . Define g1 and g2 by letting gi =
fi
h on V , and 0 elsewhere. Then each gi is continuous
and is zero off S. Also g1 + g2 ≤ 1 on H. By lemma ( III.4), there exist open neighborhood Wi
of e such that |gi(x)− gi(y)| < a when (δx− ∗ δy)(Wi) > 0. Let W = W1 ∩W2.
Suppose that k ∈ C+c (H),k 6= 0 and k = 0 off W . Using lemma ( III.3), choose µ ∈
M+c (H) such that h ≤ µ ∗ k and such that µ(H) ≤ (1 + a)[h, k]. If x, y ∈ H and k(x− ∗ y) > 0
then gi(y) < a+ gi(x). Thus if y ∈ H then
fi(y) = gi(y)h(y) ≤ gi(y)(µ ∗ k)(y) =
∫
H
gi(y)k(x
− ∗ y)µ(dx) ≤
∫
H
(a+ gi(x))k(x
− ∗ y)µ(dx) =∫
H
k(x− ∗ y)[(a+ gi)µ](dx) = ([(a+ gi)µ] ∗ k)(y)
It follows that [fi, k] ≤
∫
(a+ gi)dµ. Combining we have
[f1, k] + [f2, k] ≤
∫
H
(2a+ g1 + g2)dµ ≤ (2a+ 1)µ(H) ≤ (2a+ 1)(a+ 1)[h, k] = (1 + b)[h, k]
After dividing by [F, k] we have
Ikf1 + Ikf2 ≤ (1 + b)Ik(f1 + f2) + a(1 + b)Ikg < Ik(f1 + f2) + ,
if a is sufficiently small.

Theorem III.1. If H is a locally compact hypergroup then there exist a measure m ∈ M∞(H)
such that m is left subinvariant and Supp(m) = H.
Proof. Choose an appropriate net of functions {kl} such that kl 6= 0,Supp(kl) → {e},
and such that the functions Ikl converge pointwise on the set C
+
c (H). Let J := limlIkl . Then
J is nonnegative and semilinear. Moreover if f 6= 0 then Jf ≥ 1[F,f ] > 0. Also, if µ ∈ M+c (H)
and f ∈ C+c (H) then J(µ ∗ f) ≤ µ(H)Jf . By the Riesz representation theorem, there exists a
unique m ∈M∞(H) such that Jf =
∫
H
fdm for all f ∈ C+c (H) then∫
H
fd(δx ∗m) =
∫
H
(δx− ∗ f)dm ≤
∫
H
fdm

Lemma III.8. Let H be a (commutative) hypergroup, g, h ∈ C+c (H) which are not identically
zero then
1
[h, g]
≤ m(g)
m(h)
≤ [g, h]
Proof. Note that Ikg =
[g,k]
[F,k] and Ikh =
[h,k]
[F,k] so that
Ikg
Ikh
=
[g,k]
[F,k]
[h,k]
[F,k]
=
Ikg
Ikh
≤
IkhIhg
Ikh
= Ihg
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on the other hand,
Ikg
Ikh
≥ Ikg
IkgIgh
=
1
Igh
so we have
1
Igh
≤ Ikg
Ikh
≤ Ihg
and by the definition of m above, the result follows.

So far we have not use commutativity except for remark ( III.5). We will now use it.
Lemma III.9. Let H be a commutative hypergroup, and f0 ∈ C+c (H) which is not identically zero
be fixed. Then for all g ∈ C+c (H), set a(g) = 1[f0,g] , b(g) = [g, f0] if g 6= 0 (then 0 < a(g) ≤ b(g),
and a(g) = b(g) = 0 if g = 0). Let A be the set of all left invariant measures on H normalized
by f0 (that is m(f0) = 1) and satisfying for all g ∈ C+c (H)
a(g) ≤ 1
[α ∗ f0, α ∗ g] ≤
m(α ∗ g)
m(α ∗ f0) ≤
[α ∗ g, α ∗ f0] ≤ b(g)
then A is a nonempty convex, compact set not containing the null measure 0.
Lemma III.10. Let H be a commutative hypergroup and A be defined as above then the map-
ping T : A → A which associate to every element m ∈ A the element Tα(m) defined at any
g|inC+c (H) by
Tα(m)g =
m(α ∗ g)
m(α ∗ f0)
is a continuous map for every α ∈M1(H).
Theorem III.2. Let A be a nonempty compact convex subspace of a topological locally convex
space. Let C be a commutative family of continuous function from A to A with the following
properties:
a. C is stable under composition;
b. C is convex, that is: for every x ∈ A, the set {T (x) : T ∈ C} is a convex subset of A. Then
there exists in A a fixe point for any T ∈ C
This result is a generalization of two classical fixed point theorem of Markov-Kakutani
and of Schauder-Tychonoff.
Proof. From The Schauder Tychonoff theorem ,every element of C has a fix point in A
so we need to show that if F (T ) is the set of all fix point of T , then
⋂
T∈C F (T ) 6= ∅. Since A
is compact we just need to show that any finite intersection of element of C is finite.
Suppose
⋂n−1
i=1 F (Ti) 6= ∅. Let x ∈
⋂n
i=1 F (Ti) and B = {T (x) : T ∈ C}, then since C is convex,
B is convex and is a subset of
⋂n
i=1 F (Ti) since C is commutative; more over Tn(B) ⊂ B since
C is closed under composition. Now let C = B¯ in A, then C is a convex compact subset of
A and Tn(C) ⊂ C by the continuity of Tn so the Schauder Tychonoff theorem applied to the
restriction of Tn to C. Hence there is a fixed point of Tn in C ⊂
⋂n−1
i=1 F (Ti) so
⋂n
i=1 F (Ti) 6= ∅.
Therefore there exists a common fix point to all T ∈ C

Theorem III.3. Every commutative hypergroup has a left invariant measure.
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Proof. The conditions of the theorem are satisfied. To show that C is convex, Let m ∈ A,
and α, β ∈M1(H), 0 ≤ t ≤ 1; we need to show that there exists γ ∈M1(H) such that
tTα(m) + (1− t)Tβ(m) = Tγ(m)
for all g ∈ C+c (H)
{tTα(m) + (1− t)Tβ(m)}(g) = t m(α ∗ g)
m(α ∗ f0) + (1− t)
m(β ∗ g)
m(β ∗ f0)
and this is of the form Tγ(m)(g) =
m(γ∗g)
m(γ∗f0) if γ is defined by γ = uα+ (1− u)β with
u =
t
m(α∗f0
t
m(α∗f0 +
1−t
m(β∗f0
So there exist m ∈ A such that Tα(m) = m for all α ∈M1(H) and g ∈ C+c (H), that is
Tα(m)(g) =
m(α ∗ g)
m(α ∗ f0) = m(g)
for all α ∈M1(H) which implies that m(α ∗ g) = m(α ∗ f0)m(g) so m is relatively left invariant
which implies there exist a left invariant measure in H.

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