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Abstract. We prove a series of intimately related results tied to the regularity and geometry of solutions
to the 3D compressible Euler equations. The results concern “general” solutions, which can have nontrivial
vorticity and entropy. Our geo-analytic framework exploits and reveals additional virtues of a recent new
formulation of the equations, which decomposed the flow into a geometric “(sound) wave-part” coupled to a
“transport-div-curl-part” (transport-part for short), with both parts exhibiting remarkable properties. Our
main result is that the time of existence can be controlled in terms of the H2
+
(R3)-norm of the wave-part
of the initial data and various Sobolev and Ho¨lder norms of the transport-part of the initial data, the
latter comprising the initial vorticity and entropy. The wave-part regularity assumptions are optimal in the
scale of Sobolev spaces: Lindblad showed that shock singularities can instantly form if one only assumes a
bound for the H2(R3)-norm of the wave-part of the initial data. Our proof relies on the assumption that
the transport-part of the initial data is more regular than the wave-part, and we show that the additional
regularity is propagated by the flow, even though the transport-part of the flow is deeply coupled to the
rougher wave-part. To implement our approach, we derive several results of independent interest: i) sharp
estimates for the acoustic geometry, which in particular capture how the vorticity and entropy affect the
Ricci curvature of the acoustical metric and therefore, via Raychaudhuri’s equation, influence the evolution
of the geometry of acoustic null hypersurfaces, i.e., sound cones; ii) Strichartz estimates for quasilinear
sound waves coupled to vorticity and entropy; and iii) Schauder estimates for the transport-div-curl-part.
Compared to previous works on low regularity, the main new features of the paper are that the quasilinear
PDE systems under study exhibit multiple speeds of propagation and that elliptic estimates for various
components of the fluid are needed, both to avoid loss of regularity and to gain space-time integrability.
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4 Rough sound waves in compressible Euler flow
1. Introduction and overview of the main results
We prove a series of intimately related results tied to the regularity and geometry of solutions to the
3D compressible Euler equations. We study “general1 solutions,” which can have non-vanishing vorticity
(i.e., curlv 6= 0, where v is the fluid velocity) and non-constant entropy s. We allow for any2 equation of
state p = p(%, s) with positive sound speed c :=
√
∂p(%,s)
∂% , where p is the fluid pressure and % is the fluid
density.3 The central theme of the paper is that under low regularity assumptions on the initial data, it is
possible to avoid, at least for short times, the formation of shocks, which are singularities caused by sound
wave compression. These issues are fundamental for the Cauchy problem: for sufficiently rough initial data,
ill-posedness occurs [17, 29] due to instantaneous shock formation, which is precipitated by the degeneration
of the acoustic geometry, including the intersection of the acoustic characteristics. Shocks are of particular
interest because they are the only singularities that have rigorously been shown [4, 7, 31] to develop for
open sets of regular initial data. This motivates our main result: controlling the time of existence under
optimal Sobolev regularity assumptions on the data of “the part of the flow that blows up” in [4,7,31]. See
Theorem 1.1 for a heuristic statement of the main result and Theorem 1.2 for the precise version. The proof
relies on a deep analysis of the geometry of solutions that exploits hidden structures in the equations.
Theorem 1.1 (Control of the time of classical existence (heuristic version)). The time of classical existence
of a solution to the 3D compressible Euler equations can be controlled in terms of the H2
+
(Σ0)-norm of
the “wave-part” of the data (which is tied to sound waves, i.e., the part of the solution that is prone to
shock formation) and suitable Sobolev/Ho¨lder norms of the “transport-part” of the data (which is tied to the
transporting of vorticity and entropy), where Σ0 := {0} × R3 is the initial Cauchy hypersurface.
We now highlight three features of our work:
• Our results are optimal in that H2+(Σ0) cannot be replaced with H2(Σ0). More precisely, even in
the irrotational and isentropic case (i.e., curlv ≡ 0 and s ≡ const, and thus the transport-part of
the solution is trivial), the works [17, 29] imply that ill-posedness occurs4 if one assumes only an
H2(Σ0)-bound on v and %, due to the instantaneous formation of shocks.
• Our results appear to be the first of their kind for a quasilinear system featuring multiple character-
istic speeds, i.e., sound waves coupled to the transporting of vorticity and entropy.
• In the irrotational and isentropic case, where the Euler equations reduce to a quasilinear wave equa-
tion for a potential, Theorem 1.1 recovers the low regularity well-posedness results for quasilinear
wave equations proved in [43,56]. However, much like in the work [31] on shocks, the following theme
permeates our paper: (especially) at low regularity levels, general compressible Euler solutions are not
“perturbations of waves;” the presence of even the tiniest amount of vorticity or non-trivial entropy is
a “game changer” requiring substantial new insights, particularly for controlling the acoustic geom-
etry. This is because the vorticity and entropy are deeply and subtly coupled to the sound waves.
In proving Theorem 1.1, we derive several companion results of independent interest, including:
• Control of the acoustic geometry in the presence of vorticity and entropy. By “acoustic geome-
try,” we mean an acoustic eikonal function u, that is, a solution to the acoustic eikonal equation
(g−1)αβ∂αu∂βu = 0, where the acoustical metric5 g = g(%, v, s) is a Lorentzian metric (see Def. 2.5)
depending on the fluid solution. Acoustical eikonal functions are adapted to the characteristics of
the “(sound) wave-part” of the solution and are fundamentally connected to shock waves. Their
regularity properties of u are highly (and tensorially) tied to those of the fluid, and the intersection
of the level sets of u would signify the formation of a shock; see Subsect. 1.7 for further discussion.
• Strichartz estimates for (quasilinear) sound waves coupled to vorticity and entropy.
• Schauder estimates for the vorticity and entropy, which solve transport-div-curl equations.
1The solutions that we study have strictly positive density, i.e., we avoid studying fluid-vacuum boundaries.
2We assume that the equation of state is sufficiently smooth.
3In practice, we work with the logarithmic density, defined in Subsect. 2.1. We ignore the distinction until Sect. 2.
4The Cartesian coordinate derivatives of the solution blow up, but in principle, it could remain smooth in different coordi-
nates; e.g., Einstein’s equations are well-posed in H2 [28], even though they are H2-ill-posed in wave coordinates [14].
5In practice, when constructing u, we work with a rescaled version of the acoustical metric; see Subsect. 9.4.
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We refer readers to Subsect. 1.3 for further discussion of the above results and their interconnectedness.
Moreover, in Subsect. 1.8, we review the main ideas – which are well-known to wave equation experts, but
perhaps less so to the fluid mechanics community – connecting Strichartz estimates (which play a critical role
in our proof of Theorem 1.1), dispersion, and geometry. We also refer to Subsect. 2.3 for a model problem
in which we illustrate how the results fit together and explore the main ideas of their proofs.
1.1. Further context and the new formulation of the equations provided by [45]. All aspects of
the paper are fundamentally based on a new formulation of the compressible Euler equations, derived in
[45] and stated in condensed form in Prop. 2.1, that exhibits remarkable geo-analytic properties. As in [45],
here we allow for an arbitrary equation of state; see also [30] for the new formulation in the barotropic case
p = p(%). The new formulation precisely splits the dynamics into the aforementioned wave-parts, which are
tied to the propagation of sound waves, coupled to transport-div-curl-parts, which are tied to the vorticity
and entropy and which we refer to as transport-parts for short. The new formulation played a central role
in the work [31], which yielded a constructive proof of stable shock formation in 2D (without symmetry
assumptions) for compressible barotropic Euler solutions with non-zero vorticity. The works [30,31,45] were
preceded by Christodoulou’s groundbreaking proofs [4,7] of stable shock formation for the relativistic Euler
equations and the 3D compressible Euler equations, where both works studied the singularity formation
in irrotational and isentropic regions. Our work here reveals additional virtues of the equations of [30, 45]
and augments various insights from [4, 7, 30, 31, 45]. In particular, our work yields a sharp description of
the way that the transport phenomena influence the regularity of the wave phenomena and the regularity of
the acoustic geometry, especially acoustic null hypersurfaces; see Subsect. 1.2 and the discussion surrounding
(27) for additional details.
Standard proofs of local well-posedness for compressible Euler flow are based on applying only energy
estimates and Sobolev embedding to a first-order formulation of the equations (see Subsect. 2.1), and they
require (% − %¯, v, s) ∈ H(5/2)+(Σ0), where %¯ > 0 is a fixed background density (as in Theorem 1.2 below).
The standard approach avoids the splitting of the solution into the wave- and transport-parts provided by
Prop. 2.1, and it also bypasses the acoustic geometry. Compared to standard proofs, Theorem 1.1 reduces
the required Sobolev regularity of the data of the wave-part of the data (i.e., the data of % and divv) by6
half of a derivative, but requires additional smoothness on the transport-part of the data (i.e., of curlv and
s); see Theorem 1.2. A remarkable aspect of our work is:
We propagate the regularity of the “smoother” transport-part of the compressible Euler flow,
even though it is deeply coupled to the rougher wave-part.
As the above discussion suggests, our regularity assumptions are deeply connected to the phenomenon of
shock formation and to the way in which the wave- and transport- parts of the flow interact with each other
and with acoustic eikonal functions u.
For quasilinear wave equations, there are important results [22–28, 43, 56] in the spirit of Theorem 1.1
that used advanced techniques, such as Strichartz estimates and bilinear estimates, to push the Sobolev
threshold of local well-posedness a half-derivative lower than what can be obtained through relying only on
energy estimates and Sobolev embedding. The main new feature of Theorem 1.1 compared to these works
is that we allow curlv 6= 0 and s 6= const. To handle these “transport terms,” we exploit a multitude of new
geometric and analytic insights regarding compressible Euler flow.
We now further discuss acoustic eikonal functions, since they are central to our work. The acoustic eikonal
functions u that we study have level sets that are sound cones; see Fig. 2 in Subsect. 9.4. If distinct sound
cones were to intersect, then this would induce the blowup of the transversal (to the cones) derivatives of
various tensorial components of the fluid variables, even though the fluid variables themselves would remains
bounded.7 This is a fluid analog of the singularity formation that can occur in the model case of Burgers’
equation, i.e., shocks caused by the intersection of the characteristics; see [31] for further discussion of the
correspondence between the intersection of the characteristics and shock formation in compressible Euler
6Here, when discussing the regularity of v, divv, and curlv, we are implicitly referring to the Hodge estimate (56).
7Moreover, in [31], in the case of two spatial dimensions under a barotropic equation of state, for an open set of shock-forming
compressible Euler solutions, curlv/% was shown to remain Lipschitz up to the shock.
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solutions without symmetry assumptions. In the present article, we expend a great deal of effort into ruling
out the intersection of the sound cones.
Because the evolution of the geometry of sound cones (i.e., the evolution of eikonal functions)
is deeply coupled to the vorticity and entropy, the precise tensorial control of the acoustic
geometry that we exploit has not previously been derived at any regularity level for com-
pressible Euler flow with vorticity and non-trivial entropy, let alone the low regularity level
that we treat here.
To achieve adequate control of the geometry, we exploit the additional smoothness of the transport-part, as
well as some special structures tied to the way in which the compressible Euler equations interact with the
evolution equations for the geometry; see the discussion surrounding equation (27) for further discussion of
these points.
1.2. Statement of the main result concerning control of the time of classical existence. We now
precisely state the theorem on the time of classical existence.
Theorem 1.2 (Control of the time of classical existence under low regularity assumptions on the wave-part
of the data). Consider a smooth8 solution to the compressible Euler equations in 3D whose initial data obey
the following three assumptions (see also Remark 1.4) for some real numbers9 2 < N ≤ 5/2, 0 < α < 1,
0 ≤ DN ;α <∞, 0 < c1 < c2, and 0 < c3:
1. ‖(%− %¯, v, curlv)‖HN (Σ0) + ‖s‖HN+1(Σ0) ≤ DN ;α, where %¯ > 0 is a constant background density.
2. Some special combinations of fluid variables involving the first-order derivatives of (curlv)/% and
s, specifically the variables C and D from Def. 2.2 (which vanish for irrotational and isentropic
solutions), verify the Ho¨lder-norm bound ‖(C,D)‖C0,α(Σ0) ≤ DN ;α.
3. Along Σ0, the data functions are contained in the interior of a compact subset K of state-space in
which % ≥ c3 and the speed of sound is bounded from below by c1 and above by c2.
Then the solution’s time of classical existence T depends only on DN ;α and K, i.e., T = T (DN ;α,K) >
0. Moreover, the Sobolev regularity of the data is propagated by the solution for t ∈ [0, T ], as is Ho¨lder
regularity.10
Remark 1.1 (Regularity needed for Strichartz estimates and differences from the irrotational and isentropic
case). In Theorem 1.2, we have assumed additional Sobolev regularity on the transport-part of the flow
(specifically curlv and s) compared to the classical local well-posedness regime (% − %¯, v, s) ∈ H(5/2)+(Σ0).
This is because our approach to controlling
∫ T
0
‖∂(%, v, s)‖L∞(Στ ) dτ (which, as we mention below (1), is
crucial for the proof of Theorem 1.2) relies on deriving Strichartz estimates for the nonlinear wave equations
of Prop. 2.1, which in turn requires the transport-part of the system to be more regular than the wave part.
That is, at the classical local well-posedness regularity level (which is such that the transport-part does not
generically enjoy any relative gain in regularity), the approach of treating the compressible Euler equations as
a coupled wave-div-curl-transport system fails,11 except in the irrotational and isentropic case [43,56] (where
the compressible Euler equations reduce to a quasilinear wave equation for a potential function). The failure
comes from the wave equation source terms12 ~C and D on RHS (18), which are the “special combinations”
of solution variables mentioned in Theorem 1.2. For general solutions (i.e., solutions with vorticity and
8For convenience, in this paper, we will assume that the solutions are as many times differentiable as necessary. Thus,
“smooth” means “as smooth as necessary for the qualitative arguments (such as integration by parts) to go through.” However,
all of our quantitative estimates depend only on the Sobolev and Ho¨lder norms mentioned in Theorem 1.2.
9Similar results can be proved for N > 5/2 using only energy estimates and Sobolev embedding.
10Prop. 5.1 allows us to propagate all of the Sobolev regularity of the initial data, while (121) allows us to propagate some
Ho¨lder regularity for (~C,D); the Ho¨lder norm that we can control has an exponent that is controllable in terms of N−2, but the
exponent is possibly smaller than α. Moreover, the norms that we can control are uniformly bounded by functions of (DN ;α,K)
for t ∈ [0, T ].
11At the classical local well-posedness level, one can treat the compressible Euler equations as a first-order symmetric
hyperbolic system and obtain control over
∫ T
0 ‖∂(%, v, s)‖L∞(Στ ) dτ as a consequence of Sobolev embedding and symmetric
hyperbolic energy estimates. However, symmetric hyperbolic formulations of the equations do not exhibit the intricate structures
that we exploit in proving Theorem 1.2.
12See Def. 2.3 regarding the notation “~C.”
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non-trivial entropy), from the point of view of regularity, ~C and D scale, in a naive sense, like ∂2v and ∂2s.
Therefore, at the classical local well-posedness threshold, ~C and D are elements of H(1/2)+(Σt). This level of
source-term regularity is insufficient for using a Duhamel argument to justify the desired Strichartz estimate
for the nonlinear wave equation (18); see the proof of Theorem 7.1 for details on how the source terms
enter into the proof of Strichartz estimates. This is one key reason why, throughout the paper, we assume
the transport-part data regularity ‖curlv‖HN (Σ0) ≤ DN ;α and ‖s‖HN+1(Σ0) ≤ DN ;α (these inequalities are
automatically satisfied in the irrotational and isentropic13 case).
Given the estimates we derive in Sects. 2-8, it is standard that Theorem 1.2 follows from the following a
priori estimate, where ∂f := (∂tf, ∂1f, ∂2f, ∂3f), Στ is the standard flat hypersurface of constant time, and
T is as in the statement of the theorem:∫ T
0
‖∂(%, v, s)‖L∞(Στ ) dτ . 1. (1)
That is, we will not provide the standard details on how Theorem 1.2 follows from (1) (see, e.g., [32,
Section 2.2, Corollary 2] or [38, Lemma 9.14] for the main ideas behind the proof), but will instead focus
our efforts on justifying the a priori estimate14 (1) for T > 0 sufficiently small (where the required smallness
depends only the norms of the data and the set K mentioned in Theorem 1.2). More precisely, our approach
requires us to prove a stronger result, namely Theorem 7.1, whose proof in turn is coupled to all of the other
ingredients mentioned above.
Remark 1.2 (Remarks on local well-posedness). Theorem 1.2 provides the main ingredient, namely a
priori estimates for smooth solutions, needed for a full proof of local well-posedness, including existence
in the regularity spaces featured in the theorem and uniqueness in related spaces. We anticipate that the
remaining aspects of a full proof of local well-posedness could be shown by deriving, using the ideas that we
use to prove Theorem 1.2, uniform estimates for sequences of smooth solutions and their differences. For
ideas on how to proceed, readers can consult [43], in which existence and uniqueness were proved at low
regularity levels for quasilinear wave equations.
1.3. Companion results of interest used in the proof of Theorem 1.2. In this subsection, we further
describe some of the ingredients of independent interest that we use in the proof of Theorem 1.2. Recall also
that in Subsect. 2.3, we provide a model problem that illustrates how the results of the paper fit together.
I) Control of the acoustic geometry. For quasilinear wave systems with a single wave operator,
there has been remarkable progress, starting with [22] and with further advancements made in
[23–28, 43, 56], on obtaining control of the acoustic geometry (i.e., control of eikonal functions u, in
particular their regularity and their level sets) and applications to low regularity local well-posedness.
A fundamental new aspect of the present work is that the vorticity and entropy appear as source
terms in the acoustic geometry estimates, signifying a coupling between the geometry of sound cones
and transport phenomena. The coupling enters in particular through the Ricci curvature of the
acoustical metric g (see Def. 2.5), which, by virtue of the compressible Euler equations, can be
expressed in terms of quantities involving the vorticity and entropy; see Lemma 9.6 for various
expressions for the curvature components of g, and Subsubsect. 2.3.3 for further discussion on the
connection between the curvature of g and the acoustic geometry. We provide the needed estimates
for the acoustic geometry in Sect. 10, and to close them, we exploit the aforementioned additional
smoothness of the vorticity and entropy. Moreover, we also exploit some remarkable consequences of
the compressible Euler formulation from [45]. Specifically, through careful geometric decompositions,
we show that in the PDEs satisfied by various tensorfields tied to the acoustic geometry, the high-
order derivatives of vorticity and entropy occur only in special combinations; see Prop. 9.7 for the
PDEs and their source terms and Subsubsect. 2.3.3 for a detailed discussion, in the context of the
13Technically, s could be a non-zero constant in the isentropic case, leading to ‖s‖L2(Σ0) =∞. However, this infinite norm
would be irrelevant in that s would not be dynamic.
14Actually, under our framework, the bound
∫ T
0 ‖∂s‖L∞(Στ ) dτ . 1 will be trivial to justify since we will have the stronger
result s ∈ L∞ ([0, T ], HN+1(R3)).
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model problem, of the importance of the special combinations. To obtain suitable estimates for these
parts of the geometry, it is crucially important that we are able to control these special vorticity-
and entropy-involving combinations in L2 along sound cones. This unexpected-but-critical structure
should not be taken for granted: it turns out that generic high-order derivatives of the vorticity and
entropy can be controlled in L2 only along constant-time hypersurfaces, via elliptic Hodge estimates
of type ‖∂ξ‖L2(Σt) . ‖divξ‖L2(Σt) + ‖curlξ‖L2(Σt), where ∂ denotes the gradient with respect to
the Cartesian spatial coordinates. The availability of estimates along sound cones for the special
combinations can be viewed as a vorticity/entropy analog of the following well-known issue: for
wave equation solutions, along null hypersurfaces, only special (i.e., tangential) derivatives can be
controlled in L2, and consequently, one can typically prove better estimates in contexts where the
wave equation error term products all involve at least one tangential derivative factor.
II) Strichartz estimates for the wave-part of solutions. As in the works cited in I, our derivation
of Strichartz estimates is fundamentally based on having suitable quantitative control of the acoustic
geometry; see Sect. 11. Therefore, in view of the discussion in I, we see that the Strichartz estimates
are tied to the delicate regularity properties of the vorticity and entropy along sound cones. In
proving Theorem 1.2, we use the Strichartz estimates to derive bounds for various time integrals,
such as
∫ t
0
‖∂(%, v, s)‖2L∞(Στ ) dτ . t2δ for t sufficiently small, for some small exponent δ > 0. This
bound is well-known to be of central importance for closing energy estimates, and clearly implies,
via Ho¨lder’s inequality, the bound (1) (assuming, say, t ≤ 1).
III) New Schauder estimates for the transport-div-curl equations appearing in the compressible
Euler formulation; see Sect. 8. These provide us with mixed spacetime estimates for the transport-
part that complement the Strichartz estimates, allowing us to control the new (compared to the
previously treated case of irrotational and isentropic solutions) kinds of derivative-quadratic terms
that we encounter in the energy and elliptic estimates. For example, our arguments involve obtain-
ing control of15
∫ t
0
∥∥∥∥∂ (curlv%
)∥∥∥∥2
C0,δ0 (Στ )
dτ , where δ0 > 0 is a small Ho¨lder-norm exponent; see
Subsubsect. 2.3.4 for discussion of these issues in the context of the model problem.
1.4. Some general remarks on quasilinear evolution equations and the geometric wave-transport
formulation. We now provide some context for our work and explain the significance of the (non-standard)
formulation of the equations (see Prop. 2.1) that we use to prove our main results.
Two of the most fundamental questions in the theory of quasilinear evolution equations are the following:
i) What (if any) are the mechanisms that can drive the breakdown of solutions? ii) What regularity
assumptions are sufficient to ensure the existence (at least locally) of a solution? These questions are
intimately related and, in the case of hyperbolic systems (of which the compressible Euler equations are an
example), are known to be crucially tied to the following third question: iii) How is the regularity of the
solution tied to the regularity of characteristic hypersurfaces? Experience has shown that the most profound
progress on these questions is possible not for “general systems,” but rather for specific systems of geometric
or physical interest, which often enjoy special structures (though they may be subtle to detect). Einstein’s
equations serve as a primary example: due in no small part to their many remarkable structures, many of
which become visible only under special formulations of the equations, recent years have borne witness to
notable progress on all three fronts. Specifically, in response to question i), there have been fundamental
results on the formation of trapped surfaces [5], stable curvature blowup [39,40,46], the stability of the Kerr
Cauchy horizon [11], and instability of anti de Sitter space [34,35], while in the context of questions ii) and
iii), a standout achievement is the proof [28] of the bounded L2 curvature conjecture. We stress that all of
these results rely on special null structures of the equations and/or a gain in regularity for certain solution
components that become visible in a well-constructed gauge/formulation. Moreover, [28] relies on the special
regularity properties of null hypersurfaces for Einstein-vacuum solutions.
15We work with the ratio
curlv
%
, known as the specific vorticity, because it solves a transport equation with a favorable
structure; see (19).
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Although the compressible Euler equations are among the first PDEs written down (see Euler’s original
paper [15]), they remain a fertile source of outstanding mathematical challenges. Their mathematical and
physical significance is arguably on part with that of Einstein’s equations. Despite this, in the case of more
than one spatial dimension (without symmetry assumptions), rigorous mathematical progress on compress-
ible Euler flow has been substantially more limited compared to the case of Einstein’s equations. It is only
within the last decade that significant progress was achieved for question i), starting with Christodoulou’s
breakthrough works [4,7] on the formation of shocks in the irrotational and isentropic case, and most recently
the work [31] on the formation of shocks for solutions with vorticity (at least in two spatial dimensions for
barotropic equations of state). The results that we prove in this article have clear ties to to questions ii) and
iii), and, as we noted earlier, they also have deep ties, through the phenomenon of shock waves, to question
i); see Subsect. 1.7 for further discussion. Here, we highlight the following point:
A key reason behind the recent progress in compressible Euler flow, including [31] and the
present work, is the aforementioned availability of the new formulation [45] of the equations
(see also Prop. 2.1), which exhibits remarkable geo-analytic properties, reminiscent of the
good structures that played a key role in the progress on Einstein’s equations described
above.
1.5. The wave-parts and transport-parts. In this subsection, we explain our use of the terminology
“wave-parts” and “transport-parts.” We start by addressing the former. Prop. 2.1 shows that the Cartesian
velocity components vi satisfy covariant wave equations of the form gvi = · · · , where g = g(%, v, s) is the
acoustical metric (see Def. 2.5). Moreover, % satisfies the same kind of wave equation. For these reasons, we
refer to % and vi as the “wave-part” of the compressible Euler flow.
Remark 1.3. For analytical reasons, we find it convenient to think of the entropy gradient ∂s as a transport
variable and the entropy s itself as a variable that solves a wave equation (see (18)). However, in this
introduction, we will downplay this technical distinction and continue to refer to “s” as a member of the
transport-part of the system. Moreover, in practice, we prefer to work with the log of the density16 rather
than the density itself; see the beginning of Subsect. 2.1. We will also downplay this technical distinction in
the remainder of the introduction.
Prop. 2.1 also shows that s, ∂s, and the specific vorticity (defined in (10) as curlv divided by a dimensionless
density) satisfy transport equations along the integral curves of the material derivative vectorfield B :=
∂t + v
a∂a, and we therefore refer to these as the “transport-part” of the compressible Euler flow. Moreover,
some related special combinations of the derivatives of various solution variables, in fact the variables C and D
(see Def. 2.2) mentioned in Theorem 1.2 and in item I in Subsect. 1.3, satisfy transport-div-curl subsystems.
We therefore also consider these to be part of the “transport-part” of the flow. A key point is that C and
D, which we refer to as modified variables, exhibit a crucial gain in regularity compared to what standard
estimates provide. Our approach to controlling the acoustic geometry fundamentally relies on this gain. A
similar gain in regularity, at least for the vorticity, has long been known relative to Lagrangian coordinate
partial derivatives, where it has played an important role in proofs of local well-posedness [8–10, 19, 20] for
compactly supported data verifying the well-known physical vacuum-fluid boundary. However, the ideas
behind the gain in regularity for the modified variables with respect to arbitrary vectorfield differential
operators (at least at sufficiently high regularity levels for the solution and the vectorfield components) go
back to [30, 31, 45]. The provability of the additional regularity relative to general vectorfield differential
operators is crucial in the present work because Lagrangian coordinates are not well-adapted to the sound
cones, whose regularity properties are central to all of our results.
Remark 1.4. Our assumptions on the rough wave-part of the data include v ∈ H2+(Σ0), where Σ0 :=
{0} × R3 is the initial data hypersurface. Since the data that we study also verify curlv ∈ H2+(Σ0), by
standard Hodge estimates (see Lemma 4.5), the assumption v ∈ H2+(Σ0) would follow from assuming
v ∈ L2(Σ0) and divv ∈ H1+(Σ0). Similar remarks apply to the solution along constant-time hypersurfaces
Σt. From this perspective, it might be more instructive to think of the velocity v as a variable that can be
16In this paper, we only consider solutions with positive density, so there is no problem in taking the log.
10 Rough sound waves in compressible Euler flow
split into a wave-part divv and a transport-part curlv. However, since we never need to work directly with
divv, we prefer to characterize v itself as a member of the wave-part of the system (and curlv as a member
of the transport-part).
1.6. Comparison with prior low-regularity results for quasilinear wave equations. Recall that
standard proofs of local well-posedness for compressible Euler flow require (% − %¯, v, s) ∈ H(5/2)+(Σ0), and
that Theorem 1.2 reduces the required Sobolev regularity of the % and divv by half of a derivative, but requires
additional smoothness on curlv and s. We now discuss an approach that one could take for controlling the
wave-part of the system at sub-H(5/2)
+
(Σ0) regularity levels, one that is simpler than the approach that we
use here, but less powerful in that it would not allow one to reach the H2
+
(Σ0) regularity threshold for the
wave-part. Specifically, one could control the wave-part of the system at a regularity level below H(5/2)
+
(Σ0)
by invoking the technology of Strichartz estimates for linear wave equations with rough coefficients, based
on Fourier integral parametrix representations, developed in a series of works by Tataru [47–49], which
improved the foundational work [1] of Bahouri–Chemin; see also the related work [41]. By “linear,” we
mean in particular that the proofs do not exploit any information about the principal coefficients of the
wave operator besides their pre-specified regularity. In particular, when combined with the bootstrap-type
arguments given in Sects. 3-8, the results of [49] would allow one to prove local well-posedness assuming that
(%− %¯, v) ∈ H(13/6)+(Σ0) and that the transport-part of the data enjoys the same relative gain in regularity
that we assume for our results (e.g., s ∈ H(19/6)+(Σ0) and ∂2s ∈ C0,0+(Σ0)); see Subsubsect. 2.3.3 for further
discussion. The work [42] shows that without further information about the principal coefficients of the wave
equation, Tataru’s linear Strichartz estimates are optimal. Thus, since our results further lower the Sobolev
regularity threshold by 1/6, our analysis necessarily exploits the specific nonlinear structure of the equations
of Prop. 2.1.
We now discuss some prior low regularity results (some of which we mentioned earlier) in which the
nonlinear structure of the PDE plays a fundamental role. Specifically, results in the spirit of Theorem 1.2
have previously been obtained for quasilinear wave systems with a single wave operator [22–27, 43, 56], for
example, for scalar quasilinear wave equations of type (g−1)αβ(Ψ)∂α∂βΨ = Nαβ(Ψ)∂αΨ∂βΨ, where gαβ(·)
is a Lorentzian metric depending smoothly on its argument and Nαβ(·) is also smooth. This equation
has been shown to be locally well-posed [43, 56] for (Ψ, ∂tΨ) ∈ H2+(Σ0) × H1+(Σ0). For irrotational and
isentropic solutions, the compressible Euler equations can be reduced to a scalar quasilinear wave equation
for a potential function, and our results are equivalent to those of [43, 56]. In particular, when curlv = 0,
s = constant, the equations are locally well-posed assuming only (% − %¯, v) ∈ H2+(Σ0). The main new
analytic challenge of the present work is that for general compressible Euler flows, the characteristics consist
of sound cones, which are tied to sound wave propagation, and the flow lines of the material derivative
vectorfield, which are tied to the transport processes. That is, at low regularity levels, we must handle the
interaction of the wave-parts and the transport-parts, which, in view of Prop. 2.1, are deeply coupled.
1.7. Connections with shock formation. Here we flesh out the connections between the circle of ideas
appearing in this paper and the formation of shock singularities. It was recently shown [31] (at least
in two spatial dimensions for barotropic equations of state) that there exist open sets of high-Sobolev-
regularity initial data with non-zero vorticity such that the wave-part of the solution (more precisely ∂%
and divv) blows up in a shock singularity in finite time, while the undifferentiated variables % and v and
the transport-part remain bounded all the way up to the shock (see also Footnote 7 regarding the behavior
of the specific vorticity). Reader’s can also consult Christodoulou’s breakthrough precursor work [4] in the
case of irrotational and isentropic relativistic Euler flow. As in the present work (more precisely, the part
starting in Sect. 9), the proofs in these works were fundamentally based on studying the solution relative to
a geometric coordinate system constructed out of an eikonal function u, that is, a solution to the eikonal
equation (g−1)αβ∂αu∂βu = 0, where g is the acoustical metric (see Def. 2.5). The main step in the proof
was showing that the fluid solution remains rather smooth relative to the geometric coordinates, all the way
up to the shock. The blowup of the solution’s Cartesian partial derivatives was then shown to be caused by
a degeneration between the geometric and Cartesian coordinates, which in turn was tied to the intersection
of the level sets of u and the blowup of the Cartesian coordinate partial derivatives of u; this is a perfect
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analog of the shock formation that occurs in the model case of Burgers’ equation. As of present, shocks
are the only singularities that have been rigorously shown, through constructive arguments, to develop in
initially smooth compressible Euler solutions. This means, in particular, that the question of whether or not
finite-time vorticity blowup can occur for even a single solution is open; this is, in fact, one of the great open
problems in PDE. From these considerations, we can summarize the results of the paper as follows:
Our approach allows us to control, for short times under low regularity assumptions, the part
of the solution that is prone to shock formation, as long as the remaining “transport-part,”
which remains bounded in the known proofs of shock formation, is initially smoother.
1.8. Connections between Strichartz estimates, dispersion, and geometry - A brief overview.
In Subsects.17 1.1-1.7, we provided context for the main result, Theorem 1.1, and discussed its fundamen-
tally new aspects, both with respect to the result itself as well as to the techniques involved in its proof.
In particular, we stressed how the presence of vorticity and entropy makes the Euler equations significantly
different than systems of wave equations, despite the presence of a wave-part in the system. Earlier low
regularity results for systems of wave equations relied crucially on the assumption that the system featured
only a single characteristic speed. Thus, the bulk of our proof consists in combining low-regularity tech-
niques developed for wave equations with new techniques that allow us to handle the presence of multiple
characteristic speeds in compressible Euler flow (due to the presence of sound waves and transport phenom-
ena). Current techniques do not allow one to extend the results of the present paper to “general” multiple
speed systems, such as the equations of elasticity or quasilinear electromagnetism. Thus, our approach is
possible only because we have been able to exploit the special structures found in Prop. 2.1. In our foregoing
discussion of these issues, we took for granted that a geometric formalism and dispersive estimates are the
key tools to closing the estimates in low regularity spaces for the wave-part of the Euler system (and for
single-speed wave systems in general). In this subsection, we provide some high-level comments on why this
is the case. We refer readers to Sect. 11 for additional discussion of technical aspects of these issues.
First, we will clarify the connection between controlling the time of existence at low regularity levels and
Strichartz estimates. As we mentioned in Subsect. 1.2, the main task is to control the mixed spacetime norm
‖∂(%, v, s)‖L1([0,T ])L∞x (see equation (1) and, for the definitions of the norms appearing in this subsection,
Subsect. 3.2). Experience has shown that direct control of the norm ‖∂(%, v, s)‖L1([0,T ])L∞x is typically out
of reach. However, (%, v, s) satisfy quasilinear wave equations with respect to the acoustical metric g =
g(%, v, s) (see Subsects. 1.1-1.7 and equation (18)). The key point is that for quasilinear wave equations,
Strichartz estimates can be used to achieve control of ‖∂(%, v, s)‖L2([0,T ])L∞x under low regularity assumptions
on the initial data, assuming that one can achieve complementary control over the source terms in the
wave equations and the metric g(%, v, s). Here, by low regularity, we mean at a Sobolev regularity level
below the classical level ‖(%, v, s)‖
L∞([0,T ])H(5/2)
+
x
, which would immediately yield (by Sobolev embedding
H(5/2)
+
(R3) ↪→ C1(R3)) control over ‖∂(%, v, s)‖L2([0,T ])L∞x , at least for short times. Once one has controlled‖∂(%, v, s)‖L2([0,T ])L∞x with the help of Strichartz estimates, control of ‖∂(%, v, s)‖L1([0,T ])L∞x for short times
follows from Ho¨lder’s inequality with respect to t.
It remains for us to explain how to control ‖∂(%, v, s)‖L2([0,T ])L∞x using Strichartz estimates. Our approach
takes advantage of the special structures found in the compressible Euler formulation provided by Prop. 2.1,
which allow us to obtain the desired estimates by modifying a framework originating in the works [1, 21,
47–49, 56] on quasilinear wave equations. Standard reductions, found in these works, allow one to localize
in frequency space, that is, to reduce the proof of the Strichartz estimates to obtaining suitable estimates
for ‖∂Pλ(%, v, s)‖L2([0,T ])L∞x , where Pλ denotes Littlewood–Paley projection onto a dyadic frequency λ ∈ 2N
(see (30)). By “suitable estimates,” we mean that the estimates for ‖∂Pλ(%, v, s)‖L2([0,T ])L∞x are allowed to
17Relying on wave dispersion, which is tied to the underlying geometry of wave equations, is a well-established approach
for studying rough solutions to wave equations. Thus, in the context of this paper, dispersion and geometry are crucial for
analyzing the wave-part of compressible Euler flow. Because the connections between dispersion, geometry, and rough solutions
might not be familiar to some researchers in the fluids community, in this subsection, we provide a brief overview of the main
ideas. Such lack of familiarity might be especially the case for the quasilinear geometric techniques we employ, which originated
in the study of the Einstein–vacuum equations in general relativity [6]. Readers familiar with the geometric formalism for wave
equations and with the connection between Strichartz estimates and dispersion can safely skip this subsection.
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depend on λ in such a way that it is possible to sum over the dyadic frequencies in order to obtain the desired
estimate for ‖∂(%, v, s)‖L2([0,T ])L∞x . We carry out the summation over λ in the proof of Theorem 7.1, which
is located in Subsect. 7.4.
Through a series of arguments based on scaling considerations, on energy estimates for compressible
Euler solutions that exploit the special structures found in Prop. 2.1, and on Duhamel’s principle, one can
further reduce the desired estimate for ‖∂(%, v, s)‖L2([0,T ])L∞x to an estimate at near-unit frequencies on a
λ-dependent time interval for solutions ϕ to the linear-in-ϕ Cauchy problem
g(λ)ϕ = 0, (ϕ, ∂tϕ) |Σ0 = (ϕ˚, ϕ˚0) . (2)
Above, ϕ˚, ϕ˚0 are given functions on Σ0 and g(λ) is a version of the acoustical metric g depending on “rescaled
fluid variables” (%(λ), v(λ), s(λ)); see Subsect. 9.1 for the precise definitions. For convenience, in the rest of
this subsection, we sometimes ignore the distinction between the rescaled fluid variables and the original
ones. More precisely, the proof can be reduced to the following estimate, which involves Littlewood–Paley
projection onto near-unit dyadic frequencies, denoted by P , on a λ-dependent time interval (see (359) for
the precise estimate):
‖P∂ϕ‖L2+ ([0,T(λ)])L∞x . ‖∂ϕ‖L2(Σ0) , (3)
where T(λ) is a suitable λ-rescaling of the time interval
18 [0, T ] (where [0, T ] is the original interval in (1)
where one is attempting to prove the L1tL
∞
x bound – see Subsect. 9.1). Note that the norm on RHS (3)
is determined by the initial data (ϕ˚, ϕ˚0). We emphasize that the norm on LHS (3) features a Lebesgue
exponent with respect to t that is slightly above 2; this technical detail is convenient for summing over
dyadic frequencies. We refer to [21, 22, 56] and the proof of Theorem 7.2 and Theorem 11.1 for the details
on how the sought-after estimate for ‖∂(%, v, s)‖L2tL∞x follows from (3) (see also the discussion in Sect. 11).
It remains for us to explain how to prove (3); this is the step in which one crucially exploits wave dispersion.
Specifically, a T T ∗ argument19 can be used to show that (3) follows once one has obtained the following
dispersive estimate for solutions to (2), where B(λ) is a version of
20 B depending on the rescaled solution
variables mentioned above:∥∥PB(λ)ϕ∥∥L∞(Σt) .
(
1
(1 + t)1−
+ d(t)
)(
‖∂ϕ‖L2(Σ0) + ‖ϕ‖L2(Σ0)
)
, t ∈ [0, T(λ)]. (4)
On RHS (4), d(t) is a function that has the same integrability properties, with respect to t as the leading
term 1/(1 + t)1
−
; see Prop. 11.1 for more details.21 The bound (4) is important in the sense that the T T ∗
argument requires sufficient integrability with respect to t, which is guaranteed by the decay estimate (4);
see [56, Appendix B] for further details.
We stress that even though we have reduced the problem to proving the estimate (4) for the linear
equation (2), the term d(t) in (4) is “quasilinear” in that it depends on acoustic geometry associated to an
eikonal function for the rescaled acoustic metric g(λ)(%, v, s) (which appears on LHS (2)). That is, d(t) is
a manifestation of the quasilinear nature of the problem, and establishing its integrability properties lies at
the core of our result; suitable control over d(t) is possible only because of the difficult estimates for the
acoustic geometry that we derive in Prop. 10.1.
We now comment on how (4) can be proved, which will naturally lead to a geometric formalism. We start
by noting that because we are deriving an estimate at near-unit frequencies, in view of Bernstein’s inequality,
it suffices prove (4), but with the L∞x norm norm on the LHS replaced by the L
2
x norm. Working with the
L2x norm has the major advantage that the geometric energy method for wave equations becomes available.
More precisely, the decay bound (4) can be established by deriving weighted L2-based energy estimates for
solutions to (2).
18The precise argument is based on partitioning the original time interval [0, T ], and then [0, T(λ)] corresponds to a rescaled
version of one of the sub-intervals; see the beginning of Subsubsect. 9.1.1 for the details.
19This is an abstract functional analytic argument that is independent of the compressible Euler equations. See [2, Chapter
8] for a proof of the usual T T ∗ argument.
20In (361) and throughout most of Sects.9-11, we drop the subscripts “(λ)” on resclaed quantities; see Subsect. 9.3.
21In fact, we can carry out further reductions to show that it suffices to establish (4) for data compactly supported on the
slice {t = 1}; see Sect. 11.
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To explain how one derives the weighted energy estimates, we start by considering a simplified problem.
Specifically, we first recall a basic framework for deriving energy estimates for solutions to the Cauchy
problem for the standard linear wave equation in three spatial dimensions:
mϕ = 0, (ϕ, ∂tϕ) |Σ0 = (ϕ˚, ϕ˚0) , (5)
where ϕ˚, ϕ˚0 are given functions on R3 and m := −∂2t + ∆ is the standard wave operator of the Minkowski
metric m on R1+3, given, relative to standard coordinates, by m = diag(−1, 1, 1, 1). Given a vectorfield22
X := X0∂t +X
a∂a, known as a multiplier, we multiply
23 (5) by Xϕ to obtain the identity
(mϕ)Xϕ = ∂te(Time)X + ∂ae
(Space),a
X +QX , (6)
where for i = 1, 2, 3,
e
(Time)
X := −
1
2
X0
{
(∂tϕ)
2 + |∇(Flat)ϕ|2
}
− (∂tϕ)Xa∂aϕ,
e
(Space),i
X :=
1
2
Xi
{
(∂tϕ)
2 − |∇(Flat)ϕ|2
}
+ δia(∂aϕ)X
b∂bϕ+X
0(∂tϕ)δ
ia∂aϕ,
and
QX :=
1
2
{
∂tX
0 − ∂aXa
{
(∂tϕ)
2 + δac
{−∂aX0 + ∂tXbδab{ (∂cϕ)∂tϕ
+
1
2
(∂tX
0 + ∂aX
a)|∇(Flat)ϕ|2 − δac(∂aXb)(∂cϕ)∂bϕ.
Above, ∇(Flat) is the gradient with respect to the standard spatial coordinates and δ is the Kronecker delta.
Thus, (mϕ)Xϕ can be written as a sum of two types of terms: perfect derivatives of quadratic expressions in
derivatives of ϕ with coefficients depending on X (but not on derivatives of X), i.e., ∂te
(Time)
X + ∂ie
(Space),i
X ;
and a quadratic form in derivatives of ϕ with coefficients depending on first derivatives of X, i.e., QX .
Integrating (6) over a spacetime region D, noting that LHS (6) = 0 for solutions to (5), and integrating by
parts, one can convert the perfect-derivative terms on RHS (6) into boundary terms that can be interpreted
as suitable “energies” for the solution.24 For example, choosing X := ∂t and D := [0, t] × R3 produces the
standard conserved energy E(t) :=
∫
R3
{
(∂tϕ(t, x))
2 + |∇(Flat)ϕ(t, x)|2} dx for solutions to (5).
We now turn to the issue of deriving L2-type decay estimate for solutions to the standard linear wave
equation (5). Equivalently, one can derive suitable bounds for a weighted energy. More precisely, to con-
struct suitable weighted energies, one can25 combine the standard energy E(t) from the previous paragraph
with other coercive integrals obtained via “weighted” multipliers of type X = f(r)∂r and X = r
mL(Flat),
supplemented by suitable lower-order terms. Here, r is the standard radial coordinate on R3 (so that ∂r is
the Euclidean-unit outer normal to the Euclidean spheres {r = constant}), L(Flat) := ∂t+∂r is outgoing and
null with respect to the Minkowski metric m and is tangent to the Minkowski light cones {t = r+ constant},
f(r) > 0 and m ≥ 0 have to be suitably chosen. We clarify that the multiplier f(r)∂r allows one to control
a spacetime integral that plays a role in bounding the weighted energy in an “interior” region (say, |r| ≤ 1),
while rmL(Flat) yields coercive hypersurface integrals that allow one to control the weighted energy in an
“exterior” region (say, |r| ≥ 1). The idea of using multipliers of type f(r)∂r to generate coercive spacetime
integrals goes back to Morawetz [33], while the idea of combining Morawetz multipliers with multipliers of
type rmL(Flat) to prove various types of decay estimates for wave equations originated in [12].
A key point, necessary for fully understanding the dispersive properties of solutions to wave equations
of type g(λ)ϕ = 0, is that the decay properties of solutions ϕ are directionally dependent. In particu-
lar, derivatives of ϕ in directions tangent to the characteristics have better decay compared to transversal
22Latin indices vary from 1 to 3. See Subsect. 2.1 for all of our index conventions.
23A more systematic way of carrying out the argument, particularly useful for general quasilinear equations, is to use the
vectorfield multiplier method; see Subsect. 4.1.
24One can show that if the boundary of D is causal with respect to m and X is timelike with respect to m, then the boundary
integrals are coercive, allowing us to interpret them as “energies.”
25There are different ways of obtaining decay for solutions to (5). Here, we only mention the method whose generalization
to the quasilinear setting is employed in this paper.
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derivatives.26 We again stress that in the context of the compressible Euler equations, the relevant wave
characteristics are the acoustic characteristics (i.e., the sound cones), which are given by the level sets of
an appropriately constructed solution u to the acoustic eikonal equation (g−1(λ))
αβ∂αu∂βu = 0 (with suitable
initial conditions). We stress that u depends on (%, v, s) since the rescaled acoustical metric g(λ) does.
Having sketched how to derive weighted energy estimates for the standard linear wave equation (5), we
now sketch how to derive them for the wave equation (4), that is, for solutions ϕ to g(λ)ϕ = 0. Readers
can consult Subsect. 11.4 for additional details. To obtain the desired weighted energy estimates, one can
use arguments that are similar in spirit to the ones we sketched above for the standard linear wave equation,
but are much more difficult due to the quasilinear nature of the problem. The difficulty is that all known
approaches seem to require sharp information about the precise acoustic geometry associated to g(λ); below
we will further comment on why it is important to use the exact geometry. We construct a weighted
energy that is a sum of two parts: one corresponding to an interior27 spacetime region (specifically, the first
integral on RHS (367)), and a second corresponding to an exterior region (specifically, the second integral on
RHS (367)). As in the case of the standard wave equation, to suitably bound the weighted energy, we rely on
different multiplier vectorfields to handle the different regions. For the interior region, we use the material
derivative vectorfield B (which yields a standard energy along constant-time hypersurfaces, in analogy with
the energy energy E(t) for the standard linear wave equation), and a spacelike multiplier of type f(r˜)N for
an appropriately constructed function f . Here, r˜ := t− u (and thus r˜ is adapted to the acoustic geometry),
and by definition, N is tangent to Σt and normal (with respect to g(λ)) to the intersection of the level
sets of u with Σt (which, in view of the constructions that we provide in Subsect. 9.4, are two-dimensional
hypersurfaces diffeomorphic to S2). For the exterior region, we use the standard energy and multipliers of
type28 r˜mL, where L is a rescaled version of the gradient vectorfield of u (more precisely, the dual of the
gradient of u with respect to g(λ)). Since u solves the eikonal equation, it follows that L is a g(λ)-null
vectorfield that is tangent to the acoustic characteristics. We refer to Sect. 9 for the detailed construction of
these geometric quantities, and to Fig. 2 in particular.
In comparison with the standard wave equation (5), N is the analog of ∂r, L is the analog of L
(Flat), and r˜
is the analog of r. We highlight the following crucial difference: unlike the vectorfields ∂r and L
(Flat), which
are independent of solutions to the standard linear wave equation (5), N and L depend on the compressible
Euler solution (%, v, s). That is, N and L are adapted to the sound cones, which are level sets of the eikonal
function u, which in turn depends29 on the fluid solution through the dependence of g(λ) on (%, v, s). This
leads to major technical difficulties compared to the case of the standard linear wave equation, which we
discuss below.
Just like in the study of the standard linear wave equation, when N and L are used as multipliers to obtain
energy identities for solutions to (2), the first derivatives of N and L appear in various integrals. Because
N and L depend on g(λ) = g(λ)(%, v, s) and u, control of the derivatives of N and L should not be taken for
granted, especially at the low regularity levels treated in this paper. This is quite different than the case of
the linear wave equation, where ∂r and L
(Flat) are C∞ and have simple, explicit coordinate expressions. In
the present article, to control the derivatives of N and L, we use the well-established framework of viewing
26This can easily be seen for the standard linear wave equation (5) as follows. Using the fundamental solution, one can
show that if the initial data supported on {r ≤ 2}, then the solution is supported in the region {|t − r| ≤ 2} (i.e., near the
forwards Minkowski light cone {t = r} emanating from the origin) and can be written as r−1H(r − t,ω(Round), r−1) for some
function H (which is C∞ if the data are), where ω(Round) = r−1x ∈ S2. From direct computation, we see that L(Flat)H and
∇/ (Round)H (where∇/ (Round) is the gradient with respect to round metric on the Euclidean spheres {r = constant}), which are
derivatives tangent to the Minkowski light cones, are of order r−2, whereas the transversal derivative (∂t − ∂r)H is of order
r−1. Since t ∼ r in the region {|t − r| ≤ 2}, we conclude that the tangential derivatives decay better with respect to t than
transversal derivatives.
27Note that the interior and exterior regions that we are referring to here are distinct from the interior and exterior regions
that we define in Subsect. 9.4.
28Again, we remark that in practice, one must incorporate various lower-order terms into the estimates; for convenience, we
will ignore this issue here.
29The fact that u depends on the compressible Euler solution (%, v, s) is a manifestation of the quasilinear nature of the
problem. For semilinear PDEs, the characteristics and their corresponding connection coefficients are independent of the
solutions.
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these derivatives as the connection coefficients of a vectorfield frame related to N and L; see the null frame
in Fig. 1 and Subsubsect. 9.6.5 for the definitions of the connection coefficients. Specifically, through careful
geometric decompositions, one finds that only special geometric combinations of the derivatives of N and
L appear in the weighted energy identities; we refer readers to [56, Section 7] for the details on precisely
which combinations occur. Since N and L depend on (%, v, s) and u, it follows that to control the weighted
energy for solutions to (2), one must control appropriate geometric derivatives of (%, v, s) and the eikonal
function u, whose regularity properties are also tied to those of (%, v, s). This is, in a nutshell, the main
reason why we have to spend considerable effort developing and studying the acoustic geometry. This means,
in particular, that the desired weighted energy bound for solutions to (2) can be obtained only in conjunction
with appropriate estimates for (%, v, s) and u. In practice, we control the derivatives of N and L by deriving
PDEs satisfied by the connection coefficients (which have source terms that depend on (%, v, s)) and observing
many remarkable cancellations, some of which depend on the special structures found in Prop. 2.1. In fact,
given the limited regularity of (%, v, s), in order to obtain suitable control of the connection coefficients, one
must work with special “modified” versions of the connection coefficients that satisfy PDEs with improved
structure; see Prop. 9.7 for the details. We stress that the connection coefficients PDEs depend on the
compressible Euler solution and therefore cannot be studied “abstractly,” i.e., simply as geometric objects
in an arbitrary spacetime.
Remark 1.5. Because the connection coefficients can be expressed in terms of derivatives of u, one might
think that we could directly bound the connection coefficients by deriving estimates for solutions to the
acoustic eikonal equation (g−1(λ))
αβ∂αu∂βu = 0. Although this might be possible, this is not the approach
that we take. The reason is that the eikonal equation is a fully nonlinear transport equation, and standard
estimates for such equations yield only that u is as regular as the coefficients (g−1(λ))
αβ , i.e., as regular as
(%, v, s). Unfortunately, such regularity is not sufficient for deriving the estimates that we need. To obtain
the weighted energy estimates for solutions to (2), we need to prove that some derivatives of u exhibit a gain30
of one degree of differentiability compared to the standard estimates. It turns out that this requires working
with certain special combinations of derivatives of u and the fluid solution. We achieve control of such
special combinations of derivatives of u by writing down PDEs satisfied by the connection coefficients and
the “modified” versions of them that we mentioned just above (see Prop. 9.7) and then deriving estimates
for the PDE solutions (see Prop. 10.1). These are conceptually and analytically difficult steps, with key
ideas for handling the difficulties in the context of wave equations originating in [6, 22, 56]. To handle the
presence of vorticity and entropy, we identify and exploit some new special structures in the compressible
Euler equations and the way they interact with acoustic eikonal functions; see Subsubsect. 2.3.3, especially
the discussion surrounding equation (27), for further details.
We now point out two further aspects of the proof of the weighted energy estimates. First, because the
weighted energy has a “transition” between the interior and an exterior region, one must handle bound-
ary terms coming from applying integration by parts with spatial derivatives (i.e., integration by parts on
bounded regions involving the analog of the terms ∂ae
(Spatial),a
X in (5)); such boundary terms are absent in the
most basic estimates for wave equations. Second, in order to obtain estimates for the connection coefficients,
we have to use the fact that they satisfy transport equations along the sound cones; see Prop. 9.7. Because
(%, v, s) (and various derivatives of these quantities) enter as source terms in the connection coefficient PDEs,
we are forced to derive energy estimates for (%, v, s) and their derivatives along the sound cones.31 In fact,
special combinations of the derivatives of the vorticity and entropy also appear as source terms (in fact, the
same special combinations C,D mentioned in Theorem 1.2 – see, for example, the first term on RHS (228a)),
and to control them along sound cones, we must exploit the special structure of the compressible Euler
30Specifically, terms involving one generic derivative followed by two transversal (to the sound cones) derivatives of u cannot
be controlled at the regularity levels under consideration. This is not a problem in the sense that such derivatives of u never
appear in any of the equations that we study. If we replace one of the transversal differentiations by a tangential differentiation,
then we can control the term, which is quite fortunate since such terms do appear in the analysis. See [13, Section 1.2.3] for
further discussion.
31This is in contrast to the most standard estimates for wave equation solutions, in which only energies along the constant-
time slices Σt are used.
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equations. See Prop. 6.1 for the details on energy estimates for the fluid variables (including the special
combinations) along sound cones, and Prop. 10.4 for additional estimates in other function spaces.
Given all of the technical difficulties tied to control of the acoustic geometry, i.e., to the derivation of
estimates for the acoustic eikonal function u and the connection coefficients, it is natural to ask if one could
not circumvent the geometric formalism altogether. One could try to use multipliers that do not depend
on the underlying geometry (e.g., one could try to use the vectorfields ∂r and L
(Flat) in place of N and
L). However, this seems to produce uncontrollable (at least within the scope of our approach) error terms.
The weighted energy estimates, which form the crux of the desired dispersive estimate (4), rely on special
structures that seem to be available only if one uses multipliers adapted to the problem’s true geometry. In
particular, using the multipliers ∂r and L
(Flat) to derive weighted energy estimates for solutions to (2) seems
to lead to error terms that do not have sufficient decay for closing the estimates.
Remark 1.6. In this subsection, we focused on the wave-part of the Euler system in order to illustrate how
dispersion and the geometric formalism come into play. We mostly ignored the difficulties coming from the
transport-part and its interaction with the wave-part, which are in fact the main new aspects of this work,
and have been discussed in Subsects.1.1–1.7. See also Subsect. 2.3 for more about the difficulties caused by
the presence of multiple characteristic speeds, i.e., the interaction of the wave- and transport-parts.
1.9. Paper outline.
• In Subsects. 2.1-2.2, we define the fluid variables and geometric tensorfields that we use to analyze
solutions and provide the geometric formulation of the compressible Euler equations.
• In Subsect. 2.3, we outline the main ideas of our analysis through the study of a model problem.
• In Sect. 3, we recall some standard constructions from Littlewood–Paley theory, define the norms that
we use until Sect. 9, define the parameters that play a role in our analysis, state our assumptions on
the data, and formulate bootstrap assumptions. The two key bootstrap assumptions are Strichartz
estimates for the wave-part of the solution and complementary mixed spacetime estimates for the
transport-part.
• In Sect. 4, we use the bootstrap assumptions to derive preliminary below-top-order energy and elliptic
estimates, which are useful for controlling simple error terms.
• In Sect. 5, we use the bootstrap assumptions and the results of Sect. 4 to derive top-order energy and
elliptic estimates along constant-time hypersurfaces.
• In Sect. 6, we derive energy estimates along acoustic null hypersurfaces, which complement the
estimates from Sect. 5. We need these estimates along null hypersurfaces in Sect. 10, when we control
the acoustic geometry. Compared to prior works, the main contribution of Sect. 6 is the estimate
(103), which shows that the modified fluid variables (~C,D) can be controlled in L2 up to top order
along acoustic null hypersurfaces, i.e., sound cones; as we described in Subsect. 1.3, such control
along sound cones is not available for generic top-order derivatives of the vorticity and entropy.
• In Sect. 7, we prove Theorem 7.1, which yields Strichartz estimates for the wave-part of the solution,
thereby improving the first key bootstrap assumption and justifying the estimate (1). The proof
of Theorem 7.1 is conditional on Theorem 7.2, whose proof in turn relies on the estimates for the
acoustic geometry that we derive in Sect. 10.
• In Sect. 8, we use Schauder estimates to derive mixed spacetime estimates for the transport-part of
the solution, thereby improving the second key bootstrap assumption. At this point in the paper,
to close the bootstrap argument and complete the proof of Theorem 1.2, it only remains for us to
prove Theorem 7.2.
• In Sect. 9, in service of proving Theorem 7.2, we construct the acoustic geometry, which is centered
around an acoustic eikonal function. We also define corresponding geometric norms.
• In Sect. 10, we derive estimates for the acoustic geometry. The main result is Prop. 10.1.
• In Sect. 11, we review some results derived in [54], which in total show that the results of Sect. 10
imply Theorem 7.2. This closes the bootstrap argument, justifies the estimate (1), and completes
the proof of Theorem 1.2.
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2. Initial geometric setup and a model problem
In this section, we define the fluid variables that we use, some of which are non-standard. We also provide
the geometric formulation of the compressible Euler equations that we use throughout our analysis; see
Prop. 2.1. In Subsect. 2.3, we discuss a model problem that serves a as blueprint for the rest of the paper.
2.1. A first-order formulation of the equations. The compressible Euler equations are typically formu-
lated as first-order evolution equations for the density % : R1+3 → [0,∞), the velocity v : R1+3 → R3, and the
entropy s : R1+3 → R. We assume that inft=0 % > 0, which allows us to avoid the well-known difficulty that
the hyperbolicity of the equations can degenerate along fluid-vacuum boundaries. Let %¯ > 0 be the constant
positive background density from the statement of Theorem 1.2. For convenience, instead of studying %, we
instead study the logarithmic density ρ := ln
(
%
%¯
)
: R1+3 → R. The compressible Euler equations can then
be expressed relative to the usual Cartesian coordinates {xα}α=0,1,2,3 on R1+3 (where x0 := t denotes time
and {xa}a=1,2,3 are the spatial coordinates) as the following quasilinear hyperbolic PDE system, which is
not the one we use for proving our main results:
Bρ = −divv, (7a)
Bvi = −c2δia∂aρ− exp(−ρ)p;s
%¯
δia∂as, (i = 1, 2, 3), (7b)
Bs = 0. (7c)
Above and throughout, we sum repeated indices over their relevant ranges (from 0 to 3 for lowercase Greek
indices and from 1 to 3 for lowercase Latin indices), Xf := Xα∂αf denotes the derivative of the scalar
function f in the direction of the vectorfield X, δab is the standard Kronecker delta, divv := ∂av
a is the
standard Euclidean divergence of v and
B := ∂t + v
a∂a (8)
is the material derivative vectorfield, where throughout we use the alternate notation x0 := t and ∂0 := ∂t.
Moreover, we assume that the pressure p is a given smooth function of % and s known as the equation of
state, c :=
√
∂p
∂%
| s denotes the speed of sound, and we explain the notation “p;s” from RHS (7b) just below.
From now on, we view p and c as smooth functions of the logarithmic density ρ (as opposed to the standard
density) and s, i.e., we view p = p(ρ, s). If f = (ρ, s) is a scalar function, then we use the following notation
to denote partial differentiation with respect to ρ and s: f;ρ :=
∂f
∂ρ
and f;s :=
∂f
∂s
.
2.2. Additional fluid variables and the geometric wave-transport formulation. In this subsection,
we provide the geometric formulation of the equations that we use to study solutions. The formulation refers
to some auxiliary fluid variables, which we first define.
2.2.1. Additional fluid variables. We first recall that the fluid vorticity is the Σt-tangent vectorfield ω with
the following Cartesian components:
ωi := (curlv)i := iab∂avb, (9)
where throughout, iab denotes the fully antisymmetric symbol normalized by 123 = 1.
We will derive estimates for the specific vorticity and entropy gradient vectorfield featured in the next
definition. These variables solve equations with a favorable structure and thus play a key role in our analysis.
Definition 2.1 (Specific vorticity and entropy gradient). We define the specific vorticity Ω : R1+3 → R3
and the entropy gradient vectorfield S : R1+3 → R3 to be the Σt-tangent vectorfields with the following
Cartesian components:
Ωi :=
ωi
(%/%¯)
=
(curlv)i
exp ρ
, Si := δia∂as. (10)
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The “modified” fluid variables featured in the next definition solve equations with remarkable structures.
In total, such structures allow us to prove that these variables exhibit a gain in regularity compared to
standard estimates, as we described at the end of Subsect. 1.5. We stress that this gain of regularity is
crucial for showing that the different solution variables have enough regularity to be compatible with our
approach.
Definition 2.2 (Modified fluid variables). We define the Cartesian components of the Σt-tangent vectorfield
C and the scalar function D as follows, (i = 1, 2, 3):
Ci := exp(−ρ)(curlΩ)i + exp(−3ρ)c−2 p;s
%¯
Sa∂av
i − exp(−3ρ)c−2 p;s
%¯
(∂av
a)Si, (11a)
D := exp(−2ρ)divS − exp(−2ρ)Sa∂aρ. (11b)
The following definitions are primarily for notational convenience.
Definition 2.3 (The wave variables). We define the wave variables Ψι, (ι = 0, 1, 2, 3, 4), and the array ~Ψ of
wave variables, as follows (see Remark 1.3 concerning “s”):
Ψ0 := ρ, Ψi := v
i, (i = 1, 2, 3), Ψ4 := s, (12a)
~Ψ := (Ψ0,Ψ1,Ψ2,Ψ3,Ψ4). (12b)
Definition 2.4 (Arrays of Cartesian component functions). We define the following arrays:
~v := (v1, v2, v3), ~Ω := (Ω1,Ω2,Ω3), ~S := (S1, S2, S3), ~C := (C1, C2, C3). (13)
Throughout, we use the following notation for Cartesian partial derivative operators:
• ∂ denotes a spatial derivative with respect to the Cartesian coordinates.
• ∂ = (∂t, ∂) denotes a spacetime derivative with respect to the Cartesian coordinates.
Moreover, ∂ ~Ψ denotes the array of scalar functions ∂ ~Ψ := (∂αΨι)α=0,1,2,3,ι=0,1,2,3,4 (recall that ∂0 = ∂t), and
∂~Ψ denotes the array of scalar functions ∂~Ψ := (∂aΨι)a=1,2,3,ι=0,1,2,3,4. Arrays such as ∂~v, ∂~v, ∂~Ω, ∂ ~S, ∂ ~C,
etc., are defined analogously.
2.2.2. Acoustical metric and wave operators. Our analysis of the wave-part of the system is fundamentally
tied to the acoustical metric g and related geometric tensors.
Definition 2.5 (The acoustical metric and first fundamental form). We define the acoustical metric g =
g(ρ, v, s) relative to the Cartesian coordinates as follows:
g := −dt⊗ dt+ c−2
3∑
a=1
(dxa − vadt)⊗ (dxa − vadt). (14)
We define32 the first fundamental form g = g(ρ, v, s) of Σt and the corresponding inverse first fundamental
form g−1 = g−1(ρ, v, s) relative to the Cartesian coordinates as follows:
g := c−2
3∑
a=1
dxa ⊗ dxa, g−1 := c2
3∑
a=1
∂a ⊗ ∂a. (15)
It is straightforward to check that relative to the Cartesian coordinates, we have
g−1 = −B⊗B + c2
3∑
a=1
∂a ⊗ ∂a, detg = −c−6. (16)
It is also straightforward to verify the following facts, which we will use throughout: B is g-orthogonal to
Σt and normalized by
g(B,B) = −1. (17)
32As we describe in Subsubsect. 9.6.2, g can be extended to a Σt-tangent spacetime tensor. By definition, the extended
version of g agrees with the original version when acting on Σt-tangent vectors and vanishes upon any contraction with B. It
verifies the identity g = c−2
∑3
a=1(dx
a − vadt)⊗ (dxa − vadt).
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Remark 2.1. Note that gαβ = gαβ(~Ψ) and B
α = Bα(~Ψ).
The following wave operators arise in our analysis of solutions.
Definition 2.6 (Covariant and reduced wave operators). g denotes the covariant wave operator of g, which
acts on scalar functions ϕ by the coordinate invariant formula gϕ := 1√|det g|∂α
(√|detg|(g−1)αβ∂βϕ).
ˆg denotes the reduced wave operator of g, and it acts on scalar functions ϕ by the following formula
(relative to Cartesian coordinates): ˆgϕ := (g−1)αβ∂α∂βϕ.
2.2.3. Statement of the geometric wave-transport formulation of the compressible Euler equations. We now
provide the geometric formulation of the compressible Euler equations that we use to study solutions. De-
tailed versions of the equations were derived in [45, Theorem 1], but for our purposes here, it suffices to work
with the schematic version stated Prop. 2.1.
We will use the following schematic notation, which captures the essential structures that are relevant for
our analysis. Later in the article, we will introduce additional schematic notation.
• L (A)[B] denotes any scalar-valued function that is linear in B with coefficients that are a (possibly
nonlinear) function of A, i.e., a term of the form f(A) ·B, where f denotes a generic smooth function
that is free to vary from line to line.
• Q(A)[B,C] denotes any scalar-valued function that is quadratic in B and C with coefficients that
are a (possibly nonlinear) function of A, i.e., a term of the form f(A) ·B · C.
Proposition 2.1. [45, The geometric wave-transport formulation of the compressible Euler equations]
Smooth solutions to the compressible Euler equations (7a)-(7c) also verify the following system of equations,
where all terms on the RHSs are displayed schematically:33
Wave equations: For Ψ ∈ {ρ, v1, v2, v3, s}, we have
ˆg(~Ψ)Ψ = F(Ψ) := L (~Ψ)[~C,D] +Q(~Ψ)[∂ ~Ψ, ∂ ~Ψ]. (18)
Moreover, replacing ˆg(~Ψ) on LHS (18) with the covariant wave operator g(~Ψ) leads to a wave equation
whose RHS has the same schematic form as RHS (18).
Transport equations: The Cartesian component functions {Ωi}i=1,2,3 and {Si}i=1,2,3 verify the following
equations:
BΩi = L (~Ψ, ~Ω, ~S)[∂ ~Ψ], BSi = L (~Ψ, ~S)[∂ ~Ψ]. (19)
Transport div-curl system for the specific vorticity: The scalar function divΩ and the Cartesian component
functions {Ci}i=1,2,3 verify the following equations:
divΩ = F
(divΩ) := L (
~Ω)[∂ ~Ψ], (20a)
BCi = F(Ci) := Q(~Ψ)[∂ ~Ψ, ∂~Ω] +Q(~Ψ)[∂ ~Ψ, ∂ ~S] +Q(~Ψ, ~S)[∂ ~Ψ, ∂ ~Ψ] +L (~Ψ, ~Ω, ~S)[∂ ~Ψ]. (20b)
Transport div-curl system for the entropy gradient: The scalar function D and the Cartesian component func-
tions {Si}i=1,2,3 verify the following equations:
BD = F(D) := Q(~Ψ)[∂ ~Ψ, ∂ ~S] +Q(~Ψ, ~S)[∂ ~Ψ, ∂ ~Ψ] +L (~Ψ, ~S)[∂~Ω], (21a)
(curlS)i = 0. (21b)
Remark 2.2. We again emphasize that for our main results, it is crucial that generic first derivatives of Ω
and S do not appear on RHS (18); rather, only the special combinations ~C and D appear.
Remark 2.3. In obtaining the form of the equations of Prop. 2.1 as a consequence of the equations presented
in [45], we have used the simple relations Ωi = L (~Ψ)[∂~Ψ] and Si = δic∂cs = L [∂~Ψ], where δic is the
Kronecker delta.
33The precise form of the schematic terms in equation (18) depends on Ψ, but the details are not important for our analysis.
Similar remarks apply to the remaining equations.
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Remark 2.4. In the equations of [45], all derivative-quadratic inhomogeneous terms are null forms. However,
using Remark 2.3, we have rewritten, for example, terms of type S · S, as Q[∂ ~Ψ, ∂ ~Ψ], where Q[∂ ~Ψ, ∂ ~Ψ] is
not necessarily a null form. That is, the quadratic terms Q(·)[·, ·] in Prop. 2.1 are not necessarily null forms.
While the presence of null form structures is crucial for the study of the formation of shocks, such null form
structures are not important for the results of this article.
2.3. Overview of the analysis via a model problem. In this subsection, we exhibit some of the main
ideas behind our analysis by discussing a model problem.
2.3.1. Statement of the model system. We will study the following schematically depicted model system in
the scalar unknown Ψ and the Σt-tangent unknown vectorfield W on R1+3:
ˆg(Ψ)Ψ = curlW + ∂Ψ · ∂Ψ, (22a)
divW = ∂Ψ, (22b)
{∂t + Ψ∂1} curlW = ∂Ψ · ∂W. (22c)
We intend for the system (22a)-(22c) to be a caricature of the equations of Prop. 2.1. Above, gαβ(Ψ) are
given Cartesian component functions (assumed to depend smoothly on Ψ) of the Lorentzian metric g, and
ˆg(Ψ) := (g−1)αβ∂α∂β . Ψ may be thought of as a model for the wave-part of the compressible Euler
equations, while W may be thought of as a model for the transport-part (e.g., the vorticity and entropy
gradient). That is, from the point of view of regularity, we can think that Ψ ∼ (ρ, v) and W ∼ (curlv, ∂s).
We intend for the reader to interpret the inhomogeneous terms schematically (especially, since, for example,
LHS (22a) is a scalar while the first term on RHS (22a) appears to be a vector).
We will outline how to control the time of existence for solutions to the model system (22a)-(22c) assuming
the data-bound ‖(Ψ, ∂tΨ)‖HN (Σ0)×HN−1(Σ0) + ‖∂W‖HN−1(Σ0) < ∞, where 2 < N ≤ 5/2 is a fixed real
number. In Subsubsect. 2.3.4, we will find that we need to make the further Ho¨lder regularity assumption
‖curlW‖C0,α(Σ0) <∞ for some α > 0, much like we did in Theorem 1.2. In the rest of Subsect. 2.3, “data”
schematically denotes any quantity depending on ‖(Ψ, ∂tΨ)‖HN (Σ0)×HN−1(Σ0) + ‖∂W‖HN−1(Σ0).
2.3.2. A priori energy and elliptic estimates along Σt for the model system. The most fundamental step in
controlling the time of existence is to derive a priori energy and elliptic estimates along Σt. In the context
of the compressible Euler equations, we provide the analog of this step in Prop. 5.1 below. To obtain the
desired a priori estimate for the model system, one can combine standard estimates for the wave equation
(22a), based on energy estimates and the Littlewood–Paley calculus, with similar estimates for the transport
equation (22c), and use the elliptic Hodge estimate
‖∂W‖L2(Σt) . ‖divW‖L2(Σt) + ‖curlW‖L2(Σt) (23)
and equation (22b), to obtain, after using Gronwall’s inequality (and ignoring all numerical constants “C”):
‖(Ψ, ∂tΨ)‖HN (Σt)×HN−1(Σt) + ‖∂W‖HN−1(Σt) ≤ data× exp
(
1 + ‖∂Ψ‖L1([0,t])L∞x + ‖∂W‖L1([0,t])L∞x
)
. (24)
Thus, (24) would immediately imply the desired a priori estimate if we were able to simultaneously show that
for T > 0 sufficiently small, we have the following key bounds for some δ > 0 and δ1 > 0 with 0 < δ1 ≤ α:
‖∂Ψ‖L2([0,T ])L∞x , ‖∂W‖L2([0,T ])L∞x . T δdata + T δ‖curlW‖C0,δ1 (Σ0). (25)
The rest of the discussion in Subsect. 2.3 concerns the proof of (25).
2.3.3. Strichartz estimates and acoustic geometry for the model system. We now discuss how to estab-
lish (25) for the term ‖∂Ψ‖L2([0,T ])L∞x . In practice, this can be accomplished by first making a boot-
strap assumption that is weaker than (25), then combining it with (24) to deduce the energy bound
‖(Ψ, ∂tΨ)‖HN (Σt)×HN−1(Σt) + ‖∂W‖HN−1(Σt) ≤ data, and then finally proving estimates that imply the
“improved” estimate ‖∂Ψ‖L2([0,T ])L∞x + ‖∂W‖L2([0,T ])L∞x . T δdata + T δ‖curlW‖C0,δ1 (Σ0). Thus, to illus-
trate the main ideas, we will assume the energy bound and sketch how to prove ‖∂Ψ‖L2([0,T ])L∞x . 1, where,
for convenience, we will ignore the small power of T δ (which in reality is important for gaining smallness
in various estimates) and also ignore term “data” by considering it to be . 1. At this point in our dis-
cussion of the model system, we will also ignore the following important technical point: to close some
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estimates, one must achieve control of not only ‖∂Ψ‖L2([0,T ])L∞x , but also
∑
ν≥2 ν
2δ1‖Pν∂ ~Ψ‖2L2([0,T∗])L∞x and
‖∂ ~Ψ‖
L2([0,T∗])C
0,δ1
x
, where Pν are standard dyadic Littlewood–Paley projections and δ1 > 0 is a small Ho¨lder
exponent; see Theorem 7.1 and Cor. 7.1 for the details. We will elaborate on the importance of controlling
‖∂ ~Ψ‖
L2([0,T∗])C
0,δ1
x
in Subsubsect. 2.3.4, when we explain how to control ‖∂W‖L2([0,T ])L∞x . As we describe
starting two paragraphs below, our approach to deriving the Strichartz estimates is fundamentally connected
to the geometry of g-null hypersurfaces, i.e., hypersurfaces whose normals V verify g(V, V ) = 0.
The basic idea behind obtaining the desired bound for ‖∂Ψ‖L2([0,T ])L∞x is to establish an appropriate
Strichartz estimate for the wave equation (22a). The analog estimate in the context of the standard flat linear
wave equation−∂2t ϕ+∆ϕ = 0 on R1+3 is the well-known Strichartz estimate ‖∂ϕ‖L2t ([0,1])L∞x . ‖∂ϕ‖H1+ε(Σ0),
valid for any ε > 0. As we mentioned in Subsect. 1.6, the important work of Tataru [49], which provided
Strichartz estimates for linear wave equations with rough coefficients, would in fact yield the desired bound
‖∂Ψ‖L2([0,T ])L∞x . 1 under the stronger assumption N > 13/6, provided one can simultaneously bound
RHS (22a) in ‖ · ‖L∞([0,T ])HN−1x , i.e, provided one can control ‖curlW + ∂Ψ · ∂Ψ‖L∞([0,T ])HN−1x . For the
model system, there is no difficulty in extending the estimate (24) to the case N > 13/6. Thus, assuming
that one can also control the term ‖∂W‖L2([0,t])L∞x on RHS (24), we obtain (using Tataru’s framework) the
desired bound ‖∂Ψ‖L2([0,T ])L∞x . 1 under this stronger assumption N > 13/6. We stress that in the case
of the compressible Euler equations, controlling the analog of the term ‖curlW‖L∞([0,T ])HN−1x is possible
(see Prop. 5.1), but only by exploiting the special structures of the equations of Prop. 2.1. Moreover, it is
not possible to achieve such control at the classical local well-posedness level (%− %¯, v, s) ∈ H(5/2)+(Σ0); see
Remark 1.1.
It is known [42] that without further information about the principal coefficients (g−1)αβ of the wave
operator ˆg, Tataru’s linear Strichartz estimates are optimal. Thus, to achieve the goal of lowering the
Sobolev regularity threshold to N > 2, we must exploit the specific structure of the system (22a)-(22c).
Over the last two decades, a robust framework for achieving this goal for quasilinear wave systems with a
single wave speed34 has emerged, starting with [22], progressing through the results [23–27,43,56], and, in the
case of the Einstein-vacuum equations, culminating in the proof [28] of the bounded L2 curvature conjecture.
As we will further explain below, the most significant difference between the case of single-speed quasilinear
wave systems and the model system (22a)-(22c) is the presence of the terms on RHSs (22a)-(22c) that depend
on one derivative of W . Despite the presence of these terms, our approach here allows us to initiate the
derivation of Strichartz estimates for the model system starting from the same crucial ingredient found in
the works cited above on single-speed quasilinear wave systems: an outgoing acoustic eikonal function u,
which is a solution to the eikonal equation (Footnote 5 applies here)
(g−1)αβ∂αu∂βu = 0 (26)
such that ∂tu > 0.
A glaring point is that the regularity properties of u are tied to those of the solution of (22a)-(22c) through
the dependence of the coefficients (g−1)αβ of the eikonal equation (26) on Ψ. Thus, if one studies solutions of
(22a)-(22c) using arguments that rely on estimates for u and its derivatives, one must carefully confirm that
the regularity of u needed for the arguments is compatible with that of Ψ. This serious technical issue, which
we further discuss below, was first handled by Christodoulou–Klainerman [6] in their proof of the stability
of Minkowski spacetime as a solution to the Einstein–vacuum equations. In our study of compressible Euler
flow, we dedicate the entirety of Sect. 9 towards the construction of an appropriate u (where the role of g is
played by the acoustical metric of Def. 2.5) and related geometric quantities, while in Sect. 10, we derive the
difficult, tensorial regularity properties of these quantities.
The level sets of u, denoted by Cu, are g-null hypersurfaces, and in this paper, we will construct u
so that the Cu are outgoing sound cones; see Fig. 2. Through a long series of reductions, originating in
[48,49] and with further insights provided by [21,22,43,56], it is known that the desired Strichartz estimate
‖∂Ψ‖L2([0,T ])L∞x . data for equation (22a) can be proved for N > 2, thanks in part to the availability of the
bound (24), provided one can derive complementary, highly tensorial, Sobolev estimates for the derivatives
of u up to top order, both along Σt and along null hypersurfaces Cu. We refer to this task as “controlling the
34By this, we mean wave equation systems featuring only one Lorentzian metric.
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acoustic geometry,” and our above remarks make clear that the regularity of the acoustic geometry depends
on that Ψ and W ; see the discussion surrounding equation (27) for further clarification of this point. In
Sect. 11, we review the main ideas behind deriving the Strichartz estimate as a consequence of control of
the acoustic geometry. The basic chain of logic is: control over the acoustic geometry =⇒ an estimate
for an L2-type (weighted) conformal energy for solutions to gϕ = 0 =⇒ dispersive decay estimates for ϕ
=⇒ (via a T T ∗ argument) linear Strichartz estimates =⇒ (by Duhamel’s principle, the energy estimates,
and the Schauder estimates for the transport-part of the system discussed in Subsubsect. 2.3.4) Strichartz
estimates for the quasilinear wave equation (18).
The task of controlling the acoustic geometry is quite involved and occupies the second half of the paper;
see Prop. 10.1 for a lengthy list of estimates that we use to control the acoustic geometry. In the case of
quasilinear wave equations, many of the ideas for how to control u originated in [6,22–27,56]. For the model
system, the main new difficulty is the presence of the term curlW on the right-hand side of the wave equation
(22a), whose regularity properties strongly influence those of u; below we will elaborate on this issue. In
this subsubsection, we cannot hope to discuss all of the technical difficulties that arise when controlling u, so
we will mainly highlight a few key points that are new compared to earlier works. Readers can consult the
introduction to [56] for an overview of many of the technical difficulties that arise in the case of quasilinear
wave equations and for how they can be overcome. At the end of this subsubsection, we will mention some
of these difficulties since they occur in the present work as well.
As is standard in the theory of wave equations, our analysis relies on a g-null frame {L,L, e1, e2} adapted
to u, where the vectorfield L is rescaled version of the gradient vectorfield of u, normalized by Lt = 1; see
(184). Thus, by (26), L is null (i.e., g(L,L) = 0), tangent to Cu, and orthogonal to the spheres St,u := Cu∩Σt.
Moreover, L is null, transversal to Cu, orthogonal to St,u, and normalized by Lt = 1, and {eA}A=1,2 are a
g-orthonormal frame tangent to St,u; see Figure 1, and see Sect. 9 for complete details on the construction
of the objects depicted in the figure.
eA
L L
Figure 1. The null frame
Controlling the acoustic geometry means, essentially, deriving estimates for various connection coeffi-
cients35 of the null frame and their derivatives. There are many quantities that we need to estimate, but for
brevity, in our discussion of the model problem, we will discuss only one of them. Specifically, of primary im-
portance for applications to Strichartz estimates is the null mean curvature of the level sets of u (i.e., of sound
cones in the context of compressible Euler flow), denoted by trg/χ and defined by trg/χ =
∑2
A=1 g(DeAL, eA),
35These are, roughly, first g-covariant derivatives of the frame in the directions of the frame.
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with D the Levi–Civita connection of g. Analytically, trg/χ corresponds to a special combination of up-
to-second-order derivatives of u with coefficients that depend, relative to Cartesian coordinates, on the
up-to-first-order derivatives of g. To bound trg/χ, one exploits that it verifies Raychaudhuri’s equation (see
(212c) and (228a)), which is an evolution equation with source terms depending on the Ricci curvature of
g. A careful decomposition of the Ricci curvature (see Lemma 9.6) allows one to express Raychaudhuri’s
equation in the form
L(trg/χ+ ΓL) =
1
2
LαLβˆggαβ(Ψ) + · · · , (27)
where ΓL := L
αΓα, and Γ
α ∼ (g−1)2 · ∂g is a contracted Cartesian Christoffel symbol of g. Here we
emphasize that the regularity properties of trg/χ + ΓL are tied to those of the source terms in the wave
equation (22a), since the first term on RHS (27) can be expressed via (22a). It turns out that in order to
obtain enough control of the acoustic geometry to prove the Strichartz estimates, one needs to control, among
other terms, the Cu-tangential derivatives, namely L and ∇/ , of trg/χ in various norms along Cu, where ∇/ is the
Levi–Civita connection of the Riemannian metric g/ induced on the spheres St,u by g; see, for example, the
estimate (265d). This suggests, in view of equation (22a) and the presence of the product 12L
αLβˆggαβ(Ψ)
on RHS (27), that we in particular have to control ‖∇/ curlW‖L2(Cu). In fact, one needs control of a slightly
higher Lebesgue exponent than 2 in the angular variables to close the proof, though we will downplay this
technical issue in our simplified discussion here. For the compressible Euler equations, see Prop. 6.1 for the
precise estimates that we need for the fluid variables along null hypersurfaces. We emphasize that in reality,
the needed control of ∇/ curlW is at the top-order level (i.e., it relies on the assumption ‖∂W‖HN−1(Σ0) <∞).
To achieve the desired control, we use two crucial structural features of the equations.
1. curlW satisfies the transport equation (22c). Therefore, using standard energy estimates for trans-
port equations and the energy estimate (24) along Σt (which can be used to obtain spacetime control
of the source terms in the transport equation), one can control, roughly,36 curlW in ‖ · ‖HN−1(H)
along any hypersurface H that is transversal to the transport operator ∂t + Ψ∂1 on LHS (22c). Note
that the needed estimate along H would not be available if, instead of curlW on RHS (22a), we had
a generic spatial derivative ∂W ; for generic top-order spatial derivatives, we can control W in L2
only along the hypersurfaces Σt, since elliptic Hodge estimates of type (23) hold only along such
hypersurfaces. In the compressible Euler equations, this miraculous structural feature is manifested
by the fact that the principal transport terms on RHS (18) are precisely ~C and D, which satisfy the
transport equations (20b) and (21a). We again refer to Prop. 6.1 for the precise estimates that we
derive for ~C and D along null hypersurfaces.
2. To control the acoustic geometry, one must consider the case H := Cu, and thus one needs to know
that ∂t+Ψ∂1 is transversal to the sound cones Cu. For the model system, the transversality could be
guaranteed only by making assumptions on the structure of the component functions (g−1)αβ(Ψ).
However, for the compressible Euler equations, the needed transversality is guaranteed by a crucial
geometric fact: the relevant transport vectorfield operator is B, and it enjoys the timelike property
g(B,B) = −1 (see (17)), thus ensuring that B is transversal to any g-null hypersurface.
We close this subsubsection by highlighting a few key technical issues that were also present in [56] and
related works.
• To close our bootstrap argument, we find it convenient to partition the bootstrap interval and to
work with a rescaled version of the solution adapted to the partition. We define the partitioning in
Subsect. 7.2 and the rescaling in Subsect. 9.1.
• It turns out that the connection coefficients of the null frame do not satisfy PDEs that allow us to
derive the desired estimates. Thus, one must instead work with a collection of “modified” connection
coefficients that satisfy better PDEs, for which we can derive the desired estimates. This is already
apparent from equation (27), which suggests that trg/χ+ ΓL is the “correct” quantity to study from
the point of view of PDE analysis. We define these modified quantities in Subsect. 9.7.
36The precise norm that we need to control along null hypersurfaces is the one on LHS (103), which involves Littlewood–Paley
projections adapted to Σt.
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• To close the proof, we need to control ‖trg/χ + ΓL‖L∞t L∞x via the transport equation (27); see, for
example, the estimate37 (265a). However, given the low regularity, it is not automatic that we have
quantitative control of the “data-term” ‖trg/χ + ΓL‖L∞(Σ0), as such control depends on the initial
condition for u (which we are free to choose). In Prop. 9.8, we recall a result of [56], which shows
that there exists a foliation of Σ0 that can be used to define an initial condition for u with many
good properties, leading in particular to the desired quantitative control of ‖trg/χ+ ΓL‖L∞(Σ0).
• In the proof of the conformal energy estimate from [56] (the results of which we quote in our proof of
the Strichartz estimate), there is a technical part of the argument in which one needs to work with
a conformally rescaled metric e2σg, constructed such that its null second fundamental form has a
trace equal to the quantity trg/χ + ΓL highlighted above; we refer readers to [56, Section 1.4.1] for
further discussion on this issue. In Subsubsect. 9.7.1, we construct the conformally rescaled metric.
To close the conformal energy estimate, we must derive estimates for various geometric derivatives
of σ up to second order; see Prop. 10.1.
2.3.4. Mixed spacetime estimates for the transport variable. We now discuss how to establish (25) for the
term ‖∂W‖L2([0,T ])L∞x on the left-hand side. As in Subsubsect. 2.3.3, we will assume the energy bound
‖(Ψ, ∂tΨ)‖HN (Σt)×HN−1(Σt) + ‖∂W‖HN−1(Σt) . 1, we will ignore the small power of T δ, and, imagining that
we are carrying out a bootstrap argument, we will assume the results of that subsubsection, i.e., the bound
‖∂Ψ‖L2([0,T ])L∞x . 1. The main idea of controlling ‖∂W‖L2([0,T ])L∞x is to in fact control, for some small
constant δ1 > 0, the stronger norm
38 ‖∂W‖
L2([0,T ])C
0,δ1
x
by combining estimates for the transport-div-curl
system (22b)-(22c) with the following standard elliptic Schauder-type estimate (see Lemma 8.2):
‖∂W‖C0,δ1 (R3) . ‖divW‖C0,δ1 (R3) + ‖curlW‖C0,δ1 (R3) + ‖∂W‖L2(R3). (28)
It is well-known that (28) is false when the space C0,δ1(R3) is replaced (on both sides) with L∞(R3); this
explains our reliance on Ho¨lder norms. To control RHS (28), we will use the following important fact,
mentioned already in the first paragraph of Subsubsect. 2.3.3: the Strichartz estimate ‖∂Ψ‖L2([0,T ])L∞x . 1
can be slightly strengthened, under the scope of our approach, to ‖∂Ψ‖
L2([0,T ])C
0,δ1
x
. 1; see Cor. 7.1. To
proceed, we take the norm ‖ · ‖C0,δ1 (Σt) of the transport equation (22c) and integrate in time, use (28) to
bound the source term factor ∂W on RHS (22c), use (22b) to substitute for the first term on RHS (28), and
use the strengthened Strichartz estimate ‖∂Ψ‖
L2([0,T ])C
0,δ1
x
. 1 (which in particular, as the arguments of
Lemma 8.3 show, yields control of the integral curves of the transport operator ∂t + Ψ∂1 on LHS (22c)) to
obtain the following estimate (see Subsect. 8.5 for the details):
‖curlW‖C0,δ1 (Σt) . ‖curlW‖C0,δ1 (Σ0) + data +
∫ t
0
‖∂Ψ‖C0,δ1 (Στ )‖curlW‖C0,δ1 (Στ ) dτ. (29)
To control the first term on RHS (29), we need to assume that ‖∂W‖C0,α(Σ0) < ∞, for some α > 0 (and
then δ1 > 0 is chosen to be ≤ α). There seems to be no way to avoid this assumption by the method we
are using since transport equation solutions do not gain regularity or satisfy Strichartz estimates (which are
tied to dispersion). From (29), Gronwall’s inequality, and the bound ‖∂Ψ‖
L2([0,T ])C
0,δ1
x
. 1, we find that
‖curlW‖C0,δ1 (Σt) . ‖curlW‖C0,δ1 (Σ0) + data. From this bound, (28), equation (22b) (which we again use to
substitute for the first term on RHS (28)), and the assumed energy bound, we find that ‖∂W‖C0,δ1 (Σt) .
‖curlW‖C0,δ1 (Σ0) +data+‖∂Ψ‖C0,δ1 (Σt). Finally, squaring this estimate, integrating in time, and again using
the bound ‖∂Ψ‖
L2([0,T ])C
0,δ1
x
. 1, we obtain the desired bound ‖∂W‖
L2([0,T ])C
0,δ1
x
. ‖curlW‖C0,δ1 (Σ0)+data.
We have therefore sketched how to establish (25) which, in view of (24), justifies (for t sufficiently small)
the fundamental estimate ‖(Ψ, ∂tΨ)‖HN (Σt)×HN−1(Σt) + ‖∂W‖HN−1(Σt) ≤ data.
37The actual estimates that we need involve r˜ weights, where r˜ is defined in (176). We also note here that in the bulk of
the article, we denote trg/χ+ ΓL by trg˜/χ˜; see (204b).
38One might be tempted to avoid using the Ho¨lder-based norms ‖·‖
L2([0,T ])C
0,δ1
x
and to instead use elliptic theory to obtain
control of ‖∂W‖L2([0,T ])BMOx . The difficulty is that control of ‖∂W‖L2([0,T ])BMOx is insufficient for controlling the nonlinear
term ∂Ψ · ∂W on RHS (22c) in the norm ‖ · ‖L2t ([0,T ])HNx , which in turn would obstruct closure of the energy estimates.
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3. Littlewood–Paley projections, standard norms, parameters, assumptions on the initial
data, bootstrap assumptions, and notation regarding constants
In this section, we define the standard Littlewood–Paley projections, define various norms and parameters
that we use in our analysis, state our assumption on the initial data, formulate the bootstrap assumptions
that we use in proving Theorem 1.2, and state our conventions for constants C.
3.1. Littlewood–Paley projections. We fix a smooth function η : R3 → [0, 1] supported on the frequency-
space annulus {ξ ∈ R3 | 1/2 ≤ |ξ| ≤ 2} such that for ξ 6= 0, we have ∑k∈Z η(2kξ) = 1. For dyadic frequencies
λ = 2k with k ∈ Z, we define the standard Littlewood–Paley projection Pλ, which acts on scalar functions
F : R3 → C, as follows:
PλF (x) :=
∫
R3
eix·ξη(λ−1ξ)Fˆ (ξ) dξ, (30)
where Fˆ (ξ) :=
∫
R3 e
−ix·ξF (x) dx (with dx := dx1dx2dx3) is the Fourier transform of F . If F is an array-
valued function, then PλF denotes the array of projections of its components. If I ⊂ 2Z is an interval of
dyadic frequencies, then PIF :=
∑
ν∈I PνF , and P≤λF := P(−∞,λ]F .
If F is a function on Σt, then PλF (t, x) := PλG(x), where G(x) := F (t, x), and similarly for PIF (t, x)
and P≤λF (t, x).
3.2. Norms and seminorms. In this subsection, we define some standard norms and seminorms that we
will use in the first part of the paper, before we control the acoustic geometry. To control the acoustic
geometry, we will use additional norms, defined in Subsect. 9.10.
For scalar- or array-valued functions F and 1 ≤ q < ∞, ‖F‖Lq(Σt) :=
{∫
Σt
|F (t, x)|q dx
}1/q
and
‖F‖L∞(Σt) := ess supx∈R3 |F (t, x)| are standard Lebesgue norms of F , where we recall that Σt is the stan-
dard constant-time slice. Lebesgue norms on subsets D ⊂ Σt are defined in an analogous fashion, e.g., if
D = {t} ×D′, then ‖F‖Lq(D) :=
{∫
D′ |F (t, x)|q dx
}1/q
. Similarly, if {Aλ}λ∈2N is a dyadic-indexed sequence
of real numbers and 1 ≤ q <∞, then ‖Aν‖`qν :=
{∑
ν≥1A
q
ν
}1/q
.
We will rely on the following family of seminorms, parameterized by real numbers M (where we will have
M > 0 in our applications below):
‖ΛMF‖L2(Σt) :=
√∑
ν≥2
ν2M‖PνF‖2L2(Σt), (31)
where on RHS (31) and throughout, sums involving Littlewood–Paley projections are understood to be
dyadic sums.
For real numbers M ≥ 0, we define the following standard Sobolev norm for functions F on Σt:
‖F‖HM (Σt) :=
{
‖P≤1F‖2L2(Σt) + ‖ΛMF‖2L2(Σt)
}1/2
. (32)
Throughout, we will rely on the standard fact that when M is an integer, the norm defined in (32) is
equivalent to
∑
|~I|≤M ‖∂~IF‖L2(Σt), where ~I are spatial derivative multi-indices.
If F is a function defined on a subset D ⊂ R3 and β ≥ 0, then we define the Ho¨lder norm ‖ · ‖C0,β(D) of
F as follows:
‖F‖C0,β(D) := ‖F‖L∞(D) + sup
x,y∈D,0<|x−y|
|F (x)− F (y)|
|x− y|β . (33)
Similarly, if F is a function defined on a subset D ⊂ Σt of the form D = {t} × D′, then ‖F‖C0,β(D) :=
‖G‖C0,β(D′), where G(x) := F (t, x).
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We will also use the following mixed norms for functions F defined on R1+3, where 1 ≤ q1 <∞, 1 ≤ q2 ≤
∞, and I is an interval of time:
‖F‖Lq1 (I)Lq2x :=
{∫
I
‖F‖q1Lq2 (Στ ) dτ
}1/q1
, ‖F‖L∞(I)Lq2x := ess supτ∈I‖F‖Lq2 (Στ ), (34a)
‖F‖Lq1 (I)C0,βx :=
{∫
I
‖F‖q1
C0,β(Στ )
dτ
}1/q1
, ‖F‖L∞(I)C0,βx := ess supτ∈I‖F‖C0,β(Στ ). (34b)
Similarly, if {Fλ}λ∈2N is a dyadic-indexed sequence of functions Fλ on Σt, then
‖Fν‖`2νL2(Σt) :=
∑
ν≥1
‖Fν‖2L2(Σt)

1/2
. (35)
3.3. Choice of parameters. In this subsection, we introduce the parameters that will play a role in our
analysis. We recall that 2 < N ≤ 5/2 and 0 < α < 1 denote given real numbers corresponding, respectively,
to the assumed Sobolev regularity of the data and the assumed Ho¨lder regularity of the transport part of
the data; see (39a)-(39b). We then choose positive numbers q, 0, δ0, δ, and δ1 that satisfy the following
conditions:
2 < q <∞, (36a)
0 < 0 :=
N − 2
10
<
1
10
, (36b)
δ0 := min
{
20,
α
10
}
, (36c)
0 < δ :=
1
2
− 1
q
< 0, (36d)
δ1 := min {N − 2− 40 − δ(1− 80),α} > 8δ0 > 0. (36e)
More precisely, we consider N , α, 0, and δ0 to be fixed throughout the paper, while in some of our arguments
below, we will treat q, δ, and δ1 as parameters, where q > 2 will need to be chosen to be sufficiently close to
2 (i.e., δ > 0 will need to be chosen to be sufficiently small).
3.4. Assumptions on the initial data. The following definition captures the subset of solution space in
which the compressible Euler equations are hyperbolic in a non-degenerate sense.
Definition 3.1 (Regime of hyperbolicity). We define H as follows:
H :=
{
(ρ, s, ~v, ~Ω, ~S) ∈ R× R× R3 × R3 × R3 | 0 < c(ρ, s) <∞
}
. (37)
We set
(˚ρ, s˚, ~˚v, ~˚Ω, ~˚S, ~˚C, D˚) := (ρ, s, ~v, ~Ω, ~S, ~C,D)|Σ0 . (38)
With N and α as in Subsect. 3.3, we assume that
‖˚ρ‖HN (Σ0) + ‖˚~v‖HN (Σ0) <∞, (39a)
‖~˚Ω‖HN (Σ0) + ‖˚s‖HN+1(Σ0) + ‖ ~˚C‖C0,α(Σ0) + ‖D˚‖C0,α(Σ0) <∞. (39b)
(39a) corresponds to “rough” regularity assumptions on the wave-part of the data, while (39b) corresponds
to regularity assumptions on the transport-part of the data.
Let intU denoting the interior of the set U . We assume that there are compact subsets K˚ and K of intH
such that
(˚ρ, s˚, ~˚v, ~˚Ω, ~˚S)(R3) ⊂ intK˚ ⊂ K˚ ⊂ intK ⊂ K ⊂ intH. (40)
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3.5. Bootstrap assumptions. For the rest of the article, 0 < T∗  1 denotes a “bootstrap time” that we
will choose to be sufficiently small in a manner that depends only on the quantities introduced in Subsect. 3.4.
We assume that (ρ, s, ~v, ~Ω, ~S) is a smooth (see Footnote 8) solution to the equations of Prop. 2.1 on the
“bootstrap slab” [0, T∗]× R3.
3.5.1. Bootstrap assumptions tied to H. Let K be the subset from Subsect. 3.4. We assume that
(ρ, s, ~v, ~Ω, ~S)([0, T∗]× R3) ⊂ K. (41)
In Cor. 8.1, we derive a strict improvement of (41).
Remark 3.1 (Uniform L∞(Σt) bounds). Note that the bootstrap assumption (41) implies, in particular,
uniform L∞(Σt) bounds, depending on K, for ρ, s, ~v, ~Ω, and ~S ∼ ∂s. Throughout the article, we will often
use these simple L∞(Σt) bounds without explicitly mentioning that we are doing so.
3.5.2. Mixed spacetime norm bootstrap assumptions. We assume that the following estimates hold:
‖∂ ~Ψ‖2L2t ([0,T∗])L∞x +
∑
ν≥2
ν2δ0‖Pν∂ ~Ψ‖2L2t ([0,T∗])L∞x ≤ 1, (42a)
‖∂(~Ω, ~S)‖2L2t ([0,T∗])L∞x +
∑
ν≥2
ν2δ0‖Pν∂(~Ω, ~S)‖2L2t ([0,T∗])L∞x ≤ 1. (42b)
In Theorem 7.1, we derive a strict improvement of (42a). In Theorem 8.1, we derive a strict improvement
of (42b).
Remark 3.2. When deriving the energy estimates, we will only use the bounds for ‖∂ ~Ψ‖L2t ([0,T∗])L∞x and
‖∂(~Ω, ~S)‖L2t ([0,T∗])L∞x . We use the bounds for the two sums in (42a)-(42b) to obtain control over the acoustic
geometry, that is, for proving Prop. 10.1.
3.6. Notation regarding constants. In the rest of the paper, C > 0 denotes a constant that is free to
vary from line to line. C is allowed to depend on N , α, the parameters from Subsect. 3.3, the norms of the
data from Subsect. 3.4, and the set K from Subsect. 3.4. We often bound explicit functions of t by ≤ C since
t ≤ T∗  1. For given quantities A,B ≥ 0, write A . B to mean that there exists a C > 0 such that
A ≤ CB. We write A ≈ B to mean that A . B and B . A.
4. Preliminary energy and elliptic estimates
Our main goal in this section is to prove preliminary energy and elliptic estimates that yield H2(Σt)-
control of the velocity, density, and specific vorticity, and H3(Σt)-control of the entropy. The main result is
provided by Prop. 4.1. These preliminary below-top-order estimates are useful, in the context of controlling
the solution’s top-order derivatives, for handling all but the most difficult error terms. The proof of Prop. 4.1
is located in Subsect. 4.4. Before proving the proposition, we first provide two standard ingredients: the
geometric energy method for wave equations and transport equations, and estimates in L2(Σt)-based spaces
for div-curl systems.
Proposition 4.1 (Preliminary energy and elliptic estimates). There exists a continuous strictly increasing
function F : [0,∞) → [0,∞) such that under the initial data and bootstrap assumptions of Sect. 3, smooth
solutions to the compressible Euler equations satisfy the following estimates for t ∈ [0, T∗]:
2∑
k=0
‖∂kt (ρ, ~v, ~Ω)‖H2−k(Σt) +
2∑
k=0
‖∂kt s‖H3−k(Σt) +
1∑
k=0
‖∂kt (~C,D)‖H1−k(Σt) (43)
≤ F
(
‖(ρ, ~v, ~Ω)‖H2(Σ0) + ‖s‖H3(Σ0)
)
.
Moreover, for any a and b with 0 ≤ a ≤ b ≤ T∗, solutions ϕ to the inhomogeneous wave equation
g(~Ψ)ϕ = F (44)
satisfy the following estimate:
‖∂ϕ‖L2(Σb) . ‖∂ϕ‖L2(Σa) + ‖F‖L1([a,b])L2x . (45)
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4.1. The geometric energy method for wave equations. To derive energy estimates for solutions to
the wave equations in (18), we will use the well-known vectorfield multiplier method. In this subsection, we
set up this geometric energy method. Throughout this subsection, we lower and raise Greek indices with the
acoustical metric g = g(~Ψ) from Def. 2.5 and its inverse. Moreover, D denotes the Levi–Civita connection
of g and g := (g−1)αβDαDβ denotes the corresponding covariant wave operator.
4.1.1. Energy-momentum tensor, energy current, and deformation tensor. We define the energy-momentum
tensor associated to a scalar function ϕ to be the following symmetric type
(
0
2
)
tensorfield:
Qαβ [ϕ] := ∂αϕ∂βϕ− 1
2
gαβ(g
−1)κλ∂κϕ∂λϕ. (46)
Given ϕ and any “multiplier” vectorfield X, we define the corresponding energy current (X)Jα[ϕ] vectorfield:
(X)Jα[ϕ] := Qαβ [ϕ]Xβ . (47)
We define the deformation tensor of X to be the following symmetric type
(
0
2
)
tensorfield:
(X)piαβ := DαXβ + DβXα. (48)
A straightforward computation yields the following identity, which will form the starting point for our
energy estimates for the wave equations:
Dκ
(X)Jκ[ϕ] = (gϕ)Xϕ+
1
2
Qκλ(X)piκλ. (49)
4.1.2. The basic energy along Σt. To derive energy estimates for solutions ϕ to wave equations gϕ = F,
we will rely on the following energy E[ϕ](t), where B = ∂t + va∂a is the material derivative vectorfield:
E[ϕ](t) :=
∫
Σt
{
(B)Jκ[ϕ]Bκ + ϕ
2
}
d$g =
∫
Σt
{
Q00[ϕ] + ϕ2
}
d$g. (50)
In (50) and throughout, d$g is the volume form induced on Σt by the first fundamental form g of g. A
straightforward computation yields that relative to the Cartesian coordinates, we have
d$g =
√
detgdx1dx2dx3 = c−3dx1dx2dx3. (51)
(17) implies that B is timelike with respect to g. This leads to the coercivity of E[ϕ](t), as we show in
the next lemma.
Lemma 4.2 (Coerciveness of E[ϕ](t)). Under the bootstrap assumptions of Sect. 3, the following estimate
holds for t ∈ [0, T∗]:
E[ϕ](t) ≈ ‖(ϕ, ∂tϕ)‖2H1(Σt)×L2(Σt). (52)
Proof. Since the bootstrap assumption (41) guarantees that the solution is contained in K, we have c ≈ 1
and thus, by (51), d$g = c
−3dx1dx2dx3 ≈ dx1dx2dx3. Next, using (16), (17), (46), and (47), we compute
that (B)Jκ[ϕ]Bκ =
1
2 (Bϕ)
2 + 12c
2δab∂aϕ∂bϕ. Using that Bϕ = ∂tϕ+v
a∂aϕ, that |v| is uniformly bounded for
solutions contained in K, and that c ≈ 1, and applying Young’s inequality to the cross term 2(∂tϕ)(va∂aϕ)
in (Bϕ)2, we deduce (B)Jκ[ϕ]Bκ ≈ |∂ϕ|2. From these estimates and definition (50), the desired estimate
(52) easily follows.

In the next lemma, we provide the basic energy inequality that we will use when deriving energy estimates
for solutions to the wave equations.
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Lemma 4.3 (Basic energy inequality for the wave equations). Let ϕ be smooth on [0, T∗]× R3. Under the
bootstrap assumptions of Sect. 3, the following inequality holds for t ∈ [0, T∗]:
‖(ϕ, ∂tϕ)‖2H1(Σt)×L2(Σt) . ‖(ϕ, ∂tϕ)‖2H1(Σ0)×L2(Σ0) +
∫ t
0
{∥∥∥∂ ~Ψ∥∥∥
L∞(Στ )
+ 1
}
‖(ϕ, ∂tϕ)‖2H1(Στ )×L2(Στ ) dτ
(53)
+
∫ t
0
‖ˆgϕ‖L2(Στ )‖∂ϕ‖L2(Στ ) dτ.
Proof. Let (B)˜Jα[ϕ] := (B)Jα[ϕ] − ϕ2Bα, where (B)Jα[ϕ] is defined by (47). Note that (B)˜Jκ[ϕ]Bκ =
(B)Jκ[ϕ]Bκ + ϕ
2 and thus (B)˜Jκ[ϕ]Bκ is equal to the integrand in the middle term in (50). Next, tak-
ing into account definition (48), we compute that Dκ
(B)˜Jκ[ϕ] = Dκ
(B)Jκ[ϕ] − 2ϕBϕ − 12ϕ2(g−1)κλ(B)piκλ.
Applying the divergence theorem on the spacetime region [0, t] × R3 relative to the volume form d$g =
|√detg|dx1dx2dx3dτ = d$gdτ (where the last equality is a simple consequence of the condition (g−1)00 =
−1), noting that B is the future-directed g-unit normal to Σt, appealing to definition (50), and using equation
(49) with X := B, we deduce
E[ϕ](t) = E[ϕ](0)−
∫ t
0
∫
Στ
(gϕ)Bϕd$g dτ + 2
∫ t
0
∫
Στ
ϕBϕd$g dτ (54)
+
1
2
∫ t
0
∫
Στ
(g−1)κλ(B)piκλϕ2 d$g dτ − 1
2
∫ t
0
∫
Στ
Qκλ[ϕ](B)piκλ d$g dτ.
Next, we note that since the bootstrap assumption (41) guarantees that the compressible Euler solution is
contained in K, we have the following estimates for α, β = 0, 1, 2, 3: |Bα| . 1, |gαβ | . 1, |(g−1)αβ | . 1,
and |∂gαβ | . |∂ ~Ψ| + 1. It follows that gϕ = ˆgϕ + O(|∂ ~Ψ| + 1)|∂ϕ|, |Bϕ| . |∂ϕ|, Q[ϕ] . |∂ϕ|2, and
|(B)piκλ| . |∂ ~Ψ|+ 1. From these estimates, the identity (54), the coercivity estimate (52), and the Cauchy–
Schwarz inequality along Στ , we conclude (53). 
4.2. The energy method for transport equations. In this subsection, we provide a simple lemma that
yields a basic energy inequality for solutions to transport equations.
Lemma 4.4 (Energy estimates for transport equations). Let ϕ be smooth on [0, T∗]×R3. Under the bootstrap
assumptions of Sect. 3, the following inequality holds for t ∈ [0, T∗]:
‖ϕ‖2L2(Σt) . ‖ϕ‖2L2(Σ0) +
∫ t
0
‖∂ ~Ψ‖L∞(Στ )‖ϕ‖2L2(Στ ) dτ +
∫ t
0
‖ϕ‖L2(Στ )‖Bϕ‖L2(Στ ) dτ. (55)
Proof. Let Jα := ϕ2Bα. Then ∂αJ
α = 2ϕBϕ+ (∂av
a)ϕ2. Thus, we have |∂αJα| . |ϕ||Bϕ|+ |∂ ~Ψ|ϕ2. From
this estimate, a routine application of the divergence theorem on the spacetime region [0, t]×R3 relative to
the Cartesian coordinates that exploits the positivity of J0 = ϕ2, and the Cauchy–Schwarz inequality along
Στ , we conclude the desired estimate (55). 
4.3. The standard elliptic div-curl identity in L2 spaces. To control the top-order spatial derivatives
of the specific vorticity and entropy, we will rely on the following standard elliptic identity.
Lemma 4.5 (Elliptic div-curl identity in L2 spaces). For vectorfields V ∈ H1(R3;R3), the following identity
holds:
3∑
a,b=1
‖∂aV b‖2L2(R3) = ‖divV ‖2L2(R3) + ‖curlV ‖2L2(R3). (56)
Proof. It suffices to prove the desired identity for smooth, compactly supported vectorfields, since these
are dense in H1(R3;R3). For smooth, compactly supported vectorfields, the desired identity follows from
integrating the divergence identity
∑3
a,b=1(∂aVb)
2 = (divV )2 + |curlV |2 + ∂a
{
V b∂bV
a
}− ∂a {V adivV } over
R3 with respect to volume form of the standard Euclidean metric on R3.

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4.4. Proof of Proposition 4.1. We first note that the estimates for the terms
‖∂2t (ρ, ~v)‖L2(Σt),
2∑
k=1
‖∂kt ~Ω‖H2−k(Σt),
2∑
k=1
‖∂kt s‖H3−k(Σt), and ‖∂t(~C,D)‖L2(Σt)
on LHS (43) follow once we have obtained the desired estimates for the remaining terms on LHS (43). The
reason is that these time-derivative-involving terms can be bounded by . the sum of products of the other
terms on LHS (43) by using the equations of Prop. 2.1 to solve for the relevant time derivatives in terms of
spatial derivatives and then using the product estimates of Lemma 5.3 as well as our bootstrap assumption
that the compressible Euler solution is contained in K (i.e., (41)); we omit these straightforward details.
Thus, it suffices to bound the remaining terms on LHS (43).
To proceed, we commute the equations of Prop. 2.1 with up to one spatial derivative, appeal to Def. 2.2,
consider Remark 2.3, and use the bootstrap assumption (41), thereby deducing that for Ψ ∈ {ρ, v1, v2, v3, s},
we have the following pointwise estimates:
|ˆg∂≤1Ψ| . |∂(~C,D)|+
{
|∂ ~Ψ|+ 1
}
|∂∂ ~Ψ|+
3∑
P=1
|∂ ~Ψ|P , (57)
|B∂≤1(~Ω, ~S)| . |∂∂ ~Ψ|+
{
|(∂ ~Ψ, ∂~Ω, ∂ ~S)|+ 1
}
|∂ ~Ψ|, (58)
|∂(divΩ, curlS)| . |∂∂ ~Ψ|+ |∂~Ω||∂ ~Ψ|, (59)
|∂(curlΩ,divS)| . |∂(~C,D)|+ |(∂ ~Ψ, ∂~Ω, ∂ ~S)|+
{
|(∂ ~Ψ, ∂~Ω, ∂ ~S)|+ 1
}
|∂ ~Ψ|, (60)
|B∂(~C,D)| .
{
|∂ ~Ψ|+ 1
}
|∂2(~Ω, ~S)|+
{
|(∂ ~Ψ, ∂~Ω, ∂ ~S)|+ 1
}
|∂∂ ~Ψ|+
3∑
P=1
|∂ ~Ψ|P . (61)
We clarify that in deriving (60), we used Def. 2.2 to algebraically solve for curlΩ and divS.
Using the estimates (57)-(61), we will derive estimates for the “controlling quantity” Q2(t) defined by
Q2(t) := ‖(~Ψ, ∂ ~Ψ)‖2H2(Σt)×H1(Σt) + ‖∂(~C,D)‖2L2(Σt) + ‖(~Ω, ~S)‖2H1(Σt). (62)
We will prove the following two estimates:
Q2(t) . Q2(0) +
∫ t
0
{
‖∂ ~Ψ‖2L∞(Στ ) +
∥∥∥∂(~Ω, ~S)∥∥∥
L∞(Στ )
+ 1
}
Q2(τ) dτ, (63)
‖∂2(~Ω, ~S)‖2L2(Σt) . Q2(t) +Q32(t). (64)
Then from the bootstrap assumptions (42a)-(42b), (63), and Gronwall’s inequality, we deduce that for
t ∈ [0, T∗], we have Q2(t) . Q2(0). From this estimate, (64), and the remarks made at the beginning the
proof, we arrive at the desired estimate (43).
It remains for us to prove (63). We start with the elliptic estimates needed to control ∂2~Ω and ∂2~S in
‖ · ‖L2(Σt). From (56) with ∂Ω and ∂S in the role of V , (59), and (60), we find that
‖∂2(~Ω, ~S)‖2L2(Σt) . ‖∂(~C,D)‖2L2(Σt) + ‖∂∂ ~Ψ‖2L2(Σt) (65)
+
{
‖∂ ~Ψ‖2L∞(Σt) + 1
}{
‖∂(~Ω, ~S)‖2L2(Σt) + ‖∂ ~Ψ‖2L2(Σt)
}
,
which, in view of definition (62), implies that
‖∂2(~Ω, ~S)‖2L2(Σt) .
{
‖∂ ~Ψ‖2L∞(Σt) + 1
}
Q2(t). (66)
Moreover, through an argument similar to the one we used to derive (66), modified in that we now use (80b) to
derive the bound
∥∥∥∣∣∣(∂ ~Ψ, ∂~Ω, ∂ ~S)∣∣∣ ∣∣∣∂ ~Ψ∣∣∣∥∥∥2
L2(Σt)
.
∥∥∥∂(~Ω, ~S)∥∥∥
L2(Σt)
∥∥∥∂(~Ω, ~S)∥∥∥
H1(Σt)
∥∥∥∂ ~Ψ∥∥∥2
H1(Σt)
+
∥∥∥∂ ~Ψ∥∥∥4
H1(Σt)
,
we deduce that ‖∂2(~Ω, ~S)‖2L2(Σt) . ‖∂2(~Ω, ~S)‖L2(Σt)Q
3/2
2 (t) +Q2(t) +Q
2
2(t) ≤ 12‖∂2(~Ω, ~S)‖2L2(Σt) +CQ2(t) +
CQ32(t), from which the desired bound (64) readily follows.
M. Disconzi, C. Luo, G. Mazzone, J. Speck 31
We now derive energy estimates for the evolution equations. From (53) with ∂≤1~Ψ in the role of ϕ, (57),
the Cauchy–Schwarz inequality along Στ , Young’s inequality, and definition (62), we deduce (occasionally
using the non-optimal bound |∂ ~Ψ| . |∂ ~Ψ|2 + 1) that
‖(~Ψ, ∂ ~Ψ)‖2H2(Σt)×H1(Σt) . Q2(0) +
∫ t
0
{∥∥∥∂ ~Ψ∥∥∥2
L∞(Στ )
+ 1
}
Q2(τ) dτ. (67)
Using a similar argument based on (55) with ∂≤1~Ω and ∂≤1~S in the role of ϕ and equation (58), we deduce
‖(~Ω, ~S)‖2H1(Σt) . Q2(0) +
∫ t
0
{
‖∂ ~Ψ‖2L∞(Στ ) + 1
}
Q2(τ) dτ. (68)
Using a similar argument based on (55) with ∂ ~C and ∂D in the role of ϕ and equation (61), and using the
elliptic estimate (66) to control the norm ‖ · ‖L2(Σt) of the (linear) factor of ∂2(~Ω, ~S) on RHS (61), we deduce
‖∂(~C,D)‖2L2(Σt) . Q2(0) +
∫ t
0
{
‖∂ ~Ψ‖2L∞(Στ ) +
∥∥∥∂(~Ω, ~S)∥∥∥
L∞(Στ )
+ 1
}
Q2(τ) dτ. (69)
Adding (67), (68), and (69), we conclude, in view of definition (62), the desired bound (63). 
5. Energy and elliptic estimates along constant-time hypersurfaces up to top order
Our main goal in this section is to use the bootstrap assumptions to prove energy and elliptic estimates
along Σt up to top order. The main result is Prop. 5.1, which we prove in Subsect. 5.3, after providing some
preliminary technical estimates. In Prop. 6.1, we derive complementary estimates along null hypersurfaces.
Proposition 5.1 (Energy and elliptic estimates up to top order). There exists a continuous strictly increas-
ing function F : [0,∞) → [0,∞) such that under the initial data and bootstrap assumptions of Sect. 3, the
following estimate holds for t ∈ [0, T∗]:
2∑
k=0
‖∂kt (ρ, ~v, ~Ω)‖HN−k(Σt) +
2∑
k=0
‖∂kt s‖HN+1−k(Σt) +
1∑
k=0
‖∂kt (~C,D)‖HN−1−k(Σt) (70)
≤ F
(
‖(ρ, ~v, ~Ω)‖HN (Σ0) + ‖s‖HN+1(Σ0)
)
.
5.1. Equations satisfied by the frequency-projected solution variables. In proving Prop. 5.1, we will
derive energy and elliptic estimates for projections of the solution variables onto dyadic frequencies ν ∈ 2N.
In the next lemma, as a preliminary step in deriving these estimates, we derive the equations satisfied by
the frequency-projected solution variables.
Lemma 5.2 (Equations satisfied by the frequency-projected solution variables). Let ν ∈ 2N. For solutions
to the equations of Prop. 2.1, the following equations hold, where g = g(~Ψ), Ψ ∈ {ρ, v1, v2, v3, s}, and the
terms F(Ψ), · · · ,F(D) on RHSs (74a)-(76) are defined in Prop. 2.1:
ˆgPνΨ = Rˆ(Ψ);ν, (71a)
gPνΨ = R(Ψ);ν, (71b)
divPνΩ = R(divΩ);ν, (72a)
BPνCi = R(Ci);ν, (72b)
BPνD = R(D);ν, (73a)
(curlPνS)
i = 0, (73b)
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where the inhomogeneous terms take the following form:
Rˆ(Ψ);ν = PνF(Ψ) +
∑
(α,β)6=(0,0)
{
(g−1)αβ − P≤ν(g−1)αβ
}
Pν∂α∂βΨ (74a)
+
∑
(α,β)6=(0,0)
{(
P≤ν(g−1)αβ
)
Pν∂α∂βΨ− Pν
[
(g−1)αβ∂α∂βΨ
]}
,
R(Ψ);ν = Rˆ(Ψ);ν −ΓαPν∂αΨ, (74b)
Γα = (g−1)αβ(g−1)γδ∂γgβδ − 12 (g−1)αβ(g−1)γδ∂βgγδ = L (~Ψ)[∂ ~Ψ] are the contracted Cartesian Christoffel
symbols of g(~Ψ), and
R
(divΩ);ν = PνF(divΩ), (75a)
R(Ci);ν = PνF(Ci) + {va − P≤νva}Pν∂aCi +
{
(P≤νva)Pν∂aCi − Pν[va∂aCi]
}
, (75b)
R(D);ν = PνF(D) + {va − P≤νva}Pν∂aD + {(P≤νva)Pν∂aD − Pν[va∂aD]} . (76)
Moreover,
gPν∂Ψ = R(∂Ψ);ν, (77a)
BPν∂Ci = R(∂Ci);ν, (77b)
BPν∂D = R(∂D);ν, (77c)
where
R(∂Ψ);ν = Pν∂F(Ψ) −
∑
(α,β)6=(0,0)
Pν
{(
∂(g−1)αβ
)
∂α∂βΨ
}−ΓαPν∂α∂Ψ (78a)
+
∑
(α,β)6=(0,0)
{
(g−1)αβ − P≤ν(g−1)αβ
}
Pν∂α∂β∂Ψ
+
∑
(α,β)6=(0,0)
{(
P≤ν(g−1)αβ
)
Pν∂α∂β∂Ψ− Pν
[
(g−1)αβ∂α∂β∂Ψ
]}
,
R(∂Ci);ν = ∂R(Ci);ν − Pν
{
(∂va)∂aCi
}
+ {va − P≤νva}Pν∂a∂Ci +
{
(P≤νva)Pν∂a∂Ci − Pν[va∂a∂Ci]
}
,
(78b)
R(∂D);ν = ∂R(D);ν − Pν {(∂va)∂aD}+ {va − P≤νva}Pν∂a∂D + {(P≤νva)Pν∂a∂D − Pν[va∂a∂D]} . (78c)
Proof. The lemma follows from straightforward computations and we therefore omit the details. 
5.2. Product and commutator estimates. In this subsection, we derive estimates for various norms of
the inhomogeneous terms Rˆ(Ψ);ν, · · · ,R(∂D);ν on RHSs (74a)-(76). We provide the main result in Lemma 5.4.
5.2.1. Preliminary product and commutator estimates. In the next lemma, we provide some standard product
and commutator estimates that are based on the Littlewood–Paley calculus.
Lemma 5.3 (Preliminary product and commutator estimates). The following estimates hold, where we
assume that F , Gi, and ϕ are (possibly array-valued) functions on Σt, that f is a smooth function of its
arguments, and that f ′ denotes the derivative of f with respect to its arguments.
Product estimates. For any ε such that 0 < ε < 1 (in our forthcoming applications, we will set ε := N−2),
the following product estimates hold, where the implicit constants are allowed to depend on ε, ‖f ◦ϕ‖L∞(Σt),
and ‖f ′ ◦ ϕ‖L∞(Σt), and the projection operators Pν on the RHSs of the estimates are allowed to correspond
to a slightly different projection operator, localized at the same frequency, than the ones on the LHSs:
‖Λ1+εF‖L2(Σt) ≈ ‖Λε∂F‖L2(Σt), (79)
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‖G1 ·G2‖L2(Σt) . ‖G1‖H1(Σt)‖G2‖H1(Σt), (80a)
‖G1 ·G2‖L2(Σt) . ‖G1‖1/2L2(Σt)‖G1‖
1/2
H1(Σt)
‖G2‖H1(Σt), (80b)
‖G1 ·G2 ·G3‖L2(Σt) . ‖G1‖H1(Σt)‖G2‖H1(Σt)‖G3‖H1(Σt). (80c)
In addition for dyadic frequencies ν ≥ 1, we have
‖Pν(f ◦ ϕ ·G)‖L∞(Σt) . ν−1/2‖∂ϕ‖L∞(Σt)‖G‖H1(Σt) + ‖PνG‖L∞(Σt). (81)
Moreover,
‖Λε(f ◦ ϕ ·G)‖L2(Σt) . ‖ΛεG‖L2(Σt) + ‖∂ϕ‖H1(Σt)‖G‖Hε(Σt), (82a)
‖Λε(F ·G)‖L2(Σt) . ‖F‖H1/2+ε(Σt)‖G‖H1(Σt) + ‖G‖H1/2+ε(Σt)‖F‖H1(Σt), (82b)
‖Λε(F · ∂G)‖L2(Σt) . ‖F‖L∞(Σt)‖∂G‖Hε(Σt) + ‖G‖L∞(Σt)‖∂F‖Hε(Σt), (82c)
‖Λε(G1 ·G2 ·G3)‖L2(Σt) .
3∑
j=1
‖Gj‖H1+ε(Σt)
∏
k 6=j
‖Gk‖H1(Σt). (82d)
Commutator estimates. The following commutator estimates hold for dyadic frequencies ν ≥ 1:
‖[f ◦ ϕ− P≤ν(f ◦ ϕ)] · PνG)‖L2(Σt) . ν−1‖∂ϕ‖L∞(Σt)‖PνG‖L2(Σt), (83a)
‖Pν[f ◦ ϕ · ∂G]− P≤ν(f ◦ ϕ) · Pν∂G‖L2(Σt) . ‖∂ϕ‖L∞(Σt)‖PνG‖L2(Σt) (83b)
+ ‖G‖L∞(Σt) ‖Pν[f ′ ◦ ϕ · ∂ϕ]‖L2(Σt)
+
∑
λ>ν
λ−1‖∂ϕ‖L∞(Σt)‖Pλ∂G‖L2(Σt).
Convolution-type estimate for dyadic-indexed sums. If {Aλ}λ∈2N is a dyadic-indexed sequence of real
numbers, then ∥∥∥∥∥ν1+ε∑
λ>ν
λ−1Aλ
∥∥∥∥∥
`2ν
. ‖νεAν‖`2ν . (84)
Proof. (79) is a basic result in harmonic analysis; see, e.g., [3, Chapter 2]. (82b) is proved in [55, Lemma 17].
(82c) follows from the proof of [55, Lemma 19], which yielded a similar estimate, differing only in the follow-
ing minor fashion: the terms ‖∂G‖Hε(Σt) and ‖∂F‖Hε(Σt) on the right-hand side were replaced, respectively,
with ‖G‖H1+ε(Σt) and ‖F‖H1+ε(Σt). (82d) is proved as [55, Lemma 18]. (81) follows from the proof of
[55, Equation (8.2)] and the standard Sobolev embedding estimate ‖G‖L6(Σt) . ‖G‖H1(Σt). (80c) follows
from the Ho¨lder estimate ‖G1 · G2 · G3‖L2(Σt) ≤ ‖G1‖L6(Σt)‖G2‖L6(Σt)‖G3‖L6(Σt) and the Sobolev embed-
ding estimate ‖Gi‖L6(Σt) . ‖Gi‖H1(Σt), while (80a) follows from the Ho¨lder estimate ‖G1 · G2‖L2(Σt) ≤
‖G1‖L4(Σt)‖G2‖L4(Σt) and the Sobolev embedding estimate ‖Gi‖L4(Σt) . ‖Gi‖H1(Σt). Similarly (80b), fol-
lows from the Ho¨lder estimate ‖G1 · G2‖L2(Σt) ≤ ‖G1‖L3(Σt)‖G2‖L6(Σt), the Sobolev embedding estimate
‖G2‖L6(Σt) . ‖G2‖H1(Σt), and the Sobolev interpolation estimate ‖G1‖L3(Σt) . ‖G1‖1/2L2(Σt)‖G1‖
1/2
H1(Σt)
.
With the help of the Sobolev embedding result ‖∂ϕ‖L6(Σt) . ‖∂ϕ‖H1(Σt), the estimate (82a) follows from a
straightforward adaptation of the proof of [56, Equation (8.1)], which provided a similar estimate in the case
0 < ε < 1/2. The estimates (83a) and (83b) follow from the proof of [56, Lemma 2.4]. To obtain (84), we first
observe that ν1+ε
∑
λ>ν λ
−1Aλ =
∑
λ>ν
(
λ
ν
)−(1+ε)
λεAλ = (A˜ ∗ B)ν, where A˜ denotes the dyadic sequence
A˜λ := λ
εAλ, B denotes the dyadic sequence Bλ := 1[1,∞)(λ)λ−(1+ε), 1[1,∞)(λ) denotes the characteristic
function of the dyadic interval [1,∞), and (A˜∗B)ν denotes the convolution of A˜ and B, viewed as a function
of ν. Thus, from Young’s L2 ∗ L1 → L2 convolution estimate and the bound ‖Bλ‖`1
λ
. 1, we deduce that
‖A˜ ∗B‖`2ν . ‖A˜ν‖`2ν , which is the desired bound. 
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5.2.2. Product and commutator estimates estimates for the compressible Euler equations. In the next lemma,
we derive bounds that are sufficient for controlling the error terms in the top-order energy-elliptic estimates
of Prop. 5.1 and the top-order energy estimates along null hypersurfaces of Prop. 6.1.
Lemma 5.4 (Product and commutator estimates estimates for the compressible Euler equations). Under
the bootstrap assumptions of Sect. 3 and the H2(Σt) energy estimates of Prop. 4.1, for solutions to the equa-
tions of Prop. 2.1, the inhomogeneous terms from the equations of Lemma 5.2 verify the following estimates
for t ∈ [0, T∗], where the implicit constants are allowed to depend in a continuous increasing fashion on
‖(ρ, ~v, ~Ω)‖HN (Σ0) + ‖s‖HN+1(Σ0).
Frequency-summed control of the inhomogeneous terms. The following estimates hold, where in
‖·‖`2νL2(Σt), the `2ν-seminorm is taken over dyadic frequencies ν ≥ 1:∥∥∥νN−1Rˆ(Ψ);ν∥∥∥
`2νL
2(Σt)
,
∥∥νN−1R(Ψ);ν∥∥`2νL2(Σt) , (85)∥∥∥νN−2∂Rˆ(Ψ);ν∥∥∥
`2νL
2(Σt)
,
∥∥νN−2∂R(Ψ);ν∥∥`2νL2(Σt) , ∥∥νN−2R(∂Ψ);ν∥∥`2νL2(Σt)
. ‖∂(~C,D)‖HN−2(Σt) +
{
‖∂ ~Ψ‖L∞(Σt) + 1
}
‖∂ ~Ψ‖HN−1(Σt) + ‖∂ ~Ψ‖L∞(Σt) + 1,
∥∥νN−1R(Ci);ν∥∥`2νL2(Σt) , ∥∥νN−1R(D);ν∥∥`2νL2(Σt) , (86)∥∥νN−2∂R(Ci);ν∥∥`2νL2(Σt) , ∥∥νN−2∂R(D);ν∥∥`2νL2(Σt) ,∥∥νN−2R(∂Ci);ν∥∥`2νL2(Σt) , ∥∥νN−2R(∂D);ν∥∥`2νL2(Σt)
.
{
‖∂ ~Ψ‖L∞(Σt) + 1
}
‖∂(~Ω, ~S)‖HN−1(Σt)
+
{
‖∂ ~Ψ‖L∞(Σt) + ‖∂(~Ω, ~S)‖L∞(Σt) + 1
}
‖∂ ~Ψ‖HN−1(Σt)
+ ‖∂ ~Ψ‖L∞(Σt) + 1,
∥∥∥νN−1R(divΩ);ν∥∥∥
`2νL
2(Σt)
,
∥∥∥νN−2∂R(divΩ);ν∥∥∥
`2νL
2(Σt)
. ‖∂ ~Ψ‖HN−1(Σt) + 1. (87)
Control of curlΩ and divS in terms of the modified fluid variables. The following estimates hold,
where the modified fluid variables C and D are as in Def. 2.2:
‖ΛN−1curlΩ‖L2(Σt) . ‖∂ ~C‖HN−2(Σt) + ‖∂~Ψ‖HN−1(Σt) + 1, (88a)
‖ΛN−1divS‖L2(Σt) . ‖∂D‖HN−2(Σt) + ‖∂~Ψ‖HN−1(Σt) + 1. (88b)
Proof. All of these estimates are standard consequences of Lemma 5.3 and we therefore prove only one
representative estimate; we refer to [56, Lemmas 2.2, 2.3, 2.4, and 2.7] for the proof of very similar estimates.
Specifically, we will prove (85). Throughout the proof, we use the convention for implicit constants stated in
the lemma. We will silently use our bootstrap assumption that the compressible Euler solution is contained
in K (i.e., (41)). We will also silently use the estimate (79), the estimates of Prop. 4.1, and simple estimates
of the type ‖~Ψ‖HN (Σt) . ‖~Ψ‖H2(Σt) + ‖∂~Ψ‖HN−1(Σt) . 1 + ‖∂~Ψ‖HN−1(Σt), the point being that by Prop. 4.1,
we have already shown that ‖~Ψ‖H2(Σt) . 1 (and similarly for the variables ~Ω and ~S).
In proving (85), we will show only how to obtain the desired bound for the term
∥∥νN−1R(Ψ);ν∥∥`2νL2(Σt);
the remaining terms on LHS (85) can be bounded using nearly identical arguments. To proceed, we start
by bounding the first term PνF(Ψ) on RHS (74a). That is, we must bound
∥∥νN−1PνRHS (18)∥∥`2νL2(Σt). We
begin by bounding the first product on RHS (18), which is of the form f(~Ψ)(~C,D). Repeatedly using the
product estimates of Lemma 5.3 and appealing to Def. 2.2, we deduce (where throughout, we allow f to vary
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from line to line, in particular denoting the derivatives of f also by f), with P a polynomial with bounded
coefficients that is allowed to vary from line to line, that∥∥∥ΛN−1[f(~Ψ)(~C,D)]∥∥∥
L2(Σt)
.
∥∥∥ΛN−2∂[f(~Ψ)(~C,D)]∥∥∥
L2(Σt)
(89)
.
∥∥∥ΛN−2[f(~Ψ)∂(~C,D)]∥∥∥
L2(Σt)
+
∥∥∥ΛN−2[f(~Ψ)∂~Ψ · (~C,D)]∥∥∥
L2(Σt)
.
{
‖∂(~C,D)‖HN−2(Σt) + 1
}
P
(∥∥∥∂~Ψ∥∥∥
H1(Σt)
,
∥∥∥(~C,D)∥∥∥
H1(Σt)
)
. ‖∂(~C,D)‖HN−2(Σt) + 1
as desired. The second product on RHS (18) is of the form f(~Ψ) ·∂ ~Ψ ·∂ ~Ψ. Thus, using the product estimates
of Lemma 5.3 and the bound ‖~Ψ‖H2(Σt) . 1, we deduce that∥∥∥ΛN−1[f(~Ψ) · ∂ ~Ψ · ∂ ~Ψ]∥∥∥
L2(Σt)
.
∥∥∥ΛN−2∂[f(~Ψ) · ∂ ~Ψ · ∂ ~Ψ]∥∥∥
L2(Σt)
(90)
.
∥∥∥ΛN−2[f(~Ψ)∂ ~Ψ · ∂∂ ~Ψ]∥∥∥
L2(Σt)
+
∥∥∥ΛN−2[f(~Ψ)∂~Ψ · ∂ ~Ψ · ∂ ~Ψ]∥∥∥
L2(Σt)
.
∥∥∥f(~Ψ)∂ ~Ψ∥∥∥
L∞(Σt)
∥∥∥∂ ~Ψ∥∥∥
HN−1(Σt)
+
∥∥∥∂ ~Ψ∥∥∥
L∞(Σt)
∥∥∥∂[f(~Ψ)∂ ~Ψ]∥∥∥
HN−2(Σt)
+
∥∥∥f(~Ψ)∂~Ψ∥∥∥
HN−1(Σt)
∥∥∥∂ ~Ψ∥∥∥2
H1(Σt)
+
∥∥∥∂ ~Ψ∥∥∥
HN−1(Σt)
∥∥∥f(~Ψ)∂~Ψ∥∥∥
H1(Σt)
∥∥∥∂ ~Ψ∥∥∥
H1(Σt)
.
∥∥∥∂ ~Ψ∥∥∥
HN−1(Σt)
{∥∥∥∂ ~Ψ∥∥∥
L∞(Σt)
+P
(∥∥∥∂ ~Ψ∥∥∥
H1(Σt)
)}
+P
(∥∥∥∂ ~Ψ∥∥∥
H1(Σt)
)
.
∥∥∥∂ ~Ψ∥∥∥
HN−1(Σt)
{∥∥∥∂ ~Ψ∥∥∥
L∞(Σt)
+ 1
}
+
∥∥∥∂ ~Ψ∥∥∥
L∞(Σt)
+ 1
as desired. It remains for us to bound the two sums on RHS (74a) in the norm ‖νN−1 · ‖`2νL2(Σt). To handle
the first sum, we use (83a) with ~Ψ in the role of ϕ and ∂∂ ~Ψ in the role of G to deduce∑
(α,β)6=(0,0)
∥∥νN−1 {(g−1)αβ − P≤ν(g−1)αβ}Pν∂α∂βΨ∥∥`2νL2(Σt) . ‖∂~Ψ‖L∞(Σt) ∥∥∥ΛN−2∂∂ ~Ψ∥∥∥L2(Σt) (91)
. ‖∂~Ψ‖L∞(Σt)
∥∥∥∂ ~Ψ∥∥∥
HN−1(Σt)
as desired. To bound the last sum on RHS (74a) in the norm ‖νN−1 · ‖`2νL2(Σt), we use (83b) with ~Ψ in the
role of ϕ and ∂ ~Ψ in the role of G, the bound
∥∥∥ΛN−1[f(~Ψ) · ∂ ~Ψ]∥∥∥
L2(Σt)
.
∥∥∥∂ ~Ψ∥∥∥
HN−1(Σt)
+ 1 (which follows
from the product estimates of Lemma 5.3), and the convolution estimate (84) with ‖Pλ∂∂ ~Ψ‖L2(Σt) in the
role of Aλ to deduce∑
(α,β) 6=(0,0)
∥∥νN−1 {(P≤ν(g−1)αβ)Pν∂α∂βΨ− Pν [(g−1)αβ∂α∂βΨ]}∥∥`2νL2(Σt) (92)
. ‖∂ ~Ψ‖L∞(Σt)
∥∥∥ΛN−1[f(~Ψ) · ∂ ~Ψ]∥∥∥
L2(Σt)
+ ‖∂~Ψ‖L∞(Σt)
∥∥∥∥∥νN−1 ∑
λ>ν
λ−1‖Pλ∂∂ ~Ψ‖L2(Σt)
∥∥∥∥∥
`2ν
. ‖∂ ~Ψ‖L∞(Σt)
∥∥∥∂ ~Ψ∥∥∥
HN−1(Σt)
+ ‖∂ ~Ψ‖L∞(Σt)
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as desired. The remaining estimates in the lemma can be proved using similar arguments. We clarify that
in order to bound the term
∥∥νN−2R(∂Ψ);ν∥∥`2νL2(Σt) on LHS (85) and the terms ∥∥νN−2R(∂Ci);ν∥∥`2νL2(Σt) and∥∥νN−2R(∂D);ν∥∥`2νL2(Σt) on LHS (86) using arguments of the type given above, one must derive Sobolev
estimates for products featuring the time-derivative-involving terms ∂2t
~Ψ, ∂t ~C, ∂tD, ∂t~Ω, and ∂t~S. These
time-derivative-involving terms can handled by first using the equations of Prop. 2.1 to solve for the relevant
time derivatives in terms of spatial derivatives and then using the estimates of Lemma 5.3, as we did above.

5.3. Proof of Proposition 5.1. Throughout the proof, we rely on the remarks made in the first paragraph
of the proof of Lemma 5.4. In particular, we silently use the already proven below-top-order estimates (43).
Moreover, we use the convention that our implicit constants are allowed to depend on functions of the norms
of the data of the type stated on RHS (70); in particular, we consider such functions of the norms of the
data to be bounded by . 1. Finally, whenever convenient, we consider factors of t to be bounded by . 1.
We first note that, for the same reasons stated at the beginning of the proof of Prop. 4.1, the estimates
for the terms ‖∂2t (ρ, ~v)‖HN−2(Σt),
∑2
k=1 ‖∂kt ~Ω‖HN−k(Σt),
∑2
k=1 ‖∂kt s‖HN+1−k(Σt), and ‖∂t(~C,D)‖HN−2(Σt) on
LHS (70) follow from straightforward arguments once we have obtained the desired estimates for the remain-
ing terms on LHS (70); we therefore omit the details for bounding these terms.
To prove the desired estimates for the remaining terms on LHS (70), we will derive energy and elliptic
estimates for the solution variables at fixed frequency, which satisfy the equations of Lemma 5.2. After
summing over dyadic frequencies, this will allow us to obtain estimates for the “controlling quantity” QN (t)
defined by
QN (t) := ‖∂ ~Ψ‖2HN−1(Σt) + ‖∂(~C,D)‖2HN−2(Σt). (93)
Our assumptions on the initial data imply that QN (0) . 1, and we will use this fact throughout the proof.
The main steps in deriving a bound for QN (t) are proving the following two bounds:
QN (t) . 1 +
∫ t
0
{
‖∂ ~Ψ‖L∞(Στ ) +
∥∥∥∂(~Ω, ~S)∥∥∥
L∞(Στ )
+ 1
}
QN (τ) dτ, (94)
‖∂(~Ω, ~S)‖2HN−1(Σt) . QN (t) + 1. (95)
Then from the bootstrap assumptions (42a)-(42b), (94), and Gronwall’s inequality, we deduce that for
t ∈ [0, T∗], we have QN (t) . QN (0) + 1. From this estimate, (95), and the below-top-order energy estimates
(43), we conclude, in view of the remarks made above, the desired bound (70).
It remains for us to prove (94) and (95). To prove (95), we first use the elliptic identity (56) with Pν~Ω and
Pν~S in the role of V and equations (72a) and (73b) to deduce, after multiplying by ν
2(N−1) and summing
over ν ≥ 1, that
‖ΛN−1∂(~Ω, ~S)‖2L2(Σt) = ‖νN−1R(divΩ);ν‖2`2νL2(Σt) + ‖Λ
N−1(curlΩ,divS)‖2L2(Σt). (96)
Using (87), (88a), and (88b), and appealing to definition (93), we find that RHS (96) . RHS (95). Also
using Prop. 4.1 to deduce that ‖P≤1∂(~Ω, ~S)‖2L2(Σt) . 1, we conclude the desired estimate (95).
We now derive energy estimates for the evolution equations. To proceed, we first use equation (71a) and
(53) with Pν~Ψ in the role of ϕ to deduce that
‖(Pν~Ψ, Pν∂t~Ψ)‖2H1(Σt)×L2(Σt) . ‖(Pν~Ψ, Pν∂t~Ψ)‖2H1(Σ0)×L2(Σ0) (97)
+
∫ t
0
{∥∥∥∂ ~Ψ∥∥∥
L∞(Στ )
+ 1
}
‖(Pν~Ψ, Pν∂t~Ψ)‖2H1(Στ )×L2(Στ ) dτ
+
4∑
ι=0
∫ t
0
‖Rˆ(Ψι);ν‖L2(Στ )‖∂Pν~Ψ‖L2(Στ ) dτ.
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Multiplying (97) by ν2(N−1), summing over dyadic frequencies ν ≥ 1, using the Cauchy–Schwarz inequality
for `2ν, using (85), and using Young’s inequality, we deduce, in view of definition (93), that
‖∂ ~Ψ‖2HN−1(Σt) . 1 +
∫ t
0
∥∥∥∂ ~Ψ∥∥∥
L∞(Στ )
dτ +
∫ t
0
{∥∥∥∂ ~Ψ∥∥∥
L∞(Στ )
+ 1
}
QN (τ) dτ. (98)
Similarly, using equations (72b), (73a), and (55) with Pν ~C and PνD in the role of ϕ, we deduce that
‖(Pν ~C, PνD)‖2L2(Σt) . ‖(Pν ~C, PνD)‖2L2(Σ0) (99)
+
∫ t
0
‖∂ ~Ψ‖L∞(Στ )‖(Pν ~C, PνD)‖2L2(Στ ) dτ
+
3∑
i=1
∫ t
0
‖PνCi‖L2(Στ )‖R(Ci);ν‖L2(Στ ) dτ
+
∫ t
0
‖PνD‖L2(Στ )‖R(D);ν‖L2(Στ ) dτ.
Multiplying (99) by ν2(N−1), summing over dyadic frequencies ν ≥ 1, using the Cauchy–Schwarz inequality
for `2ν, using (86), using (95) to bound the factor ‖∂(~Ω, ~S)‖HN−1(Σt) on RHS (86), and using Young’s
inequality, we deduce, in view of definition (93), that
‖∂(~C,D)‖2HN−2(Σt) . 1 +
∫ t
0
‖∂ ~Ψ‖L∞(Στ ) dτ (100)
+
∫ t
0
{
‖∂ ~Ψ‖L∞(Στ ) +
∥∥∥∂(~Ω, ~S)∥∥∥
L∞(Στ )
+ 1
}
QN (τ) dτ.
Finally, adding (98) and (100), and using the bootstrap assumption (42a) to infer that
∫ t
0
‖∂ ~Ψ‖L∞(Στ ) dτ . 1,
we conclude (94). We have therefore proved the proposition.

6. Energy estimates along acoustic null hypersurfaces
Our main goal in this section is to derive energy estimates for the fluid variables along acoustic null
hypersurfaces (which we sometimes refer to as “g-null hypersurfaces” to clarify their tie to the acoustical
metric, or simply “null hypersurfaces” for short). We will use these estimate in Sect. 10, when we derive
quantitative control of the acoustic geometry (for example, in the proof of Prop. 10.4). Compared to prior
works, the main contribution of the present section is the estimate (103), which shows that the modified fluid
variables (~C,D) can be controlled in L2 up to top order along acoustic null hypersurfaces; as we described in
point I of Subsect. 1.3, such control along acoustic null hypersurfaces is not available for generic top-order
derivatives of the vorticity and entropy.
6.1. Geometric ingredients. We assume that in some subset of [0, T∗]×R3 equal to the closure of an open
set, U is an acoustic eikonal function. More precisely, we assume that U is a solution to the eikonal equation
(g−1)αβ∂αU∂βU = 0 such that ∂tU > 0 and such that U is smooth and non-degenerate (i.e. |∂U | 6= 0) away
from the integral curve of B emanating from a point z ∈ ΣT for some T ∈ [0, T∗]. In Sect. 9, we will construct
a related eikonal function, one that is equivalent to the eikonal functions considered here, differing only in
that we work with rescaled solution variables starting in Sect. 9 (see Subsect. 9.1 for their definition). We
let l := −1
(g−1)αβ∂αU∂βt
> 0 denote the null lapse39, and we define V α := −l(g−1)αβ∂βU . Thus, g(V, V ) = 0
and V t = 1. We assume that the hypersurface N is equal to some portion of a level set of U . Note that
V is normal to N and thus N is a g-null hypersurface. We define the two-dimensional spacelike surfaces
St := Σt∩N . We let g/ denote the Riemannian metric induced by g on St, we let ∇/ denote the corresponding
Levi–Civita connection, and we let d$g/ denote the volume form on St induced by g/.
We now define acoustic null fluxes along N .
39We use the symbol “b” to denote the null lapse of the eikonal function constructed in Sect. 9. Moreover, starting in Sect. 9,
we use the symbol “L” to denote the analog of the vectorfield denoted by “V ” in the present subsection.
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Definition 6.1 (Acoustic null fluxes). For scalar functions ϕ defined on N , we define the acoustic null
fluxes F(Wave)[ϕ;N ] and F(Transport)[ϕ;N ] as follows, where relative to arbitrary coordinates on St, |∇/ϕ|2g/ :=
(g/−1)AB∇/Aϕ∇/Bϕ:
F(Wave)[ϕ;N ] :=
∫
N
{
(V ϕ)2 + |∇/ϕ|2g/
}
d$g/dt, F(Transport)[ϕ;N ] :=
∫
N
ϕ2 d$g/dt. (101)
6.2. Energy estimates along acoustic null hypersurfaces. In this subsection, we establish the main
energy estimate for the fluid solution variables along null hypersurfaces. As we mentioned at the start
of Sect. 6, the main new ingredient of interest is (103), whose proof relies on the special structure of the
equations of Prop. 2.1. In Sect. 10, we will apply Prop. 6.1 along a family of null hypersurfaces that are equal
to the level sets of an acoustic eikonal function that we construct in Subsect. 9.4 (we denote the acoustic
eikonal function by “u” starting in Sect. 9).
Proposition 6.1 (Energy estimates along acoustic null hypersurfaces). Let N be any of the null hypersurface
portions from Subsect. 6.1. Assume that for some pair of times 0 ≤ tI < tF ≤ T∗, N and some subsets
of ΣtI and ΣtF collectively form the boundary a compact subset of [0, T∗] × R3. Then under the initial
data and bootstrap assumptions of Sect. 3 and the conclusions of Prop. 5.1, the following estimates hold for
Ψ ∈ {ρ, v1, v2, v3, s}:
F(Wave)[∂Ψ;N ] +
∑
ν>1
ν2(N−2)F(Wave)[Pν∂Ψ;N ] . 1. (102)
Moreover,
F(Transport)[∂(~C,D);N ] +
∑
ν>1
ν2(N−2)F(Transport)[Pν∂(~C,D);N ] . 1. (103)
Proof. We first prove (103) for ∂Ci. We set Jα := |∂Ci|2Bα and compute, relative to the Cartesian coordi-
nates, that DαJ
α = 2(∂Ci) ·B∂Ci + (∂ava)|∂Ci|2 + Γ αα βBβ |∂Ci|2. From the constructions carried out Sub-
sect. 6.1, we find that g(B, V ) = −V t = −1 and thus g(J, V ) = −|∂Ci|2. Note also that since g(B,B) = −1,
we have g(J,B) = −|∂Ci|2. We now apply the divergence theorem (where the Riemannian volume forms
are induced by g) using the vectorfield Jα on the compact spacetime region bounded by ΣtI , ΣtF , and N .
Considering also the fact that Γ αα β = f(
~Ψ)∂ ~Ψ, we arrive at the following inequality for ∂Ci:∫
N
|∂Ci|2 d$g/dt = −
∫
N
g(J, V ) d$g/dt (104)
.
∫
ΣtI
|g(J,B)| d$g +
∫
ΣtF
|g(J,B)| d$g
+
∫ tF
tI
∫
Στ
∣∣∂Ci∣∣ ∣∣B∂Ci∣∣ d$g dτ + ∫ tF
tI
∫
Στ
∥∥∥∂ ~Ψ∥∥∥
L∞(Στ )
∣∣∂Ci∣∣2 d$g dτ,
where d$g is the volume form induced on constant-time hypersurfaces by their first fundamental form g.
Here we clarify that the normalization condition V t = 1 has the following virtue: it guarantees that the
volume element on N appearing in the divergence theorem is precisely d$g/dt. From the energy estimates of
Prop. 5.1, we deduce that the two integrals
∫
ΣtI
· · · and ∫
ΣtF
· · · on RHS (104) are . 1. Next, commuting
the evolution equation (20b) with ∂ , using the resulting expression to substitute for the factor B∂Ci on
RHS (104), and using the bootstrap assumptions and the energy estimates of Prop. 5.1, we deduce that the
two integrals
∫
Στ
· · · on RHS (104) are . 1 + ‖∂ ~Ψ‖2L∞(Στ ) + ‖∂(~Ω, ~S)‖2L∞(Στ ). Also using the bootstrap
assumptions (42a)-(42b), we see that RHS (104) . 1, which, in view of definition (101), yields the desired
bound F(Transport)[∂ ~C;N ] . 1.
To obtain the desired bound for the sum on LHS (103) involving the terms Pν∂C, we repeat the above
argument with Pν∂Ci in the role of ∂Ci. Considering also the evolution equation (77b), we obtain the
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following bound:
F(Transport)[Pν∂Ci;N ] .
∫
ΣtI
∣∣Pν∂Ci∣∣2 d$g + ∫
ΣtF
∣∣Pν∂Ci∣∣2 d$g (105)
+
∫ tF
tI
∫
Στ
∣∣Pν∂Ci∣∣ ∣∣R(∂Ci);ν∣∣ d$g dτ + ∫ tF
tI
∫
Στ
∥∥∥∂ ~Ψ∥∥∥
L∞(Στ )
∣∣Pν∂Ci∣∣2 d$g dτ.
Multiplying (105) by ν2(N−2), summing over ν > 1, using the estimate (86) and the Cauchy–Schwarz
inequality for L2(Στ ) and `
2
ν, and using the energy estimates of Prop. 5.1 and the bootstrap assumptions
(42a)-(42b), we conclude that RHS (105) . 1 as desired.
The estimate (103) for the terms involving D can be obtained in a similar fashion with the help of the
evolution equations (21a) and (77c), and we omit the details.
The estimate (102) can be obtained using similar arguments, with a few minor adjustments that we now
describe. To bound the first term on LHS (102), we apply the divergence theorem with the vectorfield
(B)Jα[∂Ψ] defined by (47). The integrand appearing on the analog of LHS (104) is g((B)J, V ), which through
standard arguments (for example, using a null frame as in Subsubsect. 9.6.2) can be shown to be equal to
1
2
{
|V ∂Ψ|2 + |∇/∂Ψ|2g/
}
, that is, equal to the integrand in the definition (101) of F(Wave)[∂Ψ;N ] (up to the
factor of 1/2). The error integrals appearing on the analog of RHS (104) are given by the formula (49) (with
B in the role of X), where one commutes the wave equation (18) with ∂ to obtain algebraic expressions for
g∂Ψ. One can then argue as we did above to show that the error integrals are . 1 as desired. To bound
the sum on LHS (102), we can use a similar argument based on the wave equation (77a) and the estimate
(85).

7. Strichartz estimates for the wave equation and control of Ho¨lder norms of the wave
variables
The main results of this section are Theorem 7.1, which yields a strict improvement of the Strichartz-type
bootstrap assumption (42a) for the wave variables, and Corollary 7.1. Our proof of Theorem 7.1 relies on
a frequency localized Strichartz estimate provided by Theorem 7.2. We outline the proof of Theorem 7.2 in
Sect. 11; given the estimates for the acoustic geometry that we derive in Sect. 10, the proof of Theorem 7.2
is essentially the same as the proof of an analogous frequency localized Strichartz estimate featured in [56].
Remark 7.1 (Reminder concerning the various parameters). Our analysis in this section extensively refers
to the collection of parameters from Subsect. 3.3.
7.1. Statement of Theorem 7.1 and proof of Corollary 7.1. We now provide the main results of
Sect. 7, starting with Theorem 7.1. The proof of the theorem is located in Subsect. 7.4.
Theorem 7.1 (Improvement of the Strichartz-type bootstrap assumption for the wave variables). If δ > 0
is sufficiently small, then under the initial data and bootstrap assumptions of Sect. 3, the following estimate
for the wave variables ~Ψ = (ρ, v1, v2, v3, s) holds, where δ1 is defined by (36e):
‖∂ ~Ψ‖2L2([0,T∗])L∞x +
∑
ν≥2
ν2δ1‖Pν∂ ~Ψ‖2L2([0,T∗])L∞x . T
2δ
∗ . (106)
The second main result of this section is the following corollary, which is a simple consequence of Theo-
rem 7.1. It plays a fundamental role in Sect. 8, when we derive Schauder estimates for Ω and S.
Corollary 7.1 (Strichartz-type estimate with a Ho¨lder spatial norm for the wave variables). Under the
assumptions and conclusions of Theorem 7.1, the following estimate holds for the wave variable array ~Ψ =
(ρ, v1, v2, v3, s):
‖∂ ~Ψ‖2
L2([0,T∗])C
0,δ1
x
+
∑
ν≥2
‖Pν∂ ~Ψ‖2L2([0,T∗])C0,δ1x . T
2δ
∗ . (107)
Discussion of proof. Given Theorem 7.1, Cor. 7.1 follows from standard results in harmonic analysis; see, for
example, [50, Equation (A.1.5)] and the discussion surrounding it. 
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7.2. Partitioning of the bootstrap time interval. In proving Theorem 7.1, we will follow the strategy
of [56] by constructing an appropriate partition of the bootstrap time interval [0, T∗]. The partition refers
to a parameter Λ0, where in the rest of the paper, Λ0  1 denotes a dyadic frequency that is chosen to be
sufficiently large (we adjust the largeness of Λ0 as needed throughout the course of the analysis). In view of
the bootstrap assumptions (42a)-(42b), it is straightforward to see that for λ ≥ Λ0, we can partition [0, T∗]
into intervals [tk, tk+1] of length |tk+1 − tk| ≤ λ−80T∗ such that the total number of intervals is . λ80 and
such that
‖∂ ~Ψ‖2L2([tk,tk+1])L∞x +
∑
ν≥2
ν2δ0‖Pν∂ ~Ψ‖2L2([tk,tk+1])L∞x ≤ λ
−80 , (108a)
‖(∂~Ω, ∂ ~S)‖2L2([tk,tk+1])L∞x +
∑
ν≥2
ν2δ0‖(Pν∂~Ω, Pν∂~S)‖2L2([tk,tk+1])L∞x ≤ λ
−80 . (108b)
7.3. Frequency localized Strichartz estimate. The main step in the proof of Theorem 7.1 is proving a
frequency localized version, specifically Theorem 7.2; see Sect. 11 for an outline of its proof, which relies on
estimates for the acoustic geometry that we derive in Sect. 10.
Theorem 7.2 (Frequency localized Strichartz estimate). Fix λ ≥ Λ0, and let ϕ be a solution to the following
covariant linear wave equation on the slab [tk, tk+1]×R3, where {[tk, tk+1]}k=1,··· denotes the finite collection
of time intervals constructed in Subsect. 7.2:
g(~Ψ)ϕ = 0. (109)
Under the bootstrap assumptions of Sect. 3, if Λ0 is sufficiently large, then for any q > 2 sufficiently close to
2 and any τ ∈ [tk, tk+1], we have the following estimate:
‖Pλ∂ϕ‖Lq([τ,tk+1])L∞x . λ
3
2− 1q ‖∂ϕ‖L2(Στ ) . (110)
7.4. Proof of Theorem 7.1 given Theorem 7.2. In this proof, we often suppress the x-dependence
of functions, and we use the remarks made in the first paragraph of Subsect. 5.3. Let W (t, τ)[f, f0] be
the solution at time t to the covariant linear wave equation g(~Ψ) (W (t, τ)[f, f0]) = 0 whose data at time
τ are W (τ, τ)[f, f0] := f and ∂tW (τ, τ)[f, f0] := f0. We assume that λ > Λ0, as in Theorem 7.2. Let
P˜λ :=
∑
1/2≤µ
λ
≤2 Pµ, so that in particular, Pλ = P˜λPλ. Then from equation (71b) and Duhamel’s principle,
for Ψ ∈ {ρ, v1, v2, v3, s} and t ∈ [tk, tk+1], we have
PλΨ(t) = W (t, tk)[PλΨ(tk), Pλ∂tΨ(tk)] +
∫ t
tk
W (t, τ)[0,R(Ψ);λ(τ)] dτ. (111)
Differentiating (111) with ∂ and applying P˜λ, and letting 1[tk,t](·) denote the characteristic function of the
interval [tk, t], we find that
Pλ∂Ψ(t) = P˜λ {∂W (t, tk)[PλΨ(tk), Pλ∂tΨ(tk)]}+
∫ tk+1
tk
1[tk,t](τ)P˜λ∂W (t, τ)[0,R(Ψ);λ(τ)] dτ (112)
:= Iλ(t) + IIλ(t).
We now recall that δ = 12 − 1q > 0 (see (36d)), where q > 2 is any number for which Theorem 7.2 holds.
Then from (110) with P˜λ in the role of Pλ, Ho¨lder’s inequality, the covariant wave equation (71b) satisfied
by PλΨ, and the energy estimate (45), we find that
‖Iλ‖L2([tk,tk+1])L∞x . |tk+1 − tk|
δ ‖Iλ‖Lq([tk,tk+1])L∞x (113)
. |tk+1 − tk|δλ 32− 1q ‖∂PλΨ‖L2(Σtk )
. |tk+1 − tk|δλ1+δ
{
‖∂PλΨ‖L2(Σ0) +
∥∥R(Ψ);λ∥∥L1([0,T∗])L2x} .
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Similarly, using (110) (again with P˜λ in the role of Pλ) and Minkowski’s inequality for integrals, we find
that
‖IIλ‖L2([tk,tk+1])L∞x .
∫ tk+1
tk
∥∥1[tk,t](τ)Pλ∂W (t, τ)[0,R(Ψ);λ(τ)]∥∥L2t ([τ,tk+1])L∞x dτ (114)
.
∫ tk+1
tk
|tk+1 − τ|δ
∥∥Pλ∂W (t, τ)[0,R(Ψ);λ(τ)]∥∥Lqt ([τ,tk+1])L∞x dτ
. |tk+1 − tk|δλ1+δ
∥∥R(Ψ);λ∥∥L1([tk,tk+1])L2x .
Using (112), (113), and (114), and recalling that |tk+1 − tk| . λ−80T∗, we find that
‖Pλ∂Ψ‖L2([tk,tk+1])L∞x . λ
1+δ(1−80)T δ∗
{
‖∂PλΨ‖L2(Σ0) +
∥∥R(Ψ);λ∥∥L1([0,T∗])L2x} . (115)
Next, we square (115), sum over all intervals [tk, tk+1], recall that there are . λ80 such intervals, and
multiply the resulting inequality by λ2δ1 (where δ1 > 0 is defined in (36e)), thereby obtaining:
λ2δ1 ‖Pλ∂Ψ‖2L2([0,T∗])L∞x . λ
2δ1λ80λ2+2δ(1−80)T 2δ∗
{
‖∂PλΨ‖2L2(Σ0) +
∥∥R(Ψ);λ∥∥2L1([0,T∗])L2x} (116)
. T 2δ∗
{∥∥λN−1∂PλΨ∥∥2L2(Σ0) + ∥∥λN−1R(Ψ);λ∥∥2L1([0,T∗])L2x} .
We now sum (116) over dyadic frequencies λ ≥ Λ0 and use the Ho¨lder-in-time estimate∥∥λN−1R(Ψ);λ∥∥2L1([0,T∗])L2x . T∗ ∥∥λN−1R(Ψ);λ∥∥2L2([0,T∗])L2x
to deduce that ∑
ν≥Λ0
ν2δ1 ‖Pν∂Ψ‖2L2([0,T∗])L∞x (117)
. T 2δ∗
{
‖(Ψ, ∂tΨ)‖2HN (Σ0)×HN−1(Σ0) + T∗
∥∥νN−1R(Ψ);ν∥∥2L2([0,T∗])`2νL2x} .
Using the estimate (85), the Strichartz-type bootstrap assumption (42a), and the top-order energy esti-
mate (70), we deduce that
∥∥νN−1R(Ψ);ν∥∥2L2([0,T∗])`2νL2x . 1. Inserting this estimate and the trivial bound
‖(Ψ, ∂tΨ)‖2HN (Σ0)×HN−1(Σ0) . 1 into RHS (117), we find that∑
ν≥Λ0
ν2δ1 ‖Pν∂Ψ‖2L2([0,T∗])L∞x . T
2δ
∗ . (118)
Next, we note that Sobolev embedding and the energy estimate (70) yield that ‖P≤Λ0∂Ψ‖L∞x (Σt) .‖P≤Λ0∂Ψ‖H2(Σt) . ‖∂Ψ‖L2(Σt) . 1 (where the implicit constants are allowed to depend on Λ0) and thus
‖P≤Λ0∂Ψ‖2L2([0,T∗])L∞x . T∗ . T
2δ
∗ . (119)
We are now ready to bound the term ‖∂ ~Ψ‖2L2([0,T∗])L∞x on LHS (106). To proceed, we use the triangle
inequality, the Cauchy–Schwarz inequality, and the fact that
∑
ν≥Λ0 ν
−2δ1 <∞ to deduce that
‖∂Ψ‖L∞(Σt) . ‖P≤Λ0∂Ψ‖L∞(Σt) +
∑
ν≥Λ0
ν−δ1‖νδ1Pν∂Ψ‖L∞(Σt) (120)
. ‖P≤Λ0∂Ψ‖L∞(Σt) +
√∑
ν≥Λ0
ν2δ1‖Pν∂Ψ‖2L∞(Σt).
Squaring (120), integrating the resulting inequality over the interval [0, T∗], and using (118) and (119), we
conclude the desired bound for the term ‖∂ ~Ψ‖2L2([0,T∗])L∞x on LHS (106). From this bound, (118), and the
basic inequality ‖Pν∂Ψ‖L∞(Σt) . ‖∂Ψ‖L∞(Σt), the desired bound for the sum on LHS (106) readily follows.
This completes the proof of Theorem 7.1.

42 Rough sound waves in compressible Euler flow
8. Schauder-transport estimates in Ho¨lder spaces for the first derivatives of the specific
vorticity and the second derivatives of the entropy
Our main goal in this section is to derive improvements of the mixed spacetime norm bootstrap assump-
tions (42b) for ∂~Ω and ∂~S. The main result is Theorem 8.1. We also derive a strict improvement of the
bootstrap assumption (41). Before proving the theorem, we first derive two fundamentally important precur-
sor results: i) Schauder estimates for div-curl systems; ii) Estimates that yield control of the characteristics
of the transport operator B (i.e., over the integral curves of B); and ii)’ With the help of ii, we derive a priori
estimates in Ho¨lder spaces for solutions ϕ to transport equations Bϕ = F with F ∈ L1tC0,δ1x (see Lemma 8.4).
Thanks to these three preliminary ingredients, Theorem 8.1 will follow from a Gronwall estimate.
8.1. Statement of Theorem 8.1 and proof of an improvement of the basic L∞-type bootstrap
assumption. We now state the main theorem of this section. Its proof is located in Subsect. 8.5.
Theorem 8.1 (Lebesgue-Ho¨lder norm estimates for the specific vorticity and entropy gradient and im-
provements of the bootstrap assumptions). Under the initial data and bootstrap assumptions of Sect. 3, the
following estimates hold:
‖(~C,D)‖
L∞([0,T∗])C
0,δ1
x
. 1, (121)
‖∂(~Ω, ~S)‖2
L2([0,T∗])C
0,δ1
x
. T 2δ∗ . (122)
Moreover, ∑
ν≥1
νδ1‖Pν∂(~Ω, ~S)‖2L2([0,T∗])L∞x . T
2δ
∗ . (123)
Before initiating the proof of Theorem 8.1, we first use it as an ingredient in deriving a strict improvement
of the bootstrap assumption (41).
Corollary 8.1 (Improvement of the basic L∞-type bootstrap assumption). Let K be the compact set ap-
pearing in the bootstrap assumption (41). Under the initial data and bootstrap assumptions of Sect. 3, the
following containment holds whenever T∗ is sufficiently small:
(ρ, s, ~v, ~Ω, ~S)([0, T∗]× R3) ⊂ intK. (124)
Proof. Let ~ϕ denote the following array of scalar functions: ~ϕ := (ρ, s, ~v, ~Ω, ~S). Using (19) and the bootstrap
assumption (41), we deduce that |∂t~ϕ| . |∂ ~Ψ| + |∂~Ω| + |∂~S| + 1. Hence, from the fundamental theorem of
calculus, the estimates (106) and (122), and the Cauchy–Schwarz inequality with respect to t, we deduce
that the following estimate holds for t ∈ [0, T∗]: |~ϕ(t, x)− ~ϕ(0, x)| . ‖∂ ~Ψ‖L1([0,t])L∞x + ‖∂~Ω‖L1([0,t])L∞x +
‖∂~S‖L1([0,t])L∞x + t . T
1/2+δ
∗ . It follows that ~ϕ(t, x) can be made arbitrarily close to ~ϕ(0, x) by choosing T∗
to be sufficiently small. From this fact and (40), we conclude (124).

8.2. Schauder estimates for div-curl systems. In the next lemma, we provide a standard Schauder
estimate for div-curl systems on Euclidean space R3.
Lemma 8.2 (Schauder estimates for div-curl systems). Let V be a vectorfield on R3 such that V ∈ C2(R3)∩
H2(R3), and let δ1 > 0 be the parameter from (36e). Then the following estimate holds:40
‖∂V ‖C0,δ1 (R3) . ‖divV ‖C0,δ1 (R3) + ‖curlV ‖C0,δ1 (R3) + ‖V ‖H2(R3). (125)
Proof. Let z ∈ R3 and let B2(z) be the ball of Euclidean radius 2 centered at z. As a first step, we will show
that if W ∈ C2(R3) ∩H2(R3) is a vectorfield on R3 that is supported in B2(z), then we have (with implicit
constants that are independent of z):
‖∂W‖C0,δ1 (B2(z)) . ‖divW‖C0,δ1 (B2(z)) + ‖curlW‖C0,δ1 (B2(z)). (126)
40Our proof of the estimate (125) goes through for δ1 ∈ (0, 1/2), but in practice, we need the estimate only for the value of
δ1 specified in (36e).
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To prove (126), we let Φ(x) := −14pi|x| denote the fundamental solution of the Euclidean Laplacian on R
3.
The standard Helmholtz decomposition yields the following identity, where ijk is the fully antisymmetric
symbol normalized by 123 = 1:
W j = divW ∗ δjc∂cΦ− jcdδca(curlW )a ∗ ∂dΦ. (127)
The desired estimate (126) now follows from standard estimates for the first derivatives of the convolutions
on RHS (127); see, for example, the proofs of [16, Lemma 4.2] and [16, Lemma 4.4].
To prove (125), let B1(z) ⊂ R3 be the Euclidean ball with radius 1 centered at z. Let χ ≥ 0 be
a C∞ spherically symmetric cut-off function on R3 with χ(x) = 1 for |x| ≤ 1 and χ(x) = 0 for |x| ≥
2, and let χz(x) := χ(x − z). It follows that χz(x) = 1 for x ∈ B1(z) and thus ‖∂V ‖C0,δ1 (B1(z)) =
‖∂(χzV )‖C0,δ1 (B1(z)) ≤ ‖∂(χzV )‖C0,δ1 (B2(z)). From this estimate, (126) with χzV in the role of W (this es-
timate is valid since χzV is compactly supported in B2(z)), the standard estimate ‖F ·G‖C0,δ1 (B2(z)) ≤
2 ‖F‖C0,δ1 (B2(z)) ‖G‖C0,δ1 (B2(z)), and the simple estimates (which are uniform in z) ‖χz‖C0,δ1 (B1(z)) ≤
‖χ‖C0,δ1 (R3) . 1 and ‖∂χz‖C0,δ1 (B1(z)) ≤ ‖∂χ‖C0,δ1 (R3) . 1, we obtain
‖∂V ‖C0,δ1 (B1(z)) . ‖div(χzV )‖C0,δ1 (B2(z)) + ‖curl(χzV )‖C0,δ1 (B2(z)) (128)
. ‖divV ‖C0,δ1 (B2(z)) + ‖curlV ‖C0,δ1 (B2(z)) + ‖V ‖C0,δ1 (B2(z)).
From (128) and the Sobolev embedding result H2(R3) ↪→ C0,δ1(R3) (which is valid since δ1 < 1/2), we
deduce that
sup
x,y∈B1(z),0<|x−y|
|∂V (x)− ∂V (y)|
|x− y|δ1 . ‖divV ‖C0,δ1 (R3) + ‖curlV ‖C0,δ1 (R3) + ‖V ‖H2(R3). (129)
Moreover, since ‖∂V ‖L2(B1(z)) ≤ ‖V ‖H1(R3) and since B1(z) has Euclidean volume greater than 1, there
must be a point p ∈ B1(z) such that |∂V (p)| ≤ ‖V ‖H1(R3). From this simple fact and (129), we conclude
that
sup
x∈B1(z)
|∂V (x)| . ‖divV ‖C0,δ1 (R3) + ‖curlV ‖C0,δ1 (R3) + ‖V ‖H2(R3). (130)
Since z is arbitrary in (130), we conclude that
‖∂V ‖L∞(R3) . ‖divV ‖C0,δ1 (R3) + ‖curlV ‖C0,δ1 (R3) + ‖V ‖H2(R3). (131)
From (131), it easily follows that
sup
|x−y|≥1
|∂V (x)− ∂V (y)|
|x− y|δ1 ≤ 2 ‖∂V ‖L∞(R3) . ‖divV ‖C0,δ1 (R3) + ‖curlV ‖C0,δ1 (R3) + ‖V ‖H2(R3). (132)
Next, if 0 < |x − y| ≤ 1, then y ∈ B1(x), which, in view of (128) with x in the role of z and the Sobolev
embedding result H2(R3) ↪→ C0,δ1(R3), implies that
sup
0<|x−y|≤1
|∂V (x)− ∂V (y)|
|x− y|δ1 . ‖divV ‖C0,δ1 (R3) + ‖curlV ‖C0,δ1 (R3) + ‖V ‖H2(R3). (133)
Finally, in view of definition (33), we see that the desired estimate (125) follows from (131), (132), and (133).

8.3. Estimates for the flow map of the material derivative vectorfield. Our proof of Theorem 8.1 is
through a Gronwall estimate that relies on having sufficient control of the flow map of the material derivative
vectorfield B. In the next lemma, we derive the estimates for the flow map.
Lemma 8.3 (Estimates for the flow map of the material derivative vectorfield). Let γ : [0, T∗] × R3 →
[0, T∗]×R3 be the flow map of B, that is, the solution to the following transport initial value problem for the
Cartesian component functions γα(t;x):
d
dt
γα(t;x) = Bα ◦ γ(t;x), (134a)
γ0(0;x) = 0, γi(0;x) = xi. (134b)
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Then under the bootstrap assumptions, for every fixed x ∈ R3, there exists a unique solution t → γ(t;x) to
the system (134a)-(134b). Moreover, γ is a smooth function of t and x. In addition, there exists a constant
C > 0 such that for t ∈ [0, T∗] and all x, y ∈ R3, we have
γ0(t;x) = t, (135a)∣∣γi(t;x)− xi∣∣ ≤ C, (135b)
3∑
i=1
∣∣γi(t;x)− γi(t; y)∣∣ ≈ |x− y|. (135c)
In particular, for each fixed t ∈ [0, T∗], the map x→ (γ1(t, x),γ2(t, x),γ3(t, x)) is a smooth global diffeomor-
phism from R3 to R3.
Proof. The identity (135a) follows easily from considering the 0 component of (134a)-(134b).
Since the components Bα are smooth on [0, T∗] × R3 and satisfy41 supt∈[0,T∗] ‖∂≤1Bα‖L∞(Σt) < ∞, the
existence and uniqueness of solutions γ(t;x) to (134a)-(134b) that depend smoothly on t and x is a standard
result from ODE theory, as is the fact that the map x → (γ1(t, x),γ2(t, x),γ3(t, x)) is a smooth global
diffeomorphism from R3 to R3 for each fixed t ∈ [0, T∗]. Next, we use the fundamental theorem of calculus
to deduce
γi(t;x)− γi(t; y) = xi − yi +
∫ t
0
{
vi ◦ γ(τ ;x)− vi ◦ γ(τ ; y)} dτ. (136)
Let γ(t, x) := (γ1(t, x),γ2(t, x),γ3(t, x)). Since ∂v and γ are smooth, we deduce from (136) and the mean
value theorem that∣∣(γ(t;x)− γ(t; y))− (x− y)∣∣ ≤ C ∫ t
0
‖∂~v‖L∞(Στ )
∣∣γ(τ ;x)− γ(τ ; y)∣∣ dτ. (137)
From (137) and Gronwall’s inequality (more precisely, a straightforward extension of the standard Gronwall
inequality to yield upper and lower bounds), we deduce that
exp
(
−C
∫ t
0
‖∂~v‖L∞(Στ ) dτ
)
≤
∣∣γ(t;x)− γ(t; y)∣∣
|x− y| ≤ exp
(
C
∫ t
0
‖∂~v‖L∞(Στ ) dτ
)
. (138)
From (138) and the bootstrap assumption (42a), we conclude the desired bounds (135c).
The estimate (135b) follows from a similar argument based on the simple bound ‖~v‖L1([0,T∗])L∞x . 1 and
we omit the details.

8.4. Estimates for transport equations in Ho¨lder spaces. With the help of Lemma 8.3, we now derive
estimates for transport equations with Ho¨lder-class initial data and source terms.
Lemma 8.4 (Estimates for transport equations in Ho¨lder spaces). Let F be a smooth function on [0, T∗]×R3
and let ϕ˚ be a smooth function on R3. Let ϕ be a smooth solution to the following inhomogeneous transport
equation initial value problem:
Bα∂αϕ = F, (139a)
ϕ|Σ0 = ϕ˚. (139b)
Then the following estimate holds for t ∈ [0, T∗], where δ1 > 0 is the parameter from (36e):
‖ϕ‖C0,δ1 (Σt) . ‖ϕ˚‖C0,δ1 (Σ0) +
∫ t
0
‖F‖C0,δ1 (Στ ) dτ. (140)
41Here, we are only using the qualitative finiteness property supt∈[0,T∗] ‖∂Bα‖L∞(Σt) < ∞ to guarantee the existence
and uniqueness of the solution to (134a)-(134b). In contrast, the constants in (135a)-(135c) are controlled by the bootstrap
assumptions such as (42b).
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Proof. Let γ(t;x) be the flow map of B, as in Lemma 8.3. Then equation (139a) can be rewritten as
d
dt (ϕ ◦ γ(t;x)) = F. Integrating in time and using (134b), we find that
ϕ ◦ γ(t;x)− ϕ ◦ γ(t; y) = ϕ˚(x)− ϕ˚(y) +
∫ t
0
{F(τ, x)− F(τ, y)} dτ, (141)
from which it easily follows that
|ϕ ◦ γ(t;x)− ϕ ◦ γ(t; y)| ≤ ‖ϕ˚‖
C
0,δ1
x
|x− y|δ1 +
∫ t
0
‖F‖C0,δ1 (Στ ) dτ |x− y|δ1 . (142)
From (135c) and (142), we deduce that
|ϕ ◦ γ(t;x)− ϕ ◦ γ(t; y)| . ‖ϕ˚‖
C
0,δ1
x
|γ(t;x)− γ(t; y)|δ1 (143)
+
∫ t
0
‖F‖C0,δ1 (Στ ) dτ |γ(t;x)− γ(t; y)|δ1 .
Since Lemma 8.3 guarantees that the map x→ (γ1(t, x),γ2(t, x),γ3(t, x)) is a smooth global diffeomorphism
from R3 to R3 for each fixed t ∈ [0, T∗], we conclude from (143) that
sup
0<|x−y|
|ϕ(t, x)− ϕ(t, y)|
|x− y|δ1 ≤ ‖ϕ˚‖C0,δ1x + ‖F‖L1([0,t])C0,δ1x . (144)
Using a similar but simpler argument, based on the fundamental theorem of calculus, we find that
‖ϕ‖L∞(Σt) . ‖ϕ˚‖L∞(Σ0) + ‖F‖L1([0,t])L∞x
which, in view of definition (33) and (144), yields (140).

8.5. Proof of Theorem 8.1. From equations (20a)-(21b), the bootstrap assumption (41), the energy-elliptic
estimate (70), the standard estimates
‖F ·G‖C0,δ1 (Σt) . ‖F‖C0,δ1 (Σt) ‖G‖C0,δ1 (Σt) and ‖[f ◦ ~ϕ] ·G‖C0,δ1 (Σt) . ‖~ϕ‖C0,δ1 (Σt) ‖G‖C0,δ1 (Σt)
(where the latter estimate is valid for any fluid variable array ~ϕ comprised of elements of {ρ, s, ~v, ~Ω, ~S} and
any function f that is smooth on the domain of ~ϕ values corresponding to the set K from (41)), the standard
embedding result H2(Σt) ↪→ C0,δ1(Σt) (which is valid since δ1 < 1/2), and Young’s inequality, we deduce
that∥∥∥B~C∥∥∥
C0,δ1 (Σt)
+ ‖BD‖C0,δ1 (Σt) .
∥∥∥∂ ~Ψ∥∥∥2
C0,δ1 (Σt)
+
∥∥∥∂ ~Ψ∥∥∥
C0,δ1 (Σt)
∥∥∥∂(~Ω, ~S)∥∥∥
C0,δ1 (Σt)
+
∥∥∥∂~Ω∥∥∥
C0,δ1 (Σt)
+ 1,
(145)
‖divΩ‖C0,δ1 (Σt) + ‖curlS‖C0,δ1 (Σt) .
∥∥∥∂ ~Ψ∥∥∥
C0,δ1 (Σt)
. (146)
Using Def. 2.2 to algebraically solve for curlΩ and divS and using a similar argument, we deduce that
‖curlΩ‖C0,δ1 (Σt) + ‖divS‖C0,δ1 (Σt) .
∥∥∥(~C,D)∥∥∥
C0,δ1 (Σt)
+
∥∥∥∂ ~Ψ∥∥∥
C0,δ1 (Σt)
. (147)
Next, from (140) with (~C,D) in the role of ϕ, the Ho¨lder bounds (145)-(146), and the data-bound∥∥∥(~C,D)∥∥∥
C0,δ1 (Σ0)
. 1,
(which follows from (36e) and (39b)), we deduce∥∥∥(~C,D)∥∥∥
C0,δ1 (Σt)
. 1 +
∫ t
0
∥∥∥∂ ~Ψ∥∥∥2
C0,δ1 (Σt)
dτ +
∫ t
0
{∥∥∥∂ ~Ψ∥∥∥
C0,δ1 (Σt)
+ 1
}∥∥∥∂(~Ω, ~S)∥∥∥
C0,δ1 (Σt)
dτ. (148)
Next, using the elliptic estimate (125) with Ω and S in the role of V , (146)-(147), and the energy estimate
(70), we find that the following estimate holds for t ∈ [0, T∗]:∥∥∥∂(~Ω, ~S)∥∥∥
C0,δ1 (Σt)
.
∥∥∥(~C,D)∥∥∥
C0,δ1 (Σt)
+
∥∥∥∂ ~Ψ∥∥∥
C0,δ1 (Σt)
+ 1. (149)
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Using (149) to bound the factor
∥∥∥∂(~Ω, ~S)∥∥∥
C0,δ1 (Στ )
on RHS (148), applying Gronwall’s inequality in the
term
∥∥∥(~C,D)∥∥∥
C0,δ1 (Σt)
, and using (107), we find that∥∥∥(~C,D)∥∥∥
C0,δ1 (Σt)
. 1. (150)
We have therefore proved (121). Then, using (150) to bound the first term on RHS (149), squaring the
resulting inequality and integrating it in time, and using (107), we arrive at the desired estimate (122).
(123) then follows from (122), the following well-known estimate (see, for example, [50, Equation (A.1.2)]
and the discussion surrounding it), valid for scalar functions f : supν≥1 ν
δ1‖Pνf‖L∞(Σt) . ‖f‖C0,δ1 (Σt), and
the fact that the dyadic sum
∑
ν≥1 ν
−δ1/2 is finite. This completes the proof of Theorem 8.1.

9. The setup of the proof of Theorem 7.2: the rescaled solution and construction of the
eikonal function
To complete our bootstrap argument and finish the proof of Theorem 1.2, we have one remaining arduous
task: proving Theorem 7.2. We accomplish this in Sects. 9-11. In this section, we set up the geometric and
analytic framework that we use in the rest of the paper. As in the works [22, 25, 56], the main ingredients
are an appropriate rescaling of the solution,42 an eikonal function u with suitable initial conditions, and
a collection of geometric tensorfields constructed out of u. Compared to previous works, the main new
contribution of the present section is located in Subsubsect. 9.9.3, where we derive various PDEs satisfied by
the geometric tensorfields; there, one explicitly sees how the source terms in these geometric PDEs depend
on the vorticity and entropy.
9.1. The rescaled quantities and the radius R.
9.1.1. The rescaled quantities. Let {[tk, tk+1]}k=1,2,··· be the (finite collection of) time intervals introduced in
Subsect. 7.2 and let Λ0 > 0 be the large parameter introduced there. For any fixed dyadic frequency λ ≥ Λ0,
let
T∗;(λ) := λ(tk+1 − tk). (151)
Note that since (by construction) |tk+1 − tk| ≤ λ−80T∗, it follows that
0 ≤ T∗;(λ) ≤ λ1−80T∗. (152)
We now define the “rescaled” solution variables that we will analyze in the rest of the paper.
Definition 9.1 (Rescaled quantities). We define the array of scalar functions
~Ψ(λ) = (ρ(λ), v
1
(λ), v
2
(λ), v
3
(λ), s(λ))
and the Cartesian components of the Σt-tangent vectorfields Ω(λ) and S(λ) as follows, (i = 1, 2, 3):
~Ψ(λ)(t, x) := ~Ψ(tk + λ
−1t, λ−1x), Ωi(λ)(t, x) := Ω
i(tk + λ
−1t, λ−1x), (153)
Si(λ)(t, x) := S
i(tk + λ
−1t, λ−1x).
Similarly, we define the Cartesian components of the Σt-tangent vectorfield C(λ) and the scalar function
D(λ) as follows:
Ci(λ) := exp(−ρ(λ))(curlΩ(λ))i + exp(−3ρ(λ))c−2(~Ψ(λ))
p;s(~Ψ(λ))
%¯
Sa(λ)∂av
i
(λ) (154a)
− exp(−3ρ(λ))c−2(~Ψ(λ))
p;s(~Ψ(λ))
%¯
(∂av
a
(λ))S
i
(λ),
D(λ) := exp(−2ρ(λ))divS(λ) − exp(−2ρ(λ))Sa(λ)∂aρ(λ). (154b)
42In [56], instead of rescaling the solution, the author worked with rescaled coordinates. These two approaches are equivalent.
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Finally, we let g(λ), g(λ), and B(λ) be the “rescaled” tensorfields whose Cartesian components are as
follows, (α, β = 0, 1, 2, 3 and i, j = 1, 2, 3):
(g(λ))αβ(t, x) := gαβ(~Ψ(tk + λ
−1t, λ−1x)), (g(λ))ij(t, x) := gij(~Ψ(tk + λ−1t, λ−1x)), (155a)
Bα(λ)(t, x) := B
α(~Ψ(tk + λ
−1t, λ−1x)). (155b)
Note that the slab [0, T∗;(λ)] × R3 for ~Ψ(λ)(t, x) corresponds to the slab [tk, tk+1] × R3 for ~Ψ(t, x). The
same remark applies for the other rescaled quantities.
Remark 9.1. Note that Si(λ) 6= ∂is(λ), but rather Si(λ) = λ∂is(λ). This is merely a reflection of our choice of
how to keep track of powers of λ in the equations and estimates. Similar remarks apply to the relationship
between Ω(λ) and curlv(λ).
9.1.2. The radius R. For any t ∈ [0, T∗;(λ)], p ∈ Σt, and r > 0, let Br(p) denote the Euclidean ball of radius
r in Σt centered at p and let Br;g(λ)(t,·)(p) denote the metric ball, with respect to the rescaled Riemannian
metric g(λ)(t, ·), of radius r in Σt centered at p. The statement of Theorem 11.3 refers to a Euclidean radius
R, which we now define. Specifically, in the rest of the article, R denotes a fixed number chosen such that
0 < R < 1, (156a)
BR(p) ⊂ B1/2;g(λ)(t,·)(p), ∀t ∈ [0, T∗;(λ)] and ∀p ∈ Σt. (156b)
The existence of such an R (one that is independent of λ) is guaranteed by the formula (15) (which in
particular shows that g(λ)(t, ·) is equal to c−2 times the Euclidean metric on Σt, with c the speed of sound)
and the fact that, by virtue of the bootstrap assumption (41), c is uniformly bounded from above and below
by positive constants.
9.2. The rescaled compressible Euler equations. In the next proposition, we provide the equations
verified by the rescaled quantities. We omit the simple proof, which follows from scaling considerations.
Proposition 9.1 (The rescaled geometric wave-transport formulation of the compressible Euler equations).
For solutions to Prop. 2.1, the rescaled quantities defined in Subsect. 9.1 verify the following equations.
Wave equations: For rescaled wave variables Ψ(λ) ∈ {ρ(λ), v1(λ), v2(λ), v3(λ), s(λ)}, we have:
ˆg(λ)Ψ(λ) = λ−1L (~Ψ(λ))[~C(λ),D(λ)] +Q(~Ψ(λ))[∂ ~Ψ(λ), ∂ ~Ψ(λ)]. (157)
Transport equations:
B(λ)Ω
i
(λ) = L (
~Ψ(λ), ~Ω(λ), ~S(λ))[∂ ~Ψ(λ)], B(λ)S
i
(λ) = L (
~Ψ(λ), ~S(λ))[∂ ~Ψ(λ)]. (158)
Transport div-curl system for the specific vorticity:
divΩ(λ) = L (~Ω(λ))[∂ ~Ψ(λ)], (159a)
B(λ)Ci(λ) = λQ(~Ψ(λ))[∂ ~Ψ(λ), ∂~Ω(λ)] + λQ(~Ψ(λ))[∂ ~Ψ(λ), ∂ ~S(λ)] + λQ(~Ψ(λ), ~S(λ))[∂ ~Ψ(λ), ∂ ~Ψ(λ)] (159b)
+L (~Ψ(λ), ~Ω(λ), ~S(λ))[∂ ~Ψ(λ)].
Transport div-curl system for the entropy gradient:
B(λ)D(λ) = λQ(~Ψ(λ))[∂ ~Ψ(λ), ∂ ~S(λ)] + λQ(~Ψ(λ), ~S(λ))[∂ ~Ψ(λ), ∂ ~Ψ(λ)] +L (~Ψ(λ), ~S(λ))[∂~Ω(λ)], (160a)
(curlS(λ))
i = 0. (160b)
9.3. Key notational remark and the mixed spacetime norm bootstrap assumptions for the
rescaled quantities. For notational convenience, in the remainder of the article, we drop the sub- and
super-scripts “(λ)” introduced in Subsect. 9.1, except for the rescaled time T∗,(λ). That is, we write ~Ψ in
place of ~Ψ(λ), g in place of g(λ), gαβ(t, x) in place of gαβ(~Ψ(tk +λ
−1t, λ−1x)), etc. Nonetheless, our analysis
will properly take into account the explicit factors of λ on the RHSs of the equations of Prop. 9.1.
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9.4. M, the point z, the eikonal function, and construction of the geometric coordinates. Let
M := [0, T∗;(λ)] × R3 ⊂ R1+3 denotes the slab on which the rescaled quantities of Subsubsect. 9.1.1 are
defined. In the rest of the paper, we will construct various geometric quantities and derive estimates on
various subsets of M.
The proof of Theorem 11.3 fundamentally relies on the acoustic geometry, that is, a solution u to the
eikonal equation (where under the conventions of Subsect. 9.3, “g” denotes the rescaled metric):
(g−1)αβ∂αu∂βu = 0. (161)
Following the setup used in [56], we will construct u by patching an “interior solution” with an “exterior
solution.” More precisely, the results of Subsubsects. 9.4.1-9.4.2 will yield an eikonal function u defined
in a subset M˜ ⊂ M, which we will define to be the union of an interior region and an exterior region:
M˜ := M˜(Int)∪M˜(Ext). Moreover, an exercise in Taylor expansions, omitted here, yields that the solution u
is smooth in M˜ away from the cone-tip axis (which is a curve in M˜(Int) that we define in Subsubsect. 9.4.1).
Throughout Sects. 9 and 10, z denotes a fixed (but arbitrary) point in Σ0 that will form the bottom tip of
M˜(Int). One needs to vary z in order to carry out a partition of unity argument that allows for a reduction
of the proof of the desired Strichartz estimate to that of Prop. 11.1; see Subsect. 11.3 for further discussion.
The varying of z is a minor issue in the sense that estimates that we derive in Sects. 9 and 10 are independent
of z, and all of the constants and parameters in our analysis can be chosen to be independent of z.
We provide a figure, Figure 2, that exhibits many of the geometric objects that we will construct in
Subsect. 9.4. In the figure, for convenience, we have set z to be equal to the origin in Σ0.
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N
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Figure 2. The interior and exterior regions and related geometric constructions in the case
z := 0
9.4.1. The interior solution emanating from the cone-tip axis and the region M˜(Int). We let γz = γz(t)
denote the future-directed integral curve of the vectorfield43 B emanating from the point z, i.e., γz(0) =
z ∈ Σ0. We refer to {γz(t)}t∈[0,T∗;(λ)] as the cone-tip axis. Let q = q(t) := γz(t) be a point on the cone-tip
axis. Let ` ∈ TqM be a null vector normalized by g|q(`,B|q) = −1. We denote the set of all of these
43We again stress that by the conventions of Subsect. 9.3, in the rest of the paper, we use the notation Bα(t, x) to denote
Bα(~Ψ(tk + λ
−1t, λ−1x)) and gαβ(t, x) to denote gαβ(~Ψ(tk + λ−1t, λ−1x)).
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normalized null vectors ` ∈ TqM by Nq. We now consider the case q = z ∈ Σ0. It is straightforward to
see that Nz is diffeomorphic to S2; we therefore fix a diffeomorphism from S2 onto Nz. For each ω ∈ S2,
we let `ω ∈ Nz denote the corresponding (via the diffeomorphism) null vector. We will use Fermi–Walker
transport to construct a diffeomorphism from Nz onto Nγz(t). Ultimately, this diffeomorphism will allow
us, upon pre-composing it with the fixed diffeomorphism ω → `ω from S2 onto Nz and post-composing it
with a null geodesic flow,44 to construct angular coordinates ω that are defined45 in M˜(Int); see just below
equation (163b).
To initiate the construction of the diffeomorphism from Nz onto Nγz(t), for each ω ∈ S2, we define
the vector Nω ∈ TzM as follows: Nω := `ω − B|z. Considering the relations g|z(`ω,B|z) = −1 and
g|z(B|z,B|z) = −1, we find that g|z(B|z, Nω) = 0. Considering also that g|z(`ω, `ω) = 0, we find that
g|z(Nω, Nω) = 1. Thus, Nω ∈ UTzΣ0, where UTzΣ0 denotes the g-unit tangent bundle of Σ0 at z, and g is
the rescaled first fundamental form of Σ0. It is straightforward to see that the map `ω → `ω−B|z defines a
diffeomorphism from Nz onto UTzΣ0. To propagate Nω along the cone-tip axis, we solve the Fermi–Walker
transport equation46 (see [18, Section 4.1] for further background on this equation) DBNω = g(DBB, Nω)B,
where D is the Levi–Civita connection of the rescaled spacetime metric g. In Cartesian coordinates, for each
Nαω|z ∈ Nz, this takes the form of the following transport equation system, which is linear in the scalar
Cartesian component functions Nαω:
d
dt
Nαω + Γ
α
κ λB
κNλω = gκλ
{
d
dt
Bκ + Γ κµ νB
µBν
}
NλωB
α, (162)
where the initial conditions for (162) are Nαω|z, Γ να β are the Cartesian Christoffel symbols of the rescaled
metric g, and it is understood that all quantities are evaluated along γz(t), e.g., N
α
ω = N
α
ω ◦γz(t) and Bκ =
Bκ◦~Ψ◦γz(t), with ~Ψ the rescaled solution. It is straightforward to show, based on the normalization condition
g|γz(t)(B|γz(t),B|γz(t)) = −1, (162), and the initial conditions g|z(B|z, Nω|z) = 0 and g|z(Nω|z, Nω|z) = 1,
that for t ∈ [0, T∗;(λ)], the solution Nω|γz(t) to equation (162) is an element of UTγz(t)Σt, where UTγz(t)Σt
denotes the g-unit tangent bundle of Σt at γz(t), and g is the rescaled first fundamental form of Σt. That
is, we have g|γz(t)(B|γz(t), Nω|γz(t)) = 0 and g|γz(t)(Nω|γz(t), Nω|γz(t)) = 1. In particular, Nω|γz(t) is
tangent to Σt at γz(t). From these relations and arguments similar to the ones given above, we find that
`ω|γz(t) := B|γz(t) + Nω|γz(t) ∈ Nγz(t). Similar arguments that take into account standard ODE existence
and uniqueness theory47 for the equation (162) yield that the map Nω|z → Nω|γz(t) is a diffeomorphism
from UTzΣ0 onto UTγz(t)Σt. Considering also that for each for t ∈ [0, T∗;(λ)], the map Nω|γz(t) → B|γz(t) +
Nω|γz(t) (where Nω|γz(t) is the solution to (162)) defines a diffeomorphism from UTγz(t)Σt onto Nγz(t), we
conclude that the map `ω|z → B|γz(t) +Nω|γz(t) is the desired diffeomorphism from Nz onto Nγz(t).
Next, for u ∈ [0, T∗;(λ)], we let q = q(u) := γz(u) be the unique point48 on the cone-tip axis with Cartesian
component q0 = u. Let ω ∈ S2, and let `ω := B|γz(u) + Nω|γz(u) ∈ Nγz(u) denote the corresponding null
vector that we constructed in the previous paragraph. We now let Υu;ω = Υu;ω(t) be the null geodesic curve
emanating from q(u) with initial velocity `ω, parameterized by t (see Footnote 44), that is, Υ
0
u;ω(t) = t.
Introducing the notation Υ˙αu;ω :=
d
dtΥ
α
u;ω and Υ¨
α
u;ω :=
d2
dt2 Υ
α
u;ω, we note that standard arguments
49 yield
that Υu;ω(t) is the solution to the following ODE system initial value problem (Footnote 47 also applies
44The null curves, whose Cartesian components are solutions to the ODE system (163a), are not affine-parameterized.
45More precisely, the angular coordinate functions (ω1,ω2) are uniquely defined away from the cone-tip axis, while each
point on the cone-tip axis is associated with an entire S2 manifold worth of angles (i.e., the same degeneracy that occurs at the
origin in R3 under the standard Euclidean spherical coordinates).
46In stating the Fermi–Walker equation, have omitted a term that is proportional to g(B, Nω); this is harmless in the sense
that g(B, Nω) ≡ 0 for the solutions under consideration.
47Here we are using our qualitative assumption that the fluid solution is smooth.
48It is unique since Bt = 1.
49(163a) is equivalent to equation (199b) for DLL
α.
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here) with data given at t = u:
Υ¨αu;ω = −Γ ακ λ|Υu;ωΥ˙κu;ωΥ˙λu;ω,+
1
2
[LBgκλ](Υ˙κu;ω −Bκ)(Υ˙λu;ω −Bλ)Υ˙αu;ω (163a)
+ gµν |Υu;ω(Bκ∂κBµ)|Υu;ωΥ˙νu;ωΥ˙αu;ω + gµν |Υu;ωΓ µκ λ|Υu;ω |Υu;ωBκ|Υu;ωBλ|Υu;ωΥ˙νu;ωΥ˙αu;ω,
Υαu;ω(u) = q
α(u) = γαz (u), Υ˙
α
u;ω(u) = `
α
ω. (163b)
We are now able to extend the angular coordinates by declaring that ω is constant along the null geodesic
curve t→ Υu;ω(t). Next, given any fixed t ∈ [u, T∗;(λ)], we define the truncated cone
Ctu :=
⋃
τ∈[u,t],ω∈S2
Υu;ω(τ). (164)
We then define a function u by the requirement that its level sets are precisely the cones (164), that is, along
Cu′ , the function u takes the value u′. We then set
M˜(Int) :=
⋃
u∈[0,T∗;(λ)]
CT∗;(λ)u . (165)
At times, we will use the alternate notation Cu := CT∗;(λ)u . As is described, for example, in [6], this construction
provides a solution of (161) in the region M˜(Int) depicted in Figure 2. Note that by construction, we have
u(γz(t)) = t, B[u(γz(t))] = 1. (166)
In total, we have constructed geometric coordinates (t, u,ω) in M˜(Int). More precisely, standard ODE
theory yields that the map (t, u,ω) → (Υ0u;ω(t),Υ1u;ω(t),Υ2u;ω(t),Υ3u;ω(t)) is smooth on {(t, u,ω) | u ∈
[0, T∗;(λ)], t ∈ [u, T∗;(λ)],ω ∈ S2} and locally injective away from points with t = u (which correspond to the
cone-tip axis); note that here we are identifying Υαu;ω(t) with the Cartesian coordinate x
α. Moreover, the
continuity argument mentioned in Subsect. 9.5 guarantees that in fact, this map is a global diffeomorphism
from {(t, u,ω) | u ∈ [0, T∗;(λ)], t ∈ [u, T∗;(λ)],ω ∈ S2}\{(u, u,ω) | u ∈ [0, T∗;(λ)],ω ∈ S2} onto its image, i.e.,
onto M˜(Int) minus the cone-tip axis {γz(t)}t∈[0,T∗;(λ)]; see also Prop. 10.7 for a quantitative proof that the
null curves t→ Υu;ω(t) corresponding to distinct values of u and ω remain separated.50
9.4.2. The exterior solution and the region M˜(Ext). Let z be the point in Σ0 from Subsubsect. 9.4.1, i.e., the
point γz(0), at which t = u = 0. The same arguments leading to [56, Proposition 4.3] guarantee that for T∗
sufficiently small, there is a neighborhood O in Σ0 contained in the metric ball BT∗;(λ)(z, g) (with respect to
the rescaled first fundamental form g of Σ0) of radius T∗;(λ) centered at z such that O can be foliated with
the level sets of a function w on Σ0, defined for 0 ≤ w ≤ w(λ) := 45T∗;(λ), where, away from z, w is smooth
and has level sets Sw diffeomorphic to S2, while S0 = {z}. To obtain suitable control of the geometry, we
require w to have a variety of crucial properties, especially (255); see Prop. 9.8 for the existence of a function
w with the desired properties.
Let ω ∈ S2 be as in Subsubsect. 9.4.1, let `ω ∈ TzM be the corresponding null vector, and let Nω =
`ω − B|z be the corresponding element of UTzΣ0. Let ∇ denote the Levi–Civita connection of g and
let a := |∇w|−1g denote the lapse, where |∇w|g =
√
(g−1)cdwcwd. By (255), we have a(z) = 1. Let N
be the outward g-unit normal to Sw in Σ0, i.e., N
i := a(g−1)ic∂cw, N0 = 0, and gcdN cNd = 1. Each
fixed integral curve of N can be extended51 to a smooth curve emanating from z. More precisely, for each
vector Nω ∈ UTzΣ0, there is a unique integral curve Φω : [0, w(λ)] → Σ0 of N parameterized by w (i.e.,
Φ˙ω(w) = [aN
i]◦Φω(w), with a the lapse, where Φ˙ω(w) = ∂∂wΦω(w)), that emanates from z with Φω(0) = z
and Φ˙ω(0) = Nω; the map (ω, w)→ Φω(w) is essentially the exponential map. This yields a diffeomorphism
from S2 to each Sw for 0 < w ≤ w(λ), defined such that ω is constant along the integral curve w → Φω(w).
In particular, if {ωA}A=1,2 are local angular coordinates on S2, then for each fixed w with 0 < w ≤ w(λ),
50By “separated,” in M˜(Int), we mean, of course, away from the cone-tip axis.
51In particular, in the proof of Lemma 10.6, we show that along Σ0, for i = 1, 2, 3, ‖ ∂∂uN i‖L2uL∞ω <∞, where this norm is
defined in Subsect. 9.10; this implies the extendibility of each integral curve of N to z, where z is the point at which u = 0.
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the map ω → Φω(w) yields angular coordinates {ωA}A=1,2 on Sw. It is straightforward to see that on
∪0<w≤w(λ)Sw, we have the vectorfield identity (where ∂∂w denotes partial differentiation at fixed ω)
∂
∂w
= aN, (167)
and that the rescaled first fundamental form of Σ0, denoted by g, can be expressed relative to the coordinates
(w,ω) as follows:
g = a2dw ⊗ dw + g/
(
∂
∂ωA
,
∂
∂ωB
)
dωA ⊗ dωB , (168)
where g/ is the Riemannian metric induced on Sw by g.
In view of the constructions provided above, to each point q ∈ ∪0<w≤w(λ)Sw ⊂ Σ0, we can associate the
geometric coordinates (0, w,ω) (where “0” is the time coordinate). In particular, these points q = q(w,ω) are
parameterized by the coordinates (w,ω) ∈ [0, w(λ)] × S2. We then define the vector `q(w,ω) := B|q(w,ω) +
N |q(w,ω) ∈ Tq(w,ω)M. Since g|q(w,ω)(B|q(w,ω),B|q(w,ω)) = −1, g|q(w,ω)(B|q(w,ω), N |q(w,ω)) = 0, and
g|q(w,ω)(N |q(w,ω), N |q(w,ω)) = 1, it follows that g|q(w,ω)(`q(w,ω), `q(w,ω)) = 0, i.e., `q(w,ω) is null. Next,
we construct the null geodesic Υq(w,ω) = Υq(w,ω)(t) by solving the ODE (163a) with initial conditions
Υαq(w,ω)(0) = q
α(w,ω) and Υ˙αq(w,ω)(0) = `
α
q(w,ω). For each fixed w ∈ [0, w(λ)], the set {Υq(w,ω)(t) | (t,ω) ∈
[0, T∗;(λ)]× S2} is a portion of a g-null cone. We define the function u by declaring that along this null cone
portion, it takes on the value −w. Thus, with Ctu denoting the level set portion contained in [0, t] × R3,
we have Ctu = {Υq(−u,ω)(τ) | (τ,ω) ∈ [0, t] × S2}. As we do in the interior region, we sometimes use the
alternate notation Cu := CT∗;(λ)u . We then set
M˜(Ext) :=
⋃
u∈[−w(λ),0]
CT∗;(λ)u . (169)
This procedure yields a function u defined in the region M˜(Ext) depicted in Figure 2. It is a standard result
that u is a solution to the eikonal equation (161) in M˜(Ext). Finally, we extend the angular coordinates
to M˜(Ext) by declaring that ω is constant along the null geodesic curve t → Υq(w,ω)(t). In total, we have
constructed geometric coordinates (t, u,ω) in M˜(Ext).
9.4.3. Acoustical metric and first fundamental forms. We refer to Subsubsect. 2.2.2 for discussion of the
acoustical metric g and the first fundamental form g of Σt. We now define g/ to be the first fundamental
form of St,u := Cu ∩ Σt, that is, the Riemannian metric induced on St,u by g. We again clarify that we are
working under the conventions of Subsect. 9.3.
9.5. Geometric subsets of spacetime and the containment BR(γz(1)) ⊂ IntΣ˜1. In the rest of the
paper, we denote M˜ := M˜(Int) ∪M˜(Ext). From the constructions in Subsubsects. 9.4.1-9.4.2, it follows that
M˜ =
⋃
u∈[−w(λ),T∗;(λ)]
CT∗;(λ)u . (170)
We also define a truncated version of M˜(Int), namely M˜(Int)1 , as follows:
M˜(Int)1 := M˜(Int) ∩ [1, T∗;(λ)]× R3. (171)
We also define
Σ˜t := Σt ∩ M˜, Σ˜(Int)t := Σt ∩ M˜(Int), C˜u := Cu ∩ M˜. (172)
See Fig. 3 for a depiction of these sets.
For the same reasons given in [56, Section 4], if T∗ is small (where the required smallness is controlled
by our bootstrap assumptions and our assumptions on the data), then the results of Subsubsects. 9.4.1-9.4.2
yield a complete system of geometric coordinates (t, u,ω), which are defined on M˜ and non-degenerate away
from the cone-tip axis; the proof is based on a continuity argument involving the bootstrap assumptions and
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T∗,(λ)
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(Int)
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C˜u
Figure 3. Depiction of various subsets of spacetime in the case z := 0
the bounds (265a)-(273b) proved below; see also the proof of [52, Theorem 1.2] and [23, 27] for additional
details. In particular, for u ∈ [−w(λ), T∗;(λ)] and t ∈ [[u]+, T∗;(λ)], where [u]+ := max{0, u}, the sets
St,u := Cu ∩ Σt (173)
are embedded submanifolds that are diffeomorphic to S2, equipped with the (local) angular coordinates
(ω1,ω2). We also note that
M˜ =
⋃
u∈[−w(λ),T∗;(λ)],t∈[[u]+,T∗;(λ)]
St,u, (174a)
M˜(Int) =
⋃
u∈[0,T∗;(λ)],t∈[u,T∗;(λ)]
St,u, M˜(Ext) =
⋃
u∈[−w(λ),0],t∈[0,T∗;(λ)]
St,u, (174b)
Σ˜
(Int)
t =
⋃
u∈[0,T∗;(λ)]
St,u. (174c)
For future use, we also note that for the same reasons given on [56, page 25], based on (156b) and the
estimate (273b) proved below, we have the following containments, where BR(γz(1)) denotes the Euclidean
ball of radius R centered at γz(1) in Σ˜1 (and R is as in Subsect. 9.1), B1/2;g(1,·)(γz(1)) is the metric ball of
radius 1/2 centered at γz(1) in Σ˜1 corresponding to the rescaled first fundamental form g(1, ·):
BR(γz(1)) ⊂ B1/2;g(γz(1)) ⊂
⋃
1
3≤u≤1
S1,u ⊂ Σ˜(Int)1 . (175)
9.6. Geometric quantities constructed out of the eikonal function. We now define a collection of
geometric quantities constructed out of u.
9.6.1. Geometric radial variable, null lapse, and the unit outward normal. We define the geometric radial
variable r˜ as follows:
r˜ = r˜(t, u) := t− u. (176)
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Since in M˜ we have that t ∈ [0, T∗;(λ)] and u ∈ [−w(λ), t], and since w(λ) := 45T∗;(λ), it follows from (152)
that
0 ≤ r˜ < 2T∗;(λ) = 2λ1−80T∗, −4
5
λ1−80T∗ ≤ u ≤ λ1−80T∗. (177)
Throughout the article, we will often silently use the inequalities in (177).
We define the null lapse b to be the following scalar function, where |∇u|g =
√
(g−1)ab∂au∂bu:
b :=
1
|∇u|g . (178)
From (178), (168), and the fact that u = −w along Σ0, if follows that b = a along Σ0. Moreover, using (178),
(16), and (161), we see that
b =
1
Bu
. (179)
Considering also (166), we see that for t ∈ [0, T∗;(λ)], we have
b|γz(t) = 1, (180)
where the curve t→ γz(t) is the cone-tip axis introduced in Subsubsect. 9.4.1.
Let N denote the outward unit normal to St,u in Σt, i.e., N is Σt-tangent, g-orthogonal to St,u, outward
pointing, and normalized by g(N,N) = 1. From (178), it follows that
N i = −b(g−1)ia∂au, Nu = −1
b
. (181)
9.6.2. Null frame and basic geometric constructions. We now define the following vectorfields:
L := B +N, L := B−N. (182)
Since B0 = 1 and N0 = 0, it follows that
Lt = Lt = 1. (183)
Moreover, from (15), (16), (178), (179), (181), and (182), we see that
Lα = −b(g−1)αβ∂βu. (184)
Since g(B,B) = −1, g(N,N) = 1, and g(B, N) = 0, it follows that
g(L,L) = g(L,L) = 0, g(L,L) = −2. (185)
In particular, (183) and (185) imply that L and L are future-directed and g-null. Let now {eA}A=1,2 be a
(locally-defined) g-orthonormal frame on St,u, i.e., g/(eA, eB) = δAB , where δAB is the Kronecker delta. We
note that, since B and N are g-orthogonal to St,u, it follows from (182) that g(L, eA) = g(L, eB) = 0. We
refer to
{L,L, e1, e2} (186)
as a null frame; see Figure 1.
If ξ is a one-form, then ξL := ξαL
α, ξL := ξαL
α, and ξA := ξαe
α
A denote contractions against the null
frame elements. Similarly, if X is a vector, then XL := XαL
α, XL := XαL
α, and XA := Xαe
α
A. We use
similar notation to denote the components of higher-order tensorfields.
It is straightforward to deduce from the above considerations that
(g−1)αβ = −1
2
LαLβ − 1
2
LαLβ + (g/−1)αβ , (g/−1)αβ =
∑
A=1,2
eαAe
β
A. (187)
Next, we define the g-orthogonal projection Π/ onto St,u and the g-orthogonal projection Π onto Σt to be,
respectively, the following type
(
1
1
)
tensorfields, where δαβ is the Kronecker delta:
Π/ αβ := δ
α
β +
1
2
LαLβ +
1
2
LαLβ , Π
α
β := δ
α
β + B
αBβ . (188)
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It is straightforward to check that Π/ 0α = Π
0
α = 0 for α = 0, 1, 2, 3; we will silently use this simple fact
throughout the article.
If ξ is a spacetime tensor, then Π/ξ denotes its g-orthogonal projection onto St,u, obtained by projecting
every component of ξ onto St,u via Π/ . For example, if X is a vector, then (Π/X)
α = Π/ αβX
β , and if ξ is
a type
(
0
2
)
tensorfield, then (Π/ξ)αβ = Π/
γ
αΠ/
δ
βξγδ. We say that a tensor ξ is St,u-tangent if Π/ξ = ξ. We
often denote St,u-tangent tensors in non-bold font, i.e., as X or ξ. We use the notation |ξ|g/ to denote the
norm of the St,u-tangent tensor ξ with respect to the rescaled first fundamental form g/. For example, if
ξ is a type
(
0
2
)
St,u-tangent tensorfield, then |ξ|g/ =
√
(g/−1)αγ(g/−1)βδξαβξγδ =
√
ξABξAB , where the last
relation holds relative to the St,u-frame {eA}A=1,2. If ξ is a symmetric type
(
0
2
)
St,u-tangent tensor, then
we define its g/-trace to be the scalar trg/ξ := (g/
−1)αβξαβ = ξAA, where the last relation holds relative to
the St,u-frame {eA}A=1,2. We then define ξˆ := ξ − 12 (trg/ξ)g/ to be the trace-free part of ξ. Given a tensor
whose components with respect to {eA}A=1,2 are known, we can extend ξ to an St,u-tangent spacetime
tensor ξ (i.e., one verifying Π/ ξ = ξ) by declaring that all contractions of ξ against elements of {L,L}
vanish; throughout the paper, we will often implicitly assume such an extension. Similarly, Πξ denotes the
g-orthogonal projection of ξ onto Σt, we say that ξ is Σt-tangent if Πξ = ξ, and we can extend tensors
ξ whose Σt components are given to a Σt-tangent spacetime tensor by declaring that all contractions of ξ
against B vanish. We also note that Π/L = Π/L = 0, and ΠB = 0.
Remark 9.2. We remark that we do not attribute a tensorial structure to ~Ψ or ∂ ~Ψ. Therefore, whenever ~Ψ
or ∂ ~Ψ appears under the | · |g/ norm, it should be interpreted as the standard Euclidean norm of the array ~Ψ
or ∂ ~Ψ. The only reason why we occasionally have ~Ψ or ∂ ~Ψ under | · |g/ is because, in our schematic notation,
we sometimes group it with St,u-tangent tensors for which pointwise norms are taken with respect to | · |g/,
such as, for example, in (309a).
Throughout, if V is a spacetime vectorfield and ξ is a spacetime tensorfield, then we define L/Vξ := Π/LVξ
and LVξ := ΠLVξ, where LV denotes Lie differentiation with respect to V.
We use the following notation to denote the arrays of the Cartesian components of L, L, N :
~L := (1, L1, L2, L3), ~L := (1, L1, L2, L3), ~N := (0, N1, N2, N3). (189)
From (182) and the fact that Bα is a smooth function of ~Ψ, it follows that there exist smooth functions,
denoted schematically by f, such that ~L = ~L · f(~Ψ) and ~N = ~L · f(~Ψ). In the rest of the paper, we will often
use this fact without explicitly mentioning it.
9.6.3. The metrics and volume forms relative to geometric coordinates, and the ratio υ. From the above
considerations, it is straightforward to deduce that there exists an St,u-tangent vectorfield Y such that g
and g can be expressed as follows relative to the geometric coordinates (see [44, Lemma 3.45] for further
details):
g = −bdt⊗ du− bdu⊗ dt+ b2du⊗ du+ g/
(
∂
∂ωA
,
∂
∂ωB
)
(dωA + Y Adu)⊗ (dωB + Y Bdu), (190a)
g = b2du⊗ du+ g/
(
∂
∂ωA
,
∂
∂ωB
)
(dωA + Y Adu)⊗ (dωB + Y Bdu). (190b)
The volume form d$g/ induced on St,u by g/ can be expressed as follows relative to the geometric coordi-
nates:
d$g/(t,u,ω) =
√
detg/ dω1dω2. (191)
In addition, the volume form d$g induced on Σt by g, which in Cartesian coordinates takes the form
d$g =
√
detgdx1dx2dx3, can be expressed as follows relative to the geometric coordinates:
d$g(t,u,ω) = b(t, u,ω) dud$g/(t,u,ω). (192)
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Let e/ = e/(ω) be the standard round metric on the Euclidean unit sphere S2, and let d$e/(ω) denote the
corresponding volume form. The following ratio52 of volume forms will play a role in the ensuing discussion:
υ(t, u,ω) :=
d$g/(t,u,ω)
d$e/(ω)
=
√
detg/(t, u,ω)√
dete/(ω)
. (193)
9.6.4. Levi–Civita connections, angular divergence and curl operators, and curvatures. We let D denote the
Levi–Civita connection of the rescaled spacetime metric g and ∇/ denote the Levi–Civita connection of g/.
Our Christoffel symbol conventions for g are that DβX
α = ∂βX
α + Γ αβ γX
γ , where Γ αβ γ := (g
−1)αδΓβδγ
and Γβδγ :=
1
2 {∂βgδγ + ∂γgβδ − ∂δgβγ}.
If V is a vectorfield and ξ is a spacetime tensorfield, then DV ξ := V
αDαξ and D/V ξ := Π/DV ξ; note that
D/ V ξ := ∇/V ξ when both V and ξ are St,u-tangent.
If ξ is an St,u-tangent one-form, then relative to an arbitrary g/-orthonormal frame {e(1), e(2)}, div/ ξ :=
∇/AξA and curl/ ξ := AB∇/AξB , where repeated capital Latin indices are summed from 1 to 2 and AB is
fully antisymmetric and normalized by 12 = 1. If f is a scalar function defined on St,u, then ∆/ f := ∇/ 2AAf
denotes its covariant angular Laplacian. We clarify that above and in all of our subsequent formulas, frame
contractions are taken after covariant differentiation. For example, relative to arbitrary local coordinates
{y1, y2} on St,u, we have ∇/AξA := eaAebA∇/aξb and ∇/ 2AAf := eaAebA∇/a∇/bf . Similarly, if ξ is a symmetric type(
0
2
)
St,u-tangent tensorfield, then div/ ξA := ∇/BξAB and curl/ ξA := BC∇/BξCA.
We let Riemαβγδ denote the Riemann curvature of g and Ricαβ := (g
−1)γδRiemαγβδ denote its Ricci
curvature. We adopt the curvature sign convention g(D2XYW−D2YXW,Z) := −Riem(X,Y,W,Z), where
X, Y, W, and Z are arbitrary spacetime vectors, and D2XYW := X
αYβDαDβW.
9.6.5. Connection coefficients.
Definition 9.2 (Connection coefficients). We define the second fundamental form k of Σt to be the type(
0
2
)
Σt-tangent tensorfield such that the following relation holds for all Σt-tangent vectorfields X and Y :
k(X,Y ) := −g(DXB, Y ). (194)
We define the second fundamental form θ of St,u, the null second fundamental form χ of St,u, and χ to
be the following type
(
0
2
)
St,u-tangent tensorfields:
θAB := g(DAN, eB), (195a)
χAB := g(DAL, eB), χAB := g(DAL, eB). (195b)
We define the torsion ζ and ζ to be the following St,u-tangent one-forms:
ζA :=
1
2
g(DLL, eA), ζA :=
1
2
g(DLL, eA). (196)
In the next lemma, we provide some standard decompositions and identities. We omit the simple proof
and instead refer readers to [22] for details.
Lemma 9.2 (Connection coefficients and relationships between various tensors). k, θ, χ, and χ are sym-
metric tensorfields. Moreover, the following relations hold:
k = −1
2
LBg = −
1
2
LBg, (197a)
χ =
1
2
L/Lg/ =
1
2
L/Lg, χ =
1
2
L/Lg/ =
1
2
L/Lg, (197b)
D/NN = −∇/ ln b, D/ANB = θAB , (198)
52Note that RHS (193) is invariant under arbitrary changes of the geometric angular coordinates. This ratio is determined
by the diffeomorphisms from S2 to St,u that we constructed in Subsect. 9.4 (which in particular determine the component
functions g/(t, u,ω)
(
∂
∂ωA
, ∂
∂ωB
)
). That is, the ratio is determined by our construction of the geometric coordinates.
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DAL = χABeB − kANL, DAL = χABeB + kANL, (199a)
DLL = {−kNN + g(DBB, L)}L, DLL = 2ζAeA + kNNL, (199b)
DLL = 2ζAeA + kNNL, DLeA = D/ LeA + ζAL, (199c)
DBeA = ∇/BeA +
1
2
χABL+
1
2
χ
AB
L, DLL = −2(∇/A ln b)eA − kNNL, (199d)
χAB = θAB − kAB , χAB = −θAB − kAB , ζA = −kAN , ζ = ∇/ ln b+ kAN . (200)
9.7. Modified acoustical quantities. As we explained at the end of Subsubsect. 2.3.3, to obtain suitable
control of the acoustic geometry, we must work with modified quantities and a metric equal to a conformal
rescaling of g. In this subsection, we define the relevant quantities.
9.7.1. The conformal metric in M˜(Int).
Definition 9.3 (The conformal factor and conformal metric in the interior region M˜(Int)). We define σ to
be the solution to the following transport initial value problem (with data given on the cone-tip axis defined
in Subsubsect. 9.4.1):
Lσ(t, u,ω), =
1
2
[ΓL](t, u,ω), u ∈ [0, T∗;(λ)], t ∈ [u, T∗;(λ)], ω ∈ S2, (201a)
σ(u, u,ω) = 0, u ∈ [0, T∗;(λ)], ω ∈ S2, (201b)
where ΓL := ΓαL
α and Γα := (g
−1)κλΓκαλ is a contracted (and lowered) Cartesian Christoffel symbol of g.
We define
g˜ := e2σg, g˜/ := e2σg/ (202)
to be, respectively, the conformal spacetime metric and the Riemannian metric that it induces on St,u.
Definition 9.4 (Null second fundamental forms of the conformal metric). We define the null second funda-
mental forms of the conformal metric to be the following symmetric St,u-tangent tensors:
χ˜ :=
1
2
L/Lg˜/, χ˜ :=
1
2
L/Lg˜/. (203)
From straightforward computations, taking into consideration definition (203) and the PDE (201a), we
deduce the following relations:
χ˜ = e2σ {χ+ (Lσ)g/)} , χ˜ = e2σ {χ+ (Lσ)g/)} , (204a)
trg˜/χ˜ = trg/χ+ 2Lσ = trg/χ+ ΓL, trg˜/χ˜ = trg/χ+ 2Lσ, (204b)
χ =
1
2
{
trg˜/χ˜−ΓL
}
g/+ χˆ, χ =
1
2
{
trg˜/χ˜− 2Lσ
}
g/+ χˆ. (204c)
Moreover, above and throughout, if ξ is a symmetric type
(
0
2
)
St,u-tangent tensor, then trg˜/ξ := (g˜/
−1)αβξαβ =
e−2σ(g/−1)αβξαβ = e−2σtrg/ξ denotes its trace with respect to g˜/.
9.7.2. Average values on St,u. Some of our forthcoming constructions refer to the average values of scalar
functions f on St,u. Specifically, we define the average value of f , denoted by f , as follows:
f = f(t, u) :=
1
|St,u|g/
∫
St,u
f d$g/, |St,u|g/ :=
∫
St,u
1 d$g/. (205)
In the next lemma, we connect the evolution equation for f along integral curves of L to that of f . We
omit the standard proof, which is based on the identity (212a) below.
Lemma 9.3 (Evolution equation for the average value on St,u). For scalar functions f , we have
Lf + trg/χf =
{
trg/χ− trg/χ
}
f + Lf + trg/χf. (206)
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9.7.3. Definitions of the modified acoustical quantities.
Definition 9.5 (Modified acoustical quantities). In the interior region M˜(Int), we define trg˜/χ˜(Small) to be53
− 2r˜ plus the trace of the St,u-tangent tensorfield χ˜ defined in (203) with respect to the conformal metric g˜/
defined in (202). That is, in view of (204b), in M˜(Int), we have:
trg˜/χ˜
(Small) = trg/χ+ ΓL − 2
r˜
= trg˜/χ˜− 2
r˜
, (207)
where ΓL := ΓαL
α, and Γα := (g
−1)κλΓκαλ is a contracted (and lowered) Cartesian Christoffel symbol of g.
We then extend the definition of trg˜/χ˜
(Small) to all of M˜ by declaring that the first equality in (207) holds
in all of M˜.
In M˜, we define the mass aspect function µ to be the following scalar function:
µ := Ltrg/χ+
1
2
trg/χtrg/χ. (208)
In M˜(Int), we define the modified mass aspect function54 µˇ to be the following scalar function:
µˇ := 2∆/σ+ Ltrg/χ+
1
2
trg/χtrg/χ− trg/χkNN + 1
2
trg/χΓL, (209)
where ΓL := ΓαL
α.
In M˜(Int), we define µ/ to be55 the St,u-tangent one-form that satisfies the following Hodge system on
St,u:
div/µ/ =
1
2
(µˇ− µˇ), curl/µ/ = 0. (210)
In M˜(Int), we define the modified torsion ζ˜ to be the following St,u-tangent one-form:
ζ˜ := ζ+∇/σ. (211)
9.8. PDEs verified by geometric quantities - a preliminary version. To control the acoustic geom-
etry, we will derive estimates for the PDEs that various geometric quantities solve. In the next lemma, we
provide a first version of these PDEs. The results are standard and are independent of the compressible
Euler equations. In Prop. 9.7, we use the compressible Euler equations to re-express various terms in the
PDEs, which will lead to the form of the equations that we use in our analysis.
Lemma 9.4. [22, PDEs verified by the St,u volume element ratio, null lapse, and connection coefficients,
without regard for the compressible Euler equations] The following evolution equations hold56 relative to a
53In [56], trg˜/χ˜
(Small) was denoted by “z” and trg˜/χ˜ was denoted by “trχ˜.”
54The idea of working with quantities in the spirit of the mass aspect function and the modified mass aspect function
originates in [6]. As in [6,56], we use these quantities to avoid the loss of a derivative when controlling the L derivative of trg/χ.
55Existence and uniqueness for the system (210) is standard, given the smoothness of the source terms.
56In [56, Equation (5.28)], the terms in braces on the last line of RHS (212g) were omitted. However, equation (212g) is
needed only to derive the evolution equation (237) for µˇ, and the omitted terms have the same schematic structure as other
error terms that were bounded in [56]; i.e., the omitted terms are harmless. Moreover, in [56], the second term on LHS (212d)
was listed as 1
2
(trg/χ)χˆAB . Fortunately, correcting the coefficient from
1
2
to 1 does not lead to any changes in the estimates, as
we further explain in the discussion surrounding equation (341).
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null frame:
Lυ = υtrg/χ, (212a)
Lb = b {−kNN + g(DBB, L)} , (212b)
Ltrg/χ+
1
2
(trg/χ)
2 = −|χˆ|2g/ − kNN trg/χ−RicLL, (212c)
D/ LχˆAB + (trg/χ)χˆAB = −kNN χˆAB −
{
RiemLALB − 1
2
RicLLδAB
}
, (212d)
D/ LζA +
1
2
(trg/χ)ζA = −{kBN + ζB} χˆAB − 1
2
trg/χkAN − 1
2
RiemALLL, (212e)
Ltrg/χ+
1
2
(trg/χ)trg/χ = 2div/ ζ+ kNN trg/χ− χˆABχˆAB + 2|ζ|2g/ + RiemALLA, (212f)
D/ LχˆAB +
1
2
(trg/χ)χˆAB = −1
2
(trg/χ)χˆAB + 2∇/AζB − div/ ζδAB + kNN χˆAB +
{
2ζAζB − |ζ|2g/δAB
}
(212g)
−
{
χˆ
AC
χˆCB − 1
2
χˆ
CD
χˆCDδAB
}
+ RiemALLB − 1
2
RiemCLLCδAB ,
div/ χˆA + χˆABkBN =
1
2
{∇/Atrg/χ+ kAN trg/χ}+ RiemBLBA, (213a)
div/ ζ =
1
2
{
µ− kNN trg/χ− 2|ζ|2g/ − |χˆ|2g/ − 2kABχˆAB
}
− 1
2
RiemALLA, (213b)
curl/ ζ =
1
2
ABχˆ
AC
χˆBC − 1
2
ABRiemALLB . (213c)
9.9. Main version of the PDEs verified by the acoustical quantities, including the modified ones.
The main result of this subsection is Prop. 9.7, in which we derive, with the help of the compressible Euler
equations, the main PDEs that we use to control the acoustic geometry. The proposition in particular shows
how the source terms in the compressible Euler equations influence the evolution of the acoustic geometry.
Before proving the proposition, we first introduce some additional schematic notation and, in Lemma 9.6,
provide some decompositions of various null components of the acoustical curvature, that is, the curvature
of g.
Remark 9.3. Compared to previous works, what is new are the terms in Lemma 9.6 and Prop. 9.7 that
are multiplied by λ−1; these terms capture, in particular, how the top-order derivatives of the vorticity and
entropy affect the acoustical curvature.
9.9.1. Additional schematic notation and a simple lemma. Let U and ξ be scalar functions or St,u-tangent
tensorfields. In the rest of the paper, we will use the schematic notation
U = f(~L) · ξ (214)
mean that the Cartesian components of U can be expressed as products of the Cartesian components of ξ
and scalar functions of type “f(~L),” which by definition are products of i) smooth functions of
~Ψ and ii)
the Cartesian components of vectorfields whose Cartesian components are polynomials in the components
of ~L with coefficients that are smooth functions of ~Ψ. Expressions such as f(~L) · ξ(1) · ξ(2) have the obvious
analogous meaning. If ξ = (ξ(1), · · · , ξ(m)) is an array of scalar functions St,u-tangent tensorfields, then
f(~L) · ξ means sums of terms of type f(~L) · ξ(i), 1 ≤ i ≤ m. As examples, we note (in view of the discussion
below (189)) that NaCa = f(~L) · ~C, while f(~L) ·∂ ~Ψ ·∂ ~Ψ denotes a scalar function or an St,u-tangent tensorfield
whose Cartesian components are products of f(~L) and a term that is quadratic in elements the array ∂
~Ψ. As
another example, we note that (188) and the discussion below (189) imply that the St,u-tangent tensorfield
Π/ has Cartesian components of the form f(~L), which we indicate by writing Π/ = f(~L). Finally, we note that
since (by (197a)) the Cartesian components of the second fundamental form k of Σt verify kij = f(~Ψ) · ∂ ~Ψ,
it follows that the St,u-tangent tensorfield with components kAN := k(eA, N), (A = 1, 2), is of the form
kAN = f(~L) · ∂ ~Ψ.
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We will use the following simple lemma in our proof of Prop. 9.7.
Lemma 9.5 (Identities for the derivatives of some scalar functions). With df denoting the spacetime gradient
of the scalar function f (and thus Π/ ·df = ∇/ f), we have the following identities (where in (215b) and (216b),
the terms “f(~L)” on the LHSs are not the same as the terms “f(~L)” on the RHSs):
Π/ · d(~L, ~L,N) = f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1), (215a)
Π/ · df(~L) = f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1). (215b)
Moreover,
d(~L, ~L,N) = f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1), (216a)
df(~L) = f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1). (216b)
Proof. To prove (215a), we first note the schematic relation DLα = dLα + Γ · L = dLα + f(~L) · ∂ ~Ψ. Viewing
Lα as a scalar function, we can interpret this relation as an identity in which the term on the left and two
terms on the right are one-forms. Projecting these one-forms onto St,u with the tensorfield Π/ , and using the
first identity in (199a), the fact that kij = f(~Ψ) ·∂ ~Ψ, and the fact that ~L = f(~L) and ~N = f(~L), we deduce that
for α = 0, 1, 2, 3, we have the following schematic identity for the scalar function Lα: Π/ dLα = f(~L) · (∂ ~Ψ,χ).
Considering also that χ = f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1), we conclude (215a) for ~L. In addition, taking into
account that ~L = f(~L) and
~N = f(~L), and using the chain and product rules, we also deduce the identity
(215a) for ~L and ~N . (215b) follows from similar arguments, and we omit the details.
The identities (216a)-(216b) from from a similar argument, but we also take into account (199b) and
(199c). Note that the right-hand side of the identity (199c) for DLL leads to the presence of ζ on RHSs (216a)-
(216b). 
9.9.2. Curvature component decompositions. In the next lemma, we provide some expressions for various
components of the curvatures of the acoustical metric g. These expressions will be important for controlling
the acoustic geometry, since curvature components appear as source terms in the PDEs that they satisfy;
see Lemma 9.4. Moreover some of the curvature components can be expressed with the help of the equations
of Prop. 9.1, thus tying the evolution of the acoustic geometry to the fluid evolution; see Remark 9.4 and
Prop. 9.7.
Lemma 9.6 (Curvature component decompositions). Relative to the Cartesian coordinates, the following
identity holds, where on RHS (217), the component gαβ(~Ψ) is treated as a scalar function under covariant
differentiation and Γα := (g
−1)κλgαβΓ
β
κ λ is treated as a one-form under covariant differentiation:
Ricαβ = −1
2
g(~Ψ)gαβ(~Ψ) +
1
2
{DαΓβ + DβΓα}+Q(~Ψ)[∂ ~Ψ, ∂ ~Ψ]. (217)
Moreover,
RicLL = LΓL + kNNΓL + λ
−1f(~L) · (~C,D) + f(~L) · ∂ ~Ψ · ∂ ~Ψ. (218)
Finally, there exist St,u-tangent one-forms and symmetric type
(
0
2
)
St,u-tangent tensors, all schematically
denoted by ξ and verifying ξ = f(~L) · ∂ ~Ψ (in the sense of Subsubsect. 9.9.1), such that
RicLL − LΓL = λ−1f(~L) · (~C,D) + f(~L) · ∂ ~Ψ · ∂ ~Ψ, (219)
RicLL − 1
2
{
LΓL + LΓL
}
= λ−1f(~L) · (~C,D) + f(~L) · (∂ ~Ψ, ζ) · ∂ ~Ψ, (220)
RicLA, RiemALLL = (∇/ ,D/ L)ξ+ λ−1f(~L) · (~C,D) + f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ, (221a)
RiemALLA = div/ ξ+ λ
−1f(~L) · (~C,D) + f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ, (221b)
ABRiemALLB = curl/ ξ+ λ
−1f(~L) · (~C,D) + f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ, (221c)
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RiemLALB = (∇/ ,D/ L)ξ+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ, (222a)
RiemABLB = div/ ξA + f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ, (222b)
RiemCALB = ∇/ ξ+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ, (222c)
RiemABAB = div/ ξ+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ. (222d)
Remark 9.4. The identities (218)-(221c) involve contractions of Riem against L on the LHSs, and their
proofs rely on the compressible Euler equations. In contrast, (217) and (222a)-(222d) do not involve con-
tractions of Riem against L on the LHSs, and it turns out that consequently, their proofs do not require the
compressible Euler equations. This explains why the former estimates feature λ−1-dependent source terms
(which arise from RHS (157)).
Discussion of the proofs. The proofs of (217) and (222a)-(222d) are the same as in [56, Lemma 5.12]. The
proofs of (218)-(221c) (which involve a contraction of Riem with L) also mirror the proofs given in [56,
Lemma 5.12], except here there are new terms of type λ−1f(~L) · (~C,D), which arise when one uses equation
(157) to substitute for the terms g(~Ψ)Ψ that are generated by the term − 12g(~Ψ)gαβ(~Ψ) on RHS (217). 
9.9.3. Main version of the PDEs verified by the acoustical quantities. We now provide the main result of
Subsect. 9.9.
Proposition 9.7 (PDEs verified by the modified acoustical quantities, assuming a compressible Euler solu-
tion). Assume that the Cartesian component functions (~Ψ, ~Ω, ~S, ~C,D) are solutions to the rescaled compress-
ible Euler equations of Prop. 9.1 (under the conventions of Subsect. 9.3). There exist St,u-tangent one-forms
and symmetric type
(
0
2
)
St,u-tangent tensors, all schematically denoted by ξ and verifying ξ = f(~L) · ∂ ~Ψ (see
Subsubsect. 9.9.1 regarding the notation “f(~L)·”), such that the following schematic identities hold, where all
terms on the left-hand sides are displayed exactly and terms on the right-hand sides are displayed schemati-
cally.
Transport equations involving the Cartesian components Li and N i The following evolution equa-
tions hold in M˜:
LLi = f(~L) · ∂ ~Ψ, LN i = f(~L) · ∂ ~Ψ. (223)
Moreover, along Σ0 (where w = r˜ = −u and a = b), we have
∂
∂w
Li = a · f(~L) · ∂ ~Ψ +∇/ a,
∂
∂w
N i = a · f(~L) · ∂ ~Ψ +∇/ a. (224)
Transport equations involving the Cartesian components Θi(A) For A = 1, 2 and i = 1, 2, 3, let(
∂
∂ωA
)i
denote a Cartesian component of ∂
∂ωA
(i.e.,
(
∂
∂ωA
)i
= ∂
∂ωA
xi), and let Θ(A) be the Σt-tangent
vectorfield with Cartesian components defined by
Θi(A) :=
1
r˜
(
∂
∂ωA
)i
. (225)
Then the following evolution equation holds in M˜:
LΘi(A) = f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ) · ~Θ(A). (226)
Moreover, along Σ0 (where w = r˜ = −u and a = b), the following evolution equation holds for (w,ω) ∈
(0, w(λ)]× S2:
∂
∂w
Θi(A) =
(1− a)
w
Θi(A) + a · f(~L) · (∂ ~Ψ, χˆ) · ~Θ(A) + f(~L) · ∇/ a · ~Θ(A), (227)
where ~Θ(A) := (Θ
1
(A),Θ
2
(A),Θ
3
(A)).
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Transport equations connected to the trace of χ
Ltrg˜/χ˜
(Small) +
2
r˜
trg˜/χ˜
(Small) = λ−1f(~L) · (~C,D) (228a)
+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), r˜−1) · ∂ ~Ψ + |χˆ|2g/ + trg˜/χ˜(Small) · trg˜/χ˜(Small),
D/ L∇/ trg˜/χ˜(Small) +
3
r˜
∇/ trg/χ˜(Small) = λ−1f(~L) · ∇/ (~C,D) + λ−1f(~L) · (∂ ~Ψ, ∂~Ω, ∂ ~S) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1)
(228b)
+ f(~L) · ∇/∂ ~Ψ · (∂ ~Ψ, trg˜/χ˜(Small), r˜−1)
+ f(~L) · ∇/ χˆ · χˆ+ f(~L) · ∇/ trg˜/χ˜(Small) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ)
+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · (∂ ~Ψ, trg˜/χ˜(Small), r˜−1) · ∂ ~Ψ.
Moreover,
L
{
1
2
trg˜/χ˜υ
}
− 1
4
(
trg/χ
)2
υ +
1
2
{L ln b} trg˜/χ˜υ − |∇/σ|2g/υ (229)
= λ−1f(~L) · (~C,D) · υ + f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), r˜−1) · ∂ ~Ψ · υ + |χˆ|2g/ · υ + |∇/σ|2g/ · υ.
PDEs involving χˆ
div/ χˆ = ∇/ trg˜/χ˜(Small) + div/ ξ+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ, (230)
D/ Lχˆ+ (trg/χ)χˆ = (∇/ ,D/ L)ξ+ λ−1f(~L) · (~C,D) + f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ. (231)
The transport equation for ζ
D/ LζA +
1
2
(trg/χ)ζ = (∇/ ,D/ L)ξ+ λ−1f(~L) · (~C,D) + f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ + f(~L) · ζ · χˆ. (232)
The transport equation for b
Lb = b · f(~L) · ∂ ~Ψ. (233)
Transport equation for g/ Along the integral curves of L, parameterized by t, we have, with e/ the standard
round metric on the Euclidean unit sphere S2, the following identity:
d
dt
{
r˜−2g/
(
∂
∂ωA
,
∂
∂ωB
)
− e/
(
∂
∂ωA
,
∂
∂ωB
)}
(234)
=
{
trg˜/χ˜
(Small) −ΓL
}{
r˜−2g/
(
∂
∂ωA
,
∂
∂ωB
)
− e/
(
∂
∂ωA
,
∂
∂ωB
)}
+
{
trg˜/χ˜
(Small) −ΓL
}
e/
(
∂
∂ωA
,
∂
∂ωB
)
+
2
r˜2
χˆ
(
∂
∂ωA
,
∂
∂ωB
)
.
Transport equations for υ and ∇/ υ
L ln
(
r˜−2υ
)
= trg/χ− 2
r˜
= trg˜/χ˜
(Small) −ΓL, (235a)
L∇/ ln (r˜−2υ)+ 1
2
(trg/χ) ln
(
r˜−2υ
)
= f(~L) · χˆ · ∇/ ln
(
r˜−2υ
)
+∇/ trg˜/χ˜(Small) −∇/ (ΓL). (235b)
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An algebraic identity for µ The mass aspect function µ defined in (208) verifies the following identity:
µ = λ−1f(~L) · (~C,D) + div/ ξ+ f(~L) · χˆ · χˆ+ f(~L) · ∇/ ln
(
r˜−2υ
) · (∂ ~Ψ, ζ) (236)
+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ.
The transport equation for µˇ The modified mass aspect function µˇ defined by (209) verifies the following
transport equation:
Lµˇ+ (trg/χ)µˇ = I(1) + I(2), (237)
I(1) = r˜
−1div/ ξ+ r˜−2ξ, (238a)
I(2) = λ
−1f(~L) · ∂(~C,D) + λ−1f(~L) · (∂ ~Ψ, ∂~Ω, ∂ ~S) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1) (238b)
+ f(~L) · ∇/ ζ˜ · χˆ+ f(~L) · ∇/σ · (∇/∂ ~Ψ,∇/ trg˜/χ˜(Small)) + f(~L) · ∇/σ · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ
+ f(~L) · ∇/ trg˜/χ˜(Small) · ∂ ~Ψ
+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ)
+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ) · ∂2~Ψ.
The Hodge system for ζ The torsion ζ defined in (196) satisfies the following Hodge system on St,u:
div/ ζ = λ−1f(~L) · (~C,D) + div/ ξ+ f(~L) · ζ · ζ+ f(~L) · χˆ · χˆ+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ (239a)
+ f(~L) · ∇/ ln
(
r˜−2υ
) · (∂ ~Ψ, ζ),
curl/ ζ = λ−1f(~L) · (~C,D) + curl/ ξ+ f(~L) · χˆ · χˆ+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ. (239b)
The Hodge system for ζ˜ The modified torsion ζ˜ defined by (211) satisfies the following Hodge system on
St,u:
div/ ζ˜− 1
2
µˇ = div/ ξ+ λ−1f(~L) · (~C,D) + f(~L) · ζ · ζ+ f(~L) · χˆ · χˆ+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ, (240a)
curl/ ζ˜ = curl/ ξ+ λ−1f(~L) · (~C,D) + f(~L) · χˆ · χˆ+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ. (240b)
The Hodge system for ζ˜− µ/ The difference ζ˜−µ/ (where ζ˜ is defined by (211) and µ/ is defined by (210))
verifies the following Hodge system on St,u (see definition (205) regarding “overline” notation):
div/ (ζ˜− µ/ ) = div/ ξ+
{
λ−1f(~L) · (~C,D)− λ−1f(~L) · (~C,D)
}
(241a)
+
{
f(~L) · ζ · ζ− f(~L) · ζ · ζ
}
+
{
f(~L) · χˆ · χˆ− f(~L) · χˆ · χˆ
}
+
{
f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ− f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ
}
,
curl/ (ζ˜− µ/ ) = curl/ ξ+ λ−1f(~L) · (~C,D) + f(~L) · χˆ · χˆ+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ. (241b)
A decomposition of µ/ and a Hodge-transport system for the constituent parts Let I(1) and I(2)
be the inhomogeneous terms from (238a)-(238b). Then in M˜(Int) (see (174b)), we can decompose the
solution µ/ to (210) as follows:
µ/ = µ/ (1) + µ/ (2), (242)
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where µ/ (1) and µ/ (2) verify the following Hodge-transport PDE systems:
div/
{
D/ Lµ/ (1) +
1
2
(trg/χ)µ/ (1)
}
= I(1) − I(1), (243a)
curl/
{
D/ Lµ/ (1) +
1
2
(trg/χ)µ/ (1)
}
= 0, (243b)
div/
{
D/ Lµ/ (2) +
1
2
(trg/χ)µ/ (2)
}
= I(2) − I(2) + χˆ · ∇/µ/ + (∇/∂ ~Ψ,∇/ trg˜/χ˜(Small)) · µ/ (244a)
+ (∂ ~Ψ, trg˜/χ˜
(Small), χˆ, r˜−1) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ) · µ/ + (trg/χ− trg/χ)µˇ,
curl/
{
D/ Lµ/ (2) +
1
2
(trg/χ)µ/ (2)
}
= χˆ · ∇/µ/ + (∇/∂ ~Ψ,∇/ trg˜/χ˜(Small)) · µ/ (244b)
+ (∂ ~Ψ, trg˜/χ˜
(Small), χˆ, r˜−1) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ) · µ/ ,
subject to the following initial conditions along the cone-tip axis for u ∈ [0, T∗;(λ)]:∣∣∣µ/ (1) − µ/ ∣∣∣
g/
(t, u,ω)→ 0 as t ↓ u,
∣∣∣µ/ (2)∣∣∣
g/
(t, u,ω)→ 0 as t ↓ u. (245)
Proof sketch. Throughout, we will silently use the identities provided by Lemma 9.5.
The equations in (223) are a straightforward consequence of the first equation in (199b) and the relation
Li = N i + f(~Ψ).
To prove (224), we first note that along Σ0, we have the vectorfield identity
∂
∂w = aN (see (167)). Also
using the identity Li = Bi +N i and the fact that Bi = F (~Ψ), we deduce that ∂∂wL
i = a · f(~L) ·∂ ~Ψ + ∂∂wN i.
Thus, to conclude both equations in (224), it suffices to derive the equation for ∂∂wN
i stated in (224). The
desired result is a straightforward consequence of the identity ∂∂w = aN and the identity (198).
(228a) is essentially proved as [56, Equation (5.75)]. The only difference is that in the present work, we have
the λ−1-multiplied terms on RHS (228a), which arise when one uses equation (219) to algebraically substitute
for the term RicLL on RHS (212c). Similarly, (228b) was essentially proved as [56, Equation (5.76)], the
only difference being that we take into account Lemma 9.5 when computing ∇/ applied to the λ−1-multiplied
terms on RHS (228a).
The identity (229) follows from the same arguments used to prove (228a), based on (218), (212a), (212b),
and (212c); see the proof of [56, Proposition 7.22] for the analogous identity in the context of scalar wave
equations.
Based on (222b) and (213a) (and the standard properties of Riemαβγδ under exchanges of indices), the
identity (230) was proved as [56, Equation (5.77)].
The identity (231) is essentially proved as [56, Equation (5.68)] based on Lemma 9.6 and equation (212d).
The only difference (modulo Footnote 56) is that in the present work, we have the λ−1-multiplied terms
on RHS (231), which arise when one uses equation (219) to algebraically substitute for the term RicLL on
RHS (212d). Similar remarks apply to equation (232), which follows from (212e) and (221a).
(233) follows from (212b).
(234) was proved just below [56, Equation (5.88)].
(235a) and (235b) were derived in the proof of [56, Lemma 5.15], where ln
(
r˜−2υ
)
was denoted by “ϕ.”
(236) is essentially proved as [56, Equation (5.92)], where r˜−2υ was denoted by “ϕ.” The only difference is
that in the present work, we have the λ−1-multiplied terms on RHS (236), which arise when one uses equation
(221b) to algebraically substitute for the term RiemALLA on RHS (212f). We remark that equation (212f)
is relevant for the proof since the argument relies on deriving an expression for Ltrg/χ− Ltrg/χ.
(237) is essentially proved as [56, Lemma 6.2], the difference being that in the present work, we have
the λ−1-multiplied terms on RHS (237). We now explain the origin of these new terms. The proof of
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[56, Lemma 6.2] yields terms of the form stated57 on RHS (237), as well as terms of the following schematic
form: RiemABLB · ∇/Aσ, trg/χ · RicLL, trg/χ · RicLL, trg/χ · RiemALAL, χˆABRiemALLB , ΓαRiemαLLL,
LRicLL, L
αgΓα. Using (222b), we see that the term RiemBALA · ∇/Bσ can be accommodated into the
terms on RHS (238b) featuring a factor of ∇/σ. To handle the remaining six curvature-involving terms,
one uses Lemma 9.6 to substitute for the curvature factors and then follows the same arguments given
in [56, Lemma 6.2]. This leads to terms of the form RHSs (238a)-(238b). The only difference is that in
the present work, RHSs (219)-(221c) feature λ−1-multiplied terms, generated by the vorticity and entropy-
involving terms in the compressible Euler equations. Moreover, the term LRicLL generates the L derivative
of the λ−1-multiplied terms on RHS (219). With the help of (216b), it is straightforward to see that these
λ−1-multiplied terms lead to the presence of the λ−1-multiplied terms on RHS (238b) (while the remaining
terms in (219) lead to terms that were handled in [56, Lemma 6.2]). To treat the last term LαgΓα, we first
note that Γα = f(~Ψ) · ∂ ~Ψ. Thus, we can commute equation (157) with f(~Ψ) · ∂ (recall that we have dropped
the “λ” subscripts featured in (157)) to conclude that LαgΓα can be accommodated into the terms on
RHS (238b) as desired.
To prove (239a)-(239b), we use (221b)-(221c) to substitute for the curvature terms on RHSs (213b)-
(213c), and we use (236) to substitute for the term µ on RHS (213b). Similarly, (240a)-(240b) follow from
(213b)-(213c), the definitions of ζ˜ and µˇ, and the curvature identities (221b)-(221c).
To prove (242)-(244b), one commutes equation (210) with L and uses the same arguments used in the proof
of [56, Equation (6.34)]. We clarify the following new feature of the present work: in [56, Equation (6.34)], the
author derived equations of the form div/
{
D/ Lµ/ +
1
2 (trg/χ)µ/
}
= · · · , curl/ {D/ Lµ/ + 12 (trg/χ)µ/} = · · · , whereas
for mathematical convenience, we have split these equations into similar equations for µ/ (1) and µ/ (2), the
point being that later we will use distinct arguments to control the µ/ (i). The splitting is possible since
equation (210) is linear in µ/ .
To prove (245), we first clarify that the µ/ (i) are solved for by first solving their Hodge systems (243a)-
(244b) to obtain D/ Lµ/ (i) +
1
2 (trg/χ)µ/ (i) and then integrating the corresponding inhomogeneous transport
equations to obtain µ/ (i). However, there is freedom in how we relate the “initial conditions” of µ/ along
the cone-tip axis to those of µ/ (1) and µ/ (2), where the only constraint is that (242) must hold. Thus, (245)
merely represents a choice of vanishing initial conditions for µ/ (2).
To prove (227), we first note that since ∂∂w |Σ0 = [aN ]|Σ0 and since ∂∂w commutes with ∂∂ωA , we have the
following evolution equation for the Cartesian components
(
∂
∂ωA
)i
: ∂∂w
(
∂
∂ωA
)i
= a ∂
∂ωA
N i +N i ∂a
∂ωA
. From
this evolution equation and the second equation in (198), we find, after splitting θ into its trace and trace-
free parts, that the evolution equation can be expressed in the following schematic form: ∂∂u
(
∂
∂ωA
)i
= a ·
D/ ∂
∂ωA
N i+a·f(~L)·∂~Ψ·{( ∂∂ωA )j}j=1,2,3+f(~L)· ∂a∂ωA = 12atrg/θ
(
∂
∂ωA
)i
+a·f(~L)·(∂ ~Ψ, θˆ)·{( ∂∂ωA )j}j=1,2,3+f(~L)· ∂a∂ωA ,
where the first term on the RHS is precisely depicted and the last two are schematically depicted. Using
(255) to substitute for the term trg/θ and using (200), we find that the evolution equation can be expressed
as ∂∂w
(
∂
∂ωA
)i
= 1w
(
∂
∂ωA
)i
+ (1−a)w
(
∂
∂ωA
)i
+a · f(~L) · (∂ ~Ψ, χˆ) · {( ∂∂ωA )j}j=1,2,3 + f(~L) · ∂a∂ωA , where the first two
terms on the RHS are precisely depicted and the last two are schematically depicted. From this equation
and the fact that ∂∂w r˜ = 1 (because r˜|Σ0 = w), we easily conclude the desired equation (227).
To prove (226), we first note that since ∂∂t = L relative to the geometric coordinates, and since
∂
∂t commutes
with ∂
∂ωA
, we have the following evolution equation for the Cartesian components
(
∂
∂ωA
)i
: ∂∂t
(
∂
∂ωA
)i
=
∂
∂ωA
Li. From this evolution equation and the first equation in (199a), we find, after splitting χ into its
trace and trace-free parts, that the evolution equation can be expressed in the following schematic form:
∂
∂t
(
∂
∂ωA
)i
= D/ ∂
∂ωA
Li + f(~L) · ∂~Ψ · {( ∂∂ωA )a}a=1,2,3 = 12 trg/χ
(
∂
∂ωA
)i
+ f(~L) · (∂ ~Ψ, χˆ) · {( ∂∂ωA )a}a=1,2,3, where
57The arguments given in the proof of [56, Lemma 6.2] involve the derivatives of the St,u-tangent frame vectorfields
{eA}A=1,2, coming from terms such as∇/eA [k(eA, N)]·Γ. However, these derivatives of the frame can be eliminated from the argu-
ment, as can be seen, for example, with the help of Lemma 9.5, which in particular leads to schematic identities such as∇/ [Π/ k]·Γ =
Π/ ·d[f
(~L)
·k] ·Γ +Π/ · [f
(~L)
·k] ·Γ ·Γ = f
(~L)
·∂ [f
(~L)
·∂ ~Ψ] ·Γ +f
(~L)
·∂ ~Ψ ·Γ ·Γ = f
(~L)
·∂2~Ψ ·∂ ~Ψ+f
(~L)
·∂ ~Ψ ·(∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1) ·∂ ~Ψ,
which is of the form of the next-to-last and last products on RHS (238b).
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the first term on the RHS is precisely depicted and the second one is schematically depicted. Using (207)
to substitute for the term trg/χ, we find that the evolution equation can be expressed as
∂
∂t
(
∂
∂ωA
)i
=
1
r˜
(
∂
∂ωA
)i
+ f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ) · {( ∂∂ωA )a}a=1,2,3, where the first two terms on the RHS are precisely
depicted and the last one is schematically depicted. From this equation and the fact that ∂∂t r˜ = 1, we easily
conclude the desired equation (226).

9.10. Norms. In this subsection, we define the norms that we will use to control the acoustic geometry.
These norms are stated in terms of the volume forms defined in Subsubsect. 9.6.3.
Definition 9.6 (Norms). For St,u-tangent tensorfields ξ and q ∈ [1,∞), we define
‖ξ‖Lq
g/
(St,u) :=
{∫
ω∈S2
|ξ(t, u,ω)|qg/ d$g/(t,u,ω)
}1/q
, (246a)
‖ξ‖Lqω(St,u) :=
{∫
ω∈S2
|ξ(t, u,ω)|qg/ d$e/(ω)
}1/q
, ‖ξ‖L∞ω (St,u) := ess supω∈S2 |ξ(t, u,ω)|g/. (246b)
Moreover, if q1 ∈ [1,∞) and q2 ∈ [1,∞], then with [u]+ := max{0, u} denoting the minimum value of t
along C˜u, we define
‖ξ‖Lq1t Lq2ω (C˜u) :=
{∫ T∗;(λ)
[u]+
‖ξ‖q1
L
q2
ω (Sτ,u)
dτ
}1/q1
, ‖ξ‖L∞t Lq2ω (C˜u) := ess supτ∈[[u]+,T∗;(λ)]‖ξ‖Lq2ω (St,u). (247)
Moreover, if q1 ∈ [1,∞) and q2 ∈ [1,∞], then noting that − 45T∗;(λ) ≤ u ≤ t along Σ˜t, we define
‖ξ‖Lq1u Lq2ω (Σ˜t) :=
{∫ t
− 45T∗;(λ)
‖ξ‖q1
L
q2
ω (St,u)
du
}1/q1
, ‖ξ‖L∞u Lq2ω (Σ˜t) := ess supu∈[− 45T∗;(λ),t]‖ξ‖Lq2ω (Sτ,u). (248)
Similarly, if q1, q2 ∈ [1,∞), then
‖ξ‖Lq1u Lq2g/ (Σ˜t) :=
{∫ t
− 45T∗;(λ)
‖ξ‖q1
L
q2
g/
(St,u)
du
}1/q1
, ‖ξ‖L∞u Lq2g/ (Σ˜t) := ess supu∈[− 45T∗;(λ),t]‖ξ‖
q1
L
q2
g/
(St,u)
. (249)
Similarly, if q1, q2, q3 ∈ [1,∞), then we define
‖ξ‖
L
q1
t L
q2
u L
q3
ω (M˜) :=
{∫ T∗;(λ)
0
‖ξ‖q1
L
q2
u L
q3
ω (Σ˜τ )
dτ
}1/q1
, (250a)
‖ξ‖
L
q1
u L
q2
t L
q3
ω (M˜) :=
{∫ T∗;(λ)
− 45T∗;(λ)
‖ξ‖q1
L
q2
t L
q3
ω (C˜u)
du
}1/q1
, (250b)
‖ξ‖
LqtL
∞
x (M˜) :=
{∫ T∗;(λ)
0
‖ξ‖q
L∞(Σ˜τ )
dτ
}1/q
, (250c)
‖ξ‖
L∞(M˜) := ess supt∈[0,T∗;(λ)], u∈[− 45T∗;(λ),t],ω∈S2 |ξ(t, u,ω)|g/. (250d)
We also extend the definitions (250a)-(250b) to allow q1, q2, q3 ∈ [1,∞] by making the obvious modifica-
tions. We also define, by making the obvious modifications in (250a)-(250d), norms in which the set M˜ is
replaced with the set M˜(Int) (see (174b)). For example, if q1, q2, q3 ∈ [1,∞), then ‖ξ‖Lq1t Lq2u Lq3ω (M˜(Int)) :={∫ T∗;(λ)
0
{∫ τ
0
{∫
ω∈S2 |ξ(t, u,ω)|q3g/ d$e/(ω)
}q2/q3
du
}q1/q2
dτ
}1/q1
.
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Next, for q ∈ [1,∞), we define the following norms, where (251a) and (251c) involve υ (see definition
(193)), such that an L∞ norm in t or u acts first:
‖ξ‖Lq
g/
L∞t (C˜u) :=
{∫
S2
ess supt∈[[u]+,T∗;(λ)]
(
υ(t, u,ω)|ξ(t, u,ω)|qg/
)
d$e/(ω)
}1/q
, (251a)
‖ξ‖LqωL∞t (C˜u) :=
{∫
S2
ess supt∈[[u]+,T∗;(λ)]|ξ(t, u,ω)|qg/ d$e/(ω)
}1/q
, (251b)
‖ξ‖q
Lq
g/
L∞u (Σ˜t)
:=
{∫
ω∈S2
ess supu∈[− 45T∗;(λ),t]
(
υ(t, u,ω)|ξ(t, u,ω)|qg/
)
d$e/(ω)
}1/q
. (251c)
9.11. Ho¨lder norms in the geometric angular variables. Some of our elliptic estimates for χˆ involve
Ho¨lder norms in the geometric angular variables, which we define in this subsection. We remind the reader
that e/ denotes the standard round metric on the Euclidean unit sphere S2. In the rest of the paper, for
points ω(1),ω(2) ∈ S2, we denote their distance with respect to e/ by de/(ω(1),ω(2)) < pi.
To proceed, for each pair of points ω(1),ω(2) ∈ S2 with de/(ω(1),ω(2)) < pi and for each pair m,n of non-
negative integers, let Φmn (ω(1);ω(2)) : (T
m
n )ω(1)(S2) → (Tmn )ω(2)(S2), ξ → Φmn (ω(1);ω(2))[ξ], denote the
parallel transport operator with respect to e/, where (Tmn )ω(S2) denotes the vector space of type
(
m
n
)
tensors
at ω ∈ S2. Note that Φmn (ω(1);ω(2)) provides a linear isomorphism between type
(
m
n
)
tensors ξ at ω(1) and
type
(
m
n
)
tensors atω(2) by parallel transport along the unique e/-geodesic connectingω(1) andω(2). From the
basic properties of parallel transport, it follows that Φmn respects tensor products and contractions. That is, if
ξ(1)·ξ(2) schematically denotes the tensor product of ξ(1) and ξ(2) possibly followed by some contractions, then
Φmn (ω(1);ω(2))[ξ(1) · ξ(2)] = Φmn (ω(1);ω(2))[ξ(1)] ·Φmn (ω(1);ω(2))[ξ(2)]. If ξ = ξ(ω) is a type
(
m
n
)
tensorfield
on S2 and de/(ω(1);ω(2)) < pi, then we define58 ξ‖(ω(1);ω(2)) := Φmn (ω(1);ω(2))[ξ(ω(1))] ∈ (Tmn )ω(2)(S2).
Note that (ξ(1) · ξ(2))‖(ω(1);ω(2)) = ξ‖(1)(ω(1);ω(2)) · ξ‖(2)(ω(1);ω(2)).
Definition 9.7 (Ho¨lder norms in the geometric angular variables). For constants β ∈ (0, 1), we define
‖ξ‖C˙0,βω (St,u) := sup
0<de/(ω(2),ω(1))<pi
r˜(m−n)
∣∣ξ(t, u,ω(1))− ξ‖(t, u,ω(2);ω(1))∣∣e/(ω(1))
dβe/ (ω(1);ω(2))
, (252a)
‖ξ‖C0,βω (St,u) := ‖ξ‖L∞ω (St,u) + ‖ξ‖C˙0,βω (St,u). (252b)
Note that by (284a), if ξ is type
(
m
n
)
, then
r˜(m−n)
∣∣∣ξ(t, u,ω(1))− ξ‖(t, u,ω(2),ω(1))∣∣∣
e/(ω(1))
≈
∣∣∣ξ(t, u,ω(1))− ξ‖(t, u,ω(2),ω(1))∣∣∣
g/(t,u,ω(1))
. (253)
In Sect. 10, we will also use mixed norms that are defined by replacing the L∞ω norm from Subsect. 9.10
with the C0,δ0ω norm. For example, for q ∈ [1,∞), we define
‖ξ‖
LqtL
∞
u C
0,δ0
ω (M˜(Int)) :=
{∫ T∗;(λ)
0
ess supu∈[0,τ ]‖ξ‖qC0,δ0ω (Sτ,u) dτ
}1/q
, (254)
and we extend definition (254) to the case q =∞ by making the obvious modification.
9.12. The initial foliation on Σ0. In this subsection, we state a proposition that yields the existence of an
initial condition for the eikonal function u (see Subsect. 9.4) featuring a variety of properties that we exploit
in our analysis. More precisely, as we mentioned in Subsubsect. 9.4.2, we set u|Σ0 := −w, where w is the
function yielded by the proposition. The proof of the proposition is the same as in [56] and we therefore
omit it. The proposition implies, in particular, initial conditions for various tensorfields constructed out of
the eikonal function that are relevant for the study of M˜(Ext).
58For example, if ξ = ξ(ω) is a scalar function, then ξ‖(ω(1);ω(2)) = ξ(ω(1)). As a second example, if ξ = ξ(ω) is a one-form,
then in a local angular coordinate chart containing the point ω(2), we have, for ω(1) close to ω(2): ξ
‖(ω(1);ω(2))( ∂∂ωA |ω(2) ) =
MBA (ω(1);ω(2))ξ(ω(1))(
∂
∂ωB
|ω(1) ), where the MBA (ω(1);ω(2)) are smooth functions of ω(1) and ω(2) such that for A,B,C =
1, 2, we have MBA (ω(C),ω(C)) = δ
B
A , where δ
B
A is the Kronecker delta. That is, for C = 1, 2, ξ
‖(ω(C);ω(C)) = ξ(ω(C)).
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Proposition 9.8. [56, Proposition 4.3; Existence and properties of the initial foliation] On Σ0, there exists
a function w = w(x) on the domain implicitly defined by 0 ≤ w ≤ w(λ) := 45T∗;(λ), such that w(z) = 0
(where z is the point in Σ0 mentioned in Subsect. 9.4), such that w is smooth away from z, such that its
levels sets Sw are diffeomorphic to S2 for 0 < w ≤ w(λ), such that O := ∪0≤w<w(λ)Sw is a neighborhood
of z contained in the metric ball BT∗;(λ)(z, g) (with respect to the rescaled first fundamental form g of Σ0)
of radius T∗;(λ) centered at z, and such that the following relations hold, where a = 1√
(g−1)cdwcwd
is the
lapse, trgk := (g
−1)cdkcd, and ΓL := ΓαLα is a contracted (and lowered) Cartesian Christoffel symbol of the
rescaled spacetime metric g:
trg/θ+ kNN =
2
aw
+ trgk −ΓL, a(z) = 1. (255)
Note that by (200), (207), and the relation r˜(0,−u) = w (for −w(λ) ≤ u ≤ 0), the first equation in (255) is
equivalent to
trg˜/χ˜
(Small)|Σ0 =
2(1− a)
aw
, for 0 ≤ w ≤ w(λ). (256)
Let q∗ satisfy 0 < 1 − 2q∗ < N − 2 and let e/ = e/(ω) be the standard round metric on the Euclidean unit
sphere S2, where the angular coordinates {ωA}A=1,2 are as in Subsubsect. 9.4.2. Then if q∗ is sufficiently
close to 2, the following estimates hold59 on Σ
w(λ)
0 := ∪0≤w≤w(λ)Sw, where 0 is as in Subsect. 3.3, with the
role of q is played by q∗:
|a− 1| . λ−40 ≤ 1
4
, ‖w−1/2(a− 1)‖
L∞w ([0,w(λ)])C
0,1− 2
q∗
ω (Sw)
. λ−1/2, υ(w,ω) :=
√
detg/(w,ω)√
dete/(ω)
≈ w2,
(257a)
‖w 12− 2q∗ (θˆ,∇/ ln a)‖
L∞Lq∗
g/
(Σ
w(λ)
0 )
. λ−1/2, ‖∇/ ln a‖L2w([0,w(λ)])L∞(Sw), ‖χˆ‖L2w([0,w(λ)])L∞(Sw) . λ−1/2,
(257b)
max
A,B=1,2
∥∥∥∥w−2g/( ∂∂ωA , ∂∂ωB
)
− e/
(
∂
∂ωA
,
∂
∂ωB
)∥∥∥∥
L∞(Σ
w(λ)
0 )
. λ−40 , (257c)
max
A,B,C=1,2
∥∥∥∥ ∂∂ωA
{
w−2g/
(
∂
∂ωB
,
∂
∂ωC
)
− e/
(
∂
∂ωB
,
∂
∂ωC
)}∥∥∥∥
Lq∗ω (Sw)
. λ−40 , (257d)
‖w 12− 2q∗∇/ ln (r˜−2υ) ‖Lq∗
g/
(Sw) . λ−1/2. (257e)
Finally, Σ
w(λ)
0 is contained in the Euclidean ball of radius T∗;(λ) in Σ0 centered at z.
9.13. Initial conditions on the cone-tip axis tied to the eikonal function. The next lemma comple-
ments Prop. 9.8 by providing the initial conditions on the cone-tip axis for various tensorfields tied to the
eikonal function, i.e., initial conditions relevant for the study of M˜(Int).
Lemma 9.9 (Initial conditions on the cone-tip axis tied to the eikonal function). The following estimates
hold on any acoustic null cone Cu emanating from a point on the cone-tip axis with 0 ≤ u = t ≤ T∗;(λ), where
59In [56, Proposition 4.3], the author stated the weaker estimate ‖w−1/2(a− 1)‖
L∞(Σ
w(λ)
0 )
. λ−1/2 in place of the stronger
estimate ‖w−1/2(a− 1)‖
L∞w ([0,w(λ)])C
0,1− 2
q∗
ω (Sw)
. λ−1/2 appearing in (257a). However, the desired stronger estimate follows
from the Morrey-type estimate (292b) and the analysis given just above [53, Equation (10.113)].
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“ξ = O(r˜)as t ↓ u” means that60 |ξ|g/ . (t− u) as t ↓ u:
trg/χ− 2
r˜
, r˜trg˜/χ˜
(Small), |χˆ|g/, |r˜Π/ aj∂aLi −Π/ ij |, b− 1, |ζ|g/, σ, (258a)
r˜|∇/ trg/χ|g/, r˜2|∇/ trg˜/χ˜(Small)|g/, r˜|∇/ χˆ|g/, r˜|∇/ b|g/, r˜|∇/ ζ|g/, r˜|∇/σ|g/,
r˜2∆/ b, r˜2∆/σ, r˜2µ, r˜2µˇ
= O(r˜)as t ↓ u,
lim
t↓u
∥∥(ζ, k)∥∥
L∞(St,u)
<∞. (258b)
Moreover, with e/ denoting the standard round metric on the Euclidean unit sphere S2, we have
lim
t↓u
{
r˜−2(t, u)g/(t, u,ω)
(
∂
∂ωB
,
∂
∂ωC
)}
= e/(ω)
(
∂
∂ωB
,
∂
∂ωC
)
, (259a)
lim
t↓u
{
r˜−2(t, u)
∂
∂ωC
g/(t, u,ω)
(
∂
∂ωB
,
∂
∂ωC
)}
=
∂
∂ωC
{
e/(ω)
(
∂
∂ωB
,
∂
∂ωC
)}
. (259b)
Moreover, with w(λ) :=
4
5T∗;(λ) (as in Prop. 9.8), on Σ
w(λ)
0 := ∪w∈(0,w(λ)]Sw, we have (recalling that
w = −u|Σ0 ≥ 0):∥∥∥wtrg˜/χ˜(Small)∥∥∥
L∞(Σ
w(λ)
0 )
. λ−40 , (260)∥∥∥w3/2∇/ trg˜/χ˜(Small)∥∥∥
L∞w L
p
ω
+
∥∥∥w1/2trg˜/χ˜(Small)∥∥∥
L∞w ([0,w(λ)])C
0,1− 2
p
ω (Sw)
. λ−1/2,
∥∥∥w1/2χˆ∥∥∥
L∞(Σ
w(λ)
0 )
. λ−1/2 ln(2 + λ), (261)
Finally, with N the unit outward normal to Sw in Σ0 and Π/ denoting the g-orthogonal projection tensorfield
onto Sw (where g is the rescaled metric on Σ0), we have∑
i,j=1,2,3
|wΠ/ cj∂cN i −Π/ ij | = O(w)as w ↓ 0. (262)
Discussion of the proof. The lemma follows from the same arguments, based on Taylor expansions, that
were used in proving [56, Lemma 5.1] and in [53, Appendix C], and we therefore omit the details. We
clarify that the estimate (261) relies on the PDE (230), the estimate (260), the Calderon–Zygmund estimate
(336), and the some of the estimates of Props. 10.2 and 10.4 along Σ0. We refer readers to the appendix
of [51], to [37], and to [53, Appendix C] for further details on the calculations. We further clarify that
in [37, 51], the expansions along null cones were derived not in terms of r˜, but rather in terms of the
affine parameter A = A(t, u,ω) of the geodesic null vectorfield b−1L (i.e., LA = b, where b is defined in
(178)), normalized by A(u, u,ω) = 0. However, the same asymptotic expansions hold with r˜ in place of
A, thanks in part to the asymptotic relation limt↓u
A(t,u,ω)
r˜(t,u) = 1, which follows from the identities LA = b
and Lr˜ = Lt = 1, and the following fact, which can be independently established with the help of (180):
limt↓u {b(t, u,ω)− 1} = 0. We also clarify that the second estimate in (260) is stronger than the analogous
estimate
∥∥w1/2trg˜/χ˜(Small)∥∥L∞(Σw(λ)0 ) . λ−1/2 stated [56, Lemma 5.1]; the desired stronger estimate is a
simple consequence of (256) and the first and second estimates in (257a).

60On RHS (258a), the implicit constants are allowed to depend on the L∞ norm of the higher derivatives of the fluid
solution. However, these constants never enter into our estimates since, in our subsequent analysis, (258a) will be used only to
conclude that LHS (258a) is 0 along the cone-tip axis.
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10. Estimates for quantities constructed out of the eikonal function
Our main goal in this section is to prove Prop. 10.1, which provides estimates for the acoustic geometry.
As we explain in Sect. 11, these estimates are the last new ingredient needed to prove the frequency localized
Strichartz estimate of Theorem 7.2. The proof of Prop. 10.1 is based on a bootstrap argument and is
located in Subsect. 10.9. Before proving the proposition, we first introduce the bootstrap assumptions (see
Subsect. 10.2) and provide a series of preliminary inequalities and estimates. Many of these preliminary
results have been derived in prior works, and we typically do not repeat the proofs. In Lemma 10.5, we
isolate the new estimates that are not found in earlier works; the results of Lemma 10.5 in particular quantify
the effect of the high-order derivatives of the vorticity and entropy on the evolution of the acoustic geometry;
this will become clear during the proof of Prop. 10.1.
Remark 10.1. We remind the reader that in Sect. 10, we are operating under the conventions of Subsect. 9.3.
10.1. The main estimates for the eikonal function quantities. In the rest of the article, p > 2 denotes
a fixed number with
0 < δ0 < 1− 2
p
< N − 2, (263)
where δ0 is the parameter that we fixed in (36c).
We now state the main result of this section; see Subsect. 10.9 for the proof.
Proposition 10.1 (The main estimates for the eikonal function quantities). Let p be as in (263), assume
that q > 2 is sufficiently close to 2, and recall that we fixed several small parameters, including 0, in
Subsect. 3.3. There exists a large constant Λ0 > 0 such that under the bootstrap assumptions of Subsect. 10.2,
if λ ≥ Λ0, then the following estimates hold on M˜ ⊂ [0, T∗;(λ)]× R3, where the norms referred to below are
defined in Subsect. 9.10, and the corresponding spacetime regions such as C˜u ⊂ M˜ are defined in Subsect. 9.5.
Estimates for connection coefficients: The connection coefficients from Subsubsects. 9.6.5 and 9.7.3
verify the following estimates:∥∥∥(trg˜/χ˜(Small), χˆ, ζ)∥∥∥
L2tL
p
ω(C˜u)
,
∥∥∥r˜D/ L (trg˜/χ˜(Small), χˆ, ζ)∥∥∥
L2tL
p
ω(C˜u)
. λ−1/2, (264a)∥∥∥r˜1/2 (trg˜/χ˜(Small), χˆ, ζ)∥∥∥
L∞t L
p
ω(C˜u)
. λ−1/2, (264b)∥∥∥r˜ (trg˜/χ˜(Small), χˆ, ζ)∥∥∥
L∞t L
p
ω(C˜u)
. λ−40 , (264c)
r˜trg˜/χ˜ ≈ 1, (265a)∥∥∥r˜1/2trg˜/χ˜(Small)∥∥∥
L∞(M˜)
. λ−1/2, (265b)∥∥∥r˜3/2∇/ trg˜/χ˜(Small)∥∥∥
L∞t L∞u L
p
ω(M˜)
. λ−1/2, (265c)∥∥∥r˜(∇/ trg˜/χ˜(Small),∇/ χˆ)∥∥∥
L2tL
p
ω(C˜u)
. λ−1/2, (265d)∥∥∥(trg˜/χ˜(Small), χˆ, ζ)∥∥∥
L2tC
0,δ0
ω (C˜u)
. λ−1/2. (265e)
In addition, the null lapse b defined in (178) verifies the following estimates:∥∥∥∥b−1 − 1r˜
∥∥∥∥
L2tL
∞
x (M˜)
,
∥∥∥∥b−1 − 1r˜1/2
∥∥∥∥
L∞t L∞u L
2p
ω (M˜)
,
∥∥∥∥r˜(D/ L,∇/ )(b−1 − 1r˜
)∥∥∥∥
L2tL
p
ω(C˜u)
. λ−1/2. (266)
Moreover, for any smooth scalar-valued function of the type described in Subsubsect. 9.9.1, we have:∥∥∥f(~L)∥∥∥
L∞t L∞u C
0,δ0
ω (M˜)
. 1, (267)
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Furthermore,∥∥∥∥(trg˜/χ˜(Small), χˆ, trg/χ− 2r˜
)∥∥∥∥
L
q
2
t L
∞
u C
0,δ0
ω (M˜)
. λ 2q−1−40( 4q−1), ‖ζ‖
L
q
2
t L
∞
x (M˜)
. λ 2q−1−40( 4q−1). (268)
Improved estimates in the interior region: We have the following improved61 estimates62 in the inte-
rior region: ∥∥∥∥b−1 − 1r˜
∥∥∥∥
L2tL
∞
x (M˜(Int))
. λ−1/2−40 , (269)
∥∥∥r˜1/2 (trg˜/χ˜(Small), χˆ, ζ)∥∥∥
L2pωL
∞
t (C˜u)
. λ−1/2, if C˜u ∈ M˜(Int), (270)
∥∥∥∥(trg˜/χ˜(Small), trg/χ− 2r˜ , χˆ
)∥∥∥∥
L2tL
∞
u C
0,δ0
ω (M˜(Int))
. λ−1/2−30 , ‖ζ‖
L2tL
∞
x (M˜(Int)) . λ
−1/2−30 . (271)
Estimates for the geometric angular coordinate components of g/: With e/ denoting the standard
round metric on the Euclidean unit sphere S2, we have
max
A,B=1,2
∥∥∥∥{r˜−2g/( ∂∂ωA , ∂∂ωB
)
− e/
(
∂
∂ωA
,
∂
∂ωB
)}∥∥∥∥
L∞(M˜)
. λ−40 , (272a)
max
A,B,C=1,2
∥∥∥∥ ∂∂ωA
{
r˜−2g/
(
∂
∂ωB
,
∂
∂ωC
)
− e/
(
∂
∂ωB
,
∂
∂ωC
)}∥∥∥∥
L∞t L
p
ω(C˜u)
. λ−40 . (272b)
Estimates for υ and b: The following estimates hold63 for the volume form ratio υ defined in (193) and
the null lapse b defined in (178):
υ :=
√
detg/√
dete/
≈ r˜2, (273a)
‖b− 1‖
L∞(M˜) . λ
−40 <
1
4
. (273b)
Furthermore,∥∥∥r˜ 12∇/ ln (r˜−2υ)∥∥∥
L∞t L∞u L
p
ω(M˜)
,
∥∥∇/ ln (r˜−2υ)∥∥
L2tL
p
ω(C˜u) ,
∥∥r˜L ln (r˜−2υ)∥∥
L2tL
p
ω(C˜u) . λ
−1/2. (274)
Estimates for µ and ∇/ ζ: The torsion defined in (196) and the mass aspect function µ defined in (208)
verify the following estimates:
‖(r˜µ, r˜∇/ ζ)‖L2tLpω(C˜u) . λ
−1/2. (275)
61The most important improvement afforded by (271) is that on the LHSs of the estimates, the L2t norms are taken after a
spatial norm along constant-time hypersurfaces. This is crucial for the proof of Theorem 11.3 and contrasts with, for example,
the estimate (265e), in which only the angular C0,δ0ω norm is taken before the L
2
t norm.
62Our estimate (271) involves Ho¨lder norms in the angular variables, while the analogous estimates in [56] involved weaker
L∞-norms. The reason for the discrepancy is that L∞ω (St,u) bound for χˆ proved just below [56, Equation (5.87)] relies on
an invalid Calderon–Zygmund estimate featuring the incorrect factor of r˜3/2 mentioned in Footnote 65; we were not able to
confirm that the needed estimates hold when the Calderon–Zygmund estimate is amended to feature the correct factor r˜. For
this reason, we use an alternate approach in deriving some of the estimates for χˆ, one that involves Ho¨lder norms in the angular
variables and the corresponding Calderon–Zygmund estimate (337).
63We point out that we prove (273a)-(273b) independently in the proof of Prop. 10.2, which in turn plays a role in the proofs
of the remaining estimates of Prop. 10.1. It is only for convenience that we have restated (273a)-(273b) in Prop. 10.1.
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Interior region estimates for σ: The conformal factor σ from Def. 9.3 verifies the following estimates
in the interior region:
‖r˜ 12Lσ‖L∞t L2pω (C˜u), ‖r˜
1
2− 2p∇/σ‖Lp
g/
L∞t (C˜u), ‖r˜
1
2∇/σ‖LpωL∞t (C˜u), ‖∇/σ‖L2tLpω(C˜u) . λ
−1/2, if C˜u ⊂ M˜(Int),
(276a)
‖σ‖
L∞(M˜(Int)) . λ
−80 , (276b)
‖r˜−1/2σ‖
L∞(M˜(Int)) . λ
− 12−40 . (276c)
Interior region estimates for σ, µˇ, ζ˜, and µ/ : The conformal factor σ from Def. 9.3, the modified mass
aspect function µˇ defined in (209), and the modified torsion ζ˜ defined in (211) verify the following estimates
in the interior region:
‖∇/σ‖
L2uL
2
tC
0,δ0
ω (M˜(Int)), ‖(r˜µˇ, r˜∇/ ζ˜)‖L2uL2tLpω(M˜(Int)) . λ
−40 , (277a)
‖r˜ 32 µˇ‖
L2uL
∞
t L
p
ω(M˜(Int)) . λ
−40 . (277b)
In addition, the one-form µ/ , which satisfies the Hodge system (210), verifies the following estimates:
‖(r˜∇/µ/ ,µ/ )‖
L2tL
2
uL
p
ω(M˜(Int)), ‖µ/ ‖L2tL2uL∞ω (M˜(Int)) . λ
−40 . (278)
Delicate decomposition of ∇/σ and corresponding estimates in the interior region: Finally, in
M˜(Int), we can decompose ∇/σ into St,u-tangent one-forms as follows:
∇/σ = −ζ+ (ζ˜− µ/ ) + µ/ (1) + µ/ (2). (279)
In (279), ζ is the torsion from (196), ζ˜ and µ/ are as in Def. 9.5, and µ/ (1) and µ/ (2) are as in (242) and are
respectively solutions to the Hodge-transport systems (243a)-(243b) and (244a)-(244b) on St,u that satisfy
the following asymptotic conditions near the cone-tip axis:
r˜µ/ (1)(t, u,ω), r˜µ/ (2)(t, u,ω) = O(r˜)as t ↓ u. (280)
Moreover, the following bounds hold:
‖ζ˜− µ/ ‖
L2tL
∞
x (M˜(Int)), ‖µ/ (1)‖L2tL∞x (M˜(Int)) . λ
− 12−30 , (281a)
‖µ/ (2)‖L2uL∞t L∞ω (M˜(Int)) . λ
− 12−40 . (281b)
10.2. Assumptions, including bootstrap assumptions for the eikonal function quantities. In this
subsection, we recall some important results proved in previous sections and state some bootstrap assump-
tions that will play a role in our proof of Prop. 10.1.
10.2.1. Restatement of assumptions and results from prior sections. From scaling considerations, it is straight-
forward to see that (108a)-(108b) imply that the rescaled solution variables (as defined in Subsect. 9.1 and
under the conventions of Subsect. 9.3) verify the following bootstrap assumptions (where δ0, 0, and the
other parameters in our analysis are defined in Subsect. 3.3):
‖∂ ~Ψ‖
L2tL
∞
x (M˜) +
√∑
ν≥2
ν2δ0‖Pν∂ ~Ψ‖2
L2tL
∞
x (M˜)
≤ λ−1/2−40 , (282a)
‖∂(~Ω, ~S)‖
L2tL
∞
x (M˜) +
√∑
ν≥2
ν2δ0‖Pν∂(~Ω, ~S)‖2
L2tL
∞
x (M˜)
≤ λ−1/2−40 . (282b)
We will use (282a)-(282b) throughout the rest of Sect. 10. We will also use the bootstrap assumption (41).
We clarify that, although the bootstrap assumption (41) refers to the non-rescaled solution, it also implies
that the rescaled solution is contained in K on the spacetime domain M˜. Moreover, we recall that we will
assume that λ is sufficiently large; that is, there exists a (non-explicit) Λ0 > 0 such that all of our estimates
hold whenever λ ≥ Λ0. Moreover, throughout Sect. 10, we will use the top-order energy estimates of Prop. 5.1
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along constant-time hypersurfaces and the energy estimates of Prop. 6.1 along acoustic null hypersurfaces
(both of which concern estimates for the non-rescaled solution variables, from which estimates for the rescaled
variables immediately follow via scaling considerations).
Next, for use throughout the rest of the article, we use (282a)-(282b), the product estimate (81), the
energy estimates of Prop. 5.1, and the harmonic analysis results mentioned in the proof discussion of Cor. 7.1
to deduce the following estimates for the rescaled solution, valid for any smooth function f:
‖∂g(~Ψ)‖
L2tL
∞
x (M˜) . λ
−1/2−40 , (283a)∥∥∥(∂ ~Ψ, ∂~Ω, ∂ ~S, ~C,D)∥∥∥
L2tL
∞
x (M˜)
(283b)
+
√∑
ν≥2
ν2δ0
∥∥∥Pν {f(~Ψ, ~Ω, ~S)(∂ ~Ψ, ∂~Ω, ∂ ~S, ~C,D)}∥∥∥2
L2tL
∞
x (M˜)
. λ−1/2−40 ,
∥∥∥f(~Ψ, ~Ω, ~S)(∂ ~Ψ, ∂~Ω, ∂ ~S, ~C,D)∥∥∥
L2tC
0,δ0
x (M˜)
. λ−1/2−40 . (283c)
We clarify that to obtain the bounds in (283b) involving ∂t(~Ω, ~S), we use (158) to algebraically solve for
∂t(~Ω, ~S). Moreover, to obtain the bounds in (283b) involving ~C and D, we use (154a)-(154a) to express
(~C,D) = f(~Ψ, ~Ω, ~S) · ∂(~Ψ, ~Ω, ~S), where f is a schematically depicted smooth function.
10.2.2. Bootstrap assumptions for the eikonal function quantities. We assume that
max
A,B=1,2
∥∥∥∥{r˜−2g/( ∂∂ωA , ∂∂ωB
)
− e/
(
∂
∂ωA
,
∂
∂ωB
)}∥∥∥∥
L∞(M˜)
≤ λ−0 , (284a)
max
A,B,C=1,2
∥∥∥∥ ∂∂ωA
{
r˜−2g/
(
∂
∂ωB
,
∂
∂ωC
)
− e/
(
∂
∂ωB
,
∂
∂ωC
)}∥∥∥∥
L∞t L
p
ω(C˜u)
≤ λ−0 . (284b)
We also assume that for any C˜u ⊂ M˜, we have
‖(trg˜/χ˜(Small), χˆ, ζ)‖L2tC0,δ0ω (C˜u) ≤ λ
−1/2+20 . (285)
Moreover, we assume that for any St,u ⊂ M˜, we have
‖r˜(χˆ, trg˜/χ˜(Small), ζ)‖Lpω(St,u) ≤ 1, (286a)
‖b− 1‖L∞(St,u) ≤
1
2
. (286b)
Finally, we assume that the following estimates hold in the interior region:
‖(χˆ, trg˜/χ˜(Small))‖L2tL∞u C0,δ0ω (M˜(Int)) ≤ λ
−1/2, ‖ζ‖
L2tL
∞
x (M˜(Int)) ≤ λ
−1/2. (287)
Remark 10.2. Our bootstrap assumptions are similar to the ones in [56, Section 5], except that for conve-
nience, we have strengthened a few and included a few additional ones. We also note that we derive a strict
improvement of (284a) in (272a), of (284b) in (272b), of (285) in (265e), of (286a) in (264c), of (286b) in
(273b), and of (287) in (271).
10.3. Analytic tools. In this subsection, we record some inequalities that will play a role in the forthcoming
analysis. All of the results are the same as or simple consequences of results from [56, Section 5].
10.3.1. Norm comparisons, trace inequalities, and Sobolev inequalities.
Proposition 10.2 (Norm comparisons, trace inequalities, and Sobolev inequalities). Under the assumptions
of Subsect. 10.2, the following estimates hold (see Subsect. 9.10 for the definitions of the norms).
Comparison of St,u-norms with different volume forms: If 1 ≤ Q < ∞, then for any St,u-tangent
tensorfield ξ, we have
‖ξ‖LQ
g/
(St,u)
≈ ‖r˜ 2Q ξ‖LQω(St,u). (288)
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Trace inequalities: For any St,u-tangent tensorfield ξ, we have
‖r˜−1/2ξ‖L2
g/
(St,u) + ‖ξ‖L4g/(St,u) . ‖ξ‖H1(Σ˜t). (289)
Sobolev and Morrey-type inequalities: For any St,u-tangent tensorfield ξ, we have
‖ξ‖L2uL2ω(Σ˜t) . ‖ξ‖H1(Σ˜t), (290)
‖r˜1/2ξ‖2
L2pωL
∞
t (C˜u)
.
{
‖r˜D/ Lξ‖LpωL2t (C˜u) + ‖ξ‖LpωL2t (C˜u)
}
‖ξ‖L∞ωL2t (C˜u). (291)
Furthermore, if 2 < Q <∞, then for any St,u-tangent tensorfield ξ, we have
‖ξ‖LQω(St,u) . ‖r˜∇/ ξ‖
1− 2Q
L2ω(St,u)
‖ξ‖
2
Q
L2ω(St,u)
+ ‖ξ‖L2ω(St,u), (292a)
‖ξ‖
C
0,1− 2
Q
ω (St,u)
. ‖r˜∇/ ξ‖LQω(St,u) + ‖ξ‖L2ω(St,u). (292b)
In addition, if 2 ≤ Q, then for any St,u-tangent tensorfield ξ, we have
‖r˜ 12− 1Q ξ‖2
L2Q
g/
L∞u (Σ˜t)
.
{
‖r˜(D/N ,∇/ )ξ‖LQωL2u(Σ˜t) + ‖ξ‖LQωL2u(Σ˜t)
}
‖ξ‖L∞ωL2u(Σ˜t). (293)
Finally, if 0 < 1− 2Q < N − 2, then for any scalar function f , we have
‖r˜f‖L2uLQω(Σ˜t) . ‖f‖HN−2(Σ˜t). (294)
Remark 10.3 (Silent use of (288)). Following the proof of the proposition, in the rest of the article, we will
often use the estimate (288) without explicitly mentioning it. For example, when deriving (351), we silently
use (288) when controlling the term ‖r˜1− 2QG‖LQ
g/
(St,u)
on the right-hand side of the Calderon–Zygmund
estimate (339).
Discussion of proof. To obtain the desired estimates, we first note that the following bounds hold: υ ≈ r˜2
and ‖b − 1‖
L∞(M˜) . λ−40 ≤ 14 . These bounds follow from the proof of [56, Lemma 5.4], based on the
transport equations (233) and (235a), the initial conditions (257a), (258a), and (259a) (recall that b|Σ0 = a
and that u|Σ0 = −w), and the bootstrap assumptions. The estimates in the proposition can be proved
using only on these estimates for υ and b−1 and the bootstrap assumptions, especially (284a)-(284b), which
capture the fact that r˜−2g/ is close, in appropriate norms, to the standard round Euclidean metric.
The desired bound (288) follows from the estimate υ ≈ r˜2 and the definitions of the norms on the left- and
right-hand sides. All of the remaining estimates follow from proofs given in other works, thanks to the bounds
for υ and b mentioned in the previous paragraph and the bootstrap assumptions; for the reader’s convenience,
we now provide references. (289) follows from straightforward adaptations of the proofs of [52, Lemma 7.4]
and [52, Equation (7.4)]. (290) follows from a standard adaptation of the proof of [52, Proposition 7.5],
together with (288) and (289). The estimate (291) follows from a straightforward adaptation of the proof
of [52, Equation (8.17)], where one uses r˜2 in the role of υ; see also [54, Lemma 2.13], in which an estimate
equivalent (taking into account (288)) to (291) is stated. (292a) and (292b) can be proved by first noting that
the same estimates hold for the round metric e/ on the Euclidean-unit sphere (with r˜ replaced by unity and
∇/ replaced by the connection of e/), and then using the bootstrap assumptions (284a)-(284b) to conclude the
desired estimates as “perturbations” of the corresponding Euclidean ones. The estimate (293) follows from
a straightforward adaptation of the proof of [52, Equation (8.17)], where one uses the geometric coordinate
partial derivative vectorfield ∂∂u in the role of the vectorfield
∂
∂t and r˜
2 in the role of υ (note also that
|D/ ∂
∂u
ξ|g/ . |(D/N ,∇/ )ξ|g/). Finally, we note that the estimate (294) is proved as [56, Equation (5.39)] as a
consequence of (292a)-(292b). 
10.3.2. Hardy–Littlewood maximal function. If f = f(t) is a scalar function defined on the interval I, then
we define the corresponding Hardy–Littlewood maximal functionM(f) =M(f)(t) to be the following scalar
function on I:
M(f)(t) := sup
t′∈I∩(−∞,t)
1
|t− t′|
∫ t
t′
f(τ) dτ. (295)
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We will use the following well-known estimate, valid for 1 < Q ≤ ∞:
‖M(f)‖LQ(I) . ‖f‖LQ(I). (296)
10.3.3. Transport lemma. Many of the geometric quantities that we must estimate satisfy transport equations
along the integral curves of L. Our starting point for the analysis of such quantities will often be based on
the following standard “transport lemma.”
Lemma 10.3 (Transport lemma). Let m be a constant, and let ξ and F be St,u-tangent tensorfields such
that the following transport equation holds along the null cone portion C˜u ⊂ M˜:
D/ Lξ+mtrg/χξ = F. (297)
Then we have the following identities, where r˜ and υ are defined in Subsubsect. 9.6.3, and we recall that
[u]+ := max{u, 0} (and thus [u]+ denotes the minimum value of t along C˜u):
[υmξ] (t, u,ω) = lim
τ↓[u]+
[υmξ] (τ, u,ω) +
∫ t
[u]+
[υmF] (τ, u,ω) dτ, (298a)
[r˜mξ] (t, u,ω) = lim
τ↓[u]+
[r˜mξ] (τ, u,ω) +
∫ t
[u]+
[r˜mF] (τ, u,ω) +m
[
r˜m
(
2
r˜
− trg/χ
)
ξ
]
(τ, u,ω) dτ. (298b)
Similarly, if ξ, F, and G are St,u-tangent tensorfields such that the following transport equation holds:
D/ Lξ+
2m
r˜
ξ = G · ξ+ F, (299)
and if
‖G‖L∞ωL1t (C˜u) ≤ C, (300)
then under the assumptions of Subsect. 10.2, the following estimate holds (where the implicit constants in
(301) depend on the constant C on RHS (300)):
|r˜2mξ|g/(t, u,ω) . lim
τ↓[u]+
|r˜2mξ|g/(τ, u,ω) +
∫ t
[u]+
|r˜2mF|g/(τ, u,ω) dτ. (301)
Discussion of proof. The results are restatements of [56, Lemma 5.11] and can be proved using the same
arguments, based on equation (212a) and the estimate υ ≈ r˜2 noted in the proof of Prop. 10.2.

10.4. Estimates for the fluid variables. Recall that Prop. 9.7 provides the PDEs verified by the geometric
quantities under study and that some source terms in those PDEs depend on the fluid variables. In Prop. 10.4,
we provide some estimates that are useful for controlling the fluid variable source terms. In particular, we
use the estimates of Prop. 10.4 in our proof of Lemma 10.5, which provides the main new estimates needed
to prove Prop. 10.1.
Proposition 10.4 (Estimates for the fluid variables). Under the assumptions of Subsect. 10.2, for any
2 ≤ Q ≤ p (where p is as in (263)), the following estimates hold on M˜:∥∥∥∂(~Ψ, ~Ω, ~S)∥∥∥
L2uL
p
ω(Σ˜t)
,
∥∥∥r˜1/2∂(~Ψ, ~Ω, ~S)∥∥∥
L∞u L
2p
ω (Σ˜t)
. λ−1/2, (302a)∥∥∥r˜1− 2Q∂2(~Ψ, ~Ω, ~S)∥∥∥
L2uL
Q
g/
(Σ˜t)
. λ−1/2, (302b)∥∥∥∂(~Ψ, ~Ω, ~S)∥∥∥
L2tL
∞
ω (C˜u)
. λ−1/2−40 , (302c)∥∥∥∂(~Ψ, ~Ω, ~S)∥∥∥
L2tL
p
ω(C˜u)
. λ−1/2−40 , (302d)∥∥∥r˜∂(~Ψ, ~Ω, ~S)∥∥∥
L2tL
p
ω(C˜u)
. λ1/2−120 , (302e)∥∥∥(∇/ ,D/ L)∂ ~Ψ∥∥∥
L2(C˜u)
,
∥∥∥r˜1− 2p (∇/ ,D/ L)∂ ~Ψ∥∥∥
L2tL
p
g/
(C˜u)
. λ−1/2, (302f)
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∥∥∥(~C,D)∥∥∥
L2uL
p
ω(Σ˜t)
,
∥∥∥r˜1/2(~C,D)∥∥∥
L∞u L
2p
ω (Σ˜t)
. λ−1/2, (303a)∥∥∥r˜1− 2Q∂(~C,D)∥∥∥
L2uL
Q
g/
(Σ˜t)
. λ−1/2, (303b)∥∥∥(~C,D)∥∥∥
L2tL
∞
ω (C˜u)
. λ−1/2−40 , (303c)∥∥∥(~C,D)∥∥∥
L2tL
p
ω(C˜u)
. λ−1/2−40 , (303d)∥∥∥r˜(~C,D)∥∥∥
L2tL
∞
ω (C˜u)
. λ1/2−120 , (303e)∥∥∥∂(~C,D)∥∥∥
L2(C˜u)
,
∥∥∥r˜1− 2p (∇/ ,D/ L)(~C,D)∥∥∥
L2tL
p
g/
(C˜u)
. λ−1/2. (303f)
Moreover, for any smooth function f, we have∥∥∥∂(~Ψ, ~Ω, ~S)∥∥∥
L2uL
Q
ω(Σ˜t)
,
∥∥∥r˜1/2∂(~Ψ, ~Ω, ~S)∥∥∥
L∞t L∞u L
2Q
ω (M˜)
. λ−1/2, (304a)∥∥∥r˜(∇/ ,D/ L){f(~Ψ, ~Ω, ~S, ~L)∂ ~Ψ}∥∥∥
L2tL
Q
ω(C˜u)
. λ−1/2, (304b)∥∥∥r˜∂ {f(~Ψ, ~Ω, ~S)∂(~Ψ, ~Ω, ~S)}∥∥∥
L2uL
Q
ω(Σ˜t)
. λ−1/2, (304c)
∥∥∥(~C,D)∥∥∥
L2uL
Q
ω(Σ˜t)
,
∥∥∥r˜1/2(~C,D)∥∥∥
L∞t L∞u L
2Q
ω (M˜)
. λ−1/2, (305a)∥∥∥r˜(∇/ ,D/ L){f(~Ψ, ~Ω, ~S, ~L)(~C,D)}∥∥∥
L2tL
Q
ω(C˜u)
. λ−1/2, (305b)∥∥∥r˜∂ {f(~Ψ, ~Ω, ~S)(~C,D)}∥∥∥
L2uL
Q
ω(Σ˜t)
. λ−1/2, (305c)
∥∥∥r˜1/2f(~Ψ, ~L)∂(~Ψ, ~Ω, ~S)∥∥∥
L2uL
∞
t L
p
ω(M˜)
. λ−40 . (306)
Discussion of the proof. Thanks to the assumptions of Subsect. 10.2, the availability of the energy-elliptic
estimates of Prop. 5.1, the estimates of Prop. 6.1 along null hypersurfaces (with C˜u in the role of N in
Prop. 6.1), and Prop. 10.2, all estimates except for (306) follow from the same arguments given in [56,
Lemma 5.5], [56, Proposition 5.6], and [56, Lemma 5.7]. We also refer the readers to the proof of [54,
Proposition 2.6] for further details on the role that the energy-elliptic estimates and the estimates along
null hypersurface play in the proof of Prop. 10.4. To prove the remaining estimate (306), we use (177) and
(302a) to conclude that
∥∥∥r˜1/2∂(~Ψ, ~Ω, ~S)∥∥∥
L2uL
∞
t L
p
ω(M˜)
. λ1/2−40
∥∥∥r˜1/2∂(~Ψ, ~Ω, ~S)∥∥∥
L∞u L
∞
t L
p
ω(M˜)
. λ−40 as
desired. 
10.5. The new estimates needed to prove Proposition 10.1. The following lemma provides the main
new estimates needed to prove Prop. 10.1; the other estimates needed to prove Prop. 10.1 were essentially
derived in [56].
Lemma 10.5 (The new estimates needed to prove Prop. 10.1). Under the assumptions of Prop. 10.1, the
following estimates hold whenever64 q > 2 is sufficiently close to 2, where p is defined in (263), and we recall
that [u]+ := max{u, 0} (and thus [u]+ denotes the minimum value of t along C˜u).
64The estimates (307c) and (312b) in fact hold whenever q ≥ 2, but in proving Props. 10.1 and 11.1, we need these estimates
only when q > 2 is sufficiently close to 2.
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Estimates for time-integrated terms.
λ−1
∥∥∥∥∥ 1r˜(t, u)
∫ t
[u]+
∣∣∣r˜(~C,D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L2tL
∞
x (M˜)
. λ−1/2−120 , (307a)
λ−1
∥∥∥∥∥ 1r˜2(t, u)
∫ t
[u]+
∣∣∣r˜2(~C,D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L2tL
∞
x (M˜)
. λ−1/2−120 , (307b)
λ−1
∥∥∥∥∥ 1r˜2(t, u)
∫ t
[u]+
∣∣∣r˜2(~C,D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L
q
2
t L
∞
x (M˜)
. λ 2q−1−40( 4q+2), (307c)
λ−1
∥∥∥∥∥ 1r˜1/2(t, u,ω)
∫ t
[u]+
∣∣∣r˜(~C,D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L∞t L∞u L
p
ω(M˜)
. λ−1/2−120 , (307d)
λ−1
∥∥∥∥∥ 1r˜3/2(t, u,ω)
∫ t
[u]+
∣∣∣r˜2(~C,D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L∞t L∞u L
p
ω(M˜)
. λ−1/2−120 , (307e)
λ−1
∥∥∥∥∥ 1r˜(t, u)
∫ t
[u]+
∣∣∣r˜2(~C,D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L∞(M˜)
. λ−160 , (307f)
λ−1
∥∥∥∥∥ 1r˜3/2(t, u)
∫ t
[u]+
∣∣∣r˜2(~C,D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L∞(M˜)
. λ−1/2−120 , (307g)
λ−1
∥∥∥∥∥ 1r˜2(t, u)
∫ t
[u]+
∣∣∣r˜2(~C,D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L∞(M˜)
. λ−1−80 , (307h)
λ−1
∥∥∥∥∥ 1r˜3/2(t, u)
∫ t
[u]+
∣∣∣r˜3∇/ (~C,D)∣∣∣
g/
(τ, u,ω) dτ
∥∥∥∥∥
L∞t L∞u L
p
ω(M˜)
. λ−1/2−80 , (308a)
λ−1
∥∥∥∥∥ 1r˜2(t, u)
∫ t
[u]+
∣∣∣r˜3∇/ (~C,D)∣∣∣
g/
(τ, u,ω) dτ
∥∥∥∥∥
L2tL
∞
u L
p
ω(M˜)
. λ−1/2−80 , (308b)
λ−1
∥∥∥∥∥ 1r˜3/2(t, u)
∫ t
[u]+
∣∣∣r˜3(∂ ~Ψ, ∂~Ω, ∂ ~S) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1)∣∣∣
g/
(τ, u,ω) dτ
∥∥∥∥∥
L∞t L∞u L
p
ω(M˜)
. λ−1/2−120 ,
(309a)
λ−1
∥∥∥∥∥ 1r˜2(t, u)
∫ t
[u]+
∣∣∣r˜3(∂ ~Ψ, ∂~Ω, ∂ ~S) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1)∣∣∣
g/
(τ, u,ω) dτ
∥∥∥∥∥
L2tL
∞
u L
p
ω(M˜)
. λ−1/2−120 ,
(309b)
λ−1
∥∥∥∥∥ 1r˜(t, u)
∫ t
[u]+
∣∣∣r˜2(∂ ~Ψ, ∂~Ω, ∂ ~S) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1)∣∣∣
g/
(τ, u,ω) dτ
∥∥∥∥∥
L2uL
2
tL
p
ω(M˜)
. λ−160 ,
(310a)
λ−1
∥∥∥∥∥ 1r˜1/2(t, u)
∫ t
[u]+
∣∣∣r˜2(∂ ~Ψ, ∂~Ω, ∂ ~S) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1)∣∣∣
g/
(τ, u,ω) dτ
∥∥∥∥∥
L2uL
∞
t L
p
ω(M˜)
. λ−160 ,
(310b)
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λ−1
∥∥∥∥∥ 1r˜(t, u)
∫ t
[u]+
∣∣∣r˜2(∂ ~C, ∂D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L2uL
2
tL
p
ω(M˜)
. λ−120 , (311a)
λ−1
∥∥∥∥∥ 1r˜1/2(t, u)
∫ t
[u]+
∣∣∣r˜2(∂ ~C, ∂D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L2uL
∞
t L
p
ω(M˜)
. λ−120 . (311b)
Standard spacetime norm estimates.
λ−1
∥∥∥r˜(~C,D)∥∥∥
L2tL
∞
u L
p
ω(M˜)
. λ−1/2−80 , (312a)
λ−1
∥∥∥r˜(~C,D)∥∥∥
L
q
2
t L
∞
u L
p
ω(M˜)
. λ 2q−1−40( 4q+1), (312b)
λ−1
∥∥∥r˜(~C,D)∥∥∥
L2uL
2
tL
p
ω(M˜)
. λ−120 , (312c)
λ−1
∥∥∥r˜∂(~C,D)∥∥∥
L2uL
1
tL
p
ω(M˜)
. λ− 12−80 , (312d)
λ−1
∥∥∥r˜(∂ ~Ψ, ∂~Ω, ∂ ~S) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1)∥∥∥
L2uL
1
tL
p
ω(M˜)
. λ− 12−100 . (312e)
Proof. Throughout the proof, we silently use the simple bound r˜(τ, u)/r˜(t, u) . 1 for τ ≤ t.
To prove (307a), we first use (152) to deduce that
LHS (307a) . λ−1
∥∥∥∥∥
∫ t
[u]+
∣∣∣(~C,D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L2tL
∞
u L
∞
ω (M˜)
. λ−1/2−40
∥∥∥∥∥
∫ t
[u]+
∥∥∥(~C,D)∥∥∥
L∞ω (St,u)
dτ
∥∥∥∥∥
L∞t L∞u
. λ−1/2−40
∥∥∥(~C,D)∥∥∥
L1tL
∞
x (M˜)
.
Using (152) and (283b), we bound the LHS of the previous expression by
. λ−80
∥∥∥(~C,D)∥∥∥
L2tL
∞
x (M˜)
. λ−1/2−120
as desired.
The estimate (307b) can be proved using an argument that is nearly identical to the one used to prove
(307a), and we therefore omit the details.
To prove (307c), we argue as above to deduce that
LHS (307c) . λ−1
∥∥∥∥∥
∫ t
[u]+
∣∣∣(~C,D)∣∣∣ (τ, u,ω) dτ∥∥∥∥∥
L
q
2
t L
∞
u L
∞
ω (M˜)
. λ−1(λ1−80) 2q
∥∥∥∥∥
∫ t
[u]+
∥∥∥(~C,D)∥∥∥
L∞ω (St,u)
dτ
∥∥∥∥∥
L∞t L∞u
. λ−1+ 2q− 16q 0
∥∥∥(~C,D)∥∥∥
L1tL
∞
x (M˜)
.
Using (152) and (283b), we bound the LHS of the previous expression by
. λ−1/2−40+ 2q− 16q 0
∥∥∥(~C,D)∥∥∥
L2tL
∞
x (M˜)
. λ 2q−1− 16q 0−80 = λ 2q−1−40( 4q+2)
as desired.
The estimates (307d)-(307h) can be proved using similar arguments that also take into account the bound
(177) for r˜, and we therefore omit the straightforward details.
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To prove (308a), we first observe (switching the order of L∞u and L
∞
t ) that it suffices to prove that for
each fixed u ∈ [− 45λ1−80T∗, λ1−80T∗], we have
λ−1
∥∥∥∥∥
∫ t
[u]+
∣∣∣r˜3/2∇/ (~C,D)∣∣∣
g/
(τ, u,ω) dτ
∥∥∥∥∥
L∞t L
p
ω(C˜u)
. λ−1/2−80 .
Using (152), (177), and (305b), we conclude that the LHS of the previous expression is
. λ−1
∥∥∥r˜3/2∇/ (~C,D)∥∥∥
L1tL
p
ω(C˜u)
. λ−80
∥∥∥r˜∇/ (~C,D)∥∥∥
L2tL
p
ω(C˜u)
. λ−1/2−80
as desired.
The estimate (308b) can be proved using a similar argument, and we omit the details.
To prove (309a), we first observe (switching the order of L∞u and L
∞
t ) that it suffices to prove that for
each fixed u ∈ [− 45λ1−80T∗, λ1−80T∗], we have
λ−1
∥∥∥∥∥
∫ t
[u]+
∣∣∣r˜3/2∂(~Ψ, ~Ω, ~S) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1)∣∣∣
g/
(τ, u,ω) dτ
∥∥∥∥∥
L∞t L
p
ω(C˜u)
. λ−1/2−120 .
Using (152), (177), (283b), and (285), we deduce that the LHS of the previous expression is
. λ−80
∥∥∥∂(~Ψ, ~Ω, ~S)∥∥∥
L2tL
∞
ω (C˜u)
+ λ1/2−120
∥∥∥∂(~Ψ, ~Ω, ~S)∥∥∥
L2tL
∞
ω (C˜u)
∥∥∥(∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ)∥∥∥
L2tL
p
ω(C˜u)
(313)
. λ−1/2−120
as desired.
The estimates (309b), (310a), and (310b) can be proved using similar arguments, and we omit the details.
To prove (311a), we first use (152) to deduce (switching the order of L2u and L
2
t ) that LHS (311a) .
λ−1/2−40
∥∥∥∥∫ t0 ∥∥∥r˜(∂ ~C, ∂D)∥∥∥L2uLpω(Σ˜τ ) dτ
∥∥∥∥
L∞t
. Using (152) and (305c) with Q := p, we deduce that the RHS of
the previous expression is . λ−1/2−40‖r˜(∂ ~C, ∂D)‖
L1tL
2
uL
p
ω(M˜) . λ
1/2−120‖r˜(∂ ~C, ∂D)‖
L∞t L2uL
p
ω(M˜) . λ
−120
as desired.
The estimate (311b) can be proved using similar arguments that also take into account the bound (177)
for r˜, and we therefore omit the straightforward details.
To prove (312a), we use (152), (177), and (303a) to conclude that
LHS (312a) . λ−1/2−40‖r˜1/2‖
L∞(M˜)‖r˜1/2(~C,D)‖L∞t L∞u Lpω . λ−1/2−80 (314)
as desired.
To prove (312b), we use a similar argument to conclude that
λ−1
∥∥∥r˜(~C,D)∥∥∥
L
q
2
t L
∞
u L
p
ω
. λ−1λ(1−80) 2q ‖r˜1/2‖
L∞(M˜)‖r˜1/2(~C,D)‖L∞t L∞u Lpω (315)
. λ 2q−1−40− 16q 0 = λ 2q−1−40( 4q+1)
as desired.
The estimate (312c) follows easily from (312a) and the bounds (177) for u.
To prove (312d), we use (152) and (305c) with Q := p to deduce that
λ−1‖r˜∂(~C,D)‖L2uL1tLpω . λ−1‖r˜∂(~C,D)‖L1tL2uLpω . λ−80‖r˜∂(~C,D)‖L∞t L2uLpω . λ−
1
2−80
as desired.
To prove (312e), we first use (152) and (177) to deduce that
LHS (312e) . λ−1/2−40
∥∥∥r˜(∂ ~Ψ, ∂~Ω, ∂ ~S) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, ζ, r˜−1)∥∥∥
L∞u L
1
tL
p
ω(M˜)
(316)
. λ1/2−80‖(∂ ~Ψ, ∂~Ω, ∂ ~S)‖
L∞u L
2
tL
∞
ω (M˜)‖(∂ ~Ψ, trg˜/χ˜
(Small), χˆ, ζ)‖
L∞u L
2
tL
p
ω(M˜)
+ λ−80‖(∂ ~Ψ, ∂~Ω, ∂ ~S)‖
L∞u L
2
tL
p
ω(M˜).
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Using (283b) and the bootstrap assumptions (285), we conclude that RHS (316) . λ− 12−100 as desired.

10.6. Control of the integral curves of L. The main results of this subsection are Prop. 10.7 and Cor. 10.8.
The proposition yields quantitative estimates showing that at fixed u, the distinct integral curves of L remain
separated (see Footnote 50). The corollary is a simple consequence of the proposition and the bootstrap
assumptions. It provides L2tL
∞
u C
0,δ0
ω estimates for the fluid variables. Later, we will combine these estimates
with the Schauder-type estimate (337) to obtain LqtL
∞
u C
0,δ0
ω -control of χˆ for several values of q; see the proofs
of (268) and (271) for χˆ.
We start with some preliminary estimates, provided by the following lemma.
Lemma 10.6 (Preliminary results for controlling the integral curves of L). Under the assumptions of
Subsect. 10.2, if λ is sufficiently large, then the following results hold.
Results along Σ0 For A = 1, 2 and i = 1, 2, 3, let
(
∂
∂ωA
)i
denote the Cartesian components of ∂
∂ωA
, and
let Θ(A) be the St,u-tangent vectorfield with Cartesian components Θ
i
(A) :=
1
r˜
(
∂
∂ωA
)i
, as in (225). Along
Σ0 (where r˜ = w = −u), for 0 < w ≤ w(λ) := 45T∗;(λ) and ω ∈ S2, we view Θi(A) = Θi(A)(0, w,ω), and
similarly for the Cartesian spatial components N i and Li. Then for each ω ∈ S2, limw↓0N i(0, w,ω),
limw↓0 Li(0, w,ω), and limw↓0 Θi(A)(0, w,ω) exist, and we respectively denote the limits by N
i(0, 0,ω),
Li(0, 0,ω), and Θi(A)(0, 0,ω). Furthermore, for each ω ∈ S2, we have that
gcd(0, 0,ω)Θ
c
(A)(0, 0,ω)Θ
d
(B)(0, 0,ω) = e/(ω)
(
∂
∂ωA
,
∂
∂ωB
)
+O(λ−40).
In addition, the following estimates hold for (w,ω) ∈ [0, 45T∗;(λ)]×S2, where xi(0, w,ω) are the Cartesian
spatial coordinates viewed as a function of w,ω along Σ0, and z
i are the Cartesian spatial coordinates of the
point z ∈ Σ0 (see Subsect. 9.4):
xi(0, w,ω) = zi + w
{
N i(0, 0,ω) +O(λ−40)} , (317a)
N i(0, w,ω) = N i(0, 0,ω) +O(λ−40), (317b)
Li(0, w,ω) = Li(0, 0,ω) +O(λ−40), (317c)
Θi(A)(0, w,ω) = Θ
i
(A)(0, 0,ω) +O(λ−40). (317d)
Moreover, the following identity holds:
∂
∂ωA
N i(0, 0,ω) =
∂
∂ωA
Li(0, 0,ω) = Θi(A)(0, 0,ω). (318)
In addition, with de/(ω(1),ω(2)) denoting the distance between the points ω(1),ω(2) ∈ S2 with respect to
the standard Euclidean round metric e/ on S2, we have the following estimate:
3∑
i=1
∣∣N i(0, 0,ω(1))−N i(0, 0,ω(2))∣∣ = 3∑
i=1
∣∣Li(0, 0,ω(1))− Li(0, 0,ω(2))∣∣ ≈ de/(ω(1),ω(2)). (319)
Finally, we have the following estimate, (α = 0, 1, 2, 3):
‖Lα‖
L∞u C
0,δ0
ω (Σ˜0)
. 1. (320)
Results along the cone-tip axis In M˜(Int), let us view Θi(A) = Θi(A)(t, u,ω), and similarly for the Carte-
sian spatial components N i and Li. Then for each (u,ω) ∈ [0, T∗;(λ)] × S2, limt↓u Θi(A)(t, u,ω) exists, and
we denote the limit by Θi(A)(u, u,ω). Furthermore, the following estimate holds for (t,ω) ∈ [0, T∗;(λ)]× S2:
gab(t, t,ω)Θ
a
(A)(t, t,ω)Θ
b
(B)(t, t,ω) = e/(ω)
(
∂
∂ωA
, ∂
∂ωB
)
+O(λ−0), and within each coordinate chart on S2,
for each ω in the domain of the chart, {Θ(1)(t, t,ω),Θ(2)(t, t,ω)} is a linearly independent set of vectors in
R3.
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Moreover, along the cone-tip axis, that is, for t ∈ [0, T∗;(λ)] we have:
N i(t, t,ω) = N i(0, 0,ω) +O(λ−80), (321a)
Li(t, t,ω) = Li(0, 0,ω) +O(λ−80), (321b)
Θi(A)(t, t,ω) = Θ
i
(A)(0, 0,ω) +O(λ−40). (321c)
In addition, for (t,ω) ∈ [0, T∗;(λ)] × S2, the following relations hold along the cone-tip axis, that is, for
t ∈ [0, T∗;(λ)]:
∂
∂ωA
N i(t, t,ω) =
∂
∂ωA
Li(t, t,ω) = Θi(A)(t, t,ω). (322)
Results in M˜ For u ∈ [− 45T∗;(λ), T∗;(λ)], t ∈ [[u]+, T∗;(λ)], and ω ∈ S2, we have
Li(t, u,ω) = Li(0, 0,ω) +O(λ−40), (323a)
Θi(A)(t, u,ω) = Θ
i
(A)(0, 0,ω) +O(λ−40). (323b)
Proof.
Proof of the results along Σ0. We start by showing that limw↓0 Θi(A)(0, w,ω) := Θ
i
(A)(0, 0,ω) exists,
and we exhibit the desired properties of the limit. We will use the evolution equation (227). The estimates
of Prop. 9.8, the bound (177) for r˜|Σ0 = w, and the estimate ‖Θi(A)‖L∞(Σ˜0) . 1 implied by (257c) together
yield the following estimate for the first term on RHS (227): ‖ (1−a)w Θi(A)‖L1wL∞ω (Σ˜0) . λ
−40 . Moreover,
from the bootstrap assumptions, the estimates of Prop. 9.8, (292b) with Q := p, (305c) along Σ0, the bound
(177) for r˜|Σ0 = w, and the aforementioned estimate ‖Θi(A)‖L∞(Σ˜0) . 1, we find that the second term
on RHS (227) verifies ‖a · f(~L) · (∂ ~Ψ, χˆ) · ~Θ(A)‖L1wL∞ω . λ−40 and that the last term on RHS (227) verifies
‖f(~L)·∇/ a·~Θ(A)‖L1wL∞ω . λ−40 . We now integrate equation (227) with respect to w and use these estimates and
the initial condition for ~Θ(A) at the convenient value w = 1 (which, by (257c), is a value at which the vectors
~Θ(1) and ~Θ(2) are known to be finite and linearly independent) thereby concluding that if λ is sufficiently
large, then limw↓0 Θi(A)(0, w,ω) exists, that for 0 ≤ w ≤ 45T∗;(λ) and ω ∈ S2 we have Θi(A)(0, w,ω) =
Θi(A)(0, 1,ω) + O(λ−40), and that gcd(0, 0,ω)Θc(A)(0, 0,ω)Θd(B)(0, 0,ω) ≈ e/(ω)
(
∂
∂ωA
, ∂
∂ωB
)
. Except for
(318), these arguments yield all desired results for Θi(A) along Σ0, including (317d). To prove (318), we
contract the estimate (262) against Θj(A)(0, w,ω), use the identities Θ
j
(A)Π/
c
j∂cN
i = ∂
∂ωA
N i, Θj(A)Π/
i
j = Θ
i
(A),
and Li = Bi + N i, use that Bi(0, 0,ω) = Bi|z is independent of ω, and use the previous results proved in
this paragraph.
The results for Li and N i along Σ0 stated in the lemma, including (317b) and (317c), can be obtained
from similar reasoning based on the evolution equations in (224), and we omit the details.
Next, we consider the map N(ω) := (N1(0, 0,ω), N2(0, 0,ω), N3(0, 0,ω)) from the domain S2 to the
target UTzΣ0 := {V ∈ TzΣ0 | gcd|zV cV d = 1} ' S2. The results from the first paragraph of this proof,
including (318), yield that the differential of N with respect to ω is injective. Thus, N is a covering map, and
there exists a uniform constant 0 < β < pi (independent of the compressible Euler solution) such that if λ is
sufficiently large, then (319) holds (with bounded implicit constants) for all pairs ω(1),ω(2) ∈ S2 such that
de/(ω(1),ω(2)) < β. Moreover, since the domain S2 is path-connected and the target UTzΣ0 ' S2 is simply
connected, it is a standard result in algebraic topology that N is in fact a diffeomorphism (see [36, Theorem
54.4] and note that UTzΣ0 ' S2 has a trivial fundamental group since it is simply connected). In particular,
N is globally injective. This fact yields (319) (again, with bounded implicit constants) for all ω(1),ω(2) ∈ S2
with β ≤ de/(ω(1),ω(2)) ≤ pi.
To prove (317a), we first use (167) to deduce ∂∂wx
i(0, w,ω) = [aN i](0, w,ω). Also using (257a) and
(317b), we see that ∂∂wx
i(0, w,ω) = N i(0, 0,ω) + O(λ−40). Integrating this estimate with respect to w,
starting from the value w = 0, and using the initial condition xi(0, w,ω) = zi, we conclude (317a).
M. Disconzi, C. Luo, G. Mazzone, J. Speck 81
We now show that for each (u,ω) ∈ [− 45T∗;(λ), 0)× S2,
lim
t↓0
Θi(A)(t, u,ω) = Θ
i
(A)(0, u,ω)
and
gcd(0, u,ω)Θ
c
(A)(0, u,ω)Θ
d
(B)(0, u,ω) = e/(ω)
(
∂
∂ωA
,
∂
∂ωB
)
+O(λ−0).
The desired results can be obtained by using arguments similar to the ones given in the first paragraph of
this proof, based on the evolution equation (226) and the bootstrap assumptions, including (152), (282a),
(284a), and (287).
Finally, we prove (320). The result is trivial for L0 since this component is constantly unity. Next, we
note the schematic identity ∇/Li = f(~L)χ+ f(~L) ·∂ ~Ψ, where on the LHS, we are viewing ∇/Li to be the angular
gradient of the scalar function Li. Hence, applying (292b) with Q := p and with the scalar function Li in
the role of ξ, and using the simple bound ‖f(~L)‖L∞(M˜) . 1 implied by the bootstrap assumptions, we find
that for u ∈ [− 45T∗;(λ), 0], we have ‖Li‖
C
0,1− 2
p
ω (S0,u)
. ‖r˜χ‖Lpω(S0,u) + ‖r˜∂ ~Ψ‖Lpω(S0,u) + 1. Also using the first
identities in (200) and (204c), (207), the schematic identity kAB = f(~L) · ∂ ~Ψ, and the parameter relation
(263), we find that ‖Li‖
L∞u C
0,δ0
ω (Σ˜0)
. ‖r˜trg˜/χ˜(Small)‖L∞u Lpω(Σ˜0) + ‖r˜θˆ‖L∞u Lpω(Σ˜0) + ‖r˜∂ ~Ψ‖L∞u Lpω(Σ˜0) + 1. From
(257b) with q∗ := p, (260), (304a), and the bounds (177) for u|Σ0 − w, we conclude that the RHS of the
previous estimate is . 1. Finally, taking the essential supremum of the estimate with respect to u over the
interval u ∈ [− 45T∗;(λ), 0], we conclude (320).
Proof of the results along the cone-tip axis. The ODE (162) can be expressed in the schematic
form ddt
~Nω = f(~Ψ) · ∂ ~Ψ · ~Nω, Here, ~Nω = ~Nω(t) denotes the array of Cartesian spatial components of
the unit outward normal vector N (corresponding to the parameter ω ∈ S2) along the cone-tip axis γz(t).
That is, if ~N(t, u,ω) denotes the array of Cartesian spatial components of N viewed as a function of the
geometric coordinates (t, u,ω), then ~Nω(t) := ~N(t, t,ω). Moreover, in the previous expressions, we have
abbreviated ~Ψ = ~Ψ ◦ γz(t) and ∂ ~Ψ = [∂ ~Ψ] ◦ γz(t). Integrating the ODE in time and using the bootstrap
assumptions, we deduce that
∣∣∣ ~Nω(t)− ~Nω(0)∣∣∣ . ∫ t0 ‖∂ ~Ψ‖L∞(Στ ) dτ . From this estimate, (152), and (282a),
we arrive at the desired bound (321a). The desired bound for (321b) follows from (321a), the identity
L = B+N , and the estimate |Bα(t, t,ω)−Bα(0, 0,ω)| . λ−80 , which follows from integrating the estimate
|BBα|(τ, τ,ω) . ‖∂ ~Ψ‖L∞(Στ ) (valid since Bα = Bα(~Ψ)) with respect to τ and using (152) and (282a).
We now show that for each (u,ω) ∈ [0, T∗;(λ)] × S2, limt↓u Θi(A)(t, u,ω) := Θi(A)(u, u,ω) exists and that
gcd(u, u,ω)Θ
c
(A)(u, u,ω)Θ
d
(B)(u, u,ω) = e/(ω)
(
∂
∂ωA
, ∂
∂ωB
)
+ O(λ−0). The desired results can be obtained
by using arguments similar to the ones given in the first paragraph of this proof, based on the evolution
equation (226) and the bootstrap assumptions, including (152), (282a), (284a), and (287); we omit the
details.
We now prove (322). From the identity L = B + N and the fact that ∂
∂ωA
Bα(t, t,ω) = ∂
∂ωA
[Bα ◦
~Ψ ◦ γz(t)] = 0, we find that ∂∂ωAN i(t, t,ω) = ∂∂ωALi(t, t,ω), as is stated in (322). From the fact that
limt↓u Θi(A)(t, u,ω) = Θ
i
(A)(u, u,ω) and the asymptotic initial condition (258a) for |r˜Π/ aj∂aLi − Π/ ij |, we find
that ∂
∂ωA
N i(t, t,ω) = Θi(A)(t, t,ω), which finishes the proof of (322).
We now prove (321c). We differentiate the ODE (162) with respect to the parameter ωA (that is,
with the operator ∂
∂ωA
), use the fact that ∂
∂ωA
[~Ψ ◦ γz(t)] = ∂∂ωA ([∂Ψ] ◦ γz(t)) = 0, integrate the result-
ing ODE in time, and use the bootstrap assumptions, thereby deducing that
∣∣∣ ∂∂ωA ~Nω(t)− ∂∂ωA ~Nω(0)∣∣∣ .∫ t
0
‖∂ ~Ψ‖L∞(Στ )
∣∣∣ ∂∂ωA ~Nω(t)− ∂∂ωA ~Nω(0)∣∣∣ dτ + ∫ t0 ‖∂ ~Ψ‖L∞(Στ ) ∣∣∣ ∂∂ωA ~Nω(0)∣∣∣ dτ . From this estimate, (152),
(282a), (262) (which, in view of (257c), implies that
∣∣∣ ∂∂ωA ~Nω(0)∣∣∣ . 1), and Gronwall’s inequality, we
find that ∂
∂ωA
N i(t, t,ω) = ∂
∂ωA
N i(0, 0,ω) + O(λ−80). From this estimate and (318), we deduce that
∂
∂ωA
N i(t, t,ω) = Θi(A)(0, 0,ω) +O(λ−40). Finally, from this bound and (322), we conclude (321c).
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Proof of the results in M˜. We now show that (323b) holds. This estimate can be obtained by using
arguments similar to the ones given in the first paragraph of this proof, based on the evolution equation
(226) and the bootstrap assumptions, including (152), (282a), (284a), and (287). The initial conditions for
Θi(A) on Σ0 (which are relevant for the region M˜(Ext)) can be related back to Θi(A)(0, 0,ω) via the already
proven estimate (317d), while the initial conditions for Θi(A) on the cone-tip axis (which are relevant for the
region M˜(Ext)) can be related back to Θi(A)(0, 0,ω) via (321c); we omit the details.
The estimate (323a) can be obtained in a similar fashion based on the evolution equation for Li stated
in (223), the bootstrap assumptions, (152), (282a), and the already proven estimates (317c) and (321b); we
omit the details.

We now derive quantitative control of the integral curves of L in M˜.
Proposition 10.7 (Control of the integral curves of L in M˜). Let Υu;ω(t) be the family of null geodesic
curves from Subsubsects. 9.4.1 and 9.4.2, which depend on the parameters (u,ω) ∈ [− 45T∗;(λ), T∗;(λ)] × S2
and are parameterized by t ∈ [[u]+, T∗;(λ)] and normalized by Υ0u;ω(t) = t. Let ω(1),ω(2) ∈ S2, and let
de/(ω(1),ω(2)) denote their distance with respect to the standard Euclidean round metric e/. Under the assump-
tions of Subsect. 10.2, the following estimate for the Cartesian components Υαu;ω(t) (which can be identified
with the Cartesian coordinate functions xα, viewed as a function of (t, u,ω)) holds for u ∈ [− 45T∗;(λ), T∗;(λ)]
and t ∈ [[u]+, T∗;(λ)]:
3∑
α=0
∣∣∣Υαu;ω(1)(t)−Υαu;ω(2)(t)∣∣∣ ≈ r˜de/(ω(1),ω(2)). (324)
Proof. At the end of the proof, we will show that the following two estimates hold for u ∈ [− 45T∗;(λ), T∗;(λ)],
t ∈ [[u]+, T∗;(λ)], and ω ∈ S2, (A = 1, 2 and i = 1, 2, 3):
Υiu;ω(t) = Υ
i
u;ω([u]+) + (t− [u]+)
{
Li(0, 0,ω) +O(λ−40)} , (325)
∂
∂ωA
Υiu;ω(t) = r˜
{
Θi(A)(0, 0,ω) +O(λ−40)
}
. (326)
From (326) and the properties of the (linearly independent) set {Θ(1)(0, 0,ω),Θ(2)(0, 0,ω)} shown in Lemma
10.6, it follows that the map ω→ (Υ1u;ω(t),Υ2u;ω(t),Υ3u;ω(t)) has an injective differential and, in particular,
there exists 0 < β < pi such that if λ is sufficiently large, then (324) holds whenever de/(ω(1),ω(2)) < β. From
(319), (325), and the fact that Υiu;ω(u) is independent of ω when u ∈ [0, T∗;(λ)], it follows that for this fixed
value of β, if λ > 0 is sufficiently large, then (324) holds whenever β ≤ de/(ω(1),ω(2)) ≤ pi, u ∈ [0, T∗;(λ)], and
t ∈ [u, T∗;(λ)]. (324) can be proved in the remaining case, in which β ≤ de/(ω(1),ω(2)) ≤ pi, u ∈ [− 45T∗;(λ), 0],
and t ∈ [0, T∗;(λ)], via a similar argument that also takes into account the estimate (317a), as we now explain.
(317a) is relevant in that the identity Li = Bi +N i, the fact that Bi(0, 0,ω) is independent of ω, and the
estimates (317a) and (325) collectively imply that for u ∈ [− 45T∗;(λ), 0], t ∈ [0, T∗;(λ)], and ω(1),ω(2) ∈ S2, we
have
∑3
α=0
∣∣∣Υαu;ω(1)(t)−Υαu;ω(2)(t)∣∣∣ = (|u|+ t){∑3i=1 ∣∣Li(0, 0,ω(1))− Li(0, 0,ω(2))∣∣+O(λ−40)}. In view
of (319) and the assumption β ≤ de/(ω(1),ω(2)), we see that for λ sufficiently large, the O(λ−40) term is
negligible. Since r˜ = |u|+ t when u ≤ 0, we have completed the proof of (324).
It remains for us to prove (326)-(325). The first is just a restatement of (323b). To derive (325), we first
use (323a) to deduce that ∂∂tΥ
i
u;ω(t) = L
i(t, u,ω) = Li(0, 0,ω) +O(λ−80). Integrating this estimate with
respect to time starting from the time value [u]+, we conclude (326). 
We now derive the main consequence of Prop. 10.7, a corollary that yields L2tL
∞
u C
0,δ0
ω (M˜) estimates for
various fluid variables.
Corollary 10.8 (L2tL
∞
u C
0,δ0
ω (M˜) estimates). Under the assumptions of Subsect. 10.2, we have the following
estimates: ∥∥∥∂ ~Ψ∥∥∥
L2tL
∞
u C
0,δ0
ω (M˜)
,
∥∥∥(∂~Ω, ∂ ~S)∥∥∥
L2tL
∞
u C
0,δ0
ω (M˜)
,
∥∥∥(~C,D)∥∥∥
L2tL
∞
u C
0,δ0
ω (M˜)
. λ−1/2−30 . (327)
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Moreover, ∥∥∥(~Ψ, ~Ω, ~S)∥∥∥
L∞t L∞u C
0,δ0
ω (M˜)
. 1. (328)
Proof. We prove (327) only for the first term on the LHS; the remaining terms on LHS (327) can be
bounded using the same arguments. To proceed, we first use (324) to deduce that
|∂ ~Ψ(t,u,ω(1))−∂ ~Ψ(t,u,ω(2))|
[r˜de/(ω(1),ω(2))]
δ0
.∥∥∥∂ ~Ψ∥∥∥
C
0,δ0
x (Σ˜t)
. From this bound, the estimate (177) for r˜, and the inequality λ(1−80)δ0 ≤ λ0 (see
(36b)-(36c)), we find, considering separately the cases 0 ≤ r˜ ≤ 1 and 1 ≤ r˜, that
∥∥∥∂ ~Ψ∥∥∥
C
0,δ0
ω (St,u)
.
λ0
∥∥∥∂ ~Ψ∥∥∥
C
0,δ0
x (Σ˜t)
. From this bound and (283c), we conclude the desired estimate (327).
To prove (328), we note that Prop. 5.1 and Sobolev embedding HN (Σt) ↪→ C0,δ0x (Σ˜t) imply that the
non-rescaled solution variables (~Ψ, ~Ω, ~S) are bounded in the norm ‖ · ‖
L∞t C
0,δ0
x (M˜)
by . 1. It follows that the
rescaled solution variables on LHS (328) (as defined in Subsect. 9.1 and under the conventions of Subsect. 9.3)
are bounded in the norm ‖·‖
L∞(M˜) by . 1 and in the norm ‖·‖L∞t C˙0,δ0x (M˜) by . λ
−δ0 . From these estimates
and arguments similar to the ones given in the previous paragraph, we conclude (328). 
10.7. Estimates for transport equations along the integral curves of L in Ho¨lder spaces in the
angular variables ω. We now derive estimates for transport equations along the integral curves of L with
initial data and source terms that are Ho¨lder-class in the geometric angular variables ω.
Lemma 10.9 (Estimates for transport equations along the integral curves of L in Ho¨lder spaces with respect
to ω). Let C˜u ⊂ M˜. Let F be a smooth scalar-valued function on C˜u and let ϕ˚ be a smooth scalar-valued
function on S[u]+,u. For (t,ω) ∈ [[u]+, T∗;(λ)] × S2, let the scalar-valued function ϕ be a smooth solution to
the following inhomogeneous transport equation with data given on S[u]+,u:
Lϕ(t, u,ω) = F(t, u,ω), (329a)
ϕ([u]+, u,ω) = ϕ˚(ω). (329b)
Under the assumptions of Subsect. 10.2, the following estimate holds for t ∈ [[u]+, T∗;(λ)]:
‖ϕ‖
C
0,δ0
ω (St,u)
. ‖ϕ˚‖
C
0,δ0
ω (S[u]+,u)
+
∫ t
[u]+
‖F‖
C
0,δ0
ω (Sτ,u)
dτ. (330)
Moreover, ∥∥∥∥∥
∫ t
[u]+
F(τ, u,ω) dτ
∥∥∥∥∥
C
0,δ0
ω (St,u)
.
∫ t
[u]+
‖F‖
C
0,δ0
ω (Sτ,u)
dτ. (331)
Proof. The lemma is a straightforward consequence of the fundamental theorem of calculus and the fact that
the angular geometric coordinate functions {ωA}A=1,2 are constant along the integral curves of L = ∂∂t . 
10.8. Calderon–Zygmund- and Schauder-type Hodge estimates on St,u. Some of the tensorfields
under study are solutions to Hodge systems on St,u. To control them, we will use the Calderon–Zygmund
and Schauder-type estimates provided by the following lemma.
Lemma 10.10 (Calderon–Zygmund- and Schauder-type Hodge estimates on St,u). Under the assumptions
of Subsect. 10.2 and the estimates of Prop. 10.4, if ξ is an St,u-tangent one-form and 2 ≤ Q ≤ p (where p is
as in (263)), then
‖∇/ ξ‖LQ
g/
(St,u)
+ ‖r˜−1ξ‖LQ
g/
(St,u)
. ‖div/ ξ‖LQ
g/
(St,u)
+ ‖curl/ ξ‖LQ
g/
(St,u)
. (332)
Similarly, if ξ is an St,u-tangent type
(
0
2
)
symmetric trace-free tensorfield, then
‖∇/ ξ‖LQ
g/
(St,u)
+ ‖r˜−1ξ‖LQ
g/
(St,u)
. ‖div/ ξ‖LQ
g/
(St,u)
. (333)
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Moreover, let ξ be an St,u-tangent type
(
0
2
)
symmetric trace-free tensorfield, let F(1) be a scalar function,
let F(2) be a type
(
0
2
)
symmetric trace-free tensorfield, and let G be an St,u-tangent one-form. Assume that
div/ ξ = ∇/F(1) + div/F(2) +G. (334)
Let 2 < Q <∞, and let Q′ be defined by 12 + 1Q = 1Q′ . Then the following estimate holds:
‖ξ‖LQ
g/
(St,u)
.
∑
i=1,2
‖F(i)‖LQ
g/
(St,u)
+ ‖G‖
LQ
′
g/
(St,u)
. (335)
In addition, if 2 < Q <∞, then65
‖ξ‖L∞ω (St,u) .
∑
i=1,2
‖F(i)‖L∞ω (St,u) ln
(
2 +
‖r˜∇/F(i)‖LQω(St,u)
‖F(i)‖L∞ω (St,u)
)
+ ‖r˜G‖LQω(St,u), (336)
‖ξ‖
C
0,1− 2
Q
ω (St,u)
.
∑
i=1,2
‖F(i)‖
C
0,1− 2
Q
ω
+ ‖r˜G‖LQω(St,u). (337)
Similarly, assume that ξ, F(1), and F(2) are St,u-tangent one-forms and G(1), and G(2) are scalar functions
such that ξ satisfies the following Hodge system:
div/ ξ = div/F(1) +G(1), (338a)
curl/ ξ = curl/F(2) +G(2). (338b)
Then under the same assumptions on Q and Q′ stated in the previous paragraph, ξ satisfies the estimates
(335)-(337) with G := (G(1),G(2)).
Finally, assume that ξ, F = (F(1),F(2)), and G are St,u tensorfields of the type from the previous two
paragraphs (in particular satisfying (334) or (338a)-(338b)). Assume that F is the St,u-projection of a
spacetime tensorfield F˜ or is a contraction of a spacetime tensorfield F˜ against L, L, or N . If Q > 2,
1 ≤ c <∞, and δ′ > 0 is sufficiently small, then the following estimates hold, where ~˜F denotes the array of
(scalar) Cartesian component functions of F˜:
‖ξ‖L∞ω (St,u) .
∥∥∥∥νδ′Pν~˜F∥∥∥∥
`cνL
∞
ω (St,u)
+
∥∥∥∥~˜F∥∥∥∥
L∞ω (St,u)
+ ‖r˜1− 2QG‖LQ
g/
(St,u)
. (339)
Discussion of proof. Aside from (337), these estimates are a restatement of [56, Lemma 5.8], [56, Proposi-
tion 5.9], and [56, Proposition 5.10]. Thanks to the bootstrap assumptions and the estimates of Prop. 10.4,
the estimates can be proved using the same arguments given in [54, Lemma 2.18], [24, Proposition 6.20], and
[54, Proposition 3.5]. (337) can be obtained by first proving the analogous (standard) elliptic Schauder-type
estimate for Hodge systems on S2 equipped with the standard round metric e/, and then obtaining the desired
estimate perturbatively, with the help of the bootstrap assumptions (284a)-(284b) (which imply that r˜−2g/ is
close to e/) and (335); see, for example, the proof of [54, Lemma 2.18] for an example of a similar perturbative
elliptic estimate.

10.9. Proof of Proposition 10.1. Armed with the previous results of Sect. 10, we are now ready to prove
Prop. 10.1. Let us make some preliminary remarks. We mainly focus on estimating the terms that are new
compared to [56], typically referring the reader to the relevant spots in [56] for terms that have already been
handled. When we refer to [56] for proof details, we implicitly mean that those details can involve the results
of Prop. 9.8, Lemma 9.9, the inequalities proved in Subsect. 10.3, and Prop. 10.4, which subsume results
derived in [56]. The arguments given in [56] often also involve the bootstrap assumptions of Subsect. 10.2,
which subsume the bootstrap assumptions made in [56]. We sometimes silently use the results of Prop. 9.8
65On RHSs (334) and (336), we made three changes compared to [56, Proposition 5.9]: we allowed for the presence of terms
of type F(2) (i.e., to handle the second term on RHS (230)), we have included the terms ‖F(i)‖L∞ω (St,u) in the denominator,
and we have changed the coefficient of ∇/F(i) to r˜, as opposed to the coefficient r˜3/2 stated in [56]; these last two changes are
corrections that can be seen to be necessary from scaling considerations (with respect to r˜ and with respect to multiplying
(334) by constants).
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and Lemma 9.9, which concern estimates for the initial data of various quantities. We also stress that the
order in which we derive the estimates is important, though we do not always make this explicit. Moreover,
throughout the proof, we silently use the simple bound r˜(τ, u)/r˜(t, u) . 1 for τ ≤ t. Finally, we highlight
that the factors of f(~L) appearing on the RHSs of the equations of Prop. 9.7 are, by virtue of the bootstrap
assumptions, bounded in magnitude by . 1. Therefore, these factors of f(~L) are not important for the
overwhelming majority of our estimates, and we typically do not even mention them in our discussion below.
Remark 10.4. In the PDEs that we estimate below, all of the terms that are new compared to [56] are
easy to identify: they all are multiplied by λ−1.
10.9.1. Proof of (273a)-(273b). Based on the transport equations (233) and (235a) and Lemma 10.3, the
proof of [56, Lemma 5.4] goes through verbatim.
10.9.2. Proof of (267). Throughout, we will use the following simple product-type estimate, which is valid
for scalar functions ξ(1) and ξ(2) on St,u, where “·” schematically denotes tensor products and natural
contractions: ‖ξ(1) ·ξ(2)‖C0,δ0ω (St,u) . ‖ξ(1)‖L∞(St,u)‖ξ(2)‖C˙0,δ0ω (St,u) +‖ξ(2)‖L∞(St,u)‖ξ(1)‖C˙0,δ0ω (St,u). We will
also use the simple estimate ‖f ◦ ~ϕ‖
C
0,δ0
ω (St,u)
. 1 + ‖~ϕ‖
C
0,δ0
ω (St,u)
, which is valid for scalar functions f of
array-valued functions ~ϕ on St,u whenever f is smooth on an open set containing the image set ~ϕ(St,u).
Next, we note that from the bootstrap assumptions, it easily follows that ‖f(~L)‖L∞(M˜) . 1, ‖~Ψ‖L∞(M˜) . 1,
and ‖~L‖
L∞(M˜) . 1. From these bounds, the estimates mentioned in the previous paragraph, and (328), we
see that ‖f(~L)‖C0,δ0ω (St,u) . 1 + ‖~Ψ‖C0,δ0ω (St,u) + ‖~L‖C0,δ0ω (St,u) . 1 + ‖~L‖C0,δ0ω (St,u). Thus, to prove (267), it
suffices to show that for u ∈ [− 45T∗;(λ), T∗;(λ)] and t ∈ [[u]+, T∗;(λ)], we have ‖~L‖C0,δ0ω (St,u) . 1. To this end, we
first note that Lemma 10.6 and the bootstrap assumptions imply that for u ∈ [− 45T∗;(λ), T∗;(λ)], we have the
following estimate:
∥∥∥~L∥∥∥
C
0,δ0
ω (S[u]+,u)
. 1 (in fact, (321c)-(322) imply the stronger bound
∥∥∥~L∥∥∥
C0,1ω (Su,u)
. 1 for
u ∈ [0, T∗;(λ)], whose full strength we do not need here). From this “initial data bound,” the first transport
equation in (223), the estimates mentioned in the previous paragraph, the estimate ‖f(~L)‖C0,δ0ω (St,u) . 1 +
‖~L‖
C
0,δ0
ω (St,u)
, the estimate
∫ t
[u]+
∥∥∥∂ ~Ψ∥∥∥
C
0,δ0
ω (Sτ,u)
dτ . λ−70 (which follows from (152) and (327)), and
inequality (330), we deduce that the following bound holds for u ∈ [− 45T∗;(λ), T∗;(λ)] and t ∈ [[u]+, T∗;(λ)]:∥∥∥~L∥∥∥
C
0,δ0
ω (St,u)
.
∥∥∥~L∥∥∥
C
0,δ0
ω (S[u]+,u)
+
∫ t
[u]+
∥∥∥f(~L) · ∂ ~Ψ∥∥∥
C
0,δ0
ω (Sτ,u)
dτ (340)
. 1 +
∥∥∥~L∥∥∥
C
0,δ0
ω (S[u]+,u)
+
∫ t
[u]+
∥∥∥∂ ~Ψ∥∥∥
C
0,δ0
ω (Sτ,u)
dτ +
∫ t
[u]+
∥∥∥∂ ~Ψ∥∥∥
C
0,δ0
ω (Sτ,u)
∥∥∥~L∥∥∥
C
0,δ0
ω (Sτ,u)
dτ
. 1 +
∫ t
[u]+
∥∥∥∂ ~Ψ∥∥∥
C
0,δ0
ω (Sτ,u)
∥∥∥~L∥∥∥
C
0,δ0
ω (Sτ,u)
dτ.
From (340), the estimate
∫ t
[u]+
∥∥∥∂ ~Ψ∥∥∥
C
0,δ0
ω (Sτ,u)
dτ . λ−70 noted above, and Gronwall’s inequality, we deduce
that
∥∥∥~L∥∥∥
C
0,δ0
ω (St,u)
. 1, thereby completing the proof of (267).
10.9.3. Proof of (264a)-(264b) for χˆ, D/ Lχˆ, ζ, and D/ Lζ. We first prove (264a) for ‖χˆ‖L2tLpω(C˜u). From the
transport equation (231), (298a), and (273a), we deduce∣∣r˜2χˆ∣∣
g/
(t, u,ω) . lim
τ↓[u]+
∣∣r˜2χˆ∣∣
g/
(τ, u,ω) + λ−1
∫ t
[u]+
∣∣∣r˜2(~C,D)∣∣∣ (τ, u,ω) dτ (341)
+
∫ t
[u]+
∣∣r˜2(∇/ ,D/ L)ξ∣∣g/ (τ, u,ω) dτ + ∫ t
[u]+
∣∣∣r˜2(∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · ∂ ~Ψ∣∣∣
g/
(τ, u,ω) dτ,
where the correction mentioned in Footnote 56 leads to m = 1 in (298a), thus correcting the value m = 12
appearing [56, Equation (5.69)]. We now divide (341) by r˜2(t, u) and take the norm ‖ · ‖L2tLpω(C˜u). The
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arguments given just below [56, Equation (5.68)] yield that the norms of all terms on RHS (341) are . λ−1/2
(the correction of the value of m mentioned above does not substantially affect the arguments given there),
except the term multiplied by λ−1 was not present in [56]. To handle the remaining term, we use (307b).
To prove the estimate for (264b) for ‖r˜1/2χˆ‖L∞t Lpω(C˜u), we note that all terms on RHS (341) can, after
dividing by r˜3/2, be handled using similar arguments (see just below [56, Equation (5.73)], where we again
note that the correction of the powers of r˜ mentioned above does not substantially affect the arguments),
but the term multiplied by λ−1 was not present in [56]. To handle this remaining term, we use (307e).
We now prove (264a) for ‖r˜D/ Lχˆ‖L2tLpω(C˜u). We use the transport equation (231) to solve for D/ Lχˆ, multiply
the resulting identity by r˜, and then take the norm ‖·‖L2tLpω(C˜u). Thanks to the already proven bound (264a)
for ‖χˆ‖L2tLpω(C˜u), the same arguments given in the paragraph below [56, Equation (5.73)] imply that all
terms satisfy the desired estimate (where the correction mentioned in Footnote 56 is not important for this
argument), except the following term was not present there: λ−1r˜f(~L) · (~C,D). To handle this remaining
term, we use (312a).
The estimates (264a) and (264b) for ζ and D/ Lζ follow from a similar argument since, by (232), ζ satisfies
a transport equation that is schematically similar to the one that χˆ satisfies, except it features the additional
source term ζ · χˆ, which can be handled with the bootstrap assumptions (285); we omit the details. We
clarify that, in view of the second term on LHS (232), the correct power of r˜ in the analog of inequality
(341) for ζ is r˜. Thus, to handle the λ−1-multiplied terms, we use the estimates (307a) and (307d) in place
of the estimates (307b) and (307e) we used to handle χˆ.
10.9.4. Proof of (270) for χˆ and ζ. These estimates follow from (291) with (χˆ, ζ) in the role of ξ, the already
proven estimates (264a) for (χˆ, ζ) and (D/ Lχˆ,D/ Lζ), and the bootstrap assumptions (287) for (χˆ, ζ).
10.9.5. Proof of (264a), (264b), (270), (265a), (265b), and (265e) for trg˜/χ˜, trg˜/χ˜
(Small), and D/ Ltrg˜/χ˜
(Small).
To prove (265a), we note that the definition (207) of trg˜/χ˜
(Small) implies that it suffices to prove the pointwise
bound |r˜trg˜/χ˜(Small)| . λ−40 . To this end, we first use the transport equation (228a) and (301) with G := 0
to deduce∣∣∣r˜2trg˜/χ˜(Small)∣∣∣
g/
(t, u,ω) . lim
τ↓[u]+
∣∣∣r˜2χ˜(Small)∣∣∣
g/
(τ, u,ω) + λ−1
∫ t
[u]+
∣∣∣r˜2(~C,D)∣∣∣ (τ, u,ω) dτ (342)
+
∫ t
[u]+
∣∣∣r˜2(∂ ~Ψ, trg˜/χ˜(Small), r˜−1) · ∂ ~Ψ∣∣∣
g/
(τ, u,ω) dτ +
∫ t
[u]+
∣∣r˜2χˆ · χˆ∣∣
g/
(τ, u,ω) dτ
+
∫ t
[u]+
∣∣∣r˜2trg˜/χ˜(Small) · trg˜/χ˜(Small)∣∣∣
g/
(τ, u,ω) dτ.
We now divide (342) by r˜(t, u). To handle the term on RHS (342) that is multiplied by λ−1, we use (307f).
The remaining terms were suitably bounded in the arguments given just below [56, Equation (5.78)]. We
have thus proved (265a). The estimate (265b) follows from nearly identical arguments, where one uses (307g)
to handle the λ−1-multiplied term; we omit the details.
The estimates (264b) and (270) for trg˜/χ˜
(Small) then follow as straightforward consequences of (265b).
We now prove the estimate (265e) for trg˜/χ˜
(Small). First, using the transport equation (228a), we deduce
that
L(r˜2trg˜/χ˜
(Small)) = F := λ−1r˜2f(~L) · (~C,D) + r˜2f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), r˜−1) · ∂ ~Ψ (343)
+ r˜2f(~L)χˆ · χˆ+ r˜2trg˜/χ˜(Small) · trg˜/χ˜(Small).
From (343) and the vanishing initial condition (along the cone-tip axis) for r˜2trg˜/χ˜
(Small) guaranteed by
(258a), we find, with [u]− := |min{u, 0}| and [u]+ := max{u, 0}, that
trg˜/χ˜
(Small)(t, u,ω) =
[u]2−
(t+ [u]−)2
trg˜/χ˜
(Small)([u]+, u,ω) +
1
r˜2(t, u)
∫ t
[u]+
F(τ, u,ω) dτ.
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Using this identity, applying the product-type estimates mentioned at the beginning of Subsubsect. 10.9.2
to the term F in (343), using the already proven estimate (267) for f(~L), and using (331), we find, in
view of the definition (295) of the Hardy–Littlewood maximal function, that for u ∈ [− 45T∗;(λ), T∗;(λ)] and
t ∈ [[u]+, T∗;(λ)], we have∥∥∥trg˜/χ˜(Small)∥∥∥
C
0,δ0
ω (St,u)
. [u]
3/2
−
(t+ [u]−)2
∥∥∥|u|1/2trg˜/χ˜(Small)∥∥∥
L∞u C
0,δ0
ω (Σ˜0)
(344)
+ λ−1‖(~C,D)‖
L1tC
0,δ0
ω (C˜u) + ‖(∂ ~Ψ, trg˜/χ˜
(Small), χˆ)‖2
L2tC
0,δ0
ω (C˜u)
+M
(
‖∂ ~Ψ‖
L∞u C
0,δ0
ω (Σ˜t)
)
.
From (344), the last estimate in (260), the parameter relation (263), (152), (285), and (327), we find
that
∥∥trg˜/χ˜(Small)∥∥C0,δ0ω (St,u) . [u]3/2−(t+[u]−)2 λ−1/2 + λ−1+40 + M(‖∂ ~Ψ‖L∞u C0,δ0ω (Σ˜t)). Taking the norm ‖ ·
‖L2t ([[u]+,T∗;(λ)]) of this inequality and using (152), (296) with Q := 2, and (327), we conclude the desired
bound (265e) for trg˜/χ˜
(Small).
The estimate (264a) for ‖trg˜/χ˜(Small)‖L2tLpω(C˜u) then follows as a straightforward consequence of the esti-
mate (265e) for trg˜/χ˜
(Small).
We now prove the estimate (264a) for ‖r˜D/ Ltrg˜/χ˜(Small)‖L2tLpω(C˜u) by using the transport equation (228a)
to algebraically solve for r˜D/ Ltrg˜/χ˜
(Small). Thanks to the bound (177) for r˜, the bootstrap assumptions,
and the already proven bounds (264a) and (264b) for χˆ and trg˜/χ˜
(Small), the same arguments given just
below [56, Equation (5.80)] imply that all terms on RHS (228a) and the term 2r˜ trg˜/χ˜
(Small) on LHS (228a)
satisfy (upon being multiplied by r˜) the desired estimate, except the following term was not present in [56]:
λ−1r˜f(~L) · (~C,D). To bound this remaining term, we use (312a).
10.9.6. Proof of (264c). (264c) follows from the already proven estimate (264b) and the bound (177) for r˜.
10.9.7. Proof of (265c) and (265d). To prove (265d), we first note the following bound for some fac-
tors in the next-to-last product on RHS (228b), which follows from (152), (282a), and (285): ‖f(~L) ·
(∂ ~Ψ, trg˜/χ˜
(Small), χˆ)‖L∞ωL1t (C˜u) . λ
−20 ≤ 1. From this bound, the transport equation (228b), and (301)
with G := f(~L) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ), we deduce∣∣∣r˜3∇/ trg˜/χ˜(Small)∣∣∣
g/
(t, u,ω) . lim
τ↓[u]+
∣∣∣r˜3∇/ trg˜/χ˜(Small)∣∣∣
g/
(τ, u,ω) + λ−1
∫ t
[u]+
∣∣∣r˜3∇/ (~C,D)∣∣∣
g/
(τ, u,ω) dτ (345)
+ λ−1
∫ t
[u]+
∣∣∣r˜3(∂ ~Ψ, ∂~Ω, ∂ ~S) · (∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1)∣∣∣
g/
(τ, u,ω) dτ
+
∫ t
[u]+
∣∣∣r˜3∇/∂ ~Ψ · (∂ ~Ψ, trg˜/χ˜(Small), r˜−1)∣∣∣
g/
(τ, u,ω) dτ
+
∫ t
[u]+
∣∣r˜3∇/ χˆ · χˆ∣∣
g/
(τ, u,ω) dτ
+
∫ t
[u]+
∣∣∣r˜3(∂ ~Ψ, trg˜/χ˜(Small), χˆ, r˜−1) · (∂ ~Ψ, trg˜/χ˜(Small), r˜−1) · ∂ ~Ψ∣∣∣
g/
(τ, u,ω) dτ.
In the arguments given in the paragraph below [56, Equation (5.81)], with the help of the bootstrap assump-
tions, all terms on RHS (345) were shown, after dividing by r˜2(t, u), to be bounded in the norm ‖ · ‖L2tLpω(C˜u)
by . λ−1/2 + λ−20 ‖r˜∇/ χˆ‖L2tLpω(C˜u), except that the two terms multiplied by λ
−1 were not present there. To
handle these remaining terms, we use (308b) and (309b), which in total yields∥∥∥r˜∇/ trg˜/χ˜(Small)∥∥∥
L2tL
p
ω(C˜u)
. λ−1/2 + λ−20 ‖r˜∇/ χˆ‖L2tLpω(C˜u) . (346)
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Next, we note that the divergence equation (230), the Hodge estimate (333) with Q := p, and the same
arguments given in the paragraph below [56, Equation (5.82)] yield
‖r˜∇/ χˆ‖L2tLpω(C˜u) .
∥∥∥r˜∇/ trg˜/χ˜(Small)∥∥∥
L2tL
p
ω(C˜u)
+ λ−1/2. (347)
From (346) and (347), we conclude (when λ is sufficiently large) the desired bounds in (265d).
As is noted just below [56, Equation (5.84)], the estimate (265c) can be proved using a similar argument,
based on dividing (345) by r˜3/2(t, u), where we use (308a) and (309a) to handle the two λ−1-multiplied terms
on RHS (345).
10.9.8. Proof of (271) for trg˜/χ˜
(Small) and trg/χ− 2r˜ . We first prove (271) for trg˜/χ˜(Small). A slight modification
of the proof of (344) yields the following bound:∥∥∥trg˜/χ˜(Small)∥∥∥
L∞u C
0,δ0
ω (Σ˜
(Int)
t )
. λ−1‖(~C,D)‖
L1tL
∞
u C
0,δ0
ω (M˜(Int)) +M
(
‖∂ ~Ψ‖
L∞u C
0,δ0
ω (Σ˜
(Int)
t )
)
(348)
+ ‖(∂ ~Ψ, trg˜/χ˜(Small), χˆ)‖2L2tL∞u C0,δ0ω (M˜(Int)).
From (348), (152), (287), and (327), we deduce∥∥∥trg˜/χ˜(Small)∥∥∥
L∞u C
0,δ0
ω (Σ˜
(Int)
t )
. λ−1 +M
(
‖∂ ~Ψ‖
L∞u C
0,δ0
ω (Σ˜
(Int)
t )
)
.
Taking the norm ‖·‖L2t ([0,T∗;(λ)]) of this inequality and using (152), (296) with Q := 2, and (327), we conclude
the desired bound (271) for trg˜/χ˜
(Small).
The estimate (271) for trg/χ− 2r˜ then follows from the identity trg/χ− 2r˜ = trg˜/χ˜(Small)−ΓL, the schematic re-
lation ΓL = f(~L) ·∂ ~Ψ, the already proven estimate (271) for trg˜/χ˜(Small), the product-type estimates mentioned
at the beginning of Subsubsect. 10.9.2, (267), and (327).
10.9.9. Proof of (271) for χˆ. We first use equation (230), the estimate (337) with Q := p, the parameter
relation (263), the product-type estimates mentioned at the beginning of Subsubsect. 10.9.2, (267), and
Ho¨lder’s inequality to deduce that
‖χˆ‖
L2tL
∞
u C
0,δ0
ω (M˜(Int)) . ‖trg˜/χ˜
(Small)‖
L2tL
∞
u C
0,δ0
ω (M˜(Int)) + ‖∂ ~Ψ‖L2tL∞u C0,δ0ω (M˜(Int)) (349)
+ ‖r˜1/2‖
L∞(M˜)
∥∥∥∂ ~Ψ∥∥∥
L2tL
∞
x (M˜)
∥∥∥r˜1/2(∂ ~Ψ, trg˜/χ˜(Small), χˆ)∥∥∥
L∞t L∞u L
p
ω(M˜)
.
Using the bound (177) for r˜, the estimate (264b) for trg˜/χ˜
(Small) and χˆ, the estimate (302a) for ∂ ~Ψ, the
already proven estimate (271) for trg˜/χ˜
(Small), (282b) for ∂ ~Ψ, and (327) for ∂ ~Ψ, we conclude that RHS (349) .
λ−1/2−30 as desired.
10.9.10. Proof of (268) for trg˜/χ˜
(Small) and trg/χ− 2r˜ . We first bound ‖trg˜/χ˜(Small)‖L q2t L∞u C0,δ0ω (M˜). We start
by noting the following estimate, which is a simple consequence of the estimate proved just below (344), and
which holds for t ∈ [0, T∗;(λ)]:∥∥∥trg˜/χ˜(Small)∥∥∥
L∞u C
0,δ0
ω (Σ˜t)
. t−1/2λ−1/2 + λ−1+40 +M
(
‖∂ ~Ψ‖
L∞u C
0,δ0
ω (Σ˜t)
)
.
Taking the norm ‖ ·‖
L
q
2
t ([0,T∗;(λ)])
of this estimate and using (152), (296) with Q := q2 , and (327), we conclude
that if q > 2 is sufficiently close to 2, then the desired estimate (268) for trg˜/χ˜
(Small) holds.
To prove (268) for trg/χ− 2r˜ , we use (207), the schematic relation ΓL = f(~L) ·∂ ~Ψ, the product-type estimates
mentioned at the beginning of Subsubsect. 10.9.2, (152), (327), (267), the already proven estimate (268) for
‖trg˜/χ˜(Small)‖
L
q
2
t L
∞
u C
0,δ0
ω (M˜)
, to conclude that if q > 2 is sufficiently close to 2, then∥∥∥∥trg/χ− 2r˜
∥∥∥∥
L
q
2
t L
∞
u C
0,δ0
ω (M˜)
. ‖trg˜/χ˜(Small)‖
L
q
2
t L
∞
u C
0,δ0
ω (M˜)
+ ‖∂ ~Ψ‖
L
q
2
t L
∞
u C
0,δ0
ω (M˜)
. λ 2q−1−40( 4q−1) + (λ1−80)( 2q− 12 ) · λ−1/2−30 . λ 2q−1−40( 4q−1)
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as desired.
10.9.11. Proof of (268) for χˆ. A slight modification of the proof of (349) yields that
‖χˆ‖
L
q
2
t L
∞
u C
0,δ0
ω (M˜)
. ‖trg˜/χ˜(Small)‖
L
q
2
t L
∞
u C
0,δ0
ω (M˜)
+ ‖∂ ~Ψ‖
L
q
2
t L
∞
u C
0,δ0
ω (M˜)
(350)
+ ‖r˜1/2‖
L∞(M˜)
∥∥∥∂ ~Ψ∥∥∥
L
q
2
t L
∞
x (M˜)
∥∥∥r˜1/2(∂ ~Ψ, trg˜/χ˜(Small), χˆ)∥∥∥
L∞t L∞u L
p
ω(M˜)
.
From (350), (152), (177), (264b), the already proven bound (268) for trg˜/χ˜
(Small), (304a), and (327), we
conclude that if q > 2 is sufficiently close to 2, then ‖χˆ‖
L
q
2
t L
∞
u C
0,δ0
ω (M˜)
. λ 2q−1−40( 4q−1) as desired.
10.9.12. Proof of (265e) for χˆ. Using (292b) with Q := p and taking into account (263), we find that
‖χˆ‖
L2tC
0,δ0
ω (C˜u) . ‖r˜∇/ χˆ‖L2tLpω(C˜u)+‖χ‖L2tL2ω(C˜u). Using the already proven estimates (265d) for ‖r˜∇/ χˆ‖L2tLpω(C˜u)
and (264a) for ‖χ‖L2tLpω(C˜u), we conclude that the RHS of the previous expression is . λ
− 12 as desired.
10.9.13. Proof of (272a)-(272b). Based on the transport equation (234), Lemma 10.3, (259a)-(259b), (257c)-
(257d), (152), the bootstrap assumptions, Prop. 10.4, and the previously proven estimates (264a), (265d),
(265e), and (271), the proof given in [56, Subsubsection 5.2.2] goes through verbatim.
10.9.14. Proof of (266) and (269). Based on the transport equation (233), the bootstrap assumptions,
and the previously proven estimates (273b) and (264a), the arguments given in the discussion surrounding
[56, Equation (5.90)] go through verbatim.
10.9.15. Proof of (274). Based on the evolution equations (235a)-(235b), Lemma 10.3, the bootstrap as-
sumptions, and the previously proven estimate (265d), the proof of [56, Lemma 5.15] (in which ln
(
r˜−2υ
)
was denoted by “ϕ”) goes through verbatim.
10.9.16. Proof of (265e) for ‖ζ‖
L2tC
0,δ0
ω (C˜u) and (275). We first simultaneously prove (265e) for ‖ζ‖L2tC0,δ0ω (C˜u)
and (275) for ‖r˜∇/ ζ‖L2tLpω(C˜u) with the help of the Hodge system (239a)-(239b). We now define the following
two scalar functions: F := RHS (239a), G := RHS (239b). From the Calderon–Zygmund estimate (332) with
Q := p, we deduce that for each fixed u ∈ [− 45T∗;(λ), T∗;(λ)], we have ‖r˜∇/ ζ‖L2tLpω(C˜u) . ‖r˜(F,G)‖L2tLpω(C˜u). In
the arguments given just below [56, Equation (5.97)], based on the bootstrap assumptions, (152), (177), and
the previously proven estimates (264b), (265e) for trg˜/χ˜
(Small) and χˆ, and (274), all terms on RHSs (239a)-
(239b) were shown to bounded in the norm ‖r˜ · ‖L2tLpω(C˜u) by . λ
−1/2 + λ−40‖ζ‖L2tL∞ω (C˜u), except that the
terms on RHSs (239a)-(239b) that are multiplied by λ−1 were not present there. To handle these remaining
terms, we use (312a). We have thus shown that ‖r˜∇/ ζ‖L2tLpω(C˜u) . λ
−1/2+λ−40‖ζ‖L2tL∞ω (C˜u). Moreover, using
(292b) with Q := p, the parameter relation (263), and (264a) (which implies ‖ζ‖L2tL2ω(C˜u) . ‖ζ‖L2tC0,δ0ω (C˜u) .
λ−1/2), we find that ‖ζ‖
L2tC
0,δ0
ω (C˜u) . ‖r˜∇/ ζ‖L2tLpω(C˜u) + ‖ζ‖L2tL2ω(C˜u) . ‖r˜∇/ ζ‖L2tLpω(C˜u) + λ
−1/2. Combining
the above estimates, we find that ‖r˜∇/ ζ‖L2tLpω(C˜u) . λ
−1/2 + λ−40‖r˜∇/ ζ‖L2tLpω(C˜u), from which we readily
conclude (when λ is sufficiently large) the desired bound (275) for ‖r˜∇/ ζ‖L2tLpω(C˜u) and the desired bound
(265e) for ‖ζ‖
L2tC
0,δ0
ω (C˜u).
To prove (275) for ‖r˜µ‖L2tLpω(C˜u), we must show that ‖r˜×RHS (236)‖L2tLpω(C˜u) . λ
−1/2. In the arguments
given just below [56, Equation (5.101)], based on the bootstrap assumptions, (152), (177), and the previously
proven estimates (264b), (265e), and (274), all terms on RHS (236) were shown to satisfy the desired bound,
except the term on RHS (236) that are multiplied by λ−1 was not present there. To handle this remaining
term, we use (312a).
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10.9.17. Proof of (271) for ζ and (268) for ζ. To prove (271) for ζ, we will use the Hodge system (239a)-
(239b). From these equations and the Calderon–Zygmund estimate (339) with ζ in the role of ξ, with Q := p
and c := 2, with f(~L) ·∂ ~Ψ in the role of F (where F represents the second terms on RHSs (239a) and (239b)),
with f(~Ψ) · ∂ ~Ψ in the role of ~˜F and with δ′ > 0 chosen to be sufficiently small, we find (where the implicit
constants can depend on δ′) that
‖ζ‖
L2tL
∞
x (M˜(Int)) . ‖r˜(∂ ~Ψ, trg˜/χ˜
(Small), χˆ, ζ, r˜−1) · (∂ ~Ψ, χˆ, ζ)‖
L2tL
∞
u L
p
ω(M˜(Int)) (351)
+ λ−1‖r˜(~C,D)‖
L2tL
∞
u L
p
ω(M˜) + ‖r˜∇/ ln
(
r˜−2υ
) · (∂ ~Ψ, ζ)‖
L2tL
∞
u L
p
ω(M˜)
+
∥∥∥νδ′Pν (f(~L) · ∂ ~Ψ)∥∥∥
L2t `
2
νL
∞
x (M˜)
+ ‖∂ ~Ψ‖
L2tL
∞
x (M˜).
Assuming that δ′ > 0 is chosen to be sufficiently small (in particular, at least as small as the parameter
δ0 in (282b)), the arguments given on [56, page 52] show that, thanks to the bootstrap assumptions, (152),
(177), and the already proven estimates (264b), (265e), (271) for trg˜/χ˜
(Small) and χˆ, and (274), all terms on
RHS (351) are . λ− 12−30 +λ−40 ‖ζ‖
L2tL
∞
x (M˜(Int)), except that the term on RHS (351) that is multiplied by
λ−1 was not present in [56]. To handle this remaining term, we use (312a). This shows that ‖ζ‖
L2tL
∞
x (M˜(Int)) .
λ−
1
2−30 + λ−40 ‖ζ‖
L2tL
∞
x (M˜(Int)) which, when λ is sufficiently large, yields the desired bound (271) for ζ.
Similarly, based on the Hodge system (239a)-(239b), the Calderon–Zygmund estimate (339) with Q := p,
the bootstrap assumptions, (152), (177), the already proven estimates (264b) and (274) and the already
proven estimate (268) for trg˜/χ˜
(Small) and χˆ, the arguments given on [56, page 52] yield the desired estimate
(268) for ζ, where we use (312b) to handle the λ−1-multiplied terms on RHSs (239a)-(239b).
10.9.18. Proof of (276a)-(276c). Based on (201a)-(201b), Lemma 10.3, the bootstrap assumptions, and the
previously proven estimate (271), the proof of these estimates given in [56, Lemma 6.1] goes through verbatim,
except for the estimate (276a) for ‖r˜ 12∇/σ‖LpωL∞t (C˜u). To bound this remaining term, we first use (273a) to
deduce (noting that u ≥ 0 since, by assumption, we have C˜u ⊂ M˜(Int))
‖r˜ 12∇/σ‖p
LpωL
∞
t (C˜u)
.
∫
S2
ess supt∈[u,T∗;(λ)]
∣∣∣r˜ 12∇/σ∣∣∣p
g/
(t, u,ω) d$e/(ω) (352)
.
∫
S2
ess supt∈[u,T∗;(λ)]
{
υ(t, u,ω)
∣∣∣r˜ 12− 2p∇/σ∣∣∣p
g/
(t, u,ω)
}
d$e/(ω)
:= ‖r˜ 12− 2p∇/σ‖p
Lp
g/
L∞t (C˜u)
.
From (352) and the already proven bound (276a) for ‖r˜ 12− 2p∇/σ‖Lp
g/
L∞t (C˜u), we conclude that RHS (352) .
λ−p/2 as desired.
10.9.19. Proof of (277a)-(277b). We make the bootstrap assumption ‖∇/σ‖
L2uL
2
tL
∞
ω (M˜(Int)) ≤ 1; this is viable
because (277a) yields an improvement of this bootstrap assumption.
We start by deriving a preliminary estimate for ‖r˜∇/ ζ˜‖
L2uL
2
tL
p
ω(M˜(Int)) using Hodge system (240a)-(240b).
To proceed, we define the following two scalar functions: F := RHS (240a), G := RHS (240b). From these
equations and the Calderon–Zygmund estimate (332), we deduce
‖r˜∇/ ζ˜‖
L2uL
2
tL
p
ω(M˜(Int)) . ‖r˜F‖L2uL2tLpω(M˜(Int)) + ‖r˜G‖L2uL2tLpω(M˜(Int)) + ‖r˜µˇ‖L2uL2tLpω(M˜(Int)).
In the next-to-last paragraph of the proof of [56, Proposition 6.3], based on the bootstrap assumptions,
(152), (177), and the previously proven estimates (264a) and (271), the author showed that all terms on
RHSs (240a)-(240b) are bounded in the norm ‖r˜ · ‖
L2uL
2
tL
p
ω(M˜(Int)) by . λ
−40 , except that the terms
on RHSs (240a)-(240b) that are multiplied by λ−1 were not present there. To handle these remaining
terms, we use (312c), which in total yields the desired preliminary estimate ‖r˜∇/ ζ˜‖
L2uL
2
tL
p
ω(M˜(Int)) . λ
−40 +
‖r˜µˇ‖
L2uL
2
tL
p
ω(M˜(Int)).
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We now derive estimates for µˇ. Using the transport equation (237), the identity (298a), the vanishing
initial conditions for r˜2µˇ along the cone-tip axis guaranteed by (258a), and (273a), we see that in M˜(Int),
we have ∣∣r˜2µˇ∣∣ (t, u,ω) . ∫ t
u
r˜2
{∣∣I(1) + I(2)∣∣} (τ, u,ω) dτ, (353)
where I(1) and I(2) are defined in (238a)-(238b). We now divide (353) by r˜(t, u) and take the norm
‖ · ‖
L2uL
2
tL
p
ω(M˜(Int)). In the proof of [56, Proposition 6.3], the author derived estimates for the terms on
RHS (353) that imply, based on the bootstrap assumptions, (152), (177), and the previously proven esti-
mates (264a), (264c), (265d), and (271), that ‖r˜µˇ‖
L2uL
2
tL
p
ω(M˜(Int)) . λ
−40 + λ−80‖r˜µˇ‖
L2uL
2
tL
p
ω(M˜(Int)) +
λ−40‖r˜∇/ ζ˜‖
L2uL
2
tL
p
ω(M˜(Int)), except that the terms on RHS (238b) that are multiplied by λ
−1 were not
present there. To handle these remaining terms, we use (310a) and (311a). Considering also the prelimi-
nary estimate for ‖r˜∇/ ζ˜‖
L2uL
2
tL
p
ω(M˜(Int)) derived in the previous paragraph, we deduce ‖r˜µˇ‖L2uL2tLpω(M˜(Int)) .
λ−40 + λ−80‖r˜µˇ‖
L2uL
2
tL
p
ω(M˜(Int)). Thus, when λ is sufficiently large, we conclude the desired bound (277a)
for ‖r˜µˇ‖
L2uL
2
tL
p
ω(M˜(Int)). Inserting this bound into the preliminary estimate for ‖r˜∇/ ζ˜‖L2uL2tLpω(M˜(Int)) derived
in the previous paragraph, we also conclude the desired bound (277a) for ‖r˜∇/ ζ˜‖
L2uL
2
tL
p
ω(M˜(Int)).
A similar argument yields (277b), where we divide (353) by r˜1/2(t, u), and to handle the terms on
RHS (238b) that are multiplied by λ−1, we use (310b) and (311b); we omit the details.
It remains for us to prove the estimate (277a) for ‖∇/σ‖
L2uL
2
tC
0,δ0
ω (M˜(Int)). First, using definition (211),
(292b) with Q := p, and the parameter relation (263), we see that
‖∇/σ‖
L2uL
2
tC
0,δ0
ω (M˜(Int)) . ‖r˜∇/ (ζ˜, ζ)‖L2uL2tLpω(M˜(Int)) + ‖∇/σ‖L2uL2tL2ω(M˜(Int)).
We have already shown that ‖r˜∇/ ζ˜‖
L2uL
2
tL
p
ω(M˜(Int)) . λ
−40 . To bound ‖r˜∇/ ζ‖
L2uL
2
tL
p
ω(M˜(Int)) by . λ
−40 , we
square the already proven estimate (275) for ‖r˜∇/ ζ‖L2tLpω(C˜u), integrate with respect to u over u ∈ [0, T∗;(λ)],
and use the bound (177) for u. Finally, to obtain the bound ‖∇/σ‖
L2uL
2
tL
2
ω(M˜(Int)) . λ
−40 , we square the
already proven estimate (276a) for ‖∇/σ‖L2tLpω(C˜u), integrate with respect to u over u ∈ [0, T∗;(λ)], and use the
bound (177) for u. Combining these estimates, we conclude that ‖∇/σ‖
L2uL
2
tC
0,δ0
ω (M˜(Int)) . λ
−40 as desired.
Remark 10.5. Throughout the rest of the proof of Prop. 10.1, we silently use the following estimates,
valid for 1 ≤ Q ≤ ∞, which are simple consequences of (273a): |f(t, u)| . ‖f‖LQω(St,u) and ‖f‖LQω(St,u) .
‖f‖LQω(St,u) (see (205) regarding the “overline” notation).
10.9.20. Proof of (278). Using the Hodge system (210), (292b) with Q := p, and (332) with Q := p, we find
that
‖(r˜∇/µ/ ,µ/ )‖Lpω(St,u), ‖µ/ ‖L∞ω (St,u) . ‖r˜(µˇ− µˇ)‖Lpω(St,u). (354)
Taking the norm ‖ · ‖L2tL2u of (354) over the range of (t, u)-values corresponding to M˜(Int) and using the
already proven estimate (277a) for ‖r˜µˇ‖
L2uL
2
tL
p
ω(M˜(Int)), we arrive at the desired bound (278).
10.9.21. Proof of (279)-(281b). We first note that the decomposition (279) follows from the definitions of
the quantities involved.
Throughout the rest of proof, D−1(F,G) will denote the solution ξ the following Hodge system on St,u:
div/ ξ = F, curl/ ξ = G. In our applications, ξ will be a one-form or a symmetric trace-free type
(
0
2
)
tensor
(where in the latter case, one can show that the one-forms F and G are constrained by the relation GA =
ABFA, where AB is the antisymmetric symbol with 12 = 1).
We start by proving (281a) for the term ‖ζ˜− µ/ ‖
L2tL
∞
x (M˜(Int)) on the LHS. We will use the Hodge system
(241a)-(241b). Note that we can split ζ˜ − µ/ = D−1(div/ ξ, curl/ ξ) + D−1(· · · , · · · ), where div/ ξ is the first
term on RHS (241a), curl/ ξ is the first term on RHS (241b), and (· · · , · · · ) denotes the remaining terms on
RHSs (241a)-(241b). Recall that the St,u-tangent tensorfields denoted here by ξ have Cartesian component
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functions of the form f(~L) · ∂ ~Ψ (and thus ξ satisfies the hypotheses needed to apply the estimate (339) with
f(~L) · ∂ ~Ψ in the role of F and f(~Ψ) · ∂ ~Ψ in the role of
~˜
F). Therefore, using (339) with δ′ > 0 chosen to
be sufficiently small (at least as small as the parameter δ0 > 0 in (282b)) and c := 2 to handle the term
D−1(div/ ξ, curl/ ξ), and (292b) and (332) with Q := p to handle the term D−1(· · · , · · · ), we deduce that
‖ζ˜− µ/ ‖
L2tL
∞
x (M˜(Int)) . ‖r˜(∂ ~Ψ, trg˜/χ˜
(Small), χˆ, ζ, r˜−1) · (∂ ~Ψ, χˆ, ζ)‖
L2tL
∞
u L
p
ω(M˜(Int)) (355)
+ λ−1‖r˜(~C,D)‖
L2tL
∞
u L
p
ω(M˜)
+
∥∥∥νδ′Pν (f(~Ψ) · ∂ ~Ψ)∥∥∥
L2t `
2
νL
∞
x (M˜)
+ ‖∂ ~Ψ‖
L2tL
∞
x (M˜).
At the very end of the proof of [56, Proposition 6.4] (in which the author derived bounds for the second piece
of quantity denoted by “A†,” which was split into two pieces there), the author gave arguments showing
that, thanks to the bootstrap assumptions, (177), and the previously proven estimates (264c) and (271), all
terms on RHS (355) are . λ− 12−30 , except that the term λ−1‖r˜(~C,D)‖
L2tL
∞
u L
p
ω(M˜) was not present in [56].
To handle this remaining term, we use (312a). We have therefore proved (281a) for ‖ζ˜− µ/ ‖
L2tL
∞
x (M˜(Int)).
To prove (280), we first note that in view of (245), it suffices to show that r˜µ/ (t, u,ω) = O(r˜)as t ↓ u.
The desired bound follows from applying the Calderon–Zygmund estimate (339) with F = 0 to the Hodge
system (210) and using the asymptotic estimate (258a) for µˇ.
We now prove the estimate (281a) for the remaining term ‖µ/ (1)‖L2tL∞x (M˜(Int)) on the LHS. Note that µ/ (1)
solves the Hodge-transport system (243a)-(243b), where the inhomogeneous term I(1) − I(1) is defined by
(238a). From (273a), (298a), and the initial condition (280), we deduce the pointwise identity
µ/ (1)(t, u,ω) = υ
− 12 (t, u,ω)
∫ t
u
[
υ
1
2D−1(I(1) − I(1), 0)
]
(τ, u,ω) dτ. (356)
The term I(1) − I(1) on RHS (356) is the same term appearing in [56]. At the start of the last paragraph
in the proof of [56, Proposition 6.4] (in which the author derived bounds for the first piece of quantity
denoted by A†, which was split into two pieces), the author derived estimates for RHS (356) showing that
‖µ/ (1)‖L2tL∞x (M˜(Int)) . λ
− 12−40 , which is in fact slightly better than the bound stated in (281a).
Finally, we prove the estimate (281b) for µ/ (2) using the Hodge-transport system (244a)-(244b). We first
define the following two scalar functions: F := RHS (244a), G := RHS (244b). From (244a)-(244b), (273a),
(298a), and the initial condition (280), we deduce the pointwise identity
µ/ (2)(t, u,ω) = υ
− 12 (t, u,ω)
∫ t
u
[
υ
1
2D−1(F,G)
]
(τ, u,ω) dτ. (357)
From (292b) with Q := p and (332), we find that ‖D−1(F,G)‖L∞ω (St,u) . ‖r˜(F,G)‖Lpω(St,u). From this
estimate, (357), (273a), and the simple bound r˜(τ, u)/r˜(t, u) . 1 for τ ≤ t, we deduce that
‖µ/ (2)‖L2uL∞t L∞ω (M˜(Int)) . ‖r˜(F,G)‖L2uL1tLpω(M˜(Int)).
In [56, Equation (6.37)] and the discussion below that equation, based on the bootstrap assumptions, (152),
(177), and the already proven estimates (264a), (264c), (265d), (271), (277a), and (278), the author gave
arguments that imply that ‖r˜(F,G)‖
L2uL
1
tL
p
ω(M˜(Int)) . λ
− 12−40 as desired, except that the terms in I(2)−I(2)
(i.e., the first term RHS (244a)) generated by the two terms on RHS (238b) with the coefficient λ−1 were
not present in [56]. To handle these new terms, we use (312d)-(312e). We have therefore proved (281b),
which completes the proof of Prop. 10.1.
11. Summary of the reductions of the proof of the Strichartz estimate of Theorem 7.2
In this section, we outline how the Strichartz estimate of Theorem 7.2 follows as a consequence of the
estimates for the eikonal function that we derived in Sect. 10. We only sketch the arguments since, given
the estimates that we derived in Sect. 10, the proof of Theorem 7.2 follows from the same arguments given
in [56]. We also refer to Subsect. 1.8 for an overview of the main ideas behind the analysis. For the reader’s
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convenience, we note that the flow of the logic can be summarized as follows, although in Subsects. 11.1-11.5,
we will discuss the steps in the reverse order:
1. Estimates for the eikonal function, connection coefficients, and conformal factor σ obtained in Sect. 10
2. =⇒ Estimates for a conformal energy for solutions ϕ to the linear wave equation g(~Ψ)ϕ = 0
3. =⇒ Dispersive-type decay estimate for the linear wave equation solution ϕ
4. =⇒ Rescaled version of the desired Strichartz estimates
5. =⇒ Theorem 7.2.
We remind the reader that the completion of the proof of Theorem 7.2 closes the bootstrap argument
initiated in Subsect. 3.5, thereby justifying the estimate (1) and completing the proof of Theorem 1.2.
11.1. Rescaled version of Theorem 7.2. From standard scaling considerations, one can easily show that
Theorem 7.2 (where in (109), ~Ψ denotes the non-rescaled wave variables) would follow66 from a rescaled
version of it, which we state as Theorem 11.1. Here we do not provide the simple proof that Theorem 7.2
follows from Theorem 11.1; we refer readers to [56, Section 3.1] and [56, Theorem 3.3] for further discussion.
Theorem 11.1 (Rescaled version of Theorem 7.2). Let P denote the Littlewood–Paley projection onto
frequencies ξ with 12 ≤ |ξ| ≤ 2. Under the assumptions of Subsect. 10.2, there is a Λ0 > 0 such that for every
λ ≥ Λ0, every q > 2 that is sufficiently close to 2, and every solution ϕ to the homogeneous linear wave
equation
g(~Ψ)ϕ = 0 (358)
on the slab [0, T∗;(λ)]× R3, the following mixed space-time estimate holds:
‖P∂ϕ‖Lq([0,T∗;(λ)])L∞x . ‖∂ϕ‖L2(Σ0). (359)
We clarify that in (358), the argument “~Ψ” in g(~Ψ) denotes the rescaled solution, as in Subsect. 9.1 and
Subsect. 9.3.
11.2. Dispersive-type decay estimate. As we discussed in Subsect. 11.1, to prove Theorem 7.2, it suffices
to prove Theorem 11.1. Theorem 11.1 can be shown, via a technical-but-by-now-standard T T ∗ argument, to
follow as a consequence of the dispersive-type decay estimate provided by Theorem 11.2. See [56, Appendix B]
for a proof that Theorem 11.1 follows from Theorem 11.2. We remark that the proof given in [56, Appendix B]
goes through almost verbatim, with only minor changes needed to handle the fact that the future-directed
unit normal to Σt is B in the present article (and thus the B-differentiation occurs on LHS (361)), while in
[56], the future-directed unit normal to Σt is ∂t.
We now state Theorem 11.2. In Subsect. 11.3, we will discuss its proof.67
Theorem 11.2 (Dispersive-type decay estimate). Let P denote the Littlewood-Paley projection onto fre-
quencies ξ with 12 ≤ |ξ| ≤ 2. Under the conventions of Subsect. 9.3 and the assumptions of Subsect. 10.2,
there exists a large Λ0 > 0 and a function d(t) ≥ 0 such that if λ ≥ Λ0 and if q > 2 is sufficiently close to 2,
then
‖d‖
L
q
2 ([0,T∗;(λ)])
. 1, (360)
and for every solution ϕ to the homogeneous linear wave equation (358) on the slab [0, T∗;(λ)] × R3, the
following decay estimate holds for t ∈ [0, T∗;(λ)]:
‖PBϕ‖L∞(Σt) .
{
1
(1 + t)
2
q
+ d(t)
}{
3∑
m=0
‖∂mϕ‖L1(Σ0) +
2∑
m=0
‖∂m∂tϕ‖L1(Σ0)
}
. (361)
66More precisely, the analog of Theorem 7.2 in [56], namely [56, Theorem 3.2], was stated only in the special case τ = tk,
where τ is as in the statement of Theorem 7.2. However, the case of a general τ ∈ [tk, tk+1] follows from the same arguments.
67The presence of up to three derivatives of ϕ on LHS (361) is not problematic because in practice, the estimate (361) is
only used on functions supported near unit frequencies in Fourier space (and thus the functions’ derivatives can be controlled
in terms of the function itself, by Bernstein’s inequality). See [56, Appendix B], especially the first estimate on page 105.
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11.3. Reduction of the proof of Theorem 11.2 to the case of compactly supported data. It is
convenient to reduce the proof of Theorem 11.2 to a spatially localized version in which the L1 norms on
the RHSs of the estimates are replaced with terms involving L2 norms, which are more natural (in view
of their connection to energy estimates). More precisely, the same arguments given in [56, Section 4] yield
that Theorem 11.2 follows as a consequence of Prop. 11.1, which is an analog of [56, Proposition 4.1], and
Lemma 11.2, which is an analog of [56, Lemma 4.2]. We will discuss the proof of Prop. 11.1 in Subsect. 11.5,
while we provide the simple proof of Lemma 11.2 in this subsection.
Proposition 11.1 (Spatially localized version of Theorem 11.2). Let R > 0 be as in Subsect. 9.1, let z ∈ Σ0,
and let γz(1) be the unique point γz(1) on the cone-tip axis in Σ1 (see Subsubsect. 9.4.1 for the definition of
the cone-tip axis). Let P denote the Littlewood–Paley projection onto frequencies ξ with 12 ≤ |ξ| ≤ 2. Under
the assumptions of Subsect. 10.2, there exists a large Λ0 > 0 and a function d(t) ≥ 0 such that if λ ≥ Λ0 and
if q > 2 is sufficiently close to 2, then
‖d‖
L
q
2 ([0,T∗;(λ)])
. 1, (362)
and for every solution ϕ to the homogeneous linear wave equation (358) on the slab [0, T∗;(λ)] × R3 whose
data on Σ1 are supported in the Euclidean ball BR(γz(1)) of radius R centered at γz(1), the following decay
estimate holds for t ∈ [1, T∗;(λ)]:
‖PBϕ‖L∞(Σt) .
{
1
(1 + |t− 1|) 2q
+ d(t)
}{‖∂ϕ‖L2(Σ1) + ‖ϕ‖L2(Σ1)} . (363)
Remark 11.1 (ϕ vanishes in [1, T∗;(λ)]× R3\M˜(Int)1 ). From the definition (171) of M˜(Int)1 , (174b), (174c),
(175), and standard domain of dependence considerations, it follows that the solution ϕ from Prop. 11.1
satisfies ϕ ≡ 0 in [1, T∗;(λ)]× R3\M˜(Int)1 .
Lemma 11.2 (Standard energy estimate for the wave equation). Under the bootstrap assumption (282a)
for the first term on the LHS, there exists a large Λ0 > 0 such that if λ ≥ Λ0, then solutions ϕ to the
homogeneous linear wave equation (358) (where in (358), g = g(~Ψ), with ~Ψ the rescaled solution) verify the
following estimate for t ∈ [0, T∗;(λ)]:
‖∂ϕ‖L2(Σt) . ‖∂ϕ‖L2(Σ0). (364)
Moreover, for 0 ≤ t ≤ 1, we have
‖ϕ‖L2(Σt) . ‖∂ϕ‖L2(Σ0) + ‖ϕ‖L2(Σ0). (365)
Proof. Reasoning as in our proof of (53), but omitting the ϕ2 term in the analog of the energy (50) and the
energy identity (54), we find that ‖∂ϕ‖2L2(Σt) . ‖∂ϕ‖2L2(Σ0) +
∫ t
0
{∥∥∥∂ ~Ψ∥∥∥
L∞(Στ )
+ 1
}
‖∂ϕ‖2L2(Στ ) dτ . (364)
now follows from this estimate, Gronwall’s inequality, and the estimate ‖∂ ~Ψ‖L1([0,T∗;(λ)])L∞x . λ−80 ≤ 1,
which is a simple consequence of (152) and (282a).
(365) then follows from (364) and the fundamental theorem of calculus. 
11.4. Mild growth rate for a conformal energy. The proof of Prop. 11.1. fundamentally relies on
deriving estimates for a conformal energy, which we define in this subsection. We stress that our definition
coincides with the definition of the conformal energy given in [56, Definition 4.4].
11.4.1. Definition of the conformal energy. We start by fixing two smooth, non-negative cut-off functions
of (t, u), denoted by W and W and satisfying 0 ≤ W (t, u) ≤ 1, 0 ≤ W (t, u) ≤ 1, such that the following
properties hold for t > 0:
W (t, u) =
{
1 if ut ∈ [0, 1/2],
0 if ut ∈ (−∞,−1/4] ∪ [3/4, 1],
W (t, u) =
{
1 if ut ∈ [0, 1],
0 if ut ∈ (−∞,−1/4],
(366a)
W (t, u) = W (t, u) if t ∈ [1, T∗;(λ)] and u
t
∈ (−∞, 1/2]. (366b)
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See Fig. 4 for a schematic depiction of the regions in the case z := 0, where for convenience, we have
suppressed the “quasilinear” nature of the geometry by depicting it as flat.
t = 1
r˜
t
t = T∗,(λ)
u
t ∈ [34, 1] ut ∈ [0, 12]
u
t ∈ [−∞, 14]
u
t ∈ [0, 1]
Figure 4. Schematic illustration of the regions appearing in definition (366a) in the case z := 0.
Definition 11.1 (Conformal energy). For scalar functions ϕ that vanish outside of M˜(Int) (see definition
(171) and Remark 11.1), we define the conformal energy C [ϕ] as follows:
C [ϕ](t) :=
∫
Σ˜
(Int)
t
(W −W )t2 {|Dϕ|2 + |r˜−1ϕ|2} d$g + ∫
Σ˜
(Int)
t
W
{
|r˜DLϕ|2 + |r˜∇/ϕ|2g/ + |ϕ|2
}
d$g. (367)
11.4.2. The precise eikonal function and connection coefficient estimates needed for the proof of the conformal
energy estimate. The following corollary is a routine consequence of Prop. 10.1. It provides all of the estimates
for the eikonal function and connection coefficients that are needed to prove Theorem 11.3. Some statements
in the corollary are redundant in the sense that they already appeared in Prop. 10.1. For the reader’s
convenience, we have allowed for redundancies; having all needed estimates in the same corollary will facilitate
our discussion of the proof of Theorem 11.3.
Corollary 11.3 (The precise estimates needed for the proof of the conformal energy estimate). Let
A := f(~L) ·
(
trg˜/χ˜
(Small), χˆ, trg/χ− 2
r˜
, ζ, ∂ ~Ψ, ~C,D, b
−1 − 1
r˜
, k, L ln b, Lσ, θˆ, θ− 2
r˜
)
, (368)
where f(~L) is any smooth function of the type described in Subsubsect. 9.9.1.
Under the assumptions of Subsect. 10.2, the following estimates hold, where p is as in (263):
T∗;(λ) ≤ λ1−80T∗, 0 ≤ r˜ < 2T∗;(λ), (369a)
‖b− 1‖
L∞(M˜) . λ
−0 ≤ 1
4
, υ ≈ r˜2, r˜trg˜/χ˜ ≈ 1. (369b)
Moreover, we have the following estimates,68 where the norms are defined in Subsects. 9.10 and 9.11 and
the corresponding spacetime regions such as C˜u ⊂ M˜ are defined in Subsect. 9.5:
‖A‖
L2tL
∞
x (M˜(Int)) . λ
−1/2−30 , (370a)
‖r˜(∇/ ,D/ L)A‖L2tLpω(C˜u) , ‖A‖L2tLpω(C˜u) ,
∥∥∥r˜1/2A∥∥∥
L∞t L
2p
ω (C˜u)
. λ−1/2, (370b)
68Our estimates (370a) and (373b) feature the power −1/2 − 30 on the RHS, as opposed to the power −1/2 − 40 that
appeared in the analogous estimates of [56]. This minor change has no substantial effect on the main results.
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‖r˜ 12Lσ‖L∞t L2pω (C˜u), ‖r˜
1
2− 2p∇/σ‖Lp
g/
L∞t (C˜u), ‖r˜
1
2∇/σ‖LpωL∞t (C˜u), ‖∇/σ‖L2tLpω(C˜u) . λ
−1/2, C˜u ⊂ M˜(Int),
(371a)
‖σ‖
L∞(M˜(Int)) . λ
−80 , (371b)
‖r˜−1/2σ‖
L∞(M˜(Int)) . λ
− 12−40 , (371c)
∥∥∥∥r˜1/2(b−1 − 1r˜ , trg/χ− 2r˜ , trg/χ+ 2r˜ , kNN
)∥∥∥∥
L∞t L2ω(C˜u)
. λ−1/2, (372)
‖µ/ (2)‖L2uL∞t L∞ω (M˜(Int)) ·
∥∥∥r˜1/2∇/σ∥∥∥
L∞u L
∞
t L
p
ω(M˜(Int))
. λ−1−40 , (373a)
‖(ζ, ζ˜− µ/ ,µ/ (1))‖L2tL∞x (M˜(Int)) ·
∥∥∥r˜1/2∇/σ∥∥∥
L∞t L∞u L
p
ω(M˜(Int))
. λ−1−30 , (373b)∥∥∥r˜3/2 (µˇ, trg/χ ·ΓL)∥∥∥
L2uL
∞
t L
p
ω(M˜(Int))
. λ−40 , (373c)
‖r˜∇/σ‖
L∞u L
∞
t L
p
ω(M˜(Int)) . λ
−40 , (373d)∥∥∥∥r˜−1/2{L(12trg˜/χ˜υ
)
− 1
4
(
trg/χ
)2
υ +
1
2
{L ln b} trg˜/χ˜υ − |∇/σ|2g/υ
}∥∥∥∥
L∞u L
∞
t L
p
2
ω(M˜(Int))
. λ− 12 . (373e)
Proof. The bootstrap assumptions imply that ‖f(~L)‖L∞(M˜(Int)) . 1; thus, we can ignore f(~L) throughout
the rest of this proof. The estimates (369a), (369b), (370a), (370b), (371a), (371b), and (371c) are re-
statements of (152), (177), (283b), and of estimates derived in Props. 10.1 and 10.4, combined with the
schematic relations L ln b = f(~L) · ∂ ~Ψ, Lσ = f(~L) · ∂ ~Ψ, k = f(~Ψ) · ∂ ~Ψ, θˆ = χˆ + f(~L) · ∂ ~Ψ, and θ − 2r˜ =
trg˜/χ˜
(Small) + f(~L) · ∂ ~Ψ (see (197a), (201a), (233), (200), and (207)). Here we clarify that although the
proof of the estimate (271) relied on Schauder-type estimates for χˆ that forced us to obtain control of∥∥(trg˜/χ˜(Small), trg/χ− 2r˜ , χˆ)∥∥L2tL∞u C0,δ0ω (M˜(Int)), we have stated the estimate (370a) in terms of the weaker
norm ‖ · ‖
L2tL
∞
x (M˜(Int)); control of this weaker norm is sufficient for the proof of Theorem 11.3.
(372) follows from (370b) and the schematic relations trg/χ − 2r˜ = trg˜/χ˜(Small) + f(~L) · ∂ ~Ψ, trg/χ + 2r˜ =
−trg˜/χ˜(Small) + f(~L) · ∂ ~Ψ, and kNN = f(~L) · ∂ ~Ψ (see (197a), (200), and (207)).
(373a) follows from (276a) and (281b).
(373b) follows from (276a), (281a), and (370a) for ζ.
(373c) follows from (265a), (277b), (306), and the schematic relation ΓL = f(~L) · ∂ ~Ψ.
(373d) follows from the bound (371a) for ‖r˜ 12∇/σ‖LpωL∞t (C˜u) and the estimate ‖r˜
1/2‖
L∞(M˜) . λ1/2−40
guaranteed by (369a).
To obtain (373e), we first use (229), the estimate (369b) for υ, and the aforementioned estimate
‖r˜1/2‖
L∞(M˜) . λ
1/2−40
to deduce that
LHS (373e) .
∥∥∥r˜1/2(∂ ~Ψ, ~C,D)∥∥∥
L∞t L∞u L
p
ω(M˜)
(374)
+ λ1/2−40
∥∥∥r˜1/2(∂ ~Ψ, trg˜/χ˜(Small), χˆ,∇/σ)∥∥∥2
L∞u L
∞
t L
p
ω(M˜(Int))
.
From the estimate (303a), the estimate (370b) for
∥∥r˜1/2A∥∥
L∞t L
p
ω(C˜u), and the estimate (371a) for ‖r˜
1
2∇/σ‖LpωL∞t (C˜u),
we conclude that RHS (374) . λ−1/2 as desired.

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11.4.3. Mild growth estimate for the conformal energy. The main estimate needed to prove Prop. 11.1 is
provided by the following theorem. The proof of the theorem is fundamentally based on the estimates for
the acoustic geometry provided by Cor. 11.3.
Theorem 11.3 (Mild growth estimate for the conformal energy). Let R > 0 be as in Subsect. 9.1 and let
γz(1) be the unique point γz(1) on the cone-tip axis in Σ1 (see Subsubsect. 9.4.1). Let ϕ be any solution to
the covariant linear wave equation (358) on the slab [0, T∗;(λ)]× R3 such that (ϕ|Σ1 , ∂tϕ|Σ1) is supported in
the Euclidean ball of radius R centered at the point γz(1) in Σ1 (and thus Remark 11.1 applies).
Then under the assumptions of Subsect. 10.2, for any ε > 0, there exists a constant Cε > 0 (which can
blow up as ε ↓ 0) such that the conformal energy of ϕ (which is defined in (367)) satisfies the following
estimate for t ∈ [1, T∗;(λ)]:
C [ϕ](t) ≤ Cε(1 + t)2ε
{
‖∂ϕ‖2L2(Σ1) + ‖ϕ‖2L2(Σ1)
}
. (375)
Discussion of proof. Given the estimates that we have already derived, the proof of Theorem 11.3 is the
same as the proof of [56, Theorem 4.5] given in [56, Section 7.6]. Thus, here we only clarify which estimates
are needed to apply the preliminary arguments given in [56, Section 7], which are used in [56, Section 7.6]
to prove Theorem 11.3.
For the reader’s convenience, we first list the main steps given in [56, Section 7], which lead to the proof
of Theorem 11.3. They are a collection estimates for the linear solution ϕ in the statement of the theorem:
1. The most basic ingredient in the proof is that one needs a uniform bound, in terms of the data, for
a standard non-weighted energy of ϕ along a portion of the constant-time hypersurfaces Σt and null
cones C˜u; see [56, Lemma 7.1].
2. A Morawetz-type energy estimate, which, when combined with Step 1, yields control, in terms of
the data, of a coercive spacetime integral weighted by negative powers of r˜ near the cone-tip axis.
3. The first two steps yield some control of ∂ϕ, but not over ϕ itself. Thus, in this step, one uses
separate arguments to control ϕ itself, in part with help from the fundamental theorem of calculus.
4. Comparison results for various norms and energies, some of which involve the conformal metric g˜
from Subsubsect. 9.7.1 and a corresponding conformally rescaled solution variable ϕ˜ := e−σϕ.
5. Weighted energy estimates for the wave equation g˜ϕ˜ = · · · , where the energies control the L and
∇/ derivatives of ϕ˜ along portions of Σt with weights involving υ (see (193)) and positive powers of r˜.
These are obtained by multiplying the wave equation g˜ϕ˜ = · · · by (Lϕ˜+ 12 trg˜/χ˜)r˜m for appropriate
choices of m ≥ 0, and integrating by parts. Ultimately, when combined with the estimates for ϕ
itself from Step 3, this allows one to bound the terms on RHS (367) in the region {u ≤ 3t4 }∩M˜(Int);
see [56, Section 7.6], in particular [56, Equation (7.94)] and [56, Equation (7.95)].
6. A decay estimate for the standard non-weighted energy along Σt, showing in particular that it decays
like (1 + t)−2; see [56, Equation (7.93)]. Ultimately, when combined with the estimates for ϕ itself
from Step 3, this yields the desired control of the terms on RHS (367) in the region {u ≥ t2}∩M˜(Int);
see [56, Section 7.6].
We now discuss precisely which of the estimates we have already derived are needed to repeat the ar-
guments of [56, Section 7] and to carry out the above steps. We will not fully describe all of the analysis
in [56, Section 7]; rather, we will describe only the part of the analysis that relies on the estimates we
have derived. We start by noting that the basic estimates (369a), (369b), and (371b) are used throughout
[56, Section 7]. We also refer readers to Footnote 68 regarding a minor discrepancy between the estimates
we derived here and corresponding estimates in [56]; we will not comment further on these issues.
Step 1 (see [56, Lemma 7.1]) is essentially equivalent to the basic energy estimates for the wave equations
derived in the proofs of Props. 4.1 and 6.1, differing only in that the needed estimates are spatially localized.
For the proof, one needs only the bound
∥∥(B)piαβ∥∥L1tL∞x . λ−80 , where (B)pi is the deformation tensor of
Bα(~Ψ) (with ~Ψ the rescaled solution). Since (B)piαβ = f(~Ψ) · ∂Ψ, the desired deformation tensor bound
follows from (152), (283c), and Ho¨lder’s inequality.
The Morawetz estimate from Step 2 is provided in [56, Lemma 7.4] and [56, Lemma 7.5]. The proof relies
on applying the divergence theorem (the geometric version, with respect to the rescaled metric g) on an appro-
priate spacetime region to the vectorfield (X)Jα[ϕ] := Qαβ [ϕ]Xβ − 12
{
(g−1)αβ∂βΘ
}
ϕ2 + 12Θ(g
−1)αβ∂β(ϕ2),
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where Qαβ [ϕ] is defined in (46), X := fN , N is the outward g-unit normal to St,u in Σt (see (181)),
f := −10 − 
−1
0
(1+r˜)20
, and Θ := r˜−1f . The error terms involve various geometric derivatives of N that can
be expressed in terms of connection coefficients of the null frame and their first derivatives. For the proof
of [56, Lemma 7.4] and [56, Lemma 7.5] to go through verbatim, one needs only the estimates (370a) and
(370b); see just below [56, Equation (7.18)].
In the control of the lower-order ϕ terms from Step 3, in the sub-step provided by [56, Lemma 7.6], one
needs the estimate (370a); see below [56, Equation (7.34)].
For the comparison results from Step 4, in the sub-step provided by [56, Proposition 7.10] one needs the
estimates (370b) and (371a); see below [56, Equation (7.43)] and [56, Equation (7.45)]. In the sub-step
provided by [56, Lemma 7.11], one needs the estimates (370b) and (371a).
In deriving the weighted energy estimate from Step 5, in the sub-step provided by [56, Lemma 7.15] one
needs the estimate (370a); see the first line of the proof. Then, in the same proof, to bound the error terms
denoted on [56, page 87] by “Ai”, (i = 1, 2, 3), one needs, respectively, the estimates (373a), (373b), and
(373c); see the analysis just below [56, Equation (7.72)].
For the energy-decay estimate provided by Step 6, in the sub-step provided by [56, Proposition 7.22], the
estimates (373d)-(373e) are ingredients needed to help bound the term denoted by “I” on [56, page 94]; see
[56, page 95] for the role that (373d)-(373e) play. One also needs (370a); see the top of [56, page 96].

11.5. Discussion of the proof of Proposition 11.1. Thanks to the assumptions of Subsect. 10.2 and
the estimates for the acoustic geometry that we obtained in (268), Prop. 11.1 follows as a consequence of
Theorem 11.3 and the same arguments given in [56, Section 4.1] (see in particular [56, Proposition 4.1]) and
Lemma 11.2.
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