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DISTRIBUTION PROPERTIES FOR t-HOOKS IN PARTITIONS
WILLIAM CRAIG AND ANNA PUN
Abstract. Partitions, the partition function p(n), and the hook lengths of their Ferrers-Young
diagrams are important objects in combinatorics, number theory and representation theory. For
positive integers n and t, we study pet (n) (resp. p
o
t (n)), the number of partitions of n with an
even (resp. odd) number of t-hooks. We study the limiting behavior of the ratio pet (n)/p(n),
which also gives pot (n)/p(n) since p
e
t (n) + p
0
t (n) = p(n). For even t, we show that
lim
n→∞
pet (n)
p(n)
=
1
2
,
and for odd t we establish the non-uniform distribution
lim
n→∞
pet (n)
p(n)
=


1
2
+
1
2(t+1)/2
if 2 | n,
1
2
− 1
2(t+1)/2
otherwise.
Using the Rademacher circle method, we find an exact formula for pet (n) and p
o
t (n), and this
exact formula yields these distribution properties for large n. We also show that for sufficiently
large n, the signs of pet (n)− pot (n) are periodic.
1. Introduction and Statement of Results
For a positive integer n, a partition λ = (λ1 ≥ λ2 ≥ · · · ≥ λk) of n is defined as a weakly
decreasing sequence of positive integers whose sum is n. For every n, the partition function
p(n) is defined as the number of partitions of n. The study of partitions and the partition
function has been of historical importance both in combinatorics and number theory. One
of the most important tools used in the combinatorial study of partitions are Ferrers-Young
diagrams, which are a geometric representation of a partition (λ1 ≥ · · · ≥ λk) as a grid of k rows
of left-aligned square cells, with row i containing λi cells. For instance, the partition (5, 4, 1) of
10 has the Ferrers-Young diagram
.
One important set of quantities associated with the Ferrers-Young diagram of a partition λ are
the hook numbers Hλ(i, j), the number of cells (a, b) in the diagram of λ such that i ≤ a and
j ≤ b. It is common to represent all hook numbers of λ by placing Hλ(i, j) in the interior of
each cell of the diagram. For instance, doing so for the partition λ = (5, 4, 1) yields
7 5 4 3 1
5 3 2 1
1 .
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For a partition λ of n, a Young tableau of shape λ is a labelling of each cell in the Ferrers-
Young diagram of shape λ by a distinct number from 1 through n. A standard Young tableau
is a Young tableau such that entries are increasing in rows (from left to right) and columns
(from top to bottom). These tableau are central objects in the representation theory of Sn
[10, 7, 9], as the irreducible representations of Sn are in one-to-one correspondence with the
partitions of n. For example, given a partition λ, the degree of the irreducible representation
of Sn corresponding to λ is the number of the standard Young tableaux of shape λ, denoted by
fλ. The hook numbers play an important role in calculating fλ via the Frame-Thrall-Robinson
hook length formula [2]:
fλ =
n!∏
(i,j)
Hλ(i, j)
.
Hook numbers and related quantities arise in other ways in combinatorics and representation
theory. The multiset of hook numbers of λ, denoted H(λ), appears in the famous Nekrosov-
Okounkov formula (formula (6.12) in [8])
∑
λ∈P
x|λ|
∏
h∈H(λ)
(1− z/h2) =
∏
k≥1
(1− xk)z−1,
which represents an extraordinary generalization of identities of Euler and Jacobi. Restricting
to hook numbers that are multiples of a fixed t is natural and leads to the study of t-core
partitions, which are defined as partitions for which no hook number is a multiple of t. The
numbers of t-core partitions have been the subject of much research, including the famous result
of Granville and Ono proving that t-core partitions exist for all positive integers when t ≥ 4 [3].
The study of t-cores is fundamental to the modular representation theory of symmetric groups.
For the positive integer t ≥ 2 and λ a partition of any positive integer, we wish to study the
parity of Ht(λ), defined to be the number of hook numbers of λ which are multiples of t. To
do so, we define the partition functions pet (n) and p
o
t (n) to count the number of partitions λ of
n for which the t-hook number Ht(λ) is even and odd, respectively. That is, we have
pet (n) := #{λ ⊢ n : Ht(λ) ≡ 0 (mod 2)},
pot (n) := #{λ ⊢ n : Ht(λ) ≡ 1 (mod 2)}.
(1.1)
Of particular interest here is the distribution of the parity of Ht(λ). To study the distribution
properties of the t-hook numbers, we define the functions δet (n) :=
pet(n)
p(n)
and δot (n) :=
pot (n)
p(n)
.
By definition, we have pet (n) + p
o
t (n) = p(n), and so δ
e
t (n) + δ
o
t (n) = 1. Naively, one would
expect an even distribution of parities as n becomes large, that is, we would expect that
δet (n) → 1/2 and δot (n) → 1/2. Numerically, this initial speculation receives support for small
values of t like t = 2, 4, 6, and 8, as the following table suggests.
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t δet (100) δ
e
t (1000) δ
e
t (10000) · · · ∞
2 0.56611246 0.50027931 0.50000000 · · · 1
2
4 0.47067843 0.50002869 0.50000000 · · · 1
2
6 0.52465920 0.50007471 0.50000000 · · · 1
2
8 0.49484348 0.49999135 0.50000000 · · · 1
2
However, numerical evidence below for the cases t = 3, 5, 7 and 9 appears to refute this naive
guess. In fact, these tables suggest the existence of multiple limiting values.
t δet (100) δ
e
t (500) δ
e
t (1000) δ
e
t (1500) · · · ∞
3 0.7137967695 0.7502983017 0.7499480195 0.7500039425 · · · 3
4
5 0.6374948698 0.6252149479 0.6250102246 0.6250009877 · · · 5
8
7 0.5468769228 0.5624965413 0.5625165550 0.5624989487 · · · 9
16
9 0.5375271584 0.5313027269 0.5312496766 0.5312499631 · · · 17
32
t δet (101) δ
e
t (501) δ
e
t (1001) δ
e
t (1501) · · · ∞
3 0.2376157284 0.2494431573 0.2499820335 0.2500060167 · · · 1
4
5 0.3755477486 0.3750000806 0.3750000001 0.3750000000 · · · 3
8
7 0.4396942088 0.4374987794 0.4374959329 0.4375000006 · · · 7
16
9 0.4787668076 0.4688094755 0.4687535414 0.4687510507 · · · 15
32
In this paper, we prove two main theorems which explain this data, and offer exact values
on the limiting values in these distributions.
Theorem 1.1. Assuming the notation above, the following are true.
1) If t is a positive even integer, then
lim
n→∞
δet (n) = lim
n→∞
δot (n) =
1
2
.
2) If t is a positive odd integer, then we have
lim
n→∞
δet (n) =


1
2
+
1
2(t+1)/2
if 2 | n,
1
2
− 1
2(t+1)/2
if 2 ∤ n,
and lim
n→∞
δot (n) =


1
2
− 1
2(t+1)/2
if 2 | n,
1
2
+
1
2(t+1)/2
if 2 ∤ n.
We also study the sign pattern of pet (n)− pot (n), for n→∞, which determines when pet(n) >
pot (n) and p
o
t (n) > p
e
t (n).
Theorem 1.2. For t > 1 a fixed positive integer, write t = 2sℓ with integers s, ℓ such that s ≥ 0
and ℓ odd. Then for sufficiently large n, the signs of pet (n)−pot (n) are periodic with period 2s+1.
In particular, the sign of pet (n)− pot (n) is alternating when t is odd and for sufficiently large n.
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Example. For example, if t = 6, we find, for sufficiently large n, that
pet (n)− pot (n)
{
> 0 if n ≡ 0, 1 (mod 4)
< 0 if n ≡ 2, 3 (mod 4) .
This paper is organized as follows. In Section 2, we state an exact formula for the difference
At(n) := p
e
t (n) − pot (n) (see Theorem 2.1), and prove the exact formula by applying the circle
method of Rademacher to the generating function of pet(n) − pot (n). In Section 3, we use this
exact formula to analyze the limiting behavior of the distributions of δet (n) and δ
o
t (n).
2. Exact Formulas
2.1. Auxiliary Partition Functions. Since pet (n) + p
o
t (n) = p(n), At(n) can serve a useful
auxiliary role in our study. The utility of the function At(n) comes from the generating function
Gt(x) :=
∑
n≥0
At(n)x
n =
∏
k≥1
(1− x4tk)t(1− xtk)2t
(1− x2tk)3t(1− xk) , (2.1)
proven in Corollary 5.2 of [6]. Using the generating function given in (2.1), we prove the
following exact formula for At(n), given as a Rademacher-type infinite series expansion.
Theorem 2.1. If n, t are positive integers with t > 1, then
At(n) =
∑
k∈Z+
(k,t)=1
k odd
∑
0≤h<k
(h,k)=1
⌊
t
24
⌋∑
j=0
[
2(t−1)/2π
kt3/4
w1(t, h, k)c1(j,M,H, 1) exp
(
2πi ·
(
(4t)−1
)
k
Hj − nh
k
)
·
(
t− 24j
24n− 1
) 3
4
I 3
2
(
π
12k
√
(t− 24j)(24n− 1)
t
)]
+
∑
k∈Z+
k
(k,t)
≡2 mod 4
∑
0≤h<k
(h,k)=1
⌊
T (1+3D2)
12
⌋∑
j=0
[
π
2(t−2)/2kT 3/4
w2(t, h, k)c2(j,M,H,D)
(
T (1 + 3D2)− 12j
24n− 1
) 3
4
· exp
(
2πi · (K0 + 1)T
′Hj − nh
k
)
I 3
2
(
π
6k
√
[T (1 + 3D2)− 12j](24n− 1)
T
)]
+
∑
k∈Z+
k
(k,t)
≡0 mod 4
∑
0≤h<k
(h,k)=1
⌊
T
24
⌋∑
j=0
[
2π
kT 3/4
w3(t, h, k)c3(j,M,H,D) exp
(
2πi · T
′Hj − nh
k
)
·
(
T − 24j
24n− 1
) 3
4
I 3
2
(
π
6k
√
(T − 24j)(24n− 1)
T
)]
,
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where D, T, T ′ are integers depending on k such that D = D(k) := (t, k), T = T (k) :=
D(k)
t
and T ′T ≡ 1 (mod k/D); H depends on h and k such that hH ≡ −1 (mod k) for any fixed
integers h, k with k > 0 and (h, k) = 1; K0 = K0(k) :=
k
4D
− 1
2
for positive even integers k
with
k
D
≡ 2 (mod 4); I 3
2
is a modified Bessel function of the first kind; for i = 1, 2, 3, functions
wi(t, h, k) and ci(j,M,H,D) are defined in Section 2.2.2.
Example. Here we illustrate Theorem 2.1 using the numbers At(m;n), which denotes the for-
mula summed over k = 1, 2, . . . , m. Theorem 2.1 is the conclusion that lim
m→∞
At(m,n) = At(n).
We offer some examples in the table below.
n
m 10 100 1000 · · · ∞
50 ≈ 114580.084 ≈ 114579.996 ≈ 114580.000 · · · 114580
100 ≈ 81486201.594 ≈ 81486198.001 ≈ 81486198.000 · · · 81486198
Table 1. Values of A3(m,n)
This result gives the following corollary.
Corollary 2.2. For t > 1 a fixed positive integer, write t = 2sℓ with integers s, ℓ such that
s ≥ 0 and ℓ is odd. Then as n→∞ we have
At(n) ∼ π
2s+
t
2
(
1 + 3 · 4s
24n− 1
) 3
4
I 3
2
(
π
√
(1 + 3 · 4s)(24n− 1)
6 · 2s+1
) ∑
0<h<2s+1
h odd
w2(t, h, 2
s+1)e−
piinh
2s .
In particular, when t is odd we have
At(n) ∼ (−1)n π · 2
(3−t)/2
(24n− 1)3/4 I 32
(
π
√
24n− 1
6
)
.
Proof. First we note that
∑
0<h<2s+1
h odd
w2(t, h, 2
s+1)e−
piinh
2s 6= 0 by Lemma 3.2. For z ∈ R+ and α ∈ R,
it is known that Iα(z) ∼ e
z
√
2πz
∞∑
m=0
am
(8z)m
, where a0 = 1 and am =
4α2 − (2m− 1)2
m
am−1 for
all m. From this asymptotic relation, we obtain that any countable collections of functions
{gi(n)}∞i=0 and {ai(n)}∞i=0 for which ai(n) = O(nm) for some m > 0, gi(n) → +∞ as n → ∞
and lim
n→∞
g0(n)
gi(n)
> 1 for all i 6= 0 will satisfy
∞∑
i=0
ai(n)I3/2(gi(n)) ∼ a0(n)I3/2(g0(n)) as n → ∞.
This reduces the proof to an asymptotic comparison of the inputs to each I-Bessel function.
Making comparisons for all combinations of k/(k, t) (mod 4), k, and j, we find that if t = 2sℓ
for ℓ an odd integer, associating g0(n) with the choice k/(k, t) = 2, k = 2
s+1, and j = 0 yields
the desired result.
Indeed, the input of each of the I-Bessel functions is the largest when j = 0, in which
case the input is given by
π
√
24n− 1
12k
when k is odd,
π
√
(1 + 3D2)(24n− 1)
6k
when
k
(k, t)
≡ 2
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(mod 4) and
π
√
24n− 1
6k
when
k
(k, t)
≡ 0 (mod 4). Comparing these, the dominant term
is
π
√
(1 + 3D2)(24n− 1)
6k
when
k
(k, t)
≡ 2 (mod 4) with k minimal satisfying k = 2D, so
k = 2s+1. When t is odd, then s = 0 and k = 2. Therefore, the result follows from∑
0<h<2s+1
h odd
w2(t, h, 2
s+1)e−
piinh
2s = w2(t, 1, 2)e
−πin = e0 · e−πin = e−πin.

2.2. Proof of Theorem 2.1.
2.2.1. The Circle Method. The approach that will be utilized in the proof of Theorem 2.1 is
commonly referred to as the “circle method”. Initially developed by Hardy and Ramanujan
and refined by Rademacher, the circle method has been employed with great success for the
past century in additive number theory. The crowning achievement of the circle method lies in
producing an exact formula for the partition function p(n), and it has been utilized to produce
similar exact formulas for variants of the partition function. A helpful and instructive sketch of
the application of Rademacher’s circle method to the partition function p(n) is given in Chapter
5 of [1]. Here, we will provide a summary of the circle method, in order to clarify the key steps
and the general flow of the argument.
The function At(n) has as its generating function Gt(x). Our objective is to use Gt(x) to
produce an exact formula for At(n). Consider the Laurent expansion of Gt(x)/x
n+1 in the
punctured unit disk. This function has a pole at x = 0 with residue p(n) and no other poles.
Therefore, by Cauchy’s residue theorem we have
At(n) =
1
2πi
∫
C
Gt(x)
xn+1
dx, (2.2)
where C is any simple closed curve in the unit disk that contains the origin in its interior. The
task of the circle method is to choose a curve C that allows us to evaluate this integral, and this
is achieved by choosing C to lie near the singularities of Gt(x), which are the roots of unity. For
every positive integer N and every pair of coprime non-negative integers 0 ≤ h < k ≤ N , we
can choose a special contour C in the complex upper half-plane, and divide this contour into
arcs Ch,k near the roots of unity e
2πih/k. Then integration over C can be expressed as a finite
sum of integrals over the arcs Ch,k, and elementary functions ψh,k are chosen with behavior
similar to Gt(x) near the singularity e
2πih/k. This is done by using properties of Gt(x) deduced
from the functional equation of the Dedekind eta function η(τ) := eπiτ/12
∏
n≥1
(1 − e2πinτ ) and
the relation between Gt(x) and η(τ) given by
Gt(e
2πiτ ) =
η(tτ)2tη(4tτ)t
η(τ)η(2tτ)3t
. (2.3)
The error created by replacing Gt(x) by ψh,k(x) can be estimated, and the integrals of the
ψh,k along Ch,k evaluated. This procedure produces estimates that can be used to formulate a
convergent series for At(n).
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2.2.2. Transformation formula for Gt(x) . We first recall the transformation formula for the
generating function of p(n) (see, for example [5] or P.96 in [1]).
Theorem 2.3. Let x = exp
(
2π · hi− z
k
)
and x′ = exp
(
2π · Hi− z
−1
k
)
, where Re(z) > 0,
k > 0, (h, k) = 1 and hH ≡ −1 (mod k). If F (x) :=
∞∏
m=1
1
1− xm , then
F (x) =
√
z · exp
(
π(z−1 − z)
12k
+ πis(h, k)
)
F (x′), (2.4)
where s(h, k) is the Dedekind sum defined by s(h, k) =
k∑
u=1
((u
k
))((hu
k
))
and
((m)) =


0 if m ∈ Z,
m− [m]− 1
2
otherwise.
By (2.3), Gt(x) can be expressed in terms of F (x):
Gt(x) =
F (x)
[
F
(
x2t
)]3t[
F
(
xt
)]2t[
F
(
x4t
)]t .
We can therefore apply Theorem 2.3 to find a similar transformation formula for Gt(x). We
must first define some notation. Let h, k be integers with k > 0 and (h, k) = 1. Let D = (t, k),
K =
k
D
, T =
t
D
(so (K, T ) = 1). Let T ′ be an integer such that TT ′ ≡ 1 (mod K). Note
that (Th,K) = 1 because (T,K) = 1 and (h,K) = 1. Let H be an integer so that hH ≡ −1
(mod k). In light of the definition of T ′, it will be useful to make a similar definition for any
parameter or constant. For instance, the integer 2′ will be defined so that 2(2′) ≡ 1 (mod K)
when K is understood from context.
Lemma 2.4. For j = 1, 2, 3, define x1 := x
t, x2 := x
2t, and x3 := x
4t. Then the following
transformation formulas for F (xj) hold.
(a) When K is odd, for j = 1, 2, 3 we have the transformation formulas
F (xj) =
√
2j−1Tz · exp
[
π
12K
(
1
2j−1Tz
− 2j−1Tz
)
+ πis(2j−1Th,K)
]
F (x′j)
hold, where x′j = exp
[
2π
(
Hj
K
i− 1
2j−1KTz
)]
and constants Hj are fixed so that 2
j−1ThHj ≡ −1
(mod K).
(b) Suppose K ≡ 2 (mod 4), and define K = 4K0 + 2. Then we have the transformation
formula
F (x1) =
√
Tz · exp
[
π
12K
(
1
Tz
− Tz
)
+ πis(Th,K)
]
F (x′1)
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and for j = 2, 3 we have
F (xj) =
√
2j−2Tz · exp
[
π
6K
(
1
2j−2Tz
− 2j−2Tz
)
+ πis(2j−2Th, 2K0 + 1)
]
F (x′j),
where x′1 = exp
[
2π
(
T ′H
K
i − 1
KTz
)]
, x′2 = exp
[
2π
(
T ′H
2K0 + 1
i − 1
(2K0 + 1)Tz
)]
, and x′3 =
exp
[
2π
(
(K0 + 1)T
′H
2K0 + 1
i− 1
KTz
)]
.
(c) Suppose K ≡ 0 (mod 4), and define K = 4K1. Then for j = 1, 2, 3 we have the transfor-
mation formulas
F (xj) =
√
Tz · exp
[
23−jπ
12K
(
1
Tz
− Tz
)
+ πis(Th, 23−jK1)
]
F (x′j),
where x′j = exp
[
2π
(
T ′H
23−jK1
i− 1
23−jK1Tz
)]
for all j.
Proof. We only prove (a), as (b) and (c) follow by making appropriate changes. By definition,
x1 = exp
(
2π · Thi− Tz
K
)
. Since (Th,K) = 1 and ThH1 ≡ −1 (mod K), from Theorem 2.3
we may infer that
F (x1) =
√
Tz · exp
[
π
12K
(
1
Tz
− Tz
)
+ πis(Th,K)
]
F (x′1)
for x′1 = exp
[
2π
(
H1
K
i− 1
KTz
)]
. Defining the constants Hj = (2
j−1)′T ′H , the corresponding
transformation formulas for F (x2) and F (x3) follow as well. 
Now, to derive further transformation formulas, we use the changes of variables y1 :=
exp
[
2π
(
4′T ′H
k
i − 1
4kTz
)]
when K is odd, y2 := exp
[
2π
(
(K0 + 1)T
′H
k
i − 1
2kTz
)]
when
K ≡ 2 (mod 4), and y3 := exp
[
2π
(
T ′H
k
i− 1
kTz
)]
when K ≡ 0 (mod 4). These are helpful
for making changes of variables in the transformation laws. If K is odd choose an integer M1
satisfying 4 · 4′T ′T = M1K + 1, if K ≡ 2 (mod 4) choose M2 so that TT ′ = M2K + 1, and if
K ≡ 0 (mod 4) choose an integer M3 so that TT ′ = M3K + 1. Then the definitions of the x′j
imply the identities
x′ = y4T1 · exp
(
− 2πi · M1H
D
)
= y2T2 · exp
[
− 2π · M2(K + 2) + 1
2D
Hi
]
= yT3 exp
(
− 2π · M3H
D
i
)
,
x′1 = y
4D
1 = −y2D2 = yD3 , x′2 = y2D1 = y4D2 = y2D3 , x′3 = yD1 = y2D2 = y4D3 .
We now proceed to use these in order to derive transformation formulas for Gt(x). Using
these identities for each case, the transformation laws
DISTRIBUTION PROPERTIES FOR t-HOOKS IN PARTITIONS 9
Gt(x) =


2t/2
√
z exp
[
π
12k
(
4− 3D2
4z
− z
)]
w1(t, h, k)
F (x′)[F (x′2)]
3t
[F (x′1)]
2t[F (x′3)]
t
if K ≡ 1, 3 (mod 4)
2t/2
√
z exp
[
π
12k
(
1 + 3D2
z
− z
)]
w2(t, h, k)
F (x′)
[
F (x′2)
]3t[
F (x′1)
]2t[
F (x′3)
]t if K ≡ 2 (mod 4)
√
z exp
[
π
12k
(z−1 − z)
]
w3(t, h, k)
F (x′)
[
F (x′2)
]3t[
F (x′1)
]2t[
F (x′3)
]t if K ≡ 0 (mod 4)
follows, where w1(t, h, k) := exp
[
πi
(
s(h, k)+3ts(2Th,K)−2ts(Th,K)−ts(4Th,K))], w2(t, h, k) :=
exp
[
πi
(
s(h, k)+3ts(Th, 2K0+1)−2ts(Th,K)−ts(2Th, 2K0+1)
)]
, and w3(t, h, k) := exp
[
πi
(
s(h, k)+
3ts(Th, 2K0)−2ts(Th,K)−ts(Th,K0)
)]
. We can derive series expansions of
F (x′)
[
F (x′2)
]3t[
F (x′1)
]2t[
F (x′3)
]t
by changing variables to each yj. These expansions are defined by
∞∑
n=0
cj(n,Mj , H,D)y
n
j :=
F (x′)
[
F (x′2)
]3t[
F (x′1)
]2t[
F (x′3)
]t
for j = 1, 2, 3 using the transformation laws. This equation serves as a definition for the
constants cj(n,Mj , H,D). To make use of these transformation laws, we require exact formulas
for wj(t, h, k) for j = 1, 2, 3. We first state a result by Hagis [4] that helps in this direction.
Proposition 2.5. If u, v are nonzero integers, then
exp(πis(u, v)) =


(
u
v
)
i
v−1
2 exp
[
2πiq
u− u′
gv
]
if v is odd, where g = (3, v),
(
v
u
)
i
b(v+1)
2 exp
[
2πiq
u− u′
gv
]
if v is even, where g = 8(3, v), b ≡ u′ (mod 8),
where uu′ ≡ −1 (mod gv), fq ≡ 1 (mod gv), and fg = 24. Here
(
v
u
)
is the Jacobi symbol.
As before, let t, h, k be integers with t, k > 0 and (h, k) = 1. Let D = (t, k), K =
k
D
,
and T =
t
D
. Let H, T ′ be integers such that TT ′ ≡ 1 (mod K) and hH ≡ −1 (mod k). For
relatively prime integers a, n, we also define (a−1)n to be any multiplicative inverse of a modulo
n.
Lemma 2.6. Suppose K is odd. Define the constants
sk :=
{
8 if 2 ∤ k,
1 if 2 | k, αk :=
{
3 if 3 ∤ k,
1 if 3 | k, δK :=
{
3 if 3 | K,
1 if 3 ∤ K,
sˆk := 9− sk, αˆk := 4− αk, γk := skαk, and γˆk := sˆkαˆk. Then
w1(t, h, k) := β
(1)
t,h,k exp
[
2πi
(γ−1k )γˆkk(h+ (h
−1)γˆkk)− αˆk((4skTh)−1)δKKDt
γˆkk
]
,
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where β
(1)
t,h,k :=
(
h
k
)(
2
K
)t
i
k−1
2 if 2 ∤ k and β
(1)
t,h,k :=
(
k
h
)(
2
K
)t
i
b(k+1)
2 if 2 | k, where b is chosen
so that b ≡ −(h−1)8αˆkk (mod 8).
Proof. Recall that w1(t, h, k) is defined for K odd by
w1(t, h, k) = exp
[
πi
(
s(h, k) + 3ts(2Th,K)− 2ts(Th,K)− ts(4Th,K))].
Applying Proposition 2.5 and simplifying, we have
w1(t, h, k) = exp
[
πis(h, k)
]( 2
K
)t
exp
[
2πiq
gK
[
− 3t(2Th)′ + 2t(Th)′ + t(4Th)′
]]
,
where g = (3, K),
24q
g
≡ 1 (mod gK), and (a)′ is defined by a(a)′ ≡ −1 (mod gK) for any
a. Since (Th)′ ≡ 2(2Th)′ ≡ 4(4Th)′ (mod gK), we may suppose that (Th)′ = 4(4Th)′ and
(2Th)′ = 2(4Th)′. Therefore,
w1(t, h, k) = exp
[
πis(h, k)
]( 2
K
)t
exp
[
2πiq
gK
[
− 3t · 2(4Th)′ + 2t · (4Th)′ + t(4Th)′
]]
=
(
2
K
)t
exp
[
πis(h, k)
]
exp
[
2πiq · 3t(4Th)
′
gK
]
.
Here, we split into cases. First, suppose that 3 ∤ K. Then g = 1 and q = (24−1)K , which
implies 4Th(4Th)′ ≡ −1 (mod K). Noting that 4Th · (4−1)KT ′H ≡ −1 (mod K), we may take
(4Th)′ = (4−1)KT
′H , and so
w1(t, h, k) =
(
2
K
)t
exp
[
πis(h, k)
]
exp
[
2πi · t(32
−1)KT
′H
K
]
.
Suppose that k is odd. If 3 ∤ k, then by Proposition 2.5 taking u = h and v = k, we have
g = 1, f = 24, q = (24−1)k, u
′ = H and
exp
[
πis(h, k)
]
=
(
h
k
)
i
k−1
2 exp
[
2πi(24−1)k
h−H
k
]
.
Simplifying then yields the appropriate identity, all other cases are derived similarly.

Lemma 2.7. Suppose K ≡ 2 (mod 4). Define β(2)t,h,k :=
(
k
h
)(
2
2K0 + 1
)t
(−1)tK0 · i 2tb+B(k+1)2
with b ≡ −((Th)−1)8(3,K)K (mod 8), B ≡ −(h−1)8αˆkk, K = 4K0 + 2. Then if 3 ∤ K we have
w2(t, h, k) = β
(2)
t,h,k exp
[
2πi(3−1)8k
h+ (h−1)8k
8k
]
· exp
[
2πi
(−(3−1)8K[5t(K0 + 1)T ′H + t((Th)−1)8K]
4K
)]
,
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and otherwise
w2(t, h, k) = β
(2)
t,h,k exp
[
2πi
h+ (h−1)24k
24k
]
· exp
[
2πi
(
3(2K0 + 1)m
[
tTh+ 5t
(
(2Th)−1
)
3(2K0+1)
]
+ 5t
(
(2Th)−1
)
3(2K0+1)
− t((Th)−1)24K
12K
)]
.
Proof. Recall that w2(t, h, k) is defined for K ≡ 2 (mod 4), with
w2(t, h, k) = exp
[
πi
(
s(h, k) + 3ts(Th, 2K0 + 1)− 2ts(Th,K)− ts(2Th, 2K0 + 1)
)]
.
As in Lemma 2.6, we apply Proposition 2.5 on each of s(Th, 2K0+1), s(Th,K) and s(2Th, 2K0+
1), and after simplifying we have
w2(t, h, k) =
(
2
2K0 + 1
)t
(−1)tK0 · itb exp [πis(h, k)] exp [2πiq1 · tTh− 3t(Th)′ + t(2Th)′
g1(2K0 + 1)
]
· exp
[
2πiq2 · −2tTh− 2t((Th)
−1)g2K
g2K
]
,
where g1 = (3, 2K0 + 1), g2 = 8(3, K), b ≡ −((Th)−1)g2K (mod 8). Furthermore, Th(Th)′ ≡
2Th(2Th)′ ≡ −1 (mod g1(2K0 + 1)) which means we can set (Th)′ = 2(2TH)′. Then we have
w2(t, h, k) =
(
2
2K0 + 1
)t
(−1)tK0 · itb exp [πis(h, k)]
· exp
[
2πi
(
q1
(
tTh− 5t(2Th)′)
g1(2K0 + 1)
− q2
(
2tTh+ 2t((Th)−1)g2K
)
g2K
)]
.
Suppose 3 ∤ K. Then g1 = 1, q1 = (24
−1)2K0+1, g2 = 8, q2 = (3
−1)8K , b ≡ −((Th)−1)8K (mod 8)
all hold. Note that 2Th·(K0+1)T ′H ≡ −1 (mod 2K0+1), we can choose (2Th)′ = (K0+1)T ′H .
Simplifying, we obtain
w2(t, h, k) =
(
2
2K0 + 1
)t
(−1)tK0 · itb exp [πis(h, k)]
· exp
[
2πi
(
(3−1)2K0+1
[
tTh− 5t(K0 + 1)T ′H
]− (3−1)8K(tTh + t((Th)−1)8K)
4K
)]
.
Since 3 · (3−1)8K ≡ 1 (mod 2K0 + 1), we can set (3−1)2K0+1 = (3−1)8K , and so
w2(t, h, k) =
(
2
2K0 + 1
)t
(−1)tK0itb exp [πis(h, k)]
· exp
[
2πi
−(3−1)8K
[
5t(K0 + 1)T
′H + t((Th)−1)8K
]
4K
]
.
The proof when 3 | K is similar. 
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Lemma 2.8. Let 4|K, and set K = 4K1. Further define b1 ≡ (h−1)8k(3,k) (mod 8), b2 ≡(
(Th)−1
)
4K(3,K1)
(mod 8), b3 ≡
(
(Th)−1
)
8K(3,K1)
(mod 8). Define
β
(3)
t,h,k :=


(
k
h
)(
2K1
Th
)t(
Th
K1
)t
i
b1(k+1)+tb3(1−2K1)+t(1−K1)
2 if 2 ∤ K1, 3 ∤ K1,(
k
h
)(
2K1
Th
)t(
Th
K1
)t
i
b1(k+1)+3tb2(2K1+1)−2tb3(K+1)+t(1−K1)
2 if 2 ∤ K1, 3 | K1,(
k
h
)(
2
Th
)t
i
b1(k+1)−3tb3K1
2 if 2 | K1.
Then there is an integer m ∈ Z for which
w3(t, h, k) =


β
(3)
t,h,k exp
[
2πi
(
(α−1k )(h+ (h
−1)γˆkk)− 3km
[
Th+ ((Th)−1)24K
]
γˆkk
)]
if 2 ∤ K1, 3 | K1,
β
(3)
t,h,k exp
[
2πi
(α−1k )(h + (h
−1)γˆkk)
γˆkk
]
otherwise.
Proof. Recall that w3(t, h, k) is defined for K ≡ 2 (mod 4), with
w3(t, h, k) = exp
[
πi
(
s(h, k) + 3ts(Th, 2K1)− 2ts(Th,K)− ts(Th,K1)
)]
.
As in Lemma 2.6, we apply Proposition 2.5 on s(h, k), s(Th, 2K1), s(Th,K) and simplifying we
obtain
w3(t, h, k) =
(
k
h
)(
2K1
Th
)t
i
b1(k+1)+3tb2(2K1+1)−2tb3(K+1)
2 exp
[
2πiq1
h+ (h−1)g1k
g1k
]
· exp
[
2πiq2
3t
[
Th+
(
(Th)−1
)
2g2K1
]
2g2K1
]
exp
[
2πiq3
−2t
[
Th+
(
(Th)−1
)
g3K
]
g3K
]
exp
[− ts(Th,K1)],
where g1 = 8(3, k), g2 = 8(3, 2K1) = 8(2, K1), g3 = 8(3, K) = 8(3, K1) = g2,
24q1
g1
≡ 1
(mod g1k),
24q2
g2
≡ 1 (mod 2g2K1), 24q3
g3
≡ 1 (mod g3K), b1 ≡ (h−1)g1k (mod 8), b2 ≡
(
(Th)−1
)
2g2K1
(mod 8), and b3 ≡
(
(Th)−1
)
g3K
(mod 8).
We now split into cases based on the parity of K1. First, suppose K1 is odd. Immediately,
w3(t, h, k) =
(
k
h
)(
2K1
Th
)t(
Th
K1
)t
i
b1(k+1)+3tb2(2K1+1)−2tb3(K+1)+t(1−K1)
2 exp
[
2πiq1
h+ (h−1)g1k
g1k
]
· exp
[
2πi
(
3q2t
[
Th+
(
(Th)−1
)
2g2K1
]
2g2K1
−
2q3t
[
Th+
(
(Th)−1
)
g3K
]
g3K
−
q4t
[
Th+
(
(Th)−1
)
g4K1
]
g4K1
)]
,
where g4 = (3, K1),
24q4
g4
≡ 1 (mod g4K1). If we additionally suppose 3 ∤ K1, then 3 ∤ K and 3 ∤
2K1, so g2 = g3 = 8, g4 = 1, q2 = (3
−1)16K1 = (3
−1)4K , q3 = (3
−1)8K , and q4 = (24
−1)K1. Noting
that 3q3 ≡ 1 (mod 4K), we set q2 = (3−1)8K = q3. Similarly, Th ·
(
(Th)−1
)
8K
≡ 1 (mod K1),
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so we set
(
(Th)−1
)
4K
and
(
(Th)−1
)
K1
as
(
(Th)−1
)
8K
, which implies b2 = b3 ≡
(
(Th)−1
)
8K
(mod 8). Then simplifying, we obtain
w3(t, h, k) =
(
k
h
)(
2K1
Th
)t(
Th
K1
)t
i
b1(k+1)+tb3(1−2K1)+t(1−K1)
2 exp
[
2πi
q1
(
h + (h−1)g1k
)
g1k
]
· exp
[
2πi
((
4 · (3−1)8K − 4(3−1)K1
)
t
[
Th+
(
(Th)−1
)
8K
]
8K
)]
.
Since 3 · (3−1)8K ≡ 1 (mod K1), we can set (3−1)K1 = (3−1)8K . Therefore,
w3(t, h, k) =
(
k
h
)(
2K1
Th
)t(
Th
K1
)t
i
b1(k+1)+tb3(1−2K1)+t(1−K1)
2 exp
[
2πi
q1
(
h+ (h−1)g1k
)
g1k
]
,
where g1 = 8, q1 = (3
−1)8k if 3 ∤ k and g1 = 24, q1 = 1 if 3 | k. Similarly, if 3 | K1, then
g1 = g2 = g3 = 24, g4 = 3, q1 = q2 = q3 = 1, q4 = (8
−1)3K1 . This implies
w3(t, h, k) =
(
k
h
)(
2K1
Th
)t(
Th
K1
)t
i
b1(k+1)+3tb2(2K1+1)−2tb3(K+1)+t(1−K1)
2 exp
[
2πi
h + (h−1)24k
24k
]
· exp
[
2πi
(
3t
[
Th+
(
(Th)−1
)
12K
]
− t
[
Th+
(
(Th)−1
)
24K
]
12K
−
t(8−1)3K1
[
Th+
(
(Th)−1
)
3K1
]
3K1
)]
.
Since Th · ((Th)−1)
24K
≡ 1 (mod 12K), we may fix ((Th)−1)
12K
=
(
(Th)−1
)
24K
, so
w3(t, h, k) =
(
k
h
)(
2K1
Th
)t(
Th
K1
)t
i
b1(k+1)+3tb2(2K1+1)−2tb3(K+1)+t(1−K1)
2 exp
[
2πi
h+ (h−1)24k
24k
]
· exp
[
2πi
(
t
[
Th+
(
(Th)−1
)
24K
]
6K
−
t(8−1)3K1
[
Th+
(
(Th)−1
)
3K1
]
3K1
)]
=
(
k
h
)(
2K1
Th
)t(
Th
K1
)t
i
b1(k+1)+3tb2(2K1+1)−2tb3(K+1)+t(1−K1)
2 exp
[
2πi
h+ (h−1)24k
24k
]
· exp
[
2πi
(
t
[
Th+
(
(Th)−1
)
24K
]
6K
−
t(3K1m+ 1)
[
Th +
(
(Th)−1
)
3K1
]
6K
)]
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for some integer m. Since Th ·((Th)−1)
24K
≡ 1 (mod 3K1), we set
(
(Th)−1
)
3K1
=
(
(Th)−1
)
24K
without loss of generality. So,
w3(t, h, k) =
(
k
h
)(
2K1
Th
)t(
Th
K1
)t
i
b1(k+1)+3tb2(2K1+1)−2tb3(K+1)+t(1−K1)
2 exp
[
2πi
h+ (h−1)24k
24k
]
· exp
[
2πi
(
−
3K1m
[
Th+
(
(Th)−1
)
24K
]
6K
)]
=
(
k
h
)(
2K1
Th
)t(
Th
K1
)t
i
b1(k+1)+3tb2(2K1+1)−2tb3(K+1)+t(1−K1)
2
· exp
[
2πi
(
h+ (h−1)24k − 3km
[
Th+
(
(Th)−1
)
24K
]
24k
)]
.
This completes the proof of all formulae for K1 odd, and the result follows mutatis mutandis
for K1 even. 
Using these exact formulas for wj , we compute the magnitudes of each wj.
Proposition 2.9. Let t, h, k be integers such that t, k > 0 and (h, k) = 1. Then for r = 1, 2, 3
and integers M,n, j where n > 0 and j ≥ 0, we may write
wr(t, h, k) = Cr(t, h, k) exp
[
2πi
q[Uh + V (h−1)gk]
gk
]
,
where |Cr(t, h, k)| = 1, and U, V, g, q ∈ Z satisfy g ∈ {1, 3, 8, 24} and 24
g
q ≡ 1 (mod gk).
Furthermore, Cr(t, h, k) depends on k and t only if we fix integers a, d with d odd such that
h ≡ a (mod k) and h ≡ d (mod 8).
Proof. By Lemma 2.6, w1(t, h, k) is given by
w1(t, h, k) = β
(1)
t,h,k exp
[
2πi
(γ−1k )γˆkk(h+ (h
−1)γˆkk)− αˆk((4skTh)−1)δKKDt
γˆkk
]
,
where all parameters defined as in Lemma 2.6. An elementary calculation shows that we may set
(x−1)u = (x
−1)gk if u | gk. Using this as a factorization trick on w1(t, h, k), we see that w1(t, h, k)
is of the form w1(t, h, k) = β
(1)
t,h,k exp
[
2πi
q[Uh+ V (h−1)gk]
gk
]
. We then set C1(t, h, k) = β
(1)
t,h,k.
Since
( ·
k
)
is periodic modulo k, C1(t, h, k) depends on t, k only if a is fixed and k is odd. If
k is even, let k = 2αk′ where k′ is odd and α is a positive integer, then
(
k
h
)
=
(
2
h
)α(
k′
h
)
=
(−1)α(h
2
−1)
8 · (−1) (h−1)(k−1)4
(
h
k′
)
and i
b(k+1)
2 depend on k if h ≡ a (mod k) and h ≡ d (mod 8)
for some fixed integers a and d. As a result, C1(t, h, k) depends on k and t only if we fix h ≡ a
(mod k) and h ≡ d (mod 8) for some fixed integers a and d with d odd. The proofs for r = 2, 3
follow in similar fashion. 
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Lemma 2.10. Using the notation of Proposition 2.9 for wr(t, h, k), then for any positive integer
n, (qU − gn, gk) ≤ 24n− 1.
Proof. Consider the case whenK is odd. If k is odd and 3 ∤ k, then (qU−gn, gk) = (1−24n, k) ≤
24n−1. If k is odd and 3 | k, then (qU−gn, gk) = ((8−1)3k−3n, 3k) = (8 · (8−1)3k−24n, 3k) =
(3kA1 + 1− 24n, 3k) = (1− 24n, 3k) ≤ 24n− 1 where A1 is any integer. If k is even and 3 ∤ k,
then (qU − gn, gk) = ((3−1)8k − 8n, 8k) = (3 · (3−1)8k − 24n, 8k) = (8kA2 + 1 − 24n, 8k) =
(1 − 24n, 8k) ≤ 24n − 1 where A2 is any integer. If k is even and 3 | k, then (qU − gn, gk) =
(1− 24n, 24k) ≤ 24n− 1. The proof is analogous when K is 0 or 2 modulo 4. 
By replacing t + 1 and the condition that h ≡ a (mod D) in Theorem 2 of [5] by t ≡ h ≡ a
(mod k), and replacing the last paragraph of the proof of Theorem 2 of [5] by Lemma 2.10, we
obtain the following theorem.
Theorem 2.11. Let n, t, h,H, k,M be integers such that t, k > 0, t ≤ n, (h, k) = 1 and hH ≡
−1 (mod k) where s1 ≤ H < s2 (mod k) for some integers s1, s2 such that 0 ≤ s1 < s2 ≤ k.
Then for any fixed a such that (a, k) = 1, the sum
Y :=
∑
h mod k
wr(t, h, k) exp
[
2πi
−hn +H ′M
k
]
where the summation runs through all h such that 0 ≤ h < k and h ≡ a (mod k), is subject to
the estimate O
(
n1/3k2/3+ǫ
)
where the multiplicative constant implied by the O-symbol depends
on t only.
2.2.3. A convergent series for Gt(x). We follow closely to the notations and proofs in Chapter
5 of [1].
Let t, h, k be integers with t, k > 0 and (h, k) = 1. Let D = (t, k), K =
k
D
, T =
t
D
. Let
H, T ′ be an integer such that TT ′ ≡ 1 (mod K) and hH ≡ −1 (mod k). Recall that
Gt(x) :=
∑
λ∈P
x|λ|(−1)Ht(λ) =
∑
n≥0
∑
λ⊢n
(−1)Ht(λ)xn =
∑
n≥0
At(n)x
n.
By Cauchy’s residue theorem, we have
At(n) =
1
2πi
∫
C
Gt(x)
xn+1
dx,
where C is any positively oriented simple closed curve in a unit disk that contains the origin in
its interior. Using the transformations x = e2πiτ and z = −ik2
(
τ − h
k
)
,
At(n) =
N∑
k=1
[
i
k2
∑
0≤h<k
(h,k)=1
e−
2piinh
k
∫ z2(h,k)
z1(h,k)
Gt
(
exp
(
2πih
k
− 2πz
k2
))
e
2pinz
k2 dz
]
,
where N is a fixed positive integer, C is any positively oriented simple closed curve in a unit
disk that contains the origin in its interior, γ(h, k) is the upper arc of the Ford circle C(h, k)
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entered at
h
k
+
i
2k2
with radius
1
2k2
in the complex plane, and
z1(h, k) =
k2
k2 + k21
+ i
kk1
k2 + k21
and z2(h, k) =
k2
k2 + k22
− i kk2
k2 + k22
,
where k1, k, k2 are the denominators of consecutive terms of the Farey series of order N . Note
that the transformation τ =
h
k
+ i
z
k2
maps the Ford circle C(h, k) in the τ -plane onto a circle
K centered at z = 1
2
with radius
1
2
in the z-plane. We can compute At(n) by computing
each of the three sums, depending on the value of k/(t, k) modulo 4. More specifically, define
I(t, h, k, n) as the integral in the above formula for At(n),
S1,3(t, h, k, n) =
∑
h,k
2 ∤ k/(k,t)
e−2πinh/kI(t, h, k, n), S2(t, h, k,m) =
∑
h,k
2||k/(k,t)
e−2πinh/kI(t, h, k, n),
and S0(t, h, k, n) =
∑
h,k
4|k/(k,t)
e−2πinh/kI(t, h, k, n).
We also define J1(y1, t) = J2(y2, t) = J3(y3, t) =
F (x′)[F (x′2)]
3t
[F (x′1)]
2t[F (x′3)]
t
via the series and transfor-
mation identities previously defined. We first want to evaluate S1,3(t, k) for 1 ≤ k ≤ N . By
replacing z by
z
k
in equation (2.2.2), it follows that
I(t, h, k, n) =
∫ z2(h,k)
z1(h,k)
√
z
k
(
√
2)t exp
[
π
12k
(
4− 3D2
4 · z
k
− z
k
)]
w1(t, h, k)J1
(
y1
(
z
k
)
, t
)
e
2pinz
k2 dz
=
(
√
2)tw1(t, h, k)√
k
∫ z2(h,k)
z1(h,k)
√
z exp
[
π
12
(
4− 3D2
4z
− z
k2
)]
J1
(
y1
(
z
k
)
, t
)
e
2pinz
k2 dz,
where y1
(
z
k
)
= exp
(
2π
[
(4−1)KT
′H
k
i− 1
4Tz
])
. Therefore, if we define
Sj,t,h,k,n(z) :=
√
z exp
[
− π
2Tz
(
j−T (4− 3D
2)
24
)
+
2πz
k2
(
n− 1
24
)]
c1(j,M,H,D) exp
(
2πi·(4
−1)KT
′Hj
k
)
,
then we have
I(t, h, k, n) =
(
√
2)tw1(t, h, k)√
k
∞∑
j=0
∫ z2(h,k)
z1(h,k)
Sj,t,h,k,n(z)dz.
We will estimate I(t, h, k, n) using an estimate that leaves out only finitely many terms in the
summation above. We consider the tail of the above infinite sum with j >
T (4− 3D2)
24
, which
we define by
∑
tail
:=
∑∞
j=max
{⌊
T (4−3D2)
24
⌋
+1,0
}. It follows that
∑
tail
|Sj,t,h,k,n(z)| = |z| 12
∑
tail
e
2piRe(z)
k2
(
n− 1
24
)
e−
piRe( 1z )
2T
(
j−T (4−3D
2)
24
)∣∣c1(j,M,H,D)∣∣.
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Since Re
(
1
z
)
≥ 1 and 0 ≤ Re(z) ≤ 1, it follows that
∑
tail
|Sj,t,h,k,n(z)| ≤ |z| 12 exp
[
2π
k2
(
n− 1
24
)]∑
tail
exp
[
− π
2T
(
j − T (4− 3D
2)
24
)]∣∣c1(j,M,H,D)∣∣.
Note that
∑
tail
exp
[
− π
2T
(
j − T (4− 3D
2)
24
)]∣∣c1(j,M,H,D)∣∣ is a convergent sum because
we know exp
[
− π
2T
(
j − T (4− 3D
2)
24
)]
< 1 for j >
T (4− 3D2)
24
. Furthermore, |z| ≤
max{|z1|, |z2|} <
√
2k
N
, and therefore
∑
tail
|Sj,t,h,k,n(z)| ≤ C0|z| 12 exp
[
2π
k2
(
n− 1
24
)]
< 2
1
4C0k
1
2N−
1
2 exp
[
2π
k2
(
n− 1
24
)]
,
where C0 =
∑
tail
exp
[
− π
2T
(
j − T (4− 3D
2)
24
)]∣∣c1(j,M,H,D)∣∣. Note that the path of integra-
tion can be moved so that we integrate along the chord joining z1(h,K) and z2(h, k), and the
length of chord |z1(h, k)z2(h, k)| ≤ 2
√
2kN−1, so with C ′0 = 2
7
4C0, we have
∣∣∣∣∣
∫ z2(h,k)
z1(h,k)
∑
tail
Sj,t,h,k,n(z)dz
∣∣∣∣∣ ≤
∫ z2(h,k)
z1(h,k)
∑
tail
|Sj,t,h,k,n(z)| dz
< 2
7
4C0k
3
2N−
3
2 exp
[
2π
k2
(
n− 1
24
)]
= C ′0k
3
2N−
3
2 exp
[
2π
k2
(
n− 1
24
)]
.
Now consider the partial sum not included within
∑
tail
, that is with index values 0 ≤ j ≤
T (4− 3D2)
24
. Note that this sum is empty unless D = (t, k) = 1 in which case K = k, T =
t, T ′ = (t−1)k and
T (4− 3D2)
24
=
t
24
. In this case,
⌊
T (4−3D2)
24
⌋∑
j=0
|Sj,t,h,k,n(z)| = |z| 12
⌊
t
24
⌋∑
j=0
e
2pi Re(z)
k2
(
n− 1
24
)
e
piRe( 1z )
2t
(
t
24
−j
)∣∣c1(j,M,H, 1)∣∣
≤ 2 14k 12N− 12 exp
[
2π
k2
(
n− 1
24
)]
· C1,
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where C1 =
⌊
t
24
⌋∑
j=0
exp
[
π
2t
(
t
24
− j
)]∣∣c1(j,M,H, 1)∣∣. Noting that the length of the arc joining 0
to z1(h, k) is less than π|z1(h, k)| <
√
2kπ
N
, we therefore have by simple inequalities that
∣∣∣∣∣
∫ z1(h,k)
0
⌊
T (4−3D2)
24
⌋∑
j=0
Sj,t,h,k,n(z)dz
∣∣∣∣∣ ≤
∫ z1(h,k)
0
⌊
t
24
⌋∑
j=0
∣∣∣∣∣Sj,t,h,k,n(z)
∣∣∣∣∣ dz ≤ C ′1k 32N− 32 exp
[
2π
k2
(
n− 1
24
)]
,
where C ′1 = C1π2
3
4 . Similarly, we have
∣∣∣∣∣
∫ 0
z2(h,k)
⌊
T (4−3D2)
24
⌋∑
j=0
Sj,t,h,k,n(z)dz
∣∣∣∣∣ ≤ C2k 32N− 32 exp
[
2π
k2
(
n− 1
24
)]
for a constant C2. Assuming D = (k, t) = 1 and 0 ≤ j ≤ t
24
, we now consider the required
integral around K(−). We adopt the notation
I∗j,t,k,n(C) =
∫
C
√
z exp
[
− π
2tz
(
j − t
24
)
+
2πz
k2
(
n− 1
24
)]
dz
for an integral of this form over any curve C. Letting w =
1
z
and r =
πw
2t
(
t
24
− j
)
,
I∗j,t,k,n(K(−)) =
∫ 1+i∞
1−i∞
−w− 52 exp
[
− πw
2t
(
j − t
24
)
+
2π
k2w
(
n− 1
24
)]
dw
=
2π
i
· k
3/2
23/2t3/4
(
t− 24j
24n− 1
) 3
4
I 3
2
(
π
12k
√
(t− 24j)(24n− 1)
t
)
,
where c =
π
2t
(
t
24
− j
)
≥ 0 and I 3
2
is a modified Bessel function of the first kind. Then we
have
I(t, h, k, n) =
(
√
2)tw1(t, h, k)√
k
(⌊T (4−3D2)
24
⌋∑
j=0
+
∑
tail
)(∫ z2(h,k)
z1(h,k)
Sj,t,h,k,n(z)dz
)
.
Since
∫ z2(h,k)
z1(h,k)
=
∫
K(−)
−
∫ z1(h,k)
0
−
∫ 0
z2(h,k)
, we can evaluate At(n) using the previous work. To
aid in notation, define the integrals J0 = I
∗
j,t,k,n([z1(h, k), z2(h, k)]), J1 := I
∗
j,t,k,n([0, z1(h, k)]),
J2 := I
∗
j,t,h,k([z2(h, k), 0]), and J3 := I
∗
j,t,h,k(K(−)). Also, write c1 := c1(j,M,H, 1) and w1 :=
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w1(t, h, k). Then we have
N∑
k=1
i
k2
S1,3(t, h, k, n) =
∑
1≤k≤N
(k,t)=1
k odd
∑
0≤h<k
(h,k)=1
⌊
t
24
⌋∑
j=0
[
2(t−1)/2πw1c1
kt3/4
exp
(
2πi ·
(
(4t)−1
)
k
Hj − nh
k
)
·
(
t− 24j
24n− 1
) 3
4
I 3
2
(
π
12k
√
(t− 24j)(24n− 1)
t
)]
−
∑
1≤k≤N
(k,t)=1
k odd
∑
0≤h<k
(h,k)=1
⌊
t
24
⌋∑
j=0
{
i(
√
2)tw1c1
k5/2
exp
(
2πi ·
(
(4t)−1
)
k
Hj − nh
k
)
(J1 + J2)
}
+
N∑
k=1
∑
0≤h<k
(h,k)=1
k
(k,t)
odd
∑
tail
i(
√
2)tw1
k5/2
e−
2piinh
k J0.
Using the three terms in the above expression, write
N∑
k=1
i
k2
S1,3(t, h, k, n) = A
(1) − A(2) + A(3).
Straightforward estimates along with Theorem 2.11 show that |A(3)| = O
(
n1/3k−1/3+ǫN−1/2e
2pin
k2
)
and |A(2)| = O
(
n1/3k−1/3+ǫN−1/2e
2pin
k2
)
for odd k. As a result,
N∑
k=1
i
k2
S1,3(t, h, k, n) = A
(1) +
O
(
n1/3k−1/3+ǫN−1/2e
2pin
k2
)
, and as N →∞, we obtain
∞∑
k=1
i
k2
S1,3(t, h, k, n) = A
(1).
For the case when
k
(k, t)
≡ 2 (mod 4), the tail sum runs over j > T (1 + 3D
2)
12
, and using
w2(t, h, k), J2(y2, t), and c2(j,M,H,D) in the same roles and following the same method used
for the case where
k
(k, t)
is odd yields
∞∑
k=1
i
k2
S2(t, h, k, n) =
∑
k∈Z+
k
(k,t)
≡2 mod 4
∑
0≤h<k
(h,k)=1
⌊
T (1+3D2)
12
⌋∑
j=0
[
π
2(t−2)/2kT 3/4
w2(t, h, k)c2(j,M,H,D)
· exp
(
2πi · (K0 + 1)T
′Hj − nh
k
)(
T (1 + 3D2)− 12j
24n− 1
) 3
4
·I 3
2
(
π
6k
√
[T (1 + 3D2)− 12j](24n− 1)
T
)]
,
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and repeating the same method again with appropriate changes yields
∞∑
k=1
i
k2
S0(t, h, k, n) =
∑
k∈Z+
4| k
(k,t)
∑
0≤h<k
(h,k)=1
⌊
T
24
⌋∑
j=0
[
2π
kT 3/4
w3(t, h, k)c3(j,M,H,D) exp
(
2πi · T
′Hj − nh
k
)
·
(
T − 24j
24n− 1
) 3
4
I 3
2
(
π
6k
√
(T − 24j)(24n− 1)
T
)]
.
We then have an exact formula for At(n) by adding together these three terms, which completes
the proof of Theorem 2.1.
3. Proof of Theorem 1.2
3.1. Preliminaries. We start by proving that the Kloosterman sum∑
0≤h<k
(h,k)=1
exp
[
πi
(
s(h, k)− 2nh
k
)]
is nonzero when k is a power of 2. Note that this Kloosterman sum can also be rewritten as a
sum of solutions modulo 24k to a quadratic equation as defined in the lemma below.
Lemma 3.1. Let Sk(n) be the Kloosterman sum defined by
Sk(n) :=
1
2
√
k
12
∑
x (mod 24k)
x2≡−24n+1 (mod 24k)
χ12(x)e
(
x
12k
)
, (3.1)
where χ12(x) =
(
12
x
)
is the Kronecker symbol and e(x) := e2πix. If k is a power of 2, then
Sk(n) 6= 0 for all positive integers n.
Proof. Let n ≥ 1, and let k = 2s for an integer s ≥ 0. To show that Sk(n) 6= 0, we need only
show that the summation given in (3.1) is nonzero. To evaluate this sum, consider the condition
on x that x2 ≡ −24n+1 (mod 24k). Since −24n+1 ≡ 1 (mod 4), x2 ≡ −24n+1 (mod 2s+3) has
exactly 4 incongruent solutions, and so the congruence x2 ≡ −24n + 1 (mod 24k) has exactly
8 incongruent solutions. For any given solution x, we can see that all of 12k − x, 12k + x, and
24k − x are also solutions and are pairwise distinct.
Now, let x, y (mod 24k) be solutions to x2 ≡ −24n+1 (mod 24k) such that y is not congruent
to any of x, 12k − x, 12k + x, or 24k − x, so that the summation in (3.1) runs over the set
of eight values {±x,±(12k + x)} ∪ {±y,±(12k + y)}. Taking real parts in the summation in
(3.1) yields the value 4a + 4b, where a = χ12(x) cos (πx/6k) and b = χ12(y) cos (πy/6k). The
equivalences known about x and y imply that χ12(x), χ12(y) 6= 0, and so the proof reduces to
demonstrating that |a| 6= |b|. If |a| = |b|, then x ≡ y (mod 6k) must hold, so we may fix
y = 6k − x. Since x is odd, y2 = x2 − 12kx+ 36k2 ≡ −24n + 1 + 12k + 36k2 (mod 24k), and
the equivalence modulo 6k of x and y implies 12k + 36k2 ≡ 12k(1 + 3k) ≡ 0 (mod 24k). This
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requires that 1 + 3k be even, which is a contradiction since k = 2s. Therefore, |a| 6= |b|, and it
then follows that Sk(n) 6= 0 for all n. 
Lemma 3.2. For t > 1 a fixed positive integer, write t = 2sℓ with integers s, ℓ such that s ≥ 0
and ℓ is odd. If k = 2s+1, then
∑
0<h<k
h:odd
w2(t, h, k)e
− 2piinh
k = Sk(n) 6= 0.
Proof. Recall in Case II in Section 2.2.2, we have
w2(t, h, k) = exp
(
πi[s(h, k) + 3ts(Th, 2K0 + 1)− 2ts(Th,K)− ts(2Th, 2K0 + 1)]
)
,
where k = DK,K = 4K0 + 2, D = (t, k). When k = 2
s+1, we have D = 2s, K = 2, K0 = 0 and
hence s(Th, 2K0+1) = s(Th,K) = s(2Th, 2K0+1) = 0 which means w2(t, h, k) = e
πis(h,k) and
result follows by Lemma 3.1. 
3.2. Proofs of Theorems 1.1 and 1.2. We are now ready to prove the main theorems.
Proposition 3.3. Let n be positive integers. Then for t fixed, as n→∞ we have
At(n)
p(n)
∼
{
(−1)n/2(t−1)/2 if 2 ∤ t,
0 if 2 | t.
Furthermore,
At(n)
p(n)
∼ 0 as n, t→∞.
Proof. Recall that p(n) satisfies p(n) ∼ 2π
(24n− 1)3/4 I 32
(
π
√
24n− 1
6
)
as n → ∞. Then by
Corollary 2.2, as n→∞ we have
At(n)
p(n)
∼ (1 + 3 · 4
s)3/4
2s+1+
t
2
·
I 3
2
(
π
6
√(
1
4s+1
+
3
4
)
(24n− 1)
)
I 3
2
(
π
√
24n− 1
6
) ∑
0<h<2s+1
h:odd
w2(t, h, 2
s+1)e−
piinh
2s .
When s > 0 and n→∞, the asymptotic behavior of I3/2 implies that
I 3
2
(
π
6
√(
1
4s+1
+
3
4
)
(24n− 1)
)
I 3
2
(
π
√
24n− 1
6
) ∼ 0.
Therefore when t is even,
At(n)
p(n)
∼ 0 as n → ∞. When s = 0, At(n)
p(n)
∼ (−1)n2(−t+1)/2 as
n→∞. 
From Proposition 3.3, we see that δet (n) − δot (n) → (−1)n2(−t+1)/2 when t is odd and
δet (n) − δot (n) → 0 when t is even. Since δet (n) + δot (n) = 1, Theorem 1.1 follows by solving
simultaneously the pairs of relations δet (n) − δot (n) ∼ 0, δet (n) + δot (n) = 1 and δet (n) − δot (n) ∼
(−1)n2(1−t)/2, δet (n) + δot (n) = 1 respectively. To conclude the paper, we prove Theorem 1.2.
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Proof of Theorem 1.2. By Corollary 2.2, we have
At(n) ∼ π
2s+
t
2
(
1 + 3 · 4s
24n− 1
) 3
4
I 3
2
(
π
√
(1 + 3 · 4s)(24n− 1)
6 · 2s+1
) ∑
0<h<2s+1
h:odd
w2(t, h, 2
s+1)e−
piinh
2s
whose sign is determined by
∑
0<h<2s+1
h:odd
w2(t, h, 2
s+1)e−
piinh
2s which is a periodic function in n with
a period 2s+1. In particular, the period is 2 when s = 0 which implies the At(n) has alternating
sign when t is odd as n→∞. 
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