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Abstract
We define a cyclic cocycle which corresponds to the piecewise linear Godbillon–Vey class of Ghys
and Sergiescu [E. Ghys, V. Sergiescu, Sur un groupe remarquable de difféomorphismes du cercle, Com-
ment. Math. Helv. 62 (1987) 185–239]. Using Connes’s pairing [A. Connes, Non-commutative differential
geometry. Part II: De Rham homology and noncommutative algebra, Publ. Math. Inst. Hautes Études Sci.
62 (1985) 257–360; A. Connes, Cyclic cohomology and the transverse fundamental class of a foliation,
in: H. Araki, G. Effros (Eds.), Geometric Methods in Operator Algebras, Pitman Res. Notes Math. Ser.,
vol. 123, Longman, Harlow, 1986, pp. 52–144] between cyclic cohomology and K-theory, we then evaluate
this cocycle on a suitable K-theory class and obtain a nontrivial result, for foliations of the 3-torus by slope
components.
 2006 Elsevier Inc. All rights reserved.
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1. Introduction
The aim of this paper is to extend the definition of the Godbillon–Vey cyclic cocycle, given
by Connes in [6], to foliations whose transverse structure is not smooth, and in particular to
transversely piecewise linear foliations, which we will call in short PL-foliations.
The Godbillon–Vey invariant was first defined geometrically in [9] for smooth (or at least
class C2) foliations. Afterwards, a discrete version for PL-foliations was given by Ghys and
Sergiescu in [8]. In this piecewise linear context, there are many very simple concrete exam-
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128 C. Oikonomides / Journal of Functional Analysis 234 (2006) 127–151ples of foliations for which the invariant is nonzero, whereas in the smooth case the nontrivial
examples are more complicated (Roussarie and Thurston [18]).
A more general version of the Godbillon–Vey invariant was given by Tsuboi in [19], in par-
ticular for foliations which are transversely “of class P.” Our aim is to see how the theory of
noncommutative geometry applies to this extended class of foliations, and this will enable us to
compute some simple nontrivial examples.
In [6], Connes defined a cyclic 2-cocycle corresponding to the Godbillon–Vey class for
smooth foliations. The framework for this definition can be summarized as follows.
Definition 1. A cyclic 2-cocycle on a C-algebra B is a trilinear form τ satisfying the two follow-
ing conditions: ∀x0, x1, x2, x3 ∈ B ,
τ
(
x0x1, x2, x3
)− τ(x0, x1x2, x3)+ τ(x0, x1, x2x3)− τ(x3x0, x1, x2)= 0,
τ
(
x0, x1, x2
)= τ(x2, x0, x1).
Every cyclic 2-cocycle on B induces an algebraic K-theory map K0(B) → C, which we
denote by 〈τ, e〉 = τ#Tr(e, e, e) because it is the cup product of τ with the usual trace on the
complex matrix space, applied to an idempotent e [5].
However, for the Godbillon–Vey class on a manifold with a smooth foliation (V ,F), the
cyclic cocycle is not defined on the whole foliation C∗-algebra, but on the dense subalgebra
B ⊂ C∗(V ,F) of smooth functions with compact support. Therefore, the cocycle will be inter-
esting only if it satisfies a sufficient “continuity condition” so that its associated K-theory map
extends to a global K-theory map K0(C∗(V ,F)) → C. This occurs especially in the case of a
2-trace:
Definition 2. Let A be a Banach algebra and B ⊂ A a dense subalgebra. A 2-trace τ on A with
domain B is a cyclic 2-cocycle on B such that:
∀a1, a2 ∈ B,∃C  0,∀x1, x2 ∈ B, ∣∣τ(x1, a1x2, a2)− τ(x1a1, x2, a2)∣∣ C∥∥x1∥∥∥∥x2∥∥.
Theorem 2.7 of [6] says that the algebraic K-theory map associated to the 2-trace τ extends
to a global K-theory map K0(A) → C.
The main point in this theorem is the fact that a 2-trace extends to a subalgebra B
(B ⊂ B ⊂ A), which is stable under holomorphic functional calculus in A. Karoubi’s extension
theorem [14] then ensures that the inclusion B→ A induces a K-theory isomorphism.
Wa can now state the main result of this paper.
Theorem 3. (Theorem 25) Let Γ be a discrete subgroup of homeomorphisms of class P of S1,
G = (S1  Γ )/∼ the holonomy groupoid, and ω the generalized Godbillon–Vey group 2-co-
cycle as in [19]. The following is a densely defined cyclic 2-cocycle, which induces a 2-trace τ
on C∗r (G):
τ˜
(
f 0, f 1, f 2
)= ∫
(0)
f 0(γ0)f
1(γ1)f
2(γ2)ω(γ1, γ2).γ0γ1γ2∈G
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phisms, then we obtain Connes’s cocycle τ = τa [6, Theorem 7.3.1]. If Γ consists of piecewise
linear homeomorphisms, then we obtain a 2-trace τ = τs which corresponds to the discrete
Godbillon–Vey class of Ghys and Sergiescu [8].
In the piecewise linear context, the foliations of T 3 by slope components (see Definition 35)
provide easy examples for which the discrete Godbillon–Vey invariant of Ghys and Sergiescu is
generally nonzero. Our next aim is therefore to compute the K-theory map associated to τ = τs
for these foliations. By direct computation we obtain the following result.
Theorem 4. (Theorems 33 and 38) Let F be a PL-foliation of T 3 by slope components,
and e = j∗([e] − [1]) ∈ K0(C∗(T 3,F )) the image of the difference of the two generators of
K0(C∗r Z2) = Z ⊕ Z by the natural inclusion j :C∗r Z2 → C∗r (S1  Z2/∼). Then
〈τ, e〉 = 1
2iπ
gv(F),
where gv(F) denotes the discrete Godbillon–Vey invariant of Ghys and Sergiescu.
2. Godbillon–Vey group cocycles
Throughout this paper, we will denote by Homeo(S1) the group of orientation preserving
homeomorphisms of S1, and, for each p ∈ {∞,1,2, . . .}, by Diffp(S1) the subgroup of Cp-dif-
feomorphisms.
We will denote by PL(S1) the group of orientation preserving piecewise linear homeo-
morphisms of S1 with a finite number of bending points, which we will call in short PL-ho-
meomorphisms.
Furthermore, we will denote by B(S1) the C∗-algebra of complex bounded functions on S1,
by BV(S1) the subalgebra of functions which have bounded variation, by C(S1) the C∗-algebra
of complex continuous functions on S1, and by CBV(S1) the intersection BV(S1)∩C(S1).
We will restrict ourselves to foliations which come from foliated S1-bundles, that is from
the following construction. Let M be a n-dimensional closed oriented manifold, M˜ its uni-
versal cover and ρ :π1(M) → Homeo(S1) a representation of its fundamental group. π1(M)
acts on M˜ by deck transformations. The equivalence relation ∼ on M˜ × S1 given by (m,x) ∼
(γ.m,ρ(γ )−1(x)) then makes the quotient space
V = M˜ × S1/∼
into an S1-bundle. Furthermore, the product foliation on M˜ × S1 (whose leaves are {M˜ × {x},
x ∈ S1}) induces a codimension one foliation F on V , transverse to the fibers [2].
This foliation is smooth in the leafwise direction. However, its transverse structure is de-
termined by the total holonomy group Γ = Imρ, which is a subgroup of Homeo(S1). If
Γ ⊂ Diff∞(S1), then F is just a smooth foliation in the usual sense. In the general case, F is a
foliation of class C∞,0 [3].
In this paper, we will be mainly interested in the case Γ ⊂ PL(S1). F is then a transversely
piecewise linear foliation, and we will call it in short a PL-foliation. We will also study a larger
class of foliations, corresponding to the case Γ ⊂ ClassP(S1), which is somehow the natural
setting for our work.
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class P ” if:
• g has a well-defined right-derivative g′r (x) > 0 at each x ∈ S1,• the function log(g′r ) :S1 → R has bounded variation.
This defines a subgroup of Homeo(S1) which we will denote by ClassP(S1).
Remark 6. Diff2(S1) and PL(S1) are subgroups of ClassP(S1). Actually, ClassP(S1) contains
the group PDiff2(S1) of orientation preserving piecewise C2-diffeomorphisms of S1. Such a
g ∈ PDiff2(S1) is defined by the existence of a finite number k  1 of points x1 < x2 < · · · <
xk < xk+1 = x1 in S1 such that the restriction of g to each closed interval [xi, xi+1] is a C2-dif-
feomorphism on its image.
We will now define some group cocycles on ClassP(S1). For the background on group coho-
mology with coefficients, see [10].
Lemma 7 (The cocycle l). For g ∈ ClassP(S1), set
l(g) = log(g′r).
Then l is a normalized group 1-cocycle ClassP(S1) → BV(S1), where BV(S1) is seen as a right
module over ClassP(S1), the action being:
∀g ∈ ClassP(S1), ∀f ∈ BV(S1), g∗f = f ◦ g.
Proof. ∀g,h ∈ ClassP(S1), (g ◦ h)′r = (g′r ◦ h)× h′r therefore
l(gh) = l(h)+ h∗l(g),
thus l is a group 1-cocycle. Furthermore, if id is the identity on S1, then obviously l(id) = 0. 
BV(S1) is the largest class of functions whose derivative is a measure [17]: for f ∈ BV(S1),
there is a unique complex measure µ on S1 such that ∀x, y ∈ S1, f (y) − f (x) = µ(]x, y[). We
denote this measure by df : it is the derivative in the distributions’ sense of f .
Thus for g ∈ ClassP(S1), we will denote by dl(g) the (real) measure on S1 corresponding to
the derivative in the distributions’ sense of l(g).
Denote by Ω(S1) the space of complex measures on S1, or equivalently the space of con-
tinuous complex linear forms on C(S1). By the Radon–Nikodym theorem, every µ ∈ Ω(S1)
decomposes uniquely into a sum µ = µa + µs , where µa ∈ Ωa(S1) is absolutely continuous
with respect to the Lebesgue measure dx, and µs ∈ Ωs(S1) is a singular measure, whose sup-
port has Lebesgue measure zero. Ωa(S1) contains the space of smooth measures Ω∞(S1), and
Ωs(S1) contains Dir(S1), the space of finite sums of Dirac measures.
Thus, for g ∈ ClassP(S1), we have a decomposition
dl(g) = dla(g)+ dls(g).
Actually, dla(g) can be written l(g)′dx where l(g)′ is a function in L1(S1, dx).
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dl(g) = dla(g) = l(g)′ dx
and l(g)′ ∈ C(S1) is simply the usual derivative of the function log(g′).
When g ∈ PL(S1), we get
dl(g) = dls(g) =
∑
x∈S1
(
log
(
g′r
)
(x)− log(g′l)(x))D(x),
where D(x) is the Dirac measure at x ∈ S1, and g′r , g′l denote the right and left derivatives
of g, which are step functions S1 → ]0,+∞[. Note that the above sum is finite since a PL-ho-
meomorphism is supposed to have a finite number of bending points.
The singular part dls(g) is still a finite sum of Dirac measures when g ∈ PDiff2(S1), but it is
not necessarily a finite or even a countable sum of Dirac measures in the general case.
Lemma 8 (The cocycles dl). The three maps dl, dla and dls induce normalized group 1-cocycles
from ClassP(S1) to Ω(S1), respectively Ωa(S1), respectively Ωs(S1), seen as right modules over
ClassP(S1), the action being:
∀g ∈ ClassP(S1), ∀µ ∈ Ω(S1), ∀f ∈ C(S1), g∗µ(f ) = µ(f ◦ g−1).
Proof. For f ∈ BV(S1) and g ∈ ClassP(S1), we have g∗ df = d(f ◦ g) = d(g∗f ). Therefore,
since l is a group 1-cocycle, we get dl(gh) = dl(h) + d(h∗l(g)) = dl(h) + h∗dl(g) so dl is a
group 1-cocycle. Furthermore, since the homeomorphisms of class P are Lipschitz, they map
Borel sets of (Lebesgue) measure zero to Borel sets of measure zero. So the action preserves the
decomposition µ = µa +µs : (g∗µ)a = g∗µa and (g∗µ)s = g∗µs [15]. This shows that Ωa(S1)
and Ωs(S1) are right modules over ClassP(S1) and that dla and dls are group 1-cocycles. 
Lemma 9 (Generalized Godbillon–Vey cocycle [19]). The following is a normalized group
2-cocycle ClassP(S1) → Ω(S1):
ω(g,h) = l(h) dl(gh)− l(gh)dl(h).
Furthermore, we have a splitting ω = ωa +ωs , where
ωa(g,h) = l(h) dla(gh)− l(gh)dla(h),
ωs(g,h) = l(h) dls(gh)− l(gh)dls(h).
ωa and ωs are normalized group 2-cocycles ClassP(S1) → Ωa(S1) and ClassP(S1) → Ωs(S1),
respectively.
Proof. A function f ∈ BV(S1) is not necessarily continuous, but it is bounded, and it has a right
and a left limit at each point in S1, therefore it is integrable with respect to any µ ∈ Ω(S1). The
formula F → ∫
S1 Ff dµ defines a continuous linear form on C(S
1): fµ ∈ Ω(S1) is well defined.
Note that Ω(S1) becomes a left module over BV(S1) with this action. Thus ω(g,h) ∈ Ω(S1) is
well defined. Furthermore, we compute:
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= (l(hk)− l(k))(dl(ghk)− dl(k))− (l(ghk)− l(k))(dl(hk)− dl(k))
= ω(h, k)−ω(gh, k)+ω(g,hk).
Therefore ω is a group 2-cocycle. If g = id or h = id or gh = id then ω(g,h) = 0. So ω is
normalized.
Now if f ∈ BV(S1) and µ ∈ Ω(S1), then fµ = fµa + fµs . Since f is bounded, fµa is
absolutely continuous with respect to dx. The support of fµs is included in the support of µs ,
thus has Lebesgue measure zero. Therefore, by unicity of the Radon–Nikodym decomposition,
(fµ)a = fµa and (f µ)s = fµs . ωa(g,h) ∈ Ωa(S1) and ωs(g,h) ∈ Ωs(S1) are well defined.
Furthermore, as in the proof of Lemma 8, we see that the cocycle formula for ω decomposes
nicely: k∗ωa(g,h) = ωa(h, k)−ωa(gh, k)+ωa(g,hk) and k∗ωs(g,h) = ωs(h, k)−ωs(gh, k)+
ωs(g,hk). So ωa and ωs are group 2-cocycles. The normalization condition for them is proved
as for ω. 
Definition 10 (Generalized Godbillon–Vey invariant). Let (V ,F) be a foliated S1-bundle over a
2-dimensional closed oriented manifold M , given by a representation ρ :π1(M) → ClassP(S1).
Set
gv(F) =
∫
S1
ω
(
ρ∗[M]
)
,
[M] ∈ H2(π1(M);Z) being the fundamental cycle of M . gv(F) is the generalized Godbillon–
Vey invariant of F .
The restriction of ω = ωa to Diff2(S1) is the Bott–Thurston cocycle [1]: Diff2(S1) → Ωa(S1)
(or its restriction Diff∞(S1) → Ω∞(S1)) and gv is then the classical Godbillon–Vey invari-
ant [9].
The restriction of ω = ωs to PL(S1) is the “discrete” group 2-cocycle PL(S1) → Dir(S1)
defined in [8], given by the formula:
ω(g,h) =
∑
x∈S1
(
log(gh)′r logh′l − log(gh)′l logh′r
)
(x)D(x).
gv is then the discrete Godbillon–Vey invariant of Ghys and Sergiescu.
The following very simple Example 12 illustrates the fact that, in this generalized context,
gv is not a topological invariant.
Definition 11 (Topologically conjugated foliations). Let M be an n-dimensional closed oriented
manifold. Two representations ρ1 and ρ2 of π1(M) in Homeo(S1), or the corresponding folia-
tions F1 and F2, are topologically conjugated if:
∃h ∈ Homeo(S1) ρ2 = h−1ρ1h.
In particular, F1 and F2 are then topologically equivalent.
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and ρ2 :π1(T 2) → PL(S1) which send the generators (1,0) and (0,1) of Z2 to ϕ1 and ψ1, re-
spectively to ϕ2 and ψ2, whose graphs are given in Fig. 1. The corresponding smooth foliationF1
and PL-foliation F2 of T 3 are topologically equivalent and their aspect is as in Fig. 2. However,
we can compute:
gv(F1) = 12
∫
S1
ω(ϕ1,ψ1)−ω(ψ1, ϕ1) = 0,
gv(F2) = 12
∫
S1
ω(ϕ2,ψ2)−ω(ψ2, ϕ2) = log(α) log(β),
α being the right derivative of ϕ2 at a2, and β the left derivative of ψ2 at a2. Thus gv(F2) is
nonzero.
3. The C∗-algebra of a foliated S1-bundle
Let (V ,F) be a foliated S1-bundle and fix a transversal, one fiber T = S1, in V . The reduced
holonomy groupoid of (V ,F), usually denoted by GT , is the set of leafwise paths which begin
and end in T , quotiented by the equivalence relation of holonomy. Up to isomorphism, GT is
independent of the choice of the transversal T , and in what follows we will denote it by G. In
this section, we will describe the (reduced) C∗-algebra of the groupoid G.
Throughout this section, Γ will denote a subgroup of Homeo(S1).
Definition 13 (Semi-direct product S1 Γ ). The semi-direct product of S1 by Γ is the groupoid
S1  Γ = {(x, g) ∈ S1 × Γ }
with unit set S1 × {id}, with source and range maps s(x, g) = g−1(x), r(x, g) = x, with product
(x, g)(g−1(x), h) = (x, gh), and inverse (x, g)−1 = (g−1(x), g−1).
For a foliated S1-bundle with total holonomy Γ , S1 Γ is the groupoid of homotopy classes
of leafwise paths which begin and end in the fixed transversal. Then we can see that the reduced
holonomy groupoid is
G = (S1  Γ )/∼,
where
(x, g) ∼ (x,h) ⇐⇒ germg−1(x)h = germg−1(x)g ⇐⇒ germx
(
hg−1
)= id.
An element γ ∈ G can be written γ = (x, [g]) where x ∈ S1 and [g] denotes the germ of g
at g−1(x). γ is the equivalence class of paths beginning at g−1(x), ending at x and with (local)
holonomy [g].
For x ∈ S1 fixed,
Γx = {g ∈ Γ, germxg = id}
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If γ = (x, [g]) is an element of G, then [g] is the class of g in Γx\Γ .
The unit set G(0) is the set of all loops with trivial holonomy, namely
G(0) = {(x, [id]), x ∈ S1}= {(x, g), x ∈ S1, g ∈ Γx}.
Lemma 14. The product on S1  Γ is compatible with the quotient relation. The formulas:
(
x, [g])(g−1(x), [h])= (x, [gh]),(
x, [g])−1 = (g−1(x), [g−1])
define the product and the inverse on the groupoid G.
Proof. Fix x ∈ S1 and g,h ∈ Γ . ∀g0 ∈ Γx , (g0g)−1(x) = g−1(x). Therefore ∀g0 ∈ Γx ,
∀h0 ∈ Γg−1(x),
(x, g0g)
(
g−1(x), h0h
)= (x, g0gh0h).
Furthermore, Γg−1(x) = g−1Γxg. Therefore
∃g1 ∈ Γx (x, g0gh0h) = (x, g0g1gh),
which is in the equivalence class of (x, [gh]). Conversely, ∀g0 ∈ Γx ,
(x, g0gh) = (x, g0g)
(
g−1(x), h
)
.
This being well established, it is easy to see that (g−1(x), [g−1]) is a two-sided inverse
of (x, [g]). 
The action of Γ on S1 is said to be almost free if Γx = {0} for all x ∈ S1. G is then isomorphic
to the semi-direct product S1  Γ .
In the general case, however, G is a 1-dimensional manifold which is not Hausdorff. We will
now start defining function spaces on G. The things below are based on [4, Part 6], and on a
conversation with Georges Skandalis.
Definition 15. Cc(S1  Γ ) is the convolution algebra of complex continuous functions with
compact support on S1  Γ , where Γ has the discrete topology.
f ∈ Cc(S1  Γ ) can therefore be written as a finite sum:
f =
∑
g∈Γ
fgUg, where ∀g ∈ Γ, fg ∈ C
(
S1
)
.
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and Ug(x,g) = 1. In this paper, we will often use all the above notations whenever convenient.
The convolution product and the involution on Cc(S1  Γ ) are given by
(
f 0f 1
)
(x, g) =
∑
h∈Γ
f 0(x,h)f 1
(
h−1(x), h−1g
)
,
f ∗(x, g) = f¯ (g−1(x), g−1).
Definition 16. Cc(G) = Cc(S1  Γ/∼) is the image of Cc(S1  Γ ) by the quotient map
q :Cc
(
S1  Γ
)→ Cc(S1  Γ/∼)
given by ∀x ∈ S1 and ∀[g] ∈ Γx\Γ
qf
(
x, [g])= ∑
h∈Γ,germxhg−1=id
f (x,h).
Note that qf is generally not a continuous function on G. However, we take this span as the
definition of Cc(G).
Now define the convolution product and involution on Cc(S1  Γ/∼) as follows:
∀x ∈ S1, ∀g ∈ Γx\Γ,
(
qf 0qf 1
)
(x, g) =
∑
h∈Γx\Γ
qf 0(x,h)qf 1
(
h−1(x), h−1g
)
,
(qf )∗(x, g) = qf (g−1(x), g−1).
Lemma 17. With product and involution as above, Cc(S1  Γ/∼) is an algebra and q is an
algebra homomorphism.
Proof. Fix x ∈ S1 and [g] ∈ Γx\Γ . Since ∀h ∈ Γ , Γh−1(x) = h−1Γxh, we get:
(
qf 0qf 1
)(
x, [g])= ∑
[h]∈Γx\Γ
( ∑
h0∈Γx
f 0(x,h0h)
)( ∑
h1∈Γh−1(x)
f 1
(
h−1(x), h1h−1g
))
=
∑
h∈Γ
∑
g0∈Γx
f 0(x,h)f 1
(
h−1(x), h−1g0g
)
= q(f 0f 1)(x, [g]),
(qf )∗
(
x, [g])= ∑
g0∈Γg−1(x)
f
(
g−1(x), g0g−1
)= ∑
g0∈Γg−1(x)
f ∗
(
x,gg−10
)
=
∑
f ∗(x, g1g) = qf ∗
(
x, [g]),g1∈Γx
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l2(Γ/Γx):
∀θ ∈ l2(Γ/Γx), ∀g ∈ Γ/Γx ψx(qf )(θ)g =
∑
h∈Γ/Γx
qf
(
g(x), gh−1
)
θh. 
Lemma 18. The operator norm of ψx(qf ) in l2(Γ/Γx) is bounded independently of x.
Proof. For all x ∈ S1 and g ∈ Γx\Γ ,∣∣qf (x, g)∣∣ Supx∈S1 ∑
h∈Γ
∣∣fh(x)∣∣= K.
Therefore if N is the number of h ∈ Γ such that fh = 0, then we can see that ∀θ ∈ l2(Γ/Γx),∑
g∈Γ/Γx
∣∣ψx(qf )(θ)g∣∣2 NK2 ∑
g∈Γ/Γx
|θg|2. 
Definition 19. The C∗-algebra of the groupoid S1  Γ/∼ is the closure of Cc(S1  Γ/∼) for
the norm
‖qf ‖ = Supx∈S1
∥∥ψx(qf )∥∥l2(Γ /Γx).
Following [4,13], we denote it by C∗r (S1  Γ/∼) or C∗r (G).
Remark 20. When the action of Γ is almost free, C∗r (G) is isomorphic to the crossed-product
C(S1)  Γ .
Lemma 21. For f ∈ Cc(S1  Γ ), we have ‖qf ‖  ‖f ‖, the latter being the norm of f in the
crossed product C∗r (S1  Γ ) = C(S1)  Γ . Thus q extends as a homomorphism of C∗-algebras
q :C∗r
(
S1  Γ
)→ C∗r (S1  Γ/∼).
Proof. Recall that ‖f ‖ = Supx∈S1 ‖ϕx(f )‖l2(Γ ), where, for each x ∈ S1, ϕx(f ) is the bounded
operator on l2(Γ ) given by
∀θ ∈ l2(Γ ), ∀g ∈ Γ ϕx(f )(θ)g =
∑
h∈Γ
f
(
g(x), gh−1
)
θh.
We will prove:
∀x ∈ S1 ∥∥ψx(qf )∥∥l2(Γ /Γx)  ∥∥ϕx(f )∥∥l2(Γ ).
Fix x ∈ S1. For each θ ∈ l2(Γ/Γx) define θ˜ ∈ l2(Γ ) by θ˜g = θ[g] on only one element of each
equivalence class [g] ∈ Γ/Γx and θ˜gh = 0 for all the other elements of the class (h ∈ Γx , h = id).
Then ‖θ˜‖ = ‖θ‖.
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ψx(qf )(θ)[g] =
∑
k∈Γ/Γx
∑
h∈Γx
f
(
g(x), ghk−1
)
θk =
∑
h∈Γx
ϕx(f )(θ˜)gh
therefore ∑
g∈Γ/Γx
∣∣ψx(qf )(θ)g∣∣2 ∑
g∈Γ
∣∣ϕx(f )(θ˜)g∣∣2
thus the result. 
In this paper, we will consider C∗r (S1  Γ/∼) as the definition of the C∗-algebra of the
foliation. Strictly speaking however, the following result holds:
Proposition 22. [4,13] Let (V ,F) be a foliated S1 bundle with total holonomy Γ . C∗r (S1 Γ/∼)
is strongly Morita equivalent to the C∗-algebra of the foliation C∗(V ,F) defined in [3,4]. In
particular, C∗r (S1  Γ/∼) and C∗(V ,F) have same K-theory.
Lemma 23. If F1 and F2 are topologically conjugated foliations as in Definition 11, then the
corresponding C∗-algebras are isomorphic.
Proof. The homeomorphism h of Definition 11 induces an isomorphism of C∗-algebras.
Example 24. We describe the C∗-algebra of the topologically conjugated foliations of Exam-
ple 12. The total holonomy group
Γ = {ϕnψm, (n,m) ∈ Z2}
is isomorphic to Z2, and its action is not almost free. The holonomy groupoid G = S1  Z2/∼,
which is not Hausdorff, can be depicted as in Fig. 3.
Γa2 = {0}, so G contains {a2}  Z2, which can be seen as a lattice in the horizontal plane.
For x ∈ [a1, a2[, Γx = {ϕn,n ∈ Z} is isomorphic to Z, and Γx\Γ = {[ψm],m ∈ Z} is isomor-
phic to Z. So G contains [a1, a2[  Z, which can be seen as vertical intervals [a1, a2[ × {m},
m ∈ Z. Similarly, G contains ]a2, a3]  Z, also seen as vertical intervals ]a2, a3] × {n}, n ∈ Z.
For x ∈ ]a3, a1[, Γx = Γ therefore G contains the open interval ]a3, a1[. (Actually, the intervals
[a1, a2[  Z should be below the horizontal lattice. With the picture drawn as in Fig. 3, one has
to consider that ]a2, a3] × {0} is “hidden behind” [a1, a2[ × {0}, as these two intervals are not
identified.)
G is not Hausdorff in the sense that all the points (a3, n), n ∈ Z, and (a1,m), m ∈ Z, are in the
closure of the interval ]a3, a1[ in G. Similarly, the points (a2, n,m), n ∈ Z (respectively m ∈ Z),
of the lattice are all in the closure of the interval [a1, a2[ × {m} (respectively, ]a2, a3] × {n}).
An element f ∈ Cc(S1  Z2/∼) is defined by a finite number of fn,m ∈ C and of continuous
functions f 1m : [a1, a2] → C, f 2n : [a2, a3] → C, and f 3 : [a3, a1] → C, subject to the compatibil-
ity conditions:
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f 3(a1) =
∑
m∈Z
f 1m(a1), f
3(a3) =
∑
n∈Z
f 2n (a3),
∀n ∈ Z f 2n (a2) =
∑
m∈Z
fn,m, and ∀m ∈ Z f 1m(a2) =
∑
n∈Z
fn,m.
4. Godbillon–Vey cyclic cocycles
The aim of this section is to define a cyclic cocycle corresponding to the generalized
Godbillon–Vey cocycle of Lemma 9. This result will be an extension of [6, Theorem 7.3.1].
Throughout this section, Γ will denote a subgroup of ClassP(S1). Define CBVc(S1  Γ ) as
the subalgebra of Cc(S1 Γ ) composed of continuous functions with compact support and with
bounded variation on S1  Γ . A function f ∈ CBVc(S1  Γ ) can be written as a finite sum:
f =
∑
g∈Γ
fgUg, where ∀g ∈ Γ, fg ∈ CBV
(
S1
)
.
CBVc(S1  Γ/∼), its image by the quotient map q of Definition 16, is a dense subalgebra of
C∗r (S1  Γ/∼) (see Lemma 17).
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and ω the generalized Godbillon–Vey group 2-cocycle as in Lemma 9. The following is a cyclic
2-cocycle on CBVc(S1  Γ ):
τ˜
(
f 0, f 1, f 2
)= ∫
γ0γ1γ2∈G(0)
f 0(γ0)f
1(γ1)f
2(γ2)ω(γ1, γ2).
τ˜ induces a cyclic 2-cocycle τ on CBVc(G), which is a 2-trace on C∗r (G).
Furthermore, we have a splitting
τ = τa + τs
which corresponds to the splitting ω = ωa +ωs . τa and τs are both 2-traces on C∗r (G).
In particular, if Γ ⊂ Diff∞(S1), then we obtain Connes’s cocycle τ = τa [6, Theorem 7.3.1].
If Γ ⊂ PL(S1), then we obtain a 2-trace τ = τs which corresponds to the discrete Godbillon–Vey
class of Ghys and Sergiescu.
Remark 26. γ0 = (x, g0), γ1 = (g−10 (x), g1), γ2 = ((g0g1)−1(x), g2). γ0γ1γ2 is a loop at x with
trivial holonomy means that g0g1g2 ∈ Γx . In the theorem above, we have written ω(γ1, γ2) for
ω(g1, g2).
The proof follows closely the proof of Theorem 7.3.1 of [6]. It is a consequence of the Propo-
sitions 27–29, which are also valid separately for τa and τs .
Proposition 27. τ˜ is a well-defined cyclic 2-cocycle on CBVc(S1  Γ ).
Proof. For fixed g ∈ Γ , I (g) = {x ∈ S1, germxg = id} is an open subset of S1. The cocycle τ˜
can be written
τ˜
(
f 0, f 1, f 2
)= ∑
g0,g1,g2∈Γ
∫
I (g0g1g2)
f 0g0g
−1∗
0 f
1
g1(g0g1)
−1∗f 2g2ω(g1, g2).
Therefore, it is well defined since f 0, f 1, f 2 have compact support.
We will prove the cyclic condition. The cocycle condition can be proved analogously. Take
f 0, f 1, f 2 ∈ CBVc(S1  Γ ). Then:
τ˜
(
f 2, f 0, f 1
)=∑ ∫
I (g2g0g1)
f 2g2g
−1∗
2 f
0
g0(g2g0)
−1∗f 1g1ω(g0, g1)
=
∑ ∫
I (g2g0g1)
g−1∗2
(
f 0g0g
−1∗
0 f
1
g1(g0g1)
−1∗f 2g2g
∗
2ω(g0, g1)
)
=
∑ ∫
f 0g0g
−1∗
0 f
1
g1(g0g1)
−1∗f 2g2g
∗
2ω(g0, g1)I (g0g1g2)
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∑ ∫
I (g0g1g2)
f 0g0g
−1∗
0 f
1
g1(g0g1)
−1∗f 2g2ω(g1, g2)
= τ˜(f 0, f 1, f 2)
because the restriction of g−12 is a homeomorphism I (g0g1g2) → I (g2g0g1) and because on
the open set I = I (g0g1g2), the restriction of g0g1g2 is the identity, therefore since ω is locally
normalized, ω|I (g0g1, g2) = 0 and ω|I (g0, g1g2) = 0, thus
g∗2ω|I (g0, g1) = ω|I (g1, g2)−ω|I (g0g1, g2)+ω|I (g0, g1g2) = ω|I (g1, g2).
Notice that the normalization condition for the cocycle ω is local in the sense that if the restriction
of g, h or gh to an open interval I ⊂ S1 is the identity, then ω(g,h)|I = 0, meaning that the
support of the measure ω(g,h) is included in S1 − I . 
Proposition 28. There exists a cyclic 2-cocycle τ on CBVc(S1  Γ/∼) such that τ˜ = τ ◦ q .
Proof. If we take f 0 ∈ CBVc(S1  Γ ) such that qf 0 = 0, then we see by computation that for
all f 1, f 2 ∈ CBVc(S1 Γ ), τ˜ (f 0, f 1, f 2) = 0. Therefore, there exists τ such that τ˜ = τ ◦ q and
τ is obviously a cyclic 2-cocycle. 
Proposition 29. τ is a 2-trace on C∗r (S1  Γ/∼).
We first begin by defining a larger algebra, containing CBVc(S1  Γ ).
Definition 30. Define Bc(S1  Γ ) as the algebra of bounded functions with compact support on
S1  Γ . Such a function f can be written as a finite sum
f =
∑
g∈Γ
fgUg where ∀g ∈ Γ, fg ∈ B
(
S1
)
.
Let BVc(S1  Γ ) be the subalgebra of Bc(S1  Γ ) of functions of bounded variation with com-
pact support on S1  Γ . f ∈ BVc(S1  Γ ) can be written as above, with ∀g ∈ Γ , fg ∈ BV(S1).
Note that the functions in BVc(S1  Γ ) are not necessarily continuous, but they are integrable.
We define Bc(S1 Γ/∼) and BVc(S1 Γ/∼) as the images of these algebras by the quotient
map q of Definition 16.
The crucial remark in this proof is to notice that the norm
‖qf ‖ = Supx∈S1
∥∥ψx(qf )∥∥l2(Γ /Γx)
(Lemma 18) can be defined for f ∈ Bc(S1  Γ ) exactly in the same way as for f ∈
Cc(S
1
 Γ ), although a function fgUg with fg ∈ B(S1) not continuous does not belong neither
to Cc(S1  Γ/∼) nor to its closure the C∗-algebra C∗r (S1  Γ/∼). This is not a very surpris-
ing phenomenon, it is true also for example that the norm Supx∈S1 |f (x)| can be defined for
f ∈ B(S1) although, if f is not continuous, it can never be a uniform limit of continuous func-
tions.
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Proof. Define θ ∈ l2(Γ/Γx) by θg−1 = 1 and θh = 0 if h = g−1. Then, ∀h ∈ Γ/Γx ,
ψx(qf )(θ)h = qf
(
h(x),hg
)
.
Therefore ∣∣qf (x, g)∣∣2  ∑
h∈Γ/Γx
∣∣ψx(qf )(θ)h∣∣2  ‖qf ‖2. 
Lemma 32 (1-trace associated to dl). Let dl : ClassP(S1) → Ω(S1) be the group 1-cocycle of
Lemma 8. The following is a cyclic 1-cocycle on BVc(S1  Γ ):
τ˜2
(
f 0, f 1
)= ∫
x∈S1
∑
germx(g0g1)=id
f 0(x, g0)f
1(g−10 (x), g1)dl(g1)(x),
which induces a cyclic 1-cocycle τ2 on BVc(S1 Γ/∼). Furthermore, for all f 1 ∈ BVc(S1 Γ ),
there exists C  0 such that
∀f 0 ∈ BVc
(
S1  Γ
) ∣∣τ2(qf 0, qf 1)∣∣ C∥∥qf 0∥∥.
In particular, τ2 is a 1-trace on C∗r (S1  Γ/∼).
Proof. The fact that τ2 is a cyclic 1-cocycle on BVc(S1  Γ/∼) is done as in Propositions 27
and 28. For f 1 ∈ BVc(S1  Γ ) fixed, there is a finite number of g ∈ Γ such that f 1g = 0 and for
these g, l(g) being of bounded variation,
∫
S1 |dl(g)| < ∞. Therefore, using Lemma 31, we get
the result. 
Proof of Proposition 29. We now prove that τ is a 2-trace. We have:
ω(g1g2, g3)−ω(g2, g3) = l(g3)(g2g3)∗ dl(g1)− (g2g3)∗l(g1) dl(g3).
Therefore we compute, for f 1, f 2, a1, a2 ∈ CBVc(S1  Γ ),
τ˜
(
f 1, a1f 2, a2
)− τ˜(f 1a1, f 2, a2)= τ˜2(f 2δ(a2)f 1, a1)− τ˜2(f 1δ(a1)f 2, a2),
where δ is the derivation defined by
∀a =
∑
agUg ∈ CBVc
(
S1  Γ
)
, δ(a) =
∑
−agl
(
g−1
)
Ug ∈ BVc
(
S1  Γ
)
.
Because of Lemma 32, for a1 ∈ CBVc(S1 Γ ) fixed, there exists C  0 such that ∀a2, f 1, f 2 ∈
CBVc(S1  Γ ),∣∣τ2(qf 2qδ(a2)qf 1, qa1)∣∣C∥∥qf 2qδ(a2)qf 1∥∥ C∥∥qδ(a2)∥∥∥∥qf 2∥∥∥∥qf 1∥∥.
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thus τ is a 2-trace. 
Note that we have used for the proof functions δ(a1) and δ(a2) which are not in
C∗r (S1  Γ/∼), which only served to obtain the constant C′.
5. K-theory map associated to τ
Let F = F2 be the PL-foliation of T 3 in Example 12. The first aim of this section is to
prove that the K-theory map K0(C∗(T 3,F)) → C induced by τ is not trivial, and thus to give a
meaning to the 2-trace τ .
Let i :C∗r Z2 → C∗r (S1  Z2) be the natural inclusion given, on the finite sums, by
i
( ∑
n,m∈Z2
fn,mUn,m
)
=
∑
n,m∈Z2
fn,mUn,m,
where, on the right-hand side, each fn,m is seen as a constant function on S1. Obviously i is iso-
metric. Then Lemmas 17 and 21 ensure that j = q ◦ i induces a homomorphism of C∗-algebras:
C∗r Z2 → C∗r (S1  Z2/∼).
Let [1] and [e] be the generators of K0(C∗r Z2) = Z ⊕ Z. We will prove:
Theorem 33. Let (T 3,F) be the PL-foliation of Example 12, and
e = j∗
([e] − [1]) ∈ K0(C∗(T 3,F)).
Then
〈τ, e〉 = 1
2iπ
log(α) log(β) = 1
2iπ
gv(F)
where gv(F) is the discrete Godbillon–Vey invariant of Ghys and Sergiescu.
The open intervals Ik =]ak, ak+1[ and the points ak being invariant by ϕ and ψ , we can split
the integral on S1 and write τ as a sum
τ =
3∑
k=1
τ |Ik +
3∑
k=1
τ ◦ πk,
where πk is the projection C∗r (S1  Z2/∼) → C∗r Z2 corresponding to ak . The proof of Theo-
rem 25 shows that τ |Ik and τ ◦ πk are 2-traces on C∗r (S1  Z2/∼).
Proposition 34. The restrictions τ |Ik are coboundaries.
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For f ∈ CBVc(S1  Z2), write
∀x ∈ I2, ∀n ∈ Z fn(x) = qf
(
x,ϕn
)
.
Each fn is a continuous function with bounded variation on I¯2.
Then τ |I2 is given by the formula: ∀f 0, f 1, f 2 ∈ CBVc(S1  Z2),
τ |I2
(
qf 0, qf 1, qf 2
)= ∑
n,n′∈Z
∫
I2
f 0−n−n′ϕ
n+n′∗f 1n ϕn
′∗f 2n′ω
(
ϕn,ϕn
′)
.
Let x1 be the bending point of ϕ|I2 and define ∀n ∈ Z, xn = ϕ−n+1(x1). Then ϕn (restricted
to I2) has bending points {x1, . . . , xn} if n 1 and {xn+1, . . . , x0} if n−1.
Define
∀k ∈ Z ν(xk) = l
(
ϕ−k
)
(x0), and ∀x ∈ [xk, xk−1[ ν(x) = ν(xk).
Then ν is a “step” function on the open interval I2, unbounded and with an infinite (countable)
number of steps. We compute that:
∀n ∈ Z, ∀x ∈ I2 l
(
ϕn
)
(x) = ν(ϕn(x))− ν(x).
Note that such a function ν can also be constructed similarly when ϕ|I2 has many bending points.
Now, set
∀n ∈ Z α(n) = −(ν + ν ◦ ϕn)dl(ϕn).
dl(ϕn) being a finite sum of Dirac measures, we see that α is a well defined 1-form Z → Dir(I2).
Furthermore, a straightforward computation shows that ∀n,n′ ∈ Z,
ω|I2
(
ϕn,ϕn
′)= α(n+ n′)− α(n′)− ϕn′∗α(n),
i.e. that ω|I2 = ∂α. Therefore, the restriction of the cocycle ω to I2 is a coboundary. Define the
Hochschild 1-cochain t on CBVc(S1  Z2/∼) by
∀f 0, f 1 ∈ CBVc
(
S1  Z2
)
t
(
qf 0, qf 1
)=∑
n∈Z
∫
I2
f 0−nϕn∗f 1n α(n).
We have ω(0,0) = 0 = −α(0) and ω(n,−n) = 0 = α(0)− α(−n)− ϕ−nα(n), thus
α(−n) = −ϕ−nα(n).
Therefore, the cochain t is cyclic: t (qf 0, qf 1) = −t (qf 1, qf 0). Furthermore, we can see
immediately from the expression above relating ω and α that bt = τ |I2 on the subalgebra
CBVc(S1  Z2/∼). Finally, since
∫
I2
|α(n)| < ∞, by applying Lemma 31, we see that t is a
1-trace on C∗r (S1  Z2/∼). Therefore, the equality τ |I2 = bt extends to a subalgebra which is
closed under holomorphic functional calculus: τ |I2 is a coboundary. 
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τ = τ ◦ π2 reduces to the following cocycle on the group algebra CZ2:
τ
(
f 0, f 1, f 2
)= log(α) log(β) ∑
(n,m)∈Z2,(n′,m′)∈Z2
(nm′ − n′m)f 0−n−n′,−m−m′f 1n,mf 2n′,m′ .
In the above formula, each f in,m stands for f in,m(a2). This is because a straightforward
computation shows that ω(ϕnψm,ϕn′ψm′) restricted to a2 is a Dirac measure with coefficient
(nm′ − n′m) log(α) log(β).
Recall that CZ2 is the group algebra of finite sums with complex coefficients:
f =
∑
n,m∈Z2
fn,mUn,m where ∀(n,m) ∈ Z2, fn,m ∈ C,
and the (reduced) C∗-algebra C∗r Z2 its norm closure in the C∗-algebra of continuous operators
on l2(Z2).
If P(T 2) is the subalgebra of C(T 2) of trigonometric polynomials on T 2, the Fourier trans-
form gives isomorphisms between:
CZ2 ⊂ B ⊂ C∗r Z2
 ↓  ↓  ↓
P(T 2) ⊂ C∞(T 2) ⊂ C(T 2)
where B = {f : Z2 → C,∀s ∈ N, ∑n,m∈Z2 |fn,m|2(1+|n|+ |m|)2s < ∞} is the dense subalgebra
of “functions of rapid decay,” which is stable under holomorphic functional calculus in C∗r Z2.
Now if f ∈P(T 2) has Fourier coefficients fn,m ∈ CZ2, then nfn,m are the Fourier coefficients
of (1/2iπ)∂f /∂x, and mfn,m are those of 1/(2iπ)∂f /∂y. So τ extends to B and is given by the
formula: ∀f 0, f 1, f 2 ∈ C∞(T 2),
τ
(
f 0, f 1, f 2
)= log(α) log(β)
(2iπ)2
∫
T 2
f 0 df 1 ∧ df 2.
If e ∈ Proj2(C∞(T 2)) is written
e =
(
f 1 f 2
f 3 f 4
)
where f i ∈ C∞(T 2), then
τ# Tr(e, e, e) = 3 log(α) log(β)
(2iπ)2
∫
T 2
(
f 1 − f 4)df 2 ∧ df 3.
Furthermore, the group K0(C(T 2)) = K0(C∗r Z2) = Z ⊕ Z is generated by the trivial pro-
jection 1 and by the Bott projection e = p ◦ Z , where Z :T 2 → CP1 is a C∞ map which
has degree 1 and sends S1 × {0} ∪ {0} × S1 to ∞, and where p is the nontrivial generator of
K0(C(CP1)) = Z ⊕ Z (see, for example, [21]):
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(1 : z) → 1
1 + |z2|
(1 z
z |z|2
)
, ∞ = (0 : 1) →
(
0 0
0 1
)
.
[1] and [e] correspond, by the Serre–Swan isomorphism, to the trivial and nontrivial complex
line bundles over T 2, in the topological K-theory K(T 2).
Proof of Theorem 33. We compute:
〈τ, e〉 = 6 log(α) log(β)
(2iπ)2
∫
T 2
g df¯ ∧ df,
where g :T 2 → R and f :T 2 → C are defined by
g(x, y) = 1
1 + |z(x, y)|2 , f (x, y) =
z(x, y)
1 + |z(x, y)|2 ,
where z :T 2 → C ∪ {∞} is the map defined by Z(x, y) = [(1; z(x, y)]. The fact that,
∀z ∈ C ∪ {∞},
(
1
1 + |z|2 −
1
2
)2
+ |z|
2
(1 + |z|2)2 =
1
4
shows that the image of the C∞ map Φ = (g, f ) :T 2 → R × C is included in the 2-sphere
centered in (1/2,0) ∈ R × C and of radius 1/2, denoted by S2. Furthermore, Φ is surjective
on S2, and has degree one. We see that:∫
T 2
g df¯ ∧ df =
∫
S2
t dz¯ ∧ dz =
∫
B3
dt ∧ dz¯ ∧ dz,
where B3 denotes the 3-ball bounded by S2, and (t, z) are the coordinates in R × C. The first
equality is due to the fact that Φ :T 2 → S2 has degree one, and the second equality is the Stokes
theorem. The latter term being equal to 2ivol(B3) = 2iπ/6, the result follows. 
Our next aim is to prove a theorem analog to Theorem 33, for a larger class of foliations of
T 3 which generalizes Example 12.
Definition 35 (Foliations by slope components). Let ϕ and ψ be two orientation preserving com-
muting homeomorphisms of S1 which satisfy the following condition: there exist an integer
p  1 and a sequence of p points a1 < a2 < · · · < ap < ap+1 = a1 in S1 such that, for each
k ∈ {1, . . . , p}:
• ak is a fixed point of ϕ and of ψ ;
• the restriction ϕ|Ik , respectively ψ |Ik , to the interval Ik = ]ak, ak+1[ is either the identity or
has no fixed point;
• the group generated by ϕ|Ik and ψ |Ik is isomorphic to {0} or to Z.
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slope components.
Let us first describe the geometry of these foliations. Each Lk = T 2 × {ak} is a compact leaf
homeomorphic to T 2 with nontrivial holonomy. If ϕ|Ik = ψ |Ik = id, then the restriction of the
foliation to T 2 × Ik is a product component, with all leaves T 2 × {x}, x ∈ Ik , homeomorphic
to T 2. Otherwise, there exists a unique homeomorphism hk > id of Ik and a unique couple of
coprime integers (nk,mk) such that ϕ|Ik = hnkk and ψ |Ik = hmkk . The restriction of the foliation
to T 2 × Ik is called a slope component. All the leaves are homeomorphic to cylinders S1 × R.
The holonomy of the path in Lk corresponding to (mk,−nk) is trivial in T 2 × Ik . The “direction
of the slope” is given by any path (uk, vk) such that nkuk +mkvk = 1.
Example 36. In Example 12, we have two transverse slope components on T 2 × I1 (increasing
slope in the direction (0,−1)) and on T 2 × I2 (increasing slope in the direction (1,0)), and one
product component on T 2 × I3.
In the general case, we have a finite number of layers of slope components and product compo-
nents piled up arbitrarily. Two successive slope components on two successive intervals Ik−1 and
Ik are transverse to each other if and only if nkmk−1 − nk−1mk = 0. In that case, the holonomy
of the leaf Lk is Z2. Otherwise, the holonomy of Lk is Z.
Now suppose that ϕ,ψ ∈ PL(S1) and let us compute the (discrete) Godbillon–Vey invariant
of F . Denote by αk the right derivative of hk at ak , and by βk the left derivative of hk at ak+1.
If the action is trivial on Ik , take by convention hk = id and nk = mk = 0. A straightforward
computation gives:
Lemma 37. Let F be a PL-foliation of T 3 by slope components. With the above notations, we
have:
gv(F) =
p∑
k=1
logϕ′r (ak) logψ ′l (ak)− logϕ′l (ak) logψ ′r (ak)
=
p∑
k=1
(nk+1mk − nkmk+1) log(αk+1) log(βk).
Thus gv(F) is generally nonzero.
Proof. As in Example 12,
gv(F) = 1
2
∫
S1
ω(ϕ,ψ)−ω(ψ,ϕ).
We can prove as in Proposition 34 that the restriction of ω is a coboundary on each open in-
terval Ik . Therefore, the only contributions come from the Dirac measures at ak . Note that the
contribution of the leaf Lk is nonzero if and only if the holonomy of Lk is Z2. 
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e = j∗
([e] − [1]) ∈ K0(C∗(T 3,F))
defined as in Theorem 33. Then
〈τ, e〉 = 1
2iπ
gv(F),
where gv(F) denotes the discrete Godbillon–Vey invariant of Ghys and Sergiescu.
Proof. The intervals Ik and the points ak being invariant by ϕ and ψ , we can write τ as a sum
τ =
p∑
k=1
τ |Ik +
p∑
k=1
τ ◦ πk,
where πk is the projection C∗r (S1 Z2/∼) → C∗r Z2 corresponding to the leaf Lk . τ |Ik and τ ◦πk
are 2-traces on C∗r (S1  Z2/∼).
As in Proposition 34 (replacing ϕ with hk) we see that the τ |Ik are coboundaries. Furthermore,
τ ◦πk is zero if the leaf Lk has holonomy Z. When Lk has holonomy Z2, τ ◦ πk can be computed
as in the proof of Theorem 33. Namely, set e = j∗([e] − [1]), then
〈τ ◦ πk, e〉 = 12iπ (nkmk−1 − nk−1mk) log(αk) log(βk−1).
The result follows by summing up the τ ◦ πk . 
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Appendix A. PL Z2-actions on S1
In this appendix, we want to show that foliations by slope components arise very naturally
in the piecewise linear case. More precisely, we will prove that any pair of commuting PL-
homeomorphisms of S1 with fixed points induces a PL-foliation of T 3 by slope components.
We begin with the following very simple definition, of a “non-degenerate” Z2-action:
Definition A.1. By a PL Z2-action on S1, we mean an injective homomorphism Z2 → PL(S1).
This is equivalent to giving two elements ϕ,ψ ∈ PL(S1) such that ϕψ = ψϕ and ϕnψm = id ⇔
n = m = 0.
By the following lemma, such actions are divided into actions “with periodic points” and
actions “without periodic points.”
We denote by Rα the rotation of angle 2πα and by ρ(ϕ) the rotation number of the homeo-
morphism ϕ.
Lemma A.2. Let ϕ,ψ be a PL Z2-action on S1. We have the following equivalences:
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(2) ψ has a periodic point.
(3) ∃(n,m) ∈ Z2 − {(0,0)} such that ϕnψm has a periodic point.
(4) ∃(n,m) ∈ Z2 − {(0,0)} such that ϕnψm has a fixed point.
Proof. Suppose that ψ has no periodic point. Then ρ(ψ) is irrational, and since PL(S1) ⊂
ClassP(S1), we can apply the theorem of Denjoy (see, for example, [12]): there exists h ∈
Homeo(S1) such that ψ = h−1Rρ(ψ)h. Then ϕ1 = hϕh−1 commutes with the irrational rota-
tion Rρ(ψ), so necessarily ϕ1 = Rρ(ϕ). Since no nonzero power of ϕ is the identity, the rotation
number ρ(ϕ) must be irrational and therefore ϕ has no periodic point. Replacing ϕ by ϕnψm,
one gets the result. 
We will now establish the following classification of PL Z2-actions on S1.
Proposition A.3. Let ϕ,ψ be a PL Z2-action on S1 and F the resulting PL-foliation of T 3. If
the action has periodic points, then F is topologically equivalent to a foliation of T 3 by slope
components. Otherwise, F is a foliation by planes of T 3.
First, we open a small parenthesis to describe what happens when the action has no periodic
points. The proof of Lemma A.2 shows that the rotation numbers of ϕ and ψ are then irrational
and rationally independent, and that there exists h ∈ Homeo(S1) such that
ϕ = h−1Rρ(ϕ)h, ψ = h−1Rρ(ψ)h.
The corresponding PL-foliation F of T 3 is topologically conjugated to a 3-dimensional non-
commutative torus. It is a foliation by planes: each leaf is homeomorphic to R2 and dense in T 3.
Furthermore, using the results of Minakawa [16], we see that ϕ and ψ belong to the same
“exotic circle” of PL(S1): thus, it is easy to prove that gv(F) = 0, which coincides with the
result of Herman [11] in the C∞ case.
Now, we will concentrate on the case where ϕ,ψ is a PL Z2-action on S1 with fixed points.
The fixed point sets Fix(ϕ) and Fix(ψ) are finite unions of points and of compact intervals.
Lemma A.4. Let ϕ,ψ be a PL Z2-action on S1 with fixed points, and [a, b] an interval of S1
such that a, b ∈ Fix(ψ) and ψ has no fixed point in ]a, b[. Suppose ∃x ∈ ]a, b[, ϕ(x) = x. Then
ϕ|[a,b] = id. The same is true if ϕ is replaced by ϕnψm, (n,m) ∈ Z2.
Proof. Suppose for example ψ |]a,b[ > id. x being a fixed point for ϕ, we have ∀n ∈ Z,
ϕ(ψn(x)) = ψn(x). Since limn→+∞ ψn(x) = b and since ϕ is continuous and piecewise lin-
ear, there exists  > 0 such that ∀y ∈ [b − , b], ϕ(y) = y. Now let y ∈ ]a, b − [. There exists a
sufficiently big n 1 such that ψn(y) ∈ [b − , b]. Hence ϕ(ψn(y)) = ψn(y) = ψn(ϕ(y)) and
the fact that ψn is a homeomorphism show that ϕ(y) = y. Thus ϕ|[a,b] = id. 
This implies that there exists an integer p  1 and a sequence of p points a1 < a2 < · · · <
ap < ap+1 = a1 in S1 such that ∀k ∈ {1, . . . , p}, ak ∈ Fix(ϕ) ∩ Fix(ψ), and on the open interval
Ik = ]ak, ak+1[ each restriction ϕ|Ik and ψ |Ik is either the identity or has no fixed point.
Lemma A.5. Let ϕ,ψ a PL Z2-action on S1 and [a, b] an interval of S1 such that a, b ∈ Fix(ϕ)∩
Fix(ψ) and ϕ,ψ both have no fixed point in ]a, b[. Then there exists a PL-homeomorphism
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ψ |[a,b] = hm.
An easy way to prove Lemma A.5 is to use some of the results of Minakawa [16]. For g ∈
PL(S1), define the total derivative of g at x ∈ S1 by
g(x) =
∑
n∈Z
(
log
(
g′r
)− log(g′l))(gn(x)).
Lemma A.6. [16, Lemma 3.3] Let ϕ,ψ be a PL Z2-action on S1 and fix x ∈ S1. If the group
{ϕnψm, (n,m) ∈ Z2} acts freely on the orbit of x, then ∀(n,m) ∈ Z2, (ϕnψm)(x) = 0.
Proof of Lemma A.5. We have
∫ b
a
dl(ϕ) = logϕ′l (b) − logϕ′r (a) = 0 because ϕ is supposed to
have no fixed point in ]a, b[. Furthermore, the bending points of ϕ are in finite number, thus in
a finite number of orbits of ϕ, so there is a finite number p of xi ∈ ]a, b[ such that
∫ b
a
dl(ϕ) =∑
i∈{1,...,p} ϕ(xi). Therefore, ∃i ∈ {1, . . . , p}, ϕ(xi) = 0. By Lemma A.6, ∃(n,m) = (0,0)
such that ϕmψ−n(xi) = xi , and Lemma A.4 then shows that ϕmψ−n is the identity on [a, b]. We
can suppose ∃(u, v), nu+mv = 1, and take h = ϕuψv . 
Finally, Lemmas A.4 and A.5 show that if ϕ,ψ is a PL Z2-action on S1 with fixed points,
then the corresponding PL-foliation of T 3 is a foliation by slope components in the sense of
Definition 35.
As we have seen in Lemma 37, the discrete Godbillon–Vey invariant of Ghys and Sergiescu
for such a foliation is generally nontrivial. This is in contrast with the corresponding C∞ case,
in which the Godbillon–Vey invariant for a “torus” is always zero, by a result of Wallet [20].
Now if ϕ,ψ is a PL Z2-action on S1 with periodic points, then we can, by a simple geometrical
construction, find PL-homeomorphisms ϕ1,ψ1 with fixed points which induce a foliation of T 3
topologically equivalent to F . This completes the proof of Proposition A.3.
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