A matrix A ∈ C n×n is diagonalizable if it has a basis of linearly independent eigenvectors. Since the set of nondiagonalizable matrices has measure zero, every A ∈ C n×n is the limit of diagonalizable matrices. We prove a quantitative version of this fact conjectured by E.B. Davies: for each δ ∈ (0, 1), every matrix A ∈ C n×n is at least δ A -close to one whose eigenvectors have condition number at worst c n /δ, for some constants c n dependent only on n. Our proof uses tools from random matrix theory to show that the pseudospectrum of A can be regularized with the addition of a complex Gaussian perturbation. Along the way, we explain how a variant of a theorem ofŚniady implies a conjecture of Sankar, Spielman and Teng on the optimal constant for smoothed analysis of condition numbers.
Introduction
A matrix A ∈ C n×n is diagonalizable if it can be written as A = VDV −1 , where D is diagonal and V is a matrix consisting of linearly independent eigenvectors of A. Further, A is normal if and only if V −1 = V * , or in other words if the eigenvectors can be chosen to be orthogonal. One way to quantify the degree of nonnormality of a matrix is its eigenvector condition number
inf
which ranges between 1 and ∞ when A is normal and non-diagonalizable respectively; we use · to denote the operator norm. Matrices with small κ V enjoy many of the desirable properties of normal ones, such as stability of the spectrum under perturbations (this is the content of the Bauer-Fike theorem [BF60] ). In this paper we study a question posed by E.B. Davies in [Dav07] :
How well can an arbitrary matrix be approximated by one with a small eigenvector condition number?
Our main theorem is as follows. Theorem 1.1. Suppose A ∈ C n×n and δ ∈ (0, 1). Then there is a matrix E ∈ C n×n such that E ≤ δ A and κ V (A + E) ≤ 4n 3/2 1 + 1 δ .
The previously best known general bound in such a result was [Dav07, Theorem 3.8]:
so our theorem constitutes an exponential improvement in the dependence on both δ and n. Specifically, it says that every matrix is inverse polynomially close to a matrix whose eigenvectors have condition number at most polynomial in the dimension.
Davies' Conjecture
Theorem 1.1 implies a positive resolution to a conjecture of Davies [Dav07] .
Conjecture 1.2. For every positive integer n there is a constant c n such that for every A ∈ C n×n with
A ≤ 1 and ǫ ∈ (0, 1): inf
Proof of Conjecture 1.2. Given ǫ > 0, set δ = √ 8n 3/2 ǫ and apply Theorem 1.1. This yields c n = 4n 3/2 + 4n 3/4 ≤ 8n 3/4 .
The phrasing of Conjecture 1.2 is motivated by a particular application in numerical analysis. Suppose one wants to evaluate analytic functions f (A) of a given matrix A, which may be nonnormal. If A is diagonalizable, one can use the formula f (A) = V f (D)V −1 , where f (D) means the function is applied to the scalar diagonal entries of D. However, this may be numerically infeasible if κ V (A) is very large: if all computations are carried to precision ǫ, the result my be off by an error of κ V (A)ǫ. Davies' idea was to replace A by a perturbation A + E with a much smaller κ V (A + E), and compute f (A + E) instead. In [Dav07, Theorem 2.4], he showed that the net error incurred by this scheme for a given ǫ > 0 and sufficiently regular f is controlled by:
which is the quantity appearing in (2). The key desirable feature of (2) is the dimension-independent fractional power of ǫ on the right hand side, which shows that the total error scales slowly.
Davies proved his conjecture in the special case of upper triangular Toeplitz matrices in dimension n = 3, with the constant c n = 2, as well as in the general case with the weaker dimensiondependent bound (n + 1)ǫ 2/(n+1) . This corresponds to (1) above. He also speculated that a random regularizing perturbation E suffices to prove Conjecture 1.2, and presented empirical evidence to that effect. Our proof of Theorem 1.1 below indeed follows this strategy.
Gaussian Regularization
Theorem 1.1 follows from a probabilistic result concerning complex Gaussian perturbations of a given matrix A. To state our result, we recall two standard notions. 
s are called condition numbers because they determine the sensitivity of the λ i to perturbations of the matrix. We show that adding a small Ginibre perturbation regularizes the eigenvalue condition numbers of any matrix in the following averaged sense. Theorem 1.5. Suppose A ∈ C n×n with A ≤ 1 and δ ∈ (0, 1). Let G n be a complex Ginibre matrix, and let λ 1 , . . . , λ n ∈ C be the (random) eigenvalues of A + δG n . Then for every measurable open set B ⊂ C,
Note that the κ(λ i ) appearing above are well-defined because A + δG n has distinct eigenvalues with probability one.
Related Work
There have been numerous studies of the eigenvalue condition numbers κ(λ i ) 2 for non-Hermitian random matrix models of type A + δG n . 1 In the centered case A = 0 and δ = 1 of a standard complex Ginibre matrix, the seminal work of Chalker and Mehlig [CM98] calculated the large n limit of the conditional expectations
whenever |z| < 1. The recent works [BD18, Fyo18] [DH09] showed that if A is a Jordan block and δ = n −α for some appropriate α, then almost all of the eigenvalues of A + δG n lie near a circle of radius δ 1/n with probability 1 − o n (1). Basak, Paquette, and Zeitouni [BPZ19, BPZ18] showed that for a sequence of banded Toeplitz matrices A n with a finite symbol, the spectral measures of A n + n −α G n converge weakly in probability, as n → ∞, to a predictable density determined by the symbol. Both of the above results were recently and substantially improved by Sjöstrand and Vogel [SV19b, SV19a] who proved that for any Toeplitz A, almost all of the eigenvalues of A + n −α G n are close to the symbol curve of A with exponentially good probability in n. Note that none of the results mentioned in this paragraph explicitly discuss the κ(λ i ); however, they do deal qualitatively with related phenomena surrounding spectral instability of non-Hermitian matrices.
The idea of managing spectral instability by adding a random perturbation can be traced back to the influential papers of Haagerup and Larsen [HL00] andŚniady [Śni02] (see also [GWZ14, NFPZ14] ), who used it to study convergence of the eigenvalues of certain non-Hermitian random matrices to a limiting Brown measure, in the context of Free Probability theory.
There are three notable differences between Theorem 1.5 and the results mentioned above:
1. Our result is much coarser, and only guarantees an upper bound on the Eκ(λ i ) 2 , rather than a precise description of any distribution, limiting or not.
2. It applies to any A ∈ C n×n and δ ∈ (0, 1).
3. It is completely non-asymptotic, and does not require n → ∞ or even sufficiently large n.
In the numerical linear algebra literature, several works have analyzed the condition numbers of Gaussian matrices (notably the seminal results of [Dem83] and [Ede88] ) as well as perturbations of arbitrary matrices by Gaussian matrices (beginning with [SST06] ) in the non-asymptotic regime. In contrast, this paper studies the condition numbers of the eigenvectors of such matrices, rather than of the matrices themselves. 1 In the random matrix theory and mathematical physics literatures, the κ(λ i ) 2 are usually called eigenvector overlaps. 2 These papers also proved similar but somewhat weaker results for the 'off-diagonal' overlaps, (w * j w i )(v * j v i ), which we will not discuss further in this paper. T is a sample of an upper triangular 10×10 Toeplitz matrix with zeros on the diagonal and independent standard real Gaussian entries above the diagonal. Pictured is the boundary of the ǫ-pseudospectrum of T (left) and T + 10 −6 G (right) for ǫ = 10 −5 (orange), ǫ = 10 −5.5 (magenta), and ǫ = 10 −6 (green), along with the spectra.
Techniques and Organization
The proofs of Theorems 1.1 and 1.5 are quite simple and rely on an interplay between various notions of spectral stability. In addition to κ V and the κ(λ i ), we will heavily use the notion of the ǫ−pseudospectrum of a matrix M, defined for ǫ > 0 as:
where Λ(M) denotes the spectrum M. For a proof of the equivalence of these three sets and a comprehensive treatment of pseudospectra, see the beautiful book by Trefethen and Embree [TE05] . Note that for a normal matrix, we have
(writing + for the Minkowski sum and D(z, ǫ) for the open disk of radius ǫ centered at z ∈ C), whereas for a nonnormal matrix such as a Jordan block Λ ǫ can be much larger. Figure 1 illustrates the regularizing effect of a small Gaussian perturbation on the pseudospectrum of a nondiagonalizable matrix. Below, this effect will be described in terms of the area vol(Λ ǫ ) of the pseudospectrum and will be exploited in our proof. Our strategy for showing that κ V (A + δG n ) is likely to be small for a given A, δ is roughly:
1. Reduce Theorem 1.1 to 1.5 by bounding κ V in terms of
. This is a deterministic statement true for all matrices.
2. Observe that n i=1 κ(λ i ) 2 is proportional to the scaling limit of vol(Λ ǫ )/ǫ 2 as ǫ → 0. This follows by considering the definition (4) of Λ ǫ , and is again a deterministic statement true for all matrices with distinct eigenvalues.
3. Observe that definition (5) implies that for every fixed ǫ > 0 and z ∈ C,
The latter is a problem of bounding a least singular value of a Gaussian perturbation of a matrix, which is solved using existing tools from non-asymptotic (Hermitian) random matrix theory, with the bound
4. Integrate over z and switch the order of summation to conclude that for every ǫ > 0:
Take the limit as ǫ → 0, and finally switch the expectation and the limit to obtain Theorem 1.5 by step (2).
We collect the necessary tools in Section 2 and carry out this plan in Section 3. As a byproduct of carrying out step (3) above, we prove a conjecture of Sankar, Spielman, and Teng [SST06] regarding the optimal constant in their smoothed analysis of condition numbers of matrices under real Gaussian perturbations. This result appears in Section 2.3.
In Section 4, we prove that the 1/δ-dependence in Theorem 1.1 cannot be improved beyond 1/δ 1−1/n , showing that it is essentially optimal for large n. The example which requires this dependence is simply a Jordan block J, for which Davies [Dav07] established the upperbound κ V (J + δE) ≤ 2/δ 1−1/n . We also show in Section 4 that our analysis of the Gaussian perturbation in Theorem 1.5 is sharp up to a small constant factor, and that the inequality we use to relate κ V and n i=1 κ(λ i ) 2 in step (1), which serves as the reduction between the two, cannot be improved in general.
We conclude with a discussion of some open problems in Section 5.
Notation
We denote the singular values of an n × n matrix by σ 1 (M) ≥ . . . ≥ σ n (M), its operator and Frobenius (Hilbert-Schmidt) norms by M and M F , and its condition number by κ(M) σ 1 (M)/σ n (M). Open disks in the complex plane will be written as D(z 0 , r) {z ∈ C : |z − z 0 | < r}. We will often write G for a standard complex Gaussian matrix with N(0, 1 C ) entries, and G n = n −1/2 G for a (normalized) Ginibre matrix.
Tools from Random Matrix Theory

Non-asymptotic Extreme Singular Value Estimates
We record the following non-asymptotic estimates for the extreme singular values of complex Ginibre matrices. The lower tail behavior of the smallest singular value of a Ginibre matrix was worked out Edelman in the unnormalized scaling of i.i.d. N(0, 1 C ) entries [Ede88, Chapter 5]; in our setting it translates to: Theorem 2.1. For a complex Ginibre matrix G n ,
We will also require a cruder tail estimate on the largest singular value. We believe the lemma holds with a constant 2 instead of 2 √ 2, but surprisingly did not find a reference to a non-asymptotic result to this effect; since the difference is inconsequential, we reduce to the real case.
Lemma 2.2. For a complex Ginibre matrix G n ,
Proof. We can write G n = 
Lipschitz concentration of functions of real Gaussian random variables yields the result.
2.2Śniady's Comparison Theorem
To bound the least singular value of noncentered Gaussian matrices, we will lean on a remarkable theorem ofŚniady [Śni02] .
Theorem 2.3 (Śniady).
Let A 1 and A 2 be n×n complex matrices such that
Then for every t ≥ 0, there exists a joint distribution on pairs of n × n complex matrices (G 1 , G 2 ) such that (i) the marginals G 1 and G 2 are distributed as (normalized) complex Ginibre matrices G n , and
We will briefly sketch the proof of this theorem for the reader's benefit, since it is quite beautiful and we will need to perform a slight modification to prove the conjecture of Sankar-Spielman-Teng in the next subsection.
Proof. (Sketch.) The key insight of the proof is that it is possible to couple the distributions of G 1 and G 2 through their singular values. To do so, one first derives a stochastic differential equation satisfied by the singular values s 1 , ..., s n of a matrix Brownian motion (i.e., a matrix whose entries are independent complex Brownian motions):
where the B i are independent standard real Brownian motions. Next, one uses a single n-tuple of real Brownian motions B 1 , ..., B n to drive two processes (s 
n ) according to (6), with initial conditions s On the one hand, things have been arranged so that, at time t, the joint distribution of (s
n ) matches the joint distribution of the singular values of A j + √ tG j for each j = 1, 2. One can then sample unitaries U j and V j from the distribution arising from the singular value
n ). Thus each G j is separately Ginibre-distributed. On the other, A 1 + √ tG 1 and A 2 + √ tG 2 are coupled through the shared randomness driving the evolution of their singular values. In particular, since the same B was used for both processes, from (6) one can verify that the n differences s 
Sankar-Spielman-Teng Conjecture
The proof technique ofŚniady can be adapted to prove a counterpart of Theorem 2.3 for real Ginibre perturbations (by this we mean matrices with i.i. 
One can repeatŚniady's proof using this equation instead of (6). The only thing to check is the last part of the argument showing s 
This resolves Conjecture 1 in [SST06] , which we restate below as a proposition:
Proposition 2.5. Let G be an n × n matrix with i.i.d. real N(0, 1) entries, and A be any n × n matrix with complex entries. Then
Proof. The case A = 0 is a result of Edelman [Ede88] . The proposition for general A then follows by applying Theorem 2.4 with A 1 = 0 and A 2 = A.
Proof of Theorems 1.1 and 1.5
We begin with the following lemma bounding the eigenvector condition number in terms of the eigenvalue condition numbers.
Lemma 3.1. Let M be an n × n matrix with distinct eigenvalues, and let V be the matrix whose columns are the eigenvectors of M normalized to have unit norm. Then
Proof. Let V be the matrix whose columns v i are the right eigenvectors of M, normalized to have unit columns; the left eigenvectors w i are the rows of V −1 . Then V 2
For an extension of this lemma to the more general context of block diagonalization and related results, see the thesis of Demmel [Dem83, Equation 3 .6]. We show that Lemma 3.1 cannot be improved in general in Section 4. Now we are ready to prove our main theorem.
Proof of Theorem 1.1 given Theorem 1.5. Let λ 1 , . . . , λ n be the eigenvalues of the random matrix A + δG n . Let t > 2 √ 2 and s > 1 be parameters which we will optimize at the end. Davies' original bound (1) implies our bound for n ≤ 3, so assume n ≥ 4. Then Lemma 2.2 tells us that
Letting B = D(0, A + tδ), we have
since max i≤n |λ i | ≤ A + δG n . On the other hand, by Theorem 1.5 applied to B and Markov's inequality:
By the union bound, if we choose s and t such that
then there exists a choice of G n such that neither of the events (8), (9) occurs. Letting E = δG n for this choice, we have
Taking a square root and applying Lemma 3.1, we have
Since E ≤ tδ, replacing δ by δ/t yields the bound
To get the best bound, we must minimize t √ s subject to the constraints (10), t > 2 √ 2 and s > 1. Solving for s this becomes a univariate optimization problem, and one can check numerically that the optimum is achieved at t ≈ 3.7487 and t √ s ≈ 3.8822 < 4, as advertised.
We begin the proof of Theorem 1.5 by relating the eigenvalue condition numbers of a matrix to the rate at which its pseudospectrum Λ ǫ shrinks as a function of the parameter ǫ > 0. The following proposition is not new; the proof essentially appears for example in Section 3.6 of [BD18] , but we include it for completeness since it is critical to our argument. 
Proof. Write the spectral decomposition
where the v i and w * i are right and left eigenvectors of M, respectively. Since the λ i are distinct, we may choose ǫ 0 > 0 sufficiently small to guarantee that there exists a constant C > 0 satisfying (1) the disks D(λ i , ǫ 0 ) are disjoint; (2) for every λ i ∈ B the disk D(λ i , ǫ 0 ) is contained in B; and (3) whenever z ∈ D(λ i , ǫ 0 ) for some i,
Recalling the definition of the ǫ-pseudospectrum,
and rearranging (11), we see that
Thus, taking ǫ small enough, we have
For the opposite inequality, Theorem 52.1 of [TE05] states that the ǫ-pseudospectrum is contained in disks around the eigenvalues λ i of radii ǫκ(λ i ) + O(ǫ 2 ). Choosing ǫ small enough so that for λ i ∈ B these disks are entirely contained in B:
Next, we show that for fixed ǫ > 0, any particular point z ∈ C is unlikely to be in Λ ǫ (A + δG n ). This is based on the following singular value estimate, which generalizes Theorem 2.1. Lemma 3.3 (Small Ball Estimate for σ n ). Let M be an n × n matrix with complex entries, and G by drawn from the Ginibre ensemble. Then for all δ > 0 and ǫ > 0
The case M = 0 follows from Theorem 2.1. Theorem 2.3 states that for any η > 0, there exists a joint distribution on pairs of matrices (G 1 , G 2 ) so that each of G 1 , G 2 is complex Ginibre-distributed and almost surely σ i (ηG 1 ) < σ i (M + ηG 2 ) for every i. In particular, then, Proof of Theorem 1.5. For every z ∈ C we have the upper bound
by applying Lemma 3.3 to M = zI − A and noting that G and −G have the same distribution.
Fix a measurable open set B ⊂ C. Then
where the integrals are with respect to Lebesgue measure on C. Rearranging, we have that for every ǫ > 0
. Finally, taking a limit as ǫ → 0 yields
πǫ 2 by Lemma 3.2, since the λ i are a.s. distinct
πδ 2 by (13), as desired.
Optimality of the Bounds
The purpose of this section is to show that several aspects of our theorems and techniques cannot be improved. We begin with the scaling of δ in Theorem 1.1, which says in brief that every matrix with unit operator norm is δ-close to one with eigenvector condition number O(δ −1 ); our first result is that this dependence is the best possible. 
Proof. It is sufficient to show that lim inf
uniformly over E ≤ 1. As a warm-up, we'll need the following bound on the pseudospectrum of J. Let λ be an eigenvalue of J +δE), with v its associated right eigenvector; then (J +δE) n v = λ n v and, accordingly, |λ| n ≤ (J + δE) n . Expanding, using nilpotence of J, J = 1, and submultiplicativity of the operator norm, we get
where the big-O refers to the limit δ → 0. Writing J + δE = V −1 DV, we want to lower bound the condition number of V. As above, let λ be an eigenvalue of J + δE, now writing w * and v for its left and right eigenvectors. We'll use the lower bound
Since the eigenvalue condition numbers are agnostic to the scaling of the left and right eigenvectors, we'll assume that both have unit length and show that |w * v| is small.
Let 0 ≤ k ≤ n. Then (J + δE) k v = |λ| k , and analogous to (14),
Since J acts on the left as a left shift,
the final line follows from (14). Similarly,
We finally calculate
Uniformity over E ≤ 1 follows since our bounds on J k v and w * J k are independent of E.
Next, we turn to the method of regularization by a complex Gaussian, showing that our analysis of this perturbation is optimal. For this lower bound we will set A = 0, and show Proposition 4.2. There exists C > 0 such that for all n, 
where the convergence is uniform for (say) z ∈ D(0, 0.9). The classical circular law for the limiting spectral distribution of Ginibre matrices ensures that
Thus,
We end this section by showing that Lemma 3.1 is tight.
Proposition 4.3. For each n ≥ 2 there exists a family of n × n matrices M ǫ = V ǫ ΛV −1 ǫ so that the columns of V ǫ have unit norm, and
Proof. First, note that in our construction we may choose arbitrary eigenvalues λ i , since the property we care about is determined only by V ǫ . In view of the proof of Lemma 3.1 above, to construct a family saturating the bound we need to choose V ǫ with unit columns so that
. Rank one matrices have Frobenius norm equal to their operator norm, but are non-invertible-instead we'll choose V ǫ to be rank one plus a small perturbation, and then rescale to fix the lengths of the columns.
Write e ∈ R n for the all-ones vector, and choose z ∈ R n to be some unit vector with e * z = 0. We will take
and Diag z is a diagonal matrix with (Diag z) i,i = z i . Multiplying by (I + 2ǫ Diag z + ǫ 2 I) −1 scales the columns of V ǫ to have unit norm, so
On the other hand, by the reverse triangle inequality,
since ze * = z e = √ n. By parallel calculation,
and by the standard triangle inequality
as well. Collecting everything, we have
Conclusion and Discussion
A key theme in our work is the interplay between the related notions of eigenvector condition number κ V , eigenvalue condition number κ(λ i ) and pseudospectrum Λ ǫ . Equally important is the fact that global objects such as κ V and Λ ǫ can be controlled by local quantities, specifically the least singular values of shifts σ n (zI − M) for each z ∈ C. The proof also heavily exploits the left and right unitary invariance of the Ginibre ensemble (via Theorem 2.3, due toŚniady) as well as anticoncentration of the complex Gaussian. One natural question is whether similar results hold if one replaces Gaussian perturbations with a different class of random perturbations G ′ . To apply the approach in this paper, the key difficulty would be obtaining suitable bounds for the least singular value of z − A − δG ′ . For instance, Davies [Dav07] presents experimental evidence that Theorem 1.1 holds for random real rank-one perturbations and random real Gaussian perturbations, but a proof (or disproof) remains to be found. See Remark 3.4 for a discussion of why our proof does not extend to the case of real Gaussian perturbations.
One may also ask if Theorem 1.1 can be derandomized; that is, if the regularizing perturbation E can be chosen by a deterministic algorithm given A as input. One natural choice would be to perturb in the direction of the nearest normal matrix in either operator or Frobenius norm, the latter of which admits an expression in terms of the maximizer of a certain optimization problem over unitary matrices [Ruh87] .
Proposition 4.1 shows that the upper bound in Theorem 1.1 is tight in the perturbation size δ. However, one may still ask about the correct dependence of the upper bound on the dimension n. Let c n be the smallest constant such that Theorem 1.1 holds with an upper bound of c n /δ. Since κ V = V V −1 ≥ 1 for any matrix, we have c n ≥ 1, and Theorem 1.1 states that c n ≤ 4n 3/2 . It would be interesting to determine the correct asymptotic behavior of c n . In particular, does a dimension-free bound for Theorem 1.1 exist, or must c n go to infinity with n?
