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ABSTRACT 
Monitoring the evolving impacts of non-pharmaceutical intervention measures requires fine-
grained estimation of transmission dynamics. We propose a framework to estimate 
instantaneous reproduction number 𝑅!  using Bayesian inference upon a renewal process, 
disentangling the 𝑅!  reduction into mitigation and suppression factors for quantifying their 
impacts	at a finer granularity. Investigating the impacts of intervention measures of European 
countries, the United States and Wuhan with the framework, we reveal the effects of 
interventions in Europe and alert that 30 states in the United States are facing resurgence risks. 
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MAIN TEXT 
In response to the COVID-19 pandemic, governments have taken non-pharmaceutical 
intervention measures. Common measures include travel restriction, school and non-essential 
business closure and social distancing, as well as early isolation of confirmed patients. Recently, 
as the first-wave epidemic peak has faded away in many countries, the accumulated 
observations of epidemic growth1 and corresponding intervention policies2 shed more insights 
on how the interventions worked. Meanwhile, many governments have switched into the phase 
to reopen economic and social activities, with attention on tamping down possible resurgences. 
It is important to monitor the epidemic evolution while intervention measures are being relaxed. 
To gain insights into epidemic evolution, most existing studies3,4 focus on estimating time-
varying instantaneous reproduction number 𝑅!, defined as the average number of secondary 
cases that would be induced by an infected primary case at a time 𝑡 when conditions remained 
the same thereafter5. The aim of intervention measures is to reduce 𝑅! so that the epidemic can 
be contained. To monitor the evolving impacts, more fine-grained modelling of the 
transmission dynamics is required. This includes just-in-time 𝑅! estimation without fixed time 
window and interpretation of the time-varying transmission behaviours at a finer granularity. 
We propose a novel method to estimate instantaneous reproduction number 𝑅! using Bayesian 
inference where the impacts of intervention on 𝑅! reduction is disentangled as: mitigation and 
suppression6 (see Methods). The mitigation factor (𝑝! ) captures the effect of shielding 
susceptible population (e.g. through social distancing), and the suppression factor (𝐷!) captures 
the effect of isolating the infected population (e.g. through quarantine) to stop virus 
transmission. The two factors work in distinct ways contributing to the evolution of 𝑅! under 
the interventions (Figure 1A).  
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Figure 1. (A) Disentangling the reduction of reproduction number into mitigation and 
suppression factors. The infectiousness profile represents that a primary case who was infected 𝜏 time 
ago can generate new secondary cases at a rate of 𝛽(𝜏). 𝑅! is the area under the curve of instantaneous 
infectiveness profile. The impact of intervention measures on 𝑅!	reduction is disentangled: mitigation 
factor 𝑝!  attenuates the overall infectiousness through shielding the susceptible population and 
suppression factor 𝐷!  shortens the infectious period through isolating the infected population. (B) 
Components of the quantification framework. The evolution of mitigation and suppression factors 
are estimated using the infection data reconstructed from the daily reported confirmed cases. Given the 
history of government responses, the impacts of intervention measures are quantified by correlating the 
inferred epidemic parameters to response levels. 
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A comprehensive framework is then developed to quantify the impacts of different 
interventions through monitoring the evolution of <𝑅!, 𝑝!, 𝐷!>. This framework contains data 
reconstruction, modelling and dynamic inference as shown in Figure 1B. Firstly, we 
reconstruct the number of daily infections from reports of confirmed cases, taking into account 
the incubation time and report delay with a deconvolution algorithm. Secondly, we propose a 
time-varying renewal process with two complementary parameters 𝑝!  and 𝐷!  to model the 
evolving infectiousness profile. Thirdly, we develop a Bayesian approach for dynamic 
inference of 	𝑝! , 𝐷!  and consequent 𝑅! . We validate the effectiveness of our approach in 
capturing the sudden change of 𝑅!  evolution induced by interventions, which is hard to be 
detected by traditional sliding window-based methods (Extended Data Figure 3). Finally, we 
employ an overall stringency index2 to characterise the government response levels and assess 
the impacts of interventions accordingly. The component algorithms and validation of the 
framework are detailed in Methods. 
We have applied the framework to analyse the intervention impacts in many countries. Several 
examples are illustrated in Figure 2 such as inferring the evolution of 𝑅! in the United Kingdom 
(Figure 2A); inferring the immediate effect of a policy in Wuhan (Figure 2B). A retrospective 
statistical analysis of intervention impacts in 14 European countries is illustrated by Figure 2C 
and Figure 2D. According to the normalised stringency index by Oxford report2, we 
categorised the dates into five response levels (Level 0: 𝑆! ≤20%, minimal response for 
reference; Level 1: 20%<𝑆! ≤40%, soft response; Level 2: 40%<𝑆! ≤60%, strong response; 
Level 3: 60%< 𝑆! ≤ 80% and Level 4: 80%< 𝑆! ≤ 100%, emergent responses). The 
representative intervention measures for each response level were identified based on the 
contribution to the stringency index 𝑆!.  
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Figure 2. Retrospective analysis of the impacts of interventions. The inference results of UK (A) 
and Wuhan (B) are demonstrated, where the black line represents the reconstructed daily infection 
number and the green bar is the posterior mean of estimated 𝑅!. For Wuhan, two major events (city 
lockdown measure from Jan 23rd and centralised quarantine from Feb 2nd) are annotated with red arrows 
(B, D). The implementation of lockdown alone showed a relative 𝑅! reduction by 58% (CI: [36%, 73%]) 
compared to 𝑅". The combined lockdown and centralised quarantine measures showed more substantial 𝑅!  reduction (79% relative reduction compared to 𝑅"). Through statistical analysis of 14 European 
countries, we estimated the relative reduction of mitigation factor 𝑝! and suppression factor 𝐷! under 
different response levels compared to minimal response level (C, D). Representative intervention 
measures of each response level are also listed. We report the result of averaged 𝑅! in the US during 
the week ending May 31st 2020, which is ranked by the averaged 𝑅! value (annotated with green if 
above 1) (E). States with total confirmed cases less than 1,000 are excluded from the analysis. 
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We observed different reduction rates of <𝑅!, 𝑝!, 𝐷!> for these response levels (Figure 2C). 
The relative reduction of <𝑅!, 𝑝!, 𝐷!> compared to the minimal response (Level 0 where 𝑅! is 
set to 𝑅" ) was estimated for each response level. With soft response (Level 1), the 
corresponding intervention measures (e.g. school closure, quarantine of international arrivals 
from high-risk regions) are correlated with a relative reduction of 𝑅! by 35% showing both 
strong suppression effect (𝐷! shortening 22%) and mitigation effect (𝑝! reduction 29%). With 
strong response (Level 2), the relative reduction of 𝑅! increases to 60% with a strong mitigation 
effect (𝑝! reduction 56%). But the suppression effect (𝐷! shortening 26%) is similar to that of 
Level 1, indicating marginal incremental suppression effect. This observation shows a 
consistency with the aim of representative intervention measures on this level (e.g. cancelling 
public events, restrictions on gathering and internal movements) to reduce the contact rates 
among the population. The emergent response (Level 3) shows substantial relative reduction 
of reproductive number (𝑅!  reduction 71%) with suppression (𝐷!  shortening 37%) and 
mitigation (𝑝!  reduction 67%) effects, correlated to the intensive measures (e.g. workplace 
closure and stay-at-home requirements). A similar degree of reductions is found for Level 4 
(𝑅! reduction 74%; 𝐷! shortening 40%; 𝑝! reduction 70%) while the stringency of intervention 
measures is higher.  
We find that our estimated evolving patterns of 𝑝!  and 𝐷!  correspond well to the serial 
strategies taken by some European countries, such as the ‘contain-delay-lockdown’ route taken 
in the UK. Compared to our analysis of Wuhan data, the strong impact of lockdown is clearly 
demonstrated with the immediate relative reduction of 𝑅! by 58%. We also observed that the 
combination of lockdown, centralised quarantine and immediate admission of confirmed 
patients starting from Feb 2nd in Wuhan was associated with a more substantial relative 
reduction of 𝑅! with strong suppression and mitigation effects (Figure 2D). 
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We also used the proposed framework to estimate the epidemic evolution in different states of 
the United States (Supplementary Table 1). We observed that, as of the week ending May 31st, 
the reproduction number 𝑅! in 30 states exceeds 1 (Figure 2E). These could be related to the 
recent lift of government restrictions and alert us to take a close monitoring on the epidemic 
evolution. This alarming prediction is unfortunately proven true. At the time of writing this 
communication (June 18th 2020), 29 out of the 30 states we alerted on 9th of June 2020 have 
experienced increased number of daily confirmed cases compared to that of May 31st, and 14 
states have recorded all-time high after May 31st. 
So far, the inferred evolution of 𝑅! in many countries and the retrospective impact analysis of 
intervention measures in European countries indicate the effectiveness of our approach in 
monitoring 𝑅! . This can be further validated by predicting the 𝑅!  evolution and projected 
infections in future study. Our current study has several limitations. Firstly, the reporting 
protocols and standards of confirmed cases, as well as the detection rates, vary among countries. 
However, as long as the reporting bias is consistent over time, the inference results of 𝑝! , 𝐷!	and 𝑅!  should not be affected. We also note that the implementation of multiple intervention 
measures within a short interval makes it challenging to quantify the impact of a single measure 
which needs further statistical analysis. 
In conclusion, we propose a comprehensive approach to quantify the impacts of interventions 
on epidemic evolution of COVID-19. We assess the impacts of intervention measures in 
different response levels using the proposed method, which opens a promising venue to inform 
policy for better decision-making in response to a possible second-wave outbreak. We release 
the framework as an open-source package for public use.  
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Methods 
Data Source. We use the aggregated data of publicly available daily confirmed cases of 14 
Europe countries (Austria, Belgium, Denmark, France, Germany, Ireland, Italy, Netherlands, 
Norway, Portugal, Spain, Sweden, Switzerland and the United Kingdom) and 52 states of the 
United States from John Hopkins University database1. The data include the time series of 
confirmed cases from January 22nd to June 8th 2020 (Supplementary Table 2, accessed on June 
9th 2020). Six states with accumulated confirmed cases less than 1,000 are excluded from the 
analysis. The daily number of onset patients in Wuhan is adopted from the retrospective study 
by Pan et. al. 4 The data of intervention measures in European countries are collected from the 
Oxford Coronavirus Government Response Tracker2, reporting the overall stringency index 𝑆! 
of intervention measures during the analysis period (Supplementary Table 3, accessed on June 
9th 2020). This overall stringency index is calculated based on the policy quantification of eight 
intervention measures (i.e. School closing, Workplace closing, Cancel public events, 
Restrictions on gatherings, Close public transport, Stay-at-home requirements, Restrictions on 
internal movement and International travel controls) and one health measure (i.e. public info 
campaigns) to indicate the government response level of intervention. 
Calculation of intervention policy indices. We categorise the dates within our analysis period 
in European countries into five different response levels, based on the overall stringency index 𝑆! . Level 0 is the reference response level with minimal interventions. To identify the 
representative measures of each response level, we calculate the quantification indices of eight 
intervention measures. Descriptions of the eight intervention measures and the quantification 
methods are provided in Supplementary Table 3. For each intervention measure, the Oxford 
report provides an ordinal scale quantification 𝑣#,! of the strength of j-th policy implementation 
and a binary flag 𝑓#,! representing whether it is implemented in the whole country on time 𝑡. 
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Following similar practice use in the Oxford report, we normalise the implementation of each 
intervention measure as 
𝑃#,! = max	(0, 𝑣#,! + 0.5𝑓#,! − 0.5)𝑁# × 100%																																											(1) 
where 𝑁# is the maximum value of the indicator 𝑃#. To assign a label of response level to each 
measure, we calculate the change of mean policy indices across different response levels. The 
response level with largest increase is considered as the level that the measure belongs to (i.e. 
the measure is a representative measure of this response level). For example, the mean index 
of school closure showed the largest increase from Level 0 to Level 1, so we consider this is a 
representative measure of Level 1. The representative measures of each response level are 
listed in Figure 2C. 
Reconstruction of daily infection from reported cases. In order to assess the impacts of 
intervention measures, we need to estimate the time-varying evolution of COVID-19 
transmission (e.g. instantaneous reproduction number 𝑅!). The observations we have are from 
the reported number of confirmed cases. However, such observations experience an inevitable 
time delay between the actual infection time and the reporting date. This includes an incubation 
time (i.e. the period between infection and onset of symptoms) and confirmation period (i.e. 
the period between onset and officially reported after test). The confirmed cases reported on 
time 𝑡 were actually infected within a past period and the reported number is the convolution 
result of the historical daily infection. Here, we reconstruct the daily infection from the 
confirmed cases using the deconvolution technique with Richardson-Lucy (RL) iteration 
method7. We use the incubation period calculated by Ferretti et al.8, which is a lognormal 
distribution with a mean of 5.5 days and a standard deviation of 2.1 days. We use the 
confirmation period previously reported by Leung et al.3, which is a gamma distribution with 
a mean of 4.9 days and a standard deviation of 3.3 days. Sampling from these two sequential 
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distributions, we estimated the interval distribution 𝑠(𝜏) from infection to report (Extended 
Data Figure 1). Denoting the epidemic curve of reported infection cases 𝐼>%:' = {𝐼>%, 𝐼>(, … , 𝐼>!} 
and the epidemic curve of confirmed cases 𝐶%:' = {𝐶%, 𝐶(, … , 𝐶!}, the reported infection with 
an observation process of past infections can be modelled as a Poisson process: 
𝐶!	~	𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝑚𝑒𝑎𝑛 = J𝑠(𝑘)𝐼>!)** )																																						(2) 
Estimate the daily reported infection curve 𝐼>%:' given the daily confirmed cases curve 𝐶%:' and 
infection-to-confirmed time distribution 𝑠%:+ is an ill-posed deconvolution problem and can be 
solved using Richardson-Lucy (RL) iteration method7. The initial guess 𝐼>%:!"  is the confirmed 
cases curve 𝐶%:' shifted back by the mode of the infection-to-confirmed time distribution. Let 𝐶>,- = ∑ 𝑠(𝑘)𝐼>!)*-*  be the expected number of confirmed cases on day 𝑖 of iteration 𝑛. Then 
the iteration of 𝐼>! is computed by an expectation-maximization (EM) algorithm as: 
𝐼>!-.% = 𝐼>!-J𝑠(𝑖 − 𝑡)𝐶!𝐶>!-,/! 																																																			(3) 
A normalised 𝜒( statistics is used as the stop criterion of the iteration: 
𝜒( = 1𝑁J(𝐶>!- − 𝐶!)𝐶>!-! < 1																																															(4) 
The reconstructed daily infections of the countries in this study is provided in Supplementary 
Table 4. It is of note that the reported number of confirmed cases constitute the lower bound 
of the real infection due to the lack of mass test and the existence of asymptomatic cases. 
However, as long as the detection rate remains consistent, the scaling of reconstructed data 
does not affect the following inference of transmission dynamics. 
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Epidemic modelling of COVID-19 transmission. To characterise the evolution of COVID-
19 transmission, we adopted a time-varying renewal process for epidemic modelling. The 
renewal process5 of infectious disease transmission is:  
𝐼(𝑡) = R 𝐼(𝑡 − 𝜏)0" 𝛽(𝜏)𝑑𝜏																																																	(5) 
where 𝐼(𝑡)  is the incident infection on time 𝑡  and 𝛽(𝜏)  is the infectiousness profile. The 
infectiousness profile means a primary case who was infected 𝜏 time ago can now generate 
new secondary cases at a rate of 𝛽(𝜏) , describing a homogenous mixing process. The 
infectiousness profile 𝛽(𝜏) is related to biological, behavioural and environmental factors. We 
can calculate the reproduction number 𝑅 as the area under curve (AUC) of 𝛽(𝜏), which is the 
overall number of secondary cases infected by a primary case. Further, 𝛽(𝜏) can be rewritten 
as: 
𝛽(𝜏) = 𝑅 ∙ 𝑤(𝜏)																																																														(6) 
where the unit-normalised transmission rate 𝑤(𝜏)  is the probability density function of 
generation time, i.e. the interval between the primary infection and the secondary infection. In 
the early stage without intervention, the infectiousness profile remains time-independent as the 
baseline 𝛽"(𝜏)  which describes the transmission dynamics without interventions. The 
corresponding 𝑅 is the well-known basic reproduction number 𝑅". In reality, the infectiousness 
profile 𝛽!(𝜏) will evolve with time caused by intervention measures. To quantify the impacts 
of intervention measures to the evolution of 𝑅! , we propose two factors: suppression and 
mitigation to disentangle the intervention effects. Here we use two complementary metrics 𝑝! 
and 𝐷! modelling the suppression and mitigation factors respectively, as illustrated in Figure 
1. The suppression effects mainly shorten the infectious period of the infected population, 
corresponding to the truncation of 𝛽(𝜏) along the x-axis. We use a time-varying parameter 𝐷! 
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to denote the effective infectious window induced by suppression. The mitigation effects 
attenuate the overall infectiousness by shielding the susceptible population, corresponding to 
the scaling on the y-axis. We use another time-varying parameter 𝑝! to describe this attenuation 
effect induced by mitigation. Formally, we parameterise the evolution of the infectiousness 
profile as: 
𝛽!(𝜏) = X𝛽"(𝜏) ∙ 𝑝!																									𝜏 < 𝐷!	0																																								𝜏 ≥ 𝐷! 																																(7) 
Accordingly, the instantaneous reproductive number 𝑅! can be derived: 
𝑅! = 𝑝! ∙ R 𝛽"(𝜏)𝑑𝜏1!" 																																																							(8) 
Dynamic inference of suppression and mitigation factors. Traditional 𝑅!  estimation 
methods using a sliding window9 (e.g. one week) might not capture the sudden change under 
newly imposed intervention measures, and can be sensitive to the choice of window size. Also, 
impacts of intervention measures encapsulated in the evolution of the infectiousness profile 
might not be clearly revealed by 𝑅! which is an integral quantity. Thus, we propose a new 
window-free estimation method based on Bayesian inference. For the defined epidemiology 
renewal process, the daily incident infection 𝐼!  is the state variable and observed from the 
reconstructed infection data. The evolution of the state 𝐼! is governed by the renewal process 
with the time-varying infectiousness profile 𝛽!(𝜏), parameterised with 𝑝!  and 𝐷! . Here we 
develop a Bayesian framework to monitor the evolution of 𝑝! and 𝐷! using the daily reports of 
confirmed cases (Extended Data Figure 2). Our inference framework employs a two-level 
hierarchical model for the inference of time-varying parameters10. Let us denote the observed 
daily incidence of infection till time step 𝑡 as 𝐼>%:' = {𝐼>%, 𝐼>(, … , 𝐼>!}. Suppose p]𝛉')%|𝐼>%:')%` is the 
estimated distribution of 𝛉 = [𝑝, 𝐷]2 at time step 𝑡 − 1. Under the assumption of consistent 
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detection rates, the observed daily incidence 𝐼>! also satisfies the renewal process. The low-level 
model predicts the observation (i.e. reconstructed daily infection) given a parameter set through 
the renewal process: 
p]𝐼>'c𝛉', 𝐼>%:')%	`	~	𝑃𝑜𝑖𝑠𝑠𝑜𝑛(𝑚𝑒𝑎𝑛 = J𝛽!(𝑘; 𝛉')𝐼>!)*!)%*3% )																										(9) 
where a Poisson process of observing the infected cases is assumed. This describes the 
likelihood of observing the new incidence data given history observations and parameter value 𝛉'. The high-level model describes the evolution of the model parameters 𝑝! and 𝐷! through 
transforming the joint distribution: 
p]𝛉'c𝐼>%:')%` = T ∘ p]𝛉')%c𝐼>%:')%`																																								(10) 
where T(. ) is a transformation function defining the temporal variations of the 𝜽. The prior 
knowledge of parameter distribution is transferred to next time step 𝑡 by the high-level model T. Under the scenario without interventions, the parameters 𝑝!  and	𝐷!  fluctuate around the 
baseline values. Therefore, we can assume a random walk of 𝜽 in the parameter space as the 
high-level model. The update of joint parameter distribution is by convoluting with a Gaussian 
kernel with variance 𝜎%. When the intervention is introduced on time 𝑑, the random walk of 𝜽 
is altered where the variance of Gaussian kernel will become 𝜎(. The transformation T(. ) is 
defined as: 
T ∘ p(𝛉) = jp(𝛉) ∗ K4"(𝛉)														𝑡 < 𝑑p(𝛉) ∗ K4#(𝛉)													𝑡 ≥ 𝑑 																																							(11) 
where K4"(𝛉)  and K4#(𝛉)  are the Gaussian kernels before and after the deployment of 
intervention on time 𝑑. This high-level model includes three hyperparameters: variances before 
and after intervention: 𝜎%  and 𝜎( , and the change-point time 𝑑 . Let us denote the 
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hyperparameters 𝜼 = [𝜎%, 𝜎(, 𝑑]2. After seen the latest observation 𝐼>', the posterior estimation 
of 𝛉 is update by the Bayes theorem: 
p]𝛉'c𝐼>%:'` = T ∘ p]𝛉')%c𝐼>%:')%` ∙ p]𝐼>'c𝛉', 𝐼>%:')%	`p]𝐼>'c𝐼>%:!)%` 																																				(12) 
The posterior are usually intractable but can be approximated through grid-based methods10. 
Given a set of hyperparameters 𝜼,, the hybrid model evidence can be calculated as: 
p]𝐼>%:'c𝜼,` = Rp]𝐼>%:', 𝛉'c𝜼,`𝑑𝛉' 																																														(13) 
Finally, the posterior estimation p]𝛉'c𝐼>%:'` can be averaged across the hyperparameter grids 
weighted by the hybrid model evidence. The posterior mean and confidence intervals of 𝑝! and 𝐷! as well as the corresponding 𝑅! are obtained in a dynamic manner. The prior of 𝑅" at the 
first time step is set uninformative as a uniformed distribution with the pre-set lower and upper 
limits (e.g., the upper limit for the European countries is set to 8 in the experiment). The shape 
of 𝛽"(𝜏) is adapted from the distribution of generation time interval 𝑤(𝜏) reported by Ferretti 
et al.8 We applied the above framework to infer the epidemic evolution in 14 European 
countries, states in the US and Wuhan city, China (Supplementary Table S1). The proposed 
Bayesian inference approach is validated and compared to the sliding window-based method 9 
in simulation experiments (Extended Data Figure 3). The sharp change of 𝑅! can be captured 
immediately by our Bayesian approach while there is a response lag using the sliding window-
based method due to the window effect. The codes of the our inference framework is released 
as an open-source package (https://github.com/whfairy2007/COVID19_Bayesian). 
Statistical analysis of the intervention impacts in different response levels. We performed 
a retrospective analysis of the time-varying transmission dynamics during different response 
levels in Europe countries. First, the evolution history of 𝑅! and the overall stringency index 
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𝑆! are obtained using the above framework. The stringency index 𝑆! is categorised into five 
response levels (Level 0: 𝑆! ≤20%, minimal response for reference; Level 1: 20%<𝑆! ≤40%, 
soft response; Level 2: 40%<𝑆! ≤60%, strong response; Level 3: 60%<𝑆! ≤80% and Level 4: 
80%<𝑆! ≤100%, emergent responses). We fit a log-linear mixed-effect model, where the 
logarithm of 𝑅! is the outcome variable and categorical stringency index is the predictor. The 
logarithm is used to obtain the intervention impacts on the relative change of 𝑅! 11. We 
performed a partial-pool analysis by assuming the impacts of intervention measure (slopes) 
share across all selected European countries while the basic reproduction number 𝑅" (intercept) 
varies due to environmental and social factors. The regression formula is written as: 
ln 𝑅#,! = 𝑏" +J𝑏* ∗ 𝐷#,*5*3% + 𝛾# + 𝜖									𝑗 = 1,2, … ,14																						(14) 
where 𝑅#,! is the estimated reproduction number of j-th country, 𝑏" is the fixed effect term of ln 𝑅" and 𝑏* is the fixed effects of interventions in response level 𝑘. 𝐷#,* is the dummy variable 
that takes the value 1 if and only if the response status is at Level k. 𝛾# is the random effect 
term following zero-mean Gaussian which explains the difference of ln 𝑅" across countries and 𝜖 is the Gaussian error term. Equation 14 associates the relative changes in 𝑅 to the fixed 
effects of response levels, and can be rewritten into its marginal form as: 
ln(1 + 𝑅 − 𝑅"𝑅" ) = J𝑏* ∗ 𝐷*5*3% 																																								(15) 
Therefore, the relative change of 𝑅 due to the intervention measures in k-th response level can 
be derived from 𝑏* (i.e. ∆𝑅/𝑅" = 𝑒𝑥𝑝(𝑏*) − 1). Country-specific ln 𝑅" can be estimated as 𝑏" + 𝛾# 	at the Level 0. The statistical analysis is performed using the R package ‘lme4’. The 
fixed effect is considered significant with P value<0.05. The 95% confidence intervals (CI) are 
estimated using bootstrap method. The assumption of normality is checked by inspecting the 
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quantile-quantile plot of the residuals. The same procedure is also applied to the analysis of 𝐷! 
and 𝑝!  to quantify the suppression and mitigation factors, respectively. The results are 
demonstrated in Figure 2C and the statistical details are provided in the Supplementary Table 
5. 
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Supplementary Figures 
 
 
Extended Data Figure 1. Reconstruction of daily infection from the confirmed cases using 
deconvolution algorithms. The time delay between the infection and onset and report is demonstrated 
in (A). The estimated distribution between infection and report is presented in (B) which is used for 
deconvolution. An example of deconvolution results on UK time series is demonstrated in (C) where 
the forward convolution on reconstructed data matches well with actual reported data, validating the 
correctness of the method. 
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Extended Data Figure 2. Illustration of the Bayesian inference framework for estimating suppression 
and mitigation factors. We employ a two-level hierarchical model. For each time step, the low-level 
model (i.e. renewal process) provides the likelihood of 𝑝! , 𝐷!  (green). The posterior (orange) is 
calculated through the element product of the likelihood and the prior (blue) from the previous time 
step. To generate the prior for next time step, we use the high-level model (i.e. the transformation T) to 
induce the evolution of parameters. The high-level model is a piecewise gaussian random walk process 
where the fluctuations of 𝑝!  and 𝐷!  differ before and after an intervention time. The instantaneous 
reproduction number 𝑅! can be derived from the posterior distribution of 𝑝! and 𝐷!. 
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Extended Data Figure 3. Validation of the proposed Bayesian inference method. We simulated an 
artificial epidemic outbreak with time-varying infectiousness profile using renewal process. The 
generation interval time interval were adapted from Ferretti et al.8 The simulation period includes 50 
days and an intensive intervention measure is induced on day 35 altering the transmission dynamics. 
Before the intervention, the ground-truth 𝑅! followed Gaussian random walk with a mean of 2.5. After 
the intervention (50% 𝑝! reduction and 67% 𝐷! reduction), the mean of 𝑅! was reduced to 0.5 (black 
line). We compared the results using our approach (red line with 95% confidence intervals) to the results 
computed by the R package ‘EpiEstim v2.2’9 (blue) which is a sliding window-based method widely 
used for 𝑅! estimation. We observed that the ground-truth 𝑅! is well estimated within our confidence 
interval. In particular, the sharp change of 𝑅! caused by the intervention is captured immediately by our 
approach while there is a lag using the sliding window-based method. 
 
