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ABSTRACT
Extracting and visualizing informative insights from temporal event
sequences becomes increasingly difficult when data volume and
variety increase. Besides dealing with high event type cardinality
and many distinct sequences, it can be difficult to tell whether it is
appropriate to combine multiple events into one or utilize additional
information about event attributes. Existing approaches often make
use of frequent sequential patterns extracted from the dataset, how-
ever, these patterns are limited in terms of interpretability and utility.
In addition, it is difficult to assess the role of absolute and relative
time when using pattern mining techniques.
In this paper, we present methods that addresses these challenges
by automatically learning composite events which enables better ag-
gregation of multiple event sequences. By leveraging event sequence
outcomes, we present appropriate linked visualizations that allow
domain experts to identify critical flows, to assess validity and to un-
derstand the role of time. Furthermore, we explore information gain
and visual complexity metrics to identify the most relevant visual
patterns. We compare composite event learning with two approaches
for extracting event patterns using real world company event data
from an ongoing project with the Danish Business Authority.
Index Terms: Human-centered computing – Visual analytics
1 INTRODUCTION
Gaining informative insights from temporal event sequences is a
challenging task in many real world domains. As shown in Figure
1(b), data volume and variety render most sequences unique as evi-
dent in a large collection of company event data. While the analysis
of temporal event sequences is well-studied within both the visual-
ization and data mining communities [5, 10, 13, 18] many challenges
persist. Existing visualization techniques are often inadequate with-
out appropriate aggregation of the data, since simply visualizing
multiple raw event sequences will not provide interpretable infor-
mation. However, defining meaningful aggregations is also difficult
as described in recent work by Liu et al. [12]. A common approach
is to extract frequent sequential patterns, but these techniques of-
ten yield an overwhelming number of subsequences on real world
datasets. This makes the results unsuitable for manual inspection
and it can be difficult to assess the relevance of a derived pattern
when inspecting it in isolation. Liu et al. [12] therefore propose an
algorithm to compute branching patterns that describe the most com-
mon event sequence flows. This automatic search shares a similar
goal to the manual approach of Monroe et al. [16], where a series
of user-specified simplifications lets the analyst arrive at a simpler
representation of the major flows in the data. While the manual ap-
proach does not scale very well, the automatic search suffer in terms
of interpretability, since it is hard to assess the quality of the derived
patterns. Previous work [4, 24] have therefore shown promising
results when using outcomes to analyze temporal event sequences.
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In this work we also use sequence outcomes to both reason about
pattern quality and to define visualizations that allows the analyst
to identify critical flows and to assess pattern quality. To efficiently
use temporal event sequences in decision making processes, it is
important to leverage both data mining and visualization techniques.
Figure 1: An event tree with few event types and few event sequences
(a) that shows how to read the visualization. The event tree in (b)
shows a large event sequence collection without any simplification
and the event tree in (c) shows an event tree of the same dataset
using composite events and outcome percentages encoded in the
transitions between events. The y-axis is percentage of the total
number of sequences and the x-axis is time.
The motivating use cases for the work presented in this paper
comes from an ongoing project with the Danish Business Authority
(DBA), which maintains historical registration data and financial
statements for more than 1.5 million danish companies. The registra-
tion data is essentially temporal event sequences containing events
such as changes to business type, name, accountants and board mem-
bers. The domain experts at the DBA are not data scientists and
ar
X
iv
:1
71
0.
06
29
1v
1 
 [c
s.H
C]
  1
7 O
ct 
20
17
therefore they lack automated tools to systematically gain insights
from their data. Currently their search for suspicious behavior is
started from previous cases, hence they often have outcome labels
for a subset of the companies, i.e. outcomes describing bankruptcy
or fraudulent behavior. Using our methods, the aggregation in Figure
1(b) is automatically transformed to the arguably better aggregation
in Figure 1(c). Analysts can now separate the critical flows (dark)
from the less critical flows (light) w.r.t. to the outcome and get
insights into how different events affects the outcome probability.
Pattern mining algorithms are often ill suited when the order in
which certain event types occur is irrelevant. In such scenarios,
it can be advantageous to group events into a single event prior
to the application of any aggregation algorithm. In our work, we
automatically group events into higher level composite events since
this drastically reduces the number of unique event sequences and
thereby enables the simpler aggregation in Figure 1(c). Our approach
is inspired from the work of Du et al. [3], who recently presented
a series of strategies for sharpening analytic focus when analyzing
temporal event sequences. In this paper, we use clustering to find
similar event sequence windows and thereby replace the old event
types with new composite events.
The event tree visualization (Figure 1) is based on the visualiza-
tion presented in [16, 25]. However, given sequence outcomes, we
also augment the various paths with outcome probabilities, which
allows the analyst to assess the relevance of a pattern. Furthermore,
we empirically validate our approach using information gain and
visual complexity metrics. These metrics can also be used to au-
tomatically search for interesting views since they describe visual
separation w.r.t. to the outcomes. We compare our approach with
two versions of the branching pattern mining technique presented
in [12] - the original version and a modified version where the out-
come is used to rank the events. Finally, we propose several future
research directions for supporting the understanding and assessment
of patterns derived from temporal event sequences.
2 RELATED WORK
Visualizing and retrieving insights from temporal event sequences is
not a new research focus due do its various application domains such
as electronic health records [4,16,25], different types of clickstreams
[11, 13] and company behavior, as presented in this paper. More
domains will likely surface in the future as the methods to analyze
event sequences improve. Currently, the major challenge in utilizing
temporal event sequences for decision making is to cope with volume
and variety, which is especially difficult to cope with when the data
does not fit into standard tables formats as used in most machine
learning scenarios.
For these reasons, Wongsuphasawat et al. [25] and Monroe et
al. [16] have explored event sequence simplification based on user
specified queries together with a custom visualization based on the
icicle plot [9] to display common event paths and average timespans.
Zhao et al. [27] proposes a matrix based visualization organized in
a wave to provide overview of different web traffic patterns. These
methods show promising results when the number of unique event
types are manageable to an analyst. In our work, we use the same
visualization as in [25] to display common event paths.
Several alternatives to user driven simplifications have been pro-
posed to support the analysis of temporal event sequences. Promi-
nent among these methods is frequent sequential pattern mining
[10,13,18], where common subpatterns with a minimum level of sup-
port are extracted and visualized to the user. However, Liu et al. [12]
recently pointed out several limitations with these approaches, in-
cluding limited interpretability and utility. Another approach is to
cluster common sequences [21, 23] or search for similar sequences
based on a reference sequence [2]. While complete unsupervised
clustering of entire sequences have shown promise in certain do-
mains, it can be difficult to assess the relevance of a clustering result
and unimportant events might have an overly large impact.
In the work by Du et al. [2], the goal is to arrive at a given out-
come by identifying appropriate next actions. In general, sequences
outcomes are a powerful tool for narrowing down relevant patterns
and provide context to the user. In the work by Gotz et al. [4], users
continuously pick event milestones and review how they affect the
sequence outcome in the visualization. In our work, we use a similar
approach to visualize the outcome probabilities within the differ-
ent event flows. In the work by Wongsuphasawat et al. [24] event
sequences are summarized to provide all possible paths to a given
outcome and Lam et al. [11] use session outcomes to provide the
user with context. Related to outcome analysis is cohort comparison
and in many cases the two problems can be modelled in the same
way. Krause et al. [7] provides a visual tool to efficiently extract
relevant cohorts from a database. Malik et al. [15] proposes a system
where multiple statistical significance scores for all subpatterns of
a certain length are computed and visualized to the user, but their
approach does not provide overview of multiple flows.
Event sequences are especially difficult to analyze when events
are not only ordered but also timestamped, since it can be a complex
task to assess the role of time. Numerous approaches have been
proposed to visualize events over time, e.g., in the form of cloudlines
[8], temporal summaries [22] or visualizations to explore timespans
in known processes [14]. In our work, time is mainly used to reason
about which events are close enough to be combined into a composite
event. Furthermore, Wongsuphasawat et al. [26] and Monroe et al.
[17] also report on challenges with similarity measures for querying
event sequences and specifying time interval and absences queries.
Liu et al. [12] recently presented the notion of branching patterns
(CoreFlow), which are extracted patterns that describe all event se-
quence flows instead of only frequent subsets of the event sequences.
In our work, the goal is also to extract relevant branching patterns
w.r.t. to sequences outcome. For this reason, we present and investi-
gate a modified version of the algorithm presented in [12] that uses
information gain, traditionally used to infer decision trees [19], to
reason about appropriate milestones, i.e. to generate an event deci-
sion tree. The composite event learning method is inspired from the
work of Du et al. [3], who recently presented a series of strategies for
sharpening analytic focus when analyzing temporal event sequences.
Among others, they mention that it can be beneficial to group events
based on time windows and replace all events within a given window
with, e.g., the most frequent event type.
3 COMPANY INVESTIGATION
The motivating domain for the methods presented in this paper is
company investigation in collaboration with the DBA. While the
methods we present generalizes to other types of temporal event se-
quences, we will in this section briefly describe this domain in order
to provide intuition prior to the technical details. The DBA main-
tains several types of data about more than 1.5 million companies
in Denmark. This include a registration database, where companies
report changes to important information about their business. This
include changes in important relations, like accountants and board
members, and changes to basic company information, like business
type and name. In this work, we model the registration database as
temporal event sequences, since all changes are timestamped. In
total the database contains more then 50 million events. Removing
all sequence information gives little insight, since looking at a single
change, e.g., in the board, can both be a positive or a negative change.
However, the order of events is sometimes also irrelevant in shorter
time windows while major time gaps are still informative. Further-
more, the quality of the data is unknown, since certain changes are
not mandatory to report immediately, which means sometimes the
order of events introduce more noise than clarity. For these rea-
sons, we introduce the concept of composite event learning in the
following section.
Domain experts at the DBA usually start their investigations
based on knowledge from previous cases, hence relevant labels can
be defined for a subset of the companies. These labels include first
of all whether a company went bankrupt or otherwise have been
forced to close, but also different types of fraud. In this paper, we
model this information as a sequence outcome, which will be the
driving factor in the analysis scenario we are trying to support. The
interactive system we designed, enables domain experts to efficiently
visualize relevant event flows w.r.t. to outcome in large sequence
collections. For experimental purposes we only use event data prior
to 2014 in the evaluation in order to reason about future outcomes,
i.e. which companies will close in the period of 2014-2017. Such
experiments will also be important in future use scenarios, when
domain experts are using the system for decision making.
4 LEARNING COMPOSITE EVENTS
In this section, we define the notion of composite events and describe
a concept to automatically learn these. As described previously, the
main motivation behind generating composite events is to reduce
the variety of temporal event sequences which makes it possible
to aggregate sequences that would otherwise be unique. The idea
behind composite events is therefore to find collections of similar
subsequences and replace these with new high-level events. An ex-
ample from the DBA data is the beginning of a new company. Since
new companies usually go through very similar initial processes,
their beginning can often be replaced with a single event, which, e.g.,
includes the addition of several board members and accountants as
well as updates to core company information like name and main
business type. This furthermore allows for the identification of dif-
ferent types of beginnings where, e.g., there size of the initial board
can be important. The following notions will be used throughout the
paper:
Temporal Event Sequence: A sequence of event tuples (ei, ti),
where i is the positional index in the sequence, ei is the event type
and ti is the timestamp. In certain scenarios the sequence contains
event triples (ei,ai, ti), where an event also have an attribute ai.
Composite Event: A grouping of several events from a sequence
into a single complex event.
Note, that in our definition of temporal event sequences, two events
from the same sequence are allowed to share the same timestamp.
There exist numerous approaches for retrieving common patterns in
temporal event sequences that can be used to find composite events
including frequent pattern mining [5], temporal abstractions [20]
or user-specified find-and-replace methods [16]. However, not all
methods can deal with events that share the same timestamp. In this
paper, we use a simple bucketing by time period approach, coined
as a strategy to simplify temporal event sequences in [3], as the
foundation for defining composite events. The sequences are di-
vided into equal time segments that each will constitute a composite
event. By counting event type occurrences within each segment (and
potentially attribute occurrences) conventional clustering methods
can be used to define similar segments and thereby find composite
events. Concretely, for window size w and number of clusters k we
do the following:
1. Segmentation: Divide each temporal event sequence into equal
time segments of size w.
2. Feature Generation: Count event type occurrences in each seg-
ment generating a feature for each event type, effectively ig-
noring sequence order within the window segments.
3. Clustering: Partition all segments into k groups using the k-
means clustering algorithm [1]. The k groups constitute the
composite event types.
This realization of the three steps in the composite event learning
concept introduces the challenge of finding the optimal window size
w and number of clusters k for some notion of optimal, which in
our use case is an event tree with good separation of the outcomes
and good predictive power beyond the dataset. If an overly large
w and a small k is used, the resulting aggregation will potentially
be an oversimplification, which can result in an event tree with low
separation of the outcomes. On the other hand, if an overly small
w and a large k is used, the following aggregation will potentially
be overfitted to the dataset and have little predictive power. We will
describe sequence aggregation methods and quality metrics in the
subsequent section. The exact choice of w and k dependents on the
use case. The time between events is usually larger in the company
event data compared to, e.g., weblogs or medical records, hence
appropriate choices of w are likely also larger for this use case.
The proposed realization is only one way to find composite events
and there exist multiple methods for implementing the three steps.
Dynamic window sizes or the addition of more features, such as
average time between events or features based on event attributes,
could be immediate extensions of our realization. When introducing
increasing complexity in the mining approach, though, complexity is
also introduced in the visual interface, since additional information
about feature types and varying window sizes needs to be conveyed
to the user. Different clustering algorithms or alternative similarity
measures can also be used in step 3. A study on similarity mea-
sures for text document clustering using k-means showed that the
euclidean distance can be outperformed by alternative measures in
this domain [6]. In text document clustering features are usually also
frequency-based, hence it seems worthwhile to investigate different
similarity measures for event frequencies in future work. However, it
is not the main focus of this paper to pick the optimal segmentation,
feature generation or clustering methods, but rather how to utilize
the concept of composite event learning to generate visualizations
that provide relevant insights about temporal event sequences.
5 SEQUENCE OUTCOME, AGGREGATION & QUALITY
In the following, we will describe the three different temporal event
sequence aggregation methods investigated in this paper. Further-
more, we will define how sequence outcomes are used to encode flow
probabilities and to score the overall pattern. Sequence outcomes are
important in many event analysis scenarios and is usually the occur-
rence of a certain event type. An example is health outcome analysis
as described in [4], where analysts and epidemiologists study data
to understand what factors influence certain health outcomes. As
previously described, outcome is also the driving factor behind the
motivating analysis tasks at the DBA. In this paper, we define an
outcome as a special event occurrence.
Sequence Outcome: An event sequence outcome is a special event
tuple (oi, ti), where i is the sequence position, oi is the outcome type
and ti is the timestamp of the outcome.
Note, that any event type can therefore be thought of as an outcome
and in the DBA case the relevant outcomes include for instance
bankruptcy and different types of fraud. Given an outcome, the
sequences can be divided into two groups - the sequences that include
the outcome and those that do not. While the basic analysis scenario
constitute a binary distinction, the methods presented in this paper
can be extended to multiclass or numeric outcome scenarios.
5.1 Sequence Aggregation
We consider three different methods to aggregate temporal event
sequences that are suitable for visualization - one method where the
simplified sequence collection is aggregated and two methods where
descriptive patterns are extracted from the raw event sequences. The
first method computes a hierarchical structure of all unique event
paths. The second method is the branching pattern algorithm (Core-
Flow) proposed by Liu et al. [12], which computes the most common
flows. The last method is a modified version of the branching pattern
algorithm, where we use entropy based information gain using the
sequence outcomes to rank the events instead of using the overall
frequency. Entropy is often used in decision tree algorithms to greed-
ily choose the best attributes to branch on. Entropy and information
gain will be explained in section 5.2. The result of all approaches is
a hierarchical tree structure as described in [25].
Simplified Aggregation (SA): First, all sequences are simplified
by computing composite events as described in Section 4. Sequences
with the same prefix will follow the same path in the data structure,
and when two sequences no longer consist of the same series of
events the data structure will branch. The hierarchical structure
contains a path for each unique event sequence, hence in cases with
high variety there will be little to no aggregation. In our approach
we root the aggregation at the first event in each sequence, however,
it is also possible to root the aggregation on, e.g., the first occurrence
of a certain event type or other user-specified alignment points [16].
Most Common Pattern (MCP, CoreFlow [12]): The Rank-
Divide-Trim algorithm presented in [12] recursively ranks all events
w.r.t. frequency (the number of sequences an event occurs in), di-
vides the sequences based on the highest ranking event type (where
ties are broken by minimum average sequence index) and then trims
the sequences up to the first occurrences of the chosen event. This
approach creates the same hierarchical tree structure as the full
aggregation, however, only including the most frequent occurring
events.
Most Separating Pattern (MSP): This method uses the same rank-
divide-trim procedure as for the most common pattern but with a
different ranking function. By using entropy-based information
gain with the sequence outcomes to rank the events, the resulting
hierarchy will include the most separating events w.r.t the outcome.
This method is similar to building a decision tree.
All aggregation methods can be used either with or without the event
sequence simplification described in section 4. In section 7, we will
provide a comparative evaluation of the SA method, which uses
sequence simplification, and the two pattern extraction methods on
the raw event sequences, with data from the DBA use case. The
evaluation also serves as an example of how a potential evaluation
can be done in other domains in order to find the best combination
of event sequence simplification and aggregation method.
5.2 Quality Metrics
Sequence outcomes provide a way to compute pattern quality empir-
ically. Since the outcome of interest is often heavily outnumbered
in real world datasets, i.e. only a subset of the sequences contain
the outcome of interest to the analyst, it can be difficult to argue
about pattern quality for two reasons. First, if the dataset is used to
predict outcome, you get a very high accuracy simply by repeatedly
guessing on the dominant outcome, which in the DBA domain is
the same as always predicting no bankruptcy. Second, the goal of
an analyst is not only to get a list of the next instances that will
have the interesting outcome, but also to investigate which events
or combinations of events that have an influence on the outcome in
order to limit the number of instances in an investigation and later
fuse the gained knowledge with other sources of data. For these
reasons, we use entropy-based information gain to measure pattern
quality which is commonly used to reason about appropriate splits
when building decision trees. Furthermore, we also use two metrics
describing visual complexity presented by Monroe et al. [16].
Entropy: Entropy is a measure of sample homogeneity. If a sample
is completely homogeneous, i.e. all sequences lead to the same
outcome, the entropy is zero and if the sample is equally divided, i.e.
contains the same number sequences leading to each of the outcomes,
the entropy is one. The entropy E of a sample S is calculated as
E(S) =−
c
∑
i=1
pilog2 pi
where pi is the probability of outcome i.
Information Gain: The gain in information is the decrease in en-
tropy after a dataset is split into a number of samples. The informa-
tion gain IG of a sample divided into the partitioning A, where A in
our case describes the resulting partitioning given by the extracted
event paths, is calculated as
IG(S,A) = E(S)−∑
v∈A
|Sv|
|S| E(Sv)
where v is a unique path to the point of splitting in the event tree.
Effectively, we will use IG to reason about the initial outcome distri-
bution versus the outcome distributions of the chosen samples in our
event tree. The samples can be defined by choosing a minimum level
of support, which we denote as the point of splitting. This can, e.g.,
be the subgroups just before the samples become smaller than 5% of
the total number of records. This notion is similar to the concept of
minimum level of support from frequent sequential pattern mining.
If the minimum level of support is simply set to 0%, the leafs of the
event tree will be used as the chosen samples.
Visual Complexity: We compute visual complexity using two mea-
sures proposed by Monroe et al. [16]. (1) The average height of
the vertical elements as percentage of the display height, i.e. the
size vertical bars describing the different events in the event tree
as percentage of the total number of records. (2) The number of
elements in the event tree. These measures builds on two central
notions of visual complexity; separability and information density.
Few visual elements means low information density and large visual
elements are easier to distinguish from each other, hence reduce
perceived complexity.
Both information gain and visual complexity are important met-
rics. High information gain alone does not necessarily imply good
generalization beyond the dataset, since the simple split into raw
event sequences, i.e. multiple samples of size 1, will give the maxi-
mum information gain. Lowering the visual complexity is therefore
important for both interpretability as well as generalization pur-
poses. Visual complexity is similar to the generalization heuristics
of decision trees, where smaller trees should in theory generalize
better.
6 VISUALIZATIONS & INTERACTIONS
We designed a prototype system that is able to visualize probabilistic
event flows of large data collections using any of the aggregation
methods described in section 5.1. When the SA method is applied,
users can currently define the segmentation window size (w), the
number of composite event types (k) (cf. Section 4) and limit which
raw event types to use (Figure 2(f)). While this allows the analyst
to compute any desired aggregation, it provides little support in
choosing suitable parameters for a given dataset, hence we discuss
how this interaction can be improved in Section 8. The prototype
has two central views, one for the event tree, visualizing also out-
come probabilities at the event transitions, and one to investigate the
composite events. In the following, both views will be described in
detail as well as central interactions.
Figure 2: The screenshot shows our prototype tool with dataset 1 (cf. Table 1). The main view (a) shows the probabilistic event tree with composite
events and outcome percentage encoded in the transitions between events — white means that zero companies have closed and black means
that all companies taking this subpath have closed cf. (e). Hovering a composite event in the hierarchy will show the corresponding outcome
statistics (b), highlight the composite event in (c) and display a time histogram (g) that shows when the companies went through this event (red are
closed and blue are normal). The components of the composite events can be inspected using the aster charts (c), which show the composite
events that the user is currently interested in, as well as the corresponding event legend (d). Users can also specify the size of the segmentation
window, the number of composite events to compute and limit which event types to use (f) as well as load previous results.
6.1 Probabilistic Event Tree
Most tree visualizations can be applied to display aggregated event
patterns. In our prototype, we use the hierarchical time visualization
presented in [25] including also outcome probabilities at each event
transition (Figure 2(a)). The x-axis represents time, i.e. average
time between events and average time to the root, which in this
case is the start of the extracted sequence time periods. The y-axis
represents percentage of the total number of sequences. Colored
vertical elements represent a specific type of event or a composite
event, i.e. the large yellow element shows that almost 60% of the
sequences start with composite event 3 and then around 30 % of
those sequences continue with composite event 1, 2 or 14, while the
remaining sequences end. The composite events can be inspected
using the aster charts (Figure 2(c)) which will be described in the
following section, i.e. the color of the vertical element corresponds to
the color of the composite event number. Relevant composite event
descriptors (aster charts) can be added by clicking the composite
events in the the event tree.
Outcome percentages of the individual subpaths are encoded with
a continuous black and white scale in the transitions between events,
where 0% is white and 100% is black (Figure 2(e)). This allows the
users to quickly identify the relevant subpaths for a given analysis
task and see how the outcome probability changes with each event
on a path. Furthermore, the event tree visualization includes two
simple but powerful interactions. First of all, users can zoom on
both axes with mouse scrolling, which allows the analyst to focus on
relevant sub paths. Secondly, users are provided with a tooltip when
hovering an event bar with basic statistical information about the
outcome (Figure 2(b)). Currently, we also report on future outcome,
i.e. outcome beyond the current data extract used to generate the
event tree, which allows the analyst to assess whether the current
subpath generalizes. The data extracts will be explained in Section 7.
We will also discuss how to extend the interaction opportunities such
that users can experiment with different time periods to investigate
how well certain patterns explain future outcomes.
When an event in the event tree is hovered, users are also provided
with a time histogram (Figure 2(g)) that summarizes the timestamps
of the events in the chosen subgroup, i.e. when each sequence
went through the hovered event in absolute time. Blue summarizes
one outcome (in this case companies that are still alive) and red
summarizes the other outcome (closed companies) – the histogram
then shows both blue and red bars as two overlays for easy height
comparisons. First of all, the time histogram allows the analyst to
identify whether certain events occurred at certain points in time
and, secondly, it allows the analyst to identify whether the time
distribution is different for the two outcomes. In cases where the
distribution is different, the time histogram can potentially help the
analyst narrow down interesting sequences even further by, e.g.,
first investigating the blue instances that occur closest to the red
instances.
6.2 Composite Event Inspection
The components of the composite event types can be inspected
using (1) the aster charts (Figure 2(c)) and (2) the event legend
(Figure 2(d)). Each aster chart represents one composite event type,
which in our case is a resulting cluster of the k-means algorithm. A
slice represents one original event type and the color of the slice
matches the event legend. The width of a slice is the feature mean,
i.e. average number of event occurrences within each segment,
proportional to the sum of all feature means within a cluster. The
height of a slice is the feature mean proportional to the means of the
same feature in the other clusters. These compact visualizations of
Dataset 1 Dataset 2 Dataset 3
No. of sequences 3475 4008 25122
No. of events 30494 41151 222138
No. of unique events 42 59 68
Business type IT-Service
Building
Contractors Retail
Risk of bankruptcy (%) 8 58 13
Future pred. prec. (%) 3.5 2.6 4
Table 1: Dataset characteristics
the cluster centers are suitable in this scenario since several feature
means (event counts) are zero, i.e. those events did not occur within
the segments and are therefore irrelevant in order to understand a
certain composite event. To make the circle charts even simpler, we
combine features with very low means into one category, which can
then later be inspected if desired, e.g., to search for outliers. Users
can quickly compare multiple composite events for common event
types and average number of occurrences by looking at both color,
height and width of the slices. As an example, if a slice has a height
of 50% it means that there is a composite event where this type of
event occurs twice as frequently. Hovering the aster charts provides
the user with statistical information about the individual clusters.
The event legend (Figure 2(d)) describes actual event types and
is linked with the other views, i.e. it shows only the event types
of the composites events that the user is currently investigating.
Hovering the event legend provides the user with overall statistical
information about the individual event types, which can be used to
provide context to the statistical information about the composite
events. The composite event inspection is work in progress and we
aim to do a user study to evaluate how to optimally visualize these
(cf. Section 8).
7 EVALUATION
In this section, we will first present a comparative evaluation of
the different aggregation methods presented in Section 5.1 on three
different datasets from the DBA using the quality metrics described
in Section 5.2. We will also describe a use case example to illustrate
the practical implications for domain experts at the DBA. Statistics
for the chosen datasets are shown in Table 1. The datasets represent
three different business types (IT-service, Building Entrepreneurs
and Retail). Before analyzing the event sequences, several choices
have to be made regarding time. In this evaluation scenario, we use
only the last 10 years of the event history for each company, since
otherwise the event tree would by highly biased by the initial updates
of a company. The investigated outcome of this evaluation is risk of
bankruptcy, which describes that the company have been flagged in
the database as either bankrupt, forced to closed or in a pre-state for
either of the two. Table 1 also show the overall percentage of com-
panies that have experienced risk of bankruptcy. For the companies
that do experience risk of bankruptcy, we use only the events one
year prior to the outcome, since in a real analysis scenario domain
experts want to identify companies worth further inspection some
time before the outcome actually occurs. Furthermore, we only use
data prior to 2014 in general, which allows us to reason about how
extracted patterns generalize to the following years. For reference,
Table 1 also show the general chance of picking a company that
will experience risk of bankruptcy after 2014. The different choices
regarding dataset preparation means that multiple parameters can
be tuned and tested, which we will discuss further in section 8. The
following results have been computed with a one week window size
and 25 composite events for the simplified aggregation method.
7.1 Comparative Evaluation of Aggregation Methods
Table 2 shows the evaluation results for the three different aggrega-
tion methods on the three datasets with a minimum support of 1%
Dataset MCP MSP SA
Information Gain 0.003 0.151 0.153
Average Height 1 6.71 5.33 2.10
Number of Elements 58 67 36
Information Gain 0.431 0.713 0.744
Average Height 2 6.04 3.95 2.28
Number of Elements 69 84 55
Information Gain 0.037 0.262 0.246
Average Height 3 6.37 4.85 2.76
Number of Elements 57 66 37
Table 2: Evaluation results for the three different aggregation methods
on the three datasets with a minimum support of 1%.
for the subgroups. The MCP method provides the least information
gain w.r.t. the outcome, which is not surprising since there is no
guarantee that the most common event flows will also describe rel-
evant flows w.r.t. outcome. However, the MCP method is the best
for reducing visual complexity when measured using average height
of the visual elements. The MSP and SA methods provide similar
information gains w.r.t. the outcome despite that the MSP method is
using the outcome to generate the aggregation and the SA method is
complete unsupervised. The SA method computes the fewest visual
elements in the event tree. However, these elements are composite
events that need further investigation and the SA method is therefore
not necessarily superior in terms of visual complexity, especially
since the MSP method computes larger visual elements. While the
MCP method is superior in terms of visual complexity, the method
does not let the analyst gain insights into how the outcome flows
differ. Since the MSP and SA methods provide similar information
gain w.r.t. the outcome, we will in the next section also explore how
an event tree can assist the analyst narrow the search for companies
that will experience the negative outcome in the future.
7.2 Use Case Example
In this section, we will describe insights an analyst can get when
using the prototype tool with the SA method and dataset 1 as pre-
sented in Figure 2. First of all, the event tree shows that several
companies perform very few updates in the DBA database. How-
ever, it is not simply the well-functioning companies that update
their information since there exist both dark and light paths. Some
of the most common composite events are 1, 2 and 14, which mainly
consist of updates to business type, name and contact information.
Furthermore, the two most common sequence beginnings are the
composite events 3 and 0, which describes the start of a very light
path and the start of a very dark path, respectively. The event tree
allows an analyst to efficiently identify the most common negative
and positive paths. By zooming and hovering the event tree and the
composite event glyphs, the analyst can inspect exactly what the
composite events are made of and identify related composite events
as well as relevant subpaths. The time histogram shows that a lot of
updates happens around 2008, which we later found out is because
the DBA introduced new regulations at that time.
Besides summarizing how companies have behaved so far, the
prototype tool also allows the analyst to reason about future out-
comes. In the most troublesome event paths in Figure 2 at least 30 %
of the companies have experienced risk of bankruptcy. If an analyst
employs this heuristic to narrow down the search for future trouble-
some companies, i.e. companies going through subpaths where at
least 30 % have had the negative outcome and with 1 % minimum
support, the resulting subgroups are presented in Table 3 for all
three aggregation methods on the three datasets. The table includes
both size of the subgroups, risk of bankruptcy percentage within
the subgroup as well as the chance of picking a company from the
current normal companies that will experience risk of bankruptcy in
the future, i.e. prediction precision for the period 2014-2017. Note
Subgroup MCP MSP SA
No. of sequences 469 745 617
Risk of bankruptcy (%) 1 34 30 30
Future pred. prec. (%) 12 13.9 17.2
No of sequences 3994 2576 2300
Risk of bankruptcy (%) 2 58 88 95
Future pred. prec. (%) 2.6 7.6 10.3
No of sequences 5544 7264 6425
Risk of bankruptcy (%) 3 43 42 45
Future pred. prec. (%) 17.2 18.9 20.5
Table 3: Statistics when looking at subgroups with 1% minimum
support and at least 30% with the towards closure outcome
that the table does not say anything about prediction recall. Both
the MSP and SA methods find larger interesting subgroups com-
pared to the MCP method and they have higher prediction precision.
While the subgroups of the MSP method are slightly larger, the SA
method have higher prediction precision and thus generalizes better
beyond the datasets even though the two methods provided similar
information gains in Section 7.1.
Another interesting observation from Figure 2 is the growing
group of companies starting with the composite event 17, which also
can be categorized as a troublesome path. Several of the companies
who also goes through this event in the light paths will experience
the risk of bankruptcy outcome after 2014, i.e. the visualization
can also be used to identify interesting subpaths that might hint
future outcomes. The composite event 17 can best be described as
a major overhaul of the company, since it includes both chairman,
board member, business type, name and company form updates as
its main components. We will discuss how time related experiments
can be incorporated in the user interface in the subsequent section,
such that an analyst can better identify which paths are currently the
interesting ones.
8 DISCUSSION
We have shown that combining events into composite events prior
to sequence aggregation can provide a better separation of temporal
event sequences w.r.t. sequence outcome in the real world domain
of business investigation. While the data quality is unknown, the
results suggest that the data can still be used for initial separation
of the sequences, i.e. the companies, such that guesses about future
outcomes are more informed and significantly better than random
guessing. Even if an event sequence dataset is not rich enough to
provide perfect outcome predictions, the proposed system can show
what the most critical flows are and how well they generalize.
Immediate future work includes evaluations and improvements
of the user interface with domain experts at the DBA. While the un-
derlying algorithms generalize to multiclass and numeric outcomes,
the current visual system is designed for binary outcomes. It is
therefore also worthwhile to investigate how the visualizations can
be extended to multiclass and numeric outcomes. We believe the
presented system will be very powerful as a complement to existing
approaches, since the domain experts currently lack holistic views
on the registration data. Furthermore, it will be interesting to either
compare the results from this type of analysis with an analysis based
on other datasources, e.g., financial statements, or fuse with other
datasources in the feature generation for the composite events.
In general, composite event learning opens new possibilities but
also poses several challenges. Understanding clustering results is
inherently difficult, hence the average user will probably find it
difficult to make sense of the high level events that are formed from
several event types. Further investigations into how best to convey
the components of a composite event are therefore necessary, i.e. the
visualizations in Figure 2(c). Basic interactions like manual updates
to a composite event or labeling of an event with a user-friendly name
for future reference could be incorporated in future iterations of the
system. Choosing appropriate parameters for the composite event
learning, i.e. segmentation window size and number of clusters, is
also a difficult task for the average user, thus it becomes important
to show users how varying parameters affect both the resulting
composite events and the quality metrics. Additionally, automatic
suggestions for parameters that score well on the different quality
metrics can be included in the user interface to support users that
are less familiar with parameter tuning. Furthermore, we want to
investigate how best to combine the different aggregations methods
with composite event learning. Currently, we compute the full event
hierarchy after the sequence simplification, but any of the other
methods for extracting patterns can also be used after sequence
simplification. This opens for the opportunity to compute multiple
composite event candidates and afterwards reason about which ones
are appropriate for a given analysis task by, e.g., extracting the most
separating pattern and scoring it using the quality metrics. Multiple
composite event candidates can, e.g., be based on different feature
subsets, in cases where not all event types in a given window should
influence the clustering, or a combination of both raw event types
and composite events. If event types also have attributes – as in
the domain of business investigation where, e.g., the event business
type change also includes an attribute with the new business type –
multiple candidates can be computed by replacing an event type with
the corresponding attribute, if it is categorical, or include numeric
attributes as features in the clustering.
When event sequences are not only ordered but also timestamped,
several choices have to be made regarding proper data extracts for
both pattern extraction and evaluation as described in Section 7.
Future work about how different choices to these parameters can
seamlessly be incorporated into the user interface is also interesting,
such that history is continuously used to assess the relevance of
the computed patterns. This also means that timely insights, i.e.
information about absolute time as in Figure 2(g), should be incor-
porated at opportune steps in the overall analysis flow. For instance,
in the business investigation domain, using information about when
certain updates happened can narrow down the subset of interest-
ing companies even further compared to only using the event tree.
We also believe that users should be able to fluently shift between
different levels of abstraction, since an analyst then will be able to
browse the overall patterns using the composite events to identify
interesting subgroups and afterwards easily zoom in on the actual
event sequences of the chosen subgroup.
Effective solutions to much of the future work discussed in this
section are most likely domain specific, hence we would also like
to apply our methods to different domains. While the exact match
between simplification and aggregation method might change from
domain to domain, or even from case to case, we believe the ap-
proaches presented in this paper generalize to other domains.
9 CONCLUSION
In this paper, we present the idea of composite event learning to sim-
plify large collections of temporal event sequences prior to pattern
extraction or aggregation. We compare our approach with a recent
branching pattern algorithm [12] that computes the most common
event flow as well as a modified version, where we use theory from
decision tree construction to compute the most separating pattern
w.r.t. sequence outcome. All methods are able to compute event
hierarchies that are suitable for visualization. Evaluation results, us-
ing relevant pattern quality metrics, show that computing composite
events is useful in the real world domain of company investigation
and that the unsupervised aggregation method based on composite
event learning is better for future outcome prediction compared to
the supervised pattern extraction method of the raw event sequences.
We have also designed a visual analytics system prototype that
incorporates the simplification and aggregation methods. The goal
is to support domain experts at the Danish Business Authority iden-
tify critical event flows w.r.t. chosen sequence outcomes, such as
bankruptcy. The system allows analysts to efficiently visualize sepa-
rating flows, and thereby gain insights into how different composite
events affect outcome probabilities, as well as inspect the compo-
nents of the composite events. We also present a use case example
that shows how the learning algorithms and visualizations combined
can assist the domain expert in gaining relevant insights. Future
work include user studies and ways to assist experiments with time
in the user interface, which is important when the goal is to reason
about the future.
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