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Abstract. Transcribing medical documents accurately into pre-defined formats and within certain time frames is vital for administrative and
medical purposes in any hospital. This paper describes quantitative models incorporating available data to represent transcription activities
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1. Overview
This paper is a demonstration and comparison of the value
of both deterministic and stochastic models in the analysis of
a hospital information system. Using traditional quantitative
methods, we were able to model and analyze the transcrip-
tion workflow of the Medical Records and Word Processing
(MR & WP) Department at the Madonna Rehabilitation Hos-
pital (MRH) in Lincoln, Nebraska. By workflow, we refer
to the way jobs (medical information pertaining to a patient’s
health status) arrive into the department and the process in
which they are transcribed.
The medical record administrator from MRH voiced a
need for quantitative models which could incorporate avail-
able data to represent the workflow of the MR & WP Depart-
ment. At times, the department was overwhelmed with jobs
that needed processing. The quantitative models developed
would provide insight to the workflow of the department. We
first applied an integer programming model to determine the
minimal staffing pattern necessary to provide acceptable ser-
vice and to perform sensitivity analysis on the resources avail-
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able. The data and modeling suggested that the workflow
is quite variable, but an aggregate model smoothing out the
variability showed that staffing and scheduling are on aver-
age adequate. The aggregate linear programming model does
not address stochastic variability so we next developed sim-
ulation and forecasting models in order to characterize and
predict the variability. We used simulation to test alternative
work schedules for the existing personnel and the forecasting
models to infer weekly patterns in the workload and predict
workload in future weeks.
From all three models that we developed, we were able to
answer some questions that were of interest to our client such
as:
• What is the optimal worker schedule in aggregate?
• What resources are the limiting factors affecting job com-
pletion?
• How would a change in resources or workload affect the
job completion time?
• Is it possible to accurately predict the weekly transcription
workload so that more efficient scheduling can be carried
out?
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1.1. Madonna Rehabilitation Hospital
Madonna Rehabilitation Hospital in Lincoln, Nebraska, is a
comprehensive medical rehabilitation facility for children and
adults with physical disabilities. A 252-bed facility, Madonna
provides many different services and programs, including in-
patient and outpatient rehabilitation, aquatic programs, adult
day services and occupational health services.
1.2. The reporting process
Upon registration, a new inpatient of MRH is admitted into
one of four programs. These are Acute Rehabilitation, Sub-
acute Rehabilitation, Special Needs and Complex Medical.
On the day of the patient’s admission, a physician performs a
physical examination of the patient. The physician then dic-
tates observations in a history and physical report (all reports
are dictated). Various therapists evaluate the patient within
2 days of admission. Within 72 hours of the patient’s ad-
mission, the physician and the therapists meet with a case
manager to discuss the patient’s condition and treatment. The
synopsis of this meeting is dictated and is referred to as an
initial evaluation. The attending physician monitors the pa-
tient’s condition daily from Monday to Friday and reports it
in a progress note. The patient’s progress is discussed in a
weekly meeting attended by the case manager, therapists and
the physician. The summary of the meeting is reported as
a re-evaluation by the case manager. Two discharge sum-
maries are written when the patient is discharged. The physi-
cian summarizes the patient’s stay while the case manager
describes the status of the patient’s goals, education provided,
equipment issued and the patient’s destination after being dis-
charged. In the case of an outpatient, the examining physician
only needs to dictate a clinic note describing the outpatient’s
conditions, prescribed treatment and follow-up plans. Sev-
eral other reports and materials are dictated for special cir-
cumstances including letters, telephone conversations, inde-
pendent medical examinations, disability evaluations, family
conferences, consultations and discharge medications.
Each day, physicians and case managers call into a digi-
tal dictation telephone system where they dictate information
regarding their patient’s medical status. These dictation jobs
can be any one of the fourteen work types in table 1. These
dictated reports are displayed on the dictation system moni-
tor. At the MR & WP Department, transcriptionists review
the dictation system monitor daily for the list of jobs that are
“Ready” to be transcribed. They would then work on these
dictation jobs according to the jobs’ priorities. The following
information about the dictation job can be obtained from the
system monitor:
1. The time and date when the dictation job was first put into
the system.
2. A number representing the physician or case manager who
dictated the information and a number representing the
transcriptionist who transcribed the job.
3. The length of the dictation job in tenths of minutes.
Table 1
Description of dictation jobs and their priorities.
Job type Description Priority
1 Progress note 1
2 History and physical 2
3 Discharge summary (physician) 3
4 Outpatient clinic notes 3
5 Letter 2
6 Telephone conversations 3
7 Independent medical examination 3
8 Disability evaluation 3
9 Initial evaluation 3
10 Re-evaluation 3
11 Family conference 3
12 Consultation 2
13 Discharge medications 1
14 Discharge summary (case mancase manaager) 3
Table 2
Resource schedule.
Resources Mon. Tues. Wed. Thurs. Fri. Sat. Sun.
8-hour shift 3 4 4 4 4 1 0
7-hour shift 2 2 2 2 2 0 0
4. The time and date when the dictation job was transcribed.
The resource strength of the MR & WP consists of four
medical transcriptionists (8-hour shift), two case manager
transcriptionists (7-hour shift) and one on-call transcription-
ist. The schedule of the transcriptionists is in table 2. Each
medical transcriptionist takes turns to work on Saturday once
a month. From table 2, notice that only three of the med-
ical transcriptionists work on Monday. This is because the
case manager transcriptionist who works on Saturday will get
Monday off. The on-call transcriptionist will fill in the Satur-
day when no other medical transcriptionists are scheduled to
work.
Transcriptionists refer to the system log file to view the list
of jobs available and their priorities. They then schedule their
time and work on jobs that need to be transcribed in order to
meet deadlines.
2. Data analysis and queueing models
The transcription workload system is a queueing system.
There are two queues in this system. Queue one comprises
priority 1 (transcribed within same day of arrival) and 2 (tran-
scribed within 24 hours of arrival) jobs while queue two con-
tains priority 3 (transcribed within three days of arrival) jobs
only. The medical transcriptionists work on dictation jobs
from both queues. The case manager transcriptionists work
only on jobs from queue two. When both priority 1 and 2
jobs are due to be transcribed, we assumed that the med-
ical transcriptionist chooses a priority 1 job over a priority 2
job. Refer to figure 1 for the conceptual system representa-
tion of the way jobs arrived into the system and were then
transcribed by transcriptionists before they were printed and
archived. For the purpose of this simulation, if no jobs are
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Figure 1. Representation of the way work flows at the MR & WP Department.
waiting in the queue, we will assume that transcriptionists
stay idle even though in reality transcriptionists are seldom
idle because they are also responsible for other non-medical
word processing duties.
The most natural way of modeling the transcription work-
load system is as a queueing network with non-preemptive
priority [4]. In a priority queue discipline, customers with
higher priorities are selected for service over customers with
lower priorities, independent of their time of arrival into the
system. By non-preemptive we mean that transcriptionists
will not be interrupted at any time even when a higher pri-
ority job arrives in the system. Since we wanted to model
a queueing system, we needed the distribution of the in-
terarrival times and the distribution of service times. With
three different priority job types, we would need an inter-
arrival and service time probability distribution for each job
type.
Due to its many mathematically agreeable properties, in
many queueing models it is assumed that interarrival times
and service times obey the exponential distribution or equiv-
alently that the arrival and service completions are Poisson
processes [4]. Even though such assumptions, particularly for
the arrival process, would have greatly simplified our analy-
sis, we could not apply the models since the data did not fit ex-
ponential assumptions. However, these simplifying assump-
tions are not important if we are doing a simulation. We first
considered the interarrival time data that could be easily ex-
tracted from the data provided to us. About a year’s worth of
data were used for this analysis.
Many different paths were explored to generate sets of data
that were required for our analysis, including splitting data be-
tween morning and afternoon, truncating data that were out of
the meaningful range, grouping data according to their rele-
vancy and others [3]. The Expertfit [7] software package was
used to conduct such a data fit. Expertfit compares real data
against named probability distribution functions. The com-
parisons are made using the goodness-of-fit tests. The default
test used in this package is the Anderson–Darling test [1].
Other goodness-of-fit tests including Kolmogorov–Smirnov
and Pearson’s chi-square tests [2] are available for further
verifications. Unfortunately, no analytically tractable distri-
bution was found to fit the data satisfactorily. The closest, but
still not satisfactory, representative named distribution was a
Weibull distribution. Its high coefficient of variation indicated
the presence of a large amount of variability in the analyzed
data. We identified three reasons why mathematical queueing
theory could not be used in our analysis [4]:
1. A queueing system would be analyzed with a system of
coupled (or simultaneous) differential equations. Such a
set of coupled differential equations can be difficult to
solve, even numerically.
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2. A queueing system with priority and which is non-
preemptive is even harder to solve.
3. The interarrival distributions did not fit exponential as-
sumptions. Therefore, it is difficult to derive a closed form
of mathematical solutions.
Nevertheless, the queueing network modeling process
helped us to understand the system. In particular, we found
that interarrival times exhibited very high variability. It is well
known that variability in queueing systems causes additional
congestion and delays beyond what would be predicted by av-
erage arrival and service rates. The data analysis results moti-
vated us to try computer simulation (see section 4) in addition
to deterministic modeling and provided the correct empirical
distributions to use.
3. Scheduling
The next component of our analysis was to use linear integer
programming [5] as the method for examining the scheduling
of the workers of the MR & WP Department. The objective
was to minimize the staffing required to complete the work-
load. With linear programming, we identified optimal worker
scheduling and we used sensitivity analysis to identify critical
factors.
Since our purpose was to minimize the total number of
person-days in the weekly staffing pattern of the MR & WP
Department, we needed an objective function z that reflected
this goal. This objective function was expressed in terms
of the decision variables – the days worked each week by
the four medical transcriptionists and the 4-hour work peri-
ods worked each week by two case manager transcriptionists
and one on-call transcriptionist. The four medical transcrip-
tionists were denoted by the letters A, B, C and D. The two
case manager transcriptionists were denoted by letters E and
F, while the on-call transcriptionist was denoted by the let-
ter G. Thus the binary variable xij represented the work status
of transcriptionist i (i = A, B, . . . , G) during work period j




1 if transcriptionist i is working during
period/day j ,
0 otherwise.
The objective function constructed from the xij had to re-
flect the following requirements:
1. Medical transcriptionists are scheduled in 8-hour days
Monday through Saturday
2. Case manager transcriptionists are scheduled in 4-hour
shifts Monday through Friday. (In this case, we simplified
the model by assuming that the case manager transcrip-
tionists work 8 hours from Monday to Friday instead of
7 hours as assumed previously.)
3. The on-call transcriptionist works only either Saturday
mornings or afternoons
Table 3
Labeling of work period.
Work period Work period Work day
time number numeral
Monday morning 1 I
Monday afternoon 2 I
Tuesday morning 3 II
Tuesday afternoon 4 II
Wednesday morning 5 III
Wednesday afternoon 6 III
Thursday morning 7 IV
Thursday afternoon 8 IV
Friday morning 9 V
Friday afternoon 10 V
Saturday morning 11 VI
Saturday afternoon 12 VI
The parameters of the objective function represented work
periods – definite units of time, not figures derived from data.
The coefficient of a medical transcriptionist-work day is 1,
while the coefficient of a case manager transcriptionist-half-
day is 0.5. The objective function z of 46 decision variables
(which represents the weekly total number of transcriptionist-















With an objective function in place, four constraint sets were
developed:
1. Work time constraints
VI∑
j=I
xij  5 for i = A, B, C, D,
10∑
j=1
xij  10 for i = E, F,
12∑
j=11
xij  1 for i = G.
The model has the aim of avoiding overtime compensa-
tion. Medical transcriptionists (A, B, C and D) work 5 out
of the 6 possible working days, case-manager transcrip-
tionists (E, F) work on weekdays and the on-call transcrip-
tionist (G) works on either Saturday morning or afternoon.
Note that the second inequality cannot be violated, but we
include the constraint for post-solution sensitivity analysis.






xmn  6 for j = I, n = 1, 2;
j = II, n = 3, 4; j = III, n = 5, 6;
j = IV, n = 7, 8; j = V, n = 9, 10;
D∑
i=A
xij  1 for j = 6.
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Taking the number of workstations available in the depart-
ment into consideration (i.e., 6), the “Monday through Fri-
day” space constraints could never be violated. The sec-
ond inequality considers the case where only one medical
transcriptionist works on Saturday.























 cmgrj for j = 1, . . . , 10.
In this case, we assume that work is performed accord-
ing to the “deadline hypothesis” which specifies that a dic-
tation is transcribed just before its deadline. The dead-
line hypothesis provides the specification necessary to
assign jobs to certain work periods. Here, medj (for
j = I, . . . , V) and cmgrj (for j = 1, . . . , 10) represent
the Monday–Friday workload quota for medical and case
manager transcriptionists, respectively, derived from sys-
tem data using the deadline hypothesis. On Saturdays, a
single medical transcriptionist and the on-call transcrip-
tionist have a work load quota to meet as well, denoted
by medVI. The minutes of dictation that can be transcribed
by a transcriptionist every four hours is denoted by w. Ac-
cording to efficiency data supplied by the medical record
administrator who derived the information from the dic-
tation log, in bulk average 30 minutes of dictation can
be transcribed every 4 hours [10]. Therefore w = 30
(minutes). Hence, the coefficient (w + 5) indicates that
case manager transcriptionists transcribes 35 minutes of
dictation every 4 hours.
4. Non-negative and binary constraints
Since we are viewing our xij binary variable as a “deci-
sion” whether to employ transcriptionist i during work pe-
riod j , xij  0; xij must be an integer, in fact, either 0 or 1
for all i = A, . . . , G and j = 1, . . . , 10 or j = I, . . . , VI.
3.1. Findings/discussions
We constructed seven models using six monthly workload
data sets and one six-month average workload data set and
found that in most cases, the linear programs were infeasible.
This was due to the fact that for each month the workload
resulted in more than the available work time for particular
days. That is, using the notion of workload contraints, the
workload medj or cmgrj derived from the data exceeded the
amount of available worker time in at least one of the work
load constraints. For five of the six monthly workload lin-
ear programming models a different workload constraint was
violated, for two of the models there was too much medical
dictation to be transcribed over the course of a week. For
more details, see [10]. This variety of infeasibilities indicates
a variability in the data which works against deterministic
modeling.
The six-month average workload model was feasible. The
subsequent integer linear programming formulation produced
solutions that agreed with the actual scheduling practice. This
agreement showed that the MR & WP Department was oper-
ating near optimal staffing pattern. With this result establish-
ing confidence in the model, the linear programming model
was used to provide foresight on managerial decisions about
staffing or workload. While an infeasible linear program may
not result in a final answer, post-optimality analysis from the
feasible model can provide insight on the constraints facing
the MR & WP Department.
For our particular model, the sensitivity of the objective
function coefficients was not helpful since the coefficients are
either 1’s or 0.5 representing a full work day or half a work
day. These coefficients are definite – not parameters esti-
mated from data that are subject to change. The sensitivity of
the optimal staffing pattern to the staffing resources available,
that is, the right-hand sides for the constraints, was of inter-
est though. To measure the effect of an increase in a right-
hand side of a constraint, shadow prices were computed. For
our model, the shadow prices indirectly or directly answer the
questions:
1. What would be the benefit of allowing transcriptionists to
work overtime?
2. What would be the benefit of constructing another tran-
scriptionist work station?
3. What would be the effect of an increase in the weekly work
load?
Using LINDO [11] software, sensitivity analysis for the
feasible integer program was computed. The shadow prices
for all 35 functional constraints were zero, implying that the
optimal staffing of z = 29.5 work days is the lowest that the
MR & WP Department can employ and still complete the re-
quired dictation work load. Note that maximum staffing is
30.5 work days per week. Management tactics such as al-
lowing overtime or constructing a new transcriptionist work
station would have no effect on the optimal staffing pattern
for system dictation.
At the optimal solution, almost all of the work load con-
straints resulted in “slack” between the left-hand sides and the
right-hand sides of the constraints (thus resulting in the zero
shadow prices). This “slack” represents time that a transcrip-
tionist is working on non-system dictation. By adding up all
the slack times from the work load constraints, it was deter-
mined that about 4.67 transcriptionist-work days is available
per week to do these other tasks. If 4.67 transcriptionist-work
days is not sufficient to perform these duties, another tran-
scriptionist work period must be employed.
Even though the aggregate LP model showed that the
MR & WP Department should be able to meet its workload
with available resources, the infeasibility of the individual
months’ models showed the importance of considering sto-
chastic variability before making any final recommendations.
See [10] for further discussions and results.
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4. Simulation
As an alternative to mathematically modeling the system, and
to incorporate variability and uncertainty, we used computer
simulation. The main aim of our simulation was to deter-
mine the effect of a change in worker schedule on the number
and timeliness of job completions. In our case, we used the
Arena [6] simulation software package.
4.1. Model development
The aim of our model was to simulate the number of jobs
which arrive and are either completed or accumulated on the
queue over a month. We were also interested in the amount of
time that a job would take for completion. We could run the
model with a variety of worker schedules to see the effects on
the job completion. Since a month is the usual performance
reporting period of the MR & WP Department, this model
simulates the reports that would be turned in for a typical pe-
riod.
In our model, dictation jobs arrive from 7:30 AM in the
morning to 7:30 PM in the evening [3]. Hence, the run length
of our model is 720 minutes per day. With a time horizon of
28 days, the total run length of the model is 20160 minutes.
Even though no existing named probability distribution func-
tions represent all our data sets, Expertfit plots a histogram for
the data and converts it into an empirical continuous probabil-
ity distribution. On top of that, the Expertfit software package
has the capability of converting this information into a for-
mat that is accepted by Arena, see [7]. We ran the model for
30 replications. By using classical confidence intervals across
replications for the average time each priority job type stays
in the system, we obtained the output of our model as a confi-
dence interval for the average length of time a job took to be
completed and the average number of jobs completed in one
reporting period.
4.2. Model analysis
We tested the model to determine if the time in the system for
each priority type of job would change when the 7-hour shift
transcriptionists were upgraded to 8-hour shift workers. Four
cases were considered. They were:
1. We simulated the model with the assumption that both
7-hour shift transcriptionists work eight hour shifts from
Tuesday to Saturday.
2. We considered the case where both 7-hour shift transcrip-
tionists work eight hour shifts but one of them works from
Monday to Friday while the other works from Tuesday to
Saturday.
3. We also tested the model with both 7-hour shift transcrip-
tionists working eight hour shifts from Monday to Friday.
4. In the last case, we changed the work schedule of only
one of the 7-hour shift transcriptionists from seven hours
to eight hours and assumed that the transcriptionist works
from Monday to Friday.
Table 4
95% confidence intervals of average time in the system in minutes, for each
type of job priority under various worker schedules.
Priority type Status quo Case 1 Case 2 Case 3 Case 4
1 441 ± 9 469 ± 9 458 ± 9 430 ± 10 438 ± 10
2 1130 ± 15 1150 ± 20 1160 ± 20 1105 ± 15 1110 ± 15
3 5050 ± 50 5170 ± 50 4950 ± 50 4790 ± 50 4870 ± 50
4.3. Findings/discussion
Refer to table 4 for the results. From the results obtained in
case 1, we deduced that a Tuesday to Saturday work schedule
did not improve the overall performance of the department,
even when both case manager transcriptionists work an extra
hour each day. This agrees with the results found in section 5.
Since more work is anticipated in the Monday to Friday work
week rather than the weekends, reducing the number of work-
ers during the weekday will affect job waiting time in the sys-
tem. Cases 2 and 3 consider 8 hour schedules for both case
manager transcriptionists. The significant reduction in the av-
erage time in the system for case 3 as compared to case 2
suggest that a Monday to Friday schedule is more viable than
a Tuesday to Saturday schedule. This agrees with our obser-
vation in case 1. Cases 3 and 4 look at the situation where the
case manager transcriptionists retain their Monday to Friday
work schedule. In both cases, the average time in the system
was found to be less than the time for the original resource
schedule. See [3] for further discussions and results. Besides
a data summary, one can also obtain output distributions from
the simulation. This information can then be used to address
other relevant questions. For example, the administrator may
be interested to find out the proportion of jobs that take longer
than 24, 48, and 72 hours, for various priorities.
5. Forecasting
One of our objectives was to predict the workload of the de-
partment so that more efficient scheduling could be carried
out. In addition, we wanted to be able to deduce when to hire
more transcriptionists, if required, before work accumulated.
Changing resources without anticipating the change of work-
load may be an acceptable trial and error approach, however,
this approach can be costly and may even be an unpleasant
experience for those involved. To find the best forecasting
model, we conducted model comparisons among several fore-
casting methods. The different forecasting methods compared
were ARIMA and Simple Exponential Smoothing with addi-
tive or multiplicative adjustment [9]. We used the Statgraph-
ics software package [8] to perform the model comparison.
Three criteria were used to check for forecast accuracy. They
were the following:
1. The residual is the difference between the fitted value and
the observed value. If the model is appropriate, then the
autocorrelations of the residuals should not differ signif-
icantly from 0. In Statgraphics, the Box–Pierce test is
based on the sum of squares for the first 24 autocorrela-
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tion coefficients. If the p-value is greater than 0.1, then
we do not reject the forecast model.
2. The forecasting method that produces the lowest mean
square error is favored.
3. The last week of data was ‘held back’ as a validation pe-
riod so that we could compare it to the forecast obtained
using candidate forecasting methods. The forecast that has
the smallest mean square deviation during the validation
period is preferred.
We extracted information about the number of dictation jobs
and the total length of dictations in minutes for each prior-
ity type. A program was written to extract this information
from the dictation log using the Perl [12] software package.
Since there are 3 priority job types of dictation and models
for the number and length of jobs, this gave us six mod-
els altogether. In all models, ARIMA [9] was found to be
most favorable. The general form of a multiplicative sea-
sonal autoregressive integrated moving average model of or-
der (p, d, q) × (P,D,Q)s is
p(B)P (B
s) d Ds xt = q(B)Q(Bs)at ,
where xt and at represent the data and the white noise process,
respectively, and  and B are the difference and backward
shift operators, respectively, and q(B) and Q(Bs) are
polynomial combinations of these operators [9].
Once the forecasting models were constructed, we tested
each model. The six multiplicative seasonal autoregressive
integrated moving average forecasting models are:
1. Daily number of arrivals for priority 1 jobs is
1 17 xt = 1(B)2(B7)at ,
(1 − B)(1 − B7)xt = (1 + 0.976B)
×(1 − 1.064B7 − 0.102B14)at .
2. Total length of time for priority 1 jobs is
17xt = 2(B)1(B7)at + b,
(1 − B7)xt = (1 + 0.273B + 0.106B2)
×(1 − 0.961B7)at + 0.204.
3. Daily number of arrivals for priority 2 jobs is
17xt = 1(B)1(B7)at ,
(1 − B7)xt = (1 + 0.082B)(1 − 0.970B7)at .
4. Total length of time for priority 2 jobs is
17xt = 1(B7)at ,
(1 − B7)xt = (1 − 0.970B7)at .
5. Daily number of arrivals for priority 3 jobs is
7xt = 1(B)1(B7)at ,
(1 − B7)xt = (1 − 0.105B)(1 − 0.907B7)at .
6. Total length of time for priority 3 jobs is
17xt = 2(B7)at ,
(1 − B7)xt = (1 − 0.868B7 − 0.099B14)at .
For each model, we compared a one week look-ahead fore-
cast, calculated using the respective forecasting models for
each data set, with the observed data value. Results showed
that for all six models, the actual value in the test week fell
close to the forecast and well within the prediction interval.
See [3] for further discussion. Figure 2 shows the length of
dictations (in minutes), a one-step look ahead forecast and
residuals of priority 1 jobs using ARIMA(0, 0, 2) × (0, 1, 1)7
with constant. This is the forecasting model for the total
length of time for priority 1 jobs.
It shows that for instance the workload on a Monday is re-
lated to the workload on the previous Monday, together with
“random shocks” experienced on the previous two Mondays.
This is indicated by the letter “m” on the figure. The forecast-
ing model “smooths out” the random variation. The forecast-
ing model also shows that daily workload has a fairly con-
sistent pattern, for example larger number of priority 1 jobs
occur during the early part of the week. This finding con-
firms the conclusion from simulation that it is better to pro-
vide more staffing on Mondays.
6. Conclusion
The medical records and medical transcription department of
a modern hospital is fruitful ground for simulation modeling
because quantitative information is readily available and plen-
tiful. The volume of information made mathematical model-
ing, forecasting and analysis possible and successful. On the
other hand, although it is possible to formulate the models
and conceive the framework mathematically, the mathemati-
cal models themselves are usually not tractable with elemen-
tary closed form solutions. In the present study, the models
did not satisfy standard simplifying assumptions, so that we
needed computer methods, including simulation. However,
readily available software was well-adapted to the models,
simulations and methods required.
It is possible to forecast the daily workload of the MR &
WP Department both for the number of jobs and the total
length of jobs using standard forecasting software and readily
available data. The forecasting models revealed considerable
weekly “seasonality” which was expected, but had not previ-
ously been quantified.
The data collection process and the subsequent integer lin-
ear programming formulation produced optimal scheduling
solutions that agreed with the real-world scheduling practice.
This agreement showed that the MR & WP Department is cur-
rently operating near a minimal staffing pattern. This was im-
portant managerial information which influenced subsequent
staffing decision making.
We constructed the integer linear programming model to
be fairly general. The integer programming analysis showed
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Figure 2. Historical data, a one-step look ahead forecast and residual for the last eight weeks of the daily length of dictations (in minutes) for priority 1 jobs.
that the department was operating near capacity and quanti-
fied the amounts by which additional workload or new work-
station investment would affect the staffing. For example,
the effect of adding an extra physician on transcription work-
load could be projected. Therefore the models have utility
beyond the immediate modeling process. With good confi-
dence, the linear program can provide foresight (via simula-
tion) on managerial decisions that affect the MR & WP De-
partment.
It is possible to easily forecast the daily activity of the MR
& WP Department both for the number of jobs and the total
length of jobs using standard forecasting software and readily
available data. The simulation model was constructed to be
quite general. With good confidence, the simulation model
can provide foresight on managerial decisions that affect the
MR & WP Department. The simulation results in statistical
data which has important consequences for future staffing de-
cision making. For example, having all transcriptionists work
on an 8-hour Monday through Friday schedule results in a
significant reduction in the average time that a transcription
job spends in the system.
The various types of analysis used in the study can com-
plement and supplement each other. For example, forecast-
ing the total length of jobs for each day of the week can
be used as the work load quota of the integer programming
model work load constraints. Then the staffing for each
week can be projected and adjusted using the combination
of the two methods. The simulation models provide insights
on the dynamics of workload accumulation in the depart-
ment that are not readily made available from the static in-
teger programming models and forecasting models. Together
the combination of all methods provides insights on the de-
partment which are valuable for management decision mak-
ing.
The present mathematical and simulation models could
benefit from additional study and fewer simplifying assump-
tions. The present study was done in a cooperative arrange-
ment between a local hospital and university, so it is possible
to continue the study and simulations with additional student
work, resulting in benefits to both the hospital management
and the students.
Acknowledgement
The authors thank Madonna Rehabilitation Hospital for al-
lowing them to use the information presented in this report.
References
[1] T.W. Anderson and D.A. Darling, Asymptotic theory of certain good-
ness of fit criteria based on stochastic processes, The Annals of Mathe-
matical Statistics 23 (1952) 193–212.
[2] J.D. Gibbons and S. Chakraborti, Nonparametric Statistical Inference,
3rd Ed. (Marcel Dekker, New York, 1992).
[3] S.Y. Edna Chan, Modeling of workflow for a Hospital’s Medical
Records Department, Master’s Thesis, Mathematics and Statistics De-
partment, University of Nebraska, Lincoln (1999). Available: Mathe-
matics Library LD3656 1999.C436.
[4] D. Gross and C.M. Harris, Fundamentals of Queueing Theory, 2nd Ed.
(Wiley, New York, 1985).
OPERATIONS RESEARCH METHODS 199
[5] F.S. Hillier and G.J. Liberman, Introduction to Operations Research,
6th Ed. (McGraw-Hill, New York, 1995).
[6] W.D. Kelton, R.P. Sadowski and D.A. Sadowski, Simulation with Arena
(WCB McGraw-Hill, Boston, 1998).
[7] A.M. Law and S. Vincent, Expertfit User’s Guide (Averill M. Law &
Associates, Arizona, 1995).
[8] Manguistics, Statgraphics Plus User’s Manual, 3rd version (Manguis-
tics, Maryland, 1997).
[9] D.C. Montgomery, L.A. Johnson and J.S. Gardiner, Forecasting and
Time Series Analysis (McGraw-Hill, New York, 1990).
[10] J. Ohlmann, Forecasting and optimal scheduling of transcriptionists
at Madonna Rehabilitation Hospital, Undergraduate Honors Thesis,
Mathematics and Statistics Department, University of Nebraska, Lin-
coln (1998). Available at http://www.math.unl.edu/∼sdunbar/Research.
html.
[11] L.E. Schrage, User’s Manual Linear, Integer and Quadratic Program-
ming with LINDO, student ed. (Course Technology Incorporate, 1991).
[12] L. Wall, T. Christiansen and R.L. Schwartz, Programming Perl, 2nd Ed.
(O’Reilly & Associates, California, 1996).
