In forest management, the development of high quality plans requires detailed knowledge regarding the 17 current situation of the forest holding, the ability to forecast the development of the holding, and the 18 preferences of the stakeholders that may be included in the decision making process. The management 19 plan is a set of future actions to be taken in the forest over a set period of time. In forest management 
12
Stochastic programming has additional properties which makes it more attractive than the deterministic VOI. In a forestry context, Kangas (2010) used Bayesian decision analysis to evaluate the value of 1 improving the accuracy of information. These methods evaluate the VOI on a stand level, and cannot 2 include holding level constraints, such as maintenance of a specified amount of old growth forest or 3 even-flow requirements. When these kinds of constraints are included, the VOI can be calculated 4 through stochastic programming (chapter 4 of Birge and Louveaux, 2011).
5
The use of stochastic programming in forest science has primarily focused on evaluating the impacts of The ability to quantify how well a set of scenarios approximates the true stochastic problem is an area 20 which has had significant attention in the stochastic programming community. In general, determining The objective of this paper is to show how the problem formulation and uncertainty involved affects 10 the required number of scenarios to ensure a specific optimality gap. The impact of how large the 
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The Sample Average Approach Method
The quality of the solutions created using different sized sets of scenarios is evaluated using the SAA 1 method (Kleywegt et al. 2002) . The SAA methodology allows us to approximate a stochastic program 2 in such a way that allows us to estimate the optimality of the solutions it yields.. The algorithm stops 3 according to a specified stopping criterion, either when the optimality gap is small enough, or when the 4 predefined number of iterations has been exceeded.
5
To calculate an estimate of the optimized objective function, we must first explain the general 6 formulation. The general stochastic programming formulation follows:
where W is a random vector with the probability distribution P, ࣭ is set of decisions, ‫,ݔ‪ሺ‬ܨ‬ ܹሻ is a 8 function of two vector variables x and W, and ॱ ‫,ݔ‪ሺ‬ܨ‬ ܹሻ is the expected value function.
10
The optimal values for the solution to the problem will be denoted as ‫ݒ‬ * :
An approximation of the general stochastic programming formulation is the sample average 13 approximation:
where each ܹ , j=1,…,N, is a realization of the random vector W, and N is the number of realizations.
1
F indicates the problem formulation with only one scenario, while f represents the stochastic 2 formulation.
3
The corresponding approximate optimal values for the solution to the problem will be denoted as ‫ݒ‬ ො ே :
An estimator of v*, is the average of a large number of ‫ݒ‬ ො ே :
where M is the total number of repetitions of the algorithm. This estimator provides an expected lower problem. To calculate the estimator for the performance bounds, an estimator which uses a much larger 10 number of scenarios can be used:
where N´>> N. This is an unbiased estimator of ݂ሺ‫ݔ‬ ොሻ.
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From these values, it is relatively easy to calculate the optimality gap. The true optimality gap is:
The estimated optimality gap is calculated as:
The variance of the estimates can be calculated, and the variance of ‫̅ݒ‬ ே ெ is estimated as:
and the variance of the optimality gap, ݂ ̅ ே ᇲ ሺ‫ݔ‬ ො ே ெ ሻ − ‫̅ݒ‬ ே ெ is estimated as:
For a specific N, it is possible to estimate the probability that the solution produced will be within a 5 specific optimality gap.
where ‫ܯ‬ is the total number times from m=1,…,M that ‫̅ݒ‬ ே ெ − ݂ መ ሺ‫ݔ‬ ො ே ሻ ≤ ‫̅ݒ݃‬ ே ெ , and g is the specific D r a f t [12] 
Then the 95 % confidence limit is calculated as:
The algorithm (Kleywegt et al. 2002 ) is: To summarize, the goal of the SAA method is to find the number of scenarios required which provide which allows readers to focus on the application of the stochastic programming models. This approach 8 can be used for any properly developed stochastic programming formulation.
The general problem can be formulated as: is maintained, the sustainability of obtaining future timber resources is secured.
11
Materials
12
A small forest holding will be used to demonstrate how the estimated optimality gap decreases as the The set of scenarios were generated using a Monte Carlo process. To allow for a comparison between The errors were assumed to be normally distributed, had no bias and a relative standard error of 20%, To highlight how the optimality gap improves as the number of scenarios used increases, the algorithm 10 was run using a stopping criteria which relied on the number of iterations. For both cases N´ was set at 11 1,000 and M was set at 500. For the case where only inventory errors were introduced into the model,
the algorithm was run a total of 16 times, using an N starting at one, increasing each iteration by one 
17
As a method to analyse the influence of risk preferences has on the optimality gap, the algorithm was figures show the probability that the solution created with N will be within a specified tolerance limit 8 from the optimal value (eq. 11), with the 95% confidence interval as error bars (eq. 13).
9
Figures 2 and 3. the number of scenarios required to approximate the problem needs to roughly increase ten-fold (Table   12 1). This requirement to increase the amount of scenarios to appropriately manage the risk features of D r a f t owners can be technically implemented into current forest management tools. While the use of 1 stochastic programming is technically possible, the value of using stochastic programming needs to be 2 presented to both the forest owners and the forest planners. This is perhaps a greater challenge than the 3 technical challenges of integrating stochasticity to the management tools. It will require a shift from 4 optimizing a forest holding in a deterministic setting, to optimizing a forest holding in a stochastic 5 setting and accounting for the forest owners risk preferences towards risk.
6
For larger scale forest management problems, such as regional plans or a forest company level plan, programming problem.
13
The development of large forest management plans also tend to focus on strategic level concepts, thus 14 the problem formulation may be significantly different. Some of the large management plans may not 15 be possible to solve using deterministic approaches, and they may require a hierarchical approach to 16 planning to solve the problem (Kangas et al. 2014b ). Thus, in a similar fashion, it could be possible to 17 separate the stochastic programming problem into a hierarchical structure, which solves a set of 18 relatively small problems.
19
The stochastic programming example used in this study utilized simple recourse. Simple recourse 20 models evaluate the penalty associated with not achieving the specified goals. In this case, the penalty though the plan is for a longer time horizon, this does not imply that the plan needs to be followed for 8 the entire horizon. In fact, the decision maker would be wise to update his/her forest plan when 9 preferences change, or when some uncertainty has been resolved (i.e. after conducting management 10 decisions, or after an updated inventory).
11
The results highlight the quick decrease in the optimality gap and variance as the number of scenarios 12 increase. The decrease is more rapid for the case where there are fewer errors included, and when there 13 is less of an importance in risk management in the problem formulation. Through the SAA method it is 14 possible to highlight the drastic improvement in the solution compared to the deterministic solution.
15
The improvement from the deterministic case to the stochastic case can be viewed for the special cases 16 where only one scenario was used to represent the distribution (when λ = 1.05 D r a f t 
