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Abstract
Existing data augmentation approaches for
neural machine translation (NMT) have pre-
dominantly relied on back-translating in-
domain (IND) monolingual corpora. These
methods suffer from issues associated with a
domain information gap, which leads to trans-
lation errors for low frequency and out-of-
vocabulary terminology. This paper proposes
a dictionary-based data augmentation (DDA)
method for cross-domain NMT. DDA synthe-
sizes a domain-specific dictionary with gen-
eral domain corpora to automatically gener-
ate a large-scale pseudo-IND parallel corpus.
The generated pseudo-IND data can be used
to enhance a general domain trained baseline.
The experiments show that the DDA-enhanced
NMT models demonstrate consistent signifi-
cant improvements, outperforming the base-
line models by 3.75-11.53 BLEU. The pro-
posed method is also able to further improve
the performance of the back-translation based
and IND-finetuned NMT models. The im-
provement is associated with the enhanced do-
main coverage produced by DDA.
1 Introduction
Neural machine translation (NMT) models have
achieved state-of-the-art translation performance
when trained with rich parallel data. A predomi-
nant challenge remaining for NMT models is that
words in different domains tend to have different
meanings (Koehn and Knowles, 2017). Therefore,
an NMT model trained in one domain is likely to
fail in domains with a significant difference due
to domain mismatch (Koehn and Knowles, 2017).
Domain adaptation for NMT emerged as critical
research to address this issue. A typical practice
is to enhance models trained with out-of-domain
(OOD) parallel corpora with in-domain (IND) data.
As IND parallel corpora are scarce, a category of
data-centric domain adaptation research for NMT
came into shape (Chu and Wang, 2018) focusing
on 1) leveraging monolingual IND data (Zhang
and Zong, 2016b; Cheng et al., 2016; Currey et al.,
2017; Domhan and Hieber, 2017); 2) sentence se-
lection from OOD parallel corpora (Wang et al.,
2017; van der Wees et al., 2017); 3) synthesizing
IND parallel corpora using back-translation (Sen-
nrich et al., 2016a; Zhang and Zong, 2016a).
More specifically, one way a domain-specific
monolingual corpus is synthesized with an OOD
parallel corpus is via direct copying. Currey et al.
(2017) directly copy the target monolingual data
to the source side of the bitext to train an en-
hanced NMT model. Cheng et al. (2016) recon-
struct the monolingual corpora using an autoen-
coder, in which both source and target monolingual
data can be used. The multi-task learning frame-
work is also applied to joint-train the NMT models
with IND monolingual data and OOD parallel cor-
pus (Zhang and Zong, 2016b; Arcan and Buitelaar,
2017). On the other hand, data augmentation from
selecting sentences similar to IND sentences from
OOD has been adopted (Wang et al., 2017). Along
this line, dynamic data selection (van der Wees
et al., 2017) is proposed as a way to change the
selected subsets of training data between training
epochs resulting in reported improvements over
baseline models.
Another stream of research works generates syn-
thetic parallel corpora by back-translating target-
side or/and source-side monolingual data (Sennrich
et al., 2016a; Zhang and Zong, 2016a). Back-
translation (BT) proves an effective data augmen-
tation solution for cross-domain NMT, and it be-
comes the default method for many current NMT
systems.
In this paper, we address data augmentation for
domain adaptation of NMT by leveraging widely
available domain-specific dictionaries from the
translation industry. This work is motivated by
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an observation that existing data augmentation re-
search reliant on IND monolingual corpora and
back-translation still suffer from issues associated
with the domain information gap. More specifi-
cally, unlike OOD bitext, IND monolingual cor-
pora are not always available. In addition, each
IND corpus covers a limited scope of terminology.
For instance, we find EMEA (European Medicines
Agency) corpus contains only around 10% of the
medical terms offered by a subset of domain dictio-
nary derived from SNOMED-CT 1. As a result, the
issues caused by rare or out-of-vocabulary (OOV)
terminology cannot be handled well by these meth-
ods. Incorporating domain-specific dictionaries
appears a promising step towards addressing this
issue as it will bring new domain information into
NMT. We propose a dictionary-based data augmen-
tation (DDA) method for cross-domain NMT to
this end.
Existing lexicon incorporation research works fo-
cus on applying lexicons to only replace rare words
in the training bitext (Zhang and Zong, 2016a;
Fadaee et al., 2017). We argue such methods are
likely to limit the benefits offered by dictionary-
based data augmentation as there is no additional
IND information included. This research proposes
an effective and practical way to automatically gen-
erate large-scale pseudo-IND parallel corpora by
substituting the selected bilingual lexicon/phrase
pairs from OOD parallel corpus with all potential
terminology from IND dictionaries. The generated
pseudo-IND parallel corpus can be used to enhance
an OOD trained baseline NMT model. To the best
of our knowledge, no data augmentation research
based on lexicon incorporation has attempted to
leverage IND dictionaries and OOD corpora in this
manner. The proposed DDA approach brings forth
the following contributions:
• Without relying on IND monolingual corpora,
the proposed approach uses easily-accessible
OOD corpora and domain dictionaries instead.
DDA can automatically generate large-scale
pseudo-IND data for low frequency and OOV
terminology to improve translation accuracy;
• In contrast to the existing lexicon incorpora-
tion methods focusing on IND monolingual
corpora and BT, DDA incorporates all po-
tential IND terminology from a dictionary.
1SNOMED-CT is a collection of multilin-
gual clinical healthcare terminology in the world.
https://www.nlm.nih.gov/healthit/snomedct/us edition.html
This leads to enhanced domain information
integration during data augmentation. As
a result, DDA-enhanced models can trans-
late terminology not covered by BT-based ap-
proaches. DDA is a viable complement to
BT-based methods in data augmentation for
cross-domain NMT.
The experiments are conducted on four trans-
lation directions covering English↔ French and
English ↔ German language pairs across a gen-
eral domain (news) and the medical domain. The
DDA-enhanced NMT models demonstrate consis-
tent significant improvements, outperforming the
baseline models by 3.75-11.53 BLEU scores. In ad-
dition, when combined with back-translation, the
proposed method can further improve the cross-
domain translation BLEU scores by up to 18.59.
Furthermore, DDA is able to significantly improve
the BLEU scores of an NMT model finetuned with
an IND parallel corpus by a range between 2.34
and 8.00.
2 Related Work
The exploration of integrating bilingual lexicons
currently focused on improving rare words for
low-resource NMT by applying back-translation to
(Zhang and Zong, 2016a) or developing language
models on monolingual data (Fadaee et al., 2017).
The pseudo sentence pair synthesis method shown
in Zhang and Zong (2016a) develops a phrase-
based machine translation model (PBMT) using the
parallel corpus and the dictionary. The developed
PBMT is subsequently used to translate sentences
from a source monolingual corpus containing the
dictionary lexicons. The original bitext and the
pseudo sentence pairs are synthesized together to
train a new NMT model resulting in improvements
in BLEU scores. However, this approach is not
designed for cross-domain translation; therefore, it
is not in the scope of this study.
A data augmentation approach for low-resource
NMT focuses on generating new sentence pairs for
low-frequency words (Fadaee et al., 2017). This
study uses a monolingual corpus to train a lan-
guage model (LM), which subsequently suggests a
rare word substitution. The rare word replacement
is implemented by a statistic machine translation
model and the LM model. This study does not
address data augmentation for cross-domain NMT.
Furthermore, the baseline model is trained using
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Figure 1: The proposed DDA for cross-domain NMT; S, T refer to source and target sentences for the OOD
parallel corpus (Oc). W and P stand for a word and a phrase within sentences of the Oc. src and tgt depict
the source and target words/phrases of the IND Dictionary (Id). Pmax(S) is the word/phrase with the maximal
similarity to the embedding of src.
a largely under-sampled bitext to simulate low-
resource NMT scenarios, resulting in sub-optimal
BLEU scores (i.e., below 15.4 for DE2EN) which
is unfeasible to be deployed in real cross-domain
NMT practice.
Semi-supervised lexicon induction is also ap-
plied to domain adaptation (Hu et al., 2019). This
study applies existing supervised (Xing et al., 2015)
and unsupervised (Lample et al., 2018) lexicon
induction methods to learn a lexicon. The lexi-
con is further used to construct a pseudo-parallel
IND corpus via word-for-word back-translating
monolingual IND target sentences into source sen-
tences. Despite shown promising results in domain
adaptation for NMT, only one translation direc-
tion (DE2EN) has been explored. More recently,
Human Annotated Bilingual Lexicons (HABLex)
has been released and further explored to incorpo-
rate bilingual lexicons into NMT systems (Thomp-
son et al., 2019). A human aligned and annotated
bilingual lexicon is directly used to fine-tune an
NMT model under the Elastic Weight Consolida-
tion (EWC) training method (Kirkpatrick et al.,
2017). The lexicon is directly used for fine-tuning
the baseline without integrated with any OOD bi-
text. There are also studies exploring the inte-
gration of IND lexicons via constrained decod-
ing. For example, Hokamp and Liu (2017) uses
a domain-specific terminology to generate target-
side constraints to enable a general domain model
to adapt to a new domain with significant perfor-
mance gains. Another study focuses on enhancing
terminology translation via replacing the out-of-
vocabulary (OOV) words with domain-specific lex-
icons after decoding (Arcan and Buitelaar, 2017).
They are related to but not in the scope of this study.
3 Dictionary-based Data Augmentation
for Cross-domain NMT
This method focuses on how to use a domain-
specific dictionary (Id) and an OOD parallel corpus
(Oc) to create a pseudo-IND parallel corpus (Gc).
We train a baseline NMT using an OOD parallel
corpus, which is further enhanced by training on
a mixture of the generated pseudo-IND parallel
corpus and the OOD bitext (aka the mixed bitext).
The baseline model is based on the transformer
(Vaswani et al., 2017) architecture consisting of
an encoder stack and a decoder stack with a multi-
head attention mechanism.
The data augmentation method involved in gen-
erating a pseudo-IND parallel corpus based on a
domain-specific dictionary is depicted in Figure 1
and Algorithm 1. There are a number of steps
including phrase and sentence embedding, match-
ing, alignment and substitutions. As shown in Fig-
ure 1, Step 1 depicts the process of calculating
word/phrase embedding from Id and sentence em-
bedding from Oc. The phrase-sentence matching
process is done by Step 2 to produce top N source
sentences similar to src. In Step 3, the word/phrase
most similar to src is identified in S with the posi-
tion of its counterpart in T identified by the align-
ment model in Step 4. Step 5 shows the process of
replacement.
Algorithm 1: Pseudo-IND parallel corpus gen-
eration
Input : # IND dictionary
Id = {(srci, tgti)}mi=1
OOD parallel corpus
Oc = {(Sj , T j)}nj=1
Output : # Pseudo-IND parallel corpus
Gc = {(Gksrc, Gktgt)}ok=1
Gc ← ∅
# Compute embedding for input data:
E(Id(src)) = {E(srci)}mi=1
E(Oc(S)) = {E(Sj)}nj=1
for E(src) ∈ E(srci)mi=1 do
# TopN sentences similar to src:
(Sk)Nk=1 ← faiss(E(src), E(Sj)nj=1)
# For each sentence similar to src:
for Sk ∈ (Sk)Nk=1 do
# Word/phrase P for each sentence:
P (Sk)← phrase extract(Sk)
# Word/phrase most similar to src:
Pmax(S
k)←
top sim(E(src), E(P (Sk)))
# Get counterpart in target sentence:
Pmax(T
k)← align(Pmax(Sk))
# Finalize replacement:
Gc(S)← sub(Sk, Pmax(Sk), src)
Gc(T )← sub(T k, Pmax(T k), tgt)
Gc = Gc ∪ {(Gc(S), Gc(T ))}
return Gc
3.1 Phrase and Sentence Embedding
Firstly, we obtain the embedding of the source
phrase from the domain-specific dictionary, de-
noted as E(Id(src)), of the IND dictionary
(Id) and the embedding of the source sentences,
E(Oc(S)), from the OOD parallel corpus (Oc).
The bert-as-service (Xiao, 2018) with the pre-
trained multilingual cased BERT-base (Devlin et al.,
2018) has been used as service to calculate the
embedding for phrases and sentences from the
IND dictionary and the OOD parallel corpus. The
BERT-base version of the multilingual cased model
is adopted. 2 It is noted that only the source
word/phrase of the dictionary (src) and the source
sentence (S) from the OOD bitext are used for com-
putation in this study. The target word/phrase (tgt)
may also be applied to generate a likely slightly
different pseudo-IND parallel corpus.
3.2 Phrase-sentence Matching
The purpose of phrase-sentence matching is to se-
lect sentences from the OOD parallel corpus to
serve as the host template for us to implant do-
main terminology from the IND dictionary. For
the embedding of each source phrase of the IND
dictionary (E(src)), we search for the topN OOD
source parallel sentences ((Sk)Nk=1) based on their
similarity to IND source phrase embedding, as
shown in Equation (1). Faiss (Johnson et al.,
2017) is adopted to perform efficient similarity
search due to a large volume of data involved.
Faiss is a library for similarity search in large
datasets via developing indexes over the clustering
of dense vectors. Cosine similarity (inner product)
is applied to both the clustering and search pro-
cess. The above step produces a list of template
sentences (Sk)Nk=1 for further processing.
(Sk)Nk=1 = k-argmin
j
E(src) · E(Sj)
‖E(src)‖ · ‖E(Sj)‖ (1)
3.3 Phrase Matching, Alignment and
Substitution
After tokenization, the phrases for each host tem-
plate sentence are extracted using TextBlob 3 with
their embedding compared to that of the IND
source phrase. The top sim function shown in
Algorithm 1 extracts the word/phrase with the max-
imal cosine similarity to the matched terminology
from the IND dictionary (Equation (2)). We focus
on nouns in this study because a majority of terms
from the IND dictionary are noun words/phrases.
Pmax(S
k) = argmin
P
E(src) · E(P (Sk))
‖E(src)‖ · ‖E(P (Sk))‖ (2)
An alignment model (Dyer et al., 2013) is trained
based on the OOD parallel corpus to locate the
2Model details: a 12-layer encoder stack, 768-hidden, 12-
heads, 110M parameters. Trained on cased text in the top 104
languages with the largest Wikipedias.
3https://github.com/sloria/TextBlob/
words or phrases (Pmax(T k)) from the target sen-
tences, which correspond to the candidate phrases
(Pmax(Sk)) from source host template sentences.
By substituting the candidate word/phrase pair
{Pmax(Sk), Pmax(T k)} from the host template
sentence pairs {Sk, T k} with the matched phrase
pairs from the IND dictionary {srci, tgti}, pseudo-
IND parallel sentence pairs can be generated. Iter-
ating all dictionary entries, Algorithm 1 produces a
pseudo-IND parallel corpus.
4 Experiment Settings
The experiments are performed on four translation
directions for English↔ French (EN/FR) and En-
glish ↔ German (EN/DE) language pairs. The
OOD data used for pre-training for the baseline
model are extracted from WMT 144 including Eu-
roparl V7, New-commentary V9 and Common
Crawl corpora. The baseline model is evaluated on
random IND samples from EMEA, which contains
medical documents from the European Medicines
Agency. These data are obtained from Opus (Tiede-
mann, 2012) and WMT 19 biomedical shared task
website 5. Table 2 depicts the data involved.
The IND dictionary is prepared from SNOMED-
CT medical concepts with a size of 36,809 (EN/DE)
and 36,306 (EN/FR), respectively.
The generated pseudo-IND parallel corpora for
EN/DE and EN/FR are of various sizes to explore
their effects on cross-domain NMT. These gener-
ated data along with the OOD parallel corpus are
cleaned and pre-processed using functions from
Moses (Koehn et al., 2007). The punctuation is
normalized into standard forms. The tokenization
function breaks down sentences into processing
4http://www.statmt.org/wmt14/translation-task.html
5http://www.statmt.org/wmt19/biomedical-translation-
task.html
Hyperparameters Values
Encoder Layers 6
Decoder Layers 6
Embedding Units 2,048
Attention Heads 8
Feed-forward Hidden Units 512
Initial Learning Rate 0.0007
Train Steps 100,000
Vocab EN/FR 43,244
Vocab EN/DE 43,756
Table 1: Hyperparameters for this study.
units, which are tokens in this study. True-case
models are trained to adjust the casing of the ini-
tial words for each sentence. Byte pair encoding
(BPE) (Sennrich et al., 2016b) is applied to deal
with out-of-vocabulary rare words. The experiment
is based on the transformer architecture (Vaswani
et al., 2017) in fairseq (Ott et al., 2019) 6. The
hyperparameters are captured in Table 1. The gen-
erated pseudo-IND parallel corpus is used to be
mixed with the OOD bitext (aka the mixed bitext)
to train enhanced models.
To compare with a related work using lexicon in-
duction for domain adaptation in NMT, we adopted
pseudo-IND parallel corpus generation method
recently presented in DALI (Hu et al., 2019)7.
This method learns lexicons from EMEA train-
ing data and constructs a phrase-based translation
model to back-translate monolingual target sen-
tences from EMEA. The DALI NMT model is
trained with mixed data from the OOD bitext and
DALI-generated pseudo-IND parallel corpus (with
1 million lines in this study).
Another experiment is performed to demonstrate
the complementary effect of the proposed approach
to methods using back-translation (BT), in which
the target sentences of EMEA are back-translated
using the baseline model with their BLEU scores
reviewed. It is noted the EMEA data is cleaned
to remove duplication resulting in corpora with a
size of 287,738 (EN/DE) and 284,536 (EN/FR), re-
spectively. The experiment results (in Appendix A)
confirm that deduplicating EMEA leads to higher
BLEU scores.
The results obtained from fine-tuning the base-
line models with the IND bitext (deduplicated
EMEA) are defined as IND-finetuned (IND-FT)
results. We also examine the effect of DDA on
the IND-FT NMT models. This is performed by
training the NMT model with the mixed data of
OOD bitext and the DDA-generated data (DDA-G)
and subsequently fine-tuning the model with the
IND bitext EMEA.
The BLEU scores are measured using the
score.py from fairseq, which implements sacre-
bleu.py (Post, 2018).
5 Results and Analysis
Table 3 gathers the results of a range of experiments
mentioned above. The baseline models trained us-
6https://github.com/pytorch/fairseq/
7https://github.com/junjiehu/dali
Dataset Corpus Number of Lines
Train Dataset (OOD)
Europarl,News-commentary,
Common Crawl
5,394,261 (EN/FR)
4,475,414 (EN/DE)
Dev Dataset (IND) EMEA 5,000
Test Dataset (IND) EMEA 1,000
Table 2: Datasets used for training and testing the baseline model.
BLEU on EMEA: Effects on Baseline
Models EN2FR FR2EN EN2DE DE2EN
Baseline 25.73 24.91 23.98 29.41
Baseline + DALI-G - - - 33.98 (+4.57)
Baseline + BT 33.14 (+7.41) 27.76 (+2.85) 31.53 (+7.55) 36.93 (+7.52)
Baseline + DDA-G 30.92 (+5.19) 36.44 (+11.53) 28.24 (+4.26) 33.16 (+3.75)
Baseline + BT + DDA-G 37.96 (+12.23) 43.50 (+18.59) 35.04 (+11.06) 40.60 (+11.19)
Effects on IND-finetuned (IND-FT) NMT
IND-FT: Baseline + EMEA 45.90 53.38 48.71 55.68
IND-FT + DDA-G 53.90 (+8.00) 58.22 (+4.84) 52.13 (+3.42) 58.02 (+2.34)
IND-FT + BT + DDA-G 54.12 (+8.22) 58.64 (+5.26) 53.25 (+4.54) 58.63 (+2.95)
Table 3: Experimental results for this study. DALI-G depicts that the pseudo-IND parallel corpus (1 million lines)
are generated using DALI. DALI focused only on the DE2EN translation direction. DDA-G describes the pseudo-
IND parallel corpus (1 million lines) are generated by the proposed method. BT stands for back-translation using
the target sentences from the deduplicated EMEA training data. The bold numbers show the effects of DDA on
the IND-finetuned (IND-FT) NMT models.
ing the OOD bitext (news) are evaluated against
IND medical data EMEA. The proposed DDA ap-
proach is used to generate a pseudo-IND paral-
lel corpus (with 1 million lines) to enhance cross-
domain NMT performance. This method signifi-
cantly improves the translation performance of the
baseline models with their BLEU scores increased
by a range from 3.75 to 11.53 (Baseline + DDA-G
from Table 3). DDA method can match the re-
sults delivered by BT-based methods using IND
monolingual corpus EMEA. When combined with
BT (Baseline + BT + DDA-G), DDA can further
improve the BLEU scores of the baseline models
by up to 18.59 (FR2EN), outperforming BT-based
methods. DDA is confirmed to be a viable comple-
ment to BT-based methods in data augmentation
for cross-domain NMT. As for the IND-finetuned
(IND-FT) NMT system trained with the OOD bi-
text and fine-tuned with EMEA, DDA can improve
the BLEU scores by a range between 2.34 and 8.00.
A specific example is shown in Table 4. The base-
line and BT do not produce the correct English
translation for the medical term “e´nalaprilate”. The
correct translation of the term “enalaprilat” can be
generated by a DDA-enhanced baseline.
6 Further Analysis
The effect of the size of the IND dictionary is
further studied in this section. The experiment
is performed by comparing the BLEU scores of
enhanced models trained with the mixed bitext gen-
erated by IND dictionaries of various numbers of
entries (i.e., pairs). Apart from BLEU, we calculate
enhanced domain coverage to quantify the effect of
incorporating an IND dictionary on baseline mod-
els. The enhanced domain coverage (ED) of a
dataset (C) for an IND dictionary (Id) is defined
as the number of unique terms (1-5 gram starting
from a word w) captured in the dictionary, which
also appear in the dataset C and the test dataset
(Test):
ED(C ∩ Test) =
n∑
i=1
5∑
j=1
j-gram(wi) (3)
where the available 1-5 gram j-gram(wi) ∈ (Id ∩
C ∩ Test), n is the number of terms fulfilling the
condition.
The results of an analysis of the gain of enhanced
domain coverage of the DDA-generated pseudo-
IND corpus ED((DDA − G) ∩ Test) over that
FR2EN Source and Reference
Source
Dans la fourchette de concentrations en rapport avec les doses
the´rapeutiques , la liaison aux prote´ines plasmatiques de l’
e´nalaprilate ne de´passe pas 60 % .
Reference
Over the range of concentrations which are therapeutically
relevant , enalaprilat binding to human plasma proteins does
not exceed 60 % .
Examples of Translation Results
Baseline In the range of therapeutic dose - related concentrations , the
link to plasma proteins in enalaprilate does not exceed 60 % .
Baseline + BT (EMEA)
In the therapeutic dose concentration range , binding to plasma
proteins of the nearest <unk>; generic enalaprilate does not
exceed 60 % .
Baseline + DDA-G
In the range of concentrations related to the therapeutic doses ,
the link to the plasma proteins of enalaprilat does not exceed
60 % .
IND-FT + BT (EMEA) + DDA-G In the therapeutic dose - range , binding of enalaprilat to plasma
proteins does not exceed 60 % .
Table 4: An example of translation output for EMEA demonstrates the effect of DDA on FR2EN NMT. The fonts
in blue indicate the ground truth of the medical term and the red fonts show incorrect translation.
Figure 2: The effects of DDA under various sizes of
IND dictionaries for EN2FR models. The second y-
axis, ‘Coverage gain’ indicates the gain of enhanced
domain coverage of the DDA-generated pseudo-IND
corpus with 1 million lines ED((DDA − G) ∩ Test)
over that of the OOD training data ED(Train∩Test)
with around 5.4 million lines.
of the OOD training data ED(Train ∩ Test) are
shown in Figure 2 for EN2FR models. It demon-
strates a solid positive correlation between the gain
of the ED and BLEU scores of the DDA-enhanced
models. More domain-specific terms are identified
with the increase of the number of the IND dictio-
nary entry. A similar correlation has been identified
for EN2DE models (Figure 3).
A comparison study is performed for the
gain of enhanced domain coverage of DDA-G
(ED((DDA−G)∩Test)) and that of the data gen-
erated by a BT-based approach (ED(BT ∩ Test))
over a common base, which is the enhanced domain
coverage for the OOD training data (ED(Train∩
Test)). It is noted the number of IND terms shown
here indicates the extra number of dictionary terms
(offered by a BT-based approach and DDA) ap-
pears in the test set compared to the terms from
the intersect of OOD training data and the test data.
DDA-G produces more IND terms (as the green
section) than a BT-based approach with their rela-
tionships shown in Figure 4.
Figure 3: The effects of DDA under various sizes of
IND dictionaries for EN2DE models.
Among the above IND terms generated by a BT-
based method and DDA, respectively, a majority
of them consist of unigrams and bigrams phrases.
IND Terms Captured (EN)
Number of Gram BT - DDA-G DDA-G - BT
1-gram
‘SGPT’, ‘aliskiren’,
‘SGOT’,‘epistaxis’,
‘diaphoresis’,
‘premedication’
‘valproate’, ‘antiarrhythmics’,
‘mucositis’,‘Folliculitis’,
‘leiomyoma’, ‘astemizole’,
‘enteropathy’, ‘Atelectasis’,
‘endophthalmitis’, ‘DNAgyrase’,
......
2-gram
‘cognitive disorder’,
‘Dry mouth’, ‘Muscle pain’,
‘ST segment’
‘interstitial nephritis’,
‘Electrolyte imbalance’,
’Diphtheria toxoid’,
’Steroid myopathy’,
......
3-gram -
‘Bone marrow depression’,
‘Renal artery stenosis’
4-gram - ‘Lower respiratory tract infection’
Table 5: Examples of distinctive IND terms generated by a BT-based approach and DDA.
Figure 4: A comparison of the gain of enhanced do-
main coverage of the DDA-G data with that of a BT-
based approach for an EN2FR model.
As illustrated in Figure 5, DDA-G terms lead in
all four bins in the distribution. It is an indication
of how well DDA performs complementing the
BT-based approach. Given that the 45 new IND
terms (the green section in Figure 4) consisting
of IND terms across 1-gram (unigram) to 4-gram,
we can conclude that DDA provides an effective
complementary IND coverage enhancements to a
BT-based approach. Results captured in Table 5
verify this conclusion.
7 Conclusion
In this study, we propose a dictionary-based data
augmentation (DDA) method for cross-domain
NMT. This approach enables a useful and practical
way of automatically generating large-scale pseudo-
IND parallel corpora from widely available IND
Figure 5: A comparison of 4-gram distributions for
IND terms generated by a BT-based approach and
DDA-G for an EN2FR model.
dictionaries and OOD bitext. The generated data
are used to enhance OOD trained baseline NMT
models. Extensive experiments are performed to
various NMT models on four translation directions
covering English ↔ French and English ↔ Ger-
man language pairs across a general domain and
the medical domain. The results demonstrate con-
sistent significant improvements in BLEU scores
over the baseline models. When combined with
back-translation, the proposed method can improve
the cross-domain translation performance. DDA is
confirmed to be a viable complement to BT-based
methods in data augmentation for cross-domain
NMT. A further analysis unveils that the improve-
ment is associated with the gain of enhanced do-
main coverage produced by DDA.
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A Appendices
Table 6 shows that deduplicating EMEA leads to
higher BLEU scores.
Effects of Deduplication for EMEA
Translation
Direction
Baseline +
EMEA (ori.)
Baseline +
EMEA (ded.)
EN2FR 44.46 45.90 (+1.44)
FR2EN 51.66 53.38 (+1.72)
EN2DE 46.13 48.71 (+2.58)
DE2EN 53.23 55.68 (+2.45)
Table 6: Experimental results for NMT models trained
with OOD corpora, fine-tuned with the original EMEA
(ori.) and the deduplicated EMEA (ded.).
B Supplemental Material
Scripts and data are available at
https://github.com/nlp-team/DA NMT.
