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Summary
The main subject of this thesis is the interaction of light with two dimensional con-
densed matter systems, it encompasses the bulk of the contents in the thesis and spans
from the first to third chapters. Chapter one is dedicated to the review of the formalism
used to study this interactions. The second and third chapters concern applications on
linear and quadratic response, respectively. The fourth and final chapter delves into
the calculation of effective Hamiltonians for (quasi) two dimensional in the presence of
spin-orbit interaction.
The response formalism is reviewed using multiple methods and is then applied to
the calculation of the current response, setting the formal foundation for the core of the
thesis. Both the linear and non-linear response are computed using both the minimal
and direct couplings (the so-called velocity and length gauge) and compared against
each other.
The exact optical conductivity of Graphene NanoRibbons (GNRs) is derived analyt-
ically. It is shown that an intraband response channel is opened, when the translational
invariance along one direction is broken. This intraband channel generates a consider-
ably large response exclusively along the direction of broken translational invariance.
Therefore, having the potential to generate an highly anisotropic response. It is pro-
posed a device to generate highly polarized light, by transmission of radiation through
an array of ribbons encapsulated in a waveguide.
A comprehensive review of the generation of photocurrent in hexagonal lattices is
presented. It starts with a phenomenological analysis of the photocurrent, taking into
account multiple mechanism and symmetry considerations. The photocurrent is calcu-
lated for mono and bilayers of graphene as well as for hexagonal Boron Nitride (hBN),
using the analytical results derived in the first chapter considering the direct coupling
with radiation. The photocurrent exhibits, particularly in the Biased Bilayer Graphene
(BBG), remarkable features, among which a high sensitivity to the chemical potential.
The Löwdin’s Partitioning Technique (LPT) is reviewed and use to compute the ef-
fective Hamiltonians for several systems with the honeycomb lattice. The low energy
effectiveHamiltonianswith intrinsic spin-orbit coupling are derived and analyzed. Fur-
thermore, we apply the LPT to the estimate gap in buckled honeycomb lattices.
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Interaction of light and matter has been an area of intense and exciting research for
well over a century. Throughout this period, the field of atomic physics has dominated
the advances on light-matter interactions, particularly non-linear effects. In the field of
condensed matter, research on light-matter interactions, both in the theoretical and ex-
perimental perspectives, has been progressing at a slower pace, when compared with
the field of atomic physics. To a large extent, the slower pace can be attributed to the
additional complexity of condensedmatter systems, where phenomena associatedwith
temperature, phonons, plasmons and the role of disorder cannot be neglected. More-
over, the large absorption associated with bulk materials introduces an additional chal-
lenge which contributed significantly for the slow pace of research.
Over the last decade, the discovery of the zoo of (quasi) two dimensional materials
has invigorated the research on light matter interactions in condensed matter systems
[1–7]. From the theoretical point of view, the understanding of light-matter interac-
tions in condensed matter systems, has experienced significant advances over the past
decades, such as the calculation of linear and non-linear susceptibility of semiconduc-
tors [8–10]. To this date, the calculation of the susceptibility relies on the recursive in-
tegration of the density matrix or a Green’s function in the context of the independent
particle approximation. Notwithstanding these advances, open questions remain with-
out answer. For instance, the correct choice for parametrization of the coupling with
radiation [8, 11–13]
One of the central objectives of our research, is to determine a versatile and robust
method to address linear and non-linear response to radiation, starting from a sound
microscopicmodel for the system. In the field of condensedmatter systems, interactions
1
Introduction
with phonons, excitons or other phenomena are usually present and can play a signifi-
cant role on the properties of systems. Diagrammatic techniques have been successfully
used to incorporate interactions with these phenomena into microscopic models of the
system. Thus, providing an useful tool to accurately determine the properties of the sys-
tem under consideration, e.g. transport properties. In addition, these techniques have
been particularly effective within the context of non-equilibrium formalism.
It appears to be reasonable to dedicate effort into reviewing the response formalism
for light-matter interactions within this framework, as it may provide an useful tool to
analyze effects arising from multiple interactions.
Besides electron-electron or electron-photon interactions, two dimensional materi-
als have sparked a large interest in other fields, such as the emerging field of spintronics.
Introducing interactions with light, particularly circularly polarized light, on materials
with large spin-orbit coupling expands even further the realmof interesting phenomena
and possible applications.
Outline of the thesis
The kernel of this thesis is the study of linear and non-linear interactions of light with
matter. The first chapter lays theoretical foundations of the methods used to study the
linear and non-linear response in chapters two and three, respectively.
The second chapter concerns the linear interaction of light with graphene nanorib-
bons. Based on the exact calculation of the optical conductivity we analyse its anisotro-
pic nature and the respective effects on the propagation of light. Chapter three address
the subject of quadratic response in (quasi) two dimensional materials. It begins with a
phenomenological review of the generation of photocurrents. Followed by our results
on the photocurrent generation in two dimensional hexagonal lattices.
The last chapter is dedicated to spin orbit coupling in (quasi) two dimensional mate-
rials, more specifically the construction and analysis of effectiveHamiltonians. It begins
with a review of the method used compute the effective Hamiltonians, the so-called
Löwdin’s partitioning technique. Followed by the application of the method to the cal-
culation several effective Hamiltonians and respective analysis.
2
Introduction
Original content and external material
The work presented in this thesis is accompanied by extensive usage of computational
techniques, for both numerical and algebraic calculation. Apart from internal functions
and libraries (LAPACK, ARPACK and derived routines) associated with each program-
ming language (FORTRAN 90, Mathematica and MATLAB), the author wrote all code
from blank files. In addition, all figures and tables shown in this thesis were prepared
by author.
3
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Chapter 1
Perturbative methods
This chapter is concerned with the calculation of response functions to external per-
turbations. It begins with a review of the “standard” approach to the calculation of
a response function in the context of quantum mechanics, namely solving the Time
Dependent Schrödinger’s Equation (TDSE) [14–20]. The second section is concerned
with the evaluation of a particular response function, the current density response in
the so-called length gauge [10, 21]. Section three presents a review of the more gen-
eral review of the response function. The response function is computed in the context
of the Keldysh–Schwinger contour formalism for non-equilibrium dynamics [20, 22, 23].
The fourth section presents a review of the definition of the current response function,
adopted throughout this thesis.
1.1 Response functions
The purpose of this section is to review the definition of the response function and its
connectionwith either the Perturbative Expansion (PE) of aGreen’s Function (GF) or the
recursive integration of von Neumann’s Equation (vNE) for the Density Matrix (DM).
In general, we can define a response function Ri(t) as a series expansion on a given


















ijkl(t− t1, t− t2, t− t3)Fj(t1)Fk(t2)Fl(t3) + · · · , (1.1)
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where the nth order coefficients define the respective, n+ 1th rank tensor T(n). In addi-
tion, to condense the expressions, we make use of the following shorthand notation∫ t,t1,...,tk−1




−∞ dt2 . . .
∫ tk−1
−∞ dtk. Within the limits of classical
electromagnetism, we may choose several response functions to characterize the res-
ponse to an external electromagnetic field.
1.1.1 Current response function
The freedom of choice for the parametrization of the electric field and definition of con-
ductivity tensor can cause significant confusion and lead to apparently different rela-
tions. We dedicate this subsection to lay out our parametrization and definitions. First,














where the sum includes positive and negative frequencies. Second, the nth order cur-






dt1 · · · dtn σ(n)λα...β
(
t, t− t1, t− t2, . . . , t− tn
)








dτ1 · · · dτn σ(n)λα...β(τ1, . . . , τn) ei(ω1τ1+···+ωnτn)×
× Eαω1 . . . Eαωne−i(ω1+...+ωn)t , (1.3)
where we introduce the nth order conductivity tensor σ(n)λα...β . In the last line there is a
summation over all ω1 to ωn, and each ωk can take the values that define the harmonic








λα...β(ω1, . . . , ωn)E
α












dτ1 · · · dτn σ(n)λα···β(τ1, . . . , τn)ei(ω1τ1+···ωnτn) . (1.5)
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λα···β(ωs;ω1, . . . , ωn)E
α








δω1+···+ωn,ωs means a summation retaining only those combi-
































By evaluating explicitly the time dependence of the DM we may compute the current
response function.
In addition to the current response functions, wemay also characterize the response
of a system by the polarization function. In the field of non-linear optics, this is a stan-







dt1 · · · dtn ε0 χ(n)λα...β
(
t, t− t1, t− t2, . . . , t− tn
)








dτ1 · · · dτn ε0 χ(n)λα...β(τ1, . . . , τn) ei(ω1τ1+···+ωnτn)×
× Eαω1 . . . Eαωne−i(ω1+...+ωn)t , (1.10)
where we introduce the nth order susceptibility tensor χ(n)λα...β The non-linear response
to electric fields has been intensively studied in the field of atomic physics and optics
[24, 25].
In atomic systems, the analysis has followed the traditional approach via the polar-
7
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ization function. In condensed matter this method is particularly suited to insulators,
as there are no free currents in the material and it reacts to the external electromag-
netic field with a polarization. In metals the picture changes: currents are present and
polarizations absent. Thus, the characterization of response system by a polarization
function becomes ill-defined. Furthermore, the vast range of semiconductors and semi-
metals can support both currents or polarizations. However, the polarization response
function is defined in the length gauge, whereas the current response function is de-
fined in the velocity gauge. Recently, it was shown that both response functions are
equivalent and predict the same physical properties [13].
Moreover, the time evolution of the electric displacement field generates an electric
























wherewe separated the usual linear order terms in the polarization from the non-linear
contributions. By Fourier transforming this relation to frequency domain, it reads





JNL(ω) = −iωPNL(ω) = −iω ε0 χNL(ω)ENL(ω). (1.12b)
From previous results and the PE of the current in the electric field, we can extract the
relation between the Fourier components of the tensors σ(ω) and χ(ω)




, (1.13a) σNL(ω) = −iω ε0 χNL(ω) , (1.13b)
with the simplified notation σ(n)(ω; ω1 +. . .+ωn) ≡ σ(n)(ω) and χ(n)(ω; ω1 +. . .+ωn) ≡
χ(n)(ω).
As was pointed out in the previous section, our aim is to compute the response
function using either the recursive integration of the DM or Non-Equilibrium Formal-
ism (NEF). Having computed the current response both in the length and velocity
gauges, we proceed with applications of these results. First, we address the linear res-
8
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ponse in GNRs and then proceed with the study of a specific case of the quadratic res-
ponse, Optical Rectification (OR), in hexagonal crystals.
1.2 Response formalism
Concerning the calculation of response function to a weak external perturbation, we start
with a concise review of the zero temperature formalism. To facilitate the comparison
with literature, the notation adopted in this section follows that of Fetter and Walecka
[14].
Consider Schrödinger’s Equation (SE) i~∂t |ΨS(t)〉 = Hˆ |ΨS(t)〉 and the following
trial function |ΨS(t)〉 = e−iHˆt |ΨS(0)〉. By introducing an external perturbation Vˆ (with-
out explicit time dependency) at time t = t0, SE reads i~∂t |ΨS(t)〉 = Hˆt |ΨS(t)〉, where
the totalHamiltonian is Hˆt = Hˆ+Vˆ . This can be solved by generalizing the trial function
to |ΨS(t)〉 = e−iHˆtAˆ(t) |ΨS(0)〉 : Aˆ(t) = 1 ∀ t < t0. Solving SE with this trial function
yields
i∂te




] |ΨS(0)〉 = Hˆt e−iHˆtAˆ(t) |ΨS(0)〉
i∂tAˆ(t) = e
iHˆt Vˆ e−iHˆtAˆ(t) = Vˆ (t)Aˆ(t) , (1.14)
with the following integral solution Aˆ(t) = 1− i ∫ tt0 dt′Vˆ (t′)Aˆ(t′) . By recursive evalua-
tion, the auxiliary operator reads
Aˆ(t) = 1− i
∫ t
t0
dt′ Vˆ (t′) + i2
∫ t,t′
t0,t0
dt′dt′′ Vˆ (t′)Vˆ (t′′) + . . . . (1.15)
Now, we take under consideration the expectation value of an observable OˆS(t), i.e.
〈OˆS(t)〉 = 〈ΨS(t)| OˆS(t) |ΨS(t)〉 and the time evolution of the states in the presence of
the external perturbation |ΨS(t)〉 = e−iHˆtAˆ(t) |ΨS(0)〉. Hence, the expectation value
reads
〈OˆS(t)〉 = 〈ΨS(0)| Aˆ†(t) eiHˆtOˆS(t) e−iHˆtAˆ(t) |ΨS(0)〉
= 〈ΨS(0)| Aˆ†(t) OˆH(t) Aˆ(t) |ΨS(0)〉 , (1.16)
9
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where the OˆH(t) = eiHˆtOˆS(t)e−iHˆt is an operator in Heisenberg’s Picture (HP).
Since Aˆ(t) is defined by a recursive equation, each occurrence of this operator con-
tains all elements of the power series expansion of the interaction potential V . Hence,
the product Aˆ†(t)OˆH(t)Aˆ(t) can also be represented by a series expansion of the inter-






dt′ Vˆ (t′) + i2
∫ t,t′
t0,t0








dt′ Vˆ (t′) + i2
∫ t,t′
t0,t0
dt′dt′′ Vˆ (t′)Vˆ (t′′) +O(V 3)
]













































Vˆ (t′)OˆH(t)Vˆ (t′′) . (1.17)
The first two terms provide us with the standard linear response calculation, as clearly
demonstrated in references [14–20] 1. To further simplify the results, consider the last
element of the previous equation








Vˆ (t′)OˆH(t)Vˆ (t′′) . (1.18)
In its present form, the integration limits prevent a combination with the other sec-
ond order terms. Figure 1.1 illustrates the integration regions for equation 1.18. The
figure assists the reader to perform the necessary transformations to obtain the de-
sired integration limits, namely t′′ ∈ [t0, t′]. The grey triangles represent the integra-
tion regions for both integral present in equation 1.18 I1 and I2, grey and light grey
respectively. According to the definition of I2, the integral is evaluated by sweeping




dt′′dt′ Vˆ (t′) OˆH(t) Vˆ (t′′). Because the integrand is symmetric to an
interchange of t′  t′′, I3 = I2. Therefore, to cast the integral to desired form, one
1Reference [17] uses extensively path integral formalism, hence it might not be immediately clear the
equivalence between these results. Nonetheless, with a brief review of path integral formalism the reader
should be able to verify the equivalence.
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Figure 1.1: Integration regions for double integrals. The grey and light grey triangles represent
the integrals shown in equation 1.18, I1 and I2 respectively. The dark grey bars (with infinitesi-
mal width) represent the integration elements at a given point t′ or t′′, for horizontal and vertical
elements respectively. Finally, the solid black arrows indicate the direction of the integrations.
replaces the integration variables as follow, t′  t′′, and the integral reads
I2 = I3 =
∫ t,t′′
t0,t0
dt′′dt′ Vˆ (t′) OˆH(t) Vˆ (t′′) =
∫ t,t′
t0,t0
dt′dt′′ Vˆ (t′′) OˆH(t) Vˆ (t′) . (1.19)
Hence, the operator product reads




































Thus, the second order response can be defined by the last term in equation 1.20. Fur-
thermore, the adiabatic approximation is obtained straightforwardly from this result by
redefining the perturbation as Vˆ (ti) ≡ e−η|ti−t0|Vˆ (ti) and replacing the lower integra-
tion, t0 by −∞, and taking the limit η → 0+. The expansion of the lower limit is easily
understood by considering the fact that, for any positive η, the adiabatic factor e−η|ti−t0|
imposes a fully decoupled perturbation at ti = −∞, and a fully switched on (coupled)
perturbation at ti = t0.
This section has reviewed the “standard” response function formalism for an external
perturbation by means of a recursive solution of the TDSE, The following section ad-
dresses the calculation of a particular response function, the current density response
in the length gauge.
11
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1.3 Response in the length gauge
Regarding the interaction with an light, we consider the calculation of the current res-
ponse with respect to an external electric field by considering direct coupling between
the position operator with the external electric field E(t), i.e. the length gauge. The
respective Hamiltonian and DM read














In addition, q is defined as the particle’s charge. Hence, for electrons q = −e, where







, also known as quantum Liouville equation. The equation of motion








Vml ρln − ρml Vln
)
. (1.23)
In the context of crystals and Bloch state, the position operator is ill defined for intra-
band transitions. To address this, we follow the definition of the position matrix ele-
ments in a periodic lattice proposed by [10, 26]. Thesematrix elements can be computed




′)·x u∗mk(x)unk′(x) , (1.24a)
where |nk′〉 represents a Bloch state and unk′(x) is the respective periodic function.
We identify the gradient with respect to the wavevector as x exp[−i(k − k′) · x] =
−i∇k′ exp[−i(k − k′) · x]. Introducing the gradient and making use of the product
















1.3. Response in the length gauge
In periodic systems the position variable can be redefined as x ≡ RN +r, where RN are
the translation vectors for the underlying lattice and r is the position vector confined
to the unit cell. Moreover, unk′(r + RN ) = unk′(r). Introducing the above-mentioned


















Evaluating the summations over all translations vectors RN , we identify Dirac delta
functions in both terms on the r.h.s. of the previous equation. In the first term of the
r.h.s. we obtain the gradient of the Dirac delta and in the second we get the product of
the Dirac delta with the Berry connection
〈mk|xˆ|nk′〉 = iδmn∇k
[
δ(k− k′)]+ δ(k− k′)Amn(k) , (1.24d)









The Bloch states and periodic functions are defined by 〈r|nk〉 = eikrunk(r) and the VWS
is the volume of the unit cell. To proceed with this method, we separate the definition
of intra and inter-band position operator in periodic systems as rˆ = rˆ(i) + rˆ(e), such that
the respective matrix elements (evaluated on Bloch states) read
r(e)mn = 〈mk|ˆr(e)|nk′〉 = (1− δmn)δ(k− k′)Amn , (1.26a)
r(i)mn = 〈mk|ˆr(i)|nk′〉 = δmn
[
δ(k− k′)Amn + i∇kδ(k− k′)
]
. (1.26b)
Using equations 1.26, the perturbation part of the Hamiltonian is explicitly separated,

























(1− δml)Aml ρln − ρml(1− δln)Aln
]
·E(t)







The combination of terms in the last line is gauge - invariant and appears frequently in
the perturbative expansion to higher orders. It’s useful to condense it in what has been


















Considering the diagonal (populations) and non-diagonal (coherences) elements of the
time evolution of the DM, equation 1.27, we can divide it into twomore insightful equa-
tions. One equation for the time evolution of the populations and another for the time
evolution of the coherences.

















wherewe introduce the shorthandnotation involvingKronecker deltas, δ¯ln = 1−δln and
make use of Einstein’s double index summation for Greek indices. The time evolution































where we transformed the initial linear differential equation in the form dy(x)/dx +









the DM, we may compute the expectation value of an operator tracing the product of
DM and the given operator 〈Oˆ〉 = tr{ρˆOˆ}. The electric current density reads, in general,












q vnm ρmn , (1.30)
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where g is the degeneracy andLD is the volume (area) for a 3D (2D) system. The follow-
ing subsection addresses the integration of these differential equations in the presence
of an external AC field.
1.3.1 Integration of the equation of motion
We assume two initial conditions to solve these equations. First, the diagonal elements
of DM in the absence of the external electric field are the equilibrium distribution func-
tions, i.e. ρnn(E = 0) ≡ f [n(k)−µ] ≡ fn, where n(k) is the energy dispersion for band
n and µ is the chemical potential. Second, in the unperturbed system the non-diagonal
elements of the DM are zero, i.e. there are no coherences ρmn(E = 0) = 0 ∀ m 6= n.
The initial conditions can be condensed to ρmn(E = 0) = fmδmn. We are interested
in the steady state response to an external perturbation, which can be achieved by in-
voking an adiabatic switching on of the interaction with an infinitesimal dampening pa-
rameter, i.e. η → 0+. This is introduced in the calculation by redefining the electric
field as Eα(t) → λEα(t)eηt. Furthermore, we consider the external electric fields to be






Given the initial condition and the power series in the electric field, we set to solve
iteratively the differential equations, ρnn(t) and ρmn(t), equations 1.29a and 1.29b re-
spectively. The iterative procedure starts at zeroth order in the electric field and each


















: N ≥ 1 , (1.31a)






























: N ≥ 1 . (1.31b)
2Since we limit the electric field to monochromatic plane waves we are limited to a narrow selection
of wave-mixing processes, considering combinations ±ωi. Beyond linear order complex phenomena can
occur, such as the combination of two (or more) monochromatic electric fields with different frequency.
This leads to processes such as the SumFrequencyGeneration (SFG), andDifference FrequencyGeneration
(DFG). For details on SFG and DFG and other wave-mixing processes, see [24, 25].
15
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The zeroth order terms are determined by the initial conditions, ρmn(E = 0) = fmδmn,










ω − ωmn + iη −
Eα−ωei(ω−iη)t













ω1 − ωmn + iη , (1.32b)





















where the inter-band matrix elements for the velocity and position operators are con-
verted with the identity Aαmn = ivαmn/ωmn3. Regarding the first order correction to the























ω1 − ωmn + iη . (1.35)









































3The relation between inter-band matrix elements for position and velocity operators is easily verified
from the time evolution of the position operator, i.e. compute the matrix elements of i~∂xˆ/∂t = i~vˆ =
[Hˆ0, xˆ].
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ω1 − ωln + iη+−
fmlAαmlAβln
















ω2 + ω1 − ωmn + 2iη , (1.36b)









ω1 − ωmn + iη =
( Aαmnfnm


























Following the procedure used in the integration of the coherences and computing the





































ω1 − ωln + iη −
flnAαnlAβln
ω1 − ωnl + iη
)]
, (1.38b)




































This recursive integration of the DM is consistent with the “standard” calculation of
the response function, equation 1.20. The apparent differences stem solely from the
idiosyncrasies associated with the calculation of intraband elements for the position
operator, particularly with the generalized derivative, equation 1.28.
1.3.2 Linear and quadratic response
The relation between an observable and the DM has been introduced earlier, see equa-

























ω1 −ωmn +iη , (1.40a)
where we used the identity Aαmn = ivαmn/ωmn and identify the intra (i) and inter-band
(e) contribution with Kronecker deltas. Furthermore, by partial fraction decomposition4



































where the first term in r.h.s. contains the diamagnetic contributions to the total current
and the second term is conventionally identified as the Optical Conductivity (OC) res-
ponse. The former contains contributions from both intra and inter-band transitions,
whereas the latter arises exclusively from inter-band transitions.
Moreover, the gradient of the Fermi distribution is proportional to the band velocity,
















4For this particular case, the partial fraction decomposition reads 1
/
ω¯(ω ± ω¯) = 1/ωω¯ ± 1/ω(ω ∓ ω¯).
18
1.3. Response in the length gauge




















where σ1 = pie2/2h is the linear conductivity scale. Proceeding with the calculation of
















































ω1 − ωml + iη
)]
. (1.42a)
Based on this result, we identify the respective second order conductivity tensor
σ
(2)









































~ω1 − ml + iΓ
)]
, (1.42b)
where we introduce the second order conductivity scale
σ2 = e
3a/4γ0~ , (1.43)
a is the nearest neighbour distance, γ0 the hopping integral.
The definition of the non-linear tensors does not follow a universal convention. For
the sake of clarity and consistency, we follow throughout this thesis the convention
introduced in §1.1, equation 1.7.
The previous result paves the way for the calculation of all second order sum or dif-
ference processes for any material at finite temperature and chemical potential. More-
over, we decompose the conductivity tensor, equation 1.42b, in contributions accord-









λαβ , using the notation introduced in the definition of the





























~ω1 − ml + iΓ
)
. (1.44a)
With respect to the mixed intra and interband processes, there are two possibilities.
Following Sipe’s notation [10], one process reads
σ
(2,ie)








~(ω2 + ω1)− mn + 2iΓ
(
vαmnfnm/mn




where we make use of the definition of generalized derivative, equation 1.28. The re-
maining mixed intra/interband process reads
σ
(2,ei)
















Finally, the purely intraband contribution reads
σ
(2,ii)
λαβ (ω2 + ω1) =
g σ2/L
D











The analysis of any response function can be greatly simplified by considering low tem-
perature. Taking the low temperature limit, the Fermi function reduces to a sharp(er)
step function at the chemical potential.
Cold insulator limit Before proceeding to analyse the general second order response,
it is worth considering the so-called “cold insulator limit”. In an undopped semicon-
ductor, this limit does not require zero temperature, it solely requires the thermal en-
ergy to be much smaller than the insulator gap kBT/Eg  1. In this limit all valence
band states are fully occupied and all conduction band states are completely empty. Be-
cause of this, the gradient of the Fermi function vanishes in any band, ∂fn/∂kα → 0.















~ω1 − mn + iΓ . (1.45)
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Figure 1.2: Contour for time evolution. The complete contour is the sum of two branches, the
upper γ− and the lower γ+, such that γ− ⊕ γ+ = γ. The apparently counter intuitive labelling
of the branches becomes clear if one considers the contour starting at t−0 , extending over γ−,
looping at z = +∞ to γ+, and returning to t+0 . In this picture, any event associated with any
time in the lower branch occurs at a time latter (+) than any event associated with any time in
γ−.
By the same token, the second order conductivity tensor contains vanishing contribu-






This result has been identified both in the length [10] and velocity [9] gauges. It is rather
straightforward to show that σ(2,ie)λαβ (ω2 + ω1) is a “regular” quantity in the limit of zero
frequency or OR, i.e. ω2 = −ω1. The δ¯mn forces the energy difference ωmn to be finite at
a non-degenerate k. This ensures that, even in the limit of zero frequency, the denomi-
nators are regular.
1.4 Non-equilibrium formalism
The purpose of this section is to review the NEF. It begins by evaluating the GF in com-
plex time, more precisely along a contour. The complex time contour γ is represented
in figure 1.2, where zi are complex numbers and the real time is mapped to the real axis.
Our review follows the notation and formalism presented in the textbook by Stefanucci
and Leeuwen [20], and we limit ourselves to provide a review of the fundamental def-
initions and derivations required to analyse response functions using NEF The time
(contour) evolution of GFs in NEF follows closely the “standard” time-evolution [14–
19]. Indeed, the contour formalism is a generalization of the standard time evolution of
GFs [20, 22, 23].
Let us consider a time-dependent quantum average for an operator Oˆ(t) when the
5To maintain the notation condensed, we define the following notation for the N th order conductivity
tensors: σ(N)λαβ(ωN + · · ·+ ω1;ω1, · · · , ωN ) = σ(N)λαβ(ωN + · · ·+ ω1).
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system has been prepared in a given initial state |Ψ(t0)〉 = |Ψ0〉, i.e.
O(t) = 〈Ψ(t)|Oˆ(t)|Ψ(t)〉 = 〈Ψ0|Uˆ(t0, t)Oˆ(t)Uˆ(t, t0)|Ψ0〉 . (1.46)
As mentioned before, in the NEF the time evolution takes place along a contour γ in a
complex time variable z. We reserve the variables t and τ for purely real and imaginary
times, respectively. Along such contour, the time evolution operator reads Uˆ(t, t0) =







if za, zb ∈ γ−
A(za)B(zb) if zb ∈ γ− ∧ za ∈ γ+





if za, zb ∈ γ+
. (1.47)













where Oˆ(t±) = Oˆ(t). Given a known initial eigenstate, the previous equation allows us
to compute the expectation value of operator Oˆ(z) for isolated systems.
Within the context of quasi-independent particles, the behaviour of many-body sys-
tems can be mapped to ensemble averages of independent particles. In this context, a
given operator is represented the by the ensemble average Oˆ(t) =
∑
nwn〈χn|Oˆ(t)|χn〉
in a basis of pure states |χn〉, with the respective statistical weight wn, which leads us to



















− i ∫γdz¯ Hˆ(z¯)]}] , (1.49)
where Tr indicates the trace over full Fock space and the contour γ is now extended
along the vertical axis as depicted in figure 1.3a, with β = 1/kBT .
6For details on the definition of the contour ordering operator, see ref. [20, §4].
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The choice of contour In addition to the general definition for the calculation of the
observable, it is important to consider the influence of alterations of the original contour
γ. Below, we highlight the most relevant contours and identity the key characteristics
of each. An in-depth analysis can be found in [20, §4.3].
In figure 1.3, we depict three distinct contours, representing three distinct proto-
cols to compute an observable. Note that these contours differ not only by a deforma-
tion, but also by changing the definition of the Hamiltonian along the contour. For the
sake of clarity, let us consider an Hamiltonian composed of two parts such as Hˆ(t) =
Hˆ0(t) + Uˆ(t). The respective Matsubara component used in the vertical track to com-
pute the ensemble averages reads HˆM = HˆM0 + Uˆ where HˆM0 = Hˆ0−µNˆ . Furthermore,
contours 1.3b and 1.3c require an adiabatic switch-on/off of the interaction piece of the
Hamiltonian. The adiabatic coupling reads Hˆη(z) = Hˆ(z)+e−η|z−T |Uˆ , where η is a pos-
itive infinitesimal that ensures convergence at t→ ±∞. To choose the most appropriate
contour, we should keep in mind the most relevant details for each contour.
• The first contour, depicted in figure 1.3a, allows us to compute the exact time-
dependent ensemble average and is associated with the Konstantinov-Perel’ for-
malism, where the ensemble average is computed at the exact moment that the in-
teraction is turned on, at t0. Ideally, this is the best contour to use to compute any
quantity. Yet, because the full Hamiltonian is used along the complete contour,
evaluating even relatively simple interactions becomes impossible, in practice.
• The second contour, depicted in figure 1.3b, introduces the adiabatic approxima-
tion. Here, the interaction is switched on adiabatically along the upper branch of
the contour from −∞− → t−0 7. Upon full switch on of the interaction, the system
evolves in time from T− → t+0 , followed by adiabatic decoupling of the interaction
from T+ → −∞+. Finally, the vertical track is evaluated from −∞ → −∞− iβ.
As in the exact contour, the evaluation along the horizontal branches provides the
time evolution with the interactions and the vertical track is associated with the
ensemble average of the system after decoupling the interaction. The evaluation
along this contour is equivalent to the standard Keldysh formalism [29].
7The notation t∓i defines the i
th-time variable in the upper (−) or lower (+) branch of the branch of the
contour. The notation ∓ should be understood as − for earlier and + later times, as the contour starts in
the upper branch and loops back at z = +∞.
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(a) Exact (b) Adiabatic approximation (c) Zero temperature
Figure 1.3: Contours to evaluate time-dependent ensemble averages. In all figures t0, T and β
are real. Furthermore, besides each segment of the contour we indicate the respective Hamilto-
nian. In the adiabatic contour, the interaction is switched on adiabatically from t0 → −∞ to T .
Moreover, at zero temperature the contour runs from −∞ → t = ∞ and the statistical average,
i.e. the vertical track, is computed at t = +∞. Finally, the sections of the contours above and
parallel to the real time axis define “earlier” and the sections below and parallel to the real time
axis define “later” times. The respective notation for the contour and time variables reads γ∓x
and t∓.
• Lastly, the third contour depicted in figure 1.3c, represents the zero temperature
formalism. This protocol also makes use of the adiabatic coupling of the inter-
action, namely the interaction is adiabatically switched on from −∞ → t0 and
adiabatically switched off from t0 →∞.
The calculation of thermodynamic averages in the presence of most interactions is a
daunting, if not impossible, task. This drastically reduces the practical usage of the exact
contour to a few selected problems which lay outside the scope of non-linear response
theory. Moreover, we are interested in a general formalism valid at room temperature
and at finite chemical potential, two highly praised characteristics for realist devices.
Hence, by making use of the adiabatic theorem to decouple the time dependent pertur-
bation from the ensemble average, the adiabatic contour or the exact contour, limited to
perturbations which have an intrinsic adiabatic time dependency, are the ideal contours
to study response theory.
Green’s functions The starting point to solve a non-equilibrium problem, as well as
many problems in quantummechanics is to compute the GF associated with this prob-
lem and then determine relevant quantities [14–20]. In the context of contour ordered
functions, the n−particle GF operator is defined as the time ordered product of n anni-
hilation and n creation field operators [20, eq. 4.58]
Gˆn(1, . . . , n; 1
′, . . . , n′) = i−n T { ψˆH(1) . . . ψˆH(n) ψˆ†H(n′) . . . ψˆ†H(1′) } , (1.50)
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where the annihilation and creation field operators defined in HP read
OˆH(z) ≡ Uˆ(zi, z) Oˆ(z) Uˆ(z, zi) . (1.51)
Furthermore, we define the compact notation for the jth time and position coordinate
j ≡ xj , zj and the zeroth order reduces to the identity Gˆ0 ≡ 1ˆ. The relation between
a one-particle GF and observables [14, 20] allows us to compute the expected value of
physical quantities from GFs. To extract this information, we must compute the trace
of the operator associated with the observable with the respective contour-ordered GF








where the contour order GF evaluated at equal times reduces to the lesser component
of the respective GF [20, eq. 5.38] and indices i, j span all states.
The following subsections delve into the details of the evaluation of correlators (GFs)
along the contour and the PE of GF.
1.4.1 Correlators on the contour and Langreth rules
Before proceeding to evaluate time-dependent ensemble averages using contour formal-
ism, it will be necessary to present a brief review of some properties of operator cor-
relators and the respective contour ordering. The analysis of the contour order compo-
nents of general correlators is greatly simplified by considering the so-called Langreth’s
rules (LR) [20, 22, 23, 30–32], which allow a much easier and insightful calculation
of contour order products or convolutions of correlators. The review of the general
n−point operator correlator in Keldysh Space (KS) will follow closely [20, §5.5]. The
n−point operator correlator can be written as a time ordered product of n operators
[20, eq. 4.47]
kˆ(z1, . . . , zn) = T {Oˆ1(z1) . . . Oˆn(zn)} , (1.53)
where Oˆi(z1) are operators in the Heisenberg’s Picture (HP), equation 1.51. A sub-class
of operator correlators particular interest are the the n-particle Green’s operator defined
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previously in equation 1.50. Moreover, the expectation value for a general correlator
follows the standard ensemble average calculation, i.e. evaluate the trace of the product
with the density matrix






ρˆ T { Oˆ1(z1) Oˆ2(z2) }
]
, (1.54)
where the only difference resides in the more general “complex time” ordering along
the contour. A general two point correlator in KS, i.e. z1, z2 ∈ γ, contains three distinct
possible time orderings: the usual lesser, k<(z1, z2), and greater, k>(z1, z2), components
and a singular, kδ(z1), component defined as follows
k(z1, z2) = k
δ(z1)δ(z1, z2) + θ(z1, z2) k
>(z1, z2) + θ(z2, z1) k
<(z1, z2) , (1.55)
where we introduce the generalized Dirac delta, δ(z; z′) [20, eq. 4.49], and Heaviside
theta, θ(z, z′) [20, eq. 4.50], function
δ(z1, z2) =

0 if z1 = t± ∧ z2 = t∓
δ(t1 − t2) if z1, z2 ∈ γ−
−δ(t1 − t2) if z1, z2 ∈ γ+
; θ(z1, z2) =

1 if z1 later than z2
0 if z2 later than z1
.
The singular part represents the correlator evaluated at equal times, with the following
property kδ(t+) = kδ(t−) ≡ kδ(t). Furthermore, the integration along γ of a general-
ized Dirac delta is analogous to the integration of a real time Dirac delta function, hence∫
γdz¯ δ(z, z¯)f(z¯) = f(z). The remaining terms are the usual lesser and greater compo-
nents, defined by ensemble averages of the following correlators









such that± indicates the statistics of the operators Oˆi, namely bosonic (+) or fermionic
(−). Even though the correlators are defined along the contour, the operators Oˆi(zi) are
functions of real time, hence Oˆi(t+) = Oˆi(t−). Consequently, these correlators are inde-
pendent of the contour branch and as result, the correlators must verify the following
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relations [20, eq. 5.37]
k≶(t+, z
′) = k≶(t−, z′) ; k≶(z, t′+) = k
≶(z, t′−) . (1.57)
From the previous discussion, several relations between real time and complex time (in
the contour γ) correlators also emerge, such as [20, eq. 5.38]
k>(t, t′) = k(t+, t′−) ; k
<(t, t′) = k(t−, t′+) ; (1.58)
k>(t, t) = k(z+, z) = k(z, z−) ; k<(t, t) = k(z, z+) = k(z−, z) . (1.59)
Moreover, we can introduce the real time retarded and advanced components on the
Keldysh correlator, which read [20, eq. 5.44 & 5.45]
kR(t, t′) ≡ kδ(t) δ(t− t′) + θ(t− t′)[k>(t, t′) + k<(t, t′)] , (1.60)
kA(t, t′) ≡ kδ(t) δ(t− t′)− θ(t′ − t)[k>(t, t′) + k<(t, t′)] . (1.61)
Note that, insofarwe only took into consideration the horizontal branches of the contour
and ignored the vertical branch. The correlators between a horizontal and the vertical
branches are represented by the left (d) and right (e) correlators, defined as [20, eq. 5.39]
kd(τ, t) ≡ k(t0 − iτ, t±) ; ke(t, τ) ≡ k(t±, t0 − iτ) . (1.62)
Finally, the correlators between points in the vertical branch, theMatsubara correlators,
kM (τ, τ ′) ≡ k(t0 − iτ, t0 − iτ ′) = δ(t0 − iτ, t0 − iτ ′)kδ(t0 − iτ) + kMr (τ, τ ′)
= θ(τ − τ ′)k>(t0 − iτ, t0 − iτ ′) + θ(τ ′ − τ)k<(t0 − iτ, t0 − iτ ′)
+ δ(t0 − iτ, t0 − iτ ′)kδ(t0 − iτ) , (1.63)
where kMr (τ, τ ′) is defined as the regular part of the correlator [20, eq. 5.40].
Thus far this subsection has focussed on the formal definition of correlators and its
basic properties. We now address two operations between different correlators, convo-
lution integrals and products.
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Convolution integrals along the contour The convolution integral in the KS follows
the standard definition of a convolution integral in any contour. The standard notation
for this section c(z, z′) =
∫
γdz¯ a(z, z¯) b(z¯, z
′) [20, eq. 5.42]. Let us consider the lesser
component of correlator c(z, z′), from equation 1.58, it reads c<(t, t′) = c(t−, t′+) =∫
γdz¯ a(t−, z¯) b(z¯, t
′
+). The respective convolution integral reads































θ(t−, z¯)a>(t−, z¯) + θ(z¯, t−)a<(t, z¯)
]
bδ(z¯)δ(z¯, t′+)
+ θ(t−, z¯)a>(t−, z¯) θ(z¯, t′+)b
>(z¯, t′+) + θ(t−, z¯)a
>(t−, z¯) θ(t′+, z¯)b
<(z¯, t′+)
+ θ(z¯, t−)a<(t−, z¯) θ(z¯, t′+)b
>(z¯, t′+) + θ(z¯, t−)a




From the definitions of the Dirac delta and Heaviside step functions, we observe that
δ(t−, t′+) = 0, θ(t−, t′+) = 0, θ(t′+, t−) = 1 and θ(t−, z¯)θ(z¯, , t′+) = 0. The remaining
Heaviside functions simply restrict the integration limits. Hence, the convolution inte-
gral reads






















dz¯ θ(t−, t′+) a
>(t−, z¯)b>(z¯, t′+) +
∫ t−
t0




dz¯ a<(t−, z¯)b>(z¯, t′+) +
∫ t′+
t−
dz¯ a<(t−, z¯)b<(z¯, t′+) . (1.64b)
Furthermore, the integration limits also provide useful information, for ease of refer-
ence we itemize this discussion by integration limit
• z¯ ∈ [t0, t−] — the contour ordering imposes a>(t−, z¯) = a>(t, t¯); b<(z¯, t′+) =
b<(t¯, t′) and consequently
∫ t−
t0
dz¯ a>(t−, z¯)b<(z¯, t′+) =
∫ t
t0
dt¯ a>(t, t¯)b<(t¯, t′);
• z¯ ∈ [t′+, t0−iβ] — is split to match the contour segments γ+ and γM , respectively
z¯ ∈ [t′, t0] and z¯ ∈ [t0, t0−iβ]. The former imposes z¯ → t¯, hence a<(t, z¯) = a<(t, t¯)
and b>(z¯, t′+), whereas the latter z¯ → −iτ¯ resulting in a<(t, z¯) = a<(t, t0 − it¯) =
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ae(t, τ¯), b>(z¯, t′) = b>(t0− iτ¯ , t′) = bd(τ¯ , t′). Consequently, the integral containing
the vertical branch is split as
∫ t0−iβ
t′+







e(t, τ¯)bd(τ¯ , t′);
• z¯ ∈ [t−, t′+] — is split into two integrals, one on the “later” (γ+) and another in the





dt¯−∫ t−t0 dt¯. The integration
range in the former imposes a<(t−, z¯) = a<(t, t¯) and b<(z¯, t′+) = b<(t¯, t′). The lat-
ter imposes a<(t−, z¯) = a<(t, t¯) and b<(z¯, t′+) = b<(t¯, t′). Thus, we are able to sepa-
rate the contour integral into two branches in real time
∫ t′+
t− dz¯ a
<(t−, z¯)b<(z¯, t′+) =( ∫ t′
t0
− ∫ tt0 )dt¯ a<(t, t¯)b<(t¯, t′).
With these results in mind, the correlator reads
c<(t, t′) = aδ(t)b<(t, t′) +
∫ t
t0
dt¯ a>(t, t¯)b<(t¯, t′)−
∫ t
t0




dt¯ a<(t, t¯)b>(t¯, t′) +
∫ t′
t0
dt¯ a<(t, t¯)b<(t¯, t′)− i
∫ β
0
dτ¯ ae(t, τ¯)bd(τ¯ , t′) .
(1.64c)
Using Dirac delta functions, the “singular” parts can be transformed into integrands
over a region compatible with the remaining integrals. Furthermore, introducingHeav-
iside step functions allows the integration limits t and t′ to be taken to +∞. For the par-
ticular case of a correlation computed at times t = T and t′ = T+, such that → 0±, the
contour can be shrunken by turning back at z = T in opposition to the initial contour
loop time at z = +∞, see figure 1.4. In order to keep the analysis as general as possible,
we continue the evaluation of the correlators along the complete exact contour. Hence,






aδ(t)δ(t− t¯) + θ(t− t¯)
[








bδ(t¯)δ(t¯− t′)− θ(t′ − t¯)
[
















dτ¯ ae(t, τ¯)bd(τ¯ , t′)
= a<(t) · bA(t′) + aR(t) · b<(t′) + ae(t) ? bd(t′) . (1.64d)
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(a) Full exact contour (b) Shrunken exact contour
Figure 1.4: The complete and shrunken versions of the exact contour.
It should be noted that this result explicit demonstrates the causality of the lesser GF,
as each integral in real time depends exclusively on times earlier than t. In the l.h.s.
of the previous equation, we introduce the following · (dot) and ? (star) notation for
convolutions in the contour, i.e.
a(t) · b(t′) ≡
∫ ∞
t0
dt¯ a(t, t¯) b(t¯, t′) ; a(t) ? b(t′) ≡
∫ β
0
dτ¯ a(t, τ¯) b(τ¯ , t′) ; (1.65)
where the former (·) represents the convolution integral along the real time and latter
(?) represents the convolution integral in the imaginary time. For the sake of clarity,
the explicit dependency on non-integrated variables, i.e. either t, t′ or τ, τ ′ may be sup-
pressed. Equation 1.64 is one of several identities known as LR or analytic continuations
for convolution integrals and products of correlators. Since we are interested in com-
puting the lesser component of a GF, we only show the relevant LR for calculation of
the desired correlator, see table 5.1 from ref. [20] for a complete and clear collection of
the LR. The retarded correlator reads





aδ(t)δ(t− t¯) + θ(t− t¯)
[
a>(t, t¯)− a<(t, t¯)])×
× (bδ(t¯)δ(t¯− t′) + θ(t¯− t′)[b>(t¯, t′)− b<(t¯, t′)]) . (1.66)
The left and Matsubara components read






aδ(t)δ(t− t¯) + θ(t− t¯)
[
k>(t, t¯)− k<(t, t¯)
])




dτ¯ a(t, t0 − iτ¯)
[
δ(t0 − iτ¯ , t0 − iτ ′)bδ(t0 − iτ¯) + bMr (τ¯ , τ ′)
]
, (1.67)












δ(t0 − iτ¯ , t0 − iτ ′)bδ(t0 − iτ¯) + bMr (τ¯ , τ ′)
]
. (1.68)
Below we list the so-called LR for convolution integrals (in real and imaginary time) as
defined at the beginning of this sub-subsection [20, table 5.1]
c≶(t, t′) = a≶(t) · bA(t′) + aR(t) · b≶(t′) + ae(t) ? bd(t′) , (1.69a)
cA/R(t, t′) = aA/R(t) · bA/R(t, t′) , (1.69b)
ce(t, τ) = aR(t) · be(t, τ) + ae(t) ? bM (t, τ) , (1.69c)
cd(τ, t′) = ad(t) · bA(t, τ) + aM (t) ? bd(t, τ) , (1.69d)
cM (τ, τ ′) = aδ(τ) ? bM (τ, τ ′) . (1.69e)
Convolutions with singular functions In addition to the evaluation of convolution
between two complete functions in KS, it is important to compute the convolutions be-
tween singular, a(z, z′) = aδ(z)δ(z, z′), and normal b(z, z′) functions in KS. Consider
once more the convolution integral for a lesser correlator
c<(t, t′) = c(t−, t′+) =
∫
γ













Following the procedure outlined in the derivation of equation 1.64, the evaluation is
a straightforward problem and reads c<(t, t′) = aδ(t)b<(t, t′). By the same token, con-
volution integrals with singular functions reduce to products in KS. The most relevant
convolutions yield the following products [20, ex. 5.2]
c≶(t, t′) = aδ(t)b≶(t, t′) , (1.71a)
cA/R(t, t′) = aδ(t)bA/R(t, t′) , (1.71b)
ce(t, τ) = aδ(t)be(t, τ) , (1.71c)
cd(τ, t′) = aδ(τ)bd(τ, t′) , (1.71d)
cM (τ, τ ′) = aδ(τ)bM (τ, τ ′) . (1.71e)
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In the subsections that follow, the tools defined here will be used to compute the sys-
tem’s GF and extract relevant information.
1.4.2 Perturbative expansion on the contour
So far this section has focussed on exact evaluation of n−particle GFs. Now, we will
discuss the evaluation of the PE of GF within the NEF, following closely [20, §5.3] and
adapting the PE to single particle interactions.




[T { exp [− i ∫γdz¯ Hˆ(z¯)]ψˆ(1) . . . ψˆ(n)ψˆ†(n′) . . . ψˆ†(1′)}]
Tr
[T { exp [− i ∫γdz¯ Hˆ(z¯)]}] , (1.72)
where we introduce the shorthand notation Gn(1, . . . , n; 1′, . . . , n′) ≡ Gn and the field
operators carry no time dependency [20, eq. 4.7]
ψˆ(n) = ψˆ(xn, zn = t±) ≡ ψˆ(x) ; ψˆ†(n) = ψˆ†(xn, zn = t±) ≡ ψˆ†(xn) . (1.73)
We keep the redundant time dependency, because it is useful to map the field opera-
tors between Schrödinger’s Picture (SP) and HP for the evaluation of Green’s operator
along the contour. Recall that we define the Green operator with field operators in HP,
equation 1.50. Assuming an Hamiltonian separable into a one body Hamiltonian Hˆ0(z)






[T { exp [− i ∫γdz¯ Hˆ0(z¯)] exp [− i ∫γdz¯ Uˆ(z¯)]ψˆ(1) . . . ψˆ†(1′)}]
Tr
[T { exp [− i ∫γdz¯ Hˆ0(z¯)] exp [− i ∫γdz¯ Uˆ(z¯)]}] , (1.74)
where HˆM0 = H0(z), Hˆ(z) = Hˆ0(z)+Uˆ(z) and the interaction Hamiltonian is defined as
the coupling of an external time-dependent potential, Uˆ(x¯k, zk), with a single particle
Hamiltonian from the unperturbed system
Uˆ(zi) =
∫
dx¯k Uˆ(x¯k, zk) ψˆ




Selecting any contour depicted in figure 1.3, allows the calculation of the ensemble av-
erage to be performed with the Matsubara component of the Hamiltonian HˆM (z) and
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the time evolution depends solely on the interacting part of the Hamiltonian. Hence,












(· · · )
}]















dz¯1 . . . dz¯k Uˆ(z¯1) . . . Uˆ(z¯k) . (1.77)







(−i)k/k!] ∫γdz¯1. . .dz¯k 〈T {Uˆ(z¯1). . .Uˆ(z¯k) ψˆ(1). . .ψˆ†(1′)}〉0∑∞
k=0
[
(−i)k/k!] ∫γdz¯1 . . . dz¯k 〈T {Uˆ(z¯1) . . . Uˆ(z¯k) }〉0 , (1.78)
analogous to the two-body perturbation case [20, eq. 5.28]. Below, we consider the






(−i)k+1/k!] ∫γdz¯1 . . . dz¯k 〈T {Uˆ(z¯1) . . . Uˆ(z¯k) ψˆ(b)ψˆ†(a)}〉0∑∞
k=0
[





(−i)k+1/k!]∫γd1¯ . . . dk¯ Uˆ(1¯) . . . Uˆ(k¯) 〈T {ψˆ†(1+)ψˆ(1) . . . ψˆ(k)ψˆ(b)ψˆ†(a)}〉0∑∞
k=0
[
(−i)k/k!]∫γd1 . . . dk Uˆ(1) . . . Uˆ(k) 〈T {ψˆ†(1+)ψˆ(1) . . . ψˆ†(k+)ψˆ(k)}〉0 .
Note that in the second line we dropped the contour subscript in the integral, because
integration variables {1¯, 2¯, . . . , k¯} represent time andposition coordinates, as previously
defined. Hence, these integrals span the whole real space and along the time path de-
fined by the contour under consideration. The ensemble averages present in the last re-
sult are exclusively dependent on the “non-interacting” part of theHamiltonian. Hence,
taking the non-interacting Hamiltonian in equation 1.72, the respective k+ 1 = n-order
ensemble average with an k + 1 = n-particle non-interacting GF reads








γdz¯ Hˆ0(z¯)ψˆ†(1+)ψˆ(1) . . . ψˆ†(n+)ψˆ(n)
}]
= inZ0 Gk(1 . . . n; 1
+ . . . n+) , (1.80)
in additionwe introduce the non-interacting grandpartition function, which readsZ0 =
Tr
[T { exp [ − i ∫γdz¯ Hˆ0]}]. From Martin-Schwinger’s hierarchy and Wick’s Theorem
(WT) [20, §5.1–5.2]a n-particle non-interacting GF is can be expressed as the permanent
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(determinant) of single particle non-interacting bosonic (fermionic) GF [20, eq. 5.27]
Gn(1 . . . n; 1
+ . . . n+) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
G(1; 1+) G(1; 2+) · · · G(1; k+)
G(2; 1+) G(2; 2+) · · · G(2; k+)
...
... . . .
...
G(k; 1+) G(k; 2+) · · · G(k; k+)
∣∣∣∣∣∣∣∣∣∣∣∣∣±
, (1.81)
where G(b; a) is a non-interacting GF, i.e. it depends on theMatsubara component of the





8 represents a perma-
nent (determinant) for bosons (fermions), i.e. +(−), which computes all combinations
of free bosonic (fermionic) propagators. Using equations 1.80 and 1.81, the ensemble
averages present in the calculation of GFs can be cast into products of non-interacting
propagators. First, we consider the ensemble average present in the numerator
〈T {ψˆ†(1+)ψˆ(1) . . .ψˆ†(k+)ψˆ(k) ψˆ(a)ψˆ†(b) }〉
0




G(b; a) G(b; 1+) · · · G(b; k+)
G(1; a) G(1; 1+) · · · G(1; k+)
...
... . . .
...
G(k; a) G(k; 1+) · · · G(k; k+)
∣∣∣∣∣∣∣∣∣∣∣∣∣±
. (1.82a)
Introducing this result in the numerator of equation 1.79, it can be shown that it fac-
torizes into a product of two infinite set of diagrams product between two groups of


























d1 Uˆ(1) G(1; 1+) + 2!
∫










where the pedantic usage of the canceling factorials has an important significance, it
8The notationAiP (i) represents any combination of the indices of matrixA, sayA1,1,A1,2,A2,1 . . .An,n.
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highlights the fact that Topologically Equivalent (TE) diagrams are equivalent [20]. The
equivalence between different diagrams can be shown by recalling that the sets of vari-
ables and indices {1, . . . , k} are internal variables integrated over its complete domain,
hence we are free to interchange them. By carefully interchanging variables we can see
that for, the class of perturbations under consideration (equation 1.75), there are k! TE
at order k in the perturbation. In addition, it is worth mentioning that the first group
contains a set of GFs and perturbations propagating from the initial (a) to the final (b)
times. In opposition, the second set contains the identity and closed loop diagrams
involving internal times of the PEs.
With regards to the denominator, the respective ensemble average reads




G(1; 1+) G(1; 2+) · · · G(1; k+)
G(2; 1+) G(2; 2+) · · · G(2; k+)
...
... . . .
...
G(k; 1+) G(k; 2+) · · · G(k; k+)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣±
. (1.83a)










d1 Uˆ(1) G(1; 1+) + 2!
∫





G(1; 2+)G(2; 3+)G(3; 1+) + G(1; 2+)G(2; 1+)G(3; 3+)
]
+ · · ·
]
(1.83b)
This expansion generates the so-called vacuum polarization. Considering the ratio N/D






d1 . . . dk Uˆ(1) . . . Uˆ(k) G¯k+1(b, . . . , k; a, . . . , k
+), (1.84)
where the Connected and Topologically Inequivalent (CTI) terms of non-interacting GF
are represented by G¯k+1(b, . . . , k; a, . . . , k+). Introducing an expansion of the field oper-
ators to one-particle states in the basis of creation/annihilation operators, d†n/ dn, with
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and the complementary expansions
dn(zk) =
∫






For the sake of clarity in the conversion between SP and HP, we keep the time depen-
dency in the field operators, as discussed in 1.73. Taking the external one particle per-
turbation to be in the form U(x,x′; z) = 〈x|uˆ(z)|x′〉 and using the previously defined
change of basis, it reads
Uˆ(z)=
∫
dxdx′ψˆ†(x, z+)U(x,x′; z)ψˆ(x′, z) =
∫

















Representing the field operators in the k-particle GF, equation 1.72, by their represen-





ϕσ1 . . . ϕσkϕ
∗
λ1
. . . ϕ∗λk
ik
Tr
[T {e−i ∫γdz¯ Hˆ(z¯)dˆσ1(z1) . . . dˆσk(zk)dˆ†λ1(z′k) . . . dˆ†λk(z′1)}]
Tr





ϕσ1 . . . ϕσkϕ
∗





(z1, . . . , zk; z
′
1, . . . , z
′
k) , (1.87)
where we used the shorthand notationGk ≡ Gk(1, . . . , k; 1′, . . . , k′). By the same token,

















uσ1λ1(z1) . . . uσkλk(zk) ×
× G¯ β σ1...σk
αλ1...λk
(zb, z1, . . . , zk; za, z
+
1 , . . . , z
+
k ) . (1.89)
The matrix elements for a k + 1-particle non-interacting Green’s function also obeys
36
1.4. Non-equilibrium formalism
Martin-Schwinger’s hierarchy and WT, hence
G¯ β σ1...σk
αλ1...λk
(zb, z1, . . . , zk) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
Gβα(zb; za) Gβλ1(zb; z
+
1 ) · · · Gβλk(zb; z+k )
Gσ1α(z1; za) Gσ1λ1(z1; z
+
1 ) · · · Gσ1λk(z1; z+k )
...
... . . .
...
Gσkα(zk; za) Gσkλ1(zk; z
+
1 ) · · · Gσkλk(zk; z+k )
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣± c.t. i.
, (1.90)
with the notation G¯ β σ1...σk
αλ1...λk
(zb, z1, . . . , zk) ≡ G¯ β σ1...σk
αλ1...λk
(zb, z1, . . . , zk; za, z
+
1 , . . . , z
+
k ). Both
equations 1.84 and 1.89 provide two different definitions for the PE. Each has its partic-
ular advantages and disadvantages with respect to the other and we are free to choose
the most adequate for a given problem.
Below we compute the first four terms of the PE for the matrix elements of a GF,
equation 1.89. The GF is evaluated along the shrunken exact contour, i.e. figure 1.4b.
Finally, we extract the lesser component of the GF with the of LR, equations 1.69 and
1.71. Before proceeding, let us recall that we are considering an external perturbation
with growing adiabatically from t0 → −∞, i.e. u¯λσ(z1) ≡ uλσ(z1) exp[ηz1], where η →
0+.
At zeroth order, the expansion reduces to a single particle non-interacting GFs. The
lesser component is extracted straightforwardly as a free particle GF.
G
<,(0)
βα (b; a) = G
<
βα(b; a) (1.91)















Gβα(zb; za) Gβλ(zb; z1)





The determinant present in the previous equation generates only two terms. The first
is a disconnected diagram (cancels out by the factorization of the vacuum polarization)
and the second a connected diagram:
∣∣∣∣∣∣∣∣∣∣∣∣
Gβα(zb; za) Gβλ(zb; z1)




= Gβα(zb; za)Gλ¯λ(z1; z
+
1 )︸ ︷︷ ︸
disconnected
−Gβλ(zb; z1)Gλ¯α(z1; za) .
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Therefore, the first order term contains only one contribution arising from the evalua-
tion of the connected term over the exact contour γ (stretched along the real axis such
that t0 → −∞ ), G<,(1)βα (zb; za) =
∫
γdz1 e
ηz1Gβλ(zb; z1)uλλ¯(z1)Gλ¯α(z1; za). The calculation
of the lesser component follows the discussed in section §1.4.1, key results are displayed
in equation 1.69 and 1.71. By extending the exact contour along the real axis to t0 → −∞,
the contributions arising from convolutions along the vertical track, γM , vanish.
This can be easily verified in the calculation of any LR. In particular, the lesser com-
ponent of a correlator defined by the convolution of two complete correlators (a, c)with
a singular function in KS (b) reads



































Using the previous result, we can easily evaluate the lesser component of the first order
























Proceeding to higher orders, the quadratic term in the PE reads
G
(2)














Gβα(zb; za) Gβλ(zb; z1) Gβφ(zb; z2)
Gλ¯α(z1; za) Gλ¯λ(z1; z
+
1 ) Gλ¯φ(z1; z
+
2 )
Gφ¯α(z2; za) Gφ¯λ(z2; z
+






Due to the nature of the perturbation we are considering, there are only two connected
and TE diagrams emerging from the determinant. Without loss of generality, one term
reads Gβλ(t, t1) Gλ¯φ(t1, t2) Gφ¯α(t2, t+) and the other is computed by permutation of the
internal times and indices. Having determined the second order term in PE of GF, we
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G<βλ(t, t1) uλλ¯(t1) G
A




+ GRβλ(t, t1) uλλ¯(t1) G
<
λ¯φ




+ GRβλ(t, t1) uλλ¯(t1) G
R







The generalization to third order is trivial and respective lesser component for the ma-

















G<βλ(t, t1) uλλ¯(t1) G
A
λ¯φ(t1, t2) uφφ¯(t2) G
A




+ GRβλ(t, t1) uλλ¯(t1) G
<
λ¯φ
(t1, t2) uφφ¯(t2) G
A




+ GRβλ(t, t1) uλλ¯(t1) G
R
λ¯φ(t1, t2) uφφ¯(t2) G
<
φ¯σ




+ GRβλ(t, t1) uλλ¯(t1) G
R
λ¯φ(t1, t2) uφφ¯(t2) G
R






Considering non-interacting particles, the lesser and greater components of theGF read
G<βα(t1, t2) = 〈β|G<(t1, t2)|α〉 = ∓ifαe−iα(t1−t2)δβα , (1.95)
G>βα(t1, t2) = 〈β|G>(t1, t2)|α〉 = −if¯αe−iα(t1−t2)δβα , (1.96)





] ∓ 1) is the equilibrium dis-
tribution function at chemical potential µ. Using the lesser and greater components,
the retarded and advanced functions are computed from the respective definition for
general correlators, i.e. equations 1.60 and 1.61, and read [20, eq. 6.50 & 6.51]
GRβα(t1, t2) = iθ(t1 − t2)e−iα(t1−t2)δβα , (1.97)
GAβα(t1, t2) = −iθ(t2 − t1)e−iα(t1−t2)δβα . (1.98)
The Green correlators do not contain a singular component, as this would imply a cre-
ation/ annihilation and vice-versa at the exact same moment. Computing the expecta-
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tion value for a single particle operator Oˆ, equation 1.52, and introducing the definitions
for lesser, retarded and advanced components of non-interacting GF in equations 1.91,
1.92b, 1.93b and 1.94 provides a point of comparison between the response functions
obtained in the standard equilibrium formalism and in non-equilibrium9.












































+− t3] θ[t3 − t2] θ[t2 − t1]− fφ θ[t− t1] θ[t+− t3] θ[t3 − t2]
+ fλ θ[t− t1] θ[t1 − t2] θ[t+ − t3]− fα θ[t− t1] θ[t1 − t2] θ[t2 − t3]
]
. (1.99d)
The previous result defines the general response of an observable to an external pertur-
bation.
1.5 Alternative parametrizations of the couplingwith radiation
In the previous section we presented the general result for the PE of a given observable,
equations 1.99. Beyond the first order, the results computed in the NEF, equations 1.99,
and the results from the “standard” response formalism, equation 1.20, may appear at
first glance to be different. But a quick quick inspection of the integrals and respective
limits shows that the integration can be converted from one to the other and vice-versa.
Since the general results from the NEF can be used to compute the desired response
function with respect to an arbitrary perturbation, it can be used to compute the res-
ponse considering the minimal coupling, j ·A and compare it to the respective results
9Given the fact that in the NEF we consider an alternative approach to the time ordering of operators,
it is paramount to verify the consistency this formalism with the standard recursive integration of the DM.
The consistency can be checked by verifying that equations 1.20 and 1.99 define the same quantity
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computed with the direct coupling, r · E. Thus providing a comparison test between
the so-called velocity and length gauges.
To compute the response in the velocity gauge, we consider a perturbation coupling
the current density operator to the electromagnetic vector potential, i.e.uαβ(t) = −q vαβ ·
A(t) = −q∑j,ωo vjαβAjωo exp[−iωot]/2, where the details of the parametrization of the
electromagnetic field have been discussed in §1.1, equation 1.2. Under the influence of







































~(ω1 + ω2) + mn + 2iΓ
[
fnl
~ω1 + ln + iΓ
− flm





where the J˜ is used to distinguish from the results computed in the length gauge, equa-
tion 1.42b.
The compatibility at linear order has been discussed in the literature [10] and has
been identified in §1.3.1, equation 1.40b. Proceeding to second order and decompos-
ing the previous result according to the type of transitions, we can identify four terms
analogous to equations 1.42b.
Considering the exclusively interband term, β 6= λ 6= α, we verify that this result is
consistent with the respective component computed in the length gauge. The factor of
1/ω1ω2 → 1/mlln is expected and arises for two reasons. First, the calculation in length
gauge requires the conversion of position to velocitymatrix elements,Aαmn = ivαmn/ωmn.
Second, the conversion of the components of the electromagnetic vector potential to
electric field, Aαωo = iE
α
ωo/ωo, when computing the response in the velocity gauge. Re-
garding terms involving mixed transitions, i.e. β = λ 6= α and β 6= λ = α, the direct
comparison of the gauge is not trivial. This stems from the fact that the intraband ma-
trix element in the length gauge contains a derivative (gradient in reciprocal space) in
its definition. To circumvent the limitations associated with the direct comparison, we
compare the symmetry properties of each element, particularly the parity of the in-
tegrands. Since all denominators are functions of the energy dispersion and external
parameters, such as the frequency of the external field, it can be shown that these are
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even functions in the reciprocal space. Hence, the parity is controlled by the matrix





αα. For the sake of brevity, we consider the presence of a symme-
try capable of reducing the independent tensor elements down to the diagonal elements
i = j = k10. For instance, the three-fold symmetry present in honeycomb lattice sat-
isfies this condition, by imposing −t222 = t211 = t121 = t112. In such conditions, it is
trivial to show that the integrand present in the mixed inter/intraband is an odd func-
tion in the reciprocal space, |viαβ|2viαα. Hence, the respective integral over the Brillouin
zone (BZ) vanishes. Performing the equivalent analysis in the results computed in the
length gauge, particularly in equation 1.44b, we verify that this term does not vanish
due to parity symmetry. Hence, it can generate a finite contribution to the response. Fi-
nally, with respect to purely intraband terms, it can be shown that the results computed
in both gauges lead to odd integrands, with vanishing integrals.
This brief analysis highlights a difference between the results computed in the ve-
locity and length gauge. In the velocity gauge, only exclusively interband processes
contribute for the second order response, whereas the response function computed in
the length gauge can have finite contributions from mixed inter/ intraband processes.
In §3.3 we compute the photocurrent response in monolayer hBN and “gapped” gra-
phene. In both cases, the photocurrent is finite and arises entirely from one of themixed
inter/ intraband processes. Furthermore, in §3.4 we show that, even in a system with
more than two bands, the mixed inter/ intraband process is dominant.
10The parity of the integrands is not a function of the underlying lattice symmetry. The lattice symmetry
is introduced solely to reduce the complexity of the analysis and by no means determines this property.
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Chapter 2
Optical dichroism in graphene
nanoribbons
In this chapter, we calculate the OC in GNRs, particularly the dichroic absorption in the
THz regime. Furthermorewe propose amethod to tune and enhance it. The calculation
of the conductivity follows the standard Kubo formalism at finite temperature and the
details of the calculation was published in [33].
2.1 Context
The different absorption of light as a function of the direction of the incident light, i.e.
the polarization state of light, is known as dichroism. As a consequence of this effect,
the plane of polarization of light, can be rotated simply be transmission through the
material [34]. This effect is used in several optical instruments, such as wave retarders,
polarisers, etc. Optical element such as this are essential for photonics and telecommu-
nications. Also, dichroism is very important for several other fields, such as life sciences
and chemistry, for substance characterization.
Among the several types of polarisers, the most common textbook example is a set
of metallic wires aligned parellelly. This type of polariser is most effective if the wave-
length of the impinging radiation (normal to plane of the wires and unpolarised) is
much larger than the wire separation [35]. Furthermore, the polarization plane of the
transmitted radiation is perpendicular to the wire direction. Such device is a good ex-
ample of engineered geometrical anisotropy to induce dichroism. In section §2.2 we
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Figure 2.1: Illustration of the proposed device design. This device consists on a set of parallelly
aligned GNRs in a plane normal to the incident wave. The array of ribbons can either be in
vacuum, or in the interface of two different dielectric media. On top of all this, such device can
be inside a waveguide of cross section a×b. On the one hand, a plane linearly polarized incident
wave, the plane of polarization is rotated upon transmission of the GNRs, by an angle θ. On the
other hand, unpolarised incidentwavewill emerge partially polarized (linear polarization) upon
transmission.
show that GNRs, the systems containing parallelly aligned GNRs can be used as po-
larizing elements. This property of GNRs is a consequence of several converging key
properties. First, the nearly constant optical absorption of pristine graphene across a
very large band of the spectrum [36, 37], ranging from the THz to the near ultraviolet.
This uncommon property paves the way for exploration of optical response to engi-
neer optical elements that can work consistently on such a broad frequency range. In
telecommunications, particularly in photonic devices, elementswith a large broadband,
such as polarisers can be very important [38]. Second, in graphene optical absorption
can be tuned with ease by simply varying the Fermi level, i.e. the charge carrier density
[39]. Third, recent works have demonstrated that, thanks to the remarkable stiffness of
the honeycomb lattice crystal lattice, gratings of the order of 10 nm can be produced in
graphene [40]). In figure 2.1 we depict the design of such a system. Fourth, due to its
atomic thickness, i.e. no bulk, and metallic characteristics graphene, Surface Plasmon-
Polaritons (SPPs) are likely to add new features to the optical absorption of graphene,
hence increasing the possibility of optical applications [41]. Finally, graphene despite
having a very high transparency, ∼ 97.7%, due to its atomic thickness, is able to induce
strong optical absorption along the confined direction (in ribbons). Yet, at the same time
maintaining a rather large transmissivity and thus minimizing loss.
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2.2 Anisotropic Optical Absorption
The study of optical devices starts with the analysis of intrinsic optical response of
GNRs, to which this review is dedicated. The effect of confinement along the transverse
direction of the ribbon, on the optical absorption at low energy is particularly interest-
ing, since in the unconfined system is rather featureless [36]. In contrast, the GNRs
present a much richer optical response. In this review we study the optical response
of GNRs in a system depicted in figure 2.1. Despite the fact that, graphene ribbons
can have two distinct types of edges, armchair or zigzag, the transverse confinement
effects are independent of the edge type [33]. Therefore, the effects of confinement in
the optical absorption can be analysed using either armchair (AC) or zigzag (ZZ) rib-
bons. With regards to the edges, another important aspect to take into consideration,
is edge disorder, namely how significant this should be. This problem is addressed in
two distinct steps. First, the frequency-dependent conductivity tensor σij(ω) of a pris-
tine AC GNRis computed analytically. Second, the effect of edge disorder is mimicked
by performing an average over an ensemble of ribbons of different widths, to obtain the
overall response of the system. This technique is based on the assumption that themain
contribution to disorder in the optical response is caused by the broadening of quasi 1D
electronic bands. Since the quasi 1D electronic bands are a direct consequence of finite
width of the ribbon, the fluctuation of this parameter should reproduce the fluctuation
due to edge disorder, i.e. variation of the width of the ribbon. Also, the current tech-
nological limitations prevents the fabrication of a set of ribbons with the exact same
width [42] (which would require atomic precision at this scale) therefore the ensemble
averaging should account for this variation.
2.2.1 Parametrization of the system
The ribbons can be characterized by either their absolute widthW or the number N of
dimer rows along the transverse direction. In the particular case of AC ribbons, the rela-
tion between these parameters readsW =
√
3(N−1)a/2 ' 0.12N nm,where a ' 1.42Å
represents the C–C distance. Regarding the ensemble average1, it is assumed that the
ribbon widths follow a uniform distribution with a constant standard deviation, such
1Ensemble average refers to the calculation of an average optical response, of a ensemble of ribbons
with different widths (typically the widths distribution follows a normal/ Gaussian distribution) [33].
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that, 〈N2 − 〈N〉2〉1/2 = 10. All the discussion presented below will focus in results
obtained at room temperature T = 300K and the terms intra- or inter-band refer to ab-
sorption between subbandswith the same or opposite sign of energy, respectively. Finally,
the energy scale is defined by the hopping amplitude, so we put t = 1 throughout and
the results of the OC are scaled to universal conductivity σ0 = pie2/2h of pristine Two
Dimensional (2D) graphene at low energies.
Lateral confinement and consequent breaking of translation invariance, reduces the
energy spectrum of GNRs from a continuous 2D surface to a set of subbands, which
represent an the dispersion of a set of effective 1D modes [33] ` (` = 1, 2, . . . , N ). These
modes propagate longitudinally with momentum q: E`,q,λ = λt `,q, where λ = ±1,
defines the valence and conduction subbands,
`,q =
√
1 + 4 cos k` cos(q/2) + 4 cos2 k`, (2.1)
and k` = pi`/(N + 1). As result of the inverted curvature of the valence and conduction
bands, the Density of States (DoS) is dominated by Van Hove singularities (VHss)2 that
develop at q = 0 in the longitudinal momentum for each subband [44–46]. This very
intense and narrow features could yield a strong optical absorption for ideal GNRs,
but due to disorder and thermal fluctuations, these are readily smoothed out in real
systems.
The OC of GNRs was be calculated using the Kubo formula [33], i.e. the linear res-
ponse computed in either the length or velocity gauges, equations 1.41 and 1.100a, re-













































] sin2 (k`1) sin2 (k`2)| sin(qy0/2)| ~ω
2VHS are discontinuities in the energy dispersion, typically quasi divergent (i.e. it is always finite, but
has a typical exponential decay in around the singularity point). VHss are common features to any perfect
crystal, in the case of GNRs, there are two different types of VHss, the VHs of the high symmetry point of
the honeycomb lattice and the VHss that appear due to the quantification of wavevector along the finite
direction of the GNR. The former is locate at rather uninteresting high energy (at one third of the spec-
trum range) and is very resistant to any type of disorder, whereas the latter are dispersed over the whole
spectrum range and can be easily washed out by disorder. A rigorous definition of VHs can be found in
Ashcroft and Mermin[43].
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)∣∣∣cos (k`1)`2,qy0 + λλ′ cos (k`2)`1,qy0 ∣∣∣ , (2.2b)
where δfqx0 ,`0 = f(E`0,qx0 ,−) − f(E`0,qx0 ,+) is the difference between the Fermi func-




3(N − 1), `0 is set by solu-
tions of qx0 = 2 arccos
[(
Ω2/4 − 1 − 4 cos2 k`0
)/
4 cos k`0
] ∈ R and Ω = ~ω/t. Fur-
thermore, Ny = 4
/√
3(N + 1)(N2 − 1), δfλ,λ′
qy0 ,`1,`2
= nF (E`1,qy0 ,λ) − nF (E`2,qy0 ,λ′), and
P`1,`2 = 1− (−1)`1+`2 and qy0 = 2 arccos
[
(a2− a1)Qb + Ω2(b1 + b2)±Qc
]/
(b1− b2)2 ∈ R
with Qc = 2
√
Ω4b1b2 + Ω2QbQa, Qb = b2 − b1, Qa = b1a2 − b2a1, ai = 1 + 4 cos2(k`i)
and bi = 4 cos(k`i). The analytic calculation of conductivity tensor elements is reviewed
in detail in appendix A.1. In figure 2.2 are shown the averages 〈σxx〉, equation 2.2a
and 〈σyy〉 [33] for an ensemble with 〈N〉 = 150, and finite chemical potential µ = 0.1t.
As a consequence of time reversal symmetry, only the diagonal components of σij are
non-zero. Translation invariance along the longitudinal direction means that only in-
ter-band transitions contribute to σxx(ω). Consequently, on the one hand 〈σxx(ω)〉 re-
produces the bulk 2D behaviour, as is clearly seen in the Figure. On the other hand, the
〈σyy(ω)〉 shows a intense peak at low energy arising from the intra-band contribution.
Meanwhile, its inter-band contribution yields the bulk 2D behaviour.
2.3 Anisotropic optical properties
To determine the degree of polarization of graphene ribbons is required the knowl-





α , (α = x, y). For the system represented in figure 2.1, the transmission
amplitude from medium 1 to 2 is defined by
tα(ω) =
2Z(2)
Z(1) + Z(2)[1 + Z(1)σαα(ω)]
, (α = x, y), (2.3)
whereZ =
√
µ0µ/0 is the impedance of eachmedium [34, 47]. Using the transmission
amplitudes, one can determine the degree of polarization (for unpolarised light) or the
rotation of the plane of polarization (for polarised light), using [47]:
P(ω) = |tx|
2 − |ty|2
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Figure 2.2: The OC of an ensemble of GNRs with average width of ' 18.5nm, at T = 300K and
µ = 0.1t. The “bulk” 2D behaviour is reproduced by the inter-band contributions and presents
the expected step onset at ~ω = 2µ, broadened by temperature. The intra-band channel, opened
due the broken translation invariance of the GNRs, presents a very strong response at very low
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Figure 2.3: Degree of polarization P(ω) at very low energies, for ribbons of different average
width 〈W 〉 = {9, 18, 46, 92, 184}nm). The inset shows the position of the most prominent
peak in σintrayy as a function of 〈N〉 and µ.
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The result of P(ω) allows one to identify the degree of dichroism, by comparing this
value with the unit (perfect polarization). Analytical results for the degree of polar-
ization P(ω) are plotted in figure 2.3 under different conditions. These results forecast
high polarizabilities for ribbons as narrow as 45nm wide, which is a remarkable result
for polarizability when the atomic thickness of graphene, i.e. Carbon atomic radius, is
taken into account. Furthermore, the ribbon remains highly transparent along the lon-
gitudinal axis of the ribbons, despite near complete suppression of the electric field in
the perpendicular direction.
Furthermore, the dichroic behaviour is enhanceable via a metallic waveguide, as
depicted in figure 2.1, this effect manifests via the impedance. In metallic waveguides
the impedance is renormalized and becomes frequency dependent Z(ω). Moreover, the
propagation of waves in cavities have a low energy threshold, the TEmn3 characterized
by an impedance Z10(ω) = Z ω
/√
ω2 − ω210 [47]. The use of cavities has two useful and
appealing characteristics, first, the adjustment of the cavities dimension determines the
cut-off frequency for the propagating modes and as result allows one to clearly define
a working band. Second, strong amplification of the impedance at frequencies greater
and similar than the cut-off frequency
(
Z10(ω & ω10) Z
)
. For example, in figure 2.4
is illustrated the enhancement of the degree of polarization for two ensemble of ribbons.
In the second ensemble, is shown that proper setting dimensions of the waveguide, can
define a clear band filter for P(ω), also one can observe a significant increase when
compared with the free propagating wave.
2.3.1 Details and constraints of the anisotropic absorption
Manufacturing a grid of narrow GNRs with consistent and predictable width can be
achieved by means of high precision patterning using a He-ion beam microscope in
lithographymode [40], or more standard etchmasks able to cut down to the 10 nm scale
[48]. An alternative to cutting ribbons out of graphene sheets is the recently developed
technique of unzipping Carbon NanoTubes (CNTs) [49–51]. Nowadays it is possible
to produce batches of CNTs with similar radius [52], and so this would allow for the
3For a rectangular cavity, themodesTE10 andTE01 are linearly polarized along the twodirections (a, b).
For that reason, we need a linear superposition of the two to generate an arbitrary linear polarization state.
The simplest situation is a square waveguide, where the two modes are degenerate, and have the same
frequency-dependent impedance [47].
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Figure 2.4: The effect of impedance amplification due to a metallic waveguide of square cross-
section, in the degree of polarization P(ω) for two ensembles of different average widths
(〈N〉 = 150, 750). Both plots show P(ω) for an incoming wave composed of a superposition of
the degenerate modes of lower energy TE10,01, in vacuum (black) and in waveguides (colours)
with different geometries, i.e. different cut-off frequency ω10. All cut-off frequencies are repre-
sented by a coloured dot at the corresponding energy in the horizontal axis.
production of high quality ribbons without edge disorder. Another alternative, that
completely bypasses patterning, consists in inducing effective GNRs by engineering a
non-homogeneous distribution of strain in a graphene sheet [53].
The presence of a disorder-induced Drude peak at ω ≈ 0 is not expected to signifi-
cantly change the effect the absorption peaks which occur at finite frequency ω = ωmax.
Normally the width associated with the Drude component is similar to 100 cm−1 [54],
which when compared with the intra-band peaks in figure 2.3, show that these only
have a significant overlap for ribbons with average width in excess of 184 nm (〈N〉 &
1500). Moreover, it is expected that the intra-band peak magnitude to reach 10-20 times
σ0, which is significantly larger than the typical Drude peak, furthermore the intra-
band peak magnitude increases with N and easily surpasses 100σ0. In the Direct Cur-
rent (DC) regime, the electronic transport is characterized by the famous “universal”
minimum-metallic conductivity, which is of the order of σ0 itself, and sets the scale for
the conductivity at moderate electron densities [37, 55]. As discussed before, the res-
ponse of an array of GNRs with varying widths introduces a significant broadening,
which leads one to assume that the dichroism of GNRs should remain strong in real
systems with disorder.
One should draw some attention to the fact that, in GNRs the dichroic behaviour is
a consequence of spectral properties. And, in graphene the scaling spectral properties
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are independent of edge chirality. Therefore, the dichroic behaviour should be inde-
pendent of the edge orientation and in the case of ensembles, this behaviour should not
be affected by the presence of edges with different chirality.
Last, but not least, the dichroic behaviour of GNRs is an intrinsic property of each
element in the ensemble, whereas in “normal” grating polarisers, the dichroism arises
from the geometry and interference, not being affected by the isotropic metallic wires in
the grating. As a result, the polarization of “normal” polariser is perpendicular to the
slit or wire direction, whereas in GNRthe polarization is parallel to the ribbon length.
The total polarization of an ensemble of GNRs should also have a contribution from
the normal polarization, in which SPP physics can have a significant importance [56].
Moreover, one crucial reason for the existence frequency bands of strong SPP absorption
(or transmission) in 3Dmetallic gratings arises from the coupling between those modes
at the two opposing surfaces [56]. Being a strict 2D metallic system (in effect a metallic
boundary condition for the propagation of electromagnetic waves), SPP cannot decay
into the (non-existent) bulk of graphene. This points to the peculiarities of the SPP
physics in this 2D Dirac metal [57].
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Chapter 3
Photocurrent in 2D crystals
The purpose of this chapter is to review one class of higher order interaction between
light and matter, namely the generation of photocurrents in two dimensional materials
via Optical Rectification (OR). The focus on the OR stems from a collaboration with
an experimental group, who are currently probing photocurrent in graphene based de-
vices. The chapter is divided into four sections, the first contains a short literature re-
view. In the second we provide a detailed phenomenological model for photocurrents,
including both elastic and inelastic mechanism, such as photon drag. In addition, this
section provides a bridge to connect the experimentally observable quantities and the
relevant theoretical estimates. A a brief review of the semiclassical approach to the cal-
culation of photocurrents can be found in the third section. Finally, the fourth section
provides a microscopic calculation of the photocurrent, using a PE in the external po-
tential.
Given the interest to a particular family of experiments, our analysis is based on a
configuration compatiblewith these experiments. These experiments follow a relatively
standard layout to probe non-linear interactionwith light [1, 2, 4, 5, 58, 59]. In figure 3.1,
we depict the design of an experimental setup to measure photocurrents, compatible
with the experiments carried by our collaborators and the above-mentioned references.
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Figure 3.1: Representation of the incident transverse electromagnetic wave on graphene. The
incident electromagnetic wave is considered to be p-polarised before reaching the quarter-wave
plate, characterised its a wavevector q and the incidence polar (θ) and azimuthal (ζ) angles.
The phase probing is determined by the angle between the “p” polarization plane and the fast
axis of the quarter-wave plate, i.e. the ϕ angle. The quarter-wave plate polarises the light beam
into a general elliptically polarised state, which can be tuned to linear or circular polarization
by varying the angle ϕ. The light beam is linearly polarised light at ϕ = npi/2 ∀n ∈ Z, i.e.
ϕ = {0,±pi/2,±pi,±3pi/2,±2pi/, . . .} and circularly polarised at ϕ = (2n + 1)pi/4 ∀n ∈ Z, i.e.
ϕ = {±pi/4,±3pi/4,±5pi/4,±7pi/4, . . .}, see equation 3.4 for details.
3.1 Context
The past decade has seen the rapid development of photocurrents, initially in the 2D
electron gas systems, such as GaAs [1, 58, 60–65]. More recently in graphene [2, 4, 59,
66] and topological insulators surface states [5, 67–69]. The phenomenological analy-
sis of photocurrents has been address and discussed extensively in the reports on 2D
electron gases and it is transversal to all materials, apart from symmetry details. With
regards to a quantitative analysis of the photocurrent, reports published thus addressed
this with semiclassical models or microscopic zero temperature formalism. Consider-
ing the semiclassical models, [63] considers a generalization of the standard semiclas-
sical model, by means of the anomalous velocity, i.e. the Berry curvature term. Other
works, for instance [2, 60, 62, 70, 71] solve classical Boltzmann equation to compute the
current. In addition, the evaluation of the matrix elements for the relevant transitions
is approximated by Fermi Golden rule like calculation. With respect to microscopic mod-
els for 2D systems, only a few reports have been published, analytic calculations are
limited to zero-temperature formalism [72, 73], where as numerical implementations of
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NEF probe more realistic system [74]. In addition, the susceptibility of cold semicon-
ductors has been computed in the context of the recursive integration of the DM [10,
21]. Both the recursive integration of the DM and Perturbative Expansion (PE) of a GF,
requires the interaction with an external perturbation potential, as discussed in the first
chapter.
The following section concerns the qualitative/ phenomenological review of the
properties of second order response in 2D crystals, with particular attention to crys-
tals with threefold symmetry.
3.2 Phenomenological considerations
The lowest order non-linear current is proportional to the intensity of the light beam,
i.e. quadratic in the electric field, which amounts to a second order response function.
The photocurrent can be attributed to two distinct mechanisms, elastic interaction with
photons (no photonmomentum transfer, i.e. δk = 0) and inelastic interaction commonly
known as photon drag (δk ∝ κ). In the non-linear regime several processes may occur
in parallel, namely processes of the family of SFG and DFG. A large body of litera-
ture has been developed in the field of non-linear optics – references [24, 75] provide
a comprehensive review of these phenomena. With respect to the photocurrent, it is a
particular case of DFG inwhich the energy difference between the two photon vanishes.
It is frequently identified as Optical Rectification (OR).
For the sake of brevity and clarity, we will restrict our analysis to non-linear res-
ponse to monochromatic light. Hence, the SFG and DFG reduce to the following par-
ticular cases Second Harmonic Generation (SHG) and OR. Phenomenologically, these
photocurrents can be represented by [60]


















where the electric field follows the definition introduced in §1.1, equation 1.2. In addi-
tion, the vector jtα represents the total current, jα the current generated by the elastic
absorption and emission of photons, jα(κ) the current arising from the inelastic mech-
anism, the tensors χαβγ and ξαβγν are the non-linear conductivities for elastic and in-
55
3. Photocurrent in 2D crystals
elastic processes respectively. The vector κˆβ = κ/κ = ev is the unit vector of photon
momentum, see equations (B.2). The above-mentioned definition accommodates a large
range of distinct phenomena, including all SFG and DFG processes [24, 75]. The Sec-
ondHarmonicGeneration (SHG) andOptical Rectification (OR) processes are particular
cases, defined by ω2 = ω1 and ω2 = −ω1, respectively. Due to the complex nature of the
electric field, both tensors contain complex elements to ensure that the current is real.
Therefore, one can separate these tensors into a combination of a symmetric (real) and
an antisymmetric (purely imaginary) tensor. For the sake of brevity, we only show the



































where rank three tensors have the following properties S∗αβγ = Sαβγ and A∗αβγ = −Aαβγ .
Following the procedure outline before, the inelastic photocurrent reads































where the rank four tensors have the following properties S∗αβγν = Sαβγν and A∗αβγν =
−Aαβγν .
In order to probe the dependence on light polarization the radiation can transmit
through a quarter-wave plate before interacting with the material. The calculation of a
final polarization state (transmission through a quarter-wave plate) is most easily com-
puted using Jones calculus [76], for details see §B.1. The standard experimental pro-
cedure probes the polarization state of the radiation by measuring the relative angle,
ϕ, between the quarter-wave plate fast axis and polarization direction of initial linearly
polarized light. Therefore, for initial p-polarized light, the electric field transmitted by
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the quarter-wave plate reads (see equation B.6)1
E′ = E0

s sin(ζ) + p cos(ζ) cos(θ)
−s cos(ζ) + p sin(ζ) cos(θ)
p sin(θ)
 ei(κ·r−ωt) , (3.4)
where s = sin(2ϕ)/
√
2 and p = −[cos(2ϕ) − i]/√2. Immediately, we can verify that
all EβEγ and EβE∗γ will be proportional to s2, sp, p2 (for OR process this involves the
complex conjugate of one of the parameters s or p). Hence, the current is proportional
to one of the following {constant, cos(2ϕ), cos(4ϕ), sin(2ϕ), sin(4ϕ)}. Yet, the terms
linear in cos 2ϕ vanish for azimuthal angles ζ = npi/2, ∀n ∈ Z. This can be verified by
explicitly computing the symmetric and antisymmetric combinations of the products
of Eβ and Eγ , for the sake of brevity, we display these in appendix §B.2, equations B.7
and B.8.
Replacing these terms in expressions 3.2 and 3.3 we obtain the different components
of the current. For the sake of clarity we shall separate the calculation of the current
into its several terms. We will start by addressing the the OR current, with particular
emphasis in the circular polarization term.
3.2.1 DC current


































respectively. Without loss of generality, the light polarization dependency, ϕ, of photo-
current can be represented (for both elastic and inelastic processes) as
jα = A+ C sin(2ϕ) + L1 cos(4ϕ) + L2 sin(4ϕ) , (3.6)
1Please note, that some of the results put forward in this manuscript were evaluated with the assistance
of software. All calculations were performed with Mathematica, the source notebook for this calculation
can be found in the following the git repository graphenepccode.git, in file Rank3tensor.nb at commit
#3f60cdaf.
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where {A,C,Li} are constant coefficients dependent on the geometric alignment, i.e.
the incidence angles, polar (θ), and azimuthal (ζ), and on the microscopic properties
of the system. The polarization dependency is the same for both elastic and inelastic
processes, due to the fact that it arises solely from geometric properties of combination








. In both processes the electric field
dependency is the same. Consequently, all geometric properties must have the same
general form.
In the context of (quasi) 2D crystals, the coupling with the electric field is limited
to the in-plane components of the electric field, i.e.
(
E1ω and E2ω in this setup
)
. More-
over, these processes have distinct dependencies on the polarization state of the light
(see the symmetric and antisymmetric combinations of EβE∗γ , equations B.7 and B.8 re-
spectively). From this result, we may classify and group each contribution according
to its dependency in polarization state. First, polarization-independent terms. Second,
contribution that exhibit maximum amplitude for linearly polarized light and vanish
for circularly polarized light, i.e. j ∝ cos(4ϕ) or j ∝ sin(4ϕ) or j ∝ cos(2ϕ)2. Third, con-
tributions that exhibit maximum amplitude for circularly polarized light and vanish for
linearly polarized light, i.e. j ∝ sin(2ϕ).
To further extract information regarding the constants {A,C,Li}, we must take into
consideration some symmetry properties of the crystal under consideration. In (quasi)
2D crystals, the system is not capable of coupling along the out-of-plane direction. Tak-
ing into consideration this limitation and restricting the azimuthal angle to ζ = pi/23,






2S112 sin(4ϕ) cos(θ) + S111
[
1− cos 4ϕ]+ S122[3 + cos(4ϕ)] cos2(θ)











cos2(θ)− 2S212 sin(4ϕ) cos(θ) + S211
[
1− cos(4ϕ)]
− 4iA212 sin(2ϕ) cos(θ)
]
, (3.7b)
2The latter vanishes for azimuthal angle ζ = npi/2, ∀n ∈ Z, i.e. current measured strictly along x or y
directions.
3The choice a particular azimuthal angle causes no loss of relevant information, see appendices §B.2
and B.3 for the results at arbitrary incidence.
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where the antisymmetric tensor elements A112 = A212 = 0, responsible for the response
to circularly polarized light, vanishes in the presence of threefold symmetry. Hence,
within the context of elastic interaction of light, crystals with threefold symmetry, do
not generate OR in the presence of light with purely circular polarization.
Moreover, by considering inelastic mechanisms we observe that this limitations can,
in principle, be lifted. For the sake of brevity, we display only the relevant terms for one
component of the current response





A1212 sin(θ) cos(θ)− A1312 cos2(θ) + (. . .)
)
, (3.7c)
where the elements 2A1212 = ξ1212 − ξ1221 do not necessarily vanish in the presence of
C3 symmetry. Hence, the inelastic process may account for the response to circularly
polarized light. Moreover, the tensor elements A1212 and A1312 account for different pro-
cesses. The former is associated with momentum transfer in the lattice plane, whereas
the latter requires momentum transfer along the normal of lattice plane.
Microscopic sources of circular photocurrents The results from the phenomenolog-
ical analysis, equations 3.7, indicate that the elastic interaction in circularly polarized
light cannot generate photocurrents in crystal with threefold symmetry. Notwithstand-
ing this, experimental data [2, 4, 66] from graphene based devices indicates the exis-
tence photocurrents emerging from circularly polarized light. Hence, either the device
breaks the threefold symmetry of the lattice of or another mechanism has to be present
to account for this contribution.
Comparing the dependence on the incidence angle of the circular photocurrent elas-
tic and inelastic processes, respectively C1 ∝ cos(θ) and C2 ∝ sin(θ) cos(θ), it possible
to clearly identify the microscopic source of response.
3.2.2 Symmetry constraints for honeycomb lattices
Lattice symmetry plays a crucial role in physical properties associated with odd ranked
tensors such as the second order conductivity tensor. Turning our attention to the sym-
metry of honeycomb lattices, we first consider the implication of the most basic sym-
metry common to all honeycomb lattice, the three fold symmetry, C3, on a general rank
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material stacking S.G. P.G. i tijk 6= 0
graphene SL P6/mmm 6/mmm ≡ D6h yes none
AB P 3¯m1 3¯m ≡ D3d yes none
(biased) AB P3m1 3m ≡ C3v no t222
hBN SL P 6¯m2 6¯m2 ≡ D3h no t222
AA P 6¯m2 6¯m2 ≡ D3h no t222
AA’ P 3¯m1 3¯2/m ≡ D3d yes none
AB P3m1 3m ≡ C3v no t222
A’B P 3¯m1 3¯2/m ≡ D3d yes none
AB’ P 3¯m1 3¯2/m ≡ D3d yes none
Table 3.1: In this table we condense information regarding symmetry properties for mono and
bilayer of graphene and hBN. Regarding graphene, in addition to the mono and bilayer, we
consider the effect of an external bias perpendicular to the bilayer plane. We include SG, PG,
presence of inversion symmetry (i) and non-vanishing in-plane components for a general rank
three tensor tijk. The labelling of stacking order in hBN follows ref. [79], were AA stackings
indicate two pairs of vertically aligned atoms in the unit cell and AB indicates only one pair of
vertically aligned atoms.
three tensor tijk. The presence of C3 symmetry introduces several restrictions on the el-
ements of rank three tensors. This symmetry reduces the in-plane independent tensor
components to t111 and t222. The non-vanishing linearly dependent components read
t211 = t121 = t112 = −t222 and t122 = t212 = t221 = −t111. In table 3.1 we identify
the symmetry and non-vanishing components of rank three tensors for mono and bi-
layers of graphene and hBN. This table contains the relevant Space Groups (SGs) and
Point Groups (PGs) for the lattices under consideration and highlights the presence or
absence of inversion symmetry [77, 78]. The restrictions imposed by lattice symmetry
are most stringent in graphene, where both the free standing monolayer and AB bilayer
have inversion symmetry. Nonetheless, under the presence of an external potential,
the lattice symmetry can be reduced and create at least one finite in-plane component
for rank three tensors. Due to the presence of two distinct elements in the unit cell,
hBN monolayer does have inversion symmetry. The absence of inversion centre allows
for the presence of non-vanishing rank three tensors in free standing monolayer hBN.
Interestingly, the staking order order plays an important role in the bilayer. For AA′,
A′B or AB′ stacked bilayers, the lattice symmetry acquires an inversion and blocks the
otherwise finite rank three tensors. From the analysis of lattice symmetry for pristine
crystal, we can observe that, graphene (both mono and bilayer) always has an inver-
sion centre. Whereas in hBN, monolayer, AA and AB bilayer, the inversion centre is
not present. This indicates that second order light matter interaction processes in hBN
should be observablewithout the necessity of symmetry breaking potentials. Moreover,
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this analysis also shows that in graphene, the presence of an external potential perpen-
dicular to the lattice plane, is sufficient to break inversion symmetry and thus open a
channel for quadratic response.
3.2.3 Photocurrent as a manifestation of geometric phases
In this subsection we explore the effects of the so-called “anomalous” correction to the
semiclassical equations of motion. It starts with a brief review of the standard semiclas-
sical calculation of current density. Followed by the generalization of the semiclassical
velocity and the propagation of this into the current density.
The starting point is the well known semiclassical result for currents emerging from






where the wavepacket velocity and momentum read read






~k˙ = −qE− qv ×B , (3.9b)
respectively. E and B are the electric and magnetic perturbations to the system, where





4 andB is defined analogously.
In addition, the deviation from the equilibrium distribution reads δg = g−g0, where g0
is the equilibrium distribution functions. Finally, gs is the spin degeneracy. Consider-
ing a time-dependent perturbation, such as an AC electric field, the deviation from the
equilibrium distribution reads







+ c.c. . (3.10)
This approach is useful to compute some effects of an external electric field, yet it fails
to account for the anomalous contributions arising from the Berry curvature. Several
authors address this issue [61, 63, 70, 80] and the review by [28] and the textbooks [81,
82] provide a clear and detailed generalisation of the semiclassical results to include the
contributions from the Berry curvature. In the general result the dispersion includes
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the effect of an external magnetic field
M (k) = 0(k)−B · L(k) , (3.11)
where L(k) is the orbital magnetic momentum. Since we are studying the effect of the
Berry curvature in the absence of external magnetic field, the term proportional to the
magnetic field is ignored. The semiclassical equations of motion are generalized and
the wavepacket velocity now reads





− k˙×Ω(k) , (3.12)
and the momentum keeps the same form. The new term in the velocity is known as
the anomalous velocity and Ω(k) is the Berry curvature. In the absence of an external




























Focusing on the terms proportional Berry’s curvature, which yield a 2nd order response


















+ c.c. . (3.14)
The semiclassical approximation falls short on several limitations, rendering little utility
from this result for our purposes. Nonetheless, it clearly shows that the 2nd response is
intrinsically connected to the geometric phase.
3.3 Hexagonal monolayers
In this section we discuss the Optical Rectification (OR) in hexagonal monolayers, in
the context of Tight-Binding (TB) models to characterize hBN and graphene and the
response to elastic interaction with light via the direct coupling with the electric field.
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(a) Real space lattice. (b) Brillouin zone.
Figure 3.2: (a) 2D triangular lattice and respective (b) first BZ. The real lattice (a) contains two
distinct elements (light and dark disks) and the respective WS cell is represented by a light
hexagon. In (b) we identify conventional representation of the BZ for the triangular lattice, the
light grey hexagon, and the construction scheme for an equivalent rectangular BZ.
All numerical results are evaluated according to the same procedure. The procedure
starts by computing analytically the eigenvalues m(k), and the respective eigenvectors,
|m,k〉 of system’s Hamiltonian. For the sake of brevity and simplicity, we consider a
generic two band TB Hamiltonian for the honeycomb lattice. The primitive and recip-



































respectively. In addition, the reciprocal vectors define the hexagonal BZ depicted in

































The respective Hamiltonian reads















[ − i(√3kx + ky)a/2], with a
being the nearest neighbour distance and kα = kαa. The energy dispersion follows the
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standard gapped dispersion for the honeycomb lattice ε± = γ0± = ±γ0
√
∆2/4 + |φ|2,
with ∆ = 2 − 1 and |φ|2 = 3 + 2 cos(
√
3kx) + 4 cos(
√
3kx/2) cos(3ky/2). We express
quantities dependent on the crystal momentum, pα = ~kα, as functions of the dimen-
sionless quantity kα ≡ kαa. This is extended to the derivatives of any quantity with























where we introduce the dimensionless velocity operator vˆα. The derivatives with re-
spect to kβ are computed also with respect to the dimensionless kβ . The gradients of
















By the same token, we evaluate the Berry connections as
Aβmn(kα) = i〈m, kα|
∂|n, kα〉
∂kβ
= ia〈m, kα|∂|n, kα〉
∂kβ
≡ aA¯βmn(kα) . (3.20)
Making use of these dimensionless definitions and writing both the photon energy and



































~ω1 − mn + iΓ , (3.21b)
where, L2 = AWSN = A¯a2N . Likewise, the OR tensor, equations 1.44, read
σ
(2,ee)




































~(ω2 + ω1)− mn + 2iΓ
(
vαmnfnm/mn


























λαβ (ω2 + ω1) =
g σ2/(A¯N)




















= S m/V, respectively. A brief review of the dimensionality of
conductivity tensor can be found in appendix B.5. The previous result indicates all
second order processes including inter and intra-band transitions.
Parity symmetry Thus far our analysis has been completely agnostic with respect to
the parity of the integrands present in equations 3.22. For the sake of simplicity, we
address the parity of the integrands with the restrictions associated with C3 rotation,
i.e. λ = α = β. Considering the exclusively intraband term, equation 3.22d, the diagonal
velocity matrix element is clearly an odd function in k, where as the second derivative
of the Fermi function is an even function. The resulting integrand is an odd function
of k and vanishes under integration/ summation. Proceeding with the mixed inter/
intraband term, equation 3.22c, the product of matrix elements yields |vmn|2, which is
an even function. The remaining elements in the integrand are the energy dispersion,
an even function, and the first derivative of the Fermi function, an odd function. Once
more, we obtain an odd integration resulting in a vanishing integral/ summation. To
address the remaining mixed intra/ interband term, equation 3.22b, we must consider
the expansion of the generalized derivative as defined in equation 1.28 [10]
( Aαmnfnm






















~ω1 − 2mn + iΓ
~ω1 − mn + iΓ fnm
]
. (3.23)
On the one hand, the terms involving the gradient of the dispersion or the gradient of
the Fermi function yield odd integrands. On the other hand, the remaining two terms
yield finite contributions. Last but not least, the exclusively interband term, equation
3.22a, yields only an odd integrand if and if onlym = n.
The above-mentioned restrictions can also be shownwithout invokingC3 symmetry.
The formal proof is lengthy and cumbersome, it can be found by separating each com-
plex quantity into a real and imaginary contribution and considering the parity of each
combination. Notwithstanding this, the numerical evaluation of the integrand verifies
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this for arbitrary λ 6= α 6= β.
3.3.1 Numerical implementation
The size and complexity of the full expressions associated with the second order res-
ponse render analytic evaluation impossible formost systems. Nonetheless, we proceed
with the analytic calculation up to the integration of the response functions. The dis-






All numerical implementations require basic benchmarking test to verify the accu-
racy of the method and also the physical significance of the results. At the purely nu-
merical domain, the testing reduced to convergence testing and numerical verification
of robust principles such as symmetry and conservation laws. Having verified the nu-
merical consistency of the method, we address the physical relevance of the output. To
test this, we compare our results with relevant and experimentally verified results. In
light of this, we address the calculation of the OC in graphene, a perfect candidate for
this task. During the the past decade a vast amount of literature has addressed the lin-
ear interactions of light and graphene, particularly the OC. Theory not only reproduces
experimental data accurately, it also shows that, in the low photon energy regime, the
OC reduces to a constant dependent only on fundamental physical constants [33, 37].
Therefore, the calculation of the OC of graphene can be used as a benchmark for our nu-
merical implementation, particularly for the inter-band transitions. In figure 3.3 we plot
the real and imaginary parts of the total OC in graphene, equations 3.21a and 3.21b. A
quick inspection shows that the low photon energy regime reduces to σ1 = pie2/2h and
the expected features at the VHs. Having used the calculation of the OC in graphene
as a benchmark for our numerical implementation, we proceed with the calculation of
the second order conductivity tensor in bilayer graphene and in the mono and bilayers
of hBN.
3.3.2 Hexagonal Boron Nitride
Here we address the second order response monolayer hBN. The presence of two dis-
tinct elements in hBN allows the formation of several distinct lattices, just by interchang-
ing the elements in one layer. Symmetry restrictions narrow the study the of second or-
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Figure 3.3: Optical conductivity in graphene. In this figurewe plot the longitudinal components
of the OC tensor for graphene. We consider a nearest-neighbour TB model with hopping inte-
gral set to γ0 = 3eV and used a broadening energy Γγ0 = 0.005eV. The factor 2 stems from the
definition of the response functions and conductivity tensor, equations 1.4 and 1.7 respectively.
der processes to lattices without inversion symmetry, such as the hBN monolayer (see
table 3.1 for additional information regarding lattice symmetry).
The relevant TB Hamiltonian was introduced in equation 3.17, where the in-plane
hopping integral and gap follow the estimate by [83], namely γ0 = 2.31 eV, γ0∆ =
7.80 eV and nearest neighbour distance a = 1.45 × 10−10 m. The parametrization of
hopping integrals and gap estimate in hBN remains an unsettled discussion, with par-
ticularly dissonant estimates for the band gap [83–87]. Finally, the second order con-
ductivity scale, equation 1.43, reads σ2 = 3.79× 10−15 S m/V. In figure 3.4a we plot the
energy dispersion for monolayer hBN. As expected, the monolayer dispersion follows
the standard dispersion for the honeycomb lattice with a very large gap. Monolayer
h-BN belongs to space group P6¯m2 ≡ D13h. Hence, all rank three tensors associated
with this lattice contain only one independent in-plane tensor element, t222 [78]. The
presence of C3 symmetry enforces the following relation for in-plane tensor elements
t211 = t121 = t112 = −t222. In figure 3.4b, we plot the four non-vanishing tensor com-
ponents. As expected these are linearly dependent and verify the above-mentioned
relation down to the precision of the numerical integration, i.e. δ = 10−4. The results
clearly indicate that the OR occurs only for photon energies greater, or equal, to the
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Figure 3.4: Energy dispersion and non-vanishing elements of the second order conductivity
for OR, σ(2)λαβ/σ2, for monolayer hBN. The monolayer h-BN Hamiltonian is parametrized as
follows γ0 = 2.33 eV, ∆γ0 = 7.8 eV, µγ0 = 0.0 eV at room temperature and Γγ0 = 0.03eV. (a)
Energy dispersion along the high symmetry path. Inset: zoom in the vicinity of K (b) Real and
imaginary parts of σ(2)222, −σ(2)211, −σ(2)121 and −σ(2)112. In (c), we analyse the effect of finite doping
by plot several curves for σ(2)yyy with µ = {0.0, 3.8, 3.85, 3.9, 3.95, 4.0} eV at high temperature
T = 1500 K. In plots (b) and (c), the scale on the right measures the photocurrent in units of
current density per laser intensity (J/I), e.g. ref. [4].
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band gap. Furthermore, results show a clear peak at the VHs and amonotonic decrease
of the response for energies above the VHs.
From the definition of the second order response tensor, we can easily verify that
matching Fourier components for this process are conjugate of each other, σ(2)(−ω, ω) =
σ(2)(ω,−ω)∗, resulting in a purely real OR conductivity tensor. Hence, the imaginary
part of the tensor can only be analysed for each frequency component. In figure 3.4b,
we plot the real and imaginary parts of a single frequency component. In this plot we
can verify that each feature in the real part has its reciprocal in the imaginary part, as
expected from the Krammers-Kronig relations. In addition, our results show that the
full response arises exclusively from themixed intra/inter-band term in equation 1.42b,
as all other contributions present in equation 1.42b vanish in the entire bandwidth.
In spite of the lack of consensus regarding the correct gap for monolayer hBN, even
the smallest estimates propose a gapmuch larger than any change to chemical potential
that can be generated in an electrostatically gated device. Hence, it seems unrealistic to
study the dependence in the chemical potential by analysing either the OC or OR ten-
sor. Nonetheless, in figure 3.4c we plot the expected change of the conductivity tensor
when the chemical potential is in the vicinity of the bottom of the conduction band at
high temperature [88–90]. In the context of non-linear experiments, the laser intensi-
ties required to measure non-linear phenomena can cause significant local heating of
the system. Moreover, recent reports have shown that the interaction with such intense
laser beams can generate hot carries in graphene with temperatures T ∼ 1500K [88–
90] In extreme cases, the maximum temperature estimates for “hot charged carriers” in
graphene exceed T = 4000K in time scales smaller than 1ps [88].
The effect of a large chemical potential should resemble the traditional Pauli block-
ing associated with the Fermi distribution function. By quick inspection of the mixed
intra/inter-band, equation 3.22b, including the expansion of the generalized derivative,
equation 3.23, it can be shown that the term involving the gradient of the Fermi function
is an odd function in the BZ. As a result, all non-vanishing contributions to σ(2.ie)λαβ are
proportional to a Fermi function, hence the traditional Pauli blocking.
69
3. Photocurrent in 2D crystals
3.3.3 Gapped graphene
Second order interaction of light with graphene is not expected due to the presence of
an inversion centre. The presence of inversion centres is observed in free standing gra-
phene, and all even numbered Bernal stacked multi-layers [91]. Odd number Bernal
stacked multi-layers break inversion symmetry and could in principle support second
order response. Notwithstanding the presence of inversion, higher order processes can
circumvent this restriction, for instance processes involving exchange of photon mo-
mentum or circular AC Hall effect [2, 4, 60, 70]. In addition to higher order processes,
photocurrent can be generated by interactions with external fields or strain, which ef-
fectively break inversion symmetry by blocking one or more symmetries present in the
pristine form of the crystal. Several device designs with graphene (or its multilayers)
can apply external electric fields which, at least in principle, should break the horizon-
tal mirror symmetry, thus breaking the inversion symmetry. Such devices have been
extensively studied [55, 92–97] and a combination of back and top gates in bilayer gra-
phene devices can generate large external fields capable of opening considerable gaps
and effectively doping the system. Furthermore, strain is another tool to reduce the sym-
metries present in the system [53, 98–106]. Achieving the desired effects with strain is
not a trivial process, particularly if we wish to preserve the threefold symmetry present
in the pristine lattice.
Thus far, the microscopic modelling of both second or higher order processes is lim-
ited. The analysis of most higher order processes involves either a phenomenological
description of the effect or a model based on semiclassical dynamics. Our focus aims at
the development of a reliable method to determine non-linear response functions, start-
ing from a given microscopic model. We analyse the intrinsic OR in graphene by com-
puting the second order current response function in the length gauge, equations 3.22.
Below, we consider the generation of photocurrents in a “gapped” graphenemonolayer.
The source of this gap a simple imbalance, ∆, in the on-site potentials at sublattices A
and B.While this has not been observed in pristine crystals of graphene, it has been pre-
dicted on layered structures of graphene and hBN [102]. The respective Hamiltonian
was introduced in equation 3.17, where the hopping integral γ0 = 3.00 eV, the gap,
unless otherwise stated, is ∆ = 0.20 eV and the lattice parameter a = 1.45×10−10 m. Fi-
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nally, the second order conductivity scale, equation 1.43, reads σ2 = 2.88×10−15 S m/V.
In figure 3.5a, we plot the energy dispersion for a “gapped” monolayer. From this en-
ergy dispersion, we expect to observe features associated with regions of the BZ where
the dispersion is flat, i.e. regions associated with large DoS. Hence, we expect at least
two features in the photocurrent associated with vertical transitions at the high symme-
try points K and M. The low energy response is dominated by vertical transitions in
the vicinity of the the gap, which lays at the K point. The M point is associated with
photon energies near ~ω ∼ 2γ0 = 6 eV, in the near-UV region. In figure 3.5b, we plot
the non-vanishing elements of the second order conductivity tensor for OR, consider-
ing a gap of 100 meV. The second order conductivity exhibits a prominent feature at
the band gap, but nearly negligible response at the M point, i.e. ~ω ∼ 6 eV. In addition,
the finite tensor elements obey relations imposed by the trigonal symmetry, namely
−t211 = −t121 = −t112 = t222. The OR in monolayer hBN exhibits two distinct bands
at photon energies associated with vertical transition at the K and M points. In spite
the fact that both hBN and “gapped” graphene share the sameHamiltonian, apart from
the parametrization of the hopping integral and gap, the photocurrent response is sig-
nificantly different. First, at the K point we observe a quasi step-like feature in hBN
and an asymmetric peak in gapped graphene. Second, the VHs dominant in hBN, is
negligible in gapped graphene. Third, the dominant feature in hBN is the peak at the
VHs, whereas in the gapped graphene is the peak at the gap. Although both materials
share the same Hamiltonian and have similar in-plane hopping integrals, the respec-
tive gap differ significantly. This difference can be highlighted by the ratio between the
two parameters, we read 3.0/0.1 = 30 and 2.33/7.80 ∼ 0.3. In graphene, the gap under
consideration is much smaller than the hopping integral, in opposition to hBN where
the gap is nearly four times larger. In figure 3.6a we plot the variation of the OR with
respect to the gap parameter. It clearly shows that, for small gap to hopping integral ra-
tio, the dominant feature is the very low energy response. Increasing this ratio to unity
or larger leads the response to contain two features with comparable magnitude and
significant overlap. Despite the fact that we are considering a very simple two band TB
Hamiltonian, even the integrands in equations 3.22 are very complex functions. To shed
some light in the dependence of the response of the gap, we compute the effective mass
tensor at high symmetry points. Given the energy dispersion for the gappedmonolayer,
71
3. Photocurrent in 2D crystals



























where we introduce the effective mass scalem∗ = ~2/(γ0a2) ∼ 1.26me and the electron
rest massme ∼ 9.11× 10−31 kg. At the high symmetry points, the non-vanishing com-
ponents of the effectivemass tensor readMyy(K) = Mxx(K) = 2m∗∆/9 andMyy(M) =
Mxx(M)/3 = m
∗√4 + ∆4/9. Taking the vanishing gap limit, the effective mass of the
electrons at the K point vanishes, whereas the effective mass at the M point remains
finite at similar to the electron rest massMyy(M) ∼ 0.28me. In the opposite limit, the
ratios between the effective masses at K and M points are Myy(K)/Myy(M) = 2 and
Mxx(K)/Mxx(M) = 6. Despite the fact that effective mass is not present in the calcula-
tion of the second order response, we can take it as a proxy for the DoS in the vicinity of
a given point in reciprocal space. Within the semiclassical model, we can interpret that
smaller effective mass leads to a larger response. Hence, a plausible explanation for the
origin of the dominant nature of the response at low energy in the small gap regime. In
figure 3.6a we plot the dependence of the second order conductivity tensor on the gap
parameter.
In addition, such a simple system provides an excellent opportunity to clearly ob-
serve Pauli blocking in a second order process. In figure 3.6b we plot the dependence
of the second order conductivity tensor on the chemical potential. Results clearly re-
produce the Pauli blocking for photon energy ~ω < 2|µ|. The smoothen step between
blocked and unblocked transitions stems from two factors. First, finite temperature
broadening of the Fermi function. The broadening of the Fermi function is significant
in an energy range kBT = kB1 ∼ 10−4eV around the chemical potential. Second, the fi-
nite broadening parameter, Γ, introduced by the adiabatic assumption. This introduces
a broadening 2Γ ∼ 0.002eV on the calculation of the otherwise divergent propagators.
The final broadening is a combination of both contributions, but at low temperatures,
the second is the dominant factor.
As explained earlier, the physical realization of the Hamiltonian under considera-
tion suffers from several limitations. Nonetheless, the analysis of this simple and highly
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symmetric system provides the fundamental understanding of the basic mechanisms
involved in the interaction of light with Bloch electrons.
3.4 Hexagonal bilayers
In this section we discuss the Optical Rectification (OR) in hexagonal bilayers, in the
context of TB models to characterize hBN and graphene and the response to elastic in-
teraction with light via the direct coupling with the electric field. The TB Hamiltonians
for both systems are defined is a similar fashion to the monolayer Hamiltonians. For
bilayer hBN, the relevant Hamiltonians read
HAA = −γ0

E1 φ γ1 0
φ∗ E2 0 γ1




; HAB = −γ0

E1 φ γ1 0
φ∗ E2 0 0
γ1 0 E3 φ
∗
0 0 φ E4

, (3.25)
where Ei = ±∆/2 is the gap parameter and γ1 the interlayer hopping. In addition, the
stacking order is fully determined by the sign of the on-site energies. For both AA and
AB stacking orders, the vertical alignments of atoms is selected by the relation between
the on-site potentials. On the one hand, setting E1 = E3 = −E2 = −E4 = ∆/2 selects
equal atoms vertically aligned for AA, AB′ and A′B. On the other hand, setting E1 =
E4 = −E2 = −E3 = ∆/2 selects different atoms vertically aligned. For the sake of
simplicity, take the same parametrization of monolayer hBN layers, where the in-plane
hopping integral and gap follow the estimate by [83], namely γ0 = 2.31 eV, γ0∆ =
7.80 eV and nearest neighbour distance a = 1.45 × 10−10 m. The out-of-plane hopping
integrals follow the estimate by [79] for the AB stacking order, namely γ1γ0 = 0.60 eV,
respectively. Finally, the second order conductivity scale, equation 1.43, reads σ2 =
3.79× 10−15 S m/V.
Regarding the Bernal stacked graphene bilayer in the presence of an external static
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and uniform field perpendicular to the lattice plane, the respective Hamiltonian reads
HAB = −γ0

−∆/2 0 0 φ
0 ∆/2 φ∗ 0
0 φ ∆/2 γ1
φ∗ 0 γ1 −∆/2

, (3.26)
where γ1 = 0.40 eV the interlayer hopping, the effective external potential gap reads
∆ = 0.20 eV (unless otherwise mentioned), lattice parameter reads a = 1.42 × 10−10 m
and the second order conductivity scale, equation 1.43, reads σ2 = 2.88× 10−15 S m/V.
The generation of external potential in bilayer graphene is a relatively common practice
in the so-called BBGs devices [92–97].
The following subsections address the details of the photocurrent generation in each
system, starting with bilayer hBN and then proceed to BBG.
3.4.1 Bilayer Boron Nitride
Due to symmetry restrictions and lattice stability we consider only the AB staked bi-
layer. In figure 3.7 we plot the energy dispersion and OR tensor for AB bilayer hBN.
The dispersion is particle hole symmetric and has no band crossings or degeneracies
(apart from spin degeneracy). The band gap is located at the high symmetry point K
and the saddle points are located at the symmetry pointM in the first BZ. The separa-
tion between the two valence (and conduction) bands isminimumat theK point, where
we also find the band gap between the top valence and bottom conduction bands. The
separation at K reads δ ∼ γ21∆ ∼ 46 meV, which leads to a rather small difference,
∼ 90 meV, between the two direct gaps, ∼ 7.8 eV at theK point.
From the monolayer result, we expect to observe step like features at photon fre-
quencies associated with minimum energy difference for each vertical transition. These
features are present in our results, figure3.7b, yet at this energy scale these features ap-
pear superimposed4. The VHss in the honeycomb lattice can be found at the saddle
points, the high symmetry M points. At the saddle point the separation between both
valence (and conduction) bands is large, ∼ 307 meV, leading to a considerable separa-
4Results computed at low temperature 1K, with a smaller broadening parameter, Γ = 5 meV, show the
two step like features.
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tion,∼ 614 meV, between the two allowed vertical transitions. The latter is∼ 20x larger
than the energy resolution of these results. Hence, the respective features are easily
identified in figure 3.7b.
In addition to the above-mentioned properties, the bilayer can support second or-
der response between the valence or conduction bands, i.e. transitions between bands
3 → 1 or 2 → 4. Due to the large gap between the valence and conduction bands,
this transitions are forbidden by Pauli blocking, as both valence bands are fully occu-
pied and both conduction bands are effectively empty. Considering a systemwith finite
doping, circumvents Pauli blocking opening a response channel at very low frequency.
In figure 3.8 we plot the variation of the second order response with the increase of the
chemical potential. The large gap and narrow separation between bands 1, 3 and 2, 4,
generate responses at frequency ranges significantly apart. Hence, we separate the plots
for the high and low energy regimes and present results at different temperatures. In
the high energy regime, i.e. transitions from valence to conduction bands, the effect of
the chemical potential reduces to Pauli blocking. Due to the energy scale, we choose to
plot the effect at high-temperature [88–90]. With regards to the response arising from
transition between the conduction bands, results show that the response not only oc-
curs at a completely distinct energy range, but has an opposite sign and can be an order
of magnitude larger. In this regime we consider the effect of doping at lower temper-
ature for several reasons. First, it highlights Pauli blocking by an increasing (absolute
value) response for µ . 3.9 eV. Second, the thermal energy kB1500 is comparable to
the energy range under consideration, which introduces a significant broadening in the
response. Third, at this temperature Pauli blocking remains strong enough to limit the
response to transitions in vicinity of the chemical potential. For instance, at µ = 4.5 eV,
the chemical potential lies in the middle of bands 4 and 2 at saddle point, M. The en-
ergy separation between the bands at this point is 43(M) ∼ 0.3 eV, consistent with the
response for the yellow curve in figure 3.8b.
3.4.2 Biased Bilayer Graphene
Here, we address the photocurrent generation in the BBG. The physics of BBG has been
extensively studied and characterized, particularly its transport properties. The largest
gaps obtained by field effect on top and bottom gated devices reach at most half an
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electron volt [92–97]. As discussed earlier, our effort is focused on calculating the res-
ponse function rather than on the construction of the TB Hamiltonian. Hence, unless
otherwise mentioned, we set the gap to 200 meV. Once more, the analysis of the band
structure provides useful insight. In figure 3.9a we plot the energy dispersion for the
respective four band TB Hamiltonian. In contrast with the monolayer, the gap in the
bilayer is not located at the high symmetry K point. Instead, it lays in the vicinity of
the high symmetry point and the magnitude of gap is no longer equal to the external
potential [92]. In addition to the transitions in the vicinity of the K point, bilayer gra-
phene also supports low energy transitions between the valence or conduction bands,
i.e. transitions between bands 3 → 1 or 2 → 4. The separation between theses bands
is controlled by the interlayer hopping which, in the case of graphene can be compara-
ble to the band gap. Furthermore, the minimum separation between the valence and
second conduction band, 1 → 4 is of the order of γ1 + ∆, which also lies in the low
energy regime. In a pristine system, the chemical potential should lay in the gap, block-
ing the transitions 3 → 1 and 2 → 4. Nonetheless, a key feature of gated devices is
not only the control of the external field, but also the control of Fermi level of the sys-
tem via doping. The band structure can accommodate a significantly large number of
vertical transitions in the low energy regime, thus potentially increasing the richness
of interaction with light. The number of tunable parameters is large, therefore I will
address each individually. We start by analysing the OR in BBG at the charge neutral-
ity point, low temperature and with a reasonable 100meV gap. In figure 3.9b, we plot
the non-vanishing elements of the second order conductivity tensor for OR. The res-
ponse at charge neutrality and low temperature exhibits two key features at minimum
energy for transitions 1 → 2 and 1 → 4. As expected no feature can be observed be-
tween bands 3 → 1 or 2 → 4. Moreover, the results are consistent with the restrictions
imposed by the lattice symmetry. Considering low temperatures can facilitate signif-
icantly the analysis of transport properties. For several reasons, several experiments
are performed at very low temperatures. Yet, this is not always possible or feasible. In
figure 3.10a, we consider three different regimes, low temperature T = 1 K, room tem-
perature T = 300 K and high temperature T = 1500 K. The last temperature follows
the order of magnitude of several estimates presented in recent experimental reports
[88–90]. For the sake of clarity, we consider the chemical at the middle of the gap. In
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addition to the expected effects of smoothening of the Fermi function, increasing the
temperature to T = 1500 K introduces new features in the response at an energy range
compatible with transitions from the bands 3 → 1 and 2 → 4. This clearly shows that
even a system set at the charge neutrality point can accommodate more complex tran-
sitions, given a high enough temperature. In the case of the BBG, local temperatures
of the order of 1000K are capable of “opening” these transitions. In figure 3.10b, we
take the chemical potential into consideration. For the sake of clarity, we present only
results at room temperature. These results show that the variation of chemical potential
drastically changes the photocurrent, particularly in the region ~ω ∼ [0.3− 0.45] eV. In
this region, the photocurrent can be continuously tuned from a positive quantity to a
negative by controlling the doping level.
This chapter began by describing the photocurrent in 2D crystal on the basis of phe-
nomenological considerations It went on to show how to compute and analyse the pho-
tocurrent in selected 2Dmono and bilayers. The calculation was based in a Perturbative
Expansion (PE), considering the direct coupling between the position operator and the
electric field, the so-called length gauge. In addition, it analysed the dependence of
the photocurrent on several external and tunable parameters, namely the temperature,
chemical potential and static external potential (in the BBG only). Results show inter-
esting properties, particularly in the BBG, were the sign of the response can be changed
by controlling the doping level.
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Figure 3.5: Energy dispersion and second order OR, for “gapped” graphene. In (a) we show the
energy dispersion of graphene, the inset zooms in the vicinity of the high symmetry K point,
confirming that the dispersion is not degenerate in any region of BZ. In (b) we plot the the
real and imaginary parts of the non-vanishing components of the optical rectification tensor
according to σ(2)222, −σ(2)211, −σ(2)121 and −σ(2)112. The scale on the right measures the photocurrent in
units of current density (J) per laser intensity (I), e.g. ref. [4].
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(b)
Figure 3.6: Photocurrent dependence on chemical potential and gap. The Hamiltonian is
parametrized as follows γ0 = 3.00 eV, ∆γ0 = 0.2 eV, at T = 1 K and Γγ0 = 0.001eV. In (a)
we analyse the dependence of the optical rectification tensor on the gap. Due to the large vari-
ation, we use a logarithmic scale. In (b) we consider the effect of the chemical potential on the
OR by varying the chemical potential in the range µ = {0.0, 0.275} eV. The scale on the right
measures the photocurrent in units of current density (J) per laser intensity (I), e.g. ref. [4].
79
3. Photocurrent in 2D crystals












1 2 3 4
(a)































Figure 3.7: Energy dispersion and second order OR for non-centrosymmetric hBN AB bilayer.
In (a) we show the energy dispersion of AB bilayer hBN, the inset zooms in the vicinity of
the high symmetry K point. The latter confirms that the dispersion is not degenerate in any
region of BZ. In (b) we plot the the real and imaginary parts of the non-vanishing components
of the optical rectification tensor according to σ(2)222, −σ(2)211, −σ(2)121 and −σ(2)112. Due to the very
large bandwidth for hBN,∼ 16 eV, we limit the plot to energies slightly higher than the features
associated with the VHs, . 12 eV. The scale on the right measures the photocurrent in units of
current density per laser intensity (J/I), e.g. ref. [4].
80
3.4. Hexagonal bilayers






























0. 3.6 3.65 3.7 3.75
3.8 3.85 3.9 3.95 4.
(a)
































3.8 3.85 3.9 3.95 4.
4.1 4.2 4.5 5.
(b)
Figure 3.8: Effect of chemical potential on photocurrent for bilayer hBN at high and low energy.
In (a) we observe the effect of the chemical potential at high photon energy. It plots the OR for
bilayer hBN as function of the chemical potential at high temperature T = 1500 K. Due to the
very large bandwidth for hBN, ∼ 16 eV, we limit the plot in (b) to energies slightly higher than
the features associated with the VHss, . 11 eV. In (b) we probe the effects of high chemical po-
tential at a photon energy range comparable to the separation between the valence (conduction)
bands 13 = 42 ∈ [46, 522] meV. In both plots, the scale on the right measures the photocurrent
in units of current density per laser intensity (J/I), e.g. ref. [4].
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Figure 3.9: Energy dispersion and second order OR for non-centrosymmetric AB BBG. The
Hamiltonian is parametrized as follows γ0 = 3.00 eV, ∆γ0 = 0.2 eV, at T = 1 K and Γγ0 =
0.001eV. In (a) we show the energy dispersion of BBG, the inset zooms in the vicinity of the high
symmetryK point. The latter confirms that the dispersion is not degenerate in any region of BZ.
In addition, we overlay dashed vertical lines indicating µ+nkBT for T = {300, 1500}K to serve
as guide lines to map the region were the Fermi functions is depleted (populated) beyond the
low temperature threshold. In (b) we plot the the real and imaginary parts of the non-vanishing
components of the optical rectification tensor according to σ(2)222, −σ(2)211, −σ(2)121 and −σ(2)112. The
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Figure 3.10: Dependence of photocurrent on temperature and chemical potential for BBG. The
Hamiltonian is parametrized as follows γ0 = 3.00 eV, ∆γ0 = 0.2 eV and Γγ0 = 0.001 eV. In (a)
we study the dependence of the photocurrent on temperature in BBG at the charge neutrality
point. The plot contains three curves at selected temperatures T = {1, 300, 1500}K, i.e. low,
room and an estimate for the effective temperature in the presence of an intense laser [88–90].
The vertical dashed lines indicate the energy difference to the chemical potential, serving as
an indicator of the region where the Fermi function varies significantly. In (b) we study the
effect of chemical potential in BBG at room temperature. The plot contains several curves at
different chemical potential in the range µ = {0.01, 0.275} eV. In both plots, the scale on the
right measures the photocurrent in units of current density per laser intensity (J/I), e.g. ref. [4].
83
This page was intentionally left blank.
Chapter 4
Spin Orbit Coupling in 2D materials
4.1 Context
This chapter describes and discusses a method to determine effective Hamiltonians,
within the framework of the Tight-Binding (TB) model. TB model has been used exten-
sively in condensed matter physics to compute electronic properties of many materials.
Despite the large success of TB, it frequently generates Hamiltonians that are not prac-
tical for analytic calculations. A good example of the quality and limitations of the
TB Hamiltonian can be seen in graphene. On the one hand, the simple one band, pz ,
Hamiltonian in graphene has proven immensely useful and accurate to characterize a
wide range of physical properties, from the electronic properties, to transport and light-
matter interaction. On the other hand, Although the shortcomings of the simple model
can be easily solved, this is at the expense of a significant increase in complexity due to
the growth of the basis.
Alternatively, effective mass models or k ·p methods can be used to determine an
effective Hamiltonian, capable of capturing properties such as Spin–Orbit Coupling
(SOC) in graphene [107]. Another set of limitations are introduced by this method. For
instance, these methods rely on approximations valid in the vicinity of high-symmetry
points, which in turn introduces a new set of limitations.
In 1950 Löwdin [108] proposed a partitioning technique that allows the calculation
of an effective Hamiltonian requiring only a subset of the initial Hamiltonian basis. Re-
cent works [109, 110] used this technique with success to study SOC, mainly for nu-
merical studies. In addition, refs. [111, 112] use similar methods to compute effective
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Hamiltonians and analyse electronic properties of silicene.
The following section is dedicated to a review of LPT, which will serve as reference
for the remainder of this chapter.
4.2 Löwdin’s partitioning technique
In this section we review Löwdin’s Partitioning Technique (LPT). The starting point is
the definition of unitary transformation, A′ = UAU−1, which projects a block Hamilto-








The final blocks are ideally decoupled and characterize completely the physics asso-
ciated with their respective basis. Now, let us define unitary transformation matrix
U = e−S , where S is anti-hermitian. This transformation is known as the Schrieffer–
Wolf transformation [113, 114]














1− Sˆ + Sˆ2/2− Sˆ3/6 +O(Sˆ4)) Hˆ (1 + Sˆ + Sˆ2/2 + Sˆ3/6 +O(Sˆ4))
= Hˆ + HˆSˆ − SˆHˆ + HˆSˆ2/2− SˆHˆSˆ + HˆSˆ2/2 + HˆSˆ3/6− SˆHˆSˆ2/2




































4.2. Löwdin’s partitioning technique
the terms up to O (S4) can be written as
[H,S] =
 −TM † −MT † H0M −M∆





[[H,S] , S] =









[[[H,S] , S] , S] =




−M †e −M †f
 (4.3c)
Since we are only interested in computing one final decoupled block, we are free to
choose either Heff or ∆′ in equation 4.1. Collecting the relevant terms from equations
4.3, the “effective” Hamiltonian reads
Heff = A
(0) +A(1) +A(2) +A(3) +O(S4) , (4.4)
such that:
A(0) = H0 ; A
(1) = −
(
TM † +MT †
)








−{a,MM †}+ 2MdM †
6
.
Löwdin set the condition that the choice of the transformation matrix S, must return
a block diagonal Hamiltonian to O(S2), i.e. the Hamiltonian in the new basis must be
block diagonal





The previous conditions yield the following relations:
H0 + TM
† −M †T = A′ ; (4.7a)
T +H0M −M∆ = 0 ; (4.7b)
T † −∆M † +M †H0 = 0 ; (4.7c)
∆ + T †M +M †T = D′ . (4.7d)
The relations determined from the diagonal elements establish the leading order con-
tribution for the effective Hamiltonians, namely A′ andD′. Whereas the relations from
the off-diagonal elements, set the conditions for matricesM (M †) and T (T †)
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M = T∆−1 +H0M∆−1 , (4.8a)
M † = ∆−1T † + ∆−1M †H0 , (4.8b)
T = −H0M +M∆ = −b , (4.8c)
T † = ∆M † −M †H0 = −c . (4.8d)
Equations 4.8a and 4.8b do not have a closed-form solution, but can be solved recur-
sively













The solution for matrices T (T †) stems from the recursive solutions ofM (M †),



























Combining the above-mentioned results, the series expansion for the effective Hamil-
tonian, equation 4.4, can be computed explicitly. Hence, the effective Hamiltonian, up
to O(∆−4), reads

















This solution can be expanded to an arbitrarily large order, yet for all purposes and
intentions the most relevant information stems from low order expansions. In addition,
each iteration in this series requires the calculation of a higher power of the inverse
matrix ∆−1. Due to the nature of the calculation of the inverse matrix, this imposes a
practical limit to second or third order in all but a few simplistic calculations.
In the following sections, we apply LPT to compute effective Hamiltonians for gra-




The basis for all calculations in this chapter is a TB Hamiltonian, constructed from
Slater–Koster (SK) parameters [115]. The typical textbook TB is a single band Hamilto-
nian for a linear chain of atoms, where the one electron can hop from an atom’s orbital












where t is the hopping integral, i the on-site energy. Due to its simplicity, this model
has been extensively used for systems such as graphene [55], charge densitywavemetals
[17, 116] and many others.
Despite the impressive analytic results obtainedwith this simpleHamiltonian, there
are clear limitations of amodel with a single electron hopping from one atom to another
and to the same orbital. Fortunately, this model can be easily generalized to account for




















where i, i, Ri andNa are the atom index, on-site energy, respective position vector and
total number of atoms, n, δn andNn are the neighbour index, respective distance vector
and total number of neighbours with non-zero hopping, α and β are the orbital indices
and finally t(αβ)n is the respective hopping integral.
The calculation of the hopping integrals is a non trivial problem and a significant
numerical challenge. In addition, this falls beyond the scope of this project, and we
choose to fit these hopping integrals from experimental data or from ab-initio calcula-
tions. Nonetheless, it is important to review to some extent the results by Slater and
Koster [115], particularly the symmetry properties of such integrals. Using the two-
centre approximation [115], it is possible to define all hopping integrals, Eαβ , between
two bands, α and β, as a function of aminimal set of parameters, Vαβγ (where γ indicates
the type of bond, i.e. σ, pi, etc. . . ) and the bond direction, i.e. (l,m, n) = δn/|δn|. Most of
two-centre integrals for s, p and d can be found in table C.1, those not present in this ta-
ble can be computed by interchanging the band indices, such thatEβ,α = (−1)`α+`βEα,β
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( where `α is the angular quantum number of atomic orbital α) and/ or changing the
direction of the orbitals and the respective directions, i.e. Ex,y = lm(Vppσ − Vpppi) →
Ex,z = ln(Vppσ − Vpppi). Furthermore, the two centre integrals parity is a function of the
nearest-neighbour vectors and their respective angular quantum numbers Eα,β(δ) =
(−1)`α+`βEα,β(−δ). Due to the long and tedious nature of the evaluation of the SK
hopping terms, we present all the relevant terms in appendix §C.2.
In the following subsections we review the calculation of Hamiltonian for systems
with honeycomb lattice.
4.3.1 Graphene, the two pi bands
We shall use graphene’s simple two pz band Hamiltonian to lay the basics of our pro-
cedure to study SOC in 2D materials. The primitive (and reciprocal) vectors for the
honeycomb lattice are defined in equations 3.15 and depicted in figure 3.2a. In addi-
tion, the nearest neighbour vectors read
δ1 = a
(√
3/2,−1/2, 0) , δ2 = a(0, 1, 0) , δ3 = −a(√3/2, 1/2, 0) . (4.14)




a†RibRi+δ +H.c. , (4.15)
where aRi and bRi are fermionic operators for sublattice A and B respectively, Ri is
the position vector for the ith unit cell1and t = Vpppi is the hopping energy for the pz
band (see table C.1 for details) and δ are the vectors connecting nearest neighbours2.












1Note that the sum over Ri, runs over the unit cells, which contain two atoms (sublattices) labelled A
and B and that A and B are separated by δ2.
2Since we are computing the Hamiltonian with only one band, the on-site energy of the pz band only
introduces a shift in energy, so for sake of simplicity we ignore it.
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e−ik·δa†kbk +H.c. . (4.17)











φ(k)a†kbk +H.c. , (4.18)
where φ(k) contains the contribution of each hopping to the nearest neighbour. The












The diagonalization of this Hamiltonian returns the well known energy dispersion of
graphene [55].
4.3.2 Honeycomb lattice multi-band Hamiltonian
Thework byKane andMele [107] introduces the SOC in the simple two pz bandsHamil-
tonian as a perturbation. Since SOC requires interaction with states with non-zero an-
gular momentum, wemust add such states to the Hamiltonian. In the case of graphene,
common sense would lead us to consider themost likely candidates the other two 2p or-
bitals, i.e. 2px and 2py. Yet, a careful analysis of table C.1 shows that the hopping integral
between 2pz and 2px or 2pz and 2py is zero for pristine graphene, a flat monolayer with
n = 0, therefore the direct interaction between these bands is very small. A detailed
discussion of the relevant bands and interaction mechanisms will be addressed in the
following subsections. In the case of pristine and homogeneous graphene, the form of
the Hamiltonian is a simplification of equation 4.13, in which the hopping amplitudes
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where the elements φαβδ (k) = t
(αβ)
δ e
ik·δ will be specified latter. Throughout this notes,
we shall refer to these elements as SK hopping terms. Following the same procedure,
one can write the multi-band Hamiltonian in a matrix form by projecting the Hamilto-









δ (k) 0 φ
α1α2
δ (k) · · · φα1αnδ (k)
φα1α1−δ (k) α1 φ
α1α2
−δ (k) 0 · · · 0
0 φα2α1δ (k) α2 φ
α2α2
δ (k) · · · φα2αnδ (k)
φα2α1−δ (k) 0 φ
α2α2




... . . .
...
φαnα1−δ (k) 0 φ
αnα2
−δ (k) 0 · · · αn

. (4.23)
In this notation, the basis vector Ψ†k is a row vector with the 2n elements ( n elements









, . . . , b†k,αn
)
.
4.3.3 Multi-band Hamiltonian for pristine graphene
In the case of pristine graphene all nearest neighbours are in plane and equally spaced,
therefore all hopping integrals proportional to the z component of nearest neighbour
vectors, are zero. From the SK two centre integrals, see table C.1, one can shown that
the only orbitals that have a non-zero overlap with the 2pz orbital are 3dzx and 3dyz3.
3Note that we are only interested in bands that lay in a energy range sufficiently closed to the 2pz, there-
fore thewe neglect bandswith energy greater or equal to the 4s bands. A handwaiving argument to justify
this, can be extracted from perturbation theory, in which all correction are at least inversely proportional
to the energy difference between the initial and final state. Therefore, states separated by a large energy
difference, should yield a small or insignificant contribution.
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To specify the Hamiltonian in equation 4.22, we must determine the hopping terms
between all bandswith finite overlap. For the sake of brevity, we list all relevant hopping
terms, φα,βδ (k), in appendix §C.2.1, equations C.2. In addition, theHamiltonian contains





δ (k) 0 φ
z,zx





−δ (k) 0 φ
z,yz
−δ (k) 0
0 φzx,zδ (k) d φ
zx,zx
δ (k) 0 φ
zx,yz
δ (k)
φzx,z−δ (k) 0 φ
zx,zx
−δ (k) d φ
zx,yz
−δ (k) 0
0 φyz,zδ (k) 0 φ
yz,zx
δ (k) d φ
yz,yz
δ (k)
φyz,z−δ (k) 0 φ
yz,zx





Since the interactions between 3d bands, lay at a much higher energy level, we discard
these by eliminating the respective hopping integral Vddσ = Vddpi = Vddδ = 0. In addi-
tion, we redefine Vpppi = t and Vpdpi = t′. The eigenvalues for this matrix are


















√[|φz,zδ (k)| ∓ dp]2/4 + |φz,zxδ (k)|2 + |φz,zyδ (k)|2 , (4.25c)
where dp = d− p. Note that bands λ3,4 exhibit a minor dispersion due to the presence
of finite finite t′ hopping integral, akin to the correction of dispersion of the p bands,
λ5,6. Thus far, the calculation is exact and the hopping terms are defined in the full
BZ. Making a series expansion around the high symmetry point K determines the low
energy approximation for the dispersion
λ1,2 = d , (4.26a)
λ3,4 = d − 2γ2dp ∓ 2γ2vF~|k| , (4.26b)
λ5,6 = p ∓ (1− 2γ2)vF~|k| − 2γ2dp , (4.26c)
where 2γ2 = 9t′2/22dp and vF = 3at/2~. This result indicates that the contributions
arising from the p − d coupling simply introduce a small renormalization of the Fermi
velocity. Therefore, the leading order effect of the direct interaction with the 3d bands
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can be incorporated into the simple two pz band model via the renormalization of the















where the renormalized DoS increases slightly compared with the initial model. The
common trait here, is that all this renormalization can be accommodated in a single
parameter, i.e. redefining the hopping integral Vpppi to fit the data.
This section has reviewed the construction of anHamiltonian in graphenewithmul-
tiple bands that will serve as a benchmark test for the calculation of effective Hamilto-
nians using LPT. The section that follows moves on to consider the calculation of effec-
tive Hamiltonians, starting with the calculation of an effective two band Hamiltonian
for graphene with corrections from the p− d orbital coupling.
4.4 Effective Hamiltonian for graphene
In §4.3.3 we obtained the TB Hamiltonian for the honeycomb lattice considering the pz ,
dzx and dyz orbitals. In spite of the fact that the increase in complexity of the Hamilto-
nian provides little extra information regarding the low energy physics near p, when
compared with the simpler pz orbital Hamiltonian. These results, in particular the
eigenvalues for the low energy bands in the vicinity of p, provide a good benchmark for
the calculation of effective Hamiltonians. Therefore, the first application of our imple-
mentation of LPT is tomap theHamiltonian in the p−d basis to an effectiveHamiltonian
in the pz basis. Since we are interested in computing the effective Hamiltonian in the
pz orbital basis, the basis defined in equation C.12 is perfectly suitable. In this basis the







 , T =

0 φz,zxδ (q) 0 φ
z,yz
δ (q)
φz,zx−δ (q) 0 φ
z,yz
−δ (q) 0
 , ∆ = d14 ,
(4.28)
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according to equation 4.1. Having defined the relevant block matrices, the respective







































where, we already made the small k expansion around the K point. Taking the limit
a|k|  1 the effective Hamiltonian reads
Heff =
 p − 2γ′2dp (1− 2γ′2)vF~(kx − iky)
(1− 2γ′2)vF~(kx + iky) p − 2γ′2dp
 , (4.30)
where 2γ′2 = 9t′2/22d. Setting the on-site potential for the p-bands to zero, p = 0, re-
covers the result obtained in equation 4.26cwith the exact diagonalization of theHamil-
tonian.
In the following sections, we approximate our ultimate goal of handling the spin-
orbit coupling.
It starts with coupling between p and d orbitals and proceeds to coupling between
σ bands and, finally, lattice deformations are introduced.
4.5 Atomic Spin-Orbit effects
The previous discussion regarding the electronic properties deliberately neglected the
spin of electrons. In systems such as graphene, the SOC is most frequently ignored. As
a result, spin only accounts for a degeneracy constant. This stems from the fact that, the
SOC constant increases with the increase of the atomic number. Due to carbon’s small
atomic number, barely any SOC effects are expected in graphene. Nonetheless, it was
shown that, in spite of its small magnitude, SOCmust open a gap at the Dirac points in
graphene, Kane and Mele [107]. This seminal work by Kane and Mele paved the way
for a large expansion of research on the field of spintronics not only in graphene based
devices [117–121] and more generally spintronics in 2D materials [112, 122–127].
The SOC connects the spin and angular momentum degree’s of freedom in each
orbital and can be defined simply by the dot product of the angularmomentumoperator
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where ξα,β is the SOC strength for the orbitals α, β and 〈L · s〉α,β is the expectation value
of the L · s operator in the basis of the atomic orbitals, namely pz , s, px and py. The
calculation and results for the matrix elements 〈L · s〉α,β is discussed in §C.3. Therefore,


















where σ, σ′ are the spin indices. Since electrons have spin s = 1/2, the size of the Hamil-






The evaluation of the 〈L · s〉 matrix elements, discussed in appendix C.3, shows that
diagonal terms in the dot product are null, i.e. 〈L · s〉α,α = 0,∀α = {s, px, . . .}. Hence,
it is impossible (within the context of the TB model) to obtain SOC effects using only
one type orbitals, such as pz. In the following subsection, SOC is considered within the
framework of the pi band Hamiltonian.
4.5.1 Effective Hamiltonian for pi bands
In the context of the pi bands for graphene, i.e. pz, dxz and dyz orbitals, one expects
to observe a small but finite SOC between the d orbitals. The presence of SOC lifts
the spin degeneracy of the Hamiltonian and doubles the basis. For the system under
consideration a good basis is
Ψ†k =
{
a†k,pz ,+ , b
†
k,pz ,+
, a†k,dzx,+ , b
†
k,dzx,+




a†k,pz ,− , b
†
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0 φyz,zδ ±iξd/2 φyz,zxδ d φyz,yzδ
φyz,z−δ 0 φ
yz,zx
−δ ±iξd/2 φyz,yz−δ d

. (4.36)
The nature of this Hamiltonian stems from several properties. First, the SOC between
dzx and dyz orbitals is diagonal in spin, i.e. ∝ σz (see appendix C.3 table C.4 for details).
Consequently, no spin flip terms are present and the TB Hamiltonian can be cast in a
block diagonal form. Hence, the two independent matrices present in equation 4.35.
Second, the SOC is present only between the dzx and dyz . Hence, it is completely con-
fined to the ∆ matrix (see notation in §4.2) as defined in appendix §C.4, equations C.14.
Hence, the leading order term of ξd in ∆−1 sets the leading order contribution to the
effective Hamiltonian.
Following the procedure outlined previously, the effective Hamiltonians (up to sec-
ond order in the parameter) are spin independent Heff+ = Heff− . Hence, the effective
Hamiltonian reduces to a two band spin degenerate Hamiltonian. Considering the
small k expansion around the K point it reads
Heffpi =















where, to keep consistent with the linear approximation of the elements φα,βδ , we re-
tain only linear terms in qx or qy. The diagonalization is straight-forward and the (spin
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degenerate) respective eigenvalues read
λ± =














This result is consistent with the result in the absence of SOC, i.e. ξd → 0. The first term
corresponds to the vertical shift of both bands and the constant term inside the square
root, the gap term, only exists for finite SOC.
Moreover, taking into consideration the magnitude of the SOC with respect to the
energy level separation, i.e. ξ2d/22dp  1, the Hamiltonian reduces to
Heff '
−9t′22d (1− ξd2d ) v′F~(kx − iky)






 ' v′F~k · σ + γ2d1− ξd γ2σz , (4.39)
where σi : i = {x, y, z} are Pauli pseudo-spin matrices for the honeycomb lattice basis
and ξd is the SOC constant for d orbitals. This Hamiltonian can be easily diagonalized
and yields the eigenvalues consistent with equation 4.38, with gap Eg = γ2ξd. Taking
typical values for the respective parameters, the spin–orbit gap due to dzx and dyz inter-
action is very small, ESOCgap ∼ 24µeV, following in line with other theoretical and DFT
and/or ab-initio estimates [109] for SOC between p and d orbitals. Temperatures asso-
ciated with this energy are impressively small, T = Eg/kB ∼ 24× 10−6/8.617× 10−5 ∼
12 mK. Hence, for all intents and purposes, SOC between pi bands in pristine graphene
is negligible.
The following subsection considers the coupling between the orbitals present in the
so-called σ bands.
4.5.2 Spin–orbit coupling with sigma bands
In §4.4 we focused our attention solely in bands composed of orbitals that have a finite
overlap with the pz orbital, while neglecting interactions with other bands. Below, we
address the effects arising between SOC with the otherwise orthogonal σ bands (with
respect to pz basis). The so-called σ-orbitals comprise the s, px and py orbitals respon-
sible for the sp2 hybridization in the honeycomb lattice. Most frequently, these bands
are associatedwith themechanical properties of system, for instance the carbon–carbon
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interaction in graphene. Whereas, the pi-bands, associated with the dangling pz orbitals,
are mapped to the electronic properties of the system.
Following the procedure outlined in the previous sections, we compute an effective
low energy Hamiltonian in the pz basis using LPT. In this case, the SOC is confined
to the p orbitals and contains spin-flipping terms, see table C.2. Consequently, the TB
Hamiltonian cannot be cast into a block diagonal form in the spin degree of freedom, as
was the case in the previous section. Furthermore, for the sake of simplicity, we keep the
TB Hamiltonian as simple as possible, setting zero energy at p and restrict the hopping
terms. The following calculations consider hopping between pz orbitals and hopping
between s, px and py. Finally, basis and respective Hamiltonian read
Ψ†k =
{
a†k,pz ,+ , b
†
k,pz ,+
, a†k,pz ,− , b
†

















, b†k,py ,+ , a
†









Before proceeding with the projection, we compute numerically the spectrum of the
Hamiltonian by means of a full numerical diagonalization. In figure 4.1 we plot the
numerical evaluation of the spectrum along the Γ,M,K,Γ,K path. Given the small
magnitude of the SOC, it is impossible to distinguish the effects in the band structure
at energy scales comparable with the band width of the system. Therefore, to visual-
ize the effect of SOC, we artificially increase the coupling constant by a factor of 300,
where ξ(0)p = 2.8 meV. In addition to breaking the spin degeneracy, a qualitative anal-
ysis shows significant deformation of energy dispersion in the vicinity of the Γ point
and the opening of a small gap at K. Yet, apart from this significant change, the sepa-
ration between the respective bands remains large (several eV) for any reasonable SOC
constant. Therefore, the low energy physics remains dominated by the properties of the
Hamiltonian in the vicinity of the K point. In figure 4.2, we focus in the vicinity of the
K point. Due to the small magnitude of the SOC, the effect reduces to a very small gap
and a vertical shift of the bands, such that the bottom of the conduction band lies at the
energy for p bands (zero energy due to the fact that we set p = 0). Moreover, the linear
dispersion is quickly recovered in the vicinity of the high symmetry point.
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Regarding the calculation of the effective Hamiltonian, the calculation of the inverse
ofHσ for q 6= 0 for a generic point in the BZ returns an exceptionally complexmatrix. As
a result, we are forced to consider particular solutions of the inverse matrix. From the
numerical diagonalization, we identify that the SOC gap emerges at the high symmetry















0 0 0 0

. (4.42)
This result reproduces the expected gap Egap = 4ps ξ2p
/






s , where ps =
s − p and γ2s = 9V 2spσ
/
42ps [109, 117] and fits the results from the full numerical diag-
onalization.
Although it was not possible to analytically obtain an effective Hamiltonian at finite
k, even in the vicinity of theK point, is possible towrite down the effectiveHamiltonian
based on these results. By considering the results from the full numerical diagonaliza-
tion and the previous result, we can write the effective low energy Hamiltonian around
K as





where vF is not determined explicitly but, from the numerical diagonalization, it can
be shown to reduce to the Fermi velocity in the absence of SOC by a comparison of the
slope of the blue and red curves in figure 4.2.
Thus far, results, particularly the gap, indicate that the effect of SOCbetween p bands
is significantly smaller than the effect arising from the d bands. This indicates that pris-
tine graphene is not a good candidate for applications or devices requiring a large band
gap. Notwithstanding these results, numerical results indicate that the degenerate σ
bands experience strong SOC effects. Hence, any physical quantity dependent on these
bands should be subject to the effect of SOC. In a perfectly flat crystal, the SK integrals
between pz and the σ bands are identically zero, see table C.1 in appendix §C.1.
In the following section we take into consideration a particular type of lattice de-
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Figure 4.1: Spectrum with and without SOC along the high symmetry path Γ, M, K, Γ, K
considering pz , s, px and py bands. The solid blue lines represent the dispersion without SOC
and the brown lines represent the energy dispersion with an increased coupling constant, such
that ξp = 300ξ(0)p , where ξ(0)p = 2.8 meV. [109]. The coupling was artificially increased to allow
the visualization of the SOC,whichwould otherwise be invisible in this energy scale. The energy
dispersions were computed by numerical diagonalization of the full TB Hamiltonian with s and
p bands.
formation and compute the dependence of the gap as a function of lattice deformation.
4.5.3 The buckled honeycomb
Insofar, we have considered corrections to the system Hamiltonian which arise solely
from interactions with additional bands and the respective SOC. In this section, we
address the effects of lattice deformation on the system. Among the plethora of possible
lattice deformations, we consider a simple vertical displacement of one sub-lattice with
respect to the translation plane, in figure 4.3, we depict the buckling distortion of the
honeycomb lattice, 3.2a, by projecting it in the plane yOz. This deformation preserves
the fundamental symmetry of the honeycomb lattice, the three-fold rotation symmetry,
while breaking other lattice symmetries such as the horizontal mirror symmetry.
This small deformation leaves the primitive (and reciprocal) vectors unchanged up
to a constant factor determined by the buckling angle, equations C.4, but changes signif-
icantly the nearest neighbour vectors with the inclusion of a finite component along the
z direction. Below, we address the calculation of the Hamiltonian at the high symmetry
point K as a function of a small deformation of the lattice.
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Figure 4.2: Spectrum with and without SOC from the K point towards the Γ, considering pz,
s, px and py bands. The blue line shows the dispersion without gap and brown line shows
the dispersion with SOC from the p bands. The energy dispersions were computed from by
numerical diagonalization of the full TB Hamiltonian with s and p bands.
Figure 4.3: Projection on yOz plane of the buckled honeycomb lattice. The buckling distortion
consists in the uniform vertical (along the z-direction) displacement of sublatticeAwith respect
to sublattice B (or vice-versa). The projection on the lattice plane, xOy, is a normal honeycomb
lattice, as depicted in figure 3.2a, with a redefined lattice parameter a′ = a cos(θ), where θ mea-
sures the distortion angle with respect to the flat, undeformed, lattice. Note that the difference
between the blue and brown representations of the buckling angle, θ, are a consequence of dis-
tortion cause by the yOz projection.
From the qualitative analysis of the full numerical diagonalization, it appears that
the degenerate σ bands experience the most significant change under the presence of
SOC. Hence, we consider once more the pz and σ orbital basis used in the previous
section, equation 4.40. The lattice deformation changes significantly the calculation of
the SK hopping terms, but the procedure follows as outlined above. For the sake of
brevity, we present all finite contributions to the SK hopping terms in appendix §C.2.2,
equations C.6
Having defined the Hamiltonian, we proceed with the calculation of the effective
Hamiltonian, including terms up to O(∆−4). As discussed in §4.5, the calculation of
an effective Hamiltonian for q 6= 0 is non-trivial due to the necessity to invert a 12× 12
matrix and could not be completed to this date. Below, we show the results obtain atK
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Figure 4.4: Energy gap at the K point. The blue dots were computed by full numerical diago-
nalization of the Hamiltonian, red solid line with dots was computed from the effective Hamil-
tonian using all terms up to O (∆−3) in LPT, black solid line with dots was computed from the
effective Hamiltonian using all terms up to O(∆−4) and the solid orange line is the result from
[128].
point.
We begin with the consistency test of computing the effective Hamiltonian and take
the particular solution for θ = 0. In this case the effective Hamiltonian at the K point
reads


















8. The differences to the previous result, equation 4.43,
stem solely from the third order terms in ξp, as expected with the generalization up to
O(ξ4p) in the Löwdin partitioning scheme.
At a finite buckling angle θ, both the effectiveHamiltonianmatrix and the respective
eigenvalues are composed of extensive and complex trigonometric functions dependent
on the buckling angle, rendering the analytic result useless for analytic calculations.
Nonetheless, good estimates can be computed by Taylor series in the buckling angle. In
figure 4.4, we plot the energy gap for silicene at the high symmetryK point as a function
of deformation angle for comparison. The numerical values for SK integrals and Spin–
Orbit (SO) coupling follow ref. [128]. The gap is computed in three different ways:
by full numerical diagonalization of the Hamiltonian, by evaluation of the eigenvalues
for the effective Hamiltonian and the evaluation of the solution proposed by [128], see
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equation 4.46. The Taylor series for the gap reads
Eg/t = 5.04× 10−4 + 5.00 θ2 − 12.8 θ4 . (4.45a)
As highlighted by both the red and black curves, the Taylor expansion quickly diverges
for buckling angles greater than 8◦. A previouswork by [128] proposes a simple analytic



















This solution provides a beautiful closed-form. Nonetheless, the result significantly
under estimates the exact result. The underestimate in the full range, because it is based
in a blunt approximation, namely in equations 19 of [128], which are only valid at θ = 0.
Themethod discussed throughout this chapter is general and can be quickly applied
to other materials. Moreover, the above-mention results can be applied to other crystals
with an underlying honeycomb lattice, such as silicene, germanene and stanene [128–
131]. Germanene and stanene exhibit a large gap, estimatesEGeg ∼ 23.9−93 meV,ESng ∼
73.5− 129 meV, respectively [128]. In addition to the large gap, these materials exhibit
topological insulator phases [129–134]. Combining both properties with the (quasi) two
dimensionality, these materials stand as good platforms to develop new and exciting




The main goal of this thesis was to determine linear and non-linear interactions of light
with two dimensional crystals. Current methods to compute the response function for
solids relies exclusively on the interaction between light and matter, within the frame-
work of independent particles. Given the importance of interactions with phonons,
plasmons and the frequently pivotal role of disorder in condensed matter, we aimed at
development of a more generic method, capable of handling (at least to some extent)
the natural interactions of system. To meet this goal, we review the calculation of the
response function to an external arbitrary perturbation within the framework of non-
equilibrium formalism and diagrammatic analysis. Moreover, our results show that, by
considering an adiabatic coupling for the interaction the general response reduces to the
response determined by the standard methods. Furthermore, our results indicate that
different choices of coupling to radiation, can lead to different results for second and
higher order processes, §1.5. In the case of second order current response, our results
show significant differences between the results computed when considering the min-
imal coupling, i.e. the so-called velocity gauge, and the direct coupling, i.e. the length
gauge. The former neglects all contributions arising from mixed inter/intraband pro-
cesses. In the particular case of a two band systems, the current response computed in
minimal coupling is identically zero by parity symmetry. Whereas, the latter generates
a finite response for systems such as monolayer hBN.
Regarding the linear response in GNRs, our results show that strong and tunable
anisotropic optical absorption can be obtained with GNRs, by proper choice of ribbon’s
width and amplification of medium impedance. Quantitative analysis of GNR dichro-
ism forecasts a very high degree of polarization, ∼ 85%, taking into account the effects
disorder, which altogether make this an impressive result given the atomic thickness of
graphene. Given the current state of the art of techniques in precision patterning and
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growth of narrow GNRs, should be possible to build test devices operating in the THz
and infra-red bands, paving the way for working optical elements in the low energy
bands.
With respect to studies on the photocurrent generation in hexagonal lattices, our
studies show several interesting results. First, for all systems under consideration, the
dominant process involved in the generation of photocurrent involves both inter and
intraband transitions. Moreover, our results allow for a detailed characterization the ef-
fects caused by manipulation of several external and internal parameters, such as tem-
perature, chemical potential andmagnitude of the gap. Regarding doping, the effect on
monolayers is essentially Pauli blocking at photon energy ~ω = 2|µ|, with the tempera-
ture defining the sharpness of the effect. In bilayers, chemical doping opens secondary
channels for the photocurrent at the photon energies comparable to energy separation
between the two conduction (or valence) bands. In the case of BBG, results show that
the photocurrent is highly sensitive to the chemical potential. Furthermore, for pho-
ton energies comparable to separation between the two conduction bands, the photo-
current can be continuously tuned from a positive maximum at the charge neutrality,
down to zero inverting the current and for specific frequencies reaching an absolute
value comparable to the undoped system. This particular case might prove interesting
for applications in opto-electronics and other fields.
An important limitation, common to the studies on the linear response of GNRs and
on the photocurrent in honeycomb lattices, is the fact that both rely exclusively on the
intrinsic response of system without the presence of sources of scattering or other in-
teractions with the system. This deserves further attention and we plan to address it
in the near future. In the case of BBG, it is known that electrons in graphene couple
phonons in the substrate, introducing a mechanism capable of supporting momentum
transfer[135]. As regards hBN, ab-initio results indicate strong interactions with exci-
tons. On top of this, it is known that the effect of excitons changes significantly the linear
response and second harmonic generation on hBN and two dimensional materials [136,
137].
The above-mentioned limitations highlight the importance of generalizing the me-
thod of calculating the response to an external perturbation in the context of condensed
matter. Notwithstanding these limitations, these our results shed light on the intrinsic
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mechanisms responsible for the generation of linear and quadratic response.
With regards to the studies on the SOC, our results show that LPT provides and
alternative technique to determine the effective Hamiltonian for several systems, by
means of a projection in the an subspace of the original basis. The calculation of the
Hamiltonian buckled honeycomb highlights the potential of this technique to extract
information from an Hamiltonian that would otherwise only be useful for numerical
calculations. In spite of the interesting results obtained with this technique, it suffers
from several shortcomings. Particularly, the calculation of the inverse matrix ∆−1 and
respective powers. This introduces a daunting problem that cannot be easily solved.
On a final note, it is worth mentioning this thesis is accompanied by large body of
numerical and analytic calculations computed entirely or partially with support from
computational utilities. The challenges associated with these tasks provided the au-
thor with an opportunity to acquire an important set of skills in several programming
languages and software utilities.
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Appendix A
Auxiliary calculations for GNRs
A.1 Exact calculation of the optical conductivity tensor
The purpose of this appendix is to review the calculation of the optical conductivity
of GNRs. It begins with the evaluation of the energy dispersion of armchair nanorib-
bons, based on a plane wave basis expansion. It the proceeds with the calculation of the
velocity operator and terminates with the evaluation of the conductivity tensor matrix
elements.
A.1.1 Electronic properties of armchair GNRs
To study the effect of electronic confinement in graphene, we consider a system where
translation invariance is broken along a single direction. For the sake of clarity and
simplicity, we address confinement along one direction by considering a rectangular
ribbon of infinite length along the x-direction and finite width along the y-direction,
in figure A.1 we depict the real lattice representation for such system. The lattice is










































2. In the non-orthogonal
basis defined by mˆ and nˆ vectors, the nearest neighbour Hamiltonian for graphene
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Figure A.1: Depiction of an idealized armchair nanoribbon of finite width, i.e. finite number
of unit cells along the y-direction and infinite length along x-direction. The lattice primitive
vectors are a1 and a2, the lattice parameter a0 is the carbon-carbon distance and m and n are






+ |A,n,m〉〈B,n+ 1,m− 1|+ H.c.) , (A.2)
where we consider a wave function defined in a plane wave expansion over the two









Using this trial wave function, the Hamiltonian is cast into matrix form
H ≡
 E/t φ(q, k)
φ∗(q, k) E/t
 (A.4)




= φ(q, k)φ∗(q, k) = 1 + 4 cos(k − q/2) cos(q/2) + 4 cos2(k − q/2) . (A.5)
To address the particular case of GNRs, we consider a particular solution for the wave










A.1. Exact calculation of the optical conductivity tensor
with the finite boundary conditions
A0(k) = ANc+1(k) = B0(k) = BNc+1(k) = 0 . (A.7)
The above-mentioned boundary conditions quantize thewavevector along then-direction
as k` ≡ pi`/(Nc + 1) + q/2, where ` = 0, 1, . . . Nc. In turn, the wave function for GNRs







|A,m, n〉+ λe−iθ`(q)|B,m, n〉
]
, (A.8)
where the λ = ±1 encodes the band index and the phase difference between the two























Based on this results, we can proceed with the calculation of linear response.
A.1.2 The velocity operator
The evaluation of the Kubo-Greenwood formula [81] requires the explicit evaluation
of the velocity matrix elements. We compute the Hamiltonian by considering Heisem-







In the context of the honeycomb lattice, we represent the position operator as the sum
of the position operators for each sub-lattice R = RA + RB , with
RA = Rn|A,Rn〉〈A,Rn| ; RB =
(
Rn + δn
)|B,Rn + δi〉〈B,Rn+ δi| , (A.11)
whereRn represent the position of the nth unit cell and δi is a translation vector between







(δ2 − n)|A,m, n〉〈B,m, n− 1|+ δ2|A,m, n〉〈B,m, n|
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+ (δ2 + n−m)|A,m, n〉〈B,m− 1, n+ 1| −H.c.
]
. (A.12)
We evaluate the matrix elements for the velocity operator using the eigenvalues and
wave-functions computed in the previous section. The velocity matrix element along














− cos [θ`(q)]]δ`,`′ , (A.13)






















A.1.3 The optical conductivity tensor











~ω − [`,λ(q)− `′,λ′(q)]+ i0+ , (A.15)
where Ar = AWS(Nc− 1) is the ribbon area, f`,λ(q) is the Fermi distribution and `,λ(q)
is the energy dispersion. Note that the matrix elements for the velocity operator have
incompatible selection rules, namely δ`,`′ and 1 − (−1)`+`′ . Therefore, the off diagonal
matrix elements for the conductivity tensor are identically zero, i.e. σxy = σyx = 0.
In addition, we consider the limit of and infinitely long ribbon, hence the summation



















~ω − [`,λ(q)− `′,λ′(q)]+ i0+ . (A.16)
Given the nature of the integrand, we can compute the real of diagonal elements of
the conductivity tensor by means of the Plemelj theorem, i.e. limη→0+ f(x)/(x ± iη) =
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× δ[~ω − [`,λ(q)− `′,λ′] . (A.17)
To proceed with the integration over q, we consider the properties of the Dirac delta








where g(x0) = 0 and then evaluate explicitly the velocity matrix elements.
The longitudinal component along the x-direction

























3(Nc − 1), δfqx0 ,`0 = f`0,−(qx0 ) − f`0,+(qx0 ) and l0 is such
that qx0 = 2 arccos
[
(Ω/2)2 − 1− 4 cos2 (k`0)]/4 cos (k`0) ∈ R.
The longitudinal component along the y-direction
The derivation of Reσyy follows the same procedure, but the results are cumbersome

























] sin2 (k`1) sin2 (k`2)| sin(qy0/2)| ~ω
×






)∣∣∣cos (k`1)`2,qy0 + λλ′ cos (k`2)`1,qy0 ∣∣∣ , (A.19)






= nF (E`1,qy0 ,λ) − nF (E`2,qy0 ,λ′), and P`1,`2 =
1 − (−1)`1+`2 and qy0 = 2 arccos
[
(a2 − a1)Qb + Ω2(b1 + b2) ± Qc
]/
(b1 − b2)2 ∈ R with
Qc = 2
√
Ω4b1b2 + Ω2QbQa, Qb = b2 − b1, Qa = b1a2 − b2a1, ai = 1 + 4 cos2(k`i) and
bi = 4 cos(k`i).
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B.1 Jones’ calculus – quarter-wave plates
In this appendixwe review the propagation of light in devices relevant for photocurrent
experiments. The final goal is to clearly define the state of polarization of light incident
on the sample, by means of Jones’ calculus [47, 76, 139].
A standard experimental setup designed to generate monochromatic light use a
quarter-wave plates (retarder) to tune the state of polarization. In such setups, it is pos-
sible to precisely define and tune the polarization of light. Photocurrent measurements
typically rely on such setups to control the state of polarization of light [5, 58, 60]. The
basis configuration of this setup is depicted in figure 3.1, where the polarization state
of the light is controlled by the relative angle between the fast axis of the quarter-wave
plate and the polarization plane of the incident linearly In order to analyse the interac-
tion of light with a sample, it is paramount to properly characterize the propagation of
light through the device. Considering an ideal linear polariser, the light beam incident
at the quarter-wave plate is defined by







where the basis reads {es, ep, ev} , such that: ev defines the propagation direction, i.e.
κ = κev, ep is chosen such that ep × ev = es, and es defines the normal vector of the
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propagation plane. In addition, φi is the phase of each polarization and r the quotient
between Ep and Es. This defines the basis for the matrix representation used in “Jones’
calculus” [47, 76, 139]. Moreover, this basis is mapped to the Cartesian basis by the
following relations
es = sin(ζ)ex − cos(ζ)ey , (B.2a)
ep = cos(θ) cos(ζ)ex + cos(θ) sin(ζ)ey + sin(θ)ez , (B.2b)
ev = sin(θ) cos(ζ)ex + sin(θ) sin(ζ)ey − cos(θ)ez , (B.2c)
where θ and ζ are the polar and azimuthal angles. Using Jones’ calculus it can be shown
that effects of anisotropic materials can be mathematically represented by a matrices,
the so-called Jones matrices. Hence, the effect of a material on the polarization state
of light, is computed by simple matrix products, such as M |Ji〉 = |Jf 〉. Quarter-wave
plates have simple representations as Jones’ matrices. For instance, a quarter-wave plate





Rotating the the quarter-wave plate by an angle ϕ around the propagation direction ev







where s = sin(2ϕ)/
√
2 and p = −[cos(2ϕ)−i]/√2. Considering the purely “p” polarized






which projects in Cartesian coordinates as
E′ = E0
(





B.2. Quadratic combinations of the electric field
This defines the electric field incident on the sample, as a function of the geometric
alignment and as a function of the polarization state of light.
B.2 Quadratic combinations of the electric field
In this appendix we show the relevant quadratic combinations of the electric for the
analysis of the photocurrent in 2D materials. The electric field follows the definition














]− sin(2ζ) cos(θ) sin(4ϕ)




















































+ sin(2ζ) cos(θ) sin(4ϕ)/4


































and the non-vanishing antisymmetric terms are
ExωE
y
−ω − Ex−ωEyω = −iE20 sin(2ϕ) cos(θ)/2 , (B.8a)
ExωE
z
−ω − Ex−ωEzω = −iE20 sin(2ϕ) sin(ζ) sin(θ)/2 , (B.8b)
EyωE
z
−ω − Ey−ωEzω = iE20 sin(2ϕ) cos(ζ) sin(θ)/2 . (B.8c)
B.3 Quadratic response at arbitrary incidence
In this section we show the dependence of the photocurrent on an arbitrary incidence
configuration. The electric field is parametrized as a function of the polar (θ) and az-
imuthal (ζ) angles. In addition, we consider separately the symmetric and antisymmet-
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2(ζ) cos2(θ) cos2(2ϕ)− 2S113 sin(ζ) sin(θ) sin(4ϕ) + 2S123 sin(ζ) sin(2θ)×





cos2(θ)[cos(4ϕ) + 3] + cos(4ϕ)− 1)+ 2 cos(2ζ) cos(θ) sin(4ϕ))+
+ 2S123 cos(ζ) sin(θ) sin(4ϕ) + 2S123 sin(ζ) sin(2θ) + 2S122 sin
2(ζ) cos2(θ)
+ 8S122 cos
2(ζ) sin2(ϕ) cos2(ϕ) + S133 sin





cos2(ζ) cos2(θ)[cos(4ϕ) + 3]− sin(2ζ) cos(θ) sin(4ϕ) + 2 sin2(ζ) sin2(2ϕ)
)
+ 2S223 sin(ζ) sin(2θ) cos
2(2ϕ) + 2S222 sin
2(ζ) cos2(θ) cos2(2ϕ)− 2S213 sin(ζ) sin(θ)×
× sin(4ϕ) + 2S223 sin(ζ) sin(2θ) cos2(2ϕ) + S213 cos(ζ) sin(2θ)[cos(4ϕ) + 3]
+ S211
(






cos2(θ)[cos(4ϕ) + 3] + cos(4ϕ)− 1)+ 2 cos(2ζ) cos(θ) sin(4ϕ)]+
+ S222 sin(2ζ) cos(θ) sin(4ϕ) + 2S223 cos(ζ) sin(θ) sin(4ϕ) + 2S223 sin(ζ) sin(2θ)+
+ 2S222 sin
2(ζ) cos2(θ) + 8S222 cos
2(ζ) sin2(ϕ) cos2(ϕ) + S233 sin






cos2(ζ) cos2(θ)[cos(4ϕ) + 3]− sin(2ζ) cos(θ) sin(4ϕ) + 2 sin2(ζ) sin2(2ϕ)
)
+ 2S322 sin
2(ζ) cos2(θ) cos2(2ϕ)− 2S313 sin(ζ) sin(θ) sin(4ϕ) + 2S323 sin(ζ) sin(2θ)×





cos2(θ)[cos(4ϕ) + 3] + cos(4ϕ)− 1
)
+ 2 cos(2ζ) cos(θ) sin(4ϕ)
]
+ 2S323 cos(ζ) sin(θ) sin(4ϕ) + 2S323 sin(ζ) sin(2θ) + 2S322 sin
2(ζ) cos2(θ)
+ 8S322 cos
2(ζ) sin2(ϕ) cos2(ϕ) + S333 sin
2(θ)[cos(4ϕ) + 3] , (B.9c)





























B.4. Details on the numerical calculation
In addition to the elastic photocurrent generation, we also consider inelastic processes
such as photon drag. Due to the large number of independent elements on fourth-rank
tensor, 34−232−1 = 27, the complete symmetric contribution is too extensive for any








κˆ1A1113 + κˆ2A1213 + κˆ3A1313
]− cos(ζ) sin(θ)[κˆ1A1123













κˆ1A2113 + κˆ2A2213 + κˆ3A2313
]− cos(ζ) sin(θ)[κˆ1A2123













κˆ1A3113 + κˆ2A3213 + κˆ3A3313
]− cos(ζ) sin(θ)[κˆ1A3123




κˆ1A3112 + κˆ2A3212 + κˆ3A3312
])
. (B.11c)
The above-mentioned results were not computed by hand, instead we wrote a Math-
ematica notebooks to computed all elements. The respective notebooks, Rank3tensor.nb
and Rank4tensor.nb, can be found in the git repository graphenepccode, under commits
#8fa05fc6 and #3f60cdaf, respectively.
B.4 Details on the numerical calculation
Regarding the numerical integration, we useMathematica’s internal NIntegrate function
with the Local Adaptive method and require the integrals to converge to a relative vari-
ation δ = [10−5, 10−3]. The convergence test simply compares the relative difference
between two consecutive iterations. Hence, this can be prone an incorrect convergence.
By inspection it can be verified that the integrands are continuous complex functions
in the BZ, but exhibit very large variations in very small regions. These variations are
particularly strong in the vicinity of theK-point and at the propagator resonances. Due
the nature of the integrands, different initial samplings of the integration domain can
lead to different results. The selected method performs an automatic sampling, which
can be tuned by increasing minimum andmaximum number of recursions. Higher set-
ting generate a more refined sampling and more accurate estimate for the integral. All
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abrupt variation changes in the final result were tested with refined sampling to ensure
convergence of the integral.
In addition to tackling the problems associated with the numerical functions for
the product of matrix elements and the propagators, the integrand contains the Fermi
function (or its derivatives). A straightforward evaluation of the derivatives (particu-
larly the second order at low temperatures) can be challenging due to numerical un-
der/overflow problems. Fortunately, these can be sorted by converting exponential






































where inverse of the thermal energy β = kBT .
B.5 Dimensional analysis
In order to avoid confusion with the multiple definitions of non-linear tensors and re-
spective units, we identify systematically the dimension and units of the conductivity
















= S/m . (B.14)
In the particular case of a 2D system, the current density is defined as current per area,

















= S . (B.15)
The so-called universal OC of graphene, σ1 = pie2/(2h) [37], has dimensions of conduc-
tance and can be used as a “scale” for the 2D conductivity tensor. Proceeding to second











































The latter is compatible with the dimensionality of the constant σ2 introduced earlier in




















From the previous results, we identify the dimension and our choice of units for the
linear and quadratic conductivity tensors in 2D systems, σ1 = pie2/(2h) and σ2 =
e3a/(4γ0~). The second order scale, unlike the first order, is not a universal quantity
as it depends on the nearest neighbour hopping integral and distance.
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Appendix C
Tight-Binding parametrization
This appendix provides auxiliary data and results for the calculation of Hamiltonians
using TB method. The first and second section contain all relevant information for the
construction of the TBHamiltonians. The first section includes all relevant Slater–Koster
two centre integrals [115], whereas the second contains all hopping terms for the above-
mentioned Hamiltonians. The third section contains the relevant SOC for p and d or-
bitals. In the last section we present in details the some Hamiltonians, omitted from the
main text due to their large size.
C.1 Slater–Koster two centre integrals
Table C.1: SK two centre hopping integrals for s, p and d orbitals, adapted from [115]. To com-
pute the integrals not shown in the table follow the rules depicted in §4.3. The notation used is
this table is defined as follows: the hopping integrals between orbitals α and β are Eαβ ; Vαβγ
represents the minimal set of two-centre integrals, γ indicates the type of bond, i.e. σ, pi etc . . . ;
and finally the direction of the bond is defined by (l,m, n) = δn/|δn|




































l2 −m2)Vpdσ/2−m (1 + l2 −m2)Vpdpi
Continued on next page
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Table C.1 – continued from previous page





l2 −m2)Vpdσ/2− n (l2 −m2)Vpdpi
Ex,z2 l
[
n2 − (l2 +m2) /2]Vpdσ −√3 l n2Vpdpi
Ey,z2 m
[
n2 − (l2 +m2) /2]Vpdσ −√3mn2Vpdpi
Ez,z2 n
[




l2 +m2 − 4 l2m2)+ (n2 + l2m2)VddpiVddδ
Exy,yz 3 l m
2nVddσ + l n
(




1− 4 l2)Vddpi +mn (l2 − 1)Vddδ
Exy,x2−y2 l m
(
l2 −m2) (3Vddσ/2− 2Vddpi + Vddδ/2)
Eyz,x2−y2 3mn
(








l2 −m2)Vddσ/2 + n l v [1− 2 (l2 −m2)]Vddpi
+n l
[





































m2 − l2)Vddpi +√3 (1 + n2) (l2 −m2)Vddδ/4√
3
(
l2 −m2) [n2 − (l2 +m2) /2]Vddσ/2
Ez2,z2
[






C.2 Slater–Koster hopping terms
C.2.1 SK hopping terms for the honeycomb
Below we compute the Slater–hopping terms for the pi bands for the honeycomb lattice
with primitive (and reciprocal) lattice vectors defined in equations 3.15 and depicted in
figure 3.2a. In addition the nearest neighbour vectors read
δ1 = a
(√
3/2,−1/2, 0) , δ2 = a(0, 1, 0) , δ3 = −a(√3/2, 1/2, 0) . (C.1)
Therefore, the hopping terms read
φz,zδ (k) = Vpppi
[













φz,yzδ (k) = Vpdpi
[






C.2. Slater–Koster hopping terms




























Power series expansion up to linear order around the high symmetry point K
φz,zδ (q) = Vpppi (τqx + iqy) , (C.3a)
φz,zxδ (q) = Vpdpi (−3τi− iqx − τqy) , (C.3b)
φz,yzδ (q) = Vpdpi (3− τqx + iqy) , (C.3c)
φzx,zxδ (q) = Vddpi












(3τi+ iqx + τqy) , (C.3e)
φzy,zyδ (q) = Vddpi
(








where τ = ±1 distinguishes the Dirac cones and q = 3ak/2, such that |q| ∈ [−pi, pi].
C.2.2 SK hopping terms for the buckled honeycomb
Below, we show the set Slater-Koster hopping terms between atomic orbitals following
set {pz , s , px , py} for the buckled honeycomb lattice. The buckled honeycomb lattice
is defined by opposite vertical displacements of the A and B sublattices, with respect
to the pristine honeycomb lattice. Due to the particular nature of this deformation, the
in-plane projections of the lattice remain unchanged, apart from the redefinition of the
lattice constant, which becomes dependent on the buckling angle. Hence, the primitive



































where a′ = a cos(θ) and θ is the buckling angle, i.e. θ = 0 flat honeycomb. In addition,























n2 Vppσ + (1− n2 Vpppi)
] 3∑
j=1



























































m2j Vppσ + (1−m2j Vpppi)
]
eia(ljkx+mjky+njkz) , (C.6j)
whereE(j)α,β is the two centre SK integral between orbitalsα and βwith centres separated
by distance δj/
∣∣δj∣∣ = (lj ,mj , nj).
C.3 Calculation of 〈L · s〉α,β
In this section we present the detailed calculation of the matrix elements 〈L · s〉, evalu-
ated in a basis of atomic orbitals to be used in the TB calculations. We only compute the
matrix elements relevant for graphene, nevertheless the same procedure can be applied
to any other atomic orbital. To compute these matrix elements, we must first define our
eigenstates, which must take into account the angular momentum and spin degrees of
freedom. Since, these are independent, we can write the basis as the direct product of
the angular and spin components |ψ〉 = |Lα〉 ⊗ |sα〉. The natural basis for the angular
momentum state is |n, `,m`}, where n, ` andm` are the principal, angular andmagnetic
quantum, respectively. Indeed we only need ` andm` quantum numbers, therefore the
basis can be written as [117, 140]
|s〉 = |0, 0〉 , (C.7a)
134
C.3. Calculation of 〈L · s〉α,β
|pz〉 = |1, 0〉 , |px〉 = |1,−1〉 − |1, 1〉√
2
, |py〉 = i |1,−1〉+ |1, 1〉√
2
, (C.7b)
|dz2〉 = |2, 0〉 , (C.7c)
|dzx〉 = |2,−1〉 − |2, 1〉√
2
, |dyz〉 = i |2,−1〉+ |2, 1〉√
2
, (C.7d)
|dxy〉 = i |2,−2〉 − |2, 2〉√
2
, |dx2−y2〉 = |2,−2〉+ |2, 2〉√
2
, (C.7e)
The dot product L · s can expressed as function of angular momentum operators L±
andLz , by simply inverting the definition of angularmomentum ladder operatorsL± =
Lx + iLy. In this representation, the matrix elements of the dot product can be trivially
calculated using [141]
L2|`,m`〉 = ~ `(`+ 1)|`,m`〉 , (C.8a)
Lz|`,m`〉 = ~m`|`,m`〉 , (C.8b)
L±|`,m`〉 = ~
√
`(`+ 1)−m`(m` ± 1)|`,m` ± 1〉 . (C.8c)
Regarding the spin, the spin operator reads as
s = sxx + syy + szz , (C.9)
and just as the angular momentum, the spin operator can be expressed by sz and s±,
where si is the i-th Pauli matrix and s± = sx ± isy. The matrix elements of the spin
operators can be easily evaluated by recalling
s2|s,ms〉 = ~s(s+ 1)|s,ms〉 , (C.10a)
sz|s,ms〉 = ~ms|s,ms〉 , (C.10b)
s±|s,ms〉 = ~
√
s(s+ 1)−ms(ms ± 1)|s,ms ± 1〉 . (C.10c)
Therefore, the expectation value of the dot product reads









The expectation values for relevantmatrix elements for graphene can be found in tables
C.2 and C.4 (in both the spin degree of freedom is hidden in the Pauli matrices). In table
C.3, the matrix elements have been computed explicitly.
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Table C.2: Expectation values for the L · sα,β operator in the basis of 2p atomic orbitals. α, β are
the atomic orbital indices and sx, sy and sz are the spin operator projections.
α, β px py pz
px 0 isz sx
py −isz 0 −sy
pz sx −sy 0
Table C.3: Expectation values for the L · sα,β operator in the basis of 2p atomic orbitals and spin
up/down. α, β are the atomic orbital indices.

































C.4 Hamiltonians with spin component
This section contains large size Hamiltonians discussed in §4.5.1 to 4.5.3.
C.4.1 pi-bands




a†k,pz ,+ , b
†
k,pz ,+
, a†k,dzx,+ , b
†
k,dzx,+




a†k,pz ,− , b
†





















Table C.4: Expectation values for the L · sα,β operator in the basis 3d of atomic orbitals. α, β are
the atomic orbital indices and sx, sy and sz are the spin operator projections.








3isy 0 −isz isx −isy
dyz −
√
3isy isz 0 −isy −isx
dxy 0 −isx isy 0 2isz
dx2−y2 0 isy isx −2isz 0
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±iξd/2 φyz,zxδ d φyz,yzδ
φyz,zx−δ ±iξd/2 φyz,yz−δ d
 . (C.14c)
C.4.2 σ-bands




a†k,pz ,+ , b
†
k,pz ,+
, a†k,pz ,− , b
†

















, b†k,py ,+ , a
†














⊗ 1± , (C.17a)




0 0 0 0 0 0 ξp 0 0 0 iξp 0
0 0 0 0 0 0 0 ξp 0 0 0 iξp
0 0 0 0 ξp 0 0 0 −iξp 0 0 0
0 0 0 0 0 ξp 0 0 0 −iξp 0 0

, (C.17b)





where the dispersion of the s-bands is ignored
Hs = s14 , (C.17d)
but the coupling between s and px or py is taken into consideration
Hsp =

0 φs,xδ 0 0 0 φ
s,y
δ 0 0
φs,x−δ 0 0 0 φ
s,y
−δ 0 0 0
0 0 0 φs,xδ 0 0 0 φ
s,y
δ











p 0 0 0 iξp 0 0 0
0 p 0 0 0 iξp 0 0
0 0 p 0 0 0 −iξp 0
0 0 0 p 0 0 0 −iξp
−iξp 0 0 0 p 0 0 0
0 −iξp 0 0 0 p 0 0
0 0 iξp 0 0 0 p 0




Belowwe introduce in detail theHamiltonian under consideration in §4.5.3. The basis is
the same as the basis used for the σ-bondHamiltonian, equation C.15. TheHamiltonian





. Moreover, the distortion of the lattice requires







⊗ 1± ; Hz,p =

0 φz,xδ ξp 0 0 φ
z,y
δ iξp 0
φz,x−δ 0 0 ξp φ
z,y
δ 0 0 iξp
ξp 0 0 φ
z,x
δ −iξp φz,zδ 0 0















⊗ 1± ; Hsp =

0 φs,xδ 0 0 0 φ
s,y
δ 0 0
φs,x−δ 0 0 0 φ
s,y
−δ 0 0 0
0 0 0 φs,xδ 0 0 0 φ
s,y
δ











δ 0 0 iξp φ
x,y
δ 0 0
φx,x−δ p 0 0 φ
x,y
−δ iξp 0 0
0 0 p φ
x,x
δ 0 0 −iξp φx,yδ
0 0 φx,x−δ p 0 0 φ
x,y
−δ −iξp
−iξp φy,xδ 0 0 p φy,yδ 0 0
φy,x−δ −iξp 0 0 φy,y−δ p 0 0
0 0 iξp φ
y,x
δ 0 0 p φ
y,y
−δ
0 0 φy,x−δ iξp 0 0 φ
y,y
δ p

. (C.18d)
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