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Summary
The Applications of Malliavin calculus and white noise analysis in stock markets has
been well-known in the Mathematical Finance’s literature. But its application to
interest rate markets has been minimal. The aim of this work is to fill in this gap.
In recent years it has become clear that there are various applications of Malliavin
Calculus as far as the integration by parts formula is concerned. One of its successful
applications is to compute the Greeks (i.e., price sensitivities) of Financial derivatives
in stock markets. In fact, the exotic products created in interest rate markets are as
complicated as in the stock markets. Target Redemption Notes are one of the good
examples for this application due to their discontinuous payoff. In the first of this
thesis, we will provide two of its applications to the interest rate derivatives.
Fractional Brownian motion has been applied to describe the behavior to prices
of assets and volatilities in stock markets. The long range dependence self similarity
properties make this process a suitable model to describe these quantities. In interest
rate markets, we can also observe the same behavior. To model the bond prices
driven by Fractional Brownian, we apply the multi-dimensional Wick-Itoˆ integral as
it precludes arbitrage opportunities. This framework is particular useful if the market
is illiquid as the trader cannot really observe the true market price and he is forced
to quote the market price when his client is asking for it. We will demonstrate how
two financial problems can be solved under this model framework in the second of
this thesis.
A convertible bond has many of the same characteristics as an ordinary bond but
vii
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with the additional feature that the bond may, at any time of the owner’s choosing,
be exchanged for a specified asset. Moreover, it is also common that the issuer may
have the right to terminate the contract. In other words, this contract enables both
their buyer and seller to stop it at any time. It is in fact a subset of Game Options.
In Chapter 4, we are going to look at some of the properties of this derivative. We
will also consider the case when there is default risk involved. In the final chapter,
we suggest a method how to price this derivative when there is insider information.
Chapter 1
The interest rate markets model
framework
In this chapter we review the classical HJM model which captures the full dynamics of
the entire forward rate curve, while the short-rate models only capture the dynamics
of a point on the curve [10]. The key to these techniques is the recognition that the
drifts of the no-arbitrage evolution of certain variables can be expressed as functions
of their volatilities and the correlations among themselves. In other words, no drift
estimation is needed. The importance of the HJM model lies in the fact that virtually
any (exogenous term-structure) interest-rate model can be derived within such a
framework.
1.1 Introduction
Let W be a d -dimensional standard Brownian motion given on a filtered probability
space (Ω,F,P). As usual, the filtration F = FW is assumed to be right continuous
and P− completed version of the natural filtration of W . D. Heath, R.A. Jarrow and
A. Morton in their paper [10] assumed that, for a fixed maturity T ∈ [0,∞), the
1
2instantaneous forward rate f(t, T ) evolves, under a given measure, according to the
following diffusion process:
df(t, T ) = α(t, T )dt+ σ(t, T ) · dW (t), ∀t ∈ [0, T ], (1.1.1)
for a Borel-measurable function f(0, ·) : [0, T ]→ R, the market instantaneous forward
curve at time t = 0, and some functions α : C x Ω → Rd, σ : C x Ω → Rd where
C = {(u, t)|0 ≤ u ≤ t ≤ T}. Moreover for any maturity T, α(·, T ) and σ(·, T ) follow
adapted processes, such that
∫ T
0
|α(u, T )|du+ ∫ T
0
|σ(u, T )|2du <∞, P− a.s.
A zero coupon bond of maturity T is a financial security paying to its holder one
unit of cash at a pre-specified date T in the future. The price of a zero coupon bond
of maturity T at any instant t ≤ T will be denoted by P (t, T ); it is obvious that
P (T, T ) = 1. We will usually assume that, for any fixed maturity T , the bond price
P (·, T ) follows a strictly positive and adapted process on a filtered probability space
(Ω,F,P).
Moreover we have a one to one relationship between zero-bond prices and forward
rates
f(t, T ) =
−∂ lnP (t, T )
∂T




One can show that in order for the dynamics in (1.1.1) arbitrage free, the function
α cannot be arbitrarily chosen and it must have the following form under the risk
neutral measure Q




3The dynamics of f(t, T ) and P (t, T ) will then have the following forms under the
risk neutral measure,
f(t, T ) = f(0, T ) +
∫ t
0






σ(s, T ) · dW (s)









where r(t) is the instantaneous short term interest rate at time t, that is











σ(s, t) · dW (s)
(1.1.5)
Remark 1.1.1. The dynamics, dP (t, ·), in (1.1.4) is the process which will be modified
in Chapter 3 in order to capture the long dependence property that we have observed
in interest rate markets. In this paper, we do not consider the reparametrization
method which was proposed by Musiela. [17]It tackles the issues such as non-varying
state space and non-local state dependence which exist in the HJM framework. But
it will complicate the development of our model presented in Chapter 3.
1.2 Martingale Modelling
This section introduces how interest rate derivatives can be priced under the risk
neutral measure Q in the HJM framework. The Libor Market Model will also be
introduced at the end of this section which leads us to the Greeks computation in
Chapter 2 as delta and gamma are always defined in terms of the change of derivative
price due to a unit change of the forward Libor Rate.
4In the previous section, we mentioned that the condition (1.1.3) would guarantee
that arbitrage opportunities do not exit in the interest rate market. However, in order
to enable us to use the risk neutral method to price any interest rate derivatives, we
have to make sure that the market is complete. In fact such a risk neutral measure
Q is unique. We have the following proposition which states the conditions for the
uniqueness.
Proposition 1.2.1. The martingale measure is unique iff for each fixed t there exist
maturities T1, ..., Td such that the matrix D(t;T1, ..., Td)i,j := {σi(t, Tj)} is nonsingu-
lar.
Proof. See [7]
Under the risk neutral measure, the price of an option, pit(X) with final payoff, X







where B0(t) = exp
∫ t
0 r(s)ds is the saving account.
Next we define Forward Libor rates which can be considered as the underlying of
most of the interest rate derivative contracts.
Definition 1.2.1. The forward δ− period Libor rate for the future date T prevailing
at time t is L(t, T, T + δ)δ := P (t,T )
P (t,T+δ)
− 1 where δ > 0.





,then L(t, T, T + δ) is a QT+δ martingale
5Proof. By definition 1.2.1, L(t, T, T + δ) can be written as (P (t,T )−P (t,T+δ))
P (t,T+δ)δ
. Since
P (t, T ) and P (t, T + δ) are both tradable and any tradable divided by the numeraire,
P (t, T + δ), is a QT+δ martingale
Remark 1.2.1. Due to the above proposition and the dynamic of the bond price
in (1.1.4), we can assume that L(t, T, T + δ) takes the following form under QT+δ
martingale:
dL(t, T, T + δ) = σT (t)L(t, T, T + δ)dW (t) (1.2.2)
where σT is vector of some adapted process. If one starts the interest rate model
framework directly from (1.2.2), then we have the so-called Libor Market Model
[8]. By choosing a correct volatility structure and performing an effective calibration
method, this model would be exactly consistent with cap prices. One of the volatility
structures widely used by the practitioners is a stationary model with mean reversion,
i.e.,σT (t) = σ(T − t) = exp−a(T−t) for some constant a. Hence it fits at-the-money
caplets exactly with a piecewise constant function.
Chapter 2
Applications of Malliavin calculus
to Monte Carlo methods in pricing
interest rate derivatives
In this chapter we will apply Malliavin calculus in order to devise efficient Monte-
Carlo methods for interest rate derivatives. The exotic product that we use in our
examples are Target Redemption Notes and Callable Libor exotics. The payoff of
Target Redemption Note has digital-type discontinuities (its knocks out). As we
know that the simulation error is high for non-smooth payoffs, the application of
Malliavin calculus is used due to the possibilities of performing efficient Monte Carlo
Simulations to estimate Greeks. Callable Libor exotics is a class of interest rate
contracts that allows the termination of the underlying contracts consisting of fixed-
rate, floating-rate and option legs at some fixed dates. Using Monte Carlo Simulation
to compute the prices of these exotics will involve finding the conditional expectation.
The representation of the conditional expectation by using Malliavin calculus only




At the end of the first chapter, we introduced Forward Libor Model. It is the
workhorse of exotic interest rate modelling. Flexibility of its volatility specification
allows calibration to a wide range of market instruments, while controlling forward
evolution of the volatility structure. We will apply this model throughout this chap-
ter.
By the 1990s, structured interest rate products were well established. Demand
grew and grew, the product spewing forth from the dealers become a flood. Investors
are primarily interested in receiving a rate of return that is as high as possible, as
well as in an opportunity to express a view on future direction of interest rates. A
common way to increase the coupon paid to an investor has been to make the note
callable (Bermudan-style) by the issuer [32]. While offering an enhanced yield, this
feature was not necessarily liked by investors as they typically had no way of knowing
when the note would be called. Hence Target Redemption notes were introduced
where you invested your money for 10 years or until your interest received reached
some fixed amount.
Let us define Target Redemption notes formally. A Target Redemption note
is based on a tenor structure, a sequence of times spaced roughly equally apart,
0 < T0 < T1... < TN and δi = Ti+1 − Ti. The structured coupons are based on the
Libor rates. With the strike s > 0, it is defined as Cn(t) = (s − 2L(t, Tn, Tn+1))+
or (s − 2L(t, Tn, Tn+1)) observed at time Tn and paid at Tn+1. This is the coupon
promised to an investor. In return, a floating rate payment based on Libor rate is
made. The coupon fixed at time Tn is only paid if the sum of structured coupon up
8to (and not including) time Tn is below a total return R. The value of the note at




−11{Qn<R}Xn(Tn)] where Xn(t) = δn(Cn(t) − L(t, Tn, Tn+1))
Moreover Qn =
∑n−1
i=1 δiCi(Ti) and Q1 = 0.
Pricing this product in a forward model does not present major challenges. As
a purely path-dependent contract with no optimal exercise feature, a Monte Carlo
simulation is straight forward. However, its digital-type discontinuities (its knocks
out) would generate simulation error. The noise in the simulation can be controlled
relatively successfully by increasing the number of paths. Risk sensitivities, however,
are a different story. The number of path required to get a reasonable accurate
estimate of risk sensitivities of a payoff with digital discontinuities is very high. In [31],
Piterbarg introduced Smoothing by conditioning technique to improve the simulation.
In this chapter, we will see that we can apply another method which has already been
successfully applied in stock market derivatives.
92.2 Preliminary Malliavin Calculus
This section contains preliminary results that are needed in the constructive proof of
our theorem, given in the next section. The results presented here can be found in
[29] [3] [35].
Let {Wt, 0 ≤ t ≤ T} be an n-dimensional Brownian motion defined on a complete
probability space (Ω,F,P) and {Ft} is the augmentation with respect to P of the









where f ∈ Ψ(Rn). Ψ(Rn) denotes the set of infinitly differentiable and rapidly de-
creasing functions on Rn,i.e., the functions belong to the function space S(Rn) =
{f ∈ C∞(Rn)| supx∈Rn ‖ f ‖α,β< ∞ for all multi-indices α, β}, where C∞(Rn) is the
set of smooth functions from Rn to C, and ‖ f ‖α,β=‖ xαDβf ‖∞ . Here ‖ · ‖∞ is the
supremum norm. And h1, . . . , hn ∈ L2(Ω× R+). For F ∈ ζ
Definition 2.2.1. The Malliavin derivative DF of F is the stochastic process {DtF :









h1(s)dW (s), . . . ,
∫∞
0
hn(s)dW (s))hi(t), t ≥ 0 a.s.
















Then D1,2 denotes the Banach space which is the completion of ζ with respect to
the norm ‖‖1,2 . Moreover we have the chain rule for the derivative. Let φ : Rn → R
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be a continuously differentiable function with bounded partial derivative and F =







t ≥ 0 a.s.
The adjoint (divergence) operator D?, where D? : L2(Ω,Rn) → L2(Ω) is called
the Skorohod integral. We denote its domain as Dom(D?). Let C(u) be a positive







≤ C(u) ‖ φ ‖1,2 .








Moreover we also have the following formula which allows us to extract random
variables out of the Skorohod integral. Let F be an FT random variable which belongs





Let v be a smooth simple stochastic process, i.e.,




for some partition 0 = t0 < t1 < . . . < tN = T and vj ∈ S := {X ∈ L2;X =
F (W (t1), . . .W (tn) −W (tn−1) with F ∈ C2p(Rn))} for j = −1, . . . N − 1. Then we
11










And we define L1,2 as the closure of Sp. with respect to the above norm.
Finally we have these two important results [25] [16]
Theorem 2.2.1. Assume that f ∈ C1b , X ∈ D1,2, Y ∈ L2 and u ∈ L1,2 then we have
EP[f






Let u(t) := Y h(t)∫ T
0 h(s)DsXds
then it suffices to check the conditions stated in the
following lemma to show that u(t) ∈ L1,2
Lemma 2.2.2. Assume hat X ∈ D2,16 and 1∫ T
0 DsXds
∈ L16(Ω), Y ∈ D1,16 and h ∈ L1,16
Then u(t) defined above ∈ L1,2
Proof. See [25]
Let us denote H1 the space of L2 random variables such that DtX ∈ L2(Ω ×
(0, T ))N . We then assume that F and G are smooth in Malliavin sense. We thus as-




1. Then we have for any C1 function φ such that φ grows, say, at most linearly at
infinity and for any Heaviside-like function H(y) = 1y>0 + c with c ∈ R then we have
the following representation.
Theorem 2.2.3.
EQ[φ(F )|G = 0] =
EQ[φ(F )H(G)D







2.3 Application of Malliavin Calculus to Target
Redemption Note
Malliavin Calculus allows us to apply Integration by parts formula to compute the
sensitives of interest rate exotic products although this idea has been widely applied
to the stock derivatives. We are going to demonstrate it in this section by using
Target Redemption Note as an example.
In (1.2.2), we have specified the underlying forward Libor rate process dL(t, T, T+
δ) = σTL(t, T, T+δ)dW (t) under the martingaleQT+δ. In fact, once we have fixed this
measure in our model, the rest of the Libor rate processes can be derived by using
Radon-Nikodym derivative R˜(t) := dQ
i




where i is defined as any number taken in the set {i|i = 0.25N}.Then we have[33]
dL(t, T, T + δ) = σTL(t, T, T + δ)dW (t) (2.3.1)
dL(t, T−δ, T ) = − δσTL(t, T, T + δ)
(1 + δσTL(t, T, T + δ))
σT−δL(t, T−δ, T )dt+σT−δL(t, T−δ, T )dW (t)
(2.3.2)
Recall that Target redemption notes is a contract with the following cash flow at
Ti:
{1{Qi<R}Xn(Ti))}i
It is clear that the biggest contributor to the simulation noise is the first digital,
1{δC1(T1)<R}. The variance of the delta estimate can be reduced if we could apply
Integration by parts of Malliavin Calculus to remove the derivative of this first digital
inside the expectation. The next theorem demonstrates this but first we show the
following two propositions.
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Proposition 2.3.1. Dt(s− 2L(T1, T1, T2))+ = 2χ[−∞, s
2
](L(T1, T1, T2))DtL(T1, T1, T2)
Proof. Dt(s − 2L(T1, T1, T2))+ = Dt2( s2 − L(T1, T1, T2))+ Since the function f(x) =
( s
2
−x)+ is not differentiable at s
2
, we approximate f by C1 functions fn with the prop-
erty that fn(x) = f(x) for | x− s2 |≥ 1n and 0 ≤ f ′n(x) ≤ 1 for all x. Putting Fn(x) =
fn(L(T1, T1, T2)) then we getDt2F = limn→∞Dt2Fn = 2χ[−∞, s
2
](L(T1, T1, T2))DtL(T1, T1, T2)
Proposition 2.3.2. DtL(T1, T1, T2) = L(T1, T1, T2)σ1 if dL(t, T1, T2) = bσ1L(t, T1, T2)dt+
σ1L(t, T1, T2)dW (t) where b is a constant and t ≤ T1.






DtL(T1, T1, T2) = L(T1, T1, T2)Dt(σ1W (T1)) = L(T1, T1, T2)σ1
Theorem 2.3.3. Let us assume that the dimension of the Wiener process W in our
interest rate market is one , σi and αi in (2.3.1) are constants. Moreover we assume
that the Libor processes are smooth enough in the Mallivian sense that Y (t) ∈ D1,16
defined below for all t ≤ T1 and C1(T1) ∈ D2,16 If the strike price s is large enough
that L(T1, T1, T2) ≤ s2 a.s. QT3 ,then the delta (with respect to the first Libor rate,
dL(t, T1, T2)) of the present value of the second coupon of the Target redemption notes
at time 0 < t < T1 is
∂P (t, T3)
∂L(t, T1, T2)
EQT3 [1{δC1(T1)<R}δ(C2(T2)− L(T2, T2, T3))] + P (t, T3)A (2.3.3)
where









δ(C2(T2)− L(T2, T2, T3)) (2.3.5)
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Proof. First we fix the forward martingale measure QT3 . Then under this measure
the dynamic of L(t, T1, T2)) and L(t, T2, T3)) are
dL(t, T2, T3) = σ2L(t, T2, T3)dW (t) (2.3.6)
dL(t, T1, T2) = − α2σ2L(t, T2, T3)
(1 + α2σ2L(t, T2, T3))
σ1L(t, T1, T2)dt+ σ1L(t, T1, T2)dW (t) (2.3.7)
If we freeze the drift as suggested by Brace, Gatarek and Musiela [8], then
dL(t, T1, T2) = − α2σ2L(t0,T2,T3)(1+α2σ2L(t0,T2,T3))σ1L(t, T1, T2)dt+σ1L(t, T1, T2)dW (t) for some t0 < t.
Hence b := − α2σ2L(t0,T2,T3)
(1+α2σ2L(t0,T2,T3))
is a constant. Therefore dL(t, T1, T2) = bσ1L(t, T1, T2)dt+
σ1L(t, T1, T2)dW (t).
By using forward measureQT3 , the expected payoff can be written as P (t, T3)EQT3 [1{δC1(T1)<R}δ(C2(T2)−






















δ(C2(T2 − L(T2, T2, T3)))].
Let X = C1(T1) and Y (t) =
∂C1(T1)
∂L(t,T1,T2)
δ(C2(T2) − L(T2, T2, T3)) and we can apply












But Dt(C1(T1)) = Dt(s− 2L(T1, T1, T2))+ = 2 · 1[−∞, s
2
](L(T1, T1, T2))Dt(L(T1, T1, T2))
= 2 · 1[−∞, s
2




DvC1(T1)dv = 2 · 1[−∞, s
2
](L(T1, T1, T2))L(T1, T1, T2)σ1T1. Substitute∫ T1
0
DvC1(T1)dv into (2.3.4), then we have the result.
15
Hence we have shown in the above theorem that the derivative of the first digital
can be removed by applying Integration by parts of Malliavin Calculus.
16
2.4 Application of Malliavin Calculus to Callable
Libor Exotics
Throughout this section, we denote by (L(t); 0 ≤ t ≤ T ) as the set of forward Libor
processes and solution of the following SDE: {dL(t, Ti, Ti+1) = γiL(t, Ti, Ti+1)dt +
σiL(t, Ti, Ti+1)dWt; 0 ≤ t ≤ T, i = 1, ...., n} where (Wt; 0 ≤ t ≤ T ) is a Brownian
motion in R.
Callable Libor exotics is a class of interest rate contracts that allows the termi-
nation of the underlying contracts consisting of fixed-rate, floating-rate and option
legs at some fixed dates. Callable inverse floaters and callable range accruals are all
examples of callable Libor exotics. It is commonly agreed that these instruments are
best modelled using Forward Libor models. Valuating these type of Bermudan-style
in Monte-Carlo simulation is an established topics of research these days. [32]By
passing to discrete-time approximation, these option valuation problem is reduced to
a backward algorithm which requires to compare at each step the reward from termi-
nating the option to the expected reward from continuing. The main difficulty from
the numerical viewpoint lies in the computation of the expected reward conditional
on the actual information. In order to approximate the required conditional expecta-
tions, one can use the classical tools from non-regression methods in statistics. The
basis projection method consists in approximating the conditional expectation by the
orthogonal projection on some finite truncation of an orthonormal basis of L2, and
has been used in the the context of American options by Longstaff and Schwartz. [27]
To define callable Libor exotics formally, first we specify the underlying instrument
for the Bermudan-style option. The underlying instrument is a stream of payments
17
{Xi}N−1i=1 . Each Xi is determined at date Ti. The payment is made at date Ti+1.
A callable Libor exotics is a Bermudan-style option to terminate the underlying
instrument on any of the dates {Ti}N−1i=1 If the option is exercised at time Ti, then the
underlying contract no longer exists. A payment at time Ti is defined as a coupon
Ci minus a funding rate ( which is more likely to be the Libor rate L(Ti, Ti, Ti+1) ),
Xi = δi(Ci − L(Ti, Ti, Ti+1)).
Here we present a few examples of callable Libor exotics.
In a callable inverse floater, the coupon is a floating rate with a spread, capped
from above. If the cap is c and the spread is s, the i − th coupon, Ci is given by
Ci = min[L(Ti, Ti, Ti+1) + s, c]
In a callable range accrual, a payment is based on a number of days that a reference
rate is within a certain range. While the range observations are typically daily, for
notational simplicity we assume that there is only one range observation on the fixing
date. In particular, Ci = c1{L(Ti,Ti,Ti+1)∈[l,b]}. Here c is the fixed rate for a range accrual
payments, l is the lower range bound and b is the upper range bound.





















where τ stands for the set of all stopping times taking values on 0, ..., N − 1.
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In order to numerically evaluate the second term of the above equation, let us call
it Vt(Lt), we can apply the Bellman dynamic programming principle. [37] Hence the
solution can be found by working backward through the recursive equation below:
Vk4t(L(k4t) = max
(







where we have applied the discretization of the time interval [0, T ] into N steps and
assumed that time Tj is the next coupon payment date.
To compute the conditional expectation which appears on the above recursive
formula, we can apply Malliavin calculus to obtain a representation which does not
include the Dirac measure. To illustrate it, we will use callable inverse floater. And it
is sufficient to demonstrate how to find the representation of the following expression:
Theorem 2.4.1.
B0(t)EQ[B0(Ti+1)
−1min[L(Ti, Ti, Ti+1) + s, c]δ|L(t)]
can be represented as
= P (t, Ti+1)





)−Υ′H(L(t, Ti, Ti+1))L(Ti,Ti,Ti+1)L(t,Ti,Ti+1) ]






where Υ = min[L(Ti, Ti, Ti+1) + s, c]δ.
Proof. Under the QT i+1 measure,
B0(t)EQ[B0(Ti+1)
−1min[L(Ti, Ti, Ti+1) + s, c]δ|L(t)] = P (t, Ti+1)EQTi+1
[min[L(Ti, Ti, Ti+1) + s, c]δ|L(t)]
By (2.2.5), we have
P (t, Ti+1)EQTi+1 [min[L(Ti, Ti, Ti+1) + s, c]δ|L(t)]
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= P (t, Ti+1)





EQTi+1 [H(L(Tt, Ti, Ti+1))D?(u)]
(2.4.3)
where Υ = min[L(Ti, Ti, Ti+1) + s, c]δ
By Proposition 2.3.2, DtL(Ti, Ti, Ti+1) = L(Ti, Ti, Ti+1)σi. If we choose ut =
1
TDtL(t,Ti,Ti+1)
, then ut =
1
TL(t,Ti,Ti+1)σi




Finally, by substituting δ(u), ut and DtL(Ti, Ti, Ti+1) into (2.4.4), we have
= P (t, Ti+1)





)−Υ′H(L(t, Ti, Ti+1))L(Ti,Ti,Ti+1)L(t,Ti,Ti+1) ]







Applications of Fractional white
noise calculus to illiquid interest
rate markets
There have been empirical findings that long range dependence occurs not only lim-
ited to the stock, weather and energy markets. In fact, this property appears in
interest rate markets too. One of the natural way to capture this dependence is to
replace the standard Brownian motion by a fractional one when modelling the interest
rate dynamics. It is well-known that if one applies pathwise integration theory for
fractional Brownian motion, then an arbitrage opportunity can occur. In this paper,
we apply Wick-Ito type approach to define this integration as it can preclude no ar-
bitrage opportunity. We have noticed that there are criticisms about the economic
interpretation of this model. [34] One of them is how to interpret the underlying pro-
cess living in a stochastic distribution space. In fact , if we consider the application of
this model to illiquid interest rate market, the answer would be that the underlying
process which is modelled cannot be observed because of the illiquidity. Hence the




The existence of long path dependence property in interest rate markets has been
mentioned by a few authors [12], [9]. It is well known that fractional Brownian motion
is one of the good candidates for modelling this phenomena. Then the problem is
which integration to use. Since fractional Brownian motion is not a semi-martingale
nor a Markov process if H 6= 1
2
so the conventional Ito Calculus cannot be applied to
fractional Brownian motion. However , if H > 1
2
then the paths have zero quadratic
variation and it is therefore possible to define a pathwise integral. Typically the
expectation of such integrals is not 0 and hence such an integral will give arbitrage
in the financial markets.
In some recent papers [34], it is suggested that the Ito integral is replaced by the
Wick integral, and proofs have been presented that these fractional Black Scholes
models are free of arbitrage. But there are criticisms about the economic interpreta-
tion of this model. For example in [34], the authors point out that the Wick value
lacks economic meaning. Moreover, they proved that on some set Ω¯ there exists a
portfolio that contains a positive number of shares of the risky asset and zero amount
on the bank account has negative Wick Value.
However, one should think of the Wick product as a mathematical consequence
of the basic assumption that the observed value is the applying a test function to a
distribution process describing in a broad sense the value of a company. This way of
thinking stems from microcosmos (quantum mechanics), but it has been argued that
it is often a good description of macrocosmos situations as well. [30]
In the illiquid interest rate market, traders could hardly observe the market price.
This market price is analogous to the Schrodinger’s cat in quantum mechanics. So
22
the true market price would be brought out only when the trader (the observer)is
going to quote it.
In the next section we will review the machinery of fractional white noise anal-
ysis. Then in section 3.3 , we will construct the fractional interest rate markets.
Its construction is quite similar to the fractional Black Scholes stock markets. [19]
But it is a new concept to the interest rate markets and hence it deserves a rigorous
construction.
In the final section, we will look at two problems. The first one is related to
managing market risk exposure under this fractional interest rate markets framework.
For the non-fractional case, there is a paper which addresses this problem by using
Wiener Chaos expansion [15] and this inspires us to use this similar technique to deal
with this problem when under a different model framework. In the second problem,
we will demonstrate how a convexity adjustment with an approximated formula based
on a Wiener Chaos expansion can be derived. For the non-fractional case, [4] provides
a good description of this application to other interest rate models.
3.2 Preliminary Fractional White Noise Analysis
This section contains preliminary results that are needed in the construction of the
fractional interest rate markets, given in the next section. The results presented here
can be found in [5] and [19]
Let H = (H1, H2, ..., Hm) be an m-dimentional Hurst vector with components
Hi ∈ (12 , 1) for i = 1, 2, ...,m, and we let B(H)(t) = (B(H1)1 (t), ..., B(Hm)m (t)) be an m-
dimensional fractional Brownian motion with Hurst parameter H . Hence we have
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{| s |2Hi + | t |2Hi − | s− t |2Hi}δij. (3.2.1)
where E = Eµ denotes the expectation with respect to the probability law µ of B
H(·)
Let F = Fm,H∞ be the σ−algebra generated by {BHk (s, ·); s ∈ R, k = 1, 2, ...,m}.











(t, ω) is the Mallivian derivative of F with respect to ωk at (t, ω).
Let B = B(R) denote the Borel σ algebra on R . We can define the multi-










k (t) ∈ L2(µ)
for all B × F measurable processes f(t, ω) = (F1(t, ω), ..., Fm(t, ω)) ∈ Rm such that
‖ fk ‖L(1,2)φk <∞∀k = 1, 2, .......,m,
where
















k (t) is the one dimensional Wick- Ito Integral and can be




fk(ti)  (BHk (ti+1)−BHk (ti)) (3.2.4)
when 4ti = ti+1 − ti → 0, t1 < t2 < · · · < tN , N = 2, 3, ....








2 ) n = 0, 1, 2..., denote the Hermite polynomials and we
let ξn(x) = pi
−1




2 n = 1, 2..., be the Hermite functions.




Γ and we putHα(ω) = Hα1(ω1)···HαN (ωN) for α ∈ ΓN whereHαi(ω) = hαi1(〈ω, ξ1〉)hαi2(〈ω, ξ2〉)·
· · hαin(〈ω, ξn〉)
Also we have E[HαHβ] = 0 if α 6= β and E[H2α] = α!
Finally, if F =
∑
α∈ΓN aαHα(ω) and G =
∑
β∈ΓN bβHβ(ω), we define F  G as∑
α,β∈ΓN aαbβHα+β(ω)
Proposition 3.2.1. If f =
∑∞
k=1 akek ∈ L2φ(R) where {ak}∞k=1 = constant and















where Υ(N) denotes the set of all multi-indices α = (α1, .....αm) of nonnegative integers








































3.3 Fractional Interest Rate model
We start with our model which is specified by fixing a measurable space (Ω, µ) and
let (Ω1, µ1), ..., (ΩN , µN) be N copies of (Ω, µ). We put Ω = (Ω1 × · · · × ΩN), µ =
(µ1 ⊗ · · · ⊗ µN).
Then the N dimensional Fractional Brownian motion with Hurst vector H =
(H1, ....HN) is defined by B
(H)(t) = (B
(H)
1 (t), ..., B
(H)
N (t)).
And the filtration {Ft}t≥0 given by the augmentation of the filtration generated by
the Fractional Brownian process, such that we assume the dynamics of the discounted
Bond prices {P˜t(T )}t≥0 under the a risk neural measure Q˜ are given by dP˜ (t, T ) =
〈σT P˜ (t, T ), dBH(t)〉 where the stochastic integral is defined in the Wick-Ito sense as
mentioned in the previous session.
Definition 3.3.1. The total discounted wealth process V θ(t) corresponding to a
portfolio θ(t) of d discounted bonds with tenors T1, ..., Td in our model is defined by
V θ(t) =
∑d
i=1 θi(t)P˜ (t, Ti) And we call this portfolio Wick-Skorohod self-financing
if δθ(t) =
∑d
i=1 θi(t)  δP˜ (t, Ti)
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Definition 3.3.2. We call a portfolio θ(t) Wick-Skorohod admissible if it is Wick-
Skorohod self financing and
∑d
i=1 θi(t)  P˜ (t, Ti) is Skorohod integrable w.r.t BH(s)
Definition 3.3.3. A Wick-skorohod admissible portfolio θ(t) is called a strong arbi-
trage if the corresponding total discounted wealth process V θ(t) satisifes
V θ(t) = 0 V θ(t) ∈ L2(Q˜) and V θ(t) ≥ 0 a.s. P P[V θ(t) > 0] > 0.
Theorem 3.3.1. There is no strong arbitrage in the Wick-Skorohod fractional Inter-
est Rate Market.
Proof.











θi(s)  〈σTiP˜ (t, T ), dBH(t)〉.
Take expectation, then we have E[V θ(T )] = V θ(0).
Finally, we have to emphasis that P˜t(T ) in our model does not represent the
observed bond price. In illiquid interest markets, P˜t(T ) represents an unobservable
process that it has to be acted by a test function Ψ in order to be realized as an
observed price , i.e., Pˆt(T ) = 〈〈P˜t(T ),Ψ〉〉 where Ψ ∈ (S). The space (S) of fractional
Hida test functions can be described as the set of all ψ(ω) =
∑
a∈I aαHα(ω) ∈ L2(µφ)




α(2N)kα <∞ for all k ∈ N. Hence an unobservable price
, P˜t(T ) , which has many states will collapse into an observable value when the trader
quotes it.
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3.4 Managing Market Risk Exposure under Frac-
tional Interest Rate Markets
In this section, we will use the framework that we mentioned in the last section to
illustrate how we can select a portfolio of cash flows to hedge against an interest risk
exposure of a cash flow that we will receive at time U
To manage interest rate risk exposure, we can allocate the portfolio of assets and
liabilities to the standard buckets, i.e., with the standard times 0 < T1 < T2 <
T3.... < TN . Hence the portfolio of cash flows at various times are re-expressed as
a portfolio of cash flows at certain specified standard times. These specified times
usually correspond to the expiry dates of zero-coupon treasure bonds.
Without loss of generality , we assume that we have a liability of one dollar at
time U and the standard times be 0 < T1 < T2 < T3.... < TN And we want to consider
managing the exposure at time T < T1 , at which we will reconstruct our portfolio
again.
Let us denote the cash flows as bj for j = 1, 2, 3, ...N And we want that
P (T, U) ≈
N∑
j=1
bjP (T, Tj). (3.4.1)
We denote R(T ) = P(T,U) -
∑N
j=1 bjP (T, Tj). and we want to minimize EQ˜[R(T )
2]
We also assume that the fractional Brownian motion in our interest rate mar-
ket is one dimensional. We have dP˜ (t, U) = σU P˜ (t, U)δB
H(t). Hence P˜ (T, U) =
ξ(σUχ[0,T ])P˜ (0, U).
28
If we set f = σUχ[0,T ], then f =
∑∞
i=1(σUχ[0,T ], ei)ei.









Similarly we can get the expressions for P˜ (T, T1), ..., P˜ (T, TN)
Next, if we fix a value N˜ and only consider n numbers of α for the above Wiener-
Ito chaos expansion such the each α(i) in (α(1), α(2), .....α(n)) ≤ N˜ . Then we have






If we define R˜(T ) = R(T )
B(T )
,then























In fact, to minimize EQ˜[R(T )
2] is the same as to minimize EQ˜[R˜(T )
2]














If n = N and the inverse of the matrix B exists, then the optimal cash flows are
the solution of the following matrix equation :
A = BX where A = [P˜ (0, U)c
(1)
αTU
, ..., P˜ (0, U)c
(N)
αTU
]T B = N ×N matrix with
(i, j) entry as P˜ (0, Tj)c
(i)
αTj
and X = [b1, ..., bN ]
T which is our optimal cash flows.
Finally if matrix B is not invertible or n 6= N then we have no choice but to
minimize the equation (3.4.2).
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Hence we have demonstrated how to select a portfolio of cash flows to hedge
against an interest risk exposure under Fractional Interest rate model from the above
result.
3.5 Convexity Adjustment under Fractional Inter-
est Rate Markets
When the payoff of a derivative depends on an interest rate, it is common to include
a time lag of exactly the maturity of the rate between the reset and the payment
dates. This is termed the natural time lag. When the payoff of a derivative does not
incorporate a natural time lag, a convexity adjustment must be included. We will
develop a technique based on Wiener chaos expansion which we have encountered in
the previous section to compute this adjustment.
Constant maturity swap (CMS) rate has led to the development a variety of
derivatives and structured products. Such instruments are used in hedging and taking
position on the medium to long term portions of the yield curve, as well as the spread
between the interest rates at different points on the curve. These CMS products
are ranging from CMS swaptions, CMS spread swap to other even more complicated
exotic interest rate derivatives.
There has been extensive research on this topic [4] but we would like to demon-
strate how the convexity adjustment can be computed under the fractional interest
rate framework.
In a constant maturity swap the payment made on each payment date is calculated
using a CMS rate observed on the preceding date, the reset date. Then this CMS
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rate is exchanged for a fixed or a floating rate.
Definition 3.5.1. Let {T1, T2, ..., Tn} be the payment dates, then the swap rate at
time T is defined as yT =
P (T,T0)−P (T,Tn)∑n
i=1 P (T,Ti)
Definition 3.5.2. CMS rate, CMS(T ), is the expected value under the measure Q˜
at the payment time T of the swap rate yT
CMS(T ) = EQ˜(yT ) (3.5.1)
Finally we define the convexity adjustment as follows:
Definition 3.5.3. Convexity adjustment, CA(T ), is the difference the CMS rate and
the value today of the forward swap rate:












Remark 3.5.1. If the expected value under the measure Q˜ at the payment time T of
the swap rate yT = forward swap rate, convexity adjustment will be zero. But we
know that swap rate is only a martingale under the swap measure. Miscalculating
the value of the CMS derivatives will occur when the expected swap rate is simply
replaced by the forward swap rate. Hence the convexity adjustment plays a key role
in pricing CMS products.
For non-fractional models, there are few different techniques to compute the CMS
rate. One of the methods is by using linear swap rate model assumption. It is one of
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the most tractable methods. It assumes that the relationship between P (ti−1,ti)∑n
j=1 P (ti−1,ti−1+j)
and yti−1 is described by a function f .
Another method which is closely related to the one we use here is by Wiener
Chaos expansion. One of the key differences between [4] and this paper besides
different model frameworks is that the expansion we use here is the same as the one
we used before in the previous section while Wiener Integral type is used in their
papers.
Theorem 3.5.1.






























P (T, T0)− P (T, Tn)∑n










P˜ (T, T0)− P˜ (T, Tn)∑n
i=1 P˜ (T, Ti)
.
To approximate the above function, we fix a value N˜ and only consider k numbers of
α for the Wiener-Ito chaos expansion such the each α(i) in (α(1), α(2), .....α(n)) ≤ N˜ .
So we obtain the following approximations:
P˜ (T, T0)∑n
i=1 P˜ (T, Ti)














i=1 P˜ (T, Ti)





































Now the denominator can be written as:
1∑n


















Pick α(k+1) as the one with value (0, 0, ..., 0). Then we have
=
1∑n
i=1 P˜ (0, Ti) +
∑n









Let denote Ψ =
∑n









































where ε is the rest of the higher order terms from the expansion. Therefore P˜ (T,T0)∑n
i=1 P˜ (T,Ti)
can be further approximated into
























































































































))− PˆT0 − PˆTn
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Chapter 4
Convertible Bonds with Symmetric
Information
In this chapter we will prove some of the properties of Convertible bonds. Particularly,
we will look at those convertible bonds which can be called by the issuers and hence
we can treat them as game option as described in Kifer [24]. We will show that these
options will never be converted when the underlying stocks pay zero dividends and
also specify the condition(s) under which the perpetual convertibles bond will never
be called early by the issuers. Finally we will take default risk into consideration and
compute the upper and lower hedging prices of these options.
4.1 Introduction
A convertible bond has many of the same characteristics as an ordinary bond but with
the additional feature that the bond may, at any time of the owner’s choosing, be
exchanged for a specified asset. This exchange is called conversion. The convertible
bond on an underlying asset (with price S) returns Z, say, at time T unless at
some previous time the owner has converted the bond into γ of the underlying asset.
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Moreover, it is also common that the issuer may have the right to terminate the
contract. In other words, this contract enables both the buyer and seller to stop it at
any time. It is in fact a subset of Game or Israeli options which have been considered
in Kifer [24].
In Kifer’s paper, he considered the payoff process described by
R(σ, τ) = Xσ1σ<τ + Yτ1τ≤σ (4.1.1)
where
∞ > Xt ≥ Yt ≥ 0 (4.1.2)
are right continuous with left limit processes (RCLL), and σ and τ are the cancellation
and exercise times for the seller and buyer respectively. Denote ΠtT the set of stopping
times with respect to the filtration {Fu}0≤u≤T with values in [t, T ]. He showed the
fair price under the Black-Scholes framework of the above GCC (Game contingent
claim) equals to





Moreover, if the processes −Xt and Yt are upper semi-continuous from the left,
there exists a self-financing portfolio strategy pi? such hat (σ?, pi?) is a hedge against
this GCC and such a strategy is unique up to time σ? ∧ pi?.
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4.2 Some Properties of Convertible Bonds
For an American call option we know that it is never optimal to exercise it on a non-
dividend stock before the expiration date. We will demonstrate that, in fact, it is
also true for the case of a cancellable convertible option. Moreover, we want to show
that a perpetual cancellable convertible option will become a perpetual American
call option when the strike price that the seller has to pay in order to terminate the
option exceeds a certain value. These results are important as they form the basic
requirements to be met when one wants to verify the correctness of a pricing software
that is built by Quant developers.
Throughout the rest of the chapters, we assume that the underlying stock price
satisfies the following stochastic differential equation unless otherwise stated:
dSt = St[σdWt + (µ− d)dt] (4.2.1)
where Wt is the Wiener process and d is the continuous dividend. When d = 0, it
corresponds to a non-dividend paying stock.
Mathematically, the payoff of a cancellable convertible bond with face value = 1,
and redemption value F which is strictly bigger than this face value can be written
as the following:
max(γSσ, F )1σ<τ + γSτ1τ≤σ + max(max(γST , F ), 1)1τ=T,σ=T (4.2.2)
As it can be considered as a game option, so the fair value according to Kifer’s
paper, we have
37
Vt = essinfσ∈ΠtT esssupτ∈ΠtTEQ(exp
−r((σ∧τ∧T )−t)
(max(γSσ, F )1σ<τ + γSτ1τ≤σ + max(max(γST , F ), 1)1τ=T,σ=T )|Ft)
= esssupτ∈ΠtT essinfσ∈ΠtTEQ(exp
−r((σ∧τ∧T )−t)
(max(γSσ, F )1σ<τ + γSτ1τ≤σ + max(max(γST , F ), 1)1τ=T,σ=T )|Ft)
(4.2.3)
Moreover, we can decompose the above convertible bond into two components:
an underlying simple bond and a convertible option. The convertible option has the
following payoff:
MtT = max((γSσ − exp−r(T−σ))+, F − exp−r(T−σ))1σ<τ + (γSτ − exp−r(T−τ))+1τ≤σ
(4.2.4)
+ max((γST − 1)+, F − 1)1τ=T,σ=T
Remark 4.2.1. The inclusion of (..)+ in the above expression is to avoid a negative pay-
off for an option. exp−r(T−σ) and exp−r(T−τ) appeared above represent the remaining
values of the underlying simple bond when the option is cancelled or called.
Finally the fair price of this option is
Vt = essinfσ∈ΠtT esssupτ∈ΠtTEQ(exp
−r((σ∧τ∧T )−t)MtT |Ft)
= esssupτ∈ΠtT essinfσ∈ΠtTEQ(exp
−r((σ∧τ∧T )−t) MtT |Ft)
(4.2.5)
Next we prove the following theorem:
Theorem 4.2.1. With T < ∞ , assume that the stock pays no dividends, then a
cancellable convertible option need not be exercised before maturity, and its value is
the same as a cancellable simple option.
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Proof. Let Bt(σ) = exp
r(σ−t) Then







































− exp−r(T−t) is a martingale under Q and hence M2(k) is a sub-martingale
by Jensen’s inequality. Now we want to show that R˜(σ, k) is a sub-martingale with
respect to k too . For k = T and t ≤ s < T , we want to show that
EQ[R˜(σ, T )|Fs] = EQ[M11σ<T +M31σ=T |Fs]
≥M11σ<s +M2(s)1s≤σ
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Since M2(s)is a sub-martingale and M1 ≥M2(σ)












Next we consider the case when c < T . Hence we need to show that
EQ[R˜(σ, c)|Fs] = EQ[M11σ<c +M2(c)1c≤σ|Fs]
≥M11σ<s +M2(s)1s≤σ
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Since M2(s)is a sub-martingale, by using the same argument as above,we obtain
EQ[R˜(σ, c)|Fs] ≥M11σ<s +M2(s)1s≤σ Hence we can conclude that R˜(σ, k) is indeed
a sub-martingale with respect to k.
For each fixed stopping time σ and 0 ≤ t ≤ T , we have
EQ[R˜(σ, T )] ≥ EQ[R˜(σ, t)]
due to the sub-martingale property of R˜(σ, k) Hence we have
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EQ[R˜(σ, T )] = sup
0≤t≤T
EQ[R˜(σ, t)]
Then by applying optional sample theorem, we have





−r((σ∧T )−t) M˜tT |Ft)
where
M˜tT = max((γSσ − exp−r(T−σ))+, F − exp−r(T−σ))1σ<T
+ max((γST − 1)+, F − 1)1σ=T
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In Andreas E. Kyprianou’s paper [14], he showed that there exists a value δ? such
that when the penalty δ is bigger than or equal to this amount , then the writer
will not exercise perpetual Israeli δ− penalty put options. Israeli options are another
variant of the American option. These options give the option seller the ability to
cancel the option early - at the expense of a payment to the holder of the option whilst
maintaining the early exercise feature for the holder of the option. In this section, we
will show that there also exists a strike price such that the writer will never cancel
the perpetual Convertible Bond that he issues.
First, we state a result from McKean [28],who provides a closed form formula for
the perpetual American call option.
Theorem 4.2.2. Under the assumption σ > 0, d > 0 and r > d, the value process
for a perpetual American call option with strike q is given by
V AC(t;∞) = g(S(t)), 0 <∞,
where the function g is
g(x) = (b− q)(x
b
)η, if 0 < x < b,
= x− q, if x ≥ b








σ, and b := ηq
η−1 . Furthermore, g(S(0)) =
supτEQY (τ). The random time Hb := inf{t ≥ 0;S(t) ≥ b} attains this supremum.
Moreover 1 < η < r
r−d .
Proof. See [21]
Next we define the payoff function for the perpetual Cancellable Convertible op-
tion. As in the previous section, we can also decompose this perpetual Cancellable
Convertible bond into an underlying simple perpetual coupon bond and the associ-
ated option. As the fair value of a simple perpetual coupon bond has value C
r
where
C is the continuous coupon payment from the perpetual bond, hence we have the
payoff function of the cancellable convertible option as


















Hence the fair value of the above option at time t is
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Theorem 4.2.3. If F ≥ b i.e., b = ηq
η−1 , then the perpetual cancellable convertible
bond option is the same as a perpetual convertible bond option as the issuer will never
exercise it.
Proof. Without loss of generality, we assume the conversion factor γ = 1 in the proof
below. Define







)+|S0 = s] (4.2.8)
By Optimal stopping problem, we know that
{exp(−r(t ∧ τ ∗)V˜ AC(St∧τ?) : t ≥ 0} (4.2.9)
is a martingale where
τ ? = inf{t ≥ 0;St = b}
As the American call option can be exercised at any time, so we have
V˜ AC(s) ≥ (s− C
r
)+
On the other hand, we can show that
V˜ AC(s) ≤ max((s− C
r
)+, (F − C
r
))
if we set F ≥ b. It is due to Theorem 4.2.2 that V˜ AC(s) = s − C
r
when s ≥ b and
equals to a value which is less than b − C
r





maximum value b− C
r
when s approaches b−.
So therefore we can combine the inequalities and get
(s− C
r
)+ ≤ V˜ AC(s) ≤ max((s− C
r
)+, (F − C
r
)) (4.2.10)
To complete the remaining proof, we can apply the similar arguments as in An-
dreas E. Kyprianou’s paper [14] to below
By martingale property as mentioned in equation 1.2.9, we have
V˜ AC(s) = EQ[exp(−r(t ∧ τ ∗)V˜ AC(St∧τ?)]
Now we apply Optimal stopping theorem. For each σ ∈ Π0∞, we have
V˜ AC(s) = EQ[exp(−r(σ ∧ τ ∗)V˜ AC(Sσ∧τ?)]
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As the above equality is true for any σ ∈ Π0∞, we have
V˜ AC(s) = inf
σ∈Π0∞
EQ[exp(−r(σ ∧ τ ∗)V˜ AC(Sσ∧τ?)]
Since
EQ[exp(−r(σ∧τ ∗)V˜ AC(Sσ∧τ?)] = EQ[exp(−r(σ∧τ ∗)(V˜ AC(Sσ)1σ<τ?+(Sτ?−C
r
)+1σ≥τ?)]
We can apply inequality 4.2.2 and get
EQ[exp(−r(σ ∧ τ ∗)V˜ AC(Sσ∧τ?)] ≤ EQ[exp(−r(σ ∧ τ ∗)(max((Sσ − C
r
)+, (F − C
r
))1σ<τ?




V˜ AC(s) ≤ inf
σ∈Π0∞
EQ[exp(−r(σ ∧ τ ∗)(max((Sσ − C
r
)+, (F − C
r
))1σ<τ?







EQ[exp(−r(σ ∧ τ)(max((Sσ − C
r
)+, (F − C
r
))1σ<τ
+ (Sτ − C
r
)+1σ≥τ )]
And one can recognize that the last expression above is the fair price of the
Cancellable convertible option.





EQ[exp(−r(σ ∧ τ)(max((Sσ − C
r
)+, (F − C
r











4.3 Convertible Bonds with Counterparty Risks
In this section, we will consider defaultable convertible bonds. Default is now per-
meating the valuation of derivatives in any area. Whenever a derivative is traded
over the counter, the default risk of the counterparty should, in principle, enter the
valuation. Recently, regulatory institutions insist on the need to include this kind
of risk in the pricing paradigm. Counterparty risk is the risk that the counterparty
owing some payments default.
Mathematically, default is represented by means of the default time . The default
time typically denoted by ς, is a random time that can be modelled in several ways.
Reduced form models are most commonly used. It describes default by means of
exogenous jump process, the default time ς is the first jump time of an important
kind of stochastic process, the Poisson process. This Poisson can have deterministic or
stochastic intensity. The latter one is a Cox process(i.e., a doubly stochastic Poisson
process) with a random intensity {λt}t≥0 depending on a finite dimensional stochastic
process.
For example, suppose the default time ς is the first jump of a Poisson process with
intensity {λt}t≥0, i.e. the time inhomogeneous Poisson process. Then the risk neutral
default probability Q of defaulting in next dt conditional on there being no default
before time t is
Q(ς ∈ [t, t+ dt]|ς > t) = λ(t)dt





It is well known that this Hazard function at jump time ς is exponential dis-
tributed. i.e Λ(ς) := ξ ∼ exponential random variable. By inversion, then we have
ς = Λ−1(ξ) Then it implies that the survival probability at t is Q(ς > t) = Q(Λ(ς) >
Λ(t)) = Q(ξ > Λ(t)) = exp−
∫ t
0 λ(s)ds as Q(ξ ≤ x) = 1− exp−x. Finally, the price of a
defaultable zero coupon bond is simple
EQ[exp
− ∫ T0 r(s)ds 1ς>T ] = EQ[exp− ∫ T0 r(s)+λ(s)ds]
where r(s) is the short interest rate.
However, so far we have not mentioned under which filtration should the above risk
neutral expectation be computed. In fact, the filtration that we should consider is an
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enlargement of the filtration generated by the stock prices, Ft. We denote it Gt ⊇ Ft.
This Gt contains the information of the default status at or before time t. There are
few different ways to define this enlarged filtration depending on the problems we are
considering[36]. For example, we have progressive filtration G˜t defined as
G˜t := {B ∈ G˜∞|∃Bt ∈ Ft : B ∩ {t < ς} = Bt ∩ {t < ς}}.
Then this filtration will satisfy the usual hypothesis that makes ς into a stopping
time. Moreover, it is right continuous. The second one is so called, Minimal filtration,
which we are going to use in the rest of this chapter. It is defined as
Gt := Ft ∨ σ(t ∧ ς) = Ft ∨ σ({ς ≤ s}|s ≤ t). (4.3.1)
Now let us define the payoff function of a defaultable cancellable convertible op-
tion. It can be written as:
M̂tT = [max((γSσ − exp−r(T−σ))+, F − exp−r(T−σ))1σ<τ + (γSτ − exp−r(T−τ))+1τ≤σ
(4.3.2)
+ max((γST − 1)+, F − 1)1τ=T,σ=T ]1ς>(T∧σ∧τ)
Finally the fair price of this option is
Vt = essinfσ∈ΠtT esssupτ∈ΠtTEQ(exp
−r((σ∧τ∧T )−t) M̂tT |Gt)
= esssupτ∈ΠtT essinfσ∈ΠtTEQ(exp
−r((σ∧τ∧T )−t) M̂tT |Gt)
(4.3.3)
Remark 4.3.1. In the above definition, we assume that the recovery rate or value
is zero. If this is not the case, then we can simply add an extra term R¯1ς≤(T∧σ∧τ)
to M̂tT . It means that the holder of this option can receive a fixed amount R¯ if
default happens before or at the time that (s)he exercises this option, or it has been
terminated by the issuer.
In credit derivatives, there is also a well-known formula called ”The filtration
Switching formula”. By applying this formula, one can switch the above expectation
under filtration Gt into the smaller filtration Ft. The benefit of using this formula
is that it is easier to compute the expectation under Ft for some payoff functions.
We prove below the stopping time version of this formula which is suitable for the
computation of the cancellable convertible option.
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Theorem 4.3.1. For any Ft− adapted (t, ω) measuable process X(t) = X(t, ω); t ∈
[0, T ], ω ∈ Ω, we have
EQ[1ς>(T∧σ∧τ)X(τ ∧ σ ∧ T )|Gt] = 1ς>tQ(ς > t|Ft)EQ[1ς>(T∧σ∧τ)X(τ ∧ σ ∧ T )|Ft] (4.3.4)
where σ and τ are the two stopping times ∈ ΠtT and ς is the default time.
Proof.
EQ[1ς>(T∧σ∧τ)X(τ ∧ σ ∧ T )|Gt] = EQ[1ς>t1ς>(T∧σ∧τ)X(τ ∧ σ ∧ T )|Gt]
= 1ς>tEQ[1ς>(T∧σ∧τ)X(τ ∧ σ ∧ T )|Gt]
= 1ς>tEQ[1ς>(T∧σ∧τ)X(τ ∧ σ ∧ T )|Ft, σˆ((ς ≤ u), u ≤ t)]
= 1ς>tEQ[1ς>(T∧σ∧τ)X(τ ∧ σ ∧ T )|Ft, {ς > t}]
=
1ς>t
Q(ς > t|Ft)EQ[1ς>t1ς>(T∧σ∧τ)X(τ ∧ σ ∧ T )|Ft]
=
1ς>t
Q(ς > t|Ft)EQ[1ς>(T∧σ∧τ)X(τ ∧ σ ∧ T )|Ft]
To avoid any confusion, we have used σˆ(.) to denote the sigma algebra instead of σ(.).
The fourth equality is due to the fact that the only information required to compute
1ς>(T∧σ∧τ)X(τ ∧ σ ∧T ) is by knowing that if the default has happened or not at time
t. The fifth equality is due to the definition of conditional expectation with respect
to {ς > t}
Finally, we can apply the above result to the pricing of cancellable convertible
bond and hence the following corollary
Corollary 4.3.2. The fair price of the defaultable cancellable convertible bond can be
re-written as
Vt = essinfσ∈ΠtT esssupτ∈ΠtT
1ς>t
Q(ς > t|Ft)EQ(exp




−r((σ∧τ∧T )−t) M̂tT |Ft)
(4.3.5)
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On the above development, we actually have implicitly assumed that the exoge-
nous default risk can be hedged, and that is why we can compute the expectation
under a unique risk equivalent (local) martingale measure(EMM) or the so-called risk
neutral measure. But in reality, there are lot of cases that that this default risk cannot
be hedged.
In the convertible bonds world, it is very common that the convertible bonds are
synthetically created. It means that the issuer A who issues these convertible bonds
may not be the same company of the underlying stocks that the holder can convert
if s(he) exercises his/her right. Let us call it company B. Synthetic convertibles
exist today on a larger scale than ever before and are usually issued by investment
bankers. So the bankers may only own a stake in this company. Now the holders of
these convertibles face two default risks, namely from the company B and the issuer
A. In this section, we only consider the latter one. So the default time ς of issuer A
by means of the first jump of the Poisson process will be independent of the {St}t≥0
which described the stock price of company B. Moreover, the credit derivatives which
are available to hedge the default risk of issuer B are usually none. Hence we are
facing the problem of incomplete hedging.
In Pierre Collin and Julien [13], they investigated the presence of extraneous
risks in the European Contingent claim markets. Default risk is a particular kind of
extraneous risks. Here below we are going to work on the defaultable convertibles
problem based on their framework. So let us first recall some of the key definitions
and results in their papers.
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Let us assume that the stock price {St}0≤t≤T to be a semi-martingale living on
a probability space (Ω,G,G,P) where the filtration G := (Gt)t≤T satisfies the usual
conditions of right continuity and completion.
Definition 4.3.1. A probability measure R is called an equivalent martingale mea-
sure if it is equivalent to the objective probability measure on GT and if the stock
price process is a (G,R) local martingale.
Definition 4.3.2. M :=the family of equivalent martingale measures defined above.
We assume that M 6= ∅.
Definition 4.3.3. F := (Ft)t≤T is the usual augmentation of the filtration generated
by the stock price process and take this as our reference filtration.
Now we make the following assumption:
There exists a unique equivalent probability measure Q whose density is measur-
able with respect to F and which the price process of the stock becomes an F− local
martingale.
Definition 4.3.4. A self financing portfolio is defined as a pair (x,H) where x ∈ R
represents the initial capital and H is a G− predictable and S− integrable process
specifying the number of shares in the portfolio.
Definition 4.3.5. The value process X of a self financing portfolio evolves in time as
the stochastic integral of the predictable process H with respect to the stock price as
Xt := x+ (H · S)t = x+
∫ t
0
HsdSs, t ∈ [0, T ].
Definition 4.3.6. A process X is said to be admissible if it is the value process of a
self financing trading strategy and is almost surely non-negative.
Remark 4.3.2. In [13], the authors also define the acceptable value process. But it is
not required for the problem we are interested in this section .
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Definition 4.3.7. A contingent claim is an element of the space L0 := L0(Ω,GT ).
i.e, the space of all G− measurable real valued functions.
In Pierre Collin and Julien’s papers they proved that a probability measure R
is an equivalent martingale measure if and only if it coincides with the probability
measure Q on F and has the property that every (F,R)− local martingale is a (G,R)−
local martingale. Moreover they showed that the upper(lower) hedging prices of a
European contingent claim B with −D ≤ B(B ≤ D) for some positive random
variable D are supR∈M(D) ER[B](infR∈M(D) ER[B]), where M(D) represents a subset
of equivalent probability measures M such that the maximal admissible process of
D is a (G,R)− martingale. Furthermore, they proved the following result which is in
our interests in this section.
Proposition 4.3.3. By assuming that (1)Gt := Ft∨σ(t∧ ς) = Ft∨σ({ς ≤ s}|s ≤ t).
(2) The stock price does not jump at time ς. (3)(F,P)− local martingales is a (G,P)−
local martingales (4)The (G,Q)− compensator At0 of 1ς≤t is such that expA0T ∈ L1(Q),
then the upper and lower hedging prices with the payoff process B := 1ς>TA+ 1ς≤TC.,
where A and B are some non-negative FT measurable random variables, are EQ[A]
and EQ[B] respectively.
Proof. See Proposition 5 in [13].
So the problem that they are dealing with is quite similar to ours except that (1)
we are dealing with a game option. (2) we know that the default time ς is. i.e.,the
first jump time of a time homogeneous Poisson process. (3)The payoff is zero when
the default happens in our case. Because of (2), we do not have to define the enlarged
filtration Gt as the same as the one they used in their papers. We will use a bigger
filtration but without affecting the payoff process as shown in our proof below. Before







where Lt is defined in R(τ, σ) = Lτ1τ≤σ +Uσ1σ≤τ . Then the upper and lower hedging
prices are
hup = essinfσ∈Π0T esssupτ∈Π0T esssupQ∈MeEQ[R(τ, σ)]
= esssupτ∈Π0T esssupQ∈Meessinfσ∈Π0TEQ[R(τ, σ)]
hdown = esssupτ∈Π0T essinfσ∈Π0T essinfQ∈MeEQ[R(τ, σ)]
= essinfσ∈Π0T essinfQ∈Meesssupτ∈Π0TEQ[R(τ, σ)]
If L has no negative and U no positive jumps, then the supremum over all τ ∈ Π0T
and the σ ∈ Π0T are attained.
Proof. [22].
Now we are going to show a game option’s version of proposition 4.3.3 in the
following theorem.
Theorem 4.3.5. By assuming that (1)Gt := Ft ∨ σ(t ∧ ς) = Ft ∨ σ({ς ≤ s}|s ≤ t).
(2) The underlying stock price process follows equation 4.21 (3)The default time ς is
the first jump time of a time homogeneous Poisson process which is independent of
the stock price process {St}0≤t≤T , then for the upper hedging price, we have




And for the lower hedging price, we have
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hdown := esssupτ∈Π0T essinfσ∈Π0T essinfR∈MeER[exp
−r((σ∧τ∧T ))M0T1ς>(T∧σ∧τ)]
= 0.
where M0T is defined as in equation 4.2.4 and the set of equivalent martingale
measures R ∈Me is as defined in definition 4.3.1.
Remark 4.3.3. In [22], the set of equivalent martingale measures R ∈ Me is defined
as the set
Me := {R ∼ P|{St}0≤t≤T = R− σmartingale}
If one restricts the equivalent measures to be living in this set, then it is equivalent
to the condition of no free lunch with vanishing risk(NFLVR) for a general process
St. Since the process St. that we are considering in this chapter is locally bounded,
R− σ martingales can be replaced by the R− martingale measures.
Proof. First, let us denote P as the objective probability measure. Then we know







udu) , where γt =
r−(µ−d)
σ
, it defines a equivalent




P -a.s. ηt is strictly positive and uniformly integrable (F,P) martingale with ex-
pectation of 1. Under this measure Q, the stock price process St is a martingale.
Next let us define another filtration Gˆt := Ft ∨ σ({Ns}|0 ≤ s ≤ t) which is larger
than Gt = Ft ∨ σ({ς ≤ s}|s ≤ t). And obviously, Gˆt ⊇ Gt. For ν > −1, consider
the stochastic exponential process ξ(ν(N − λt))(t). It is well know that it equals to
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η¯νt := exp
ln(1+ν)Nt−λνt . Moreover it is also a (Gˆ,P) positive martingale with expecta-






for each ν > −1. Then they form the equivalent martingale measures such that they
are equivalent to the objective probability measure on GˆT ⊇ GT and the stock price
process is a (Gˆ, Pˆν) local martingale under this measure, therefore the definition 4.3.1
is satisfied.
Next we are going to show that the condition esssupPˆν∈MeEPˆν [supt∈[0,T ] Lt] <∞. is




− exp−rT )+1ς>t. Without loss of generality, let us assume dividend d and
conversion factor γ are zeros. So for each Pˆν , EPˆν [supt∈[0,T ] Lt] ≤ EPˆν [supt∈[0,T ] StB0(t) ]
But St
B0(t)




. We know that St
B0(t)
is a square integrable martingale under Q by
the definition of our process St. Hence EQ[supt∈[0,T ]
St
B0(t)
] ≤ EQ[supt∈[0,T ] | StB0(t) |2] ≤
4EQ[| StB0(t) |2] <∞
Now for each fixed τ ,σ and Pˆν , we have
EPˆν [exp





−r((σ∧τ∧T ))M0T1ς>(T∧σ∧τ)η(T∧σ∧τ) exp−λν(σ∧τ∧T )]
≤ EP[exp−r((σ∧τ∧T ))M0T exp−λν(σ∧τ∧T )]
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−r((σ∧τ∧T ))M0T1ς>(T∧σ∧τ)] ≤ lim
ν→∞
EP[exp
−r((σ∧τ∧T )) M0T exp−λν(σ∧τ∧T )] = 0.
But the other hand, EPˆν [exp
−r((σ∧τ∧T ))M0T1ς>(T∧σ∧τ)] is always bigger than zero.
Hence the lower hedging price must be zero.
For the Upper hedging price, we start from the third equality above
EPˆν [exp







But EP[1ς>(T∧σ∧τ)|F(T∧σ∧τ)] = P (N(T∧σ∧τ) = 0|F(T∧σ∧τ)). On the hand, the Pois-
son process is independent of the filtration F(T∧σ∧τ) and we know that the probability
that a Poisson process has value 0 at time t is exp−λt, hence we have:
EPˆν [exp
−r((σ∧τ∧T ))M0T1ς>(T∧σ∧τ)] = EP[exp−r((σ∧τ∧T ))M0Tη(T∧σ∧τ) exp−λ(σ∧τ∧T )(1+ν)].




−r((σ∧τ∧T ))M0T1ς>(T∧σ∧τ)] ≥ lim
ν→−1
EP[exp




−r(σ∧τ∧T ) M0T ].
But on the other hand, the default price can never be bigger than the non-default
one. Hence we obtain the strict equality. Finally, we can take the essinfσ∈Π0T and
esssupτ∈Π0T above to achieve our result.
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Hence we have shown that the upper and lower hedging price of a defaultable game




In the previous chapter, we have assumed that all the investors are sharing the same
information. Hence the buyer and seller can find an agreed price for the financial
derivative instruments. But in reality, it is not always the case. By using convertible
bonds as an example, the issuers surely know their company’s financial and economic
situation much better than the outsiders, although this hidden information somehow
will be available to the public in the future. So it is important to find a pricing method
for these convertible bonds before the announcement of this hidden information from
the issuer’s point of view if the asymmetric information exists, and this forms the key
purpose of this chapter. Moreover, it has been proved that if there is no arbitrage
opportunity for the insider, then the fair price of the European Contingent claims
will be the same as the case as if there is symmetric information. In this chapter, we
will prove that it is also the case for the American type options and the European
options when there is stochastic dividend.
5.1 Introduction
In recent years, the study of mathematical models of financial security markets with
agents on different information levels has been intensifying. Kyle [1] considered a
sequential auction trading model in discrete time with a risk-neutral insider, a noise
trader and a competitive risk neutral market marker and he showed that a equi-
librium model can be obtained if the market marker’s pricing rule is rational given
the cumulative order flow, and if the risk neutral insider will maximize her expected
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terminal wealth given this pricing rule.
In Amendinger’s thesis [2], he assumed that the ordinary investors with the public
information FT = (Ft)t∈[0,T ] do not have arbitrage opportunities in the sense that
there exists a probability measure Q ∼ P on (Ω,FT ) such that stock price St is a
local (QFT ,FT ) martingale. And let ZFT be the corresponding process. He denoted
the initially enlarged filtration by Gt := Ft ∨σ(G) where G is a random variable with
values in a Polish space (X, χ). Furthermore he assumed that the regular conditional
distribution of G given Ft, t ∈ [0, T ], is equivalent to the law of G for P− almost all
ω ∈ Ω, i.e.
P[G ∈ ·|Ft](ω) ∼ P[G ∈ ·] (5.1.1)
for all t ∈ [0, T ] and P− a.a. ω ∈ Ω. If we denote px, where x ∈ X, as the conditional
density process of the above likelihood ratio, then we have
P [G ∈ B|Ft](ω) =
∫
B
px(t)P[G ∈ dx] (5.1.2)
where B ∈ χ.
Under this framework, let us point out a few important results that he derived
below:





is a (P,GT ) martingale and it defines the so-called martingale preserving







where A ∈ GT . The σ− algebra FT and σ(G) become independent under QGT
and QFT = QGT on (Ω,FT ). Hence any (local) (QFT ,FT )− martingale is a
(local)(QGT ,GT )− martingale on [0, T ]
3. If τ is an FT− measurable GT− stopping time, it is also a FT− stopping time.
It is because of the equivalent assumption that he used, hence the Jacod’s condi-
tion is impled:
P[G ∈ ·|Ft](ω) P[G ∈ ·] (5.1.4)
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As px(u) is a martingale with respect to FT , it allows a martingale representation
with a measurable kernel kx(u) as below




And a G− wiener process W˜ is formed by





|x = Gdu (5.1.6)
The term µGu :=
ku(t)
px(u)
|x = G is called the information drift. It is the drift to
eliminate in passing to the insider model in order to keep the Brownian motion a
martingale.
As the above expression is over-determined by having the reference measure P[G ∈








where PGt = P[G ∈ ·|Ft] and D is the Malliavin’s gradient. Moreover, Imkeller
with other authors [23] derived the infinite dimensional extension of Jacob’s theorem
to cover cases of progressive enlargement of filtration such as the one below
Ft ∨ σ(Ls, s < t)
with Lt = Ψ(X, Yt) where Ψ : R
2 → R is a given measurable function, X is an FT−
measurable random variable and Yt is independent of the σ− algebra FT . It can be
interpreted as some noise process.
In [18], Francesa and Oksendal considered the case when the decomposition such
as equation 5.1.6 is not available. Hence stochastic integrals with respect to semi-
martingale cannot be used. They applied a forward integral to show that if an optimal
insider portfolio exits in an optimal portfolio problem with general utility, then W˜ is
a semi-martingale.
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5.2 No Arbitrage Opportunity Pricing with Asym-
metric Information
In this chapter, we are going to show that when there is no arbitrage opportunity for
the insider, the fair price of an American type Contingent claims will not be affected
by the extra information.
Let G be a random variable which is FT measurable. Assuming that the regular
conditional distribution of G given Ft, t ∈ [0, T ], is equivalent to the law of G for
P− almost all ω ∈ Ω. It means that the G represents the information which will be
revealed to the public at time T and the insider has an information advantage over
the ordinary investor since the latter sees all outcome of G as possible before time T .
Let us consider a non-cancellable convertible put option with maturity at some time
T < T . and some of the investors are holding this insider information G. Now we
want to prove that the insiders’ fair price is the same as the non-informed investors.
Theorem 5.2.1. Under the assumption 5.1.1 , in the absence of arbitrage opportuni-
ties an investor with insider information and an ordinary investor have the the same
fair price for a non-cancellable put convertible option.
Proof. Let us define the informed buyer’s price of a non-cancellable convertible put
option. It is the maximum price pA the buyer is willing to pay. i.e., pA = sup{y;
there exists a GT− stopping time τˆ ≤ T and a GT− measurable admissible portfolio
θˆ such that V θˆ−y(τˆ(ω), ω) := −y +
∫ τˆ(ω)
0
θˆ(s)dSs ≥ −(exp−r(T−τˆ(ω))−γSt)+ a.s.}
And for the non-informed seller’s price, it is the minimal price qA the seller is
willing to accept. i.e., qA = inf{z; there exists a FT− measurable admissible portfolio













Suppose there exists y ∈ R, a GT− stopping time τˆ ≤ T and a GT− measurable





By assuming that d = 0, the stock price process is dSt = St[σdWt + (µ)dt] under
PGT or can be represented as dSt = St[σdW˜t + (σµ
G
t + µ)dt] Hence we have dSt =






θˆ(s)B−10 (s)σW¯s ≥ −B−10 (τˆ(ω))(exp−r(T−τˆ(ω))−γSτˆ(ω))+
Taking expectation with respect to QGT we get
y ≤ EQGT [B−10 (τˆ(ω))(exp−r(T−τˆ(ω))−γSτˆ(ω))+]
As B−10 (τˆ(ω))(exp




−r(T−τˆ(ω))−γSτˆ(ω))+] = EQFT [B−10 (τˆ(ω))(exp−r(T−τˆ(ω))−γSτˆ(ω))+]
Moreover, τˆ is a is an FT− measurable GT− stopping time, hence it is also a FT−
stopping time.





















we denote F (τ(ω), ω) = (exp−r(T−τ(ω))−γSτ(ω))+
By the completeness of the market, we can find yτ ∈ R and θτ ∈ Fk for each τ
such that












a.s. where Wˇs is a QFT− wiener process.









where we have used the facts that {τ ≤ t} ∈ Ft ⊆ Gt and θ ∈ Ft ⊆ Gt and the
stochastic integrals defined under FT remains unchanged under an initial enlargement.
In this remaining section, we are going to apply a weaker assumption, namely the
regular conditional distribution of G given Ft, t ∈ [0, T ], is absolutely continuous with
respect to the law of G for P− almost all ω ∈ Ω. One example where the random
variable G satisfies this assumption is the sum of the endpoint WT and a random














and this implies that the information drift is
µxs =
x−Ws
T − s+ 1 (5.2.2)
where s ∈ [0, T ].
As we know that when there are dividend payments, it is the discounted gain
process required to be a martingale under QF. Moreover if we have a stochastic
dividend processes, would theorem 5.2.1 remain valid? The next result that we are
going to show tells us that in fact it still remains true. For simplicity, we consider
only European contingent claims. But first let us state the following result from [6]
on risk neutral valuation under the assumption that the price dynamics, under the
objective probability measure, is given by
dSt = Stαdt+ StσdWt (5.2.3)
and the dividend structure is assumed to be of the form
dDt = Stδdt+ StγdWt. (5.2.4)
Proposition 5.2.2. Under the above assumption of the stock and dividend processes,
the fair price V0 of a claim process Φ(ST ) is
V0 = exp
−r(T−t) EQ[Φ(ST )] (5.2.5)
63
where the Q dynamics of S and D are given by
dSt = St
(











Proposition 5.2.3. Under the assumptions that (1)the regular conditional distribu-
tion of G given Ft, t ∈ [0, T ], is absolutely continuous with respect to the law of G
for P− almost all ω ∈ Ω. (2)the P dynamics of S and D are given by equation 5.2.3







2ds] < ∞, P
almost surely then in the absence of an arbitrage opportunity an investor with insider
information and an ordinary investor have the the same fair price.
Proof. It suffices to show that the process St and Dt follows the same dynamics under



















is a (P,Gt)− wiener process. Hence the process St and Dt can be re-written as
dSt = St(α + σµ
x
s)dt+ StσdW¯t
dDt = St(δ + γµ
x
s)dt+ StγdW¯t


















(α + σµxs + δ + γµ
x












2ds] < ∞ and σ are just some con-















And under this probability measure Q˜, W˜t = W¯t +
∫ t
0
φsds is a (Q˜,Gt) Wiener
process.
Also under Q˜, we have
























Hence after simplification, we have
dSt = St(




δσ + γr − γα
σ + γ
)dt+ StγdW˜t (5.2.9)
Hence Q(f((St, Dt)) = Q˜(f((St, Dt)) for any f : R2 → R.
(5.2.10)
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5.3 Pricing Convertible Bonds with Asymmetric
Information
In this paper, we are particularly interested in the following payoff process: R(σ, τ) =
max(γSσ, F )1σ<τ + γSτ1τ<σ + max(max(γST , F ), 1)1τ=T,σ=T . It simply means that if
the issuer determines to call the convertible bond at σ before the conversion time τ
and maturity time T , the issuer will have to pay the maximum of the conversion value
γSτ and the redemption value F . On the other hand, if the buyer calls before the
termination time σ and before the maturity time T , then the issuer has to pay her
simply the conversion value γSτ . However, if there is no conversion and termination
before maturity time T , the issuer has to pay the maximum of max(γST , F ) and the
face value 1. The case τ = σ can only happen at maturity time T as the issuer can
always make the final decision to call the contract or not after the decision made by
the buyer at the end of each day.
Now let us suppose that the cancellable convertible bond’s issuer has insider in-
formation, G, where G is a FT random variable. Moreover, we impose neither the
assumption that the regular conditional distribution of G given Ft, t ∈ [0, T ] is equiv-
alent to nor absolutely with respect to the law of G for P− almost all ω ∈ Ω. In
this case, the issuer could be non-arbitrage free. Hence the fair price that she should
receive could be zero because she could possibly form a risk-free portfolio’s strategy
with zero initial value but the value process =∞. If the issuer doesn’t want to simply
charge zero premium and hence she needs to find an alternative way to price this con-
tract. We suggest that the issuer could utilize the insider information to find a better
termination decision rather than to construct a hedging portfolio which could give us
zero premium. The method that we use here is inspired by [11] ,i.e., searching for
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a pair of equilibrium points for the termination and conversion times (σ?, τ ?). Once
these equilibrium points will have been found, we can find the utility indifference
premium in a standard way.
Mathematically, we are dealing with the following problem:
We define Ht := Ft ∨ σˆ({σ ≤ s}|s ≤ t). This represents the common information
available to both the issuer and investor as they both know the market price as well as
the times of termination and conversion. We now consider a function U(x), modelling
the utility of an agent’s wealth x at the terminal time T.
We make the classical assumption that U(x) : R → R ∪ {−∞} is increasing on
R, continuous on {U > ∞}, differentiable and strictly concave on the interior of
{U >∞}, and that the marginal utility tends to zero when wealth tends to infinity,
i.e., U ′(∞) := limx→∞ U ′(x) = 0.
Regarding the behavior of the (marginal) utility at the other end of the wealth
scale we shall distinguish two cases.
Case 1(Negative wealth not allowed): We assume that U satisfies the condition
U(x) = −∞, for x < 0, while U(x) > −∞, for x > 0, and the so-called Inada
condition
U ′(0) := lim
x→0
U ′(x) =∞. (5.3.1)
For example U(x) = ln(x) for x > 0, or U(x) = x
α
α
where α ∈ (−∞, 1) \ {0} and
x > 0.
Case 2(Negative wealth allowed): We assume that U(x) ≥ −∞, for all x ∈ R,
and that
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U ′(−∞) := lim
x→−∞
U ′(x) =∞. (5.3.2)
For example U(x) = − exp−γx, where γ > 0 and x ∈ R.
Then we find a saddle point (σ?, τ ?) in the following sense:
If for all (σ, τ) ∈ Π10T x Π20T , where Π10T and Π20T are the GT− and HT− stopping
times respectively, we have




−r((σ?∧τ?∧T ))R(σ?, τ ?)|H0) ≥ EP[U2(exp−r((σ?∧τ∧T ))R(σ?, τ)|H0)]. (5.3.4)
If such a saddle point exists, then we can apply utility maximization problem to
compute the utility indifference premium based on the following:
Define p as the initial capital and h as the utility indifference premium which













where Θ represents all those elements which are Ht− predictable and S− integrable
and satisfy Θ = {θ ∈ L(S)| ∫ t
0
θudSu is bounded uniformly in t and ω}.
So it is important to show that such a saddle point exists which satisfies equation
5.3.3 and 5.3.4. And the next result shows that it does exist. But first let us assume
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the interest rate r = 0 and define the followings:
For 0 = t0 < t1 < · · · < tk = T recursively: σ?k = tk and τ ?k = tk,





if ω not ∈ Ai−1
τ ?i−1 := ti−1 : ω ∈ Bi−1, (5.3.7)
otherwise
τ ?i−1 := τ
?
i
if ω not ∈ Bi−1
where Ai−1 and Bi−1 are Gti−1− and Hti−1− measurable respectively and satisfy
Ai−1 = {EP[U1(R(σ?i , τ ?i ))|Gi−1] ≥ EP[U1(Uˆti−1)|Gi−1]}\Bi−1 (5.3.8)
Bi−1 = {EP[U2(R(σ?i , τ ?i ))|Fi−1] ≤ EP[U2(Lˆti−1)|Fi−1]} (5.3.9)
where Uˆti−1 = max(γSti−1 , F ) and Lˆti−1 = γSti−1
Theorem 5.3.1. The (σ?, τ ?) defined recursively in 5.3.3 and 5.3.4 is the saddle
point which satisfies equation 5.3.1 and 5.3.2.
Proof. For any arbitrary σ and τ ∈ Π10T x Π20T , it is sufficient to prove that for any












i ))|Hti ] ≥ EP[U2(R(σ?i , τ))|Hti ] (5.3.11)
We are going to prove it by backward induction. It is obviously true for i = k.
Let us assume that it is true for i = k − 1, we are going to show that it is also true



















































The last term is due to the assumption that the inequality 2.3.5 holds when





k−1))]dP = EP[EP[U1(R(σ?k−1, τ ?k−1))|Gtk−1 ]|Gtk−2 ]dP
≤ EP[U1(R(σ, τ ?k−2))|Gtk−2 ]dP
To prove the second part, once again we use backward induction. It is obviously
true for i = k. Let us assume that it is true for i = k − 1, we are going to show that





















































And the rest of the arguments same as above.
For example, if we have a binomial tree model with γ = 1, ST−1(ω) = 1.5, STup =
2, STdown = 1, pup = pdown = 0.5, F = 1.5, r = 0, U1(x) = U2(x) = − exp−x and GT−1
contains the information that ST = 1 with probability 1. From equations (5.3.8)
and (5.3.9), it is easily to see that ω ∈ AT−1 and hence the issuer will terminate the
contract at time T − 1, one period before the contract expiration date.
When the historical probability measure P collides with the martingale probability
measure Q it is obvious that equation (5.3.5) can be solved for a strictly increasing
and concave function U1, and h is equal to
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EQ[exp
−r((σ?∧τ?∧T ))R(σ?, τ ?)|G0]
For general P , the key part is to find a function V (x, y, t) to be defined later
which solves the left hand side of (5.3.5) by first representing it as a HJB equation.
We provide a sketch as below:
Due to the Markov property of the stock process and equations (5.3.8) and (5.3.9),
we can construct a fixed domain G in {0, 1..., T} × R2 as follows:
G := {i− 1, s,R|Sti−1 = s ∈ (Ai−1 ∪Bi−1)c}
Then we extend G to a domain G˜ in R × R2 such that it is continuous with
respect to time t. Let ∂G = ∂G1 ∪ ∂G2 where ∂G1 and ∂G2 are the continuous
versions constructed from the equalities in (5.3.8) and (5.3.9) respectively.
Now we define X := (X1, X2), where X1(s) = Ss and the wealth process dX2(s) =
rX2(s)ds + (α − r)θsds + σθsdWs, t ≤ s ≤ T with X2(t) = x2. By assuming that
r = 0 and U1(x) = − exp−γx with the risk aversion parameter γ > 0. Hence the HJB








2StθVx1x2 + αStVx1 + θαVx2 +
1
2
σ2S2t Vx1x1) = 0,
and V (x1, x2, t) = − exp−γ(x2−Uˆt) if (t, x1, x2) ∈ ∂G1 and V (x1, x2, t) = − exp−γ(x2−Lˆt)
if (t, x1, x2) ∈ ∂G2.













σ2S2t Vx1x1 + αStVx1 = 0.
Suppose that V (x1, x2, t) has the following separable form:
V (x1, x2, t) = − exp−γ(x2) ψ(x1, t).


















with the boundary conditions: ψ(x1, t) = exp
γUˆt if (t, x1,R) ∈ ∂G1 and ψ(x1, t) =
expγLˆt if (t, x1,R) ∈ ∂G2.
This quasi-linear equation can be solved numerically.
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