Abstract. The Boltzmann-Poisson system modeling the electron flow in semiconductors is used to discuss the validity of the Child-Langmuir asymptotics. The scattering kernel is approximated by a simple relaxation time operator. The Child-Langmuir limit gives an approximation of the currentvoltage characteristic curves by means of a scaling procedure in which the ballistic velocity is much larger that the thermal one. We discuss the validity of the Child-Langmuir regime by performing detailed numerical comparisons between the simulation of the Boltzmann-Poisson system and the Child-Langmuir equations in test problems.
Introduction
We consider the 1-D relaxation-time kinetic system for semiconductors [16] ,
1)
F = F (t, X, V ) is the density function for an electron at position X ∈ [0, L] and velocity V ∈ R at time t ≥ 0, where L is the device channel length. e and m are the unit charge and effective electron mass, respectively. The electric field E = E(t, X) is self-consistently produced by the motion of electrons in a fixed ion background with density C(X), called doping profile. E is determined by the Poisson equation
(ρ(F ) − C(X)), E(t, X)
with 0 the permitivity of the material and ρ(F )(t, X), J(t, X) are, respectively, the particle density and flux of the electrons, i.e., the first two moments of the distribution F (t, X, V ). The relaxation time τ is assumed Keywords and phrases. Boltzmann-Poisson system, Child-Langmuir limit, WENO schemes, semiconductor devices.
constant and related to standard values of the mobility µ by µ = e m τ . T is the lattice temperature, M T is the equilibrium maxwellian associated with this temperature
and k B is the Boltzmann constant. The Child-Langmuir law is originally concerned with the description of electron flow in a vacuum diode when space charge phenomena are important, and specifically when the energy of the particles emitted at the cathode is small compared with the applied voltage. Child, Langmuir and Compton performed the analysis of this problem in [15, 1930] in the case of a one-dimensional plane vacuum diode and proved the Child-Langmuir law: the current which flows through the diode, under these hypotheses, depends not on the number of extracted electrons but only on the applied bias and the geometry of the diode. 60 years later, at 1991, this law was obtained, in [12] , as a limit solution of a perturbation problem for the one-dimensional Vlasov-Poisson system. The Child-Langmuir law has many diverse applications, and one of them is to semiconductors [1, 4, 7, 9] , and we will focus on this application. Section 2 is devoted to an overview of the Child-Langmuir (CL) limit in a unipolar N + -N − -N + diode. Ballistic transport in semiconductors have been studied for practical purposes in [2, 18, 19] .
The aim of this paper is to numerically validate the CL asymptotic limit for the 1-D relaxation time kinetic system. In order to do so, we show numerical simulations for the CL limit and we compare these numerical results with deterministic computations for the kinetic system. These deterministic numerical simulations were given in [11] , where the authors analysed and compared several classical approximations to the Boltzmann-Poisson system (hydrodynamics, drift-diffusion systems), and were validated with Monte Carlo (DSMC) results for a silicon diode in [10] . These simulations are based on the use of Weighted Essentially Non-Oscillatory (WENO) schemes [14, 17] . We will report simulations for the same device in two different materials: Si and GaAs. We observe numerically two facts: the results get better as the applied bias gets higher or as the lattice temperature gets lower. These results agree with the assumptions underlying the Child-Langmuir law. Moreover, we perform comparisons of the distribution function of the kinetic system with the predicted distribution function in the CL limit [5] . Also, based on this asymptotic formula we compare moments of the kinetic solution and the CL limiting solution.
We structure the paper as follows: Section 2 gives a brief overview for the Child-Langmuir limit. In Section 3 we focus on the numerical comparisons of the CL limit, with the solution of the full Boltzmann equation. Finally, we draw conclusions in the last section.
An overview of the Child-Langmuir limit
Let us consider a unipolar N + -N − -N + device, which means two highly doped N + regions on each side of a lowly doped N − region. In the N + zone, the electrons are at a thermodynamic quasi-equilibrium and have a density approximately equal to N + , i.e., F (X, V ) = N + M T (V − V 0 ) with a small mean velocity V 0 , and thus the electrostatic potential is nearly constant in the N + zones. At the interface of the N + and the N − region, the doping density falls down dramatically causing an excess of negative charge in the N − region near the interface, giving rise to the so-called built-in potential.
The rest of this section is aimed at a brief description of the CL asymptotic limit. The reader can find more details in [1, 3, 4, 6, 7] . A convergence proof of the CL limit for the relaxation time operator can be found in [4, 6] . Here, we focus on its numerical performance and validation with respect to the simulation of the Boltzmann-Poisson system. The CL limit describes the stationary distribution function in the channel region, replacing the N + zones by appropriate boundary conditions at the N ± -N ∓ junctions. Therefore, we deal only with the channel or N − region represented by the interval [0, L] . In this way, the junctions are located at X = 0, for the source side, and X = L, for the drain side. Since we are interested in steady state results, we consider the stationary system associated with (1.1), namely,
where
. In order to take into account the N + zones, we assume the following boundary conditions: injection of electrons according to a certain distribution function, G(V ), at the N + -N − interface on the source side, and absence of electron injection at the N − -N + interface on the drain side, i.e.,
G is assumed to coincide with the thermodynamical equilibrium distribution function of the electrons in the source region:
We consider the diode with an applied bias and thus,
In the CL regime, the thermal emission energy is small compared with the applied bias, while the injection current remains finite [12] , mV 2 th /2 eφ L . Or, equivalently, the mean velocity of the injected electrons at the source side is small compared with their velocity when they reach the drain side, V th V L , where V th = k B T /m is the thermal velocity, and V L = 2eφ L /m is the ballistic velocity at the end of the channel. Under this hypothesis, we can introduce the following scaling parameter
We shall use L, V L and φ L as characteristic length, velocity and potential. We introduce auxiliary units of density
and use the following scaling:
This scaling means that the relaxation time has the same order of magnitude as the electron transit time in the N − zone. Furthermore, we introduce a dimensionless profile g(v) and express G(V ) according to 6) which means that V th is the characteristic velocity associated with G, and the factor 2 ensures that the injected current J G remains independent of , J G = J L j g , where j g is the dimensionless injected current. On other hand, (2.6) gives the following relation
1 . This is coherent with the hypothesis that the density in the N + zone is large.
After the change of scales (2.5) and passing formally to the limit → 0 (see [5, 6] for details), we obtain
where δ(v) is the delta function centered at 0. An expression of the distribution function f (x, v) can be given, taking into account the trajectories of electrons,
where n 1 (x) is the density of particles carried by the principal characteristics andn 2 (x,y)dy is the density of particles carried by the bundle of characteristics issued between the points (y, 0) and (y + dy, 0). n 1 (x) and n 2 (x, y) verify a system of integro-differential equations (see [6] ). As mentioned above, the potential barrier lying at the N + -N − junction is large in the semiconductor case. In the CL asymptotics the potential barrier vanishes.
The condition (2.6) does not lead to large enough densities to account for the experimental doping densities. Then, in order to have a potential barrier of order 1, it is necessary to model the built-in potential. This modeling can be seen in [9] . The idea is to rescale the injection condition, so as to produce a finite built-in potential barrier at the source junction, and a potential drop at the drain junction. The resulting limit problem is related with the above limit problem by a translation of the potential by the value −β, where β is the potential barrier.
Therefore, in the numerical simulations shown in next section we work with the simpler law (2.6), but we will take into account the influence of the built-in potential.
At equilibrium the built-in potential is given by the relation V bi = U th log N + N − , where U th = k B T /e is the thermal voltage. Therefore, the scaled built-in potential is β = V bi /φ L . This is the value of β used in the numerical simulations. We refer to [9] for the modeling of the built-in potential away of equilibrium.
Remark 2.1. Let us point out that the scaling (2.5) coincides with the ballistic scaling introduced in [11] . For more details we refer to [11] , where the reader can find an overview of the different scaling limits for the relaxation system. In this reference the relaxation time was considered as a function of the electric field producing a finite saturation speed. In our case the relaxation time is constant and thus, the mean velocity as a function of the electric field in the homogeneous case has no upper limit.
Numerical simulation
In this section, we focus on the aim of this paper, i.e., to numerically validate the CL asymptotic limit for the 1-D relaxation time kinetic system (1.1, 1.2). Let us compare numerical simulations for the CL limit with deterministic computations for the kinetic system. The numerical study consists in comparison of the following quantities: current-voltage characteristic curves, potentials, densities, distribution functions, velocities, energies, temperatures and third moments, for differents applied biases, materials (Si and GaAs) and temperatures (77 K and 300 K). The method for deterministic simulations was given in [11] . Therefore we only point out the main used tools. WENO finite-difference schemes [14, 17] , which are designed for hyperbolic conservation laws or other problems containing either discontinuous solutions or solutions with sharp gradients, are used to approximate the spatial and velocity derivatives. They are particularly well suited to sharp interfaces on the density profile. Then, we are able to solve the time dependent problem with an explicit Runge-Kutta method due to the stability of the WENO approximation of the derivatives. We run the simulations until the time variation of the density and current stabilize and then decide that a steady state has been achieved. The self-consistent potential φ is updated at each time step by solving the Poisson equation (1.2).
The numerical scheme, for approximating the potential and the current, for the CL was given by Ben Abdallah in [5] . It is based on a shooting method for solving the boundary value problem (2.8, 2.9).
The numerical approximation for f is given by the expression (2.10), where we have to estimate δ(v). We will substitute δ(v) by 1 λ M 0 v λ with λ small enough, and the resulting distribution given by (2.10) will be denoted by h λ . Note that λ should be chosen equal to given by the relation (2.4) since is small enough in applications (see Tab. 1).
For the numerical simulations of the CL asymptotic limit we deal only with the channel region N − , while the deterministic simulation of the Boltzmann-Poisson system is performed in the whole device, N + -N − -N + . We develop these simulations for the same device with two different materials: Si and GaAs. We cut the velocity space, considering [−a, a] large enough, such that out of this interval the distribution function vanishes. We set a = 3.5 × 10 8 cm s −1 , which is in the same scale as V L and V th , and both velocities are smaller than a. Table 2 shows the units will be used in the following. Table 3 , we give the standard parameters for Si, where we recall the relation between µ and τ , µ = e m τ .
Silicon and GaAs device models

GaAs device model
For the GaAs device test problem, the doping profile given by C(x) is a sharp step function with density values 10 18 cm −3 in −0.1 ≤ x ≤ 0 and in 0.4 ≤ x ≤ 0.5; and 2 × 10 15 cm −3 in 0 < x < 0.4. In Table 4 , we provide the standard parameters considered for GaAs. 
Numerical results
Current-voltage characteristics curves and potentials
In Figures 1-2 we show comparisons between the current-voltage characteristics curves and the potentials for different applied biases. Figure 1 is for Silicon device and Figure 2 is for GaAs device, both at temperature 77 K. For the CL limit, the built-in potential was taken into account, and thus, the agreement of the CL potential is closer to the potential of the kinetic equation in the central region of the channel. For both current-voltage characteristics curves and potentials, we can observe that simulations for the CL limit are better for large applied bias, φ L , in Si and GaAs devices. We show in Figure 3 the relative error for current-voltage characteristics curves, i.e.,
where J CL (φ L ) and J D (φ L ) denote the current given by numerical simulations for CL limit and deterministic system, with applied bias, φ L . Figure 3 also shows the relative error, Er, for the two different considered materials; Si and GaAs. In the bottom right figure, we provide a comparison between the relative error for Si and GaAs at temperature 77 K, which shows that Er for GaAs is larger than Er for Si. However, for high potentials, relative errors for both materials are very similar. In this way, we could say that at temperature 77 K, the numerical simulations for current-voltage characteristics curve for Si are more accurate than GaAs.
We recall that in the CL regime mV 2 th /2 eφ L , therefore we can expect worse results at room temperature (300 K) than at 77 K. In Figure 4 we consider, for the GaAs device, the current-voltage characteristics curve for CL limit and we compare it with the deterministic simulations at temperatures 77 K and 300 K. Figure 3 shows the relative error for current-voltage characteristics curve for GaAs at temperatures 77 K and 300 K, it proves that Er is quite higher for 300 K than 77 K, even for applied bias φ L = 2 V. For the potentials, in the same way, the results are worse than at temperature 77 K although they improve when the applied potential is large. 
Charge densities and distribution functions
In Figures 5-6 we show the charge density for an applied potential φ L = 1 V at temperatures 77 K and 300 K. In these figures we can observe that the CL regime is quite right for the central zone of the channel and it is, even, better for the end of the central zone. On other hand, in these Figures, we can check again that, the CL asymptotic limit is better for low temperatures. Table 1 shows for different temperatures and applied biases, which were used in Figures 7-8 . We can check that, for temperature 300 K, is large, therefore we can expect the results of the CL are not so accurate. The value of at 300 K and φ L = 2 V is very close to the value of at temperature 77 K and applied bias 0.5 V.
In Figures 7-8 we observe that the distribution functions present two peaks, according to the thermal speed and the ballistic velocity 2eφ(X)/m. Both peaks are captured by the CL limit. Although, the peak corresponding to the ballistic speed is better captured. Therefore, it is better when the ballistic velocity is large, namely, for large potential, (we can compare, in Fig. 7 , the results for φ L = 0.5 V and φ L = 2 V). Again, comparing the results for different temperatures, we appreciate that simulations for temperature at 300 K (Fig. 8) are not as good as for 77 K (Fig. 7) .
In Figure 9 we show the normalized distribution for GaAs device, at temperature 77 K at points x = 0.18 µm and x = 0.34 µm, for two different applied potential, φ L = 0.5 V and φ L = 1 V. Again we use the maxwellian to approximate the delta function (see Tab. 1 for the value of ). For GaAs, the ballistic velocity is larger, therefore the ballistic peak is more important than the peak for the thermal speed. The CL captures the ballistic peak and at φ L = 1 V we can observe, also, that CL "tries to capture the thermal tail". Therefore, we can say that transport in GaAs is more ballistic than Si.
Moments
In Figures 10 and 11 we study the first three moments of the distribution function, showing: the mean velocity, total energy, mean temperature and third moment, i.e.,
In Figures 10-11 we compare moments of the deterministic simulation with two possible numerical approximations for the moments of the CL limit: first, approximating the CL distribution (2.10) by replacing δ(v) with the maxwellian of variance 2 , Child-Langmuir ; second, direct evaluation of the moments by operating over (2.10), Child-Langmuir Limit. The last moment approximation is the real numerical approximation for CL limit, since we take into account the limit distribution function (2.10).
For both, Si and GaAs, the temperature was 77 K and φ L = 1 V. The figures show, that in general, CL is more accurate than CL Limit except for the total energy. Since the potential energy is the same for CL and CL Limit, therefore we could expect similar results for the total energy.
In the case of mean temperature, CL is better than CL Limit for Si, while for GaAs the opposite happens, namely, CL Limit approximation is better than CL .
The third moment for GaAs shows a quite bad approximation for CL Limit. However, CL gives a more precise estimate. For Si this large difference between CL Limit and CL disappears.
Conclusions
A numerical validation of the Child-Langmuir asymptotic limit for the 1-D constant relaxation time kinetic system is given by performing detailed numerical comparisons between the simulation of the Boltzmann-Poisson system and the CL asymptotic equations for Si and GaAs N + -N − -N + diodes. For our simulations we consider the same device for two different materials: Si and GaAs. We check that at 77 K the CL limit current-voltage characteristics curve for Si is better than for GaAs, although, for large applied biases, results for both materials tend to be similar. Although, at 300 K the results are worse for Si than for GaAs. The numerical simulations for the densities show that the most accurate results are obtained at the center of the channel. In this way, at x = 0.18 µm and x = 0.34 µm, the normalized distribution functions capture the peak corresponding to the ballistic and thermal speeds (we must recall that the Child-Langmuir scaling is a ballistic scaling, Rem. 2.1). Also, our simulations show that the ballistic peak is better captured than thermal one. Finally, we have compared moments of the distribution obtained through the CL limiting solution with deterministic simulations. It has been shown that, in general, better results are obtained by restituting a finite temperature feature in the CL limit solution.
It is worthy to point out that, following our study, simulations of the CL limit can be very useful for providing initial guesses for the current-voltage characteristics curves and for the solution of the stationary BoltzmannPoisson system via (2.10) with a very low computational cost. In fact, computer time for the Child-Langmuir Limit is negligible (almost instantaneous) compared to the computational time for the relaxation time operator (about 20 minutes); our simulations were carried out on a Pentium II 500 MHz. For instance, the CL limiting distribution function can be taken as a more accurate initial data in direct schemes for solving the stationary Boltzmann-Poisson system, eventually accelerating them. On the other hand, the CL limiting results can be considered as a quick tool for computing current-voltage characteristics if we allow ourselves a relative error according with Figure 3 . Let us remark that the CL limit is valid for situations (low temperature, high bias) in which other approximations, as drift-diffusion or hydrodynamic simulations, may not be well suited. We can conclude noting that the numerical simulations are in accordance with expected results, if one bears in mind that the Child-Langmuir law gets better as the applied bias gets higher or as the lattice temperature gets lower.
