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Abstract
In this paper we study the existence of positive periodic solutions for a class of neutral type com-
petitive system with delay. Applying the continuation theorem of coincidence degree theory, a general
criteria on the existence of positive periodic solutions are established. Some the related results are
generalized and improved. It is shown that the arguments delays have no effect on the existence
positive periodic solution of system.
 2004 Elsevier Inc. All rights reserved.
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1. Introduction
One of the more challenging aspects of mathematical biology is neutral competitive
modelling. For the past few years the qualitative behaviors of neutral delay differential
equations in population dynamics have been studied extensively [1–7]. But most of them
are deal with one dimensional problems. Recently Li [3] considered the following neutral
Lotka–Volterra model:
N˙i (t) = Ni(t)
[
ri (t) −
n∑
j=1
αij (t)Nj (t − τij )−
n∑
j=1
βij N˙j (t − σij )
]
,
i = 1, . . . , n, (∗)
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182 Z. Liu / J. Math. Anal. Appl. 293 (2004) 181–189where ri, αij ∈ C(R, (0,+∞)) are functions of period ω > 0, τij , σij ∈ [0,+∞) and βij
are positive constants. In this paper we consider a more general neutral delay multispecies
ecological competitive system, which has the form
N˙i (t) = Ni(t)
[
ri (t) −
n∑
j=1
aij (t)Nj (t) −
n∑
j=1
bij (t)Nj
(
t − τij (t)
)
−
n∑
j=1
cij N˙j (t − σij )
]
, i = 1, . . . , n, (1)
with initial conditions
N˙i (s) = φ˙i (s) 0, s ∈ [−τ,0], φi(0) > 0,
φi ∈ C
([−τ,0], [0,+∞))∩ C1([−τ,0], [0 + ∞)), i = 1, . . . , n, (2)
where aij , bij ∈ C(R, (0,+∞)), ri , τij ∈ C(R,R) are ω-periodic functions and cij , σij
are constants, cij are nonnegative, τ = max1i,jn{maxt∈[0,ω] |τij (t)|, |σij |},
∫ ω
0 ri(t) dt
> 0. The growth functions ri are not necessarily positive, since the environment fluctuates
randomly, in bad conditions ri may be negative. For the ecological sense of the system (1)
we refer to [6,7] and references cited therein. Our purpose of this paper is to derive a set of
easily verifiable sufficient conditions for the existence of periodic solutions of (1).
2. Existence of positive periodic solution
In this section we prove the existence of at least one positive periodic solution of the
initial value problem (1) and (2). Now we shall first summarize below a few concepts and
results from Ref. [8] that will be basic for this section.
Let X,Z be normed vector spaces, L : DomL ⊂ X → Z be a linear mapping, and
N :X → Z be a continuous mapping. The mapping L will be called a Fredholm mapping
of index zero if dim KerL = codim ImL < +∞ and ImL is closed in Z. If L is a Fred-
holm mapping of index zero there exist continuous projectors P :X → X and Q :Z → Z
such that ImP = KerL, KerQ = ImL = Im(I − Q). It follows that L|DomL ∩ KerP :
(I − P)X → ImL is invertible. We denote the inverse of that map by Kp . If Ω is an
open bounded subset of X, the mapping N will be called L-compact on Ω¯ if QN(Ω¯) is
bounded and Kp(I −Q)N : Ω¯ → X is compact. Since ImQ is isomorphic to KerL, there
exist isomorphisms J : ImQ → KerL.
Lemma [8]. Let L be a Fredholm mapping of index zero and let N be L-compact on Ω¯ .
Suppose
(a) for each λ ∈ (0,1), every solution x of Lx = λNx is such that x /∈ ∂Ω ;
(b) QNx = 0 for each x ∈ ∂Ω ∩ KerL and deg{JQN,Ω ∩ KerL,0} = 0.
Then the equation Lx = Nx has at least one solution lying in DomL ∩ Ω¯ .
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tion
g¯ = 1
ω
ω∫
0
g(t) dt and |g|0 = max
t∈[0,ω]
∣∣g(t)∣∣.
We are now in a position to state and prove our main result.
Theorem. Assume the following conditions:
(I) ∑nj=1 cij eHj < 1, i = 1, . . . , n;
(II) ∑nj=1, j =i (a¯ij + b¯ij )eHj < r¯i , i = 1, . . . , n;
(III) the system of algebraic equations ∑nj=1(a¯ij + b¯ij )euj = r¯i , i = 1, . . . , n, has a
unique solution (u∗1, . . . , u∗n)T ∈ Rn hold. Then system (1) has at least one positive
ω-periodic solution, where
Hi = lnAii +
n∑
j=1
cijAij + (rˆi + r¯i )ω, i = 1, . . . , n,
Aij = max
t∈[0,ω]
[
2r¯i
aij (t)
]
, rˆi = 1
ω
ω∫
0
∣∣ri (t)∣∣dt, i = 1, . . . , n.
Proof. Since solutions of Eqs. (1) and (2) remain positive for t  0, by similar method
used in Refs. [4,5] we can make the change of variable Ni(t) = exi(t), i = 1, . . . , n. Then
Eq. (1) is rewritten as
x˙i(t) = ri (t)−
n∑
j=1
aij (t)e
xj (t) −
n∑
j=1
bij (t)e
xj (t−τij (t))
−
n∑
j=1
cij x˙j (t − σij )exj (t−σij ), i = 1, . . . , n. (3)
Let X = {x(t) = (x1(t), . . . , xn(t))T ∈ C1(R,Rn): x(t + ω) = x(t)} and Z = {z(t) =
(z1(t), . . . , zn(t))T ∈ C(R,Rn): z(t + ω) = z(t)} and denote |x(t)| = ∑nj=1 |xj (t)|,|x|∞ = maxt∈[0,ω] |x(t)|, ‖x‖ = |x|∞ + |x˙|∞. Then X and Z are Banach spaces when
they are endowed with the norms ‖.‖ and |.|∞, respectively. Let
Nx = N


x1
...
xn

=


r1(t)−∑nj=1 a1j (t)exj (t) −∑nj=1 b1j (t)exj (t−τ1j (t))
−∑nj=1 c1j x˙j (t − σ1j )exj (t−σ1j )
...
rn(t) −∑nj=1 anj (t)exj (t) −∑nj=1 bnj (t)exj (t−τnj (t))
−∑n c x˙ (t − σ )exj (t−σnj )


,j=1 nj j nj
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ω∫
0
x(t) dt, x ∈ X, Qz = 1
ω
ω∫
0
z(t) dt, z ∈ Z.
Evidently, KerL = {x | x ∈ X, x = k ∈ Rn} and ImL = {z | z ∈ Z, ∫ ω0 z(t) dt = 0} is
closed in Z and dim KerL = codim ImL = n. Hence, L is a Fredholm mapping of index
zero. Furthermore, the generalized inverse (to L) Kp : ImL → KerP ∩DomL has the form
Kp(z) =
t∫
0
z(s) ds − 1
ω
ω∫
0
t∫
0
z(s) ds dt.
Thus
QN :X → Z,

x1
...
xn

→


1
ω
∫ ω
0
[
r1(t) −∑nj=1 a1j (t)exj (t) −∑nj=1 b1j (t)exj (t−τ1j (t))]dt
...
1
ω
∫ ω
0
[
rn(t) −∑nj=1 anj (t)exj (t) −∑nj=1 bnj (t)exj (t−τnj (t))]dt

 ,
Kp(I −Q)N :X → X,


x1
...
xn

→


∫ t
0
[
r1(s)−∑nj=1 a1j (s)exj (s) −∑nj=1 b1j (s)exj (s−τ1j (s))]ds
−∑nj=1[c1j exj (t−σ1j ) − c1j exj (−σ1j )]
...∫ t
0
[
rn(s)−∑nj=1 anj (s)exj (s) −∑nj=1 bnj (s)exj (s−τnj (s))]ds
−∑nj=1[cnj exj (t−σnj ) − cnj exj (−σnj )]


−


1
ω
∫ ω
0
∫ t
0
[
r1(s) −∑nj=1 a1j (s)exj (s) −∑nj=1 b1j (s)exj (s−τ1j (s))]ds dt
− 1
ω
∫ ω
0
[∑n
j=1(c1j exj (t−σ1j ) − c1j exj (−σ1j ))
]
dt
...
1
ω
∫ ω
0
∫ t
0
[
rn(s)−∑nj=1 anj (s)exj (s) −∑nj=1 bnj (s)exj (s−τnj (s))]ds dt
− 1
ω
∫ ω
0
[∑n
j=1(cnj exj (t−σnj ) − cnj exj (−σnj ))
]
dt


−


(
t
ω
− 12
) ∫ ω
0
[
r1(t)−∑nj=1 a1j (t)exj (t) −∑nj=1 b1j (t)exj (t−τ1j (t))]dt
...(
t
ω
− 12
) ∫ ω
0
[
rn(t) −∑nj=1 anj (t)exj (t) −∑nj=1 bnj (t)exj (t−τnj (t))]dt

 .
It is obvious that QN and Kp(I − Q)N are continuous by the Lebesgue theorem, and
using the Arzela–Ascoli theorem it is not difficult to show that QN(Ω¯) is bounded,
Kp(I −Q)N(Ω¯) is compact for any open bounded set Ω ⊂ X. Hence N is L-compact
on Ω¯ for any open bounded set Ω ⊂ X.
Corresponding to equation Lx = λNx , λ ∈ (0,1), we have
x˙i(t) = λ
[
ri (t)−
n∑
aij (t)e
xj (t) −
n∑
bij (t)e
xj (t−τij (t))j=1 j=1
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n∑
j=1
cij x˙j (t − σij )exj (t−σij )
]
, i = 1, . . . , n. (4)
Suppose that x(t) ∈ X is a solution of (4) for a certain λ ∈ (0,1). Integrating (4) over the
interval [0,ω], we obtain
ω∫
0
[
ri(t) −
n∑
j=1
aij (t)e
xj (t) −
n∑
j=1
bij (t)e
xj (t−τij (t))
]
dt = 0, i = 1, . . . , n, (5)
i.e.,
n∑
j=1
ω∫
0
(
aij (t)e
xj (t) + bij (t)exj (t−τij (t))
)
dt = r¯iω, i = 1, . . . , n, (6)
it follows from (4) and (6) that
ω∫
0
∣∣∣∣∣ ddt
[
xi(t)+ λ
n∑
j=1
cij e
xj (t−σij )
]∣∣∣∣∣dt
= λ
ω∫
0
∣∣∣∣∣ri (t)−
n∑
j=1
aij (t)e
xj (t) −
n∑
j=1
bij (t)e
xj (t−τij (t))
∣∣∣∣∣dt
<
ω∫
0
∣∣ri (t)∣∣dt + n∑
j=1
ω∫
0
(
aij (t)e
xj (t) + bij (t)exj (t−τij (t))
)
dt
= (rˆi + r¯i )ω, i = 1, . . . , n,
that is
ω∫
0
∣∣∣∣∣ ddt
[
xi(t)+ λ
n∑
j=1
cij e
xj (t−σij )
]∣∣∣∣∣dt < (rˆi + r¯i )ω, i = 1, . . . , n. (7)
Moreover, Eq. (6) implies that ∑nj=1 ∫ ω0 aij (t)exj (t) dt < r¯iω and by the periodicities of xj
(j = 1, . . . , n) we find
r¯iω >
n∑
j=1
ω∫
0
aij (t)e
xj (t) dt =
n∑
j=1
ω−σij∫
−σij
aij (s)e
xj (s) ds
=
n∑
j=1
ω∫
0
aij (t − σij )exj (t−σij ) dt, i = 1, . . . , n. (8)
By Eqs. (6) and (8), it is easy to see
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0
(
n∑
j=1
aij (t)e
xj (t) +
n∑
j=1
bij (t)e
xj (t−τij (t))
+
n∑
j=1
aij (t − σij )exj (t−σij )
)
dt < 2r¯iω, i = 1, . . . , n. (9)
According to the mean value theorem of differential calculus we see that there exist points
ξi ∈ [0,ω] (i = 1, . . . , n) such that
n∑
j=1
aij (ξi )e
xj (ξi ) +
n∑
j=1
bij (ξi )e
xj (ξi−τij (ξi))
+
n∑
j=1
aij (ξi − σij )exj (ξi−σij ) < 2r¯i , i = 1, . . . , n,
which implies that
xj (ξi) < ln
2r¯i
aij (ξi)
 lnAij , i, j = 1, . . . , n, (10)
and
exj (ξi−σij ) <
2r¯i
aij (ξi − σij ) Aij , i, j = 1, . . . , n, (11)
one can know from Eqs. (7), (10) and (11) that
xi(t) + λ
n∑
j=1
cij e
xj (t−σij )
< xi(ξi)+ λ
n∑
j=1
cij e
xj (ξi−σij ) +
ω∫
0
∣∣∣∣∣ ddt
[
xi(t) + λ
n∑
j=1
cij e
xj (t−σij )
]∣∣∣∣∣dt
< lnAii +
n∑
j=1
cijAij + (rˆi + r¯i )ω := Hi, i = 1, . . . , n, (12)
as λ
∑n
j=1 cij exj (t−σij ) > 0, one can find that
xi(t) < Hi, i = 1, . . . , n, (13)
by Eqs. (4) and (13) we have
∣∣x˙i(t)∣∣=
∣∣∣∣∣λ
[
ri(t) −
n∑
j=1
aij (t)e
xj (t) −
n∑
j=1
bij (t)e
xj (t−τij (t))
−
n∑
j=1
cij x˙j (t − σij )exj (t−σij )
]∣∣∣∣∣
< |ri |0 +
n∑(|aij |0 + |bij |0)eHj + n∑ cij |x˙j |0eHj , i = 1, . . . , n,
j=1 j=1
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|x˙i |0 < |ri |0 +
n∑
j=1
(|aij |0 + |bij |0)eHj + n∑
j=1
cij |x˙j |0eHj , i = 1, . . . , n. (14)
Next, we shall derive the bounded of |x˙i| (i = 1, . . . , n). Without loss of generality, we can
assume that there exists some positive integer i0 (1 i0  n) such that
|x˙i0 |0 = max
{|x˙j |0, j = 1, . . . , n}.
It follows from (14) that
|x˙i0 |0 < |ri0 |0 +
n∑
j=1
(|ai0j |0 + |bi0j |0)eHj +
n∑
j=1
ci0j |x˙j |0eHj
< |ri0 |0 +
n∑
j=1
(|ai0j |0 + |bi0j |0)eHj + |x˙i0 |0
n∑
j=1
ci0j e
Hj , (15)
and under the condition (I), one obtains
|x˙i0 |0 <
|ri0 |0 +
∑n
j=1(|ai0j |0 + |bi0j |0)eHj
1 −∑nj=1 ci0j eHj :=Mi0 . (16)
Hence, for every i (i = 1, . . . , n) we always have
|x˙i |0 < |x˙i0|0 <Mi0 , i = 1, . . . , n. (17)
It can also be seen from (6) that
r¯i <
1
ω
ω∫
0
(
aii(t)e
xi(t) + bii(t)exi(t−τii (t ))
)
dt +
n∑
j =i
eHj (a¯ij + b¯ij ), i, j = 1, . . . , n,
that is
r¯i −
n∑
j =i
eHj (a¯ij + b¯ij ) < 1
ω
ω∫
0
(
aii(t)e
xi(t) + bii(t)exi(t−τii (t ))
)
dt. (18)
By using extended integral mean value theorem, there exist points θ ′i , θi ∈ [0,ω] such that
r¯i −
∑
j =i
eHj (a¯ij + b¯ij ) < 1
ω
exi(θ
′
i )
ω∫
0
aii(t) dt + 1
ω
exi(θi−τii (θi))
ω∫
0
bii(t) dt
= exi(θ ′i )a¯ii + exi(θi−τii (θi))b¯ii , i, j = 1, . . . , n. (19)
Write that θi − τii (θi) = nω + θi1, where n is an integer and θi1 ∈ [0,ω]. It easily proves
that there exist constants Di > 0 (Di can be large enough) such that
xi(θ
′
i ) > −Di or xi
(
θi − τii (θi)
)
> −Di (i.e., xi(θi1) > −Di),
i = 1, . . . , n. (20)
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such that
xi∗(t
′)−D and xi∗
(
t − τi∗i∗(t)
)
−D for every t ′, t ∈ [0,ω],
thus it follows from (19) that
r¯i∗ −
n∑
j=1, j =i∗
eHj (a¯i∗j + b¯i∗j ) < e−D(a¯i∗i∗ + b¯i∗i∗) → 0
as D is large enough, this contradicts the assumption (II) of Theorem, which implies that
there exist Di > 0 such that (20) holds. Therefore it easily follows from (10), (11) and (20)
that there exist constants θ∗i ∈ [0,ω] such that∣∣xi(θ∗i )∣∣max{| lnAii |,Di} := Bi. (21)
By the above and Eq. (17) we obtain
|xi |0 
∣∣xi(θ∗i )∣∣+
ω∫
0
|x˙i |dt  Bi +Mi0ω, i = 1, . . . , n,
obviously, Bi and Mi0 are independent of λ. Set B =
∑n
i=1(Bi + (1 +ω)Mi0)+ h, where
h > 0 is taken sufficiently large such that the unique solution x∗ = (x∗1 , . . . , x∗n)T of the
equation
r¯i −
n∑
j=1
(a¯ij + b¯ij )exj = 0, i = 1, . . . , n,
satisfies ‖x∗‖ < h. Now we take Ω = {x(t) ∈ X: ‖x‖ < B}. It is clear that Ω verifies the
requirement (a) in Lemma [8] when x = (x1, . . . , xn)T ∈ ∂Ω ∩ KerL = ∂Ω ∩ Rn, x is a
constant vector in Rn with |x| = B , then
QN


x1
...
xn

=


r¯1 −∑nj=1(a¯1j + b¯1j )exj
...
r¯n −∑nj=1(a¯nj + b¯nj )exj

 =


0
...
0

 .
Further, in view of the condition (III) in Theorem, a straightforward calculation shows that
deg{JQNx,Ω ∩ KerL,0} = sign{(−1)n[det(a¯ij + b¯ij )]e∑nj=1 u∗j } = 0.
By now we know that Ω verifies all the requirements of Lemma [8]. Hence, (3) has at least
one ω-periodic solution. By the medium of Ni(t) = exi(t), we obtain that (1) and (2) has at
least one positive ω-periodic solution. The proof of Theorem is completed. 
Remark 1. From the main Theorem we can see that coefficient cij have no effect on the
existence of positive periodic solution of Eq. (1), so when cij ≡ 0, Theorem is also valid
for both advance type and mixed type competitive system, and the similar results can be
seen in Ref. [9]. We can also see that the deviating arguments τij , σij have no effect on
the existence of positive periodic solution of system (1). In addition, τij are independent
of σij .
Z. Liu / J. Math. Anal. Appl. 293 (2004) 181–189 189Remark 2. Li [3] discussed system (∗), which is a special case of Eq. (1), and obtained
the existence of positive periodic solutions of periodic system. Our main result generalized
the corresponding Theorem 2.2 in Ref. [3].
Remark 3. In this paper by considering the maximum of |x˙j |0 (j = 1, . . . , n) we obtain
the bounded of all |x˙i(t)| (i.e., (17)), which is supplementary to the one in Ref. [3].
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