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Abstract. This paper is devoted to the Harish-Chandra-type
decomposition of the global nonsymmetric spherical functions in
terms of their asymptotic expansions and the q, t–generalization of
the celebrated c–function. This is for any reduced root systems in
the q, t–setting; we pay special attention to the case of A1, where
this decomposition is very explicit.
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2 IVAN CHEREDNIK
0. Introduction
In this paper, we obtain the Harish-Chandra-type asymptotic decom-
position of the global nonsymmetric spherical q, t–function G(X,Λ)
from [Ch4]. Given a Weyl chamber C , G(X,Λ) is represented as a
weighted sum of its asymptotic expansions for C ∋ ℜ(x) ∼ ∞ for Λ
and its translation by w ∈ W for the Weyl group W , where we set
X = qx. The weight functions are given in terms of σ(Λ) from [Ch5], a
q, t–generalization of the celebrated Harish-Chandra c–function. Only
reduced root systems will be considered.
The role of σ(Λ) here is similar to that in the symmetric case; see
[Ch5, St2] for the corresponding Harish-Chandra theory. However the
nonsymmetric asymptotic decomposition is not a W–symmetrization
in the Λ–space since G(X,Λ) is not W–invariant. The asymptotic
expansions of G(X,w(Λ)) are not connected with each other for w ∈ W
in any direct way. They form a W–spinor solving the corresponding
difference Dunkl eigenvalue problem in the terminology of [CM, CO1,
CO2]. This is parallel to the (differential) nonsymmetric theory in [Op].
Using the (spinor) Dunkl eigenvalue problem is of obvious signifi-
cance here. It provides the asymptotic expansions and the existence of
the required decomposition with undetermined coefficients. The first
of these applications can be actually replaced by using the technique
of intertwining operators from [Ch3, HHL, RY, OS], the second is very
classical. The Dunkl eigenvalue problem (and W–spinors) will be dis-
cussed in our further paper(s); we do not need it too much in this
particular paper, as well as the related DAHA theory.
We try to make this work short and as focused as possible. Also,
to simplify the setup, only the negative Weyl chamber C− ∋ ℜ(x) will
be considered, where ℜ(x, α) < 0 for all positive roots α. Actually it
suffices to establish the σ–decomposition only in some open X–set (all
involved function are meromorphic). Arbitrary Weyl chambers will be
hopefully considered in our further works.
The function G(X,Λ) is given by a series that converges anywhere.
However its asymptotic expansion in C− ∋ ℜ(x) ∼ ∞ is only mero-
morphic and has certain finite radius of convergence (dependent on
q, t). Here Λ can be arbitrary avoiding singularities. For sufficiently
large negative ℜ(x), the cancelation of the Λ–singularities in the σ–
decomposition of G(X,Λ) is an impressive application of the theory of
global functions. We note that generally there are no a priori ways for
establishing such a cancelation in the (differential) Heckman-Opdam
theory of the hypergeometric function [HO, Op]. Now it can be (po-
tentially) deduced from the difference theory by taking the limit q → 1.
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We essentially follow [Ch5], switching from the asymptotic expan-
sions of the symmetric Macdonald polynomials there to those for the
nonsymmetric Macdonald polynomials. The method from [St2] is re-
stricted to the symmetric theory; the difference Cherednik-Matsuo iso-
morphism theorem is used there, connecting the eigenvalue problem
for the Macdonald operators with the difference AKZ-system [Ch1,
CM, MS]. This approach is not needed in the nonsymmetric theory
because the Dunkl operators can be used instead. As a matter of fact,
the (spinor) Dunkl eigenvalue problem is the key in the justification of
the Cherednik-Matsuo theorems. Note that [St2] includes non-reduced
root systems (the present one is restricted to the reduced case).
At almost any levels, the nonsymmetric direction simplifies, clari-
fies and generalizes the symmetric one. This is especially true in the
difference theory, which already significantly changed the classical har-
monic analysis on symmetric spaces. This is fully applicable to this
paper. However we do not have any geometric interpretation of the
nonsymmetric σ–decomposition formula at the moment. Moreover,
the geometric meaning of the E–polynomials themselves for generic q, t
remains essentially unknown; the symmetrization is generally needed
here (apart from several limiting cases).
We pay special attention to A1 in this paper, where our formula
extends that from [CO1]. Here the decomposition is very explicit and
the connection with the classical basic hypergeometric function can
be readily seen. Also, such an explicit formula makes it possible to
analyze its behavior at |q| = 1. This was touched upon in [CO1] (A1,
the symmetric case), but will not be discussed in the present paper.
Acknowledgements. The author is thankful to M. Duflo, D. Kazh-
dan, E. Opdam, J. Stokman for various discussions of the Harish-
Chandra theory and M. Finkelberg for a discussion of [BFS]. This
paper was stimulated by author’s talks at RIMS and in Tokyo Univer-
sity in 2014, as well as B. Feigin’s question concerning the existence of
W–orbit-sum formulas for the nonsymmetric Macdonald polynomials
(see (2.22) at the end). The paper was mainly written at RIMS; the
author thanks Hiraku Nakajima and RIMS for the invitation and hos-
pitality and the Simons Foundation (which made this visit possible).
1. The case of A1
We will begin this paper with the case of A1, when the formulas
for the E–polynomials and the related functions are (exceptionally)
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explicit. Let us recall the definition of the global function from [Ch5]
in the case of A1. See Theorem 5.4 there and also [CO1].
The constant term functional, the coefficient of X0 of a Laurent
series f or a polynomial in terms of X±1 will be denoted by 〈·〉. The
µ–function, the measure that makes the E–polynomials orthogonal, is
the following truncated theta function:
µ(X ; q, t)
def
==
∞∏
j=0
(1− qjX2)(1− qj+1X−2)
(1− tqjX2)(1− tqj+1X−2)
.(1.1)
We will mainly need its renormalization
µ◦
def
== µ/〈µ〉 = 1 +
t− 1
1− qt
(X2 + qX−2) + . . . ,(1.2)
where 〈µ〉 =
∞∏
j=1
(1− tqj)2
(1− t2qj)(1− qj)
.
The series µ◦ is ∗–invariant for the conjugation
X∗ = X−1, (q 1/2)∗ = q−1/2, (t 1/2)∗ = t−1/2.
The Demazure-Lusztig operator T and the difference Dunkl operator
Y are as follows:
T = t1/2s +
t1/2 − t−1/2
X2 − 1
· (s− 1), Y = sΓ T,
s(Xn) = X−n, Γ(Xn) = qn/2Xn for n ∈ Z.
They naturally act in the polynomial DAHA representation, which
is V
def
== Z[q±1/2, t±1/2][X±1]. We will sometimes set X = qx; then
s(x) = −x, Γ(f(x)) = f(x+ 1/2).
The nonsymmetric Macdonald polynomials, also commonly called E–
polynomials, are uniquely determined from the eigenvalue problem
Y (En) = q
−n♯En for n ∈ Z, t
def
== qk,(1.3)
n♯ =
{
n+k
2
for n > 0,
n−k
2
for n ≤ 0
}
, note that 0♯ = −
k
2
,(1.4)
where the normalization is En = X
n + “lower terms” . By “lower
terms”, we mean polynomials in terms of X±m as |m| < n and, ad-
ditionally, X |n| for n < 0. It gives a filtration in V preserved by Y .
These polynomials (for any reduced root systems) are due to Opdam
in the differential setting (he mentions a contribution of Heckman) and
Macdonald for integral k ≥ 0; see [Op, Ma, Ch2, Ch3].
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Obviously, E0 = 1, E1 = X . Let us provide the formulas for the
E–polynomials (n > 0):
E−n = X
−n +Xn
1− t
1− tqn
+
[n/2]∑
j=1
X2j−n
j−1∏
i=0
(1− qn−i)
(1− q1+i)
(1− tqi)
(1− tqn−i)
+
[(n−1)/2]∑
j=1
Xn−2j
(1− tqj)
(1− tqn−j)
j−1∏
i=0
(1− qn−i)
(1− q1+i)
(1− tqi)
(1− tqn−i)
,(1.5)
En = X
n+
[n/2]∑
j=1
X2j−n qn−j
(1− qj)
(1−qn−j)
j−1∏
i=0
(1−qn−i−1)
(1− q1+i)
(1− tqi )
(1−tqn−i−1)
+
[(n−1)/2]∑
j=1
Xn−2j qj
j−1∏
i=0
(1− qn−i−1)
(1− q1+i)
(1− tqi )
(1− tqn−i−1)
.(1.6)
These are formulas (3.10 - 3.12) from [CM] and [CO1]. One can
present them as infinite series, which are actually finite and will ter-
minate automatically. This is important for what will follow. We note
that T. Koornwinder was the first to explicitly calculate the formulas
for the E–polynomials for A1. One has:
E−n =
∞∑
j=0
Xn−2j
(1− tqj)
(1− tqn−j)
j−1∏
i=0
(1− qn−i)
(1− q1+i)
(1− tqi)
(1− tqn−i)
,(1.7)
En =
∞∑
j=0
Xn−2j qj
j−1∏
i=0
(1−qn−i−1)
(1− q1+i)
(1− tqi )
(1−tqn−i−1)
(n>0),(1.8)
where the actual summation will be till j=n in the first formula (which
works for n = 0) and till j = n−1 in the second; the products there
will vanish otherwise.
Setting θ(X)
def
==
∑∞
n=−∞ q
n2/4Xn, the global nonsymmetric function
for A1 is defined in [Ch4] as follows:
θ(X)θ(Λ)
θ(t1/2)
G(X ; Λ) =
∞∑
n=−∞
q
n2
4 t
|n|
2
E∗n(X)En(Λ)
〈EnE∗nµ◦〉
(1.9)
= Ψ(X,Λ)
def
==
∞∑
n=−∞
q
n2
4 t
|n|
2
En(X)E
∗
n(Λ)
〈EnE∗nµ◦〉
.
6 IVAN CHEREDNIK
The following properties of the G–function are from [Ch4] (for any
reduced root systems):
Y (G) = Λ−1G, X−1G = YΛ(G), T (G) = TΛ(G),(1.10)
G(X,Λ = qn♯) =
∞∏
i=1
1− tqi
1− qi
En(X)
En(t−1/2)
, n ∈ Z,(1.11)
En(t
− 1
2 )= t−
|n|
2
∏
0<j<|n˜|
1−qjt2
1−qjt
, |n˜|=
{
|n|+1 for n ≤ 0,
n for n>0
}
.(1.12)
Here YΛ and TΛ are Y, T where X is replaced by Λ. The relations from
(1.10), the Shintani-type formula (1.11) and the X ↔ Λ symmetry in
(1.9) are the key ingredients of our approach, extending that in [Ch5].
The symmetric Macdonald polynomials Pn(n ≥ 0) for A1, which are
the Rogers polynomials, are given by the formulas Pn = E−n+
t−tqn
1−tqn
En.
Accordingly,
(1 + t)
Pn(X)
Pn(t1/2)
=
1− t2qn
1− tqn
E−n(X)
E−n(t−1/2)
+
t− tqn
1− tqn
En(X)
En(t−1/2)
for n≥0,
(1 + t)F (X,Λ) =
t− Λ−2
1− Λ−2
G(X,Λ−1) +
t− Λ2
1− Λ2
G(X,Λ) for(1.13)
θ(X)θ(Λ)
θ(t1/2)
F (X,Λ) = Φ(X,Λ)
def
==
∞∑
n=0
q
n2
4 t
n
2
Pn(X)Pn(Λ)
〈PnPnµ◦〉
apart from the zeros of θ(X)θ(Λ). See the last three formulas of [Ch4].
Theorem 1.1. For the function G(X,Λ) from (1.9), let us assume
that |q| < 1 and |X| > |t|−1/2|q|1/2. For 〈µ〉 from (1.2),
Ψ(X,Λ) = 〈µ〉
(
σ( 1Λ) θ(XΛt
1
2 ) Ξ−(X,Λ) + σ(Λ) θ(
X
Λ t
1
2 ) Ξ+(X,
1
Λ)
)
,
Ξ−(X,Λ)=
1− t
1−tΛ−2
+
∞∑
j=1
1− tqj
1−tΛ−2
(q
t
)j
X−2j
j∏
s=1
(1−tqs−1)(1−tqs−1Λ2)
(1− qs)(1− qsΛ2)
,
Ξ+(X,Λ)=1 +
∞∑
j=1
1− tqj Λ2
1− tΛ2
(q
t
)j
X−2j
j∏
s=1
(1−tqs−1)(1−tqs−1Λ2)
(1−qs)(1− qs Λ2)
,
where σ(Λ) =
∞∏
j=0
1− tqjΛ2
1− qjΛ2
= 1 +
∑
j=1
Λ2j
j∏
s=1
1− tqs−1
1− qs
,(1.14)
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which is a q, t–generalization of the Harish-Chandra c–function. Using
(1.13), we arrive at Theorem 2.3 from [CO1] for X 7→ X−1 :
Φ(X,Λ)=〈µ〉σ( 1Λ)
θ(XΛt
1
2 )
1 + t
∞∑
j=0
(q
t
)j
X−2j
j∏
s=1
(1−tqs−1)(1−tqs−1Λ2)
(1− qs)(1− qsΛ2)
+ 〈µ〉 σ(Λ)
θ(XΛ−1t1/2)
1 + t
∞∑
j=0
(q
t
)j
X−2j
j∏
s=1
(1− tqs−1)(1− tqs−1Λ−2)
(1− qs)(1− qsΛ−2)
.
Proof. Let us present X−nE±n in terms of Λ. Setting
Ξ˜+(X,Λ)
def
== Ξ+(X,Λ), Ξ˜−(X,Λ)
def
== Ξ−(X,Λ)
1−tΛ−2
1− Λ−2
(1.15)
=
1− t
1−Λ−2
+
∞∑
j=1
1− tqj
1−Λ−2
(q
t
)j
X−2j
j∏
s=1
(1−tqs−1)(1−tqs−1Λ2)
(1− qs)(1− qsΛ2)
,
we claim that
En+1
Xn+1
=Ξ˜+(X,Λ
2=
1
tqn+1
),
E−n
Xn
=Ξ˜−(X,Λ
2=
1
tqn
) for n≥0.(1.16)
These two formulas are direct from (1.7,1.8), as well as
XnE−n = Ξ̂+(X,Λ
2=
1
tqn
) for n ≥ 0, where
Ξ̂+(X,Λ)
def
==
∞∑
j=0
X2j
tj
j∏
s=1
(1−tqs−1)(1−tqs−1Λ2)
(1− qs)(1− qsΛ2)
.(1.17)
Following [Ch4] and using Y (G) = Λ−1G from (1.10) (instead of the
Macdonald eigenvalue problem there), we obtain that
Ψ(X,Λ)
〈µ〉
=α(
1
Λ
) θ(XΛt
1
2 ) Ξ−(X,Λ)+β(Λ) θ(
X
Λ
t
1
2 ) Ξ+(X,
1
Λ
)(1.18)
for certain functions α(Λ), β(Λ), which do not depend on X (see the
general case below). They can be determined as follows.
Let us find α(Λ) and β(Λ). We will use the relation θ(Xqm/2) =
X−mq−m
2/4 θ(X) and the 1
2
Z–periodicity of qx
2
θ(X) in terms of x
defined from X = qx; the latter periodicity readily implies the former
relation. We set Λn
def
==t
1
2 q
n
2 for n > 0 and Λ−n
def
== (t
1
2 q
n
2 )−1 for n ≥ 0.
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Applying the Shintani-type formula (1.11) for E−n(n ∈ Z+), let us
establish the theorem when Λ = Λ−n. One has:
n∏
i=1
1−t2qi
1−qit
∞∏
i=1
1− qi
1− tqi
t−
n
2 G(X,Λ−n=(tq
n)−
1
2 ) = E−n(X) ⇒(1.19)
n∏
i=1
1−t2qi
1−qit
∞∏
i=1
1−qi
1−tqi
θ(X)θ(t−
1
2 q−
n
2 )
θ(t1/2)
G
(
X, (tqn)−
1
2
)
=θ(XΛ−nt
1
2 )
E−n
Xn
,
n∏
i=1
1−t2qi
1−qit
∞∏
i=1
1−qi
1−tqi
Ψ
(
X, (tqn)−
1
2
)
= θ(XΛ−nt
1
2 )
E−n(X)
Xn
.
The last equality is exactly the decomposition for Ψ(X,Λ=Λn) from
(1.14). Indeed, using the product formula for 〈µ〉 from (1.2) and upon
the division of the last equality by σ(Λn)θ(XΛ−nt
1
2 ),
Ξ˜−(X,Λ−n)
σ(Λn)
= 〈µ〉
n∏
i=1
1−t2qi
1−qit
∞∏
i=1
1−qi
1−tqi
Ξ−(X,Λ−n)
=
∞∏
i=1
(1− tqi)2
(1− t2qi)(1− qi)
n∏
i=1
1−t2qi
1−tqi
∞∏
i=1
1−qi
1−tqi
Ξ−(X,Λ−n)
=
∞∏
i=n+1
1− tqi
1−t2qi
Ξ−(X,Λ−n) =
1−t2qn
1− tqn
Ξ−(X,Λ−n)
σ(Λn)
,
which is the relation between Ξ and Ξ˜ from (1.15).
Thus α(Λn) = σ(Λn) and β(Λ−n) = 0 for n ∈ Z+. Similarly, one
checks that α(Λ−n) = 0 and β(Λn) = σ(Λn) for n > 0. This is actu-
ally sufficient to determine the coefficients α, β uniquely by analyticity
considerations, which can be also established as follows.
Classical method. Let assume that |X| approaches ∞ in (1.18) pro-
vided |Λ| > 1 and that the term with β does not contribute to the
resulting asymptotic expansion. This is the classical track; we set
X = qx,Λ = qλ providing ℜ(x),ℜ(λ) < 0 and ℜ(xλ) > 0. Under
these assumptions, let Ψ−−(X,Λ)
def
== 〈µ〉−1Ψ(X,Λ) θ(XΛt
1
2 )−1. Then
Ψ−−(X,Λ) approaches α(Λ
−1)(1 − t) as |X| → ∞. On the other hand,
this limit can be readily calculated using the symmetry X ↔ Λ.
Namely,
lim
|X|→∞
Ψ−−(X,Λ)= lim
n→∞
Ψ−−(Λ, X−n= t
−1/2q−n/2) = Ξ˜−(Λ, |X|→∞)
= 1−t+
∞∑
j=1
(1−tqj)Λ−2j
j∏
s=1
1−tqs−1
1− qs
= (1−t)σ(Λ−1).(1.20)
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Use the formula for Ξ˜(X,Λ) and the expansion of σ from (1.14).
Similarly, sending |X| → ∞ in (1.18) for |Λ| < 1 provides the
formula for the β–coefficient. Now ℜ(λ) < 0 > ℜ(x) and we the
relation ℜ(xλ) < 0 is imposed. We set
Ψ+−(X,Λ)
def
==
Ψ(X,Λ)
〈µ〉
θ
(
Λ
X t
1
2
)−1
, Ψ−+
def
==
Ψ(X,Λ)
〈µ〉
θ
(
X
Λ t
1
2
)−1
,(1.21)
which are proportional to the expansions of XnE−n and X
−nEn as
Λ = (tqn)±1/2 in terms of Xm for m ∈ ±Z+ (with explicit coefficients
of proportionality due to the Shintani-type formulas). Parallel to the
above consideration of Ψ−− ,
lim
|X|→∞
Ψ−+(X,Λ)=β(Λ) Ξ+(X→∞,
1
Λ
) = β(Λ).(1.22)
Then we employ the X ↔ Λ symmetry and use (1.17):
β(Λ) = lim
|X|→∞
Ψ+−(Λ, X)= lim
n→∞
Ψ+−(Λ, X=X−n)=Ξ̂−(Λ, X→∞)
= lim
|X|→∞
∞∑
j=0
Λ2j
tj
j∏
s=1
(1−tqs−1)(1−tqs−1X2)
(1− qs)(1− qsX2)
= σ(Λ).

We note that 〈µ〉 appears in this theorem as a result of direct calcu-
lation based on the constant term and the evaluation identities for the
nonsymmetric Macdonald polynomials and the Shintani-type formula
for global functions. The presence of 〈µ〉 can be seen in a more concep-
tual way, but we will not discuss this in the present paper. Note that
the X ↔ Λ–symmetry of G(X,Λ), which is the key, has no counterpart
in the differential Harish-Chandra theory (though holds in the rational
limit, the theory of nonsymmetric Hankel transform).
The approach we use can be generalized to arbitrary root systems.
Following [Ch5], one can calculate the expansions of Xu(b)Ew(b) for the
nonsymmetric Macdonald polynomials for any b ∈ P− and u, w ∈ W
(see [Ch1] and below). They will be in terms of Xα for the roots
α ∈ u(R+) and will coincide with σ(X) up to certain explicit factors.
The theorem above was stated only for |X| > 1. Following (1.21), the
functions Ξ−,Ξ+ can be naturally denoted by Ξ
−
− and Ξ
−
+. Then the
expansions of Ψ for |X| < 1 will be in terms of Ξ+±. The calculation of
these expansions is very similar, but we will omit this in the present
paper. Let us go to the general theory.
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2. General theory
The extension of Theorem 1.1 to arbitrary reduced root systems
(and its proof) is relatively straightforward. We follow [Ch2] (concern-
ing E–polynomials and their main properties), [Ch4] (for the global
functions), [Ch5] (the σ–function) and [Ch1]. See [St1] for the global
functions in the C∨Cn–case.
Let R = {α} ⊂ Rn be a root system of type A,B, . . . ,G2 with respect
to a euclidean form (z, z′) on Rn ∋ z, z′, W the Weyl group generated
by the reflections sα, R+ the set of positive roots corresponding to
fixed simple roots α1, ..., αn; R− = −R+. The form is normalized by
the condition (α, α) = 2 for short roots. The root lattice and the
weight lattice are:
Q = ⊕ni=1Zαi ⊂ P = ⊕
n
i=1Zωi,
where {ωi} are fundamental weights: (ωi, α
∨
j ) = δij for the coroots
α∨ = 2α/(α, α). Replacing Z by Z+ = {m ∈ Z, m ≥ 0}, we obtain
Q+, P+; we will constantly use P− = −P+. Let ι(b) = b
ι = −w0(b) for
the element w0 of the maximal length in W .
Setting να
def
== (α, α)/2, the vectors α˜ = [α, ναj ] ∈ R
n × R ⊂ Rn+1
for α ∈ R, j ∈ Z form the twisted affine root system R˜ ⊃ R (z ∈ Rn
are identified with [z, 0]). The corresponding set R˜+ of positive roots
is R+ ∪ {[α, ναj ], α ∈ R, j > 0}.
The extended Weyl group Ŵ is W⋉P , where the corresponding ac-
tion in Rn+1 is
(wb)([z, ζ ]) = [w(z), ζ − (z, b)] for w ∈ W, b ∈ P.
The length in Ŵ is defined as follows:
l(ŵ) = |λ(ŵ)| for λ(ŵ)
def
== R˜+ ∩ ŵ
−1(−R˜+).
For α˜ = [α, ναj ] ∈ R˜, 0 ≤ i ≤ n, we set
tα˜ = tα = tνα = q
kν
α , qα˜ = q
να, ti = tαi , qi = qαi ,
ρk
def
==
1
2
∑
α>0
kαα = kshtρsht+klngρlng, ρν =
1
2
∑
να=ν
α =
∑
νi=ν,i>0
ωi,
where sht, lng are used instead of ν.
Let V by the space of Laurent polynomials in terms of Xb(b ∈ P )
satisfying the multiplicative property Xb+c = XbXc; the coefficients
are taken from Z[q±1/m, t
±1/2
ν ], where (P, P ) ∈
1
m
Z. For any b ∈ P and
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generic q, t, the nonsymmetric Macdonald polynomials are uniquely
determined by the relations
Ya(Eb) = q
−(a,b−ub(ρk))Eb and the coefficient of Xb ∈ Eb is 1(2.1)
for ub ∈ W of minimal possible length such that ub(b) ∈ P−,
where Ya(a ∈ P ) are the difference Dunkl operators ; they act in V and
are pairwise commutative. See Theorem 4.1 from [Ch2] and Proposition
3.3.1 from [Ch1]. The coefficients of Eb belong to Q(q, tν). Setting
b♯
def
== b− ub(ρk), we can rewrite (2.1) as
Ya(Eb) = X
−1
b (q
b♯)Eb, where Xa(q
b)
def
== q(a,b) for a, b ∈ P.(2.2)
Let ξ(α)
def
== 0, 1 respectively for α ∈ R+, R−. The Main Theorem in
[Ch2] and formula (3.3.16) in [Ch1] state that
Eb(q
−ρk) = q(ρk,b−)
∏
α>0
j(b,α)∏
j=1
(1− qjαtαXα(qρk)
1− qjαXα(qρk)
)
for b ∈ P,(2.3)
where b−
def
== ub(b)∈P−, j(b, α) = −(α
∨, b−)− ξ(u
−1
b (α)).
We will also need
µ(X ; q, t)
def
==
∏
α∈R+
∞∏
j=0
(1−Xαq
j
α)(1−X
−1
α q
j+1
α )
(1−Xαtαq
j
α)(1−X−1α tαq
j+1
α )
,(2.4)
〈µ〉 =
∏
α∈R+
∞∏
i=1
(1− q(ρk ,α)+iνα)2
(1− tαq(ρk ,α)+iνα)(1− t−1α q
(ρk,α)+iνα)
,(2.5)
where 〈 · 〉 is the constant term functional (the coefficient of X0). See
e.g. (3.3.1),(3.3.2) in [Ch1]. We will use below the norms 〈EbE
⋆
bµ◦〉 for
µ◦
def
== µ/〈µ〉 from (3.4.2) there, but do not need the exact formulas for
them. The conjugation ⋆ is as follows: X⋆b = X
−1
b , q
⋆ = q−1, t⋆ν = t
−1
ν .
We will omit the definition of the symmetric Macdonald polynomials
Pb(b ∈ P−) in this paper; see (3.3.12) and (3.3.14) from [Ch1] and
(3.4.3) there for the norms 〈PbPbιµ◦〉. Recall that b
ι = −w0(b). Formula
(3.3.23) from [Ch1] states:
Pb−(q
−ρk) = Pb−(q
ρk) = Eb+(q
−ρk)
∏
α>0
(1− tαXα(qρk)
1−Xα(qρk)
)
.
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The following formula is from (4.13) [Ch2] and (3.3.15) from [Ch1]:
Pb− =
∑
c∈W (b+)
∏
(α,c)>0
tα −Xα(q
c♯)
1−Xα(qc♯)
Ec, α ∈ R+.(2.6)
See [Ma] for ksht = klng ∈ Z+. We need its variant in terms of
E ′b
def
== Eb/Eb(q
−ρk) and P ′′b−
def
== PR(t)Pb−/Pb−(q
−ρk),
where PR(t) =
∏
α>0
1− tαq
(α,ρk)
1− q(α,ρk)
is the Poincare´ polynomial.
For α ∈ R+,
P ′′b−=
∑
c∈W (b+)
∏
u−1c (α)>0
(1− tαXα(qρk−b−)
1−Xα(qρk−b−)
) ∏
(α,c)>0
tα−Xα(q
c♯)
1−Xα(qc♯)
E ′c.(2.7)
Switching in the first product to β = u−1c (α), the condition u
−1
c (α) > 0
for α > 0 becomes (β, c) ≤ 0 for β > 0. Also ρk − b− = −uc(c♯).
Therefore for α, β > 0,
P ′′b−=
∑
c∈W (b+)
∏
(β,c)≤0
(1− tβX−1β (qc♯)
1−X−1β (q
c♯)
) ∏
(α,c)>0
tα−Xα(q
c♯)
1−Xα(qc♯)
E ′c(2.8)
=
∑
c∈W (b+)
∏
α>0
tα−Xα(q
c♯)
1−Xα(qc♯)
E ′c.
The following construction is from Theorem 5.4 and Corollary 7.3
of [Ch4]. The function G(X,Λ) introduced in (2.10) below is called
global nonsymmetric q, t–spherical function. We will use another set of
(pairwise commutative) variables Λb. Sometimes it will be convenient
to put X = qx. Then Xb = q
(x,b) for b ∈ P . Accordingly, w(Xb) =
Xw(b) for w ∈ W and w
(
f(X)
)
= f(w−1(X)) = f(qw
−1(x)) for any
function f of X (notice w−1). The same notations will be used for
Λ = qλ; we put wΛ instead of w if this action can be confused with
that in terms of X .
We set θ(X)
def
==
∑
b∈P q
−(b,b)/2Xb; obviously w(θ(X)) = θ(X) =
th(X−1) for w ∈ W and q
(x,x)
2 θ(X) is P–periodic in terms of x. If
|q| < 1, then θ(X) is convergent and holomorphic anywhere.
Theorem 2.1. (i) The Laurent series
Ψ(X,Λ) = Ψ(X,Λ; q, t)
def
==
∑
b∈B
q(b,b)/2−(b−,ρk)
E⋆b (X)Eb(Λ)
〈EbE⋆bµ◦〉
(2.9)
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is well defined with coefficients in Q[t][[q
1
2m ]]. For |q| < 1, Ψ converges
to an entire function of X,Λ, provided tν are chosen so that all E–
polynomials exist (the conditions |tν | < 1 are sufficient). Accordingly,
G(X,Λ)
def
==
θ(qρk)
θ(X)θ(Λ)
Ψ(X,Λ; q, t)(2.10)
is a meromorphic function of X,Λ, which is analytic apart from the
zeros of θ(X)θ(Λ).
(ii) The function G(X,Λ) satisfies the relations
G(X,Λ) = G(Λ, X), Ya(G(X,Λ)) = Λ
−1
a G(X,Λ) for a ∈ P.(2.11)
For an arbitrary b ∈ P , one has the Shintani-type formulas:
G(X, qb♯) =
Eb(X)
Eb(q−ρk)
∏
α∈R+
∞∏
j=1
( 1− q(ρk ,α)+ναj
1− t−1α q
(ρk,α)+ναj
)
.(2.12)
(iii) Let us define the symmetric global function F (X,Λ) via
θ(X)θ(Λ)
θ(qρk)
F (X,Λ)=Φ(X,Λ)
def
==
∑
b∈P−
q
(b,b)
2
−
(b,ρk)
2
Pb(X)Pbι(Λ)
〈PbPbιµ◦〉
.(2.13)
Then (2.12) holds with the same coefficient of proportionality:
F (X, qb−ρk)=
Pb(X)
Pb(qρk)
∏
α∈R+
∞∏
j=1
( 1− q(ρk,α)+ναj
1−t−1α q
(ρk,α)+ναj
)
for b = b−,(2.14)
and (2.8) implies PR(t)F (X,Λ) =
∑
w∈W
∏
α>0
tα−Λw(α)
1 − Λw(α)
G(X,w(Λ)).

The proof is based on the fundamental fact that G(X,Λ) repre-
sents the Fourier transform of DAHA. For instance, the Shintani-type
formula (2.12) follows from formula (3.4.13) in Theorem 3.4.2 [Ch1],
which states that the Fourier-images of Eb/Eb(q
−ρk) (with respect to
the DAHA-automorphism ε) are the corresponding delta-functions.
Theorem 2.2. (i) Λ–Stabilization. For any given w ∈ W , there exists
a unique series Ξ(w)(X,Λ) =
∑
a∈Q+
Awa (Λ)X
−1
a with the coefficients
that are rational functions in terms of q, tν ,Λα such that
Xbι−Eb = Ξ
(w)
(
X,Λ=qb−−ρk
)
for w = u−1b , b ∈ P ; see (2.1).
(2.15)
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The functions Awa (Λ) are regular if Λα 6∈ q
Z
α for every α ∈ R+ and
have formal expansions in the ring Q[t±1ν ] [[ qαΛα, Λ
−1
α (α > 0) ]]. As-
suming |q| < 1, let X = qx. There exists a constant C>0 (dependent
on q, tν) such that the series Ξ
(w) converges for any w ∈ W when
(ℜ(x), α) <−C for every α ∈ R+ and Λ can be arbitrary apart from
the singularities of Awa .
(ii) Asymptotic decomposition. Let G(X,Λ), Ψ(X,Λ) be from (2.10)
and 〈µ〉 from (2.5). Recall that wΛ(f(Λ)) = f
(
w−1(Λ)
)
and wΛ(Λb) =
Λw(b) for w ∈ W, b ∈ P ; also, Λ
ι = −w0(Λ), (Λ
ι)b = Λbι.
Setting σ∗(Λ)
def
==
∏
α>0
∞∏
j=1
1− tαq
j
αΛ
−1
α
1− qjαΛ−1α
, Ψ(X,Λ) =(2.16)
= 〈µ〉
∑
w∈W
wΛ
(
σ∗(Λ) θ
(
ΛιXqρk
)
Ξ(w)(X,Λ)
) ∏
α>0>w(α)
(1−tαΛ−1w(α)
1− Λ−1w(α)
)
,
provided the convergence of the right-hand side; σ∗(Λ) is a modification
of the q, t-generalization σ of the Harish-Chandra c–function from for-
mula (4.5) in [Ch5] with j ≥ 1 instead of j ≥ 0 and Λ 7→ Λ−1.
An outline of the proof. The stabilization in (i) can be deduced di-
rectly from the eigenvalue problem (2.2), which is the definition of Eb
in this paper. However it is more convenient to use the intertwining
operators from [Ch3] (due to Knop and Sahi for An). One can also used
the formulas from [HHL, RY, OS] based on the intertwining operators;
see (the most general) Theorem 3.13 in [OS]. The intertwining opera-
tors are not creation operators any longer (as for the E–polynomials),
but provide recurrence relations that are sufficient to justify (i). We
will omit the details in this paper.
The key in (ii) is the verification that the asymptotic expansion
of Ψ(X,Λ) for Λ = qb♯ = qu
−1
b
(b−−ρk) coincides with the term with
w = u−1b in the right-hand side of (2.16). Here b = u
−1
b (b−); see (2.2).
First of all, let us check that the multiplier
v
(
σ∗(Λ)
) ∏
α>0>v(α)
(1−tαΛ−1v(α)
1− Λ−1v(α)
)
for v ∈ W(2.17)
is nonzero only when v = u−1b for such Λ. Indeed, if v 6= u
−1
b , there
exists α > 0 and a simple root αi such that ubv(α) = −αi. This
results in
(
u−1b (ρ) , v(α)
)
= −1 and
(
u−1b (b−) , v(α)
)
= (b− ,−αi) ≥ 0.
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If (b− , αi) = 0, then u
−1
b (αi) > 0 (we use the minimality of ub) and
v(α) < 0, which is the inequality from the product part in (2.17).
Therefore the term
(
1−qjtαΛ
−1
v(α)
)
in the numerator of (2.17) will vanish
at Λ = qb♯ for j = −(b− , αi) ≥ 0.
We will use the relation θ(Xqb) = X−1b q
−(b,b)/2θ(X) for b ∈ P , which
follows from the P–periodicity of q
(x,x)
2 θ(X) and readily results in
θ(Xqb
ι−ρkqρk) = q−(b,ρk)X−1bι
θ(X)θ(qb−ρk)
θ(qρk)
.
Let us consecutively apply formulas (2.3), (2.12) and (2.5) (the Shin-
tani formula, the evaluation and the constant term formulas). We will
begin with b = b− ∈ P−, w =id; the case of general b ∈ P is parallel.
We evaluate 〈µ〉σ∗(q
b−ρk)θ(Xqb
ι−ρkqρk)Ξ(id)
(
X, qb−ρk
)
, which is the
first and the only nonzero term in the decomposition from (2.16) for
Λ = qb♯ = qb−ρk . Using (i) for b = b−,
θ(Xqb
ι−ρkqρk) Ξ(id)
(
X, qb−ρk
)
= q−(b,ρk)X−1bι
(
XbιEb
)θ(X)θ(qb−ρk)
θ(qρk)
= q−(b,ρk)
(
Eb(q
−ρk)E ′b
)θ(X)θ(qb−ρk)
θ(qρk)
= q−(b,ρk)Eb(q
−ρk)
×
(∏
α>0
∞∏
j=1
(1− t−1α q(ρk ,α)+ναj
1− q(ρk,α)+ναj
)
G(X, qb−ρk)
)θ(X)θ(qb−ρk)
θ(qρk)
= q−(b,ρk)Eb(q
−ρk)
∏
α>0
∞∏
j=1
(1− t−1α q(ρk,α)+ναj
1− q(ρk ,α)+ναj
)
Ψ(X, qb−ρk)
=
∏
α>0

−(b,α∨)∏
j=1
1−qjαtαXα(q
ρk)
1− qjαXα(qρk)
∞∏
j=1
1−t−1α q
(ρk ,α)+ναj
1− q(ρk ,α)+ναj

Ψ(X, qb−ρk).
Thus,
〈µ〉σ∗(q
b−−ρk)θ(Xqb
ι
−−ρkqρk)Ξ(id)
(
X, qb−−ρk
)
/Ψ(X, qb−−ρk)
=
∏
α>0
∞∏
j=1
(1− qjαq
(ρk,α))2
(1− tαq
j
αq(ρk,α))(1− t−1α q
j
αq(ρk,α))
×
∏
α>0
∞∏
j=1
1− tαq
j
αq
−(b−,α)+(ρk ,α)
1− qjαq−(b−,α)+(ρk ,α)
(2.18)
×
∏
α>0

−(b−,α∨)∏
j=1
(1− tαqjαq(ρk ,α)
1− qjαq(ρk,α)
) ∞∏
j=1
(1− t−1α q(ρk ,α)+ναj
1− q(ρk ,α)+ναj
)=1.
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This cancelation readily results from
∏
α>0

 ∞∏
j=1
1− tαq
j
αq
−(b−,α)+(ρk ,α)
1− qjαq−(b−,α)+(ρk ,α)
−(b−,α∨)∏
j=1
(1− tαqjαq(ρk,α)
1− qjαq(ρk ,α)
) =
∏
α>0
∞∏
j=1
(1− qjαtαq(ρk ,α)
1− qjαq(ρk ,α)
)
.
When b ∈ P is arbitrary, let w = u−1b and Λ = u
−1
b (q
−b−−ρk). Then
∏
α>0>w(α)
1−tαΛ
−1
w(α)
1− Λ−1w(α)
=
∏
α>0>w(α)
1− tαq
−(b−,α)+(ρk ,α)
1− q−(b−,α)+(ρk ,α)
must be added to (2.18). Respectively, the upper limit −(b−, α
∨) for
j (the last line there) must be diminished to j(b, α) = −(b−, α
∨) −
ξ(u−1b (α)), where ξ(α) = 0, 1 for α ∈ R±; see (2.3). These adjustments
complement each other and the result will be 1, as well as for b = b−.
Next, we use the decomposition
Ψ(X,Λ) = 〈µ〉
∑
w∈W
wΛ
(
̟w(Λ) θ(Λ
ιXqρk) Ξ(w)
(
X,Λ
))
,(2.19)
where the coefficients ̟w do not depend on X . This is a general fact,
which follows from the difference Dunkl eigenvalue problem in (2.11):
Ya(G(X,Λ)) = Λ
−1
a G(X,Λ) for a ∈ P . Here you need to consider the
latter in the W–spinors , treating the action of w ∈ W as the cor-
responding permutation of the independent spinor components. Note
that this is parallel to what was done in [Op] in the differential setting.
The (formal) origin of the W–spinors are [Ch6] (where they were used
for the Cherednik-Matsuo theorem) and [Op]; see [CM, CO2] for the
exact definitions and a comprehensive discussion.
Here generally, ̟w can be P–periodic functions in terms of x. How-
ever in our setting, all functions are Laurent series in terms of X and
therefore ̟w must be double periodic x–functions for P ⊕
2πı
log(q)
P .
Since they have no singularities in x for sufficiently large negative ℜ(x)
due to the convergence of Ψ, they do not depend of X .
We conclude that for the Kronecker delta δv,w,
w
(
̟v(Λ)
)
= δv,w w
(
σ∗(Λ)
) ∏
α>0>w(α)
(1−tαΛ−1w(α)
1− Λ−1w(α)
)
, where(2.20)
Λ=w(qb−−ρk)=qb♯ for b ∈ P, w=u−1b , b−=ub(b) ∈ P−.
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Relations from (2.20) are actually sufficient to fix {̟w} uniquely
via the analyticity considerations. A usual (classical) justification of
similar facts is what we did for A1, using the X ↔ Λ– symmetry and
considering the asymptotic sectors where exactly one of the terms in
the decomposition (2.16) survives. One needs to know in this approach
the limits of Xw(b−)Eb− as |Xw(α)| → ∞ for all α > 0; cf. (1.20).
These limits are relatively straightforward to find. As in [Ch5], we
obtain the recurrence relations for them (coinciding with those for the
corresponding ̟w). We will omit the details in this paper. 
An orbit-sum formula. There is an interesting application of the de-
composition theorem to the E–polynomials, which is another (“global”)
relation connecting Eb and Ξ
(w). Using the X ↔ Λ– symmetry of
G(X,Λ), we can substitute X = qb−−ρk in (2.16). One has:
θ(Λ)−1 q
(b,b)
2 Ψ(qb−−ρk ,Λ)(2.21)
=
∏
α>0

 −(b−,α∨)∏
j=1
(1− tαqjαq(ρk,α)
1− qjαq(ρk ,α)
) ∞∏
j=1
(1− t−1α qjαq(ρk,α)
1− qjαq(ρk ,α)
)
−1
Eb(Λ)
=〈µ〉
∑
w∈W
wΛ
(
σ∗(Λ)
θ
(
Λιqb−−ρkqρk
)
θ(Λ)q−
(b,b)
2
Ξ(w)
(
qb−−ρk ,Λ
)) ∏
α>0>w(α)
1−tαΛ
−1
w(α)
1− Λ−1w(α)
=〈µ〉
∑
w∈W
wΛ
(
σ∗(Λ) Λ
−1
bι−
Ξ(w)
(
qb−−ρk ,Λ
)) ∏
α>0>w(α)
1−tαΛ
−1
w(α)
1− Λ−1w(α)
.
Replacing 〈µ〉 by the corresponding product, we obtain the following
identity:
∏
α>0
∞∏
j=1
(1− tαqjαq(ρk−b−,α)
1− qjαq(ρk−b−,α)
)
Eb−(Λ) = σ∗(q
b−−ρk)Eb−(Λ)
=
∑
w∈W
wΛ
(
σ∗(Λ) Λ
−1
bι−
Ξ(w)
(
qb−−ρk ,Λ
)) ∏
α>0>w(α)
1−tαΛ
−1
w(α)
1− Λ−1w(α)
.(2.22)
It is instructional to plug in here Λ = qb♯ for b = u−1b (b−). As we
know, only the term with w = u−1b in the last sum will not vanish and
σ∗(q
b−−ρk) = σ∗
(
qub(b♯)
)
= u−1b
(
σ∗(q
b♯)
)
; recall that b♯ = u
−1
b (b− − ρk).
Then u−1b
(
Eb(q
b♯)
)
= Eb(q
b−−ρk), Λ−1w(α) = q
(ρk−b− , α) and we arrive at
Eb−(q
b♯) =
∏
α>0>u−1
b
(α)
1−tαq
(ρk−b− , α)
1− q(ρk−b− , α)
Eb(q
b−−ρk).
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This is a particular case of the Duality Theorem from [Ch2]:
Eb(q
c♯)Ec(q
−ρk) = Ec(q
b♯)Eb(q
−ρk), b, c ∈ P.
Indeed,
Eb−(q
−ρk)/Eb(q
−ρk) =
∏
α>0>u−1b (α)
1−tαq
(ρk−b− , α)
1− q(ρk−b− , α)
,
which is direct from (2.3).
Note that (2.22) becomes very explicit for A1, which we will omit.
Generally, the relation to the case of A1 is as follows:
Ξ(id) = Ξ˜−, Ξ
(s) = Ξ˜+ ; see (1.16) .
Let us provide two examples of the coefficients of Ξw beyond A1. We
use the formula from [HHL] with some help of SAGE. For A2, let us
calculate the constant term of Ξ(id), which is the coefficient of Xb+ in
the polynomial Eb− (b− ∈ P−) upon the substitution Λ = q
b−−ρk for
any b− ∈ P−. It equals
Ξ(id)(Xα→∞, α>0) =
(1−t)
(
1−t+t2−t(Λ−1α1 +Λ
−1
α2 − Λ
−1
α1+α2)
)
(1− Λ−1α1 )(1− Λ
−1
α2
)(1− Λ−1α1+α2)
.
The coefficient of Ξ(id) of X−1α1 equals
q(1− t)2
t(1− q)
(1− tΛα2)
(1− qΛα2)
(
1−t+qt2−t(qΛ−1α1 +Λ
−1
α2 −Λ
−1
α1+α2)
)
(1− Λ−1α1 )(1− Λ
−1
α2
)(1− Λ−1α1+α2)
.
Accordingly, the coefficient of Ξ(id) of X−1α2 is obtained by the transpo-
sition α1 ↔ α2 in the formula above.
Symmetrization. The passage from the decomposition (2.16) to that
of F (X,Λ) can be now performed by means of the connection formula
(2.14). Then we will arrive at Theorem 4.6 from [St2] (in the reduced
case). We do not provide here the formula for the radius of convergence
of Ξ(w)(X,Λ) in terms of X . Similar to [St2], this can be generally
achieved using the X ↔ Λ–duality and calculating the distance to the
first Λ–singular point in the σ–decomposition.
The σ–decomposition of F (X,Λ) in the case of t = 0 is directly re-
lated to [GL, BF] (the q–Whittaker case) and the so-calledK–theoretic
J–function of flag varieties. For arbitrary t, the connection with the
Laumon spaces was established for An in [BFS]; see Conjecture 1.8 and
especially Proposition 5.11 there.
No geometric interpretation of the E–polynomials is known for gen-
eral parameters at the moment. It does exist in the following cases.
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First of all, E–polynomials coincide with the p–adic spherical (non-
symmetric) Matsumoto functions for q = 0. Then there is a direct link
to the level-one Demazure characters [San, Ion] in the twisted case for
t = 0. More recently, the global nonsymmetric q–Whittaker function
and the E–polynomials at t = ∞ appeared connected with so-called
PBW-filtration; see [CO2, CF].
Generally, we have a powerful nonsymmetric machinery of intertwin-
ing operators [Ch3, HHL, RY, OS], which does not exist in the sym-
metric theory, but an obvious lack of geometric understanding of the
E–polynomials (so far).
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