Channel-by-Channel Demosaicking Networks with Embedded Spectral
  Correlation by Yan, Niu & Ouyang, Jihong
ar
X
iv
:1
90
6.
09
88
4v
2 
 [c
s.C
V]
  2
1 A
ug
 20
19
Cross-Channel Correlation Preserved Three-Stream Lightweight CNNs for
Demosaicking
Yan Niu * 1 Jihong Ouyang 1
Abstract
Demosaicking is a procedure to reconstruct full
RGB images from Color Filter Array (CFA) sam-
ples, none of which has all color components
available. Recent deep Convolutional Neural
Networks (CNN) based models have obtained
state of the art accuracy on benchmark datasets.
However, due to the sequential feature extrac-
tion manner of CNNs, deep demosaicking mod-
els may be over slow for daily use cameras. In
this paper, we decouple deep sequential demo-
saicking to three-stream lightweight networks,
which restore the green channel, the green-red
difference plane and the green-blue difference
plane respectively. This strategy allows indepen-
dent offline training and parallel online estima-
tion, whilst preserving the intrinsic cross-channel
correlation of natural images. Moreover, this al-
lows designing each stream according to the var-
ious restoration difficulty of each channel. As
validated by extensive experiments, our method
achieves top accuracy at fast speed. Source code
will be released along with paper publication.
1. Introduction
Daily-use non-professional digital cameras mostly use
Color Filter Arrays (CFA), which transduce the incident
light at each pixel to one of the RGB intensity values. Most
popularly, the CFAs are arranged according to the Bayer
pattern: in each 2 × 2 block of pixels, the diagonal or anti-
diagonal positions have their green intensity components
captured, while the other two positions have their red and
blue intensity components captured. The particular layouts
are shown in Fig.1. Consequently, CFA cameras rely on a
demosaicking procedure to restore the full RGB channels.
Figure 1. The four layouts of the Bayer pattern CFA.
It seems that demosaicking could be solved by sim-
ply applying monochrome Single Image Super-Resolution
(SISR) techniques to each channel. However, demosaick-
ing is beyond 2× SISR (Szeliski, 2010). In a CFA image,
each channel is sampled at different pixel locations, con-
sequently a small demosaicking bias in one color compo-
nent may result in obvious “false color” or “zippering” arti-
facts. To address these issues, demosaicking has to handle
cross-channel regularization more carefully than SISR. In
this sense, demosaicking techniques not only benefits the
camera industry, but also provide solutions to applications
that infer image structure from data sparsely sampled in
both the color and spatial dimensions.
A myriad of classical mathematical tools have been
utilized to detect image structure from CFA images. For
example, first- and second- order directional differenc-
ing (e.g., (Hamilton Jr. & Adams, 1997);(Malvar et al.,
2004);(Pekkucuksen & Altunbasak, 2013)), variance
of intensity variation (e.g., (Chung & Chan, 2006)),
patch matching (e.g., (Buades et al., 2009)), contour
stencils (e.g., (Getreuer, 2012)), non-local regularization
(e.g.,(Menon & Calvagno, 2008); (Zhang et al., 2011);
(Condat & Mosaddegh, 2012)), Maximum a Posterior
estimation (e.g.,(Wu & Zhang, 2004); (Menon et al.,
2007)), dictionary learning (e.g.,(Wu et al., 2016)),
compressive representation ((Moghadam et al., 2010);
(Rossi & Calvagno, 2014)) etc. The interpolation may be
performed in the color planes (e.g., (Malvar et al., 2004)),
the color difference planes (e.g., (Hamilton Jr. & Adams,
1997)), the residual planes (e.g., (Kiku et al., 2013);
(Monno et al., 2015); (Kiku et al., 2016)), or the spectral
domains (e.g.,(Tsai & Song, 2007); (Duran & Buades,
2014)). Due to the inherent cross-channel correlation in
natural images, iteratively refining each channel by the
other intermediately recovered channels can further im-
prove the accuracy (e.g.,(Li, 2005); (Su, 2006); (Lu et al.,
2010); (Kiku et al., 2016)). Among demosaicking schemes
designed for the Bayer pattern, Hamilton-Adams (HA)
algorithm (Hamilton Jr. & Adams, 1997) and Malvar-
He-Cutler’s High Quality Linear Interpolation (HQLI)
(Malvar et al., 2004) are two simplest yet effective ap-
proaches. To accomplish efficiency, this work adopts
the cross-channel regularization principles of HA and
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initializes the demosaicking process by HQLI.
In recent couple of years, residual Convolutional Neural
Networks (CNN) for demosaicking have attracted intense
attention. Wang applied a 3-layer neural network to de-
mosaicking, learning the weights and bias parameters by
a combination of supervised and unsupervised learning
(Wang, 2014). Gharbi et al. designed a deep CNN structure
with 15 convolution layers for jointly demosaicking and de-
noising, increasing demosaicking accuracy on benchmark
datasets (Gharbi et al., 2016) to a new level. Tan-Chen-Hua
trained three deep CNNs for general images, smooth tex-
tures and rough textures respectively, fusing the outputs at
the final stage by weighted interpolation (Tan et al., 2018).
Henz-Gastal-Oliveria proposed a network containing 12
convolution layers to jointly optimize the CFA sampling
pattern and demosaicking (Henz et al., 2018). Kokkinos-
Lefkimmiatis investigated jointly demosaicking and de-
noising by a 5-layer network in an iterative Majorization-
Maximimaztion process (Kokkinos & Lefkimmiatis, 2018).
Huang et al. designed a lightweight CNN with dense con-
nections and aggregated residual transformations for jointly
demosaicking and denoising (Huang et al., 2018). Except
the joint CFA design and demosaicking work (Henz et al.,
2018), these CNN-based techniques focus on Bayer pat-
tern CFA demosaicking and treat the RGB channels equally.
However, compared to the red and blue channels, the green
channel is sampled more densely in Bayer CFA images,
and hence the green channel reconstruction is easier. This
fact is exploited in the two-phase CNN (Tan et al., 2017)
, in which the green channel is recovered first and then
used to guide the subsequent recovery of the other chan-
nels. This scheme is extended by Cui-Jin-Steinbach to a
three-stage CNN, obtaining state of the art demosaicking
accuracy (Cui et al., 2018).
Existing demosaicking CNNs are sequential and generally
have more than 10 convolution layers. Moreover, recent
demosaicking CNNs reported on arXiv tend to have more
than 20 sequential layers. The CNN depth and width
are both important for demosaicking accuracy (Henz et al.,
2018). However, increasing the depth or width will also
increase the training and demosaicking time: long offline
training causes difficulty to hyper-parameter selection, and
long online demosaicking causes latency. To speed up, we
parallelize the reconstruction of the three channels by three
CNNs. The training thus requires three GPUs, which are af-
fordable today. At the online application end, the Field Pro-
grammable Gates Arrays (FPGA) implementation in the
camera Digital Signal Processing units prefer parallel de-
mosaicking to sequential processing.
Naively training one CNN for each channel would severely
discard the cross-channel correlation, and hence fore-
goes the demosaicking accuracy. To attain both accu-
racy and efficiency, our solution is to recover the green-
red and green-blue color difference planes instead of the
red and blue channels. This draws inspiration from the
color difference restoration strategy of the HA algorithm
(Hamilton Jr. & Adams, 1997), which outperforms many
demosaicking methods that hinge on sophisticated edge de-
tection, in terms of both accuracy and speed (Niu et al.,
2019). Moreover, the color difference planes are generally
smoother than the corresponding color channels, thereby
can be encoded with less parameters. We will show that,
such an architecture achieves demosaicking accuracy com-
parable to state-of-the-art, while remarkably reducing the
demosaicking time cost.
2. Overall Work-Flow
Many CNN-based demosaicking methods initialize the in-
puts by a fast interpolation scheme (e.g., (Tan et al., 2017);
(Tan et al., 2018)). The initialization predicts the missing
values at low cost, with acceptable accuracy in flat image
regions, thereby easing the computational burden on the
CNNs. In general, bilinear interpolation is a fast and ver-
satile initialization tool for any CFA pattern. Particularly
for Bayer CFA, our empirical study shows that Malvar-
He-Cutler’s High Quality Linear Interpolation (HQLI) al-
gorithm (Malvar et al., 2004), which is also linear and fast,
is preferable to the bilinear interpolation for initializing the
CNN input.
We define a Bayer CFA sampled image patch by M; Its
original red, green and blue channels by r, g and b. No-
tations R, G and B are the sets of pixels whose red, green
and blue components are originally available. In essence,
HQLI enhances the bilinear reconstruction of one channel
by the details (Laplacians) of another channel. Still, it suf-
fers the “false color” and “zippering” artifacts around edges
and textures. These aliasing problems are to be addressed
by the subsequent CNN, which seeks for a mapping func-
tion f from the HQLI initialization [r0,g0,b0] to the true
image [r,g,b]. Noticing that the network depth is a key
factor for demosaicking performance, state of the art demo-
saicking CNNs generally have more than 10 layers. Each
layer typically contains 128 or 64 filters of size 3× 3× 128
or 3× 3× 64. Their training and demosaicking time might
be long. According to (Gharbi et al., 2016), it takes 2-3
weeks to train the lightweight (559,776 trainable parame-
ters) CNN by Gharbi et al. using a modern GPU.
To speed up, we decouple the RGB demosaicking to restor-
ing the green channel, the green-red difference plane and
the green-blue difference plane. Particularly for parallel
demosaicking, the color difference planes embed cross-
channel correlation into the CNNs. Thus the task is to train
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functions fgr, fg and fgb, such that
fgr :[g0 − r0,g0,b0] 7→ g − r,
fg :[r0,g0,b0] 7→ g,
fgb :[r0,g0,g0 − b0] 7→ g − b.
Here the left hand side of symbol 7→ is the input, and the
right hand side is the ideal output. In empirical study, we
observe that b0 shows trivial contribution to the demosaick-
ing performance of fgr, and so does r0 to fgb. Furthermore,
we employ the residual network (He et al., 2016). Thus the
mapping functions we seek for are
fgr :[g0 − r0,g0] 7→ (g − r)− (g0 − r0),
fg :[r0,g0,b0] 7→ g− g0,
fgb :[g0,g0 − b0] 7→ (g − b)− (g0 − b0).
Fig.2 dipicts the overall work-flow of the proposed method.
3. Three-Stream Lightweight Networks
3.1. Network Design
We denote the CNN parameters for fgr, fg and fgb byΘgr ,
Θg and Θgb respectively, to be learned from the training
input-label patch pairs.
3.1.1. GREEN CHANNEL DEMOSAICKING CNN
As described in Section 2, fg takes [r0,g0,b0] as input. In
particular, we define tensor
Xi,g = [r0,g0,b0]i
as the ith training observation, and tensor
Yi,g = [g− g0]i
as the associated label. The desirable Θg should have the
prediction fg(Xi,g;Θg) very close to Yi,g . Accordingly,
we define the loss function by the Mean Squared Error
(MSE) between the predictions and the labels
eg =
1
P
P∑
i=1
‖fg(Xi,g;Θg)−Yi,g‖
2
2
. (1)
Here P stands for the number of training observations.
The input block has a convolution layer, containing 64 fil-
ters of spatial support 3 × 3 and length 3 (in the feature
dimension), followed by a Rectified Linear Unit (ReLU)
layer. The subsequent 16 hidden layer-blocks have equal
structure: each block includes Convolution, Batch Normal-
ization (Ioffe & Szegedy, 2015) and ReLU layers; and each
convolution layer contains 64 filters of spatial support 3×3
and length 64. Naturally, the prediction layer (right before
the loss layer) has 1 filter of size 3 × 3 × 64 to match the
size of Y. Table1 outlines the number and size of the con-
volution filters involved in fg( ;Θg). To keep the spatial
resolution invariant, we pad one-pixel wide zeros at convo-
lution boundaries along the spatial dimensions. We test ex-
changing the order of ReLu and Batch Normalization in the
hidden blocks. Empirically, it is observed that performing
Batch Normalization before ReLU yields slightly superior
accuracy.
Note that our model estimates not only g(R) and g(B), but
also g(G), which are originally available in the CFA im-
ages. Hence it may seem unnecessary for a CNN to spend
time on restoring g(G). To test this speculation, we tried a
CNN structure with the same hidden layers as Table1, but
takes tensor
[ g0(G1), g0(G2), g0(R), g0(B), b0(G1), b0(G2),
b0(R), b0(B), r0(G1), r0(G2), r0(R), r0(B) ]i
as the input, and tensor
[(g − g0)(G1), (g − g0)(G2)]i
as the label, where G1 ∈ G collects the pixel positions at
odd rows; G2 ∈ G collects the pixel positions at even rows.
Therefore this testing CNN only estimates g(R) and g(B).
With identical experimental settings (except for the smaller
training-label patch size), we observe that the experimen-
tal CNN performs demosaicking at faster speed but lower
accuracy. This is probably because predicting g(G) acts
similarly to an auto encoder-decodermechanism, which ex-
tracts the underlying structure by reconstructing the inputs.
3.1.2. COLOR DIFFERENCE RECONSTRUCTION CNNS
The CNNs for fgr( ;Θgr) and fgb( ;Θgb) take the ten-
sors
Xi,gr = [g0 − r0,g0]i
Xi,gb = [g0 − b0,g0]i
as the ith input respectively. Their respective label tensors
are
Yi,gr = [(g − r)− (g0 − r0)]i
Yi,gb = [(g − b)− (g0 − b0)]i.
At image details, the estimated color components are highly
likely to mismatch the captured color components, and
hence the cross-channel difference is outlier-prone. For ro-
bustness to outliers, we adopt the L1-norm distance penalty
function for the objective functional ofΘgr ,
egr =
1
P
P∑
i=1
|fgr(Xi,gr ;Θgr)−Yi,gr |1, (2)
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Figure 2. The overall work-flow of the proposed CNN-based demosaicking process.
layer index num. of filters feature dimension spatial support
input 64 3 3× 3
hidden 1 64 64 3× 3
...
...
...
...
hidden 16 64 64 3× 3
prediction 1 64 3× 3
Table 1. The number and size of the convolution filters involved in the CNN for fg( ;Θg).
and similarly forΘgb
egb =
1
P
P∑
i=1
|fgb(Xi,gb;Θgb)−Yi,gb|1, (3)
We then seek forΘgr that minimizes egr andΘgb that min-
imizes egb by CNN training.
It is known that the derivative of the absolute function |x|
in the L1-norm distance is not defined at x = 0. However,
in practice, it is usually implemented as the sign function.
Thus a small distortion may cause the derivative to jump to
the opposite side. For robustness of back-propagation, we
use the smooth logistic function
l(x) =
2
1 + e−kx
− 1, (4)
where k is set to 1000, to approximate the derivative of |x|.
Fig.3 depicts the function curve of l(x).
The CNNs for fgr( ;Θgr) and fgb( ;Θgb) share the
same structure. Although the green-red and green-blue
planes are easier to reconstruct than the red and blue chan-
nels, they are still harder to reconstruct than the green chan-
nel, due to the sampling frequency. This means that the
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-0.9999
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Figure 3. The logistic function l(x) we use in back propagation
to approximate the sign function, which is usually used as the
derivative of the absolute function |x|.
CNNs for fgr( ;Θgr) and fgb( ;Θgb) should be deeper
or wider than fg( ;Θg). Here we adopt a wide but shal-
low structure, which has 6 hidden layers. Compared to a
CNN of 20 hidden layers with the same number of train-
able parameters, the wide CNN obtains similar accuracy
at much faster demosaicking speed, as less Batch Normal-
izations are involved. The input layer convolves the input
tensor with 256 filters of spatial support 3× 3 and length 3.
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The number of feature channels are narrowed down gradu-
ally in the subsequent 6 hidden layers, as shown in Table 2.
Each hidden convolutional layer is followed by Batch Nor-
malization and then ReLU. The prediction layer has 1 filter
of length 64 and spatial support 7× 7, which is wider than
its green channel CNN counterpart. This is because the
red and blue channels are sampled more sparsely, so we in-
crease the receptive field to include more original samples
into the recovery.
3.2. Offline Training and Online Demosaicking
We choose the Waterloo Exploration Dataset (WED)
dataset (Ma et al., 2017), which contains 4744 images, for
training and validation. We randomly shuffle the order of
the images in each dataset, and then partition each image
to 50 × 50 patches. Patches from the first 95% images are
used for training, we then discard the next 1792 consecu-
tive patches, and use the rest patches for validation. This
ensures that the training and validation patches are from
different images, thus no validation patch nearly duplicates
a training patch. Each training batch contains 128 input-
label pairs.
The cost functions eg, egr and egb are minimized by
the Adaptive Moment Estimation (ADAM) optimizer
(Kingma & Ba, 2015) independently, with the same hyper-
parameter settings. The initial learning rate is set to 0.005,
and is then halved every 5 epochs until reaching 0.005
64
. At
the end of 50 training epochs, the models Θ˜g , Θ˜gr and Θ˜gb
that yield the least validation error is used for online demo-
saicking. On our Nvidia 1070 GPU, each training epoch
for either fg, fgr or fgb takes about 55 minutes. Θ˜g has
592,128 parameters, taking 6400kB memory; Θ˜gr or Θ˜gb
has 745,024 parameters, taking 8100kB memory.
g, g − r and g − b of a mosaicked image M are finally
estimated by:
gˆ = fg([r0,g0,b0]; Θ˜g) + g0
ĝ− r = fgr([g0 − r0,g0]; Θ˜gr) + g0 − r0
ĝ− b = fgb([g0 − b0,g0]; Θ˜gb) + g0 − b0. (5)
This gives
gˆ(G) = g(G)
rˆ(R) = r(R) rˆ(G ∪ B) = (gˆ − ĝ− r)(G ∪ B)
bˆ(B) = b(B) bˆ(G ∪ R) = (gˆ− ĝ − b)(G ∪ R),
Note that some estimated values may be out of the range
[0, 255]. They are further clipped to 0 or 255.
4. Experimental Results
Our offline training and online demosaicking are carried
out on a Nvidia 1070 GPU with 8GB memory and an Intel
i7-8700 CPU clocked at 3.2GHz with 6 cores (12 threads)
and 32GB RAM. The implementation is conducted using
the MatConvNet toolbox (Vedaldi & Lenc, 2015) in Mat-
lab.
We evaluate the proposed Parallel CNN Demosaicking
(PAD) on benchmark datasets McM (Zhang et al., 2011)
and Kodak (Eastman Kodak Company). Table 3 com-
pares the Peak Signal to Noise Ratio (PSNR) of our
method with the state-of-the-art demosaicking CNNs, in-
cluding Joint Denoising and Demosaicking (+Denoise)
(Gharbi et al., 2016), Two-Stage Demosaicking (2-Stage)
(Tan et al., 2017), Multiple CNNs for Demosaicking (Mul-
tiple) (Tan et al., 2018), Joint CFA Design and Demo-
saicking (+Design) (Henz et al., 2018), Three-Stage Demo-
saicking (3-Stage) (Cui et al., 2018), Cascaded Denoising
and Demosaicking (Cascade) (Kokkinos & Lefkimmiatis,
2018), Lightweight Denoising and Demosaicking (Light)
(Huang et al., 2018). Following the PSNR measurement
convention (e.g.,(Tan et al., 2017)(Cui et al., 2018)), we ex-
clude the 10 pixel wide image boundaries from the error
statistics. In this comparison, the demosaicking accuracy
of our method on the Kodak dataset is on a par with the
Light CNN, 0.2dB higher than the 3-stage sequential CNN,
and 0.56-1.40 dB higher than the other competing CNNs.
The significantly superior accuracy verifies that our strat-
egy effectively learns the inter-channel correlation. On the
McM dataset, the PSNR of our model is 0.3dB lower than
method Cascade and slightly lower ( 0.1dB) than methods
+Denoise and +Design, but is still evidently higher than
methods Multiple, 2-Stage and Light.
Our method is implemented in the same platform as the 2-
stage and 3-stage methods, which exploit the cross-channel
correlation in a sequential fashion. To investigate the effec-
tiveness of parallel demosaicking, we compare our method
with these two works in terms of PSNR for each channel,
Structural Similarity (SSIM) measure (Wang et al., 2004),
and demosaicking time (using CPU), by running their re-
leased source code on Kodak and McM. Table 4 lists their
average accuracy and median speed (in seconds) evaluated
on each test dataset. The time cost of the proposed PAD
is between competing methods 2-Stage and 3-Stage, but it
achieves noticeably higher PSNR and SSIM accuracy on
Kodak, and performance on a par with 3-Stage on McM.
Table3 also compares the proposed PAD to naively paral-
lelizing the CNNs for R\G\B (termed as Direct), while the
network architecture and experimental settings remaining
identical. Without the cross-channel regularization, the par-
allel networks have accuracy inferior to method 3-stage and
PAD, especially in the red and blue channels.
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layer index num. of filters feature dimension spatial support
input 256 2 3× 3
hidden 1 128 256 3× 3
hidden 2 128 128 3× 3
hidden 3 128 128 3× 3
hidden 4 64 128 3× 3
hidden 5 64 64 3× 3
hidden 6 64 64 3× 3
prediction 1 64 7× 7
Table 2. The number and size of the filters involved in the CNN for fgr( ;Θgr) and fgb( ;Θgb).
Kodak McM
+Denoise (Gharbi et al., 2016) 41.20 39.50
Cascade (Kokkinos & Lefkimmiatis, 2018) 41.50 39.70
+Design (Henz et al., 2018) 41.86 39.51
Multiple (Tan et al., 2018) 42.04 37.62
2-Stage (Tan et al., 2018) 42.04 38.98
3-Stage (Cui et al., 2018) 42.39 39.39
Light (Huang et al., 2018) 42.60 39.21
Proposed 42.60 39.39
Table 3. Demosaicking accuracy measured by PSNR of the proposed method and state of the art CNN based demosaicking methods.
Bold numbers highlight best preformance in each column.
Fig. 4 demonstrates the visual performance of PAD by an
example taken from Kodak. In the fine scale texture area
close to the camera, the 2-Stage CNN suffers obviously
severer false color artifacts than the 3-Stage CNN and the
proposed PAD. In the coarse scale texture area further away
from the camera, PAD visually performs the best.
5. Conclusion
In this paper, we have presented a parallel CNN-based
framework for demosaicking. Initialized by the fast lin-
ear HQLI interpolation, our demosaicking system is inte-
grated with cross-channel regularization by learning the
underlying structure of the color difference planes. We
have analyzed the auto encoder-decoder nature of our green
channel demosaicking CNN. Furthermore, by approximat-
ing the derivative of absolute function by a smooth logistic
function, our absolute error based objective functions are
optimized more robustly during the back propagation pro-
cess. Experimental results have verified the superiority of
restoring the color difference planes to restoring the color
channel directly. Moreover, comparison studies have also
shown that the proposed parrallel framework achieves the
accuracy of top-performing sequencial CNNs, while being
significantly faster.
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