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Abstract
This article introduces a new bi-frame called ridgelet bi-frame. The ridgelet bi-frame consists of two ridgelet frames that are
dual to each other. The construction of the ridgelet bi-frame starts with a bi-frame built on a biorthogonal wavelet system in the
Radon domain. The image of the resulting bi-frame under an isometric map from the Radon domain to L2(R2) is also a bi-frame,
which we refer to as the ridgelet bi-frame. The ridgelet bi-frame can be thought of as an extension of the notion of the orthonormal
ridgelet, which provides a more flexible and effective tool for image analysis and processing applications. An algorithm for image
denoising based on the new bi-frame is developed. Experimental examples have demonstrated that the excellent performance can
be achieved when using the ridgelet bi-frame for image denoising.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Ridgelet analysis and orthonormal ridgelet, introduced by the pioneering work of Candès and Donoho [2–4,9], can
deal efficiently with linear singularities in two dimensions. The key idea is to first transform linear singularities in the
spatial domain to point singularities in the Radon domain and then deal with the resulting point singularities using a
wavelet system. Different from ridgelet analysis, whose basis elements are not in L2(R2), orthonormal ridgelet pro-
vides an orthonormal system in L2(R2). To obtain orthogonality, Donoho made use of two special closure properties
of the Meyer wavelet, i.e., closure property under reflection about the origin in the ridge direction, and closure prop-
erty under translation by half a cycle in the angular direction [9]. Of the two special closure properties, the one under
reflection does not hold for most orthonormal wavelet families such as Daubechies’ compactly supported wavelets. In
other words, only few types of wavelets can be used to construct orthonormal ridgelet.
Compactly supported biorthogonal wavelet systems [6] have achieved considerable success in many fields in the
last ten years. For example, the biorthogonal 7/9 wavelet is used in JPEG-2000, the standard of still image compres-
sion, for its excellent property. In this article, we construct a new bi-frame in L2(R2) derived from the construction of
the orthonormal ridgelet. The new bi-frame is constructed by using common biorthogonal wavelet systems. We refer
to the bi-frame of this type as the ridgelet bi-frame.
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alized notion. Furthermore, it has several advantages from a practical perspective. For example, due to the resulting
redundancy, the ridgelet bi-frame can lead to better results in some image processing applications in terms of accu-
racy and robustness when compared with the orthonormal ridgelet. Additionally, the Meyer wavelet is defined in the
frequency domain. Its numerical implementation is very different from the usual quadrature mirror filter algorithms.
On the contrary, the ridgelet bi-frame introduces common biorthogonal wavelets into ‘ridgelet-type’ frame decompo-
sition, which makes it possible to design different bi-frames by using different types of wavelets according to special
applications at hand.
2. The construction of a bi-frame in the Radon domain 
We start by recalling the definition of the bi-frame in a Hilbert space H. Let {hk}k∈Λ and {h˜k}k∈Λ be two frames
in H such that
〈f,g〉 =
∑
k∈Λ
〈f, h˜k〉〈hk, g〉 ∀f,g ∈H, (1)
and then {h˜k}k∈Z is called a dual frame of {hk}k∈Z. By a bi-frame we mean the frame pair ({hk}k∈Λ, {h˜k}k∈Λ). Note
that (1) is equivalent to a perfect reconstruction formula
f =
∑
k∈Λ
〈f, h˜k〉hk ∀f ∈H.
In the following, we will first construct a bi-frame in the Radon domain by using biorthogonal wavelet systems. Then,
in Section 3, we will construct the ridgelet bi-frame by using an isometric map from the Radon domain  to L2(R2).
We define the L2(dt dθ) space on R × [0,2π) as
L2(dt dθ) :=
{
f (t, θ) | f (t, θ) = f (t, θ + 2π),
2π∫
0
∞∫
−∞
∣∣f (t, θ)∣∣2 dt dθ < +∞
}
.
For f,g ∈ L2(dt dθ), the inner product is defined as 〈f,g〉 = ∫ 2π0 ∫∞−∞ f (t, θ)g¯(t, θ)dt dθ .
Consider two biorthogonal wavelet systems in L2(R)
{ψj,k, ψ˜j,k: j, k ∈ Z} (2)
and
{ωi,l, ω˜i,l : i, l ∈ Z}. (3)
By periodizing (3) on [0,2π), we get ωperi,l (θ) =
∑∞
k=−∞ ωi,l
(
θ
2π + k
)
and ω˜peri,l (θ) =
∑∞
k=−∞ ω˜i,l
(
θ
2π + k
)
. It follows
that, ∀J  0,[{
ω
per
i,l
}
−∞<iJ,0l<2−j ,
{
φ
per
J,l
}
0l<2−J
] (4)
and [{
ω˜
per
i,l
}
−∞<iJ,0l<2−j ,
{
φ˜
per
J,l
}
0l<2−J
] (5)
form a biorthogonal system in L2([0,2π)) [10], where φperJ,l is obtained by periodizing the scaling function of ω
associated with the coarsest scale J on [0,2π), and φ˜perJ,l is obtained by periodizing the scaling function of ω˜ associated
with the coarsest scale J on [0,2π).
For convenience in what follows, we denote the collection (4) by ω and the collection (5) by ω˜, respectively.
Similarly, by ψ and ψ˜ we mean the biorthogonal basis (2). It is evident that {w′′λ}λ∈Λ = ψ ⊗ ω and {w˜′′λ}λ∈Λ =
ψ˜ ⊗ ω˜ constitute a biorthogonal system in L2(dt dθ), where the index collection Λ is given by Λ = {j, k: j, k ∈ Z;
i, l: −∞ < i  J, 0 l < 2−j }.
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L2(Θ) :=
{
F(t, θ) | F(t, θ) = F(t, θ + 2π), F (t, θ) = F(−t, θ + π),
2π∫
0
∞∫
−∞
∣∣F(t, θ)∣∣2 dt dθ < +∞
}
.
For F,G ∈ L2(Θ), the inner product is defined as [F,G] = 14π
∫ 2π
0
∫∞
−∞ F(t, θ)G¯(t, θ)dt dθ . Obviously we have
L2(Θ) ⊂ L2(dt dθ).
Define the projector P :L2(dt dθ) →  as
(PF)(t, θ) =
(
F(t, θ) + F(−t, θ + π))/2, (6)
where  is the Radon domain (for details about the Radon domain and the Radon transform, see [7,9]). We notice that
P is an orthoprojector from L2(dt dθ) to  [9].
For f ∈ L2(dt dθ), define an operator of reflection of one variable, (T f )(t, θ) = f (−t, θ) and an operator of
translation by half a period, (Sg)(t, θ) = g(t, θ +π). The orthoprojector P can be rewritten as P = (I+T ⊗S)/2,
where I stands for the identity operator.
Let w′λ := 2
√
π w′′λ and w˜′λ := 2
√
π w˜′′λ . Applying orthoprojector P on w′λ and w˜′λ, we obtain
wλ := P(w′λ) =
(I + T ⊗ S
2
)
w′λ = 2
√
π P(w′′λ), (7)
w˜λ := P(w˜′λ) =
(I + T ⊗ S
2
)
w˜′λ = 2
√
π P(w˜′′λ). (8)
Here we will show that the pair ({wλ}λ∈Λ, {w˜λ}λ∈Λ) constitutes a bi-frame in .
Lemma 2.1. Both {wλ}λ∈Λ and {w˜λ}λ∈Λ are complete in the Radon domain .
Proof. For all F ∈ , we have F ∈ L2(dt dθ) and F =PF . Then we obtain
F =
∑
λ∈Λ
〈F,w′′λ〉w˜′′λ =
∑
λ∈Λ
〈F,w′′λ〉P
(
1√
2π
w˜′λ
)
= 1√
2π
∑
λ∈Λ
〈F,w′′λ〉w˜λ, (9)
F =
∑
λ∈Λ
〈F, w˜′′λ〉w′′λ =
∑
λ∈Λ
〈F, w˜′′λ〉P
(
1√
2π
w′λ
)
= 1√
2π
∑
λ∈Λ
〈F, w˜′′λ〉wλ.  (10)
Lemma 2.2. For all F ∈  and all λ ∈ Λ,
〈w′′λ,F 〉 =
〈
(T ⊗ S)w′′λ,F
〉
, (11)
〈w˜′′λ,F 〉 =
〈
(T ⊗ S)w˜′′λ,F
〉
. (12)
The correctness of (11) and (12) is obvious by noting that T ⊗ S is self-adjoint.
Lemma 2.3. For all F ∈  and all λ ∈ Λ,
〈w′′λ,F 〉 = 2
√
π [wλ,F ], (13)
〈w˜′′λ,F 〉 = 2
√
π [w˜λ,F ]. (14)
Proof.
[wλ,F ] = 14π
2π∫
0
∞∫
−∞
Wλ(t, θ)F¯ (t, θ)dt dθ = 14π × 2
√
π
2π∫
0
∞∫
−∞
w′′λ + (T ⊗ S)w′′λ
2
F¯ (t, θ)dt dθ
= 1
2
√
π
× 1
2
{〈w′′λ,F 〉 + 〈(T ⊗ S)w′′λ,F 〉}= 12√π 〈w′′λ,F 〉.
Equation (14) can be proved similarly. 
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Proof. For all F ∈ , we have F ∈ L2(dt dθ). According to the property of the biorthogonal wavelet system, we have
A‖F‖2
L2(dt dθ) 
∑
λ∈Λ
∣∣〈F,w′′λ〉∣∣2  B‖F‖2L2(dt dθ)
and
B−1‖F‖2
L2(dt dθ) 
∑
λ∈Λ
∣∣〈F, w˜′′λ〉∣∣2 A−1‖F‖2L2(dt dθ),
where both A and B are constant and ‖F(t, θ)‖2
L2(dt dθ) := 〈F,F 〉. Then, using Lemma 2.3, we have
4πA[F,F ]
∑
λ∈Λ
∣∣2√π [F,wλ]∣∣2  4πB[F,F ], (15)
4πB−1[F,F ]
∑
λ∈Λ
∣∣2√π [F, w˜λ]∣∣2  4πA−1[F,F ] (16)
or
A‖F‖2
L2(Θ) 
∑
λ∈Λ
∣∣[F,wλ]∣∣2  B‖F‖2L2(Θ), (17)
B−1‖F‖2
L2(Θ) 
∑
λ∈Λ
∣∣[F, w˜λ]∣∣2 A−1‖F‖2L2(Θ), (18)
where ‖F(t, θ)‖2
L2(Θ)
:= [F,F ]. Thus, {wλ}λ∈Λ is a frame with the lower frame bound A and the upper frame
bound B , and {w˜λ}λ∈Λ is also a frame with the lower frame bound B−1 and the upper frame bound A−1. Furthermore,
using (9) and (10), we obtain
F =
∑
λ∈Λ
〈F,w′′λ〉w˜′′λ =
1√
2π
∑
λ∈Λ
〈F,w′′λ〉w˜λ =
∑
λ∈Λ
[F,wλ]w˜λ, (19)
F =
∑
λ∈Λ
〈F, w˜′′λ〉w′′λ =
1√
2π
∑
λ∈Λ
〈F, w˜′′λ〉wλ =
∑
λ∈Λ
[F, w˜λ]wλ. (20)
From (19) and (20), it is obvious that both {wλ}λ∈Λ and {w˜λ}λ∈Λ are dual to each other and the frame pair
({wλ}λ∈Λ, {w˜λ}λ∈Λ) is a bi-frame in the Radon domain . 
3. The construction of the ridgelet bi-frame in L2(R2)
It is well known that there exists an isometric map from the Radon domain  to L2(R2) [7,9]. Denote here this
isometric map by the operator M, which can be constructed by using three sub-operators [9], denoted as, for ex-
ample, F1, C, and F2, respectively. The first sub-operator F1, defined as (F1F)(ω, θ) =
∫∞
−∞ F(t, θ)e
−iωt dt , is
the Fourier transform in the first variable of functions with two dimensions. The second sub-operator C, defined as
(CF˜ )(ξ(ω, θ)) = F˜ (ω, θ)|ω|−1/2 with ξ(ω, θ) = (ω cos θ,ω sin θ), performs a “polar-to-Cartesian” conversion. The
third sub-operator F2, defined as (F2fˆ )(x) =
∫∞
−∞ fˆ (ξ)e
iξx dξ , is the standard two-variable inverse Fourier trans-
form. Then, it is not difficult to prove the Lemma below.
Lemma 3.1. The operator M=F2 ◦ C ◦F1 :R→ L2(R2) preserves the inner product.
Denote the adjoint of the operator M as M+. We can also prove that the operator M+ :L2(R2) →R preserves
the inner product.
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〈f,ρλ〉L2(R2) due to the inner product preserving property of the operator M. For all f ∈ L2(R2), let F =M+(f ).
Similarly, we have 〈f,ρλ〉L2(R2) = [F,wλ] due to the inner product preserving property of the operator M+. Then,
using (17) and (18), we obtain
A‖f ‖2
L2(R2) 
∑
λ∈Λ
∣∣〈f,ρλ〉L2(R2)∣∣2  B‖f ‖2L2(R2) (21)
and
B−1‖f ‖2
L2(R2) 
∑
λ∈Λ
∣∣〈f, ρ˜λ〉L2(R2)∣∣2 A−1‖f ‖2L2(R2), (22)
where ‖f ‖2
L2(R2)
:= 〈f,f 〉L2(R2). (21) and (22) imply that {ρλ}λ∈Λ is a frame with the lower frame bound A and
the upper frame bound B , and that {ρ˜λ}λ∈Λ is also a frame with the lower frame bound B−1 and the upper frame
bound A−1.
Lemma 3.2. For all f ∈ L2(R2), f =∑λ∈Λ〈f, ρ˜λ〉L2(R2)ρλ =∑λ∈Λ〈f,ρλ〉L2(R2)ρ˜λ.
Proof. For all f ∈ L2(R2), let F =M+(f ), and then we have ‖f ‖L2(R2) = 〈f,f 〉L2(R2) = [F,F ] = ‖F‖L2(Θ). Due
to
[F,F ] =
[∑
λ∈Λ
[F,wλ]w˜λ,F
]
=
∑
λ∈Λ
[F,wλ][w˜λ,F ] =
∑
λ∈Λ
〈f,ρλ〉L2(R2)〈ρ˜λ, f 〉L2(R2)
=
〈∑
λ∈Λ
〈f,ρλ〉L2(R2)ρ˜λ, f
〉
L2(R2)
we obtain
f =
∑
λ∈Λ
〈f,ρλ〉L2(R2)ρ˜λ. (23)
Similarly,
f =
∑
λ∈Λ
〈f, ρ˜λ〉L2(R2)ρλ.  (24)
Using (21), (22), and Lemma 3.2, we obtain the following theorem.
Theorem 3.1. The frame pair ({ρλ}λ∈Λ, {ρ˜λ}λ∈Λ) is a bi-frame in L2(R2).
Note that {ρλ}λ∈Λ and {ρ˜λ}λ∈Λ are dual to each other, which means that the roles of {ρλ}λ∈Λ and {ρ˜λ}λ∈Λ are
interchangeable.
Now, we present the expressions for the basis elements of the frame {ρλ}λ∈Λ and its dual frame {ρ˜λ}λ∈Λ. For all
λ ∈ Λ, let τλ = (Δ+ ⊗ I)wλ,σλ = (Δ− ⊗ I)wλ, τ˜λ = (Δ+ ⊗ I)w˜λ, and σ˜λ = (Δ− ⊗ I)w˜λ, where Δ+ is the order-
1/2 fractional differentiation operator defined as (Δ+f )(t) = 12π
∫∞
−∞ e
itωfˆ (ω)|ω|+1/2 dω and Δ− is the order-1/2
fractional integration operator defined as (Δ−f )(t) = 12π
∫∞
−∞ e
itωfˆ (ω)|ω|−1/2 dω. Then, by using (7) and (8), it is
an easy calculation to show that σλ =Raρλ, ρλ =R+a τλ, σ˜λ =Raρ˜λ, and ρ˜λ =R+a τ˜λ, where Ra denotes the Radon
transform operator and R+a its adjoint. Letting ψ+j,k(t) = (Δ+ψ)(t), we have
1 Here by 〈f,g〉
L2(R2) we mean the usual definition of inner product for f,g ∈ L2(R2), namely, 〈f,g〉L2(R2) =
∫∞
−∞
∫∞
−∞ f (x1, x2)×
g¯(x1, x2)dx1 dx2.
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Fig. 1. Elements of a ridgelet bi-frame constructed by using the 7/9 wavelet. (a) and (b) are dual to each other.
ρλ(x) = (R+a τλ)(x) =
(R+a (Δ+ ⊗ I )wλ)(x)
= 2√π × 1
4π
× 1
2
2π∫
0
ψ+j,k(x1 cos θ + x2 sin θ)ωi,l(θ)+ψ+j,k(−x1 cos θ − x2 sin θ)ωi,l(θ + π)dθ.
Simplifying the right-hand side of the equation, we have
ρλ(x) = 14√π
2π∫
0
ψ+j,k(x1 cos θ + x2 sin θ)ωi,l(θ)dθ. (25)
Similarly, we have
ρ˜λ(x) = 14√π
2π∫
0
ψ˜+j,k(x1 cos θ + x2 sin θ)ω˜i,l(θ)dθ. (26)
From (25) and (26), it is clear that the basis elements of the frame {ρλ}λ∈Λ and its dual frame {ρ˜λ}λ∈Λ can be
obtained by averaging the ridge function ψ+
j,k
(x1 cos θ + x2 sin θ) and ψ˜+j,k (x1 cos θ + x2 sin θ) near the ridge angle
θi,l = 2πl/2i , which is exactly the same case as the orthonormal ridgelet [9]. Accordingly, we refer to the frame
pair ({ρλ}λ∈Λ, {ρ˜λ}λ∈Λ) as the ridgelet bi-frame. Also, we can call the frame {ρλ}λ∈Λ the ridgelet frame, and the
frame {ρ˜λ}λ∈Λ the dual ridgelet frame. The elements of a ridgelet bi-frame, constructed by using the biorthogonal 7/9
wavelet, are shown in Fig. 1.
Here we give an import property about the computation of the ridgelet bi-frame coefficients of a function in L2(R2).
For all f,g ∈ L2(R2), we have [(Δ+ ⊗ I)Raf, (Δ+ ⊗ I)Rag] = 〈f,g〉L2(R2) [7]. Hence, (23) can be rewritten as
f =
∑
λ∈Λ
〈f,ρλ〉L2(R2)ρ˜λ =
∑
λ∈Λ
[
(Δ+ ⊗ I) ◦Raf, (Δ+ ⊗ I) ◦Raρλ
]
ρ˜λ
=
∑
λ∈Λ
[
(Δ+ ⊗ I) ◦Raf, (Δ+ ⊗ I) ◦ (Δ− ⊗ I)wλ
]
ρ˜λ =
∑
λ∈Λ
[
(Δ+ ⊗ I) ◦Raf,wλ
]
ρ˜λ. (27)
Similarly, (24) can be rewritten as
f =
∑
λ∈Λ
[
(Δ+ ⊗ I) ◦Raf, w˜λ
]
ρλ. (28)
Therefore, to compute the ridgelet bi-frame coefficients of a function f , we have two methods: the first one is to
compute 〈f,ρλ〉L2(R2) or 〈f, ρ˜λ〉L2(R2), which is derived directly from the definition of the ridgelet bi-frame; the
second one is to compute [(Δ+ ⊗ I) ◦Raf,wλ] or [(Δ+ ⊗ I) ◦Raf, w˜λ].
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In the remainder of this article, we will investigate the performance of the denoising algorithm based on the pro-
posed ridgelet bi-frame.
4.1. Algorithms for image denoising
The denoising algorithm based on the ridgelet bi-frame follows the methodology adopted in [12] and is listed as
follows.
Step 1. Monoscale partition of the image f The monoscale partition is introduced in [5] for the monoscale ridgelet
transform, where it is shown that by localizing the ridgelet analysis, one can obtain very effective nonlinear approx-
imation for functions with a smooth edge. Step 1 is carried out as follows. First, partition the image f into dyadic
squares of uniform size such as Q = [k1/2s , (k1 + 1)/2s) × [k2/2s , (k2 + 1)/2s), where s is an integer and referred
to as the partition scale parameter, and k1, k2 ∈ Z. By Qs we mean the collection of all square Q with partition scale
parameter s. Then, choose windows wQ that are an orthonormal partition of a unit such that
∑
Q∈Qs w
2
Q = 1. Finally,
smoothly localize the image f near each of the dyadic squares of Qs by windows wQ. In our experiments, we choose
the window as wQ(x) = cos2(πx/2).
Step 2. Radon transform of f supported on each square We will compute the coefficients of ridgelet bi-frame
decomposing by using the second method mentioned in Section 3. We hence need to compute (Δ+ ⊗ I) ◦Raf , as
shown in (27). In [8], Donoho computed the Radon transform coefficients of f by using the Fast Slant Stack [1].
Subtly different from the standard definition of the Radon transform, the Fast Slant Stack is one-to-one and hence
exactly invertible on its range. We use the same strategy for computing the Radon transform of the image f . Then,
(Δ+ ⊗ I) ◦Raf can be obtained by using a pre-conditioning operator associated with the Fast Slant Stack.
Step 3. Biorthogonal wavelet decomposition We compute the ridgelet bi-frame coefficients by decomposing
(Δ+ ⊗ I) ◦Raf into the biorthogonal wavelet basis. Note that in (27), [(Δ+ ⊗ I) ◦Raf,wλ] is not the standard
wavelet transform. Using [(Δ+ ⊗ I) ◦Raf,wλ] = 12√π 〈(Δ+ ⊗ I) ◦Raf,w′′λ〉 (see (13)), however, we can compute
[(Δ+ ⊗ I) ◦Raf,wλ] by the standard wavelet algorithm.
Step 4. Image filtering In this step, we use a threshold procedure. The threshold is set according to the noise level σ .
For orthonormal basis decomposition, each coefficient with a different index is of the same threshold. However, the
thresholds are different from each other in the case of nonorthonormal basis. Similar to the scheme used in [12], the
threshold of each coefficient with a different index is computed using a simple statistical method in our experiments.
First, we produce many, for example, 64 sample images of Gaussian white noise with standard deviation 1. Then, we
decompose these sample images using Steps 1–3. With the 64 resulting coefficient matrices, we compute the standard
deviation of each coefficient with a different index. The threshold for each noisy image coefficient in our experiments
is then determined by multiplying the calculated standard deviation by 3σ .
4.2. Experimental results
The performance of the ridgelet bi-frame for image denoising is tested on three images. In our experiments, the
original images are contaminated by additional Gaussian white noise with different noise levels.
Experiment 1. The first test image is a Gaussian function contaminated by a straight edge, g(x1, x2; θ0, t0) =
1{x1 cos θ0+x2 sin θ0>t0}e
−x21−x22 , where both θ0 and t0 are constant. On this image, we compare the proposed algorithm
with those based on several different transforms, namely, decimated wavelet transform (DWT), undecimated wavelet
transform (UWT), orthonormal ridgelet (O_Ridgelet), and tight ridgelet frame (R_Frame). The tight ridgelet frame
was proposed in our previous paper [13], which is a tight frame with frame bound 1 for L2(R2) and constructed by
using a common orthonormal wavelet. The PSNRs using different transforms on the first image with different noise
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PSNRs using different transforms for image denoising on the first image
σ /PSNR DWT UWT O_Ridgelet R_Frame R_Bi-frame U_R_Bi-frame
10/28.1444 39.7377 43.214 41.1976 42.7973 43.0999 46.6416
20/22.1471 34.5414 38.0764 36.4940 38.0297 38.5728 43.1544
30/18.6014 31.1459 34.4211 32.9598 34.4238 36.4934 40.5923
40/16.1412 29.0643 32.5313 30.6920 32.1451 34.4717 37.7997
60/12.5390 25.5981 29.0802 27.5697 28.5797 30.9063 34.8493
80/10.0849 23.5769 26.4753 24.6971 26.8507 29.5653 33.0484
100/8.1016 22.1086 24.4151 23.0844 24.2331 27.6711 30.6415
120/6.5422 20.4422 23.1667 21.8063 22.7477 26.5308 29.2706
(a) (b)
Fig. 2. Comparison in visual effect on the first image (with additive Gaussian white noise of standard deviation 20, PSNR = 22.1471). (a) DWT,
PSNR = 34.5414 dB, (b) UWT, PSNR = 38.0764 dB, (c) orthonormal ridgelet, PSNR = 36.4940 dB, (d) tight ridgelet frame, PSNR = 38.0297 dB,
(e) ridgelet bi-frame (realized using DWT), PSNR = 38.5728 dB, (f) ridgelet bi-frame (realized using UWT), PSNR = 43.1544 dB.
levels are listed in Table 1,2 and the reconstructed images when noise level is 20 are shown in Fig. 2. The partition
scale s of the proposed algorithm was set to 0 for the purpose of comparison in that the O_Ridgelet in [8] and the
R_Frame in [13] have no monoscale partition step.
In Table 1 and Fig. 2, the PSNRs by DWT are the lowest, which arises mainly from the fact that wavelet analysis
fails to deal with linear singularities. The PSNRs by the O_Ridgelet surpasses substantially those by DWT, say,
1.96 dB when the noise level is 20. The R_Frame leads to better results. The PSNRs by the R_Frame is about 1.5–
2 dB higher than that by O_Ridgelet. The best results are obtained by using the ridgelet bi-frame. For example, when
the noise level is 20, the PSNR by the R_Bi-frame is 2.08 dB higher than that by the O_Ridgelet, and the PSNR by the
U_R_Bi-frame is 6.66 dB higher than that by the O_Ridgelet and 5.08 dB higher than that by UWT. The remarkable
difference between orthonormal ridgelet, tight ridgelet frame and ridgelet bi-frame, we believe, is due mainly to the
usage of different wavelets.
2 Here we denote the proposed algorithm realized by respectively using DWT and UWT by the R_Bi-frame and the U_R_Bi-frame. DWT, UWT,
R_Bi-frame, and U_R_Bi-frame use the 7/9 filter. The R_Frame uses the Coiflet-2 orthonormal wavelet. In all settings, we use the threshold
procedures (3σ ).
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Fig. 2. (continued)
Table 2
PSNRs using different transforms for image denoising on Lena
σ /PSNR DWT UWT U_R_Bi-frame Algorithm in [11]
5/34.1594 35.4294 37.0879 37.6136 38.49
10/28.1304 32.0672 33.9914 34.6925 35.61
15/24.625 30.0245 32.1236 32.9587 33.90
20/22.1159 28.689 30.7013 31.6367 32.66
25/20.1926 27.5176 29.5432 30.5957 31.69
30/18.5725 26.5738 28.667 29.6748 –
Experiment 2. The other two test images are Lena and Barbara,3 two widely used test images in the literature on image
denoising. The results are listed in Tables 2 and 3. The partition scale was set to three for the proposed algorithm. We
3 The two images came from http://decsau.ugr.es/~javier/denoise, which is offered by the authors of [11].
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PSNRs using different transforms for image denoising on Barbara
σ /PSNR DWT UWT U_R_Bi-frame Algorithm in [11]
5/34.1503 34.0345 35.9953 36.7268 37.79
10/28.1454 29.6963 31.7729 33.0273 34.03
15/24.5964 27.233 29.2088 30.9661 31.86
20/22.1187 25.5951 27.4093 29.542 30.32
25/20.1662 24.4089 26.1531 28.4484 29.13
30/18.5778 23.5191 25.2034 27.6496 –
(a) (b)
(c) (d)
Fig. 3. Comparison in visual effect on Barbara (with white noise of standard deviation 20, PSNR = 22.1023). (a) Original image, (b) reconstructed
image using DWT, PSNR = 25.5951, (c) reconstructed image using UWT, PSNR = 27.4093, (d) reconstructed image using ridgelet bi-frame
(realized using UWT), PSNR = 29.542.
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performance of their algorithm substantially surpassed that of previously published ones, both visually and in terms
of PSNR. From Tables 2 and 3, it is obvious that the PSNRs by the ridgelet bi-frame exceed substantially those by
DWT and UWT. The highest values of PSNR result from the algorithm in [11]. Recalling that the algorithm in [11]
explored the statistical property of steerable wavelet coefficients, we believe that a denoising algorithm with higher
quality can be obtained if exploring the statistical property of ridgelet bi-frame decomposing coefficients.
In addition, Figs. 3 and 4 allow us to carefully compare the visual effect among results due to DWT, UWT, and
U_R_Bi-frame. Due to the critical sample, ring artifacts impact the algorithm based on DWT seriously, as shown in
(a) (b)
(c) (d)
Fig. 4. Crop comparison in visual effect on Barbara (with white noise of standard deviation 20, PSNR = 22.1023). (a) Crop of the original image,
(b) crop of the reconstructed image using DWT, PSNR = 25.5951, (c) crop of the reconstructed image using UWT, PSNR = 27.4093, (d) crop of
the reconstructed image using the ridgelet bi-frame (realized using UWT), PSNR = 29.542.
402 S. Tan, L. Jiao / Appl. Comput. Harmon. Anal. 20 (2006) 391–402Figs. 3(b) and 4(b). The UWT works much better than the DWT, however too many details and texture are lost, as
shown in Figs. 3(c) and 4(c). The best performance is achieved when using the U_R_Bi-frame, as shown in Figs. 3(d)
and 4(d), where few ring artifacts are found. Especially, the ‘line-type’ structures such as the stripes of trousers and
scarf are well recovered, which is consistent with the claim pointed out previously that the ridgelet bi-frame inherits
the key idea of the orthonormal ridgelet and can effectively deal with straight edges.
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