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“A compreesa˜o humana na˜o e´ ex-
ame desinteressado, mas recebe in-
fuso˜es da vontade e dos afetos;
disso se originam cieˆncias que po-
dem ser chamadas ’cieˆncias con-
forme a nossa vontade’. Pois um
homem acredita mais facilmente no
que gostaria que fosse verdade. As-
sim, ele rejeita coisas dif´ıceis por
impacieˆncia de pesquisar; coisas
sensatas, porque diminuem a es-
peranc¸a; as coisas mais profundas
da natureza, por superstic¸a˜o; a luz
da experieˆncia, por arrogaˆncia e
orgulho; coisas que na˜o sa˜o co-
mumente aceitas, por defereˆncia
a` opinia˜o do vulgo. Em suma,
inu´meras sa˜o as maneiras, e a`s
vezes impercept´ıveis, pelas quais os
afetos colorem e contaminam o en-
tendimento.”
Francis Bacon
RESUMO
O objetivo desse trabalho e´ estudar as equac¸o˜es de Hamilton no contexto estoca´stico.
Sendo necessa´rio para tal um pouco de conhecimento a cerca dos seguintes assuntos: ca´lculo
estoca´stico, geometria de segunda ordem, estruturas simple´ticas e de Poisson. Abordamos
importantes resultados, dentre eles o teorema de Darboux (coordenadas locais) em var-
iedades simple´ticas, teorema de Lie-Weinstein que de certa forma generaliza o teorema de
Darboux em variedades de Poisson. Veremos que apesar de o ambiente natural para se estu-
dar sistemas hamiltonianos ser variedades simple´ticas, no caso estoca´stico esses sistemas se
adaptam bem em variedades de Poisson. Ale´m disso, para atingir a nossa meta, estudare-
mos equac¸o˜es diferenciais estoca´sticas em variedades de dimensa˜o finita usando o operador
de Stratonovich.
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ABSTRACT
This dissertation deals with transfering Hamilton’s equations in stochastic context. This
requires some knowledge about the following: stochastic calculus, second order geometry and
Poisson and simplectic structures. Important results that will be discussed in this theory are
Darboux’s theorem (local coordinates) for simplectic manifolds, and Lie-Weintein’s theorem
that is in a certain way of Darboux’s theorem on Poisson manifolds. We will see that
although the natural environment for studying hamiltonian systems is symplectic manifolds,
if we have a Poisson structure we will still be able to study them. Moreover, to achieve our
goal, we will study stochastic differential equations on finite dimensional manifolds using the
Stratonovich operator.
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INTRODUC¸A˜O
Nessa dissertac¸a˜o trabalhamos essencialmente com as equac¸o˜es de Hamilton no con-
texto estoca´stico. Essa abordagem apresentada em variedades de Poisson e´ bastante inter-
essante, pois e´ uma maneira elegante formalizar matematicamente alguns princ´ıpios ba´sicos
da mecaˆnica cla´ssica. Essas ide´ias sa˜o apresentadas no artigo de La´zaro - Camı´ e Ortega
[14].
Com o intuito de criar um texto auto contido abordamos resultados ba´sicos (fundamentais
ao entendimento dessa dissertac¸a˜o) passando pela mecaˆnica Lagrangiana, mecaˆnica Hamilto-
niana, conceitos do ca´lculo estoca´stico, geometria de segunda ordem, estruturas simple´ticas
e de Poisson.
Esse trabalho consiste em treˆs cap´ıtulos organizados como explicamos a seguir:
• No primeiro Cap´ıtulo compilamos os va´rios resultados ba´sicos que usaremos ao longo
do restante do texto. E esse e´ dividido basicamente em treˆs partes. Na primeira, nos
preocupamos em familiarizar o leitor com as noc¸o˜es estoca´sticas apresentando va´rias
definic¸o˜es, resultados fundamentais e de grande importaˆncia na teria estoca´stica, e
tambe´m para o entendimento desse trabalho. Por exemplo, apresentamos de maneira
resumida princ´ıpios de integrac¸a˜o estoca´stica, integrais de Itoˆ e de Stratonovich, che-
gando a fo´rmula de Itoˆ que e´ um dos pontos principais na teoria de integrac¸a˜o de
processos. Na segunda parte, estamos interessados em estudar equac¸o˜es diferenciais
estoca´sticas em variedades. Objetivamos generalizar algumas definic¸o˜es da primeira
parte como a de integral estoca´stica, de Itoˆ e de Stratonovich. E tambe´m queremos
1
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estudar equac¸o˜es diferenciais estoca´sticas em variedades de dimensa˜o finita. Para isso,
faz-se necessa´rio algum conhecimento a cerca de geometria de segunda ordem. Nessa
parte nos baseamos principalmente em Emery [8] que descreve ferramentas para se
formalizar tais conceitos em variedades usando o princ´ıpio de Schwartz, operadores de
Schwartz e de Stratonovich. Na terceira parte, damos eˆnfase ao estudo de variedades
simple´ticas e de Poisson, mostrando os principais resultados e os mais interessantes,
sobre o nosso ponto de vista, ao entendimento dessa dissertac¸a˜o. Resultados como
teorema de Darboux, teorema de Lie-Weinstein dentre outros.
• O segundo Cap´ıtulo e´ baseado no artigo de La´zaro - Camı´ e Ortega [14] e consiste em
uma fusa˜o desses conhecimentos para estudar sistemas hamiltonianos estoca´sticos em
variedades de Poisson. Nessa parte, os resultados mais interessantes sa˜o a fo´rmula de
Itoˆ em variedades de Poisson, versa˜o estoca´stica do teorema de Liouville, e as equac¸o˜es
de Hamilton em coordenadas de Lie-Weinstein.
• Por fim, no terceiro Cap´ıtulo (tambe´m baseado no La´zaro - Camı´ e Ortega [14]),
trabalhamos com o princ´ıpio variacional estoca´stico (ac¸a˜o estoca´stica). Apresentando
uma versa˜o estoca´stica do teorema de Noether.
CAPI´TULO 1
CONCEITOS BA´SICOS
1.1 Processos e Filtrac¸o˜es
Nesta sec¸a˜o daremos uma breve introduc¸a˜o ao ca´lculo estoca´stico sempre dando eˆnfase
aos resultados fundamentais que sera˜o utilizados nesse trabalho e tambe´m para que o leitor
se familiarize com as notac¸o˜es. Mas sem muitos detalhes, a fim de tornar essa intoduc¸a˜o mais
ra´pida e agrada´vel ao leitor. Para obter mais detalhes e ver demonstrac¸o˜es dos resultados
enunciados, sugerimos ao leitor interessado consultar por exemplo Emery [8], Kunita [13],
Oksendal [18], Protter [19], Revuz e Yor [20] dentre outras.
1.1.1 Filtrac¸o˜es
Seja (Ω,F ,P) um espac¸o de probabilidade. Uma filtrac¸a˜o (Ft)t>0 e´ uma famı´lia cres-
cente de sub-σ-a´lgebras de F , isto e´, se s < t, enta˜o Fs ⊆ Ft. Ale´m disso, (Ft)t>0 e´
cont´ınuo a direita, se t > 0,
Ft =
⋂
s>t
Fs.
3
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1.1.2 Processos
Em teoria de probabilidade, func¸o˜es mensura´veis sa˜o denominadas varia´veis aleato´rias.
Um processo estoca´stico X com valores na reta real R (em geral pode ser uma variedade) e´
uma famı´lia de varia´veis aleato´rias sobre um espac¸o de probabilidade (Ω,F ,P). Os processos
sa˜o indexados em um conjunto abstrato T que geralmente representa tempo. Uma func¸a˜o
X : T × Ω −→ R, dada por (ω, t) 7−→ X(ω, t) = Xt(ω), tal que para cada t ∈ T fixo,
Xt(ω) e´ uma varia´vel aleato´ria (Xt(ω) e´ mensura´vel em ω). Quando o paraˆmetro aleato´rio ω e´
fixado obte´m-se as trajeto´rias do processo estoca´stico (caminho amostral) X·(ω) : T −→M .
Ale´m disso, um processo e´ dito Ft-adaptado se para cada t ∈ T , Xt ∈ Ft, ou seja e´
Xt e´ Ft-mensura´vel. Mais ainda, um processo X e´ dito cont´ınuo se o caminho X( · , ω) e´
P-quase sempre cont´ınuo.
Uma observac¸a˜o importante e´ que todo processo e´ adaptado a sua filtrac¸a˜o natural deno-
tada por F0t = σ{Xs : 0 6 s 6 t}, a σ-a´lgebra gerada pela famı´lia {X
−1
s (U) : U ∈ Ft, 0 6
s 6 t}. F0t e´ a menor σ-a´lgebra a` qual X e´ adaptado. Assim, dizer que X e´ adaptado a (Ft)
e´ o mesmo que F0t ⊆ (Ft). Informalmente, (Ft) descreve a colec¸a˜o de eventos que podem
ter ocorrido ate´ o tempo t. Assim, conhecer um processo (adaptado) (Xs)t>0 ate´ um tempo
t significa conhecer a σ-a´lgebra F0t (para mais detalhes ver Revuz e Yor [20]).
1.1.3 Tempo de Parada
Uma varia´vel aleato´ria τ : Ω −→ [0, ∞) e´ chamada de tempo de parada com respeito
a filtrac¸a˜o (Ft)t>0, se para cada t > 0, o conjunto {τ 6 t} = {ω : τ(ω) 6 t} pertence a
Ft. Um exemplo cla´ssico de tempo de parada e´ o primeiro tempo de sa´ıda de um conjunto
(aberto ou fechado), o qual e´ definido da seguinte forma: seja X um processo em Rn e A um
conjunto aberto (ou fechado). Enta˜o define-se τA := inf{t > 0 : Xt(ω) /∈ A} como sendo
o primeiro tempo de sa´ıda do conjunto. Para ver uma prova desse resultado, isto e´, que τA
e´ de fato um tempo de parada, o leitor pode consultar por exemplo Revuz e Yor [20] ou
Ruffino [22].
Sejam τ um tempo de parada e X um processo. Assim chamamos de processo parado
Xτ definido por Xτt (ω) = Xτ(ω)∧t(ω), o que significa que o processo fica constante a partir
de τ .
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1.2 Esperanc¸a Condicional e Martingales
Seja (Ω,F ,P) um espac¸o de probabilidade. Definimos esperanc¸a ou me´dia de uma
varia´vel aleato´ria real, Γ por:
E[Γ] :=
∫
Ω
Γ(ω)dP(ω).
E[Γ] tambe´m e´ chamado de valor esperado da varia´vel aleato´ria Γ.
1.2.1 Esperanc¸a Condicional
Definic¸a˜o 1.2.1. Sejam (Ω,F ,P) um espac¸o de probabilidade, X uma varia´vel aleato´ria
real integra´vel (X ∈ L1(Ω,F ,R)) e G ⊆ F uma sub-σ-a´lgebra. Definimos esperanc¸a
condicional de X com respeito a G, denotada por E[X | G] como uma varia´vel aleato´ria
que verifica as seguintes propriedades:
• E[X | G] e´ G-mensura´vel;
•
∫
A
E[X | G]dP =
∫
A
XdP, ∀A ∈ G.
A existeˆncia de esperanc¸a condicional e´ garantida pelo teorema de Radon-Nikodym (ver
Ruffino [22]).
Proposic¸a˜o 1.2.2 (Propriedades da Esperanc¸a Condicional). Sejam (Ω,F ,P) um espac¸o
de probabilidade, G uma sub-σ-a´lgebra de F . Se X, Y, ∈ L1(Ω,F ,P) enta˜o as seguintes
afirmac¸o˜es sa˜o verdadeiras:
1) ∀ a ∈ R, enta˜o E[aX + Y | G] = aE[X | G] + E[Y | G];
2) E[E[X | G]] = E[X];
3) se X ∈ L1(Ω,G,P), enta˜o E[X | G] = X;
4) se X > 0, enta˜o E[X|G] > 0.
Demonstrac¸a˜o. (1), (2) e (3) seguem da definic¸a˜o. Para provar (4), suponha por absurdo
que P({E[X|G] < 0}) > 0. Mas isso significa que existe n0 ∈ N tal que:
P(G = {E[X|G] < −
1
n0
}) > 0,
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e como X > 0, segue que:
0 6
∫
G
XdP =
∫
G
E[X|G]dP < −
1
n0
P(G) < 0,
mas isso e´ um absurdo. Logo, conclu´ı-se que E[X|G] > 0. 
1.2.2 Martingales
Definic¸a˜o 1.2.3. Uma famı´lia de varia´veis aleato´rias {Xi : i ∈ I} e´ dita uniformente
integra´vel se
lim
n→∞
sup
i
∫
|Xi|>n
|Xi|dP = 0.
Definic¸a˜o 1.2.4. Um martingale Γ : T × Ω −→ R e´ um processo estoca´stico tal que para
todo par t, s ∈ R+ com s 6 t, temos:
• Γt e´ integra´vel, isto e´, E[|Γt|] < ∞;
• Γ e´ Ft-adaptado, isto e´, Γt e´ Ft-mensura´vel;
• Γs = E[Γt|Fs].
Um processo adaptadoX cont´ınuo a direita e´ ditomartingale local se existe uma sequ¨encia
de tempos de parada {τn}n∈N, tal que
• {τn}n∈N e´ crescente e limn→∞ τn = +∞;
• ∀n ∈ N, Xτn1[τn>0] e´ um martingale uniformemente integra´vel.
Observac¸a˜o. Nesse trabalho, estaremos considerando T = [0, ∞).
1.3 Variac¸a˜o Finita
Definic¸a˜o 1.3.1. Dizemos que um processo estoca´stico X : R+ × Ω −→ R tem variac¸a˜o
finita se e´ adaptado e cada caminho t 7−→ X(t, ω) tem variac¸a˜o limitada em subintervalos
compactos de R+. Ou seja, ∀ t > 0, e para quase todo ω ∈ Ω tem-se que a variac¸a˜o total:
VX(t, ω) =
∫ t
0
|dX(s, ω)| = sup
n
n∑
j=1
∣∣X(sj , ω) − X(sj−1, ω)∣∣, (1.3.1)
e´ finita. Onde o supremo e´ sobre todas as partic¸o˜es: 0 = s0 < s1 < · · · < sn = t de [0, t].
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Ver Rogers e Williams [21].
Definic¸a˜o 1.3.2. Um semimartingale e´ um processo X tal que X = M +A. Onde M e´
um martingale local tal que A0 = M0 = 0 e A e´ um processo de variac¸a˜o finita.
Veremos adiante que se o semimartingale e´ cont´ınuo, tal decomposic¸a˜o e´ u´nica (decomposic¸a˜o
de Doob-Meyer).
1.4 p-Variac¸a˜o
Dizemos que uma sequ¨encia de varia´veis aleato´rias {Xn}n∈N converge a varia´vel aleato´ria
X se dado ǫ > 0,
lim
n→∞
P(ω : |Xn − X| > ǫ) = 0.
Nesse caso escrevemos P− limXn = X. Seja {Π}n∈N uma sequ¨encia de partic¸o˜es finitas de
[0, t], t ∈ R, isto e´,
Πn = {0 = t0 < t1 < · · · < tin = t}, (1.4.1)
|Πn| = sup
ti∈Πn
|ti+1 − ti|
n→∞
−→ 0.
Definic¸a˜o 1.4.1. Seja X um processo real, dizemos que:
[X, X]pt = P− lim
ti∈Πn
∑
|Xti+1 − Xti|
p
e´ p-variac¸a˜o de X. Em particular o caso (p = 2) e´ de grande importaˆncia na teoria de
martingales.
Ale´m disso, sejam X, Y processos. Chamamos
[X, Y ]t = P− lim
n−→∞
∑
ti∈Πn
(Xti+1 − Xti)(Yti+1 − Yti),
de covariac¸a˜o quadra´tica entre X e Y . E
[X, X]t = P− lim
n−→∞
∑
ti∈Πn
(Xti+1 − Xti)
2
variac¸a˜o quadra´tica X.
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Observac¸a˜o. Note que, alternativamente, poder´ıamos ter definido a covariac¸a˜o quadra´tica,
tambe´m chamada de variac¸a˜o quadra´tica cruzada, como
[X, Y ] =
1
4
{[X + Y, X + Y ] − [X − Y, X − Y ]},
ja´ que [ · , · ] que e´ bilinear sime´trico.
Ver Protter [19], Ruffino [22].
Proposic¸a˜o 1.4.2. Sejam X e Y processos. Se X e´ um processo cont´ınuo e Y tem variac¸a˜o
finita enta˜o [X, Y ]t = 0.
Demonstrac¸a˜o. Sejam t ∈ R+ fixo, Πn uma sequ¨encia de partic¸o˜es de [0, t] tal que
|Πn|
n→∞
−→ 0. Note que max{ti∈Πn} |Xti −Xti−1 |
n→∞
−→ 0. Como
∑
ti∈Πn
|Xti − Xti−1 ||Yti − Yti−1 | 6 max
ti∈Πn
|Xti − Xti−1 |
∑
ti∈Πn
|Yti − Yti−1 |, mas
lim
|Πn|→0
∑
ti∈Πn
|Yti − Yti−1 | < ∞, logo
[X, Y ]t = lim
|Πn|→0
∑
ti∈Πn
(Xti − Xti−1) (Yti − Yti−1) 6 lim
|Πn|→0
max
ti
|Xti − Xti−1 | · VY = 0.

1.5 Integrais de Ito e Stratonovich
Se A e´ um processo de variac¸a˜o finita e H e´ um processo previs´ıvel, define-se H ·A como
sendo a integral de Riemann-Stieltjes para quase todo ω ∈ Ω dada por
(H · A)(t, ω) =
∫ t
0
H(s, ω)dA(s, ω). (1.5.1)
Pore´m, os processos mais interessantes na˜o possuem variac¸a˜o finita. Assim, a integral de
Riemann-Stieltjes na˜o e´ apropriada se a integrac¸a˜o for em relac¸a˜o a um martingale. Por
isso, precisamos de uma nova ferramenta de integrac¸a˜o a qual definiremos a seguir. Apre-
sentaremos uma classe de integrandos via integral Riemann-Stieltjes visto que [ · , · ]t e´ um
processo de variac¸a˜o finita (ver Emery [8]). Antes disso, algumas definic¸o˜es auxiliares.
Cap´ıtulo 1 • Conceitos Ba´sicos 9
Definic¸a˜o 1.5.1. Seja M um L2 martingale limitado, denota-se por L(M) o conjunto dos
processos K, adaptados, cont´ınuos a direita tais que
||K||2M := E
[∫ ∞
0
K2sd[M, M ]s
]
< ∞,
e por L2(M) o conjunto das classes de equivaleˆncia de L(M), isto e´, dados K, H ∈ L(M)
define-se a relac¸a˜o
K ∼ H ⇐⇒
∫
|K − H|d [M, M ] = 0.
O teorema a seguir caracteriza a integral estoca´stica:
Teorema 1.5.2. (Revuz e Yor[20, Cap. 4, Prop. 2.4]) Seja M um L2 martingale limitado.
Enta˜o para todo K ∈ L2(M) existe um u´nico L2 martingale cont´ınuo nulo em zero denotado
por K ·M tal que para todo L2 martingale cont´ınuo limitado N tem-se
[K ·M, N ] = K · [M, N ].
Definic¸a˜o 1.5.3. O martingale K ·M e´ chamado de integral estoca´stica de K com respeito
a M e e´ denotada por ∫ t
0
KsdMs,
na literatura o martingale K ·M e´ chamado de integral de Itoˆ.
Observac¸a˜o (ver Oksendal [18]). Por construc¸a˜o, a integral de Itoˆ em relac¸a˜o a um martin-
gale e´ um martingale. Ale´m disso, todo martingale pode ser representado por uma integral
de Itoˆ.
A seguir, veremos que ∫ t
0
KsdMs = P− lim
∑
Ktj (Mtj+1 − Mtj ).
Fato interessante, pois nos da´ um me´todo algor´ıtimico para fazer aproximac¸o˜es.
Note que existe uma maneira natural de definir a integral estoca´stica de um processo
adaptado K em relac¸a˜o a um semimartingale X ja´ que, por definic¸a˜o, X = M + A, onde
M e´ um martingale e A um processo de variac¸a˜o finita, isto e´,∫
KdX =
∫
KdM +
∫
KdA
Daremos agora, uma versa˜o da fo´rmula de Itoˆ encontrada em Kunita [13].
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Teorema 1.5.4 (Fo´rmula de Itoˆ). Seja Xt = (X
1
t , · · · , X
n
t ) um semimartingale cont´ınuo
em Rn. Se f(x1, · · · , xn) e´ uma func¸a˜o de classe C2, enta˜o f(Xt) e´ um semimartingale
cont´ınuo e satisfaz a fo´rmula
f(Xt) − f(X0) =
n∑
i=1
∫ t
0
∂f
∂xi
(Xs)dX
i
s +
1
2
n∑
i,j=1
∫ t
0
∂2f
∂xixj
(Xs)d [X
i, Xj]s. (1.5.2)
Ver Kunita [13, Teo. 2.3.11]. Como consequ¨eˆncia direta do teorema acima tem-se a fo´rmula
de integrac¸a˜o por partes. Basta tomar na equac¸a˜o (1.5.2) f(x, y) = xy. Assim:
Corola´rio 1.5.5. Se X e Y sa˜o dois semimartingales cont´ınuos reais, enta˜o
XtYt = X0Y0 +
∫ t
0
XsdYs +
∫ t
0
YsdXs + [X, Y ]t, (1.5.3)
em particular
X2t = X
2
0 + 2
∫ t
0
XsdYs + [X, X]t. (1.5.4)
Definic¸a˜o 1.5.6. Dados dois semimartingalesX e Y define-se a integral de Stratonovich
de X em relac¸a˜o Y , normalmente denotada por
∫
X ◦ dY ou
∫
XδY , pela relac¸a˜o
∫
Xδ Y =
∫
XdY +
1
2
[X, Y ].
Observac¸a˜o. ∫
XδY = P− lim
∑
Xtj
(
Ytj+1 − Ytj
2
)
e´ uma outra apresentac¸a˜o alternativa que ajuda a intuir o que e´ integral estoca´stica, ale´m
de fornecer uma me´todo para aproximac¸a˜o nume´rica em simulac¸o˜es.
Proposic¸a˜o 1.5.7 (Fo´rmula de Itoˆ para integral de Stratonovich). Nas mesmas condic¸o˜es
do Teorema 1.5.4, considere f uma func¸a˜o de classe C3 da´ı, tem-se a fo´rmula de Itoˆ para
integral de Stratonovich, dada por
f(Xt) − f(X0) =
n∑
j=1
∫ t
0
∂f
∂xj
(Xs) ◦ dX
i
s.
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1.5.1 Propriedades: Martingales e Semimartingales
Teorema 1.5.8 (Protter [19]). Sejam X um martingale local cont´ınuo e Γ um semimartin-
gale cont´ınuo. Se ζX e´ um tempo de parada ma´ximo e τ tempo de parada tal que τ 6 ζX,
enta˜o (∫
XdΓ
)τ
=
∫
1[0, τ ]XdΓ.
Ver Protter [19, pag. 53, Teo. 12], ou Revuz e Yor [20, Cap. 4, Prop. 2.5]
Teorema 1.5.9 (Revuz e Yor [20, Cap. 4, Teo. 1.3]). Seja M um martingale local cont´ınuo
limitado. Enta˜o existe um u´nico processo na˜o nulo [M,M ]t de variac¸a˜o finita tal que M
2
t −
[M,M ]t e´ martingale local.
A proposic¸a˜o a seguir e´ consequ¨eˆncia da Proposic¸a˜o 1.4.2 e da bilinearidade da covariac¸a˜o
quadra´tica [X, Y ].
Proposic¸a˜o 1.5.10 (Revuz e Yor [20, Cap. 4, Prop. 1.18]). Seja X = M + A um semi-
martingale cont´ınuo, onde M e´ um martingale e A um processo de variac¸a˜o finita. Enta˜o
[X,X] = [M,M ].
Observac¸a˜o. Alternativamente, dados X = M +A e Y = N +B nas mesmas condic¸o˜es da
proposic¸a˜o anterior, poder´ıamos definir a variac¸a˜o quadra´tica cruzada como
[X, Y ] := [M, N ] =
1
4
{[X + Y, X + Y ] − [X − Y, X − Y ]}.
Proposic¸a˜o 1.5.11 (Revuz e Yor[20]). Seja M um martingale cont´ınuo. Se τ e´ um tempo
de parada enta˜o [M τ ,M τ ] = [M,M ]τ . Ale´m disso, se M tem variac¸a˜o finita enta˜o M e´
constante.
Ver Revuz e Yor [20, pa´ginas 120, 125] ou ainda Ruffino [22].
As Proposic¸o˜es 1.5.10 e 1.5.11 permitem verificar que a decomposic¸a˜o de um semimartin-
gale cont´ınuo e´ u´nica. Pois se X = A + M = B + N , supondo sem perda de generalidade
que M0 = 0 = N0, tem-se que A − B = N − M . Da´ı segue N − M = 0 e portanto
M = N e A = B como desejado. Assim enunciamos o pro´ximo resultado, como uma
consequ¨eˆncia de ambas proposic¸o˜es, conhecido como Decomposic¸a˜o de Doob-Mayer :
Teorema 1.5.12. Seja X um semimartingale cont´ınuo. Enta˜o a decomposic¸a˜o Xt = Mt +
At, onde M martingale local e A um processo de variac¸a˜o finita, M0 = A0 = 0, e´ u´nica.
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Proposic¸a˜o 1.5.13 (Protter [19]). O processo colchete [X, Y ] de dois semimartingales e´ um
processo de variac¸a˜o finita.
Ver por exemplo Protter [19, pag. 60].
Observac¸a˜o. Sejam H e K sa˜o processos previs´ıveis. Se X e Y semimartingales cont´ınuos
enta˜o [∫
HdX,
∫
KdY
]
=
∫
HKd[X, Y ]. (1.5.5)
Basta aplicar duas vezes a fo´rmula do Teorema 1.5.2.
A seguir enunciaremos uma importante propriedade de integrais estoca´sticas, a qual seria
uma versa˜o do teorema da convergeˆncia dominada no contexto estoca´stico:
Teorema 1.5.14 (Revuz e Yor [20, Cap. 4, Teo. 2.12]). Sejam X um semimartingale
cont´ınuo e Kn e´ uma sequ¨encia de processos localmente limitados convergindo a zero pon-
tualmente. Se existe um processo localmente limitado K tal que |Kn| 6 K para todo n ∈ N,
enta˜o (Kn ·X) converge a zero em probabilidade, uniformente em intervalos compactos, isto
e´,
P− lim
n→∞
(
sup
s6t
|(Kn ·X)s|
)
= 0.
O pro´ximo resultado nos fornece uma ferramenta para fazer as contas com integrais
estoca´sticas. Ide´ia similar a das somas de Riemann:
Proposic¸a˜o 1.5.15 (Revuz e Yor [20, Cap. 4, Teo 2.13]). Se K e´ um processo cont´ınuo
a esquerda, localmente limitado e (Πn) uma sequencia de partic¸o˜es de [0, t], t ∈ R fixo, tal
que |Πn| converge a zero quando n tende a infinito, enta˜o:∫ t
0
KsdXs = P− lim
n→∞
∑
ti∈Πn
Kti(Xti+1 − Xti). (1.5.6)
Exemplo 1.5.16. Um importante exemplo de processo estoca´stico e´ o movimento Brawni-
ano, o qual satisfaz as seguintes propriedades para s 6 t <∞:
• Bt − Bs e´ independente de Fs,
• Bt − Bs e´ uma varia´vel aleato´ria gaussiana com me´dia zero e variaˆncia t− s,
• Bt tem trajeto´rias cont´ınuas.
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O movimento Browniano (MB) tambe´m e´ conhecido como processo de Wiener.
Outra propriedade importante do movimento Browniano, conhecida como caracterizac¸a˜o
de Levy (em Rn), e´ a seguinte:
Proposic¸a˜o 1.5.17. Seja X um processo em Rn. Se X = (X1, · · · , Xn) e´ um movimento
Browniano, enta˜o [X i, Xj] = tδi j.
Para ver uma prova desse resultado sugerimos ver Protter [19] ou Revuz e Yor [20].
Observe que um martingale local e´ um martingale (ver Protter [19], por exemplo). Assim
se M e´ um martingale local, sua variac¸a˜o quadra´tica [M, M ]t sempre existe e e´ finita quase
sempre, isto e´:
Proposic¸a˜o 1.5.18 (Protter[19]). Se M e´ um martingale local, enta˜o M e´ um martingale
com E[M2t ] < ∞, ∀ t > 0 se, e somente se, E[M, M ]t < ∞, ∀t > 0. Se E[M, M ]t < ∞,
enta˜o E[M2t ] = E[M, M ]t < ∞.
Ver Protter [19, pag. 66].
A seguir citaremos um resultado importante, conhecido comoCrite´rio de Continuidade
de Kolmogorov . Antes disso, daremos uma definic¸a˜o. Dizemos que um (Yt)t>0 e´ modi-
ficac¸a˜o de (Xt)t>0, se para cada t > 0, temos
P({ω : Xt(ω) = Yt(ω)}) = 1.
Teorema 1.5.19 (Oksendal [18]). Se existem α , β, c > 0 e (Xt)t>0 tais que ∀ s, t > 0 vale
E[|Xt −Xs|
α] 6 c|t− s|1+β,
enta˜o existe uma modificac¸a˜o cont´ınua de (Xt)t>0.
Se tomarmos α = 3, β = 1, c = 3 (ver Oksendal [18]), verificamos o crite´rio acima para o
movimento Browniano, ou seja, sempre existe uma modificac¸a˜o cont´ınua para (Bt)t>0. Assim,
assumiremos de agora em diante sem perda de generalidade que (Bt)t>0 e´ essa modificac¸a˜o
cont´ınua.
Caracterizac¸a˜o do movimento Browniano como martingale:
Teorema 1.5.20 (Friedman [10]). Seja X um processo cont´ınuo Ft-adaptado, real. Se
E[Xt − Xs|Fs] = 0 e E[(Xt − Xs)
2|Fs] = t − s, ∀ 0 6 s < t. Enta˜o X e´ movimento
Browniano.
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1.5.2 Alguns exemplos: Fo´rmula de Itoˆ
Exemplo 1.5.21. O movimento Browniano e´ um semimartingale, assim segue da equac¸a˜o
de integrac¸a˜o por partes (1.5.4) que∫ t
0
BsdBs =
1
2
(B2t − t)
Exemplo 1.5.22. Dados dois movimentos Brownianos independentes B1 e B2. Sejam f, g
func¸o˜es reais de classe C∞. Assim, [f(B1), g(B2)] = 0. Com efeito, sabemos [B1, B2] = 0
(caracterizac¸a˜o de Levy). Obte´m-se da fo´rmula de Itoˆ que
f(B1t ) − f(B
1
0) =
∫ t
0
d f
d t
(B1s )dB
1
s +
∫ t
0
d2 f
d t2
(B1s )d s,
g(B2t ) − g(B
2
0) =
∫ t
0
d g
d t
(B2s )dB
2
s +
∫ t
0
d2 g
d t2
(B2s )d s.
Ale´m disso, como Bj , j = 1, 2 e´ cont´ınuo e t tem vairac¸a˜o finita, segue pela Proposic¸a˜o
1.4.2 que [t, Bj ] = 0, j = 1, 2. Mais ainda, usando a equac¸a˜o (1.5.5), conclu´ımos que
[f(B1), g(B2)] = 0.
1.6 Geometria de Segunda Ordem
Essa sec¸a˜o e´ baseada essencialmente em conceitos dos Cap´ıtulos 6, 7 do Emery [8].
Indicamos ainda como referencias para tais to´picos: Catuogno [6] e Meyer [17].
Estaremos considerando de agora em diante, variedades diferencia´veis de classe C∞,
contendo um atlas enumera´vel. Seja z um ponto de uma dada variedade M . O espac¸o
tangente de segunda ordem a M no ponto z, τzM e´ o espac¸o vetorial formado por
todos os operadores diferenciais em M no ponto z de ordem menor ou igual a 2 sem termos
constantes. Ale´m disso, em termos de uma carta local (em torno de z) em M , digamos
(U , φ) com φ = (x1, · · · , xn), cada L ∈ τzM pode ser descrito de forma u´nica da seguinte
maneira: se impusermos a condic¸a˜o lij = lji,
L =
n∑
j=1
ljDj +
n∑
i,j=1
lijDij,
onde Di =
∂
∂xi
, Dij =
∂2
∂xi∂xj
. Comumente omite-se o s´ımbolo de soma escrevendo-se apenas
L = ljDj + lijDij (notac¸a˜o usual). Os elementos de τzM sa˜o chamados de vetores tangentes
de segunda ordem em z.
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O pro´ximo resultado caracteriza vetores tangentes de segunda ordem (ver Emery [8, Lema
6.1]).
Lema 1.6.1. Seja z ∈ M , dizemos que um vetor tangente de segunda ordem L em z e´ um
operador diferencial de ordem menor ou igual a dois (sem termos constantes) quando satisfaz
uma das seguintes propriedades:
• para cada func¸a˜o suave f = (f 1, · · · , f p) : M −→ Rp e ϕ : Rp −→ R, L(ϕ ◦ f) =
Diϕ ◦ fLf
i + Dijϕ ◦ fΓ(f
i, f j), onde Γ(f i, f j) = 1
2
[L(f if j) − f jL(f i) − f iL(f j)];
• para cada func¸a˜o suave h, temos: L(h3) = 3hL(h2) − 3h2L(h);
• L(1) = 0 para todo h ∈ C∞(M), h(a) = 0 =⇒ L(h3)(a) = 0
Segue da regra de Leibniz que as propriedades enunciadas acima sa˜o equivalentes. Observe
que os vetores tangentes de primeira ordem sa˜o tambe´m vetores tangentes de segunda ordem.
A unia˜o disjunta de τzM , com z ∈ M define o fibrado tangente de segunda ordem .
Denotamos por por τ ∗zM o espac¸o dual de τzM , e seus elementos sa˜o chamados de formas
de segunda ordem em z. Ale´m disso, a unia˜o a disjunta τ ∗zM , com z ∈ M define o fibrado
cotangente de segunda ordem , denotados respectivamente por:
τM =
⋃
p∈M
τpM e τ
∗M =
⋃
p∈M
τ ∗pM.
Dizemos que um campo vetorial de ordem 2 e´ uma sessa˜o suave do fibrado τM −→
M , da mesma forma dizemos que formas de ordem 2 sa˜o sesso˜es suaves do fibrado
τ ∗M −→M .
Notac¸a˜o. O conjunto dos campos de vetores de segunda ordem em M e´ representado por
X2(M) e o conjunto das formas de segunda ordem por Ω2(M).
Para qualquer func¸a˜o suave f ∈ C∞(M) e L ∈ X2(M), definimos d
2f ∈ Ω2(M) por
d2f(L) := L[f ] (aplicac¸a˜o diferencial de segunda ordem). Para quaisquer f, g ∈ C∞(M),
temos que df, dg ∈ Ω(M). Assim df · dg ∈ Ω2(M) e e´ definido pela igualdade:
df · dg[L] =
1
2
(L[fg] − fL[g] − gL[f ])
=
1
2
(d2(fg)(L) − fd2g(L) − gd2f(L).
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Note que aplicac¸a˜o diferencial de ordem 2 d2f e´ um exemplo natural de forma de segunda
ordem. Mais ainda, usando o mesmo sistema de coordenadas anterior, veja que:
d2f = Dif d
2xi + Dijf d x
i · d xj,
pois fixado a ∈ M e trocando xi por (xi − ai) (assumindo sem perda de generalidade
xi(a) = 0), temos: d2xi(a) = d2(xi − ai)(a), d xi · d xj(a) = 1
2
d2((xi − ai)(xj − aj))(a) =
d2(xi xj)(a). Ale´m disso, pela forma de Taylor, a expansa˜o de f ate´ os termos de segunda
ordem em torno de a e´ dada por (ver Meyer [17]):
g(x) = Dif(a)x
i +
1
2
(
Dijf(a) x
ixj
)
=⇒ d2(f − g)(a) = 0, (pois d2f(a) = d2g(a)).
Na verdade, cada θ ∈ τ ∗M pode ser descrita de forma u´nica por (assumido que θij = θji):
θ =
n∑
j=1
θjd
2xj +
n∑
i,j=1
θijdx
i · dxj ,
onde {d2xi, 2 d xi · d xj : i 6 j} e´ a base dual associada a {Di, Dij : i 6 j} no seguinte
sentido (ver Emery [8, pag. 78]):
〈Di, d
2xk〉 = δki ,
〈Di, d x
k · d xl〉 = 0,
〈Dij, d
2xk〉 = 0,
〈Dij, d x
k · d xl〉 =
1
2
[δki δ
l
j + δ
l
iδ
k
j ].
Da mesma maneira, escrevemos na notac¸a˜o usual θ = θjd
2xj + θijdx
i · dxj . Para mais
detalhes ver Catuogno [6], ou Emery [8, Cap. 6], ou ainda Meyer [17].
1.6.1 Princ´ıpio de Schwartz e Integral Estoca´stica
Nessa sec¸a˜o definiremos integral estoca´stica em uma variedade M e a partir dela as
integrais de Itoˆ e Stratonovich.
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Definic¸a˜o 1.6.2. Seja M uma variedade. Um processo X : R+ × Ω −→ M e´ um semi-
martingale, se para toda f ∈ C∞(M) a composic¸a˜o f ◦X e´ um semimartingale real.
Seja X um semimartingale em M . Dada Θ ∈ τ ∗M , a integral de Θ ao longo de X por
meio de uma carta local, digamos (U , φ = (x1, · · · , xn)), e´ dada por∫
ΘdX =
n∑
i=1
∫
θidX
i
s +
n∑
i, j=1
∫
θijd [X
i, Xj]s
=
∫
θidX
i
s +
∫
θijd [X
i, Xj]s (notac¸a˜o usual),
onde Θp = θi(p)d
2xi + θij(p)d x
i · d xj. Ale´m disso, dX e´ visto como um elemento de τM
que satisfaz a seguinte relac¸a˜o: para toda f ∈ C∞(M)
d (f ◦Xt) = (dXt)f,
conforme esclareceremos abaixo. Esse fato mostra a independeˆncia do sistema de coorde-
nadas e e´ conhecido como Princ´ıpio de Schwartz . Mais ainda, dada f ∈ C∞(M), pela
formula de Itoˆ (ver Teorema 1.5.4), temos que:
f ◦Xt − f ◦X0 =
∫ t
0
(
dX isDif +
1
2
d [X i, Xj]sDijf
)
(Xt),
assim, dizemos que (dXt)f = d (f ◦Xt) = dX
i
sDif +
1
2
Dijfd [X
i, Xj ]s e portanto
dXt = dX
i
sDi +
1
2
d [X i, Xj]sDij ∈ τXtM. (1.6.1)
O pro´ximo teorema nos permite definir globalmente integrais estoca´sticas ao longo de semi-
martingales. Dizemos que X e´ localmente limitado se {Xs(ω) : 0 < s < t} e´ relativamente
compacto em M para todo t ∈ R+, P-quase sempre.
Teorema 1.6.3 (Emery [8, Teo. 6.24]). Seja X um semimartingale com valores em M .
Enta˜o para todo processo Θ : Ω×R+ −→ τ
∗M cont´ınuo e limitado sobre X, isto e´, π◦Θ = X,
π projec¸a˜o canoˆnica (Θt(ω) ∈ τ
∗
Xt(ω)) existe uma u´nica aplicac¸a˜o linear que associa a cada
Θ um semimartingale real cont´ınuo da seguinte maneira: Θ 7−→
∫
〈Θ, dX〉. Ale´m disso,
e´ caracterizado pelas seguintes propriedades: ∀f ∈ C∞(M), e para todo K processo real
limitado, adaptado qualquer tem-se:∫
〈d2f, dX〉 = f(X) − f(X0), (1.6.2)
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∫
〈KΘ, dX〉 =
∫
Kd
(∫
〈Θ, dX〉
)
(1.6.3)
Naturalmente, o processo estoca´stico
∫
〈Θ, dX〉 e´ chamado de integral estoca´stica da
forma Θ ao longo do semimartingale X. Se θ e´ uma forma de segunda ordem tal que
Θt(ω) = θ(Xt(ω)) escreve-se de forma simplificada,∫
〈Θ, dX〉 =
∫
〈θ, dX〉,
onde o segundo membro da igualdade e´ chamado de integral de Itoˆ da forma de segunda
ordem θ ao longo do semimartingale X. Isto e´, dado α ∈ Ω2(M) chama-se integral de Itoˆ
de α ao longo de um semimartingale X a expressa˜o
∫
〈α◦X, dX〉 =
∫
〈α, dX〉 (ver Emery
[8]).
Proposic¸a˜o 1.6.4. Seja X um semimartingale em M . Dados f, g ∈ C∞(M). Enta˜o:∫
〈df · dg, dX〉 =
1
2
[f ◦X, g ◦X].
Demonstrac¸a˜o. Observe que se X e Y sa˜o semimartingales a fo´rmula de Itoˆ nos diz que a
covariac¸a˜o quadra´tica entre X e Y e´ dada por [X, Y ] = XY − X0Y0 −
∫
XdY −
∫
Y dX.
Lembrando tambe´m que d f · d g = 1
2
[d2(fg)− fd2(g)− gd2(f)] (ver Emery [8]). Da´ı segue
usando o Teorema 1.6.3 acima:∫
〈df · dg, dX〉 =
1
2
∫
〈d2(fg) − fd2(g) − gd2(f), dX〉
=
1
2
{∫
〈d2(fg), dX〉 −
∫
〈fd2(g), dX〉 −
∫
〈gd2(f), dX〉
}
=
1
2
{
fg(X) − fg(X0) −
∫
fd
(∫
〈d2g, dX〉
)
−
∫
gd
(∫
〈d2f, dX〉
)}
=
1
2
{
(fg) ◦X − (fg) ◦X0 −
∫
fd(g ◦X) −
∫
gd(f ◦X)
}
=
1
2
[f ◦X, g ◦X].

O pro´ximo teorema nos permite definir a integral de Stratonovich numa variedade M :
Cap´ıtulo 1 • Conceitos Ba´sicos 19
Teorema 1.6.5 (Emery [8, Teo. 7.1]). Existe um u´nico operador linear d2 : Ω(M) −→
Ω2(M) que leva formas de primeira ordem em formas de segunda ordem satisfazendo as
seguintes propriedades:
1) d2(d f) = d
2 f , qualquer que seja f ∈ C∞(M);
2) d2(fα) = d f · α + fd2(α), quaisquer que sejam f ∈ C
∞(M) e α ∈ Ω(M).
Observado que se α e β sa˜o 1-formas, α · β define uma forma de segunda ordem e e´ dado
por: para cada a ∈ M , (α ·β)(a) = α(a) ·β(a). Agora, define-se a integral de Stratonovich
de uma 1-forma α ao longo de um semimartingale X por:
Definic¸a˜o 1.6.6. Se α ∈ Ω(M) e X e´ um semimartingale em M , o semimartigale real∫
〈d2α, dX〉 e´ chamado de integral de Stratonovich de α ao longo de X, comumente
denotada por
∫
〈α, δ X〉.
Proposic¸a˜o 1.6.7. Seja f ∈ C∞(M). A integral de Stratonovich
∫
〈α, δ X〉 =
∫
〈d2α, dX〉
satisfaz as seguintes propriedades:
1)
∫
〈d f, δ X〉 = f ◦X − f ◦X0;
2)
∫
〈fα, δ X〉 =
∫
(f ◦X)δ
(∫
〈α, δ X〉
)
.
Demonstrac¸a˜o. Lembrando que d2f [L] := L[f ] e d (f ◦X) = (dX)f . Note que (1) e
(2) seguem do Teorema 1.6.3 e do Teorema 1.6.5. Para mais detalhes ver Emery [8, Prop.
7.4]. 
1.6.2 Equac¸o˜es Diferenciais Estoca´sticas em Variedades
Sejam M e N variedades diferencia´veis. Note que a` cada L ∈ X2(M) podemos associar
um tensor sime´trico QL dado por
QL(f, g) =
1
2
(L(fg) − fL(g) − gL(f)),
onde f, g ∈ C∞(M). Consideramos Qx : τxM −→ TxM ⊙ TxM linear, tal que em termos
de uma carta local e´ dada por
Qx(L = liDi + lijDij) = lijDi ⊙Dj
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onde ⊙ representa produto sime´trico. Dados x ∈ M e y ∈ N , diz-se que uma aplicac¸a˜o
linear f : τxM −→ τyN , e´ ummorfismo de Schwartz deM para N se satisfaz as seguintes
condic¸o˜es:
• f(TxM) ⊂ TyN ;
• ∀L ∈ τxM, Q(fL) = (f ⊗ f)(QL).
Ver Catuogno [6], Emery [8].
Um operador de Schwartz de M para N e´ uma famı´lia de {f(x, y)}{x∈M,y∈N}, onde
cada f(x, y) : τxM −→ τyN e´ um morfismo de Schwartz, cuja adjunta e´ denotada por
f ∗(x, y) : τy
∗N −→ τx
∗M .
Definic¸a˜o 1.6.8. Sejam X e´ um semimartingale em M e f um operador de Schwartz de M
a N . A soluc¸a˜o da equac¸a˜o
dY = f(X, Y )dX (1.6.4)
e´ um semimartingale Y em N tal que, para toda forma de segunda ordem θ em N , tem-se:∫
〈θ, dY 〉 =
∫
〈f ∗(X, Y )θ, dX〉. (1.6.5)
Formalmente, f ∗(x, y) e´ definida tal que
〈f ∗(X, Y )θ, dY 〉 = 〈θ, f(X, Y )dX〉.
O teorema a seguir nos da´ condic¸o˜es para existeˆncia e unicidade de equac¸o˜es diferenciais
estoca´sticas (EDE’s) em variedades diferenciais como a equac¸a˜o (1.6.4) acima.
Teorema 1.6.9 (Emery [8, Teo. 6.41]). Dadas duas variedades M e N . Sejam X um
semimartingale em M , f um operador de Schwartz de M para N . Se Y0 e´ uma varia´vel
aleato´ria F0 mensura´vel em N , enta˜o existe um tempo de parada (possivelmente infinito)
ζ > 0 e um semimartingale Y em N definido no conjunto {(t, ω) ∈ R+×Ω : t ∈ [0, ζ(ω))},
com condic¸a˜o inicial Y0, soluc¸a˜o da equac¸a˜o (1.6.4) explodindo no momento ζ no evento
{ζ <∞}. Ale´m disso, se ζ ′ e´ outro tempo de parada e Y ′ outra soluc¸a˜o da equac¸a˜o (1.6.4)
com condic¸a˜o inicial Y0 e Y
′ e´ definido no conjunto B = {(t, ω) ∈ R+×Ω : t ∈ [0, ζ
′(ω))}.
Enta˜o, ζ ′ 6 ζ e Y = Y ′ em B (condic¸o˜es de maximalidade).
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Onde tempo de explosa˜o, significa que Y ([0, ζ)) na˜o esta´ contido em nenhum compacto de
N .
Um operador Stratonovich de M para N e´ uma famı´lia {e(x, y)}{x∈M,y∈N}, onde cada
e(x, y) : TxM −→ TyN e´ um operador linear com dependencia suave em (x, y), cuja adjunta
e´ denotada por e∗(x, y) : T ∗N −→ T ∗M .
Definic¸a˜o 1.6.10. Dadas duas variedades M e N diferencia´veis. Seja X semimartingale
em M . Um semimartingale Y em N e´ uma soluc¸a˜o da equac¸a˜o diferencial estoca´stica de
Stratonovich
δ Y = e(X, Y )δ X, (1.6.6)
se para toda 1-forma α em N a integral estoca´stica de Stratonovich e´ igual a:∫
〈α, δ Y 〉 =
∫
〈e∗(X, Y )α, δ X.〉 (1.6.7)
Formalmente, e∗(x, y) e´ definida tal que
〈e∗(X, Y )α, δX〉 = 〈α, e(X, Y )δX〉.
O pro´ximo resultado garante a existeˆncia e unicidade de equac¸o˜es diferenciais estoca´sticas
de Stratonovich.
Teorema 1.6.11 (Emery [8, Teo. 7.21]). Dadas duas variedades M e N diferencia´veis.
Sejam X semimartingale em M , Y0 uma varia´vel aleato´ria F0 mensura´vel em N e e(x, y)
um operador de Stratonovich de M para N . Enta˜o existem um tempo de parada ζ e uma
soluc¸a˜o Y da equac¸a˜o diferencial estoca´stica de Stratonovich (1.6.6) com condic¸a˜o inicial
Y0, definida no conjunto {(t, ω) ∈ R+ × Ω : t ∈ [0, ζ(ω))}. Ale´m disso, se ζ
′ e´ outro
tempo de parada e Y ′ outra soluc¸a˜o de (1.6.6) com mesma condic¸a˜o inicial, definido em
B = {(t, ω) ∈ R+ × Ω : t ∈ [0, ζ
′(ω))}, enta˜o ζ ′ 6 ζ e Y = Y ′ em B (condic¸o˜es de
maximalidade).
Observac¸a˜o. Dizemos que a soluc¸a˜o da EDE (1.6.6) e´ u´nica a menos de condic¸o˜es de
maximalidade.
Lema 1.6.12 (Emery [8, Lema 7.22]). Dado um operador de Stratonovich e(x, y) de M
para N , existe um u´nico operador de Schwartz f(x, y) de M para N tal que para cada curva
suave (x(t), y(t)) ∈ M × N que satisfaz e(x(t), y(t))(x˙(t)) = y˙(t), ∀ t, satisfaz tambe´m
f(x(t), y(t))(x¨)(t) = y¨(t). Ale´m disso, temos que as equac¸o˜es δ Y = e(X, Y )δ X e dY =
f(X, Y )dY sa˜o equivalentes.
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De acordo com isso, se γ(t) = (x(t), y(t)) ∈ M × N e´ uma curva satisfazendo o lema
acima, podemos definir f(x(t), y(t))(Lx¨(t)) = Ly¨(t), onde os operadores diferenciais de se-
gunda ordem Lx¨(t) ∈ τx(t)M e Ly¨(t) ∈ τy(t)N sa˜o definidos por Lx¨(t)(h(x(t))) =
d2
dt2
h(x(t))
e Ly¨(t)(g(y(t))) =
d2
dt2
g(y(t)), para quaisquer que sejam h ∈ C∞(M) e g ∈ C∞(N). Ob-
serve que, se as formas do tipo Lx¨(t) geram τx(t)M , temos que o operador de Schwartz f fica
completamente determinado.
Para mais detalhes ver Emery [8, pa´ginas 86, 87, 97 e 98].
1.7 Distribuic¸o˜es e Teorema de Frobenius
Essa sec¸a˜o foi baseada em Fernandes [9] e em Warner [24]. Um campo vetorial X ∈
X(M) na˜o nulo gera um subespac¸o 〈Xz〉 ⊆ TzM para cada z ∈ M (estamos considerando
nessa sec¸a˜o variedades diferencia´veis M de dimensa˜o finita).
Definic¸a˜o 1.7.1. Seja M uma variedade de dimensa˜o n. Uma folheac¸a˜o de dimensa˜o
k de M e´ uma decomposic¸a˜o {Li : i ∈ I} de M em conjuntos conexos por arcos dis-
juntos, que satisfaz a seguinte propriedade: dado z ∈ M , existe uma carta local φ =
(x1, · · · , xk, y1, · · · , yn−k) : U −→ R
n = Rk × Rn−k, tal que as componente conexas de
Li ∩ U sa˜o conjuntos da forma: {z ∈ U : yj(z) e´ constante, ∀ j = 1, · · · , n− k}. Denota-
mos por F = {Li : i ∈ I} a folheac¸a˜o e os conjuntos Li de folhas.
Note que uma folheac¸a˜o e´ uma decomposic¸a˜o da variedade em subvariedades.
Definic¸a˜o 1.7.2. Seja M uma variedade de dimensa˜o n e 1 6 k 6 n. Uma distribuic¸a˜o
k-dimensional ∆ em M , e´ uma aplicac¸a˜o
∆ : M ∋ z 7−→ ∆z ⊂ TzM,
que a cada z ∈ M associa um subespac¸o ∆z ⊂ TzM de dimensa˜o k. Dizemos que a
distribuic¸a˜o e´ de classe C∞ se, para cada z ∈ M , existe uma vizinhanc¸a U de z e campos
X1, · · · , Xk ∈ X(U), tais que:
∆z = 〈X1(z), · · · , Xk(z)〉, ∀ z ∈ U .
Observac¸a˜o. Um campo vetorial X ∈ X(M) e´ tangente a ∆ se Xz ∈ ∆z, ∀ z ∈ M . Sendo
denotado por X(∆) o conjunto dos campos vetoriais tangentes a ∆.
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Definic¸a˜o 1.7.3. Seja ∆ uma distribuic¸a˜o em M . Uma subvariedade conexa (N, ϕ) e´ dita
uma variedade integral de ∆ se:
d ϕz(TzN) = ∆ϕ(z), ∀ z ∈ N.
Definic¸a˜o 1.7.4. Seja ∆ uma distribuic¸a˜o C∞ em M .
• ∆ e´ dita involutiva se, toda vez que X, Y ∈ X(∆), enta˜o [X, Y ] ∈ X(∆).
• ∆ e´ dita integra´vel se existe uma folheac¸a˜o F tal que ∆ = TF
Proposic¸a˜o 1.7.5. Se ∆ e´ uma distribuic¸a˜o C∞ na variedade M , e por cada ponto em M
passa uma variedade integral de ∆. Enta˜o, quaisquer que sejam X, Y ∈ X(∆), temos que
[X, Y ] ∈ X(∆).
A rec´ıproca desse fato conhecido como teorema de Frobenius como segue abaixo:
Teorema 1.7.6 (Teorema de Frobenius). Uma distribuic¸a˜o ∆ de classe C∞ e´ integra´vel se,
e somente se, e´ involutiva. Neste caso a folheac¸a˜o tangente a distribuic¸a˜o ∆ e´ u´nica.
1.8 Estruturas Simple´ticas e de Poisson
A teoria apresentada nesta sec¸a˜o resulta da compilac¸a˜o de alguns resultados os quais
sa˜o relevantes para o trabalho como um todo. E podem ser encontrados com mais precisa˜o
e detalhes nas seguintes refereˆncias: Ana Canas [5], Henrique Bursztyn [4], Dufour e Zung
[7], Marsden e Ratiu [16].
1.8.1 Geometria Simple´tica
Os sistemas hamiltonianos descrevem a evoluc¸a˜o de sistemas mecaˆnicos de natureza
conservativa. E as equac¸o˜es que descrevem tais sistemas sa˜o chamadas de equac¸o˜es de
Hamilton as quais podem ser obtidas a partir da segunda lei de Newton ou por meio das
equac¸o˜es de Euler-Lagrange. Essas equac¸o˜es motivam o estudo de estruturas simple´ticas e
de Poisson como veremos a seguir. Para ver a motivac¸a˜o f´ısica de tais sistemas de equac¸o˜es
com detalhes, sugerimos como refereˆncias: Arnold [1], Abraham e Marsden [2], Henrique
Bursztyn[4], Artur Lopes [15].
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Definic¸a˜o 1.8.1. Um sistema de equac¸o˜es diferenciais e´ dito hamiltoniano em R2n quando
existe uma func¸a˜o energia h : U ⊆ R2n −→ R (chamada func¸a˜o hamiltoniana h) satisfazendo

q˙j(t) =
∂h
∂pj
p˙j(t) = −
∂h
∂qj
Onde U e´ um aberto.
Veja que o sistema tem natureza conservativa, pois
d h
d t
=
n∑
j=1
∂ h
∂ qj
q˙j(t) +
n∑
j=1
∂ h
∂ pj
p˙j(t) = 0.
Exemplo 1.8.2. Considere o movimento de uma part´ıcula de massa m ao longo de uma
curva q(t) em R3. E denote a func¸a˜o energia total do sistema (func¸a˜o hamiltoniana),
h(q, p) =
1
2m
||p||2 + V (q), onde p = mq˙ e´ o momento linear da part´ıcula e V (q) e´
a energia potencial da mesma. Tem-se nesse caso que a segunda lei de Newton e´ equivalente
as equac¸o˜es de Hamilton dadas por:

q˙j(t) =
∂h
∂pj
p˙j(t) = −
∂h
∂qj
como costumamos encontrar em livros textos de mecaˆnica (ver por exemplo Artur Lopes
[15]).
Exemplo 1.8.3. Sob o ponto de vista variacional, considere um sistema cujo espac¸o de
configurac¸o˜es (poss´ıveis posic¸o˜es) e´ o Rn com coordenadas q = (q1, · · · , qn) e o espac¸o
de fase (posic¸o˜es e velocidades) e´ o R2n com coordenadas (q, q˙). Seja L : R2n −→ R uma
func¸a˜o suave chamada lagrangiana. Usualmente, L(q, q˙) e´ a diferenc¸a entre energia cine´tica
e potencial. A partir do princ´ıpios variacionais, podemos minimizar o funcional energia dado
por ∫ b
a
L(q(t), q˙(t)),
obtendo as equac¸o˜es de Euler-Lagrange (ver por exemplo Marsden e Ratiu [16]):
d
dt
∂L
∂q˙j
−
∂L
∂qj
= 0, j = 1, · · · , n. (1.8.1)
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Ale´m disso, se considerarmos
pj =
∂L
∂q˙j
, j = 1, · · · , n,
introduzindo a func¸a˜o energia dada por:
h(q, p) =
n∑
j=1
pj q˙
j − L(q, p),
e fazendo a seguinte mudanc¸a de coordenadas (qj, q˙j) 7−→ (qj, pj) conhecida na literatura
por transformada de Legendre, podemos concluir que as equac¸o˜es de Euler-Lagrange sa˜o
equivalentes as equac¸o˜es de Hamilton:
∂h
∂pj
= q˙j +
n∑
i=1
(
pi
∂q˙i
∂pj
−
∂L
∂q˙i
∂q˙i
∂pj
)
= q˙j,
∂h
∂qj
=
n∑
i=1
(
pi
∂q˙i
∂qj
−
∂L
∂qj
−
∂L
∂q˙i
∂q˙i
∂qj
)
= −
∂L
∂pj
= − p˙j.
Onde as u´ltimas igualdades das equac¸o˜es acima seguem da equac¸a˜o de Euler-Lagrange. Para
mais detalhes ver Marsden e Ratiu [16].
Observac¸a˜o. As equac¸o˜es de Hamilton e a equac¸a˜o de Euler-Lagrange determinam o mesmo
conjunto de soluc¸o˜es a menos da mudanc¸a de coordenadas g : (q, q˙) ←→ (q, p) que e´ um
difeomorfismo. Ver por exemplo Artur Lopes [15, Teo. 3.2.1].
1.8.2 Ponto de Vista Geome´trico
Observe que a escolha de uma func¸a˜o h ∈ C∞(R2n) chamada func¸a˜o hamiltoniana
determina um campo hamiltoniano da seguinte maneira:
Xh := − J0∇h =
n∑
i=1
∂h
∂pi
∂
∂qi
−
∂h
∂qi
∂
∂pi
(1.8.2)
onde
J0 =
(
0 −I
I 0
)
.
Nesse caso as equac¸o˜es de Hamilton assumem a forma
c˙(t) = Xh(c(t)),
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onde c(t) = (q1(t), · · · , qn(t), p1(t), · · · , pn(t)). Ale´m disso, h e´ preservada ao longo do
campo, pois
d
dt
h(c(t)) = ∇h(c(t)) · c˙(t) = −∇h(c(t)) · J0∇h(c(t)) = 0. (1.8.3)
Note que se definirmos a forma bilinear, anti-sime´trica, na˜o degenerada, Ω0(u, v) := −u
TJ0v
teremos que o campo hamiltoniano Xh e´ o u´nico que satisfaz Ω0(Xh, v) = d h·v. Mais ainda,
a equac¸a˜o (1.8.3) da´ ao sistema hamiltoniano o seu cara´ter conservativo. Essas caracter´ısticas
permitem formalizar o estudo de sistemas hamiltonianos, mostrando que o ambiente natu-
ral para se tratar tais equac¸o˜es seria em fibrados tangentes que sa˜o variedades simple´ticas
(ver Abraham e Marsden [2], Henrique Bursztyn [4], Marsden e Ratiu [16]). Noc¸o˜es que
definiremos a seguir.
1.8.3 Variedades Simple´ticas
Seja ω uma 2-forma numa variedadeM , isto e´, para cada p ∈M , ωp : TpM×TpM −→ R
e´ bilinear anti-sime´trica. Dizemos que ωp e´ na˜o degenerada ou simple´tica se
ωp(u, v) = 0, ∀ v ∈ TpM =⇒ u = 0.
Definic¸a˜o 1.8.4. Uma 2-forma ω em M e´ dita simple´tica se ω e´ fechada e ωp e´ simple´tica
∀ p ∈M . O par (M, ω) e´ chamado de variedade simple´tica. Ale´m disso, dizemos que duas
variedades simple´ticas (M1, ω1) e (M2, ω2) sa˜o simplectomorfas se existe um difeomorfismo
ψ : M1 −→ M2 tal que ψ
∗ω2 = ω1, isto e´, preserva a forma simple´tica.
Observac¸a˜o. Note que toda variedade simple´tica tem dimensa˜o par e e´ orienta´vel com forma
volume de Liouville dada por:
Λ =
ωn
n!
, onde ωn = ω ∧ · · · ∧ ω (n vezes).
A forma volume e´ na˜o degenerada, fato que pode ser justificado com o teorema de Darboux
que veremos abaixo.
O fato da forma simple´tica ser na˜o degenerada significa que o homomorfismo dado por
ω♭ : TM −→ T ∗M e´ na verdade um isomorfismo que associa a cada campo X ∈ TM uma
1-forma iXω(·) = ω(X, ·) tambe´m chamada de covetor. Um exemplo cla´ssico de variedade
simple´tica e´ (R2n, ω), onde ω =
∑n
j=1 dxj ∧ dyj e´ a 2-forma canoˆnica em R
2n.
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Seja (M, ω) uma variedade simple´tica. Como ω e´ na˜o degenerada, para cada func¸a˜o
hamiltoniana h : M −→ R existe um u´nico campo vetorial X ∈ X(M) tal que
ω(X, ·) = iXω(·) = d h(·).
Nesse caso, trocamos X por Xh que e´ chamado de campo vetorial hamiltoniano. Uma
pergunta natural que surge com isso e´ se vale a rec´ıproca, isto e´, dado um campo de vetores,
sera´ que e´ poss´ıvel encontrar uma func¸a˜o h? A resposta e´ que nem sempre e´ poss´ıvel. Para
que isso acontec¸a, iXω deve ser exata. O conjunto de campos de vetores hamiltonianos em
M e´ denotado por XHam(M). As equac¸o˜es de Hamilton sa˜o as equac¸o˜es do tipo
z˙ = Xh(z).
O pro´ximo resultado e´ um dos mais conhecidos e mais importantes dentro da geometria
simple´tica:
Teorema 1.8.5 (teorema de Darboux ). Sejam (M, ω) uma variedade simple´tica e p ∈ M .
Enta˜o existe um sistema de coordenadas (U , q1, · · · , qn, p1, · · · , pn), com p ∈ U tal que
ω|U =
n∑
j=1
d qj ∧ d pj.
Definic¸a˜o 1.8.6. Um Sistema Halmiltoniano e´ a tr´ıplice (M, ω, h), onde (M, ω) e´
uma variedade simple´tica, e h e´ a func¸a˜o hamiltoniana. Nessas condic¸o˜es, seja Xh o campo
hamiltoniano associado a h. O fluxo de Xh e´ a famı´lia de aplicac¸o˜es ϕt :M −→M tal que
d
dt
ϕt(z) = Xh(ϕt(z)), ∀ z ∈M, ∀t ∈ R, (1.8.4)
isto e´, para todo t ∈ R e para todo z ∈M tal que ϕt esteja definido. A famı´lia ϕt tambe´m e´
chamada de fluxo de difeomorfismos a 1-paraˆmetro.
A derivada de Lie de uma func¸a˜o f ∈ C∞(M) ao longo de um campo X e´ dada por
LXf := df ·X,
isto e´, e´ a derivada direcional de f na direc¸a˜o de X. Mais geral, sejam α uma k-forma em
M e X um campo cujo fluxo e´ ϕt. Da´ı, dizemos que
LXα := lim
t→0
1
t
[ϕ∗tα − α] =
d
dt
ϕ∗tα
∣∣∣∣
t=0
e´ a derivada de Lie de uma k-forma α ao longo de X.
Usando a definic¸ao de derivada de Lie e tambe´m propriedades de pullback obtemos:
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Proposic¸a˜o 1.8.7 (Marsden e Ratiu [16, Teo. 4.3.1]).
d
d t
ϕ∗tα = ϕ
∗
tLXα (1.8.5)
Um importante resultado nessa teoria e´ a seguinte fo´rmula, conhecida na literatura como
fo´rmula de Cartan
LXα = d iXα + iXd α. (1.8.6)
Definic¸a˜o 1.8.8. Um campo de vetores X e´ dito simple´tico se seu fluxo preserva a forma
simple´tica, isto e´, LXω = 0.
Proposic¸a˜o 1.8.9 (Henrique Bursztyn [4, Teo. 6.1.1]). Sejam (M, ω) uma variedade
simple´tica, h ∈ C∞(M) func¸a˜o hamiltoniana, enta˜o LXhh = 0 e LXhω = 0.
Demonstrac¸a˜o. A primeira igualdade e´ consequ¨eˆncia imediata do fato das trajeto´rias
preservarem h. Outra maneira tambe´m direta de se verificar isso e´ que:
LXhh = d h ·Xh = ω(Xh, Xh) = 0.
Para a segunda igualdade, e´ so´ usar a fo´rmula de Cartan,
LXhω = iXhd ω + d iXhω = 0.

Mais ainda, a fo´rmula de Cartan nos da´ uma importante caracterizac¸a˜o de campos
simple´ticos e hamiltonianos:
• Um campo X e´ simple´tico se, e somente se, iXω e´ uma um forma fechada.
• Um campo X e´ hamiltoniano se, e somente se, iXω e´ uma um forma exata.
Portanto em variedades que o primeiro grupo de cohomologia de Rham e´ trivial (H1dR(M) =
0) todo campo simple´tico e´ hamiltoniano.
Na mecaˆnica hamiltoniana, um dos resultados de grande relevaˆncia, o qual apresentare-
mos a seguir, recebe o nome de teorema Liouville. Para isso, note que um difeomorfismo,
g : U −→ V (U, V abertos de Rn), preserva a´rea quando g(A) e A tem a mesma a´rea,
qualquer que seja A ⊆ U . Mas isso significa que o valor absoluto do determinante jacobiano
e´ constante e igual a um. Ver por exemplo Artur Lopes [15].
Cap´ıtulo 1 • Conceitos Ba´sicos 29
Teorema 1.8.10 (Teorema de Liouville). Seja R2n a variedade simple´tica com a 2-forma
canoˆnica. Assim, temos as equac¸o˜es diferenciais de Hamilton dadas por:
z˙(t) = Xh(z(t)), ∀ z ∈M, ∀t ∈ R.
que e´ equivalente ao sistema da definic¸a˜o 1.8.1. Da´ı, temos que o fluxo ϕt(z) associado ao
campo hamiltoniano Xh preserva a´rea e orientac¸a˜o, ou seja, o determinante jacobiano ϕt(z)
e´ igual a um.
Observac¸a˜o. No contexto simple´tico vimos que o fluxo hamiltoniano preserva a forma
simple´tica e consequ¨entemente a forma volume de Liouville. Esse e´ o teorema de Liouville
de forma mais geral (ver Henrique Burstyn [4]).
Teorema 1.8.11 (Princ´ıpio Variacional Hamiltoniano). SejaM uma variedade diferencia´vel.
Considere a func¸a˜o hamiltoniana h no espac¸o cotangente T ∗M . Uma curva (qi(t), pi(t)) em
T ∗M satisfaz as equac¸o˜es de Hamilton se, e somente se,
δ
∫ b
a
(piq˙
i − h(qi, pi))d t = 0.
δ representa uma variac¸a˜o.
Ver por exemplo Marsden e Ratiu [16, Teo. 8.1.6].
1.8.4 Estrutura de Poisson
Definic¸a˜o 1.8.12. Uma estrutura de Poisson numa variedade suave M de dimensa˜o
finita e´ um operador R-bilinear antisime´trico
C∞(M)× C∞(M) −→ C∞(M)
(f, g) 7−→ {f, g},
o qual verifica a identidade de Jacobi
{{f, g}, h} + {{g, h}, f} + {{h, f}, g} = 0,
e a regra de Leibniz
{f, gh} = {f, g}h + g{f, h},
quaisquer que sejam f, g, h, ∈ C∞(M).
Sec¸a˜o 1.8 • Estruturas Simple´ticas e de Poisson 30
Isso significa que (C∞(M), {· , ·}) e´ uma a´lgebra de Lie que satisfaz a regra de Leibniz.
Essa estrutura e´ chamada de colchete de Poisson e uma variedade dotada desse colchete
e´ chamada variedade de Poisson . Quando (M,ω) e´ uma variedade simple´tica e´ poss´ıvel
definir um colchete de forma natural em M , isto e´,
{f, g} = ω(Xf , Xg)
onde Xf e´ tal que iXfω = d f e Xg e´ tal que iXgω = d g. E isso nos mostra que toda
variedade simple´tica e´ tambe´m uma variedade de Poisson. A rec´ıproca na˜o e´ verdadeira,
pois (Rn, {· , ·}) e´ uma variedade de Poisson de dimensa˜o n com a seguinte estrutura de
Poisson em coordenadas locais: sejam wij(x1, · · · , xn) func¸o˜es satisfazendo as seguintes
condic¸o˜es:
• wij + wji = 0;
•
n∑
l=1
(
wlj
∂wik
∂xl
+ wli
∂wkj
∂xl
+ wlk
∂wji
∂xl
)
= 0.
Da´ı, temos que Rn com colchete definido por:
{f, g} =
n∑
i,j=1
wij
∂f
∂xi
∂g
∂xj
e´ uma variedade de Poisson. Como n pode ser ı´mpar, segue que nem toda variedade de
Poisson e´ simple´tica.
Definic¸a˜o 1.8.13. Uma func¸a˜o g e´ chamada primeira integral e´ de um campo vetorial
X, quando X(g) = 0.
Proposic¸a˜o 1.8.14 (Marsden e Ratiu [16, Prop. 5.5.6]). Seja ϕt o fluxo associado ao
campo Xh enta˜o
d
dt
(f ◦ ϕt) = {f ◦ ϕt, h} = {f, h} ◦ ϕt.
Demonstrac¸a˜o. Dado z ∈ M , note que h ◦ ϕt = h, pois
d
d t
h(ϕt(z)) = d h(ϕt(z)) ·
d
d t
ϕt(z)
= d h(ϕt(z)) ·Xh(ϕt(z))
= {h, h}(ϕt(z)) = 0.
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Usando esse fato, temos a seguinte sequ¨encia de igualdades:
d
d t
f(ϕt(z)) = d f(ϕt(z)) ·
d
d t
ϕt(z)
= d f(ϕt(z)) ·Xh(ϕt(z))
= {f ◦ ϕt, h}(z)
= {f ◦ ϕt, h ◦ ϕt}(z)
= {f, h}(ϕt(z)).

Essa equac¸a˜o e´ frequ¨entemente reescrita de forma simplificada como:
f˙ = {f, h}, (1.8.7)
chamada equac¸a˜o do movimento na forma do colchete de Poisson.
Veja que se h e´ uma func¸a˜o hamiltoniana, e Xh e´ o campo hamiltoniano correspondente
Xh(h) = {h, h} = 0 devido a anti-simetria do colchete de Poisson. Este fato e´ conhecido
como princ´ıpio de conservac¸a˜o de energia, quando h e´ func¸a˜o energia. Se {f, h} = 0 e
h e´ func¸a˜o hamiltoniana, enta˜o f e´ constante ao longo das curvas integrais de Xh, pois se ϕt
e´ o fluxo de Xh, segue da equac¸a˜o (1.8.5) que:
d
dt
(f ◦ ϕt) = ϕ
∗
t (LXhf) = ϕ
∗
t (df ·Xh)
= ϕ∗t (iXhdf) = ϕ
∗
t (iXhiXfω)
= ϕ∗tω(Xf , Xh) = ϕ
∗
t ({f, h}) = 0,
Ver por exemplo Ana Canas [5, Teo. 4.3].
Observac¸a˜o. No caso simple´tico o fluxo ϕt de Xh preserva forma simple´tica. De modo
ana´logo, o fluxo preserva a estrutura de Poisson, e isso significa que ϕ∗t ◦ {f, h} = {ϕ
∗
t ◦
f, ϕ∗t ◦ g} ou equivalentemente {f, h} ◦ ϕt = {f ◦ ϕt, g ◦ ϕt}. Ver Marsden e Ratiu [16,
Prop. 10.3.2].
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Observac¸a˜o. Seja (M,ω) e´ uma variedade simple´tica. Pelo teorema de Darboux, numa vizi-
nhanc¸a de cada ponto da variedade existe um sistema de coordenadas (q1, · · · , qn, p1, · · · , pn)
em que ω =
∑n
j=1 d q
j∧d pj. Ale´m disso, tem-se as seguintes expresso˜es para campos hamil-
tonianos e colchetes de Poisson, respectivamente:
Xh =
n∑
i=1
(
∂h
∂pi
∂
∂qi
−
∂h
∂qi
∂
∂pi
)
, (1.8.8)
{f, g} =
n∑
i=1
(
∂f
∂pi
∂g
∂qi
−
∂f
∂qi
∂g
∂pi
)
. (1.8.9)
Mas isso, significa dizer que as equac¸o˜es de Hamilton de h (tambe´m chamado de sistema
hamiltoniano de h), isto e´, curvas integrais de Xh, tem a forma que costumamos encontrar
em livros de mecaˆnica hamiltoniana. Assim, na˜o precisamos de uma estrutura simple´tica
para definir campos hamiltonianos, basta uma estrutura de Poisson. Pore´m, e´ fundamental
notar que dada uma func¸a˜o suave f numa variedade de Poisson, a regra de Liebniz nos da´
que a aplicac¸a˜o g 7−→ {g, f}, qualquer que seja g suave na variedade de Poisson considerada,
e´ uma derivac¸a˜o. E portanto, existe um u´nico campo vetorial hamiltoniano Xf associado a
f , tal que Xf(g) = {g, f}.
Frequ¨entemente usamos a notac¸a˜o 〈df, Xh〉 = df · Xh = {f, h}. Como o colchete de
Poisson depende de f no ponto apenas por meio de df em z ∈ M , temos que existe B :
T ∗M ×T ∗M −→ R dado por Bz(αz, βz) = {f, g} = 〈αz, B
♯
z(βz)〉. Onde, αz = df e βz = dg.
B e´ chamado de tensor de Poisson e B♯ : T ∗M −→ TM aplicac¸a˜o associada a B.
Considerando a notac¸a˜o simplificada, f˙ = {f, h}, onde f ∈ C∞(M) e´ uma func¸a˜o
qualquer e h ∈ C∞(M) e´ a func¸a˜o hamiltoniana. Note que dado z ∈M , temos:
dfz(Xh(z)) = f˙(z)
= {f, h}(z)
= Bz(dfz, dhz)
= 〈dfz, B
♯
z(dhz)〉 = dfz(B
♯
z(dhz)),
da´ı segue que Xh(z) = B
♯
z(dhz).
Proposic¸a˜o 1.8.15 (Teorema de Poisson). A aplicac¸a˜o h 7−→ Xh e´ um anti-homomorfismo
de a´lgebras de Lie, isto e´:
[Xf , Xg] = − X{f, g} (1.8.10)
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quaisquer que sejam f, g ∈ C∞(M).
Demonstrac¸a˜o. Usando a identidade de Jacobi, temos:
[Xf , Xg](h) := Xf (Xg(h)) − Xg(Xf(h))
= {{h, g}, f} − {{h, f}, g}
= − {h, {f, g}}
= − X{f, g}(h).
A penu´ltima igualdade segue da identidade de Jacobi. 
Ver Dufour e Zung[7].
Definic¸a˜o 1.8.16. O subconjunto B♯(T ∗M) ⊆ T M e´ chamado de distribuic¸a˜o carac-
ter´ıstica da estrutura de Poisson.
Definic¸a˜o 1.8.17. O posto de uma estrutura de Poisson em um dado ponto x ∈ M e´ o
posto do operador B♯x : T
∗
xM −→ TxM .
Definic¸a˜o 1.8.18. Seja (M{· , ·}) uma variedade de Poisson. Dizemos que z1, z2 ∈M esta˜o
na mesma folha simple´tica de M se existe uma curva suave por partes ligando z1, z2, onde
cada segmento e´ uma trajeto´ria localmente definida por algum campo hamiltoniano. Isto e´,
e´ uma relac¸a˜o de equivaleˆncia, e cada classe de equivaleˆncia e´ chamada de folha simple´tica.
Definic¸a˜o 1.8.19. Uma subvariedade injetivamente imersa i : S −→ M e´ uma imersa˜o
de Poisson se para qualquer campo hamiltoniano definido num aberto de (M, { · , · }) que
conte´m i(S) esta´ na imagem de Tzi para todo os pontos i(z) com z ∈ S.
O pro´ximo resultado estabelece que cada variedade de Poisson de dimensa˜o finita e´ a
unia˜o de variedades simple´ticas as quais sa˜o sub-variedades de Poisson:
Teorema 1.8.20 (Marsden e Ratiu [16, Teo. 10.4.4]). Seja (M, { · , · }) uma variedade de
Poisson de dimensa˜o finita. Enta˜o (M, { · , · }) e´ a unia˜o disjunta de folhas simple´ticas. E
cada folha simple´tica e´ uma subvariedade de Poisson injetivamente imersa. A dimensa˜o de
uma folha simple´tica L em um ponto z e´ igual ao posto de B♯z e o espac¸o tangente a folha L
em z e´ dado por:
Tz L := B
♯
z(T
∗
z ) = {Xh(z) : h ∈ C
∞(U)},
onde U ⊆M e´ um aberto.
Sec¸a˜o 1.8 • Estruturas Simple´ticas e de Poisson 34
Teorema 1.8.21 (teorema da Decomposic¸a˜o). Seja (M, {·, ·}) uma variedade de Poisson.
Dado z0 um ponto em M , existe uma vizinhanc¸a U de z0 em M e um isomorfismo φ =
φ|S × φ|N : U −→ S ×N , onde S e´ subvariedade simple´tica, N e´ subvariedade de Poisson,
e B♯ tem posto nulo em φ|N(z0). Ale´m disso, S e N sa˜o u´nicas a menos de isomorfismo.
Demonstrac¸a˜o. Vamos mostrar inicialmente a existeˆncia. SeB♯z0 = 0, basta tomar, S = ∅,
N = U e φ = id. Suponha que B♯z0 6= 0, enta˜o existem uma vizinhanc¸a U de z0 e uma
func¸a˜o p1, tal que B
♯
z0
(dp1) = Xp1 6= 0. Mais ainda, existe uma func¸a˜o q
1 tal que
Xp1(q
1) 6= 0, assim podemos escolher q1 adequadamente para que Xp1(q
1) = {q1, p1} =
1. Note que Xp1 e Xq1 sa˜o linearmente independentes, pois se Xp1 = −λXq1 , ter´ıamos,
0 = λXq1(q
1) = {q1, p1} = 1, que seria um absurdo. Ale´m disso, pelo teorema de Poisson
segue que [Xq1, Xp1] = X{q1, p1} = 0. E da´ı, conclu´ımos que os campos comutam. Podemos
encontrar um sistema de coordenadas z1, · · · , zn tal que Xq1 =
∂
∂z1
e Xp1 =
∂
∂z2
. Note
que cada zj , j = 3, · · · , n, e´ primeira integral dos campos Xq1 e Xp1 e portanto
{q1, zj} = {p1, z
j} = 0, ∀ j = 3, · · · , n. (1.8.11)
Agora, considere ϕ : z = (z1, z2, z3, · · · , zn) 7−→ (q1(z), p1(z), z
3, · · · , zn), olhando a
jacobiana de ϕ, tem-se:
Jϕ =


0 1
−1 0
∗
0 Id


portanto o determinante jacobiano e´ diferente de zero, e (q1(z), p1(z), z
3, · · · , zn) e´ um
sistema de coordenadas locais em U (difeomorfismo local). Da´ı, temos um sistema que
satisfaz as relac¸o˜es (1.8.11), e ainda, {q1, p1} = 1. Nesse sistema de coordenadas locais,
valendo tais relac¸o˜es, conclu´ımos que Xp1 =
∂
∂q1
e Xq1 = −
∂
∂p1
(observando a jacobiana
ou na equac¸a˜o (1.8.8) trocando h por p1 e depois por q
1). Observe ainda que:
∂
∂p1
{zi, zj} = − {q1, {zi, zj}} = {{q1, zj}, zi} − {{q1, zi}, zj} = 0.
Isso mostra que podemos definir uma estrutura simple´tica em (q1, p1) e uma estrutura
de Poisson nas coordenadas que restam (z3, · · · , zn). Assim, temos uma uma variedade
simple´tica S no plano (q1, p1) e uma variedade de Poisson de dimensa˜o (n − 2) definida
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nas coordenadas (z3, · · · , zn). Para obter o caso geral, basta fazer uma induc¸a˜o sobre a
dimensa˜o da Im(B♯z0) (dim(Im(B
♯
z0
) = s), obtendo um sistema de coordenadas locais
(q1, · · · , qs, p1, · · · , ps, z
1, · · · , zn)
tal que:
{qi, qj} = {pi, pj} = {q
i, zj} = {pi, z
j} = 0, {qi, pj} = δ
i
j .
Observe que nesse sistema de coordenadas, dadas f, g ∈ C∞(M), e renomeando o sistema
de coordenadas por (yi) tem-se:
{f, g} = B(d f, d g) = B
(∑ ∂f
∂yi
d yi,
∑ ∂g
∂yj
d yj
)
=
∑
i, j
∂f
∂yi
∂g
∂yj
B(d yi, d yj)
=
∑
i, j
{yi, yj}
∂f
∂yi
∂g
∂yj
=
∑
i, j
{zi, zj}
∂f
∂zi
∂g
∂zj
+
∑
j
{qj, pj}
∂f
∂qj
∂g
∂pj
= {f, g}N + {f, g}S, (1.8.12)
onde {f, g}S define uma estrutura simple´tica e {f, g}N define uma estrutura de Poisson
(transversal de Poisson). E da´ı, conclu´ımos que numa vizinhanc¸a de z0 a variedade de
Poisson e´ isomorfa ao produto de uma variedade simple´tica com uma variedade de Pois-
son com a estruturas definidas pela equac¸a˜o (1.8.12). Para a unicidade de S, considere
a distribuic¸a˜o de subespac¸os dada por ∆z = ImB
♯
z(T
∗
zM). Essa distribuic¸a˜o e´ involu-
tiva porque, conforme foi constru´ıda, possui uma base de campos que comutam, isto e´,
∆z = span{Xq1 , · · · , Xqs, Xp1 , · · · , Xps}. Portanto, pelo teorema de Frobenius, em cada
ponto z0 da variedade, passa uma u´nica folha simple´tica S. Para unicidade de N note que
variedades diferencia´veis de mesma dimensa˜o sa˜o localmente difeomorfas. 
Observac¸a˜o. Veja que dado um ponto na variedade de Poisson, existe uma u´nica variedade
simple´tica S nas condic¸o˜es do teorema anterior. Para a parte Poisson N , pode ser que
exista mais de uma contanto que sejam isomorfas. Considere por exemplo M = R3 com
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{f, g} = ∇f A∇g, onde
A =


0 1 1
−1 0 1
− 1 − 1 0

 .
Da´ı, sabemos que (R3, { · , · }) e´ uma variedade de Poisson. Com z0 = (0, 0, 0) temos que
S = R2 e N pode ser qualquer reta na˜o horizontal passando pela origem. O que justifica a
condic¸a˜o no Teorema 1.8.21 de N ser u´nica a menos de isomorfismo.
Podemos agora enunciar o pro´ximo resultado como corola´rio dessa demonstrac¸a˜o.
Corola´rio 1.8.22 (teorema de Lie-Weinstein). Suponha que M tem posto constante numa
vizinhanc¸a de um ponto z0 ∈ M . Enta˜o existe um sistema de coordenadas
(q1, · · · , qs, p1, · · · , ps, z
1, · · · , zl)
pro´ximos de z0 satisfazendo:
{qi, qj} = {pi, pj} = {q
i, zj} = {pi, z
j} = 0, {qi, pj} = δ
i
j.
Para mais detalhes ver Dufour e Zung [7], Weinstein [25].
Note que na prova do teorema acima, S pode ser tomada como uma folha simple´tica de
M passando por por z0, e N e´ localmente uma subvariedade qualquer transversal a S tal
que S ∩N = {z0}. Como no Teorema 1.8.20.
Essa sec¸a˜o foi baseada essencialmente em Dufour e Zung [7], Marsden e Ratiu [16] e
Weinstein [25].
CAPI´TULO 2
HAMILTONIANOS
ESTOCA´STICOS
2.1 Sistemas Hamiltonianos Estoca´sticos
Esse Cap´ıtulo e´ baseado essencialmente no artigo de La´zaro - Camı´ e Ortega [14]. Nosso
objetivo e´ generalizar as equac¸o˜es de Hamilton. Para isso, gostar´ıamos de escreveˆ-las numa
forma que fosse poss´ıvel imitar no contexto estoca´stico. Com esse intuito enunciamos a
seguinte proposic¸a˜o:
Proposic¸a˜o 2.1.1. Sejam (M, ω) uma variedade simple´tica e h ∈ C∞(M). Uma curva
suave γ : [0, T ] −→ M e´ uma curva integral do campo hamiltoniano Xh, isto e´, γ˙(t) =
Xh(γ(t)) se, e somente se, para qualquer 1-forma α ∈ Ω(M) e para qualquer tempo t ∈ [0, T ]
(T ∈ R+, fixo qualquer), temos:∫
γ|[0, t]
α = −
∫ t
0
d hγ(s) (ω
♯(α)) d s, (2.1.1)
onde ω♯ : T ∗M −→ TM e´ o isomorfismo entre os fibrados induzido por ω (α♯ = ω♯(α)).
De forma mais geral, se (M, {· , ·}) e´ uma variedade de Poisson, considerando o mesmo
contexto anterior, o mesmo resultado vale trocando a equac¸a˜o (2.1.1) por:∫
γ|[0, t]
α = −
∫ t
0
d hγ(s) (B
♯(α)) d s. (2.1.2)
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onde B♯ : T ∗M −→ TM e´ a aplicac¸a˜o associada ao tensor de Poisson dado por Bz(αz, βz) =
{f, g} = 〈αz, B
♯
z(βz)〉, e faz mesmo papel de ω
♯.
Demonstrac¸a˜o. Caso1: (equac¸a˜o 2.1.1)
Observe que γ(t) e´ soluc¸a˜o do campo hamiltoniano Xh se, e somente se, γ(t) e´ curva integral
de Xh, relembrando que iXhω = d h. Mas isso e´ equivalente a dizer que para toda 1-forma
α ∈ Ω(M),
〈α(γ(t)), γ˙(t)〉 = 〈α(γ(t)), Xh(γ(t))〉
= ωγ(t)(ω
♯(α), Xh)
= − ωγ(t)(Xh, ω
♯(α))
= − (iXh ω)γ(t)(ω
♯(α))
= − d hγ(t)(ω
♯(α))
Da´ı, basta integrar em t de ambos os lados e obtemos a fo´rmula (2.1.1).
Caso2: (equac¸a˜o 2.1.2)
Relembramos que f˙ = {f, h} na forma simplificada e que Xh(z) = B
♯
z(d hz), onde f ∈
C∞(M) e´ uma func¸a˜o qualquer e h ∈ C∞(M) e´ a func¸a˜o hamiltoniana. Enta˜o note que
γ˙(t) = Xh(γ(t)) = B
♯
γ(t)(d hγ(t)) se, e somente se, ∀α ∈ Ω(M) temos que:
〈α(γ(t)), γ˙(t)〉 = 〈αγ(t), Xh(γ(t))〉
= 〈αγ(t), B
♯
γ(t)(d hγ(t))〉
= Bγ(t)(αγ(t), d hγ(t))
= − Bγ(t)(d hγ(t), αγ(t))
= − 〈d hγ(t), B
♯
γ(t)(αγ(t))〉 = − d hγ(t) · B
♯
γ(t)(αγ(t)),
agora, basta integrar em t para obtermos a fo´rmula (2.1.2). 
2.1.1 Equac¸o˜es de Hamilton via Operador de Stratonovich
A definic¸a˜o a seguir, a grosso modo, e´ uma forma de transferir as equac¸o˜es de Hamilton
do sistema determin´ıstico para o contexto estoca´stico. Utilizando para tal o operador de
Cap´ıtulo 2 • Hamiltonianos Estoca´sticos 39
Stratonovich e usando a mesma ide´ia das equac¸o˜es (2.1.1) e (2.1.2).
Definic¸a˜o 2.1.2. Sejam (M, {· , ·}) uma variedade de Poisson, Z : R+ × Ω −→ V um
semimartingale com valores no espac¸o vetorial V tal que Z0 = 0 e h :M −→ V
∗ uma func¸a˜o
suave. Sejam {e1, · · · , er} e {e
1, · · · , er} bases para V e V ∗ respectivamente, nesse
caso, h =
∑r
i=1 hie
i. Assim, chamamos de equac¸a˜o hamiltoniana com componente
estoca´stica Z e func¸a˜o hamiltoniana h a equac¸a˜o diferencial estoca´stica de Stratonovich
dada por:
δ Γh = H(Z, Γh)δ Z, (2.1.3)
onde H(v, z) : TvV −→ TzM e´ o operador de Stratonovich dado por:
H(v, z)(u) =
r∑
j=1
〈ej, u〉Xhj(z) (2.1.4)
e Γh e´ chamado de semimartigale hamiltoniano associado a h com condic¸a˜o inicial Γ0
(soluc¸a˜o da equac¸a˜o (2.1.3)).
Observac¸a˜o. Equivalentemente a equac¸a˜o (2.1.3) pode ser reescrita da seguinte maneira:
δ Γh = Xh1(Γ
h)δ Z1t + · · · + Xhr(Γ
h)δ Zrt .
Observac¸a˜o. Note que a equac¸a˜o (2.1.3) tem soluc¸a˜o e e´ u´nica a menos de condic¸o˜es de
maximalidade, Teorema 1.6.11.
Observac¸a˜o. A definic¸a˜o anterior independe da escolha da base. Com efeito, considere
B := {e1, · · · , er} ⊆ V ∗ uma base. Seja B˜ := {e˜1, · · · , e˜r} ⊆ V ∗ uma outra base.
Considere a matriz de mudanc¸a de base A := [Id]B˜B = (aij), onde 1 6 i, j 6 r. Note que
e˜j =
∑r
i=1 ajie
i = Aej . Como h =
∑r
i=1 hi e
i = AA−1 h , tome g = A−1h. Portanto,
h = Ag e hj =
∑r
i=1 ajigi. Mas isso implica:
Xhj =
r∑
i=1
ajiXgi,
e consequ¨entemente temos que: 

Xh1
...
Xhr

 = A


Xg1
...
Xgr


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Por fim, temos a sequ¨encia de igualdades:
r∑
i=1
〈ei, u〉Xhi =
[
〈e1, u〉 · · · 〈er, u〉
]


Xh1
...
Xhr


=
[
〈e1, u〉 · · · 〈er, u〉
]
A


Xg1
...
Xgr


=
[
〈e1, u〉 · · · 〈er, u〉
]
(aij)


Xg1
...
Xgr


=
[
〈
∑r
j=1 aj1e
j , u〉 · · · 〈
∑r
j=1 ajre
j, u〉
]
Xg1
...
Xgr


=
[
〈e˜1, u〉 · · · 〈e˜r, u〉
]


Xg1
...
Xgr


=
r∑
j=1
〈e˜j , u〉Xgj .
Da´ı, segue que o operador de Stratonovich esta´ bem definido, pois a soluc¸a˜o do sistema
hamiltoniano independe da base escolhida.
Observac¸a˜o. Podemos encontrar o dual do operador de Stratonovich explicitamente deno-
tado por H∗(v, z) : T ∗zM −→ T
∗
v V . De fato, como V e´ espac¸o vetorial, podemos iden-
tificar TvV o espac¸o tangente com o pro´prio V , qualquer que seja v ∈ V . Assim, sejam
Cap´ıtulo 2 • Hamiltonianos Estoca´sticos 41
u ∈ TvV ∼= V e αz ∈ T
∗
zM , logo:
〈H∗(v, z)(αz), u〉 = 〈αz, H(v, z)(u)〉
=
〈
αz,
r∑
j=1
〈ej, u〉Xhj(z)
〉
=
r∑
j=1
〈ej , u〉〈αz, B
♯
z(d hj)〉
=
r∑
j=1
〈ej , u〉Bz(αz, d hj)
= −
r∑
j=1
〈ej, u〉Bz(d hj, αz)
= −
r∑
j=1
〈ej, u〉〈d hj, B
♯
z(αz)〉 = −
r∑
j=1
〈ej , u〉(d hj(B
♯
z(αz)))
= − 〈e1, u〉(d h1(B
♯
z(αz))) − · · · − 〈e
r, u〉(d hr(B
♯
z(αz)))
= − 〈d h(z)(B♯z(αz))), u〉, ∀u ∈ V,
da´ı segue que H∗(v, z)(αz) = − d h(z)(B
♯
z(αz)), como quer´ıamos. Veja que estamos iden-
tificado a penu´ltima igualdade com um produto interno, o que de fato faz sentido, pois
(d hj(B
♯
z(αz))) e´ uma func¸a˜o real para cada j.
Segue do Teorema 1.6.11 que para qualquer varia´vel aleato´ria Γ0 que seja F0 mensura´vel
existe um u´nico semimartingale Γh com condic¸a˜o inicial Γ0 e um tempo de parada ma´ximo
ζh que soluciona a equac¸a˜o (2.1.3), ou seja, para qualquer 1-forma α em M , a integral de
Stratonovich ao longo da soluc¸a˜o Γh e´ dada por:∫
〈α, δ Γh〉 =
∫
〈H∗(Z, Γh)(α), δ Z 〉 = −
∫
〈d h(B♯(α))(Γh), δ Z〉. (2.1.5)
2.1.2 Fo´rmula de Itoˆ em Variedades de Poisson
Proposic¸a˜o 2.1.3. Sejam (M, {· , ·}) uma variedade de Poisson, Z : R+ × Ω −→ V um
semimartingale com valores no espac¸o vetorial V tal que Z0 = 0 e h :M −→ V
∗ uma func¸a˜o
suave. Sejam Γ0 uma varia´vel aleato´ria F0 mensura´vel e Γ
h o semimartingale hamiltoniano
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associado a h com condic¸a˜o inicial Γ0. Seja ζ
h o tempo de parada ma´ximo. Enta˜o, para
toda func¸a˜o f ∈ C∞(M) e para todo tempo de parada τ < ζh, temos que o semimartingale
hamiltoniano Γh satisfaz a seguinte equac¸a˜o:
f(Γh) − f(Γ0
h) =
r∑
j=1
∫ τ
0
{f, hj}(Γ
h)δ Zj , (2.1.6)
onde {hj}j∈{1,··· ,r} e {Z
j}j∈{1,··· ,r} sa˜o as componentes h e Z respeito as bases de V
∗ e V
respectivamente. A equac¸a˜o (2.1.6) tambe´m pode ser escrita da seguinte maneira:
δ f(Γh) =
r∑
j=1
{f, hj}(Γ
h)δ Zj .
Demonstrac¸a˜o. Dado ǫ > 0, seja γ : (−ǫ, ǫ) −→ M uma curva suave tal que γ(0) = p ∈
M e γ˙(0) = v ∈ TpM . Da´ı, temos que:
dhp · v =
d
d t
∣∣∣∣
t=0
h(γ(t))
=
d
d t
∣∣∣∣
t=0
(
h1(γ(t))e
1 + · · · + hr(γ(t))e
r
)
=
d
dt
∣∣∣∣
t=0
h1(γ(t))e
1 + · · · +
d
dt
∣∣∣∣
t=0
hr(γ(t))e
r
=
r∑
j=1
(d hj(p) · v)e
j
Veja que a segunda igualdade segue pois h(γ(t)) ∈ V ∗. Agora relembramos que:
∫
〈d f, δ Γ〉 =
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f(Γ) − f(Γ0), Proposic¸a˜o 1.6.7. E tomando na equac¸a˜o (2.1.5), α = d f , segue que:
f(Γh) − f(Γ0
h) =
∫ τ
0
〈d f, δ Γh〉
= −
∫ τ
0
〈d h(B♯(d f))(Γh), δ Z〉
= −
r∑
j=1
∫ τ
0
〈(d hj(B
♯(d f))(Γh)) ej, δ Z〉
=
r∑
j=1
∫ τ
0
〈{f, hj}(Γ
h) ej, δ Z〉
=
r∑
j=0
∫ τ
0
{f, hj}(Γ
h)δ
(∫ τ
0
〈ej, δ Z〉
)
=
r∑
j=0
∫ τ
0
{f, hj}(Γ
h)δ Z
Onde a penu´ltima igualdade segue da equac¸a˜o (1.6.3) e a u´ltima segue de∫ τ
0
〈ej, δ Z〉 = Zj − Zj0, e Z
j
0 = 0.

Observac¸a˜o. Na Definic¸a˜o 2.1.2, tome V ∗ = R, h ∈ C∞(M), e considere o processo
determin´ıstico, Z : R+×Ω −→ R dado por Zt(ω) = t. Relembrando que Xh(z) = B
♯
z(d hz),
com z ∈M . Temos
〈αz, Xh(z)〉 = 〈αz, B
♯
z(d hz)〉 = Bz(αz, d hz) = − Bz(d hz, αz) = − 〈d hz, B
♯
z(αz)〉.
Lembrando que quando Z e´ um processo de variac¸a˜o finita, a integral em relac¸a˜o a Z e´
definida como uma soma de Riemann-Stietjes, isto e´,∫
〈α, δ Γh〉 = −
∫
〈d h(B♯(α))(Γh), δ Z〉 = −
∫
d h(B♯(α))(Γh)d t
=
∫
α(Xh)(Γ
h)d t
=
∫
〈α, Xh〉(Γ
h)d t. (2.1.7)
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Ale´m disso, podemos mostrar como uma aplicac¸a˜o da expressa˜o (2.1.6) (f(Γh) − f(Γ0
h) =∑r
j=1
∫ τ
0
{f, hj}(Γ
h)δ Xj) que para qualquer ω em Ω fixado, Γht (ω) e´ uma curva diferencia´vel
e a´ı ca´ımos no caso da Proposic¸a˜o 2.1.1. O que mostra que a Definic¸a˜o 2.1.2 esta´ de acordo
com o caso determin´ıstico. De fato, seja Γht0(ω) ∈ M um ponto qualquer da curva Γ
h
t (ω),
considere a carta local (U , x = (x1, · · · , xn)) em torno de Γ
h
t0
(ω). Nesse caso, as coordenadas
locais de Γht (ω) ∈ M em torno de Γ
h
t0
(ω) ∈ M sa˜o (x1, · · · , xn). Note que xj e´ uma func¸a˜o
de t, assim temos:
xj(t0 + t) − xj(t0) =
∫ t0+t
t0
{xj , h}(x(t))d t,
da´ı, usando o teorema fundamental do ca´lculo:
x˙(t) = {xj , h}(x(t0)).
Concluindo assim o desejado.
Proposic¸a˜o 2.1.4. Nas mesmas condic¸o˜es da Definic¸a˜o 2.1.2, o operador de Schwartz
H(v, m) : τvV −→ τmM que esta´ naturalmente associado ao operador de Stratonovich hamil-
toniano H(v, m) de acordo com o Lema 1.6.12 e pode ser descrito da seguinte maneira:
H(v, m)[L](f) =
〈 r∑
i,j=1
{f, hj}(m)e
j + {{f, hj}, hi}(m)e
i · ej, L
〉
,
onde f ∈ C∞(M), L ∈ τvV e´ um campo tangente de segunda ordem e H(v, m) denota o
operador de Schwartz hamiltoniano associado a h. Ale´m disso, a equac¸a˜o (2.1.6) na
abordagem de Itoˆ e´ descrita por:
f(Γhτ )− f(Γ
h
0) =
r∑
j=0
∫ τ
0
{f, hj}(Γ
h)dZj +
1
2
r∑
j,i=1
∫ τ
0
{{f, hj}, hi}(Γ
h) d[Zj, Z i]. (2.1.8)
Demonstrac¸a˜o. Pelo Lema 1.6.12, sabemos que para cada operador de Stratonovich, ex-
iste um u´nico operador de Schwartz que esta´ naturalmente associado a ele. Em particular,
para H(v, m) operador de Stratonovich de V para M podemos construir o operador de
Schwartz da seguinte forma. A cada vetor de segunda ordem Lv¨ ∈ τvV associado a acel-
erac¸a˜o da curva v(t) em V com v(0) = v ∈ V , definimos H(v, m)(Lv¨(0)) := Lm¨(0) ∈ τmM ,
onde m(t) e´ uma curva em M tal que m(0) = 0, m˙(t) = H(v(t), m(t))(v˙(t)), ale´m disso
satisfaz H(v(t), m(t))(v¨(t)) = m¨(t) para t pro´ximo de 0. Como para cada ponto v em V ,
podemos encontrar uma curva tal como descrito e observando que τvV fica completamente
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caracterizado por Lv¨, pois para cada curva conhecemos a sua velocidade e acelerac¸a˜o, segue
que:
H(v, m)[Lv¨](f) := Lm¨[f ] :=
d2
d t2
∣∣∣∣
t=0
f(m(t))
=
d
d t
∣∣∣∣
t=0
〈d f(m(t)), m˙(t)〉
=
d
d t
∣∣∣∣
t=0
〈df(m(t)), H(v(t), m(t))(v˙(t))〉
=
d
dt
∣∣∣∣
t=0
r∑
j=1
〈ej , v˙(t)〉〈d f(m(t)), Xhj(m(t))〉
=
d
d t
∣∣∣∣
t=0
r∑
j=1
〈ej , v˙(t)〉{f, hj}(m(t))
=
r∑
j=1
(
〈ej , v¨(0)〉{f, hj}(m) + 〈e
j , v˙(0)〉〈d{f, hj}(m), m˙(0)〉
)
=
r∑
j=1
(
〈ej , v¨(0)〉{f, hj}(m) + 〈e
j , v˙(0)〉
r∑
i=1
〈ei, v˙(0)〉〈d {f, hj}, Xhi(m)
)
=
r∑
j=1
(
〈ej , v¨(0)〉{f, hj}(m) + 〈e
j , v˙(0)〉
r∑
i=1
〈ei, v˙(0)〉{{f, hj}, hi}(m)
)
=: 〈d2(f ◦ v), Lv¨〉
=
r∑
i,j=1
(
〈{f, hj}(m)e
j + {{f, hj}, hi}(m)e
i · ej , Lv¨〉
)
(2.1.9)
Na penu´ltima igualdade d2(f ◦ v) e´ a aplicac¸a˜o diferencial de ordem 2. Para provar a
validade da equac¸a˜o (2.1.8), vamos inicialmente calcular o dual H∗(v,m)(d2f(m)) para a
forma diferencial de segunda ordem d2f(m) ∈ τ ∗mM , com m ∈ M e f ∈ C
∞(M). Pela
mesma argumentac¸a˜o anterior, observamos que τvV fica determinado pelos elementos da
forma Lv¨ ∈ τvV com v ∈ V . Assim, podemos mostrar que o dual do operador de Schwartz
Sec¸a˜o 2.1 • Sistemas Hamiltonianos Estoca´sticos 46
fica completamente determinado. De fato, pela equac¸a˜o (2.1.9) temos
〈H∗(v, m)(d2f(m)), Lv¨〉 = 〈d
2f(m), H(v, m)(Lv¨)〉 := H(v, m)(Lv¨)[f ]
=
〈 r∑
i,j=1
〈{f, hj}(m)e
j + {{f, hj}, hi}(m)e
i · ej , Lv¨
〉
,
como a igualdade acima vale para todo elemento Lv¨ ∈ τvV os quais formam uma base para
o mesmo, temos consequ¨entemente que:
H∗(v, m)(d2f(m)) =
r∑
i,j=1
{f, hj}(m)e
j + {{f, hj}, hi}(m)e
i · ej. (2.1.10)
Relembrando que: δ Γh = H(Z, Γh)δ Z, e dΓh = H(Z, Γh)dZ sa˜o equivalentes (ver
Lema 1.6.12), isto e´, Γh e´ soluc¸a˜o de umas das equac¸o˜es se, e somente se, tambe´m e´ soluc¸a˜o
da outra. Ale´m disso, se τ < ζ um tempo de parada qualquer, Γh e´ o semimartingale
hamiltoniano associado a h com condic¸a˜o inicial Γ0, e f ∈ C
∞(M). Usando as equac¸o˜es
(1.6.2), (2.1.10) e lembrando que como V e´ um espac¸o vetorial de dimensa˜o finita, segue que
V tem uma carta global digamos (x1, · · · , xr), e nesse sistema de coordenadas, dZt(ω) =
dZ it(ω)Di +
1
2
d [Z i, Zj ]t(ω)Dij ∈ τZt(ω)V , onde Di =
∂
∂xi
, Dij =
∂2
∂xi∂xj
, e {Di, Dij : i < j}
e´ uma base para τV . Assim segue que:
f(Γhτ ) − f(Γ
h
0) =
∫ τ
0
〈d2f, dΓh〉
=
∫ τ
0
〈H∗(Z, Γh)(d2f), dZ〉
=
∫ τ
0
〈 r∑
i,j=1
{f, hj}(Γ
h)ej + {{f, hj}(Γ
h), hi}e
i · ej , dZ
〉
=
r∑
j=1
∫ τ
0
〈{f, hj}(Γ
h)ej, dZ〉 +
r∑
i,j=1
∫ τ
0
〈{{f, hj}, hi}(Γ
h)ei · ej, dZ〉
=
r∑
j=1
∫ τ
0
{f, hj}(Γ
h)dZj +
1
2
r∑
i,j=1
∫ τ
0
{{f, hj}, hi}(Γ
h)d [Zj, Z i].
Note que os elementos ei · ej representam formas de segunda ordem em τ ∗V , dessa maneira
o ca´lculo realizado da penu´ltima para a u´ltima linha e´ feito no sentido em que consideramos
as bases de τV e τ ∗V . 
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2.1.3 Quantidades Conservadas e o Teorema de Lie-Weistein
Proposic¸a˜o 2.1.5. No mesmo contexto da Definic¸a˜o 2.1.2, considere L uma folha simple´tica
numa variedade Poisson (M , {· , ·}) e Γh um semimartingale hamiltoniano com condic¸a˜o
inicial Γ0(ω) = Z0, onde Z0 e´ uma varia´vel aleato´ria tal que Z0(ω) ∈ L para todo ω em Ω.
Enta˜o, para qualquer que seja o tempo de parada τ < ζh segue que Γhτ ∈ L.
Demonstrac¸a˜o. Relembrando que z ∈ L temos B♯z(dhj) = Xhj(z), j ∈ {1, · · · , r}, onde
B♯z : T
∗
zM −→ TzM e´ aplicac¸a˜o associada ao tensor de Poisson. Veja que o operador
de Stratonovich H(v, z) assume valores na distribuic¸a˜o caracter´ıstica associada a estru-
tura de Poisson (M , {· , ·}), ou seja, H(v, z) ∈ B♯z(T
∗
zM) := TzL. Assim, o operador de
Stratonovich H(v, z)(u) =
∑r
j=1〈e
j, u〉Xhj(z), induz um outro operador de Stratonovich
HL(v, z) : TvV −→ TzL, definido a partir de H(v, z) da seguinte forma: considere a inclusa˜o
i : L −→M , assim para todo v ∈ V , e para todo z ∈ L, HL(v, z) := H(v, i(z)). Observe
que folhas simple´ticas sa˜o subvariedades de Poisson com estrutura simple´tica. Considerando
a aplicac¸a˜o diferencial da inclusa˜o i em z ∈ L: Tzi : TzL −→ Ti(z)M = TzM , temos o
pullback T ∗z i : T
∗
zM −→ T
∗
zL. E como H
∗(v, z) : T ∗zM −→ T
∗
v V , conclu´ımos que:
H∗L(v, z) ◦ i
∗ = H∗(v, z). (2.1.11)
Queremos mostrar que se ΓhL e´ soluc¸a˜o da equac¸a˜o diferencial estoca´stica hamiltoniana de
Stratonovich em L, isto e´,
δ ΓhL = HL(Z, Γ
h
L)δ Z, (2.1.12)
com condic¸a˜o inicial Γ0. Enta˜o Γ
h
L quando visto dentro da variedade, ou seja, como imagem
da inclusa˜o, continua sendo uma soluc¸a˜o. O que significa que a soluc¸a˜o na˜o sai da folha
simple´tica, ja´ que por unicidade de soluc¸a˜o, garantimos que ΓhL e´ a soluc¸a˜o da soluc¸a˜o da
equac¸a˜o diferencial estoca´stica em M . De fato, seja Γ = i ◦ ΓhL, vamos mostrar que Γ e´
soluc¸a˜o de δ Γ = H(Z, Γ). Dado α ∈ Ω(M), usando propriedades de pullback e a equac¸a˜o
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(1.6.7), isto e´:
∫
〈α, δ X〉 =
∫
〈e∗(X, Y )α, δ X〉, temos que:∫
〈α, δ Γ〉 =
∫
〈α, δ (i ◦ ΓhL)〉
=
∫
〈T ∗i(α), δ ΓhL〉
=
∫
〈H∗L(Z,Γ
h
L)(T
∗i(α)), δ Z〉
=
∫
〈H∗(Z, i ◦ (ΓhL))(α), δ Z〉
=
∫
〈H∗(Z,Γ)(α), δ Z〉,
Assim, temos provado o resultado, ja´ que se α e´ uma um forma em M , enta˜o T ∗i(α) e´ uma
um forma em L e valem as equac¸o˜es (2.1.11), (2.1.12). 
Observac¸a˜o. Note que o fato da soluc¸a˜o de uma equac¸a˜o diferencial estoca´stica com condic¸a˜o
inicial em uma dada folha simple´tica permanecer na mesma pode ser obtida como uma con-
sequ¨eˆncia do Teorema de Frobenius 1.7.6 e do teorema do suporte de Stroock e Varadhan
(ver [23]).
Antes de enunciar o pro´ximo resultado, vamos relembrar de algumas fo´rmulas obtidas
previamente:
• equac¸a˜o (2.1.3): δ Γh = H(Z, Γh)δ Z;
• equac¸a˜o (2.1.6): f(Γh) − f(Γ0
h) =
∑r
j=1
∫ τ
0
{f, hj}(Γ
h)δ Zj
• equac¸o˜es de Hamilton em coordenadas locais (coordenadas de Darboux):


q˙j(t) =
∂h
∂pj
p˙j(t) = −
∂h
∂qj
• coordenadas de Lie-Weinstein: (q1, · · · , qn, p1, · · · , pn, z
1, · · · , zl) tal que:
{qi, qj} = {pi, pj} = {q
i, zj} = {pi, z
j} = 0, {qi, pj} = δ
i
j .
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Agora, apresentaremos uma proposic¸a˜o a qual generaliza a noc¸a˜o de equac¸o˜es hamiltonianas
como descritas acima, utilizando o sistema de coordenadas de Lie-Weinstein (generalizac¸a˜o
do teorema de Darboux). Assim, as equac¸o˜es estoca´sticas hamiltonianas sa˜o caracterizadas
localmente pelo resultado seguinte:
Proposic¸a˜o 2.1.6. Sejam (M, {· , ·}) uma variedade de Poisson e Γh um semimartingale
soluc¸a˜o da equac¸a˜o (2.1.3) com condic¸a˜o inicial z0 ∈ M . Enta˜o existem uma vizinhanc¸a
aberta de z0 em M , digamos U , e um tempo de parada τU em que Γ
h
t ∈ U , quaisquer que
sejam ω ∈ Ω e t 6 τU . Ale´m disso, U admite sistemas de coordenadas locais de Lie -
Weinstein (q1, · · · , qn, p1, · · · , pn, z
1, · · · , zl) no qual a equac¸a˜o (2.1.6) pode ser reescrita
da seguinte maneira:
qi(Γhτ ) − q
i(Γh0) =
r∑
j=1
∫ τ
0
∂hj
∂pi
δZj,
pi(Γ
h
τ ) − pi(Γ
h
0) = −
r∑
j=1
∫ τ
0
∂hj
∂qi
δ Zj ,
zi(Γhτ ) − z
i(Γh0) =
r∑
j=1
∫ τ
0
{zi, hi}T δ Z
j ,
onde {· , ·}T e´ o transversal de Poisson de (M, {· , ·}) em z0.
Demonstrac¸a˜o. Pelo teorema da decomposic¸a˜o 1.8.21, existem uma vizinhanc¸a U de z0 a
qual pode-se escolher aberta sem perda de generalidade e um homeomorfismo ϕ = ϕS×ϕN :
U −→ S × N , onde S e´ simple´tica e N e´ Poisson. Seja τU = inf t>0{Γ
h
t ∈ U
c}, isto e´, τU
e´ um tempo de sa´ıda de U . Como U e´ aberto segue que τU e´ um tempo de parada, ou
seja, dado ω em Ω, ∀ t 6 τU(ω), tem-se Γ
h
t (ω) ∈ U . Lembrando que f˙ = {f, g}, note
que as equac¸o˜es de Hamilton esta˜o na forma cla´ssica, isto e´, q˙i =
∂hj
∂pi
, p˙i = −
∂hj
∂qi
. Pois
por construc¸a˜o das coordenadas de Lie-Weinstein (q1, · · · , qn, p1, · · · , pn, z
1, · · · , zl) (ver
Corola´rio 1.8.22), temos Xqi = −
∂
∂pi
e Xpi =
∂
∂qi
. Portanto:
q˙i = {qi, hj} = − {hj , q
i} = − d hj ·Xqi = − Xqi(hj) =
∂hj
∂pi
,
p˙i = {pi hj} = − {hj, pi} = − d hj ·Xpi = − Xpi(hj) = −
∂hj
∂qi
.
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Da´ı,
qi(Γhτ )− q
i(Γhτ ) =
r∑
j=1
∫ τ
0
{qi, hj}(Γ
h)δZj =
r∑
j=1
∫ τ
0
q˙i(Γh)δZj =
r∑
j=1
∫ τ
0
∂hj
∂pi
(Γh) δZj,
pi(Γ
h
τ )− pi(Γ
h
τ ) =
r∑
j=1
∫ τ
0
{pi, hj}(Γ
h)δZj =
r∑
j=1
∫ τ
0
p˙i(Γ
h)δZj = −
r∑
j=1
∫ τ
0
∂hj
∂qi
(Γh) δZj,
zi(Γhτ )− z
i(Γhτ ) =
r∑
j=1
∫ τ
0
{qi, hj}(Γ
h)δZj =
r∑
j=1
∫ τ
0
({zi, hj}S(Γ
h) + {zi, hj}N(Γ
h))
=
r∑
j=1
∫ τ
0
{zi, hj}N(Γ
h)
Note que a penu´ltima igualdade vem da fo´rmula (1.8.12) e que a u´ltima igualdade segue
pois, {zi, hj}S = 0. De fato, como S e´ simple´tica temos as coordenadas de Darboux e nesse
caso (ver equac¸a˜o (1.8.9)),
{zi, hj}S =
n∑
s=1
(
∂zi
∂ps
∂hj
∂qs
−
∂zi
∂qs
∂hj
∂ps
)
= 0.
Ja´ que as coordenadas da parte Poisson e da parte simple´tica na˜o apresentam dependeˆncia
entre si. Onde {zi, hj}N e´ transversal de Poisson. 
Definic¸a˜o 2.1.7. Dizemos que uma func¸a˜o f ∈ C∞(M) e´ uma quantidade conservada
pelo sistema estoca´stico hamiltoniano associado a h : M −→ V ∗ se para qualquer soluc¸a˜o Γh
da equac¸a˜o estoca´stica hamiltoniana (2.1.3) vale:
f(Γh) = f(Γτ0).
Proposic¸a˜o 2.1.8. Nas mesmas condic¸o˜es da Definic¸a˜o 2.1.2, sejam (M, {· , ·}) uma va-
riedade de Poisson, Z : R+×Ω −→ V um semimartingale com valores no espac¸o vetorial V
tal que Z0 = 0, h :M −→ V
∗ e´ uma func¸a˜o suave. Dada f ∈ C∞(M), se {f, hj} = 0 para
cada j ∈ {1, · · · , r} (hj sa˜o as componentes de h), enta˜o f e´ uma quantidade conservada
pela equac¸a˜o estoca´stica hamiltoniana (2.1.3). Reciprocamente, suponha que o semimartin-
gale Z =
∑r
j=1Z
jej e´ tal que [Z i, Zj] = 0 se i 6= j e f e´ uma quantidade conservada, enta˜o
{f, hj} = 0, ∀ j ∈ {1, · · · , r} tal que [Z
j, Zj] e´ um processo estritamente crescente em zero.
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Antes de demonstrar a proposic¸a˜o anterior resumiremos alguns resultados que nos aju-
dara˜o.
• Propriedade de variac¸a˜o quadra´tica (equac¸a˜o (1.5.5)):[∫
HdX,
∫
KdY
]
=
∫
HKd[X, Y ];
• Teorema 1.5.8:
(∫
XdΓ
)τ
=
∫
1[0, τ ]XdΓ;
• Proposic¸a˜o 1.5.10: X semimartingale cont´ınuo: X = M + A =⇒ [X, X] = [M, M ];
• Proposic¸a˜o 1.5.13: X, Y semimartingales =⇒ [X, Y ] tem variac¸a˜o finita;
• Proposic¸a˜o 1.5.18: E[M2t ] = E[M, M ]t, M martingale local cont´ınuo.
Note que o resultado que enunciado abaixo vale sob condic¸o˜es mais gerais, pore´m neste
caso e´ suficiente mostrar-se o seguinte:
Lema 2.1.9. Sejam f ∈ C∞(M) e h func¸a˜o hamiltoniana como na proposic¸a˜o anterior. Se
A e´ um processo de variac¸a˜o finita enta˜o o processo
Y (t, ω) =
(∫ t
0
{f, h}(Γhs )dAs
)
(ω)
tambe´m e´ de variac¸a˜o finita.
Observac¸a˜o. Toda integral estoca´stica
∫
ξtdAt, onde At e´ um processo de variac¸a˜o finita
e |ξ| < K (K > 0) cont´ınuo, tem variac¸a˜o limitada pois e´ deriva´vel t-quase sempre.
Demonstrac¸a˜o. Precisamos mostrar que Yt e´ Ft-adaptado e tem variac¸a˜o limitada para
todo t em intervalos compactos de [0, τ ]. Primeiramente verificamos que Yt tem variac¸a˜o
limitada: de fato, seja Πn = {0 = s0 < s1 < · · · < sn = τ} uma sequ¨encia de partic¸o˜es de
[0, τ ]. Como o colchete de Poisson e´ cont´ınuo e [0, τ ] e´ compacto, tem-se que |{f, h}(Γht )| 6
Sec¸a˜o 2.1 • Sistemas Hamiltonianos Estoca´sticos 52
K, K > 0 constante, t ∈ [0, τ ]. Ale´m disso,
|Y (si, ω) − Y (si−1, ω)| =
∣∣∣∣
∫ si
0
{f, hj}(Γ
h
s )dA(s, ω) −
∫ si−1
0
{f, hj}(Γ
s
0)dA(s, ω)
∣∣∣∣
=
∣∣∣∣
∫ si
si−1
{f, hj}(Γ
h
s )dA(s, ω)
∣∣∣∣
6
∫ si
si−1
|{f, hj}(Γ
h
s )||dA(s, ω)|
6 K
∫ si
si−1
|dA(s, ω)|.
Assim, tem-se:
n∑
i=0
|Y (si) − Y (si−1)| 6 K
n∑
i=0
∫ si
si−1
|dA(s, ω)| = K
∫ τ
0
|dA(s, ω)| := KVA < ∞.
Onde VA e´ a variac¸a˜o total de A. Portanto o supremo sobre as partic¸o˜es de [0, τ ] tambe´m e´
limitado. Agora mostraremos que Yt e´ Ft-adaptado: com efeito, relembrando que se At e´ um
processo de variac¸a˜o finita, enta˜o a integral em relac¸a˜o a At e´ uma soma de Riemann-Stieltjes,
ou seja, considerando a mesma sequ¨encia de partic¸o˜es anterior temos:
Yt = lim
n→∞
n∑
i=1
{f, h}(Γsi)[Ati − Ati−1 ], onde ti−1 6 si 6 ti
assim, {f, h}(Γsi)[Ati − Ati−1 ] ∈ Fti ⊆ Ft, ∀ 1 6 i 6 n, logo conclu´ımos que Yt e´ adaptado.
E isso conclui a demonstrac¸a˜o. 
Voltamos agora a` demonstrac¸a˜o da Proposic¸a˜o 2.1.8.
Demonstrac¸a˜o. Seja Γh o semimartingale hamiltoniano associado a h com condic¸a˜o inicial
Γh0 . Dada f ∈ C
∞(M) pela fo´rmula de Itoˆ em variedades de Poisson (2.1.8) temos,
f(Γhτ )− f(Γ
h
0) =
r∑
j=0
∫ τ
0
{f, hj}(Γ
h)dZj +
1
2
r∑
j,i=1
∫ τ
0
{{f, hj}, hi}(Γ
h) d[Zj, Z i]. (2.1.13)
Portanto, se {f, hj} = 0 para cada j ∈ {1, · · · , r}, temos que f(Γ
h) = f(Γh0), mas
isso significa que f e´ uma quantidade preservada pelas equac¸o˜es estoca´sticas hamiltonianas
associadas a h como desejado (ver Definic¸a˜o 2.1.7).
Reciprocamente, suponha que f e´ uma quantidade conservada, ou seja, f(Γh) = f(Γ0) o
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que significa que para qualquer condic¸a˜o inicial Γ0, f(Γ
h) e´ semimartingale independente no
tempo, onde Γh e´ o semimartingale hamiltoniano associado a h soluc¸a˜o da equac¸a˜o (2.1.3).
Da´ı, temos que f(Γh) tem variac¸a˜o finita. Como sabemos, um semimartigale cont´ınuo B
tem decomposic¸a˜o u´nica da seguinte forma:
B = Y + M,
onde M e´ um martingale local, Y e´ um processo de variac¸a˜o finita (decomposic¸a˜o de Doob-
Meyer). Queremos na equac¸a˜o (2.1.13) isolar o martingale local, lembrando que variac¸a˜o
quadra´tica e´ um processo de variac¸a˜o finita (ver por exemplo Emery[8]). Assim, segue do
Lema 2.1.9 que o u´ltimo somando da equac¸a˜o (2.1.13) tem variac¸a˜o finita. Para o segundo
somando, tome Zj = Aj + M j , onde M j e´ um martingale local e Aj e´ um processo de
variac¸a˜o finita, para todo j ∈ {1, · · · , r}. Assim,
∫
{f, hj}(Γ
h)dZj =
∫
{f, hj}(Γ
h)dAj +
∫
{f, hj}(Γ
h)dM j .
Segue do lema 2.1.9 que
∫
{f, hj}(Γ
h)dAj e´ um processo de variac¸a˜o finita e
∫
{f, hj}(Γ
h)dM j
e´ um martingale local (ver Protter[19]: Se M e´ um martingale local enta˜o a integral es-
toca´stica com respeito a M tambe´m e´ um martingale local). Da´ı, conclu´ımos que Λ :=∫
{f, hj} (Γ
h)dM j = 0, pois a decomposic¸a˜o e´ u´nica. Ale´m disso, Λ e´ localmente L2(Ω,F ,P)-
martingale, pois considerando a sequ¨encia de tempos de parada τn = {inf t > 0 : |Λt| = n},
n ∈ N. Tem-se que E[(Λτ
n
)2t ] :=
∫
Ω
(Λτ
n
)2tdP 6
∫
Ω
n2dP = n2 < ∞. Enta˜o, pela
Proposic¸a˜o 1.5.18 tem-se E[(Λτ
n
)2t ] = E[[Λ
τn , Λτ
n
]t], e pelo Teorema 1.5.8 segue que:
Λτ
n
=
( r∑
j=1
∫
{f, hj}(Γ
h) dM j
)τn
=
r∑
j=1
∫
1[0, τn]{f, hj}(Γ
h) dM j.
Assim, lembrando que [Z i, Zj ] = 0 quando i 6= j, consultando a equac¸a˜o (1.5.5) conclu´ı-se
que:
[∫
1[0,τn]{f, hj}(Γ
h)dM j ,
∫
1[0,τn]{f, hi}(Γ
h)dM j
]
=
∫
1[0, τn]{f, hj}(Γ
h){f, hi}(Γ
h)d[M j , M i].
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Assim usando a Proposic¸a˜o 1.5.10, segue a sequ¨encia de igualdades:
E[(Zτ
n
)2t ] = E[[Z
τn , Zτ
n
]]
=
r∑
i,j=1
E
[[∫
1[0, τn]{f, hj}(Γ
h)dM j ,
∫
1[0, τn]{f, hi}(Γ
h)dM i
]]
=
r∑
i,j=1
E
[(∫
1[0, τn]{f, hj}{f, hi}d [M
j , M i]
)
t
]
=
r∑
i,j=1
E
[(∫
1[0, τn]{f, hj}{f, hi}d [Z
j, Z i]
)
t
]
=
r∑
j=1
E
[(∫
1[0,τn]{f, hj}
2(Γh)d[Zj, Zj]
)
t
]
> 0,
ou seja,
E
[∫
1[0,τn]{f, hj}
2(Γh)d[Zj, Zj]
]
> 0, (2.1.14)
pois [Zj, Zj] > 0. Como Λ e´ identicamente nulo, segue que E[(Λτ
n
)2t ] = 0, mas isso significa
que a equac¸a˜o anterior (2.1.14) tambe´m e´ igual a zero. E isso implica que∫
1[0,τn]{f, hj}
2(Γh)d[Zj, Zj] = 0. (2.1.15)
Supondo que [Zj, Zj] seja estritamente crescente em zero para algum j ∈ {1, · · · , r} fixo,
isto e´, existem A ∈ F e δ > 0 tal que P(A) > 0 e [Zj , Xj ]t(ω) > [X
j, Xj]0(ω), ∀ t < δ
e ω ∈ A. Se τn → ∞ em quase todo ponto, escolha n ∈ N suficientemente grande tal que
τn(ω) > t. Dessa forma, pode-se supor sem perda de generalidade que 1[0, τn](t, ω) = 1.
Assim, ∫ t
0
1[0,τn]{f, hj}
2(Γh)d[Zj, Zj ] =
∫ t
0
{f, hj}
2(Γh)d[Zj, Zj] > 0.
A na˜o ser que {f, hj}
2(Γht (ω)) = 0 em alguma vizinhanc¸a de zero [0, δω) ⊂ [0, δ). Ob-
serve que δω > 0 poderia depender de ω ∈ A. Assim os valores de t para os quais
{f, hj}
2(Γh(ω)) = 0 devem verificar 0 6 t 6 infω∈A δω. Usando (2.1.15), e´ poss´ıvel concluir
que ∀ω ∈ A:
{f, hj}
2(m) = {f, hj}
2(Γh0(ω)) = 0,
pois 0 6 infω∈A δω. Como m ∈ M e´ arbitra´rio temos que {f, hj}
2 = 0 e consequ¨entemente
{f, hj} = 0. 
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2.1.4 Teorema Estoca´stico de Liouville
Na definic¸a˜o a seguir estamos supondo que equac¸a˜o diferencial estoca´stica (2.1.3) define
um fluxo de difeomorfismos sobre a variedade M P-quase sempre. Por exemplo, assumido
que Xhj , j = 1, · · · , r, sejam C
k ( k > 1). Ver, por exemplo, Kunita[11, 12].
Definic¸a˜o 2.1.10. Nas mesmas condic¸o˜es da Definic¸a˜o 2.1.2, seja ζ : M × Ω −→ [0, ∞]
uma func¸a˜o tal que a cada z ∈ M , ζ(z) e´ o tempo de parada ma´ximo associado a soluc¸a˜o da
equac¸a˜o diferencial estoca´stica hamiltoniana (2.1.3), com condic¸a˜o inicial Γ0 = z, P-quase
sempre. Diz-se que ξ e´ o fluxo dessa equac¸a˜o quando a func¸a˜o ξ(z) : [0, ζ(z)] × Ω −→ M
e´ o semimartingale soluc¸a˜o da equac¸a˜o diferencial estoca´stica (2.1.3) para cada t > 0 e
quase todo ω ∈ Ω com condic¸a˜o inicial z. Ale´m disso, a func¸a˜o z ∈ M 7−→ ξt(z, ω) e´ um
difeomorfismo local, onde ξt(z, ω) denota a soluc¸a˜o da equac¸a˜o com condic¸a˜o inicial Γ0 = z.
Ver por exemplo Kunita[11, 12]. E nesse caso, podemos enunciar o seguinte teorema:
Teorema 2.1.11 (Kunita [11, Teo. 3.3]). Seja β um campo de tensor suave do tipo (p, q).
Enta˜o
ξ∗t (z)β = β +
r∑
j=1
∫
〈ξ∗sLXjβ, δ Z〉, (2.1.16)
onde Xj, j = 1, · · · , r sa˜o campos e Z e´ um semimartingale.
Agora, e´ poss´ıvel demonstrar facilmente o pro´ximo resultado o qual pode ser visto como
um caso particular do Teorema 2.1.11. Esse seria uma versa˜o estoca´stica do teorema de
Liouville que diz essencialmente que fluxo de equac¸o˜es diferenciais estoca´sticas preservam a
forma simple´tica e consequ¨entemente a forma volume de Liouville.
Teorema 2.1.12. Sejam (M, ω) uma variedade simple´tica, Z : R+ × Ω −→ V
∗ um semi-
martingale, e h : M −→ V ∗ uma func¸a˜o hamiltoniana. Seja ξ o fluxo hamiltoniano associ-
ado. Enta˜o, dados z ∈M , t ∈ [0, ζ(z)], e η ∈ Ω temos
ξ∗t (z, η)ω = ω.
Demonstrac¸a˜o. Basta tomar na equac¸a˜o (2.1.16), β = ω, usar a fo´rmula de Cartan e
lembrar que iXhjω = d hj, da´ı segue que:
LXhjω = d iXhjω + iXhj d ω = 0,
Sec¸a˜o 2.1 • Sistemas Hamiltonianos Estoca´sticos 56
assim, temos:
ξ∗t (z)ω = ω +
r∑
j=1
∫ 〈
ξ∗s (LXhjω), δ X
〉
= ω +
r∑
j=1
∫ 〈
ξ∗s (d iXhjω + iXhj d ω), δ X
〉
= ω.

Observac¸a˜o. Isso implica que ξ∗t (z, η)Λ = Λ.
2.1.5 Aplicac¸a˜o da Fo´rmula de Itoˆ em Variedades de Poisson
Exemplo 2.1.13. Sejam (M, {· , ·}) uma variedade de Poisson, com hj ∈ C
∞(M), para
todo j ∈ {0, · · · , r}. No mesmo contexto da Definic¸a˜o 2.1.2, tomando h : M −→ Rr+1
uma func¸a˜o hamiltoniana dada por h(z) = (h0(z), · · · , hr(z)), Z : R+ × Ω −→ R
r+1 um
semimartingale definido por Z(t, ω) = (t, B1t (ω), · · · , B
r
t (ω)), onde B
j , j ∈ {1, · · · , r} sa˜o
movimentos Brownianos. Assim, pela equac¸a˜o (1.5.17) (Caracterizac¸a˜o de Levy), sabemos
que [Bi, Bj ]t = tδ
i
j . Sejam f ∈ C
∞(M), Γh o semimartingale hamiltoniano com condic¸a˜o
inicial Γ0, soluc¸a˜o da equac¸a˜o (2.1.3). Se ζ
h e´ um tempo de parada ma´ximo associado a h
enta˜o para todo τ < ζ usando a Proposic¸a˜o 2.1.3 equac¸a˜o (2.1.6), conclui-se que:
f(Γhτ ) − f(Γ0) =
r∑
j=0
∫ τ
0
{f, hj}(Γ
h) δ Zj
=
∫ τ
0
{f, h0}(Γ
h)d t +
r∑
j=1
∫ τ
0
{f, hj}(Γ
h) δ Bj ,
agora, pela fo´rmula de Itoˆ em variedades de Poisson (Proposic¸a˜o 2.1.4 equac¸a˜o (2.1.8)),
tem-se que:
f(Γhτ ) − f(Γ0) =
r∑
j=0
∫ τ
0
{f, hj}(Γ
h)dZj +
1
2
r∑
i, j=0
∫ τ
0
{{f, hj} hi}(Γ
h)d [Z i, Zj ]
=
∫ τ
0
{f, h0}(Γ
h)d t +
r∑
j=1
(∫ τ
0
{f, hj}(Γ
h)dBj +
1
2
∫ τ
0
{f, hj, hj}(Γ
h)d t
)
.
Lembrando que [ t, t ] = 0, pois t e´ uma func¸a˜o de variac¸a˜o limitada.
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Proposic¸a˜o 2.1.14. Considere o sistema estoca´stico hamiltoniano dado no exemplo ante-
rior. Enta˜o f ∈ C∞(M) e´ uma quantidade preservada se, e somente se,
{f, h0} = {f, h1} = · · · = {f, hr} = 0.
Demonstrac¸a˜o. Note que se vale {f, h0} = {f, h1} = {f, hr} = 0, usando o exemplo
anterior temos:
f(Γhτ ) − f(Γ0) =
∫ τ
0
{f, h0}(Γ
h)d t +
r∑
j=1
∫ τ
0
{f, hj}(Γ
h) δ Bj = 0.
E da´ı, conclu´ımos que f e´ uma quantidade preservada. Note que se f e´ uma quantidade
conservada, a conclusa˜o na˜o e´ imediata da Proposic¸a˜o 2.1.8, pois [ t, t ] = 0 na˜o e´ um
processo crescente. Assim, tome Z0t (ω) = t, Z
2
t (ω) = B
1
t (ω), · · · , Z
r
t (ω) = B
r
t (ω), temos
que Z0 = t e um processo variac¸a˜o limitada ([Z0, Z0] = 0), segue pela Caracterizac¸a˜o
de Levy que [Z i, Zj ] = t δij para todo i, j ∈ {1, · · · , r}. Veja tambe´m que Z
1, · · · , Zr
satisfazem as hipo´teses da Proposic¸a˜o 2.1.8, isto e´, [Z i, Zj] = 0, i 6= j e ∀ j ∈ {1, · · · , r},
[Zj, Zj ] e´ um processo crescente. Logo
{f, h1} = · · · = {f, hr} = 0.
Agora, do exemplo anterior, temos que:∫ τ
0
{f, h0}(Γ
h)d t = 0,
ja´ que f e´ quantidade preservada. Deseja-se mostrar que {f, h0}(Γ
h)d t = 0. Suponha por
absurdo que exista um ponto m0 em M tal que {f, h0}(Γ
h)d t > 0. Como o colchete de
Poisson e´ cont´ınuo, segue que existe uma vizinhanc¸a compacta U de m0 tal que para todo
m ∈ U vale {f, h0}(Γ
h)d t > 0. Agora, sejam Γh um semimartingale hamiltoniano com
condic¸a˜o inicial Γh0 = m0 e ξ o primeiro tempo de sa´ıda de U para Γ
h. Tome τ = ξ ∧ ζh.
Assim, ∫ τ
0
{f, h0}(Γ
h)d t >
∫ τ
0
min
{m∈U}
{f, h0}(m)d t > 0.
Mas isso e´ uma contradic¸a˜o. Como m0 e´ arbitra´rio, conclu´ı-se que {f, h0}(m)d t = 0,
qualquer que seja m ∈M . 
CAPI´TULO 3
PRINCI´PIO DA AC¸A˜O CRI´TICA
3.1 Princ´ıpio da Ac¸a˜o Cr´ıtica Para Hamiltonianos
Estoca´sticos
Esse Cap´ıtulo tambe´m e´ baseado em La´zaro - Camı´ e Ortega [14]. O objetivo desta
sec¸a˜o e´ transferir a definic¸a˜o do princ´ıpio da ac¸a˜o cr´ıtica do caso determin´ıstico para o caso
estoca´stico, mostrando sob esse ponto de vista que as equac¸o˜es de Hamilton estoca´sticas
generalizam o caso determin´ıstico. Neste Cap´ıtulo vamos considerar variedades simple´ticas
exatas: (M, ω = − d θ).
Definic¸a˜o 3.1.1. Sejam (M, ω = − d θ) uma variedade simple´tica exata, Z : R+×Ω −→ V
um semimartingale com valores no espac¸o vetorial V , h : M −→ V ∗ uma func¸a˜o hamiltoni-
ana. Denotamos por S(M) o conjunto dos semimartingales com valores em M e por S(R) o
conjunto dos semimartingales com valores em R. Define-se por ac¸a˜o estoca´stica associada
a h a func¸a˜o S : S(M) −→ S(R) dada por:
S(Γ) :=
∫
〈θ, δ Γ〉 −
∫
〈h(Γ), δ Z〉, (3.1.1)
onde h(Γ) : R+ × Ω −→ V × V
∗ = T ∗V .
Observac¸a˜o. Note que essa definic¸a˜o e´ inspirada no princ´ıpio de ac¸a˜o cr´ıtica hamiltoniano
para o caso determin´ıstico (ver Teorema 1.8.11). Aqui, o primeiro termo do funcional ac¸a˜o
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estoca´stica faz o papel da 1-forma (pq˙) e o segundo termo, faz o papel da func¸a˜o energia (ao
longo do semimartingale Z) do Teorema 1.8.11.
Definic¸a˜o 3.1.2. Sejam M uma variedade, F : S(M) −→ S(R) uma func¸a˜o, Γ ∈ S(M).
F e´ dita diferencia´vel em Γ na direc¸a˜o de um fluxo de difeomorfismos ϕs : M −→ M , com
s ∈ (−ǫ, ǫ), ǫ > 0, se para qualquer sequ¨encia {sn}n∈N ⊆ R tal que limn→∞ sn = 0, existe
P− lim
sn→0
1
sn
(F (ϕsn(Γ)) − F (Γ)),
ale´m disso,
P− lim
sn→0
1
sn
(F (ϕsn(Γ)) − F (Γ)) =:
d
d s
∣∣∣∣
s=0
F (ϕs(Γ))
onde a convergeˆncia e´ uniforme nos intervalos compactos em probabilidade e e´ chamada de
derivada direcional de F no ponto Γ na direc¸a˜o ϕs.
Proposic¸a˜o 3.1.3. Sejam (M, ω = − d θ) uma variedade simple´tica exata, α ∈ Ω(M) uma
1-forma e F : S(M) −→ S(R) uma func¸a˜o dada por:
F (Γ) :=
∫
〈α, δ Γ〉.
Enta˜o F e´ diferencia´vel em todas as direc¸o˜es. Mais ainda, se Γ : R+ × Ω −→ M e´ um
semimartingale cont´ınuo, ϕs : M −→ M e´ um fluxo de difeomorfismos arbitra´rio, e Y ∈
X(M) e´ o campo vetor associado a ϕs, enta˜o:
d
ds
∣∣∣∣
s=0
F (ϕs(Γ)) =
d
d s
∣∣∣∣
s=0
∫
〈α, δ (ϕs ◦ Γ)〉 =
d
d s
∣∣∣∣
s=0
∫
〈ϕ∗sα, δ Γ〉 =
∫
〈LY α, δ Γ〉.
(3.1.2)
Onde LY α representa a derivada de Lie de α na direc¸a˜o de Y , isto e´,
LY α = lim
t→0
1
t
[ϕ∗sα − α] =
d
d t
ϕ∗s
∣∣∣∣
t=0
.
Antes de demonstrar essa proposic¸a˜o, vamos enunciar alguns resultados auxiliares.
Um resultado elementar puramente anal´ıtico:
Lema 3.1.4. Seja (E, d) um espac¸o me´trico. Seja {fn} uma sequ¨encia de func¸o˜es fn :
(0, δ) −→ E onde (0, δ) ⊂ R um intervalo aberto de R. Suponha que fn converge uniforme-
mente em (0, δ) a uma func¸a˜o f . Se ∀n ∈ N, existem os limites: lims→0 fn(s) = f
∗
n ∈ E
e limn→∞ f
∗
n, enta˜o:
lim
s→0
f(s) = lim
n→∞
f ∗n .
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Demonstrac¸a˜o. Dado ǫ > 0, existe m1 ∈ N tal que ∀m > m1, tem-se d(f(s), fm(s)) <
ǫ
3
.
como existe limn→∞ f
∗
n, e´ poss´ıvel escolher m2 ∈ N suficientemente grande tal que se m >
m2: d (f
∗
m, limn→∞ f
∗
n) <
ǫ
3
. Ale´m disso, por definic¸a˜o de limite, pode-se escolher m3 ∈ N
tal que d(fm(s), f
∗
m(s)) <
ǫ
3
. Tomando m0 = max{m1, m2, m3} segue que ∀m > m0:
d
(
f(s), lim
n→∞
f ∗n
)
6 d(f(s), fm(s)) + d(fm(s), f
∗
m(s)) + d
(
f ∗m, lim
n→∞
f ∗n
)
<
ǫ
3
+
ǫ
3
+
ǫ
3
= ǫ.

Lema 3.1.5. Dados Γ e X semimartingales reais. Seja ζX de parada maximal de X. Sejam
ξ 6 τ 6 ζX. Enta˜o: (∫
XdΓ
)ξ
−
(∫
XdΓ
)τ
=
∫
1(ξ, τ ]XdΓ.
Demonstrac¸a˜o. Como sabemos, (
∫
XdΓ)ξ =
∫
1[0, ξ]XdΓ e (
∫
XdΓ)τ =
∫
1[0, τ ]XdΓ
(ver Teorema 1.5.8). Assim, tem-se:(∫
XdΓ
)ξ
−
(∫
XdΓ
)τ
=
∫
(1[0, ξ]X − 1[0, τ ]X)dΓ
=
∫
1(ξ, τ ]XdΓ.

Lema 3.1.6. Seja M uma variedade, α ∈ Ω(M) uma 1-forma em M , Γ : R+ × Ω −→ M
um semimartingale cont´ınuo em M . Seja {τn}n∈N uma sequ¨encia de tempos de parada tais
que τ0 = 0, τn 6 τn+1, ∀n ∈ N e supn τn = ∞. Enta˜o:
1)
∫
〈d2 α, dΓ〉 = P− lim
n→∞
(∫
〈d2 α, dΓ〉
)τn
2)
∫
〈d2 α, dΓ〉 = P− lim
n→∞
k−1∑
n=0
(∫
(τn, τn+1]
〈d2 α, dΓ〉
)τn
Demonstrac¸a˜o. Item (1): sejam ǫ > 0 e t ∈ R+ fixos. Assim para todo s ∈ [0, t]:
A :=
{
ω ∈ Ω :
∣∣∣∣
(∫
〈d2 α, d 〉Γ
)τn
s
−
(∫
〈d2 α, dΓ
)∣∣∣∣
s
> 0
}
⊆ {τn < s} ⊆ {τn < t},
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portanto P(A) 6 P({τn < t})
n→∞
−→ 0. Da´ı, segue o resultado.
Item (2): Como (
∫
〈d2 α,dΓ〉)
τ0 = 0, pois τ0 = 0. Segue que:
(∫
〈d2 α, dΓ〉
)τk
=
k−1∑
n=0
{(∫
〈d2 α, dΓ 〉
)τn+1
−
(∫
〈d2 α, dΓ〉
)τn}
,
ale´m disso, pelo Lema 3.1.5 segue que:(∫
〈d2 α, dΓ〉
)τn+1
−
(∫
〈d2 α, dΓ〉
)τn
=
∫
1(τn, τn+1]〈d2 α, dΓ〉.
E da´ı, o item (2) segue do item (1). 
Observac¸a˜o. O teorema acima vale de forma mais geral.
Lema 3.1.7 (Emery [8, Lema 3.5]). Dada uma variedade M , seja {Un : n ∈ N} uma
cobertura enumera´vel para M . Se X e´ um processo adaptado cont´ınuo em M , existe uma
sequ¨encia de tempos de parada {τn}n∈N com τ0 = 0, τn 6 τn+1, ∀n ∈ N e supn τn = ∞,
tal que, no conjunto
[τn, τn+1] ∩ {τn < τn+1} := {(t, ω) ∈ R+×Ω : t ∈ [τn(ω), τn+1(ω)] e τn(ω) < τn+1(ω)},
X assume valores em algum dos Un’s.
Agora, vamos provar a Proposic¸a˜o 3.1.3.
Demonstrac¸a˜o. Apesar da proposic¸a˜o ser enunciada no contexto de integrac¸a˜o de Strato-
novich, a demonstrac¸a˜o sera´ feita no contexto de integrac¸a˜o de Itoˆ por meio do operador d2.
Essencialmente devemos mostrar que:
d
d s
∣∣∣∣
s=0
∫
〈d2 ϕ
∗
sα, dΓ〉 =
∫
〈d2 LY α, dΓ〉,
ja´ que a segunda igualdade da Proposic¸a˜o 3.1.3 segue de propriedades de pullback. Seja
{Un : n ∈ N} uma cobertura aberta paraM dada pelos sistemas de coordenadas. Pelo Lema
3.1.7 temos que existe uma sequ¨encia de tempos de parada (τn) tal que τ0 = 0, τn 6 τn+1 e
supn τn = ∞, P-quase sempre. Mais ainda, no intervalo estoca´stico [τn, τn+1] ∩ {τn < τn+1}
o semimartingale Γ assume valores em algum elemento da famı´lia {Un : n ∈ N}. Agora,
definimos:
fn(s) :=
(∫ 〈
1
s
[d2 (ϕ
∗
sα) − d2 α] , dΓ]
〉)τn
.
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Note que o espac¸o dos processos cont´ınuos e´ uma espac¸o me´trico, cuja me´trica definida por
d(X, Y ) =
∞∑
n=0
1
2n
E
[
1, sup
06t6n
|Xt − Yt|
]
,
onde X, Y sa˜o processos adaptados cont´ınuos. Para mais detalhes ver Emery [8], ou Protter
[19]. Assim, basta mostrar que as hipo´teses do Lema 3.1.4 sa˜o satisfeitas.
• Inicialmente, provaremos que fn(s) converge uniformemente nos compactos em proba-
bilidade a` func¸a˜o:
f(s) :=
∫ 〈
1
s
[d2 (ϕ
∗
sα) − d2 α] , dΓ
〉
.
Com efeito, a convergeˆncia pontual e´ dada pelo Lema 3.1.6 item (1). Ale´m disso, dado
ǫ > 0, s ∈ (0, ǫ) e t ∈ R+ temos que:
G := {ω ∈ Ω : |fn(s) − f(s)| > ǫ} ⊆ {τ 6 t}.
Da´ı, segue que P(G) 6 P({τ 6 t}) −→ 0, quando n −→ ∞. E portanto segue a
convergeˆncia uniforme em probabilidade.
• Agora, mostraremos que existe lims→0 fn(s) =: f
∗
n, isto e´, existe o seguinte limite:
lim
s→0
(∫ 〈
1
s
[d2 (ϕ
∗
sα) − d2 α] , dΓ]
〉)τn
.
Note que o Lema 3.1.7 garante a existeˆncia kn ∈ N tal que Γ no intervalo estoca´stico
[τn, τn+1] ∩ {τn < τn+1} assume valores em Ukn . Como d2 e´ linear, para todo
m ∈ M , temos que 1
s
((ϕ∗s)α − α) (m) −→ LY α(m), quando s → 0 e assim segue a
convergeˆncia pontual: 1
s
(d2(ϕ
∗
s)α − d2α) (m) −→ d2LY α(m), quando s → 0. Pode-
mos sem perda de generalidade escolher os abertos limitados, e se necessa´rio for tome
um subconjunto desse aberto Ukn tal que o fecho esteja contido em Ukn . E da´ı, ter´ıamos
nesse compacto a convergeˆncia uniforme que implica em convergeˆncia uniforme nos in-
tervalos compactos em probabilidade. Como aplicac¸a˜o do Teorema 1.5.14 (versa˜o do
teorema da convergeˆncia dominada para processos), temos a seguinte convergeˆncia em
probabilidade:
lim
s→0
∫
1(τn, τn+1]
〈
1
s
(d2 (ϕ
∗
sα) − d2 (α))(Γ), dΓ
〉
=
∫
1(τn, τn+1]〈d2 (LY α)(Γ), dΓ〉.
(3.1.3)
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Note que:
lim
s→0
(∫ 〈
1
s
(d2 (ϕ
∗
sα) − d2 (α))(Γ), dΓ
〉)τn
= lim
s→0
n−1∑
k=0
{(∫ 〈
1
s
(d2(ϕ
∗
sα)− d2(α))(Γ),dΓ
〉)τk+1
−
(∫ 〈
1
s
(d2(ϕ
∗
sα)− d2(α))(Γ),dΓ
〉)τk}
= lim
s→0
n−1∑
k=0
∫
1(τk , τk+1]
〈
1
s
(d2 (ϕ
∗
sα) − d2 (α))(Γ), dΓ
〉
=
n−1∑
k=0
∫
1(τk , τk+1]〈d2 (LY α)(Γ), dΓ〉
=
(∫
〈d2 (LY α)(Γ), dΓ〉
)τn
.
Onde a segunda igualdade segue pelo Lema 3.1.5, e a penu´ltima segue da equac¸a˜o
(3.1.3).
• E agora, segue do Lema 3.1.6 item (1) que:
lim
n→∞
f ∗n =
∫
〈d2 (LY α)(Γ), dΓ〉.
Note que o lema 3.1.4 nos garante que:
lim
s→0
∫ 〈
1
s
[d2 (ϕ
∗
sα) − d2 α] , dΓ
〉
= lim
s→0
f(s) = lim
n→∞
f ∗n =
∫
〈d2 (LY α)(Γ), dΓ〉.
Portanto, basta mostrar que:
lim
s→0
f(s) =
d
d s
∣∣∣∣
s=0
∫
〈d2(ϕ
∗
sα), dΓ〉.
De fato, aplicando novamente o Teorema 1.5.14 no processo
∫ 〈
1
s
[d2 (ϕ
∗
sα) − d2 α] , dΓ
〉
,
conclu´ımos o desejado. 
Corola´rio 3.1.8. Nas mesmas condic¸o˜es da Definic¸a˜o 3.1.1. Sejam ϕs : M −→ M um fluxo
de difeomorfismos arbitra´rio, Y ∈ X(M) campo vetorial associado a ϕs, α = ω
♭(Y ) ∈
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Ω(M). Relembrando que ω♭ e´ a inversa do isomorfismo ω♯ : T ∗M −→ TM , ja´ que a 2-
forma ω e´ na˜o degenerada. Seja Γ : R+×Ω −→M um semimartingale cont´ınuo e adaptado.
Enta˜o, a ac¸a˜o estoca´stica S e´ diferencia´vel no ponto Γ na direc¸a˜o de ϕs e sua derivada
direcional e´ dada por:
d
ds
∣∣∣∣
s=0
S(ϕs(Γ)) = −
∫
〈α, δ Γ〉 −
∫
〈d h(ω♯(α))(Γ), δ Z〉 + iY θ(Γ) − iY θ(Γ0). (3.1.4)
Demonstrac¸a˜o. Note que:
d
ds
∣∣∣∣
s=0
S(ϕs(Γ)) =
d
ds
∣∣∣∣
s=0
{∫
〈θ, δ (ϕ∗s ◦ Γ)〉 −
∫
〈ϕ∗s(h(Γ)), δ Z〉
}
.
Observac¸o˜es. Relembrando alguns resultados:
1) segue da Proposic¸a˜o 3.1.3 que:
d
ds
∣∣∣∣
s=0
∫
〈ϕ∗sθ, δ Γ〉 =
∫
〈LY θ, δ Γ〉.
Ale´m disso, imitando a demonstrac¸a˜o feita na Proposic¸a˜o 3.1.3, isto e´, usando o mesmo
argumento, conseguimos mostrar que:
d
ds
∣∣∣∣
s=0
∫
〈(ϕ∗sh) (Γ), δ Z〉 = lim
s→0
∫ 〈
1
s
(ϕ∗sh − h) (Γ), δ Z
〉
=
∫
〈(LY h) (Γ), δ Z〉 =
∫
〈(d h(Y ))(Γ), δ Z〉,
onde a convergeˆncia e´ uniforme em probabilidade nos intervalos compactos.
2) fo´rmula de Cartan (1.8.6): LY θ = d iY θ + iY d θ;
3) note que pela Proposic¸a˜o 1.6.7, item (1):
∫
〈d iY θ, δ Γ〉 = iY θ(Γ) − iY θ(Γ0),
qualquer que seja Y ∈ X(M).
Finalmente, tomando α = ω♭(Y ) e usando as observac¸o˜es, temos as sequ¨encias de igualdades:
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d
ds
∣∣∣∣
s=0
S(ϕs(Γ)) =
∫
〈LY θ, δ Γ〉 −
∫
〈(d h(Y ))(Γ), δ Z〉
=
∫
〈iY d θ + d iY θ, δ Γ〉 −
∫
〈(d h(Y ))(Γ), δ Z〉
= −
∫
〈ω(Y, ·), δ Γ〉 +
∫
〈d iY θ, δ Γ〉 −
∫
〈(d h(ω♯(α)))(Γ), δ Z〉
= −
∫
〈α, δ Γ〉 −
∫
〈(d h(ω♯(α)))(Γ), δ Z〉 + iY θ(Γ) − iY θ(Γ0).
Como desejado. 
3.1.1 Teorema de Noether Estoca´stico
O corola´rio a seguir e´ uma versa˜o estoca´stica do teorema de Noether:
Corola´rio 3.1.9. Nas mesmas condic¸o˜es da Definic¸a˜o 3.1.1. Seja ϕs : M −→ M um fluxo
de difeomorfismos associado ao campo vetorial Y ∈ X(M). Se a ac¸a˜o estoca´stica e´ S-
invariante pelo fluxo de difeomorfismos ϕs, ou seja, S(ϕs(Γ)) = S(Γ), enta˜o a func¸a˜o iY θ e´
uma quantidade preservada pelo sistema estoca´stico hamiltoniano associado a h : M −→ V ∗,
isto e´, θ(Y (Γ)) e´ constante.
Demonstrac¸a˜o. Seja Γh semimartingale hamiltoniano associado a h, soluc¸a˜o da equac¸a˜o
(2.1.3), com condic¸a˜o inicial Γ0. Isso significa que:∫
〈α, δΓh〉 = −
∫
〈d(ω♯(α))(Γh), δZ〉,
qualquer que seja α ∈ Ω(M). Em particular, vale tomando α = ω♭(Y ). Ale´m disso, por
hipo´tese, temos que S(ϕs(Γ)) = S(Γ), ou seja:
d
d s
∣∣∣∣
s=0
S(ϕs(Γ)) = 0
Usando esses fatos e aplicando o Corola´rio 3.1.8, temos:
0 =
d
ds
∣∣∣∣
s=0
S(ϕs(Γ))
= −
∫
〈α, δ Γ〉 −
∫
〈d h(ω♯(α))(Γ), δ Z〉 + iY θ(Γ) − iY θ(Γ0)
= iY θ(Γ) − iY θ(Γ0),
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equivalentemente, iY θ(Γ) = iY θ(Γ0), ou seja, iY θ e´ uma quantidade conservada. 
Observac¸a˜o. Caso as hipo´teses do corola´rio sejam modificadas de tal maneira que:
d
ds
∣∣∣∣
s=0
S(ϕs(Γ
h)) = f(Γh) − f(Γ0),
onde f ∈ C∞(M) qualquer, ter´ıamos que:
iY θ(Γ
h) − iY θ(Γ0) = f(Γ
h) − f(Γ0),
que e´ equivalente a iY θ(Γ) − f(Γ)) = iY θ(Γ0) − f(Γ0), isto e´, iY θ − f e´ uma quantidade
preservada.
3.1.2 Princ´ıpio da Ac¸a˜o Cr´ıtica Estoca´stico
Definic¸a˜o 3.1.10. Sejam M uma variedade, e D ⊆ M . Dizemos que um fluxo de difeo-
morfismos ϕs : M −→ M com s ∈ (−ǫ, ǫ) e´ adaptado a D se satisfaz ϕs(x) = x, ∀x ∈ D,
∀ s ∈ (−ǫ, ǫ). Analogamente um campo vetorial Y ∈ X(M) tal que Y |D = 0 e´ dito adaptado
a D.
Teorema 3.1.11. Sejam (M, ω = − dθ) uma variedade simple´tica exata, Z : R+×Ω −→ V
um semimartingale com valores num espac¸o vetorial V tal que Z0 = 0, e h : M −→ V
∗
func¸a˜o hamiltoniana. Sejam m0 ∈ M e Γ : R+ × Ω −→ M um semimartingale cont´ınuo
definido em [0, ζΓ), onde ζΓ e´ o tempo de explosa˜o. Considere ainda que Γ0 = m0. Suponha
que exista um aberto U ⊆ M tal que m0 ∈ U e τU < ζΓ , P-quase sempre. Se Γ e´
um semimartigale soluc¸a˜o da equac¸a˜o (2.1.3) com condic¸a˜o inicial Γ0 = m0 no intervalo
[0, τU ], enta˜o para qualquer fluxo de difeomorfismos adaptado a N = {m0} ∩ ∂U tem-se:
1{τU<∞}
[
d
ds
∣∣∣∣
s=0
S(ϕs(Γ))
]
τU
= 0, P-q.s. (3.1.5)
Demonstrac¸a˜o. Por hipo´tese, Γ satisfaz δ Γ = H(Z, Γ)δ Z, onde H(v, z)(u)
=
r∑
j=1
〈ej , u〉Xhj(z). Mas isso significa que:
∫
〈α, δΓ〉 = −
∫
〈d h(ω♯(α))(Γ), δ Z〉,
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quaisquer que sejam t ∈ [0, τU ] e α ∈ Ω(M), ou seja,(∫
〈α, δΓ〉 +
∫
d h(ω♯(α))(Γ), δZ〉
)τU
= 0. (3.1.6)
Sejam ϕs : M −→ M um fluxo de difeomorfismos adaptados a N , e Y ∈ X(M) o campo
correspondente. Tomando α = ω♭(Y ), temos pelo Corola´rio 3.1.8 que:
d
d s
∣∣∣∣
s=0
(S(ϕs(Γ))) = −
∫
〈α, δ Γ〉 −
∫
〈d h(ω♯(α))(Γ), δ Z〉 + iY θ(Γ) − iY θ(Γ0)
= −
∫
〈α, δ Γ〉 −
∫
〈d h(ω♯(α))(Γ), δ Z〉 + iY θ(Γ),
poism0 ∈ N , e da´ı segue que Y (m0) = 0, consequ¨entemente iY θ(Γ0) = 0. Ale´m disso, como
Γ e´ cont´ınuo e ΓτU /∈ U , segue que ΓτU ∈ ∂U , P-quase sempre, ou seja, 1{τU <∞}ΓτU ∈ ∂U .
Portanto iY θ(ΓτU ) = 0. Como Γ satisfaz a equac¸a˜o (3.1.6) para qualquer 1-forma α, segue
o resultado. 
Observac¸a˜o. A relac¸a˜o entre o Princ´ıpio da Ac¸a˜o Cr´ıtica formulado no Teorema 3.1.11 e o do
caso determin´ıstico na˜o e´ direta, ja´ que ambos sa˜o formulados em contextos diferentes. Note
que no caso determin´ıstico temos a imposic¸a˜o da hipo´tese de diferenciabilidade a`s soluc¸o˜es do
sistema hamiltoniano, fato o qual na˜o e´ esperado no caso estoca´stico. Se considerarmos em
uma variedade simple´tica exata (M, ω = − d θ) e uma func¸a˜o hamiltoniana h ∈ C∞(M),
com componente estoca´stica Z : R+ × Ω −→ R, dada por Zt(ω) = t, sabemos que os
caminhos soluc¸a˜o Γt(ω) da equac¸a˜o estoca´stica hamiltoniana sa˜o curvas diferencia´veis, ale´m
disso,
S(Γ) =
∫
〈θ, δ Γ〉 −
∫
〈h(Γs), Zs〉
=
∫
Γt(ω)
θ −
∫
h(Γs)d s.
Assim, S(Γ)(ω) coincide com o princ´ıpio da ac¸a˜o cr´ıtica cla´ssico (conforme o Teorema 1.8.11).
Γ e´ soluc¸a˜o das equac¸o˜es de Hamilton e satisfaz o Teorema 3.1.11. Pore´m diferentemente
do caso determin´ıstico (se e somente se), existe um semimartingale que satisfaz o teorema
anterior, mas na˜o soluciona as equac¸o˜es de Hamilton. Considere o seguinte exemplo: sejam
m0, m1 ∈ M . Considere uma curva integral γ : [t0, t1] −→ M do campo hamiltoniano Xh
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para algum t0, t1 ∈ R onde γ(t0) = m0 e γ(t1) = m1 (com 0 < t0 < t1). Definimos uma
func¸a˜o σ : [0, t1] −→M dada por:
σ(t) =


m0, se t ∈ [0, t0]
γ(t), se t ∈ [t0, t1]
Seja ϕ fluxo difeomorfismo local que fixe o conjunto {m0, m1}. Note que σ e´ um semimartin-
gale, pois γ o e´, e em [0, t0], σ e´ constante. Agora, usando o Corola´rio 3.1.8, temos:
d
ds
∣∣∣∣
s=0
S(ϕs(σ)) = −
∫
〈α, δ σ〉 −
∫
〈d h(ω♯(α))(σ), δ Z〉 + iY θ(σ)(t1) − iY θ(σ)(0)
= −
∫
σ|[0, t1]
α −
∫ t1
0
α(Xh)(σ(t))d t + iY θ(σ)(t1) − iY θ(σ)(0)
= −
∫
σ|[0, t1]
α −
∫ t1
0
α(Xh)(σ(t))d t + θ(m1) · Y (m1) − θ(m0) · Y (m0).
Tomando α = ω♭(Y ), onde Y (m) =
d
ds
∣∣∣∣
s=0
ϕs(m), segue que Y (m0) = 0 = Y (m1) e
portanto θ(m1) · Y (m1) − θ(m0) · Y (m0) = 0. Ale´m disso, α(Xh)(m0) = ω(Y, Xh) =
d hm0(Y (m0)) = 0. Como no intervalo [t0, t1], σ = γ segue que:
d
d s
∣∣∣∣
s=0
S(ϕs(σ)) = 0.
Entretanto, σ na˜o e´ um semimartingale hamiltoniano, visto que e´ constante em (0, t0). Caso
fosse, ter´ıamos que σ seria constante em todo intervalo [0, t1] o que e´ um absurdo. Isto e´,
na˜o vale a rec´ıproca do princ´ıpio da ac¸a˜o cr´ıtica no caso estoca´stico, fato que ocorre no caso
determin´ıstico.
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