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FUNCTIONAL ANOVA MODELS WITH DERIVATIVES
By Xiaowu Dai∗,† and Peter Chien†
University of Wisconsin-Madison
We establish minimax optimal rates of convergence for nonpara-
metric estimation in functional ANOVA models when data from first-
order partial derivatives are available. Our results reveal that par-
tial derivatives can improve convergence rates for function estima-
tion with deterministic or random designs. In particular, for full d-
interaction models, the optimal rates with first-order partial deriva-
tives on p covariates are identical to those for (d − p)-interaction
models without partial derivatives. For additive models, the rates
by using all first-order partial derivatives are root-n to achieve the
“parametric rate”. We also investigate the minimax optimal rates
for first-order partial derivative estimations when derivative data are
available. Those rates coincide with the optimal rate for estimating
the first-order derivative of a univariate function.
1. Introduction. Derivative observations for complex systems are avail-
able in many applications. In dynamic systems and traffic engineerings, real-
time motion sensors can record velocity, acceleration in addition to positions
[23, 27, 32]. In economics, it has a long tradition to study costs and demands
where the factor demand function is the partial derivative of the cost func-
tion by the Shephard’s Lemma [31, 18, 14, 15]. In actuarial science, mortality
force data can be obtained from demography, which together with samples
for the survival distribution can yield derivatives for the survival distribu-
tion function [10]. In computer experiments, partial derivatives are available
by using differentiation mechanisms at little additional cost [16, 12, 11].
Derivative data are commonly collected in geodetics engineering [30, 25].
In meteorology, the wind speed and direction as functions of the gradient
of barometric pressure are measured over broad geographic regions while
the pressure will also be recorded [3]. Moreover, an evolving system is often
modeled as a constrained optimization problem or a set of partial differential
equations, which give data on the first order condition or partial derivatives
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as well as the objective function itself [9, 26].
Let ∂f(t)/∂tj denote the jth first-order partial derivative of a scalar func-
tion f(t) of d variables t = (t1, . . . , td). Consider the following multivariate
regression model
(1.1)
{
Y e0 = f0(t
e0) + ǫe0 ,
Y ej = ∂f0/∂tj(t
ej ) + ǫej , 1 ≤ j ≤ p.
Here, ej is a d-dimensional vector with jth entry one and others zero and
e0 is a zero vector. The response Y
e0 is the function observation and Y ej
is the observation of the first-order partial derivative on the jth covariate.
Assume that the design points te0 and tejs are in a compact product space
X d1 , where X1 = [0, 1]. The random errors ǫe0 and ǫej s are assumed to be
independent centered noises with variances σ20 and σ
2
j s, respectively. Let
p ∈ {1, . . . , d} denote the number of the different types of first-order partial
derivatives being observed. Without loss of generality, we focus on the first p
components for notational convenience. Let {(teji , y
ej
i ) : i = 1, . . . , n} be in-
dependent copies of (tej , Y ej) for j = 1, . . . , p, and {(te0i , ye0i ) : i = 1, . . . , n}
be independent copies of (te0 , Y e0).
We now discuss two popular approaches for modeling the d-dimensional
nonparametric unknown function f0(·). The first uses a multivariate function
with smoothness assumption on all d dimensions. The second uses a function
with tensor product structure and smoothness properties on lower dimen-
sions. The latter approach is represented by the smoothing spline analysis
of variance (SS-ANOVA). See, for example, [45, 38, 20, 13] and references
therein. As a general framework for nonparametric multivariate estimation,
SS-ANOVA can adaptively control the complexity of the model with inter-
pretable estimates. The SS-ANOVA model for a function f(t) is
(1.2) f(t) = constant +
d∑
k=1
fk(tk) +
∑
k<j
fkj(tk, tj) + · · · ,
where the fks are the main effects, the fkjs are the two-way interactions,
and so on. Components on the right hand side satisfy side conditions to
assure identifiability. The series is truncated to some order r of interactions
to enhance interpretability, where 1 ≤ r ≤ d. This model generalizes the
popular additive model where r = 1 and fitted with smoothing splines (see,
e.g., [4, 17]).
We assume that the true function f0(·) is a SS-ANOVA model and reside
in a certain reproducing kernel Hilbert space (RKHS) H on X d1 . Let H(k)
be an RKHS of functions of tk on X1 with
∫
X1 fk(tk)dtk = 0 for fk(tk) ∈
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H(k) and [1(k)] be the one-dimensional space of constant functions on R1.
Construct H as
(1.3)
H =
d∏
k=1
({
[1(k)]
}
⊕
{
H(k)
})
= [1]⊕
d∑
k=1
H(k) ⊕
∑
k<j
[H(k) ⊗H(j)]⊕ · · · ,
where [1] denotes the constant functions on X d1 . The components of the
SS-ANOVA decomposition (1.2) are now in mutually orthogonal subspaces
of H in (1.3). We further assume that all component functions come from
a common RKHS (H1, ‖ · ‖H1), that is H(k) ≡ H1 for k = 1, . . . , d. Let
K : X1 × X1 7→ R be a Mercer kernel generating the RKHS H1 and write
Kd
(
(t1, . . . , td)
⊤, (t′1, . . . , t
′
d)
⊤) = K(t1, t′1) · · ·K(td, t′d). Then Kd is the re-
producing kernel of RKHS (H, ‖ · ‖H) (see, e.g., [1]).
1.1. Deterministic designs. We are interested in the minimax optimal
convergence rates for estimating f0(·) and its partial derivatives ∂f0/∂tj(·).
We begin by considering regular lattices, also known as tensor product de-
signs [2, 28]. Suppose that the eigenvalues of the K decay polynomially with
the νth largest eigenvalue of the order ν−2m. We show that the minimax
rate for estimating f0 ∈ H for full d-interaction SS-ANOVA model is
(1.4)
inf
f˜
sup
f0∈H
E
∫
X d1
[
f˜(t)− f0(t)
]2
dt
=
{[
n(log n)1+p−d
]−2m/(2m+1)
if 0 ≤ p < d,
n−1(log n)d−1 + n−2md/[(2m+1)d−2] if p = d,
up to a constant scaling factor. If 0 ≤ p < d, the above rate is the minimax
optimal rate for estimating a (d−p) dimensional full interaction SS-ANOVA
model with only function observations; see, for example, [13, 20]. If p = d
and d ≥ 3, the minimax optimal rate in (1.4) becomes
(1.5) inf
f˜
sup
f0∈H
E
∫
X d1
[
f˜(t)− f0(t)
]2
dt ≍ n−2md/[(2m+1)d−2].
For two positive sequences an and bn, we write an ≍ bn if an/bn is bounded
away from zero and infinity. The rate given by (1.5) converges faster than the
well known optimal rate n−2m/(2m+1) for additive models given in [17, 35].
If p = d and d = 2, the minimax optimal rate in (1.4) is n−1 log n. If p = d
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and d = 1, the root-n consistency is achieved in (1.4) and this specific
phenomenon has been observed earlier (see, e.g., [42, 14]).
We are the first to systematically investigate the estimation of general
d-dimensional SS-ANOVA models with derivatives. Other convergence rate
results for truncated SS-ANOVA models (r < d) will be given in Section 2.
In particular, for the additive model r = 1 and p = d, the minimax optimal
rate is n−1, which coincides with the parametric convergence rate.
1.2. Random designs. We are interested in obtaining sharp results for
random designs. Suppose that design points te0 and tej are independently
drawn from distributions Πe0 and Πejs, where they are supported on X d1 .
We show that the minimax optimal rate for estimating the full d-interaction
SS-ANOVA model is
(1.6)
inf
f˜
sup
f0∈H
P
{∫
X d1
[
f˜(t)− f0(t)
]2
dt ≥ C1
([
n(log n)1+p−d
]−2m/(2m+1)
10≤p<d
+
[
n−1(log n)d−1 + n−2md/[(2m+1)d−2]
]
1p=d
)}
= 0,
where C1 is a constant scalar not depending on n. The minimax optimal
rates are also obtained for estimating ∂f0/∂tj(·) for any j ∈ {1, . . . , p} and
both full and truncated SS-ANOVA models with r ≤ d, which are
(1.7) inf
f˜
sup
f0∈H
P
{∫
X d1
[
f˜(t)− ∂f0/∂tj(t)
]2
dt ≥ C2n−2(m−1)/(2m−1)
}
> 0,
where C2 does not depend on n. This result holds regardless of the value
of d, r and p. In particular, the rate is the same as the optimal rate for
estimating ∂f0/∂tj(·) if f0 actually comes from a univariate function space
H1 instead of the d-variate function space H. See, for example, [33, 34].
We achieve the minimax rates under deterministic designs (1.4) and ran-
dom designs (1.6) by using the method of regularization in the framework of
RKHS. Unlike the regularization method, alternative methods for modeling
derivative data typically assume that data have no random noises. See, for
example, [5, 21, 22, 32] among others. Despite these existing works, theo-
retical understandings of observed first-order partial derivatives is limited.
Our work fills some gap in this direction. It is worth pointing out the differ-
ences between this work and [14]. The estimator provided in [14] relies on
observing the complete set of 2s types of mixed derivatives on s variables of
a d-dimensional function with s ≤ d. Their requirement could be infeasible
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for some problems in practice while our setting fits for any observed first-
order partial derivatives. Moreover, [14] does not provide the minimax risk
analysis and considers the estimation of d-dimensional functions without the
tensor product structure. Thus, [14] concludes that adding more than one
type first-order partial derivative data does not further improve the conver-
gence rate of their estimator. These results are different from our work in,
for exmaple, (1.4), (1.6) and (1.7) for functional ANOVA models.
The rest of the article is organized as follows. We give the main results
on estimating functions with deterministic designs in Section 2, where (1.4)
and (1.5) are included. We present the main results with random designs
in Section 3 including (1.6). We consider the optimal rates of estimating
first-order partial derivatives in Section 4, where (1.7) is elaborated. Proofs
of the results with random designs are given in Section 5. Proofs of other
results and auxiliary technical lemmas are relegated to the supplementary
material.
2. Minimax risks with regular lattices. This section provides the
minimax optimal rates of estimating f0(·) with model (1.1) and regular
lattices. A regular lattice of size n = l1 × · · · × ld on X d1 is a collection of
design points
(2.1) {t1, . . . , tn} = {(ti1,1, ti2,2, . . . , tid,d)|ik = 1, . . . , lk, k = 1, . . . , d},
where tj,k = j/lk, j = 1, . . . , lk, k = 1, . . . , d. This design is often used in
the statistical literature when the true function f0 is a functional ANOVA
model. This design is D−optimal in the sense of Kiefer and Wolfowitz [19].
Readers are referred to [2, 28] for further details. Under the regular lattice
design, it is reasonable to assume f0 : X d1 7→ R to have a periodic boundary
condition. This is because any finite-length sequence {f(t1), . . . , f(tn)} can
be associated with a periodic sequence
fper
(
i1
l1
, · · · , id
ld
)
=
∞∑
q1=−∞
· · ·
∞∑
qd=−∞
f
(
i1
l1
− q1, · · · , id
ld
− qd
)
, ∀(i1, . . . , id) ∈ Zd
by letting f(·) ≡ 0 outside X d1 and at the unobserved boundaries of X d1 .
On the other hand, any finite-length sequence {f(t1), . . . , f(tn)} can be
recovered from the periodic sequence fper(·).
Recall that K is the reproducing kernel for component RKHS H1, which
is a symmetric positive semi-definite, square integrable function on X1×X1.
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In our setting, we require an additional differentiability condition on kernel
K, which is given by
(2.2)
∂2
∂t∂t′
K(t, t′) ∈ C(X1 × X1).
An straightforward explanation on this condition is as follows. Denote by
〈·, ·〉H the inner product of RKHS H in (1.3). Then, for any g ∈ H, we have
(2.3)
∂g(t)
∂tj
=
∂〈g,Kd(t, ·)〉H
∂tj
=
〈
g,
∂Kd(t, ·)
∂tj
〉
H
,
where the last step is by the continuity of 〈·, ·〉H. This implies that the
composite functional of evaluation and partial differentiation, ∂g/∂tj(t), is
a bounded linear functional in H and has a representer ∂Kd(t, ·)/∂tj in H.
From Mercer’s theorem [29], K admits a spectral decomposition
(2.4) K(t, t′) =
∞∑
ν=1
λνψν(t)ψν(t
′),
where λ1 ≥ λ2 ≥ · · · ≥ 0 are its eigenvalues and {ψν : ν ≥ 1} are the
corresponding eigenfunctions. A canonical example of H1 is the mth order
Sobolev space Wm2 (X1) whose eigenvalues satisfy λν ≍ ν−2m. See, for exam-
ple, Wahba [45] for further examples. Here, (2.3) implies that ∂g/∂tj(t) is
a continuous function. Thus, if H1 =Wm2 (X1), we shall require m > 3/2 by
Sobolev embedding theorem.
We are now in the position to present our main results. We first state a
minimax lower bound under regular lattices.
Theorem 2.1. Assume that λν ≍ ν−2m for some m > 3/2, and design
points te0 and tej , j = 1, . . . , d, are from the regular lattice (2.1). Suppose
that f0 ∈ H has periodic boundaries on X d1 and is truncated up to r inter-
actions in (1.2). Then, as n→∞,
inf
f˜
sup
f0∈H
E
∫
X d1
[
f˜(t)− f0(t)
]2
dt
=
{[
n(log n)1−(d−p)∧r
]−2m/(2m+1)
, if 0 ≤ p < d
n−1(log n)r−1 + n−2mr/[(2m+1)r−2], if p = d
up to a constant factor which only depends on bounded values σ20, σ
2
j s, m,
r, p, and d.
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We relegate the proof to Section A.2.1 in the supplementary material.
Next, we show the lower bounds of convergence rates in Theorem 2.1 are
obtainable. In particular, we consider the method of regularization by simul-
taneously minimize the empirical losses of function observations and partial
derivative observations with a single penalty:
(2.5)
f̂nλ = argmin
f∈H
{
1
n(p+ 1)
[
1
σ20
n∑
i=1
{ye0i − f(te0i )}2
+
p∑
j=1
1
σ2j
n∑
i=1
{
y
ej
i − ∂f/∂tj(t
ej
i )
}2+ λJ(f)
 ,
where the weighted squared error loss may be replaced by other convex
losses, and J(·) is a quadratic penalty associated with RKHS H, and λ ≥ 0
is a tuning parameter. The following theorem shows f̂nλ in (2.5) is indeed
minimax rate optimal.
Theorem 2.2. Under the conditions of Theorem 2.1, f̂nλ given by (2.5)
satisfies
E
∫
X d1
[
f̂nλ(t)− f0(t)
]2
dt
=
{[
n(log n)1−(d−p)∧r
]−2m/(2m+1)
if 0 ≤ p < d,
n−1(log n)r−1 + n−2mr/[(2m+1)r−2] if p = d,
up to a constant factor which only depends on bounded values σ20, σ
2
j s, m, r,
p, and d, if tuning parameter λ is chosen by λ ≍ [n(log n)1−(d−p)∧r]−2m/(2m+1)
when 0 ≤ p < d, and λ ≍ n−(2mr−2)/[(2m+1)r−2] when p = d, r ≥ 3, and
λ ≍ (n log n)−(2m−1)/2m when p = d, r = 2, and λ . n−(m−1)/m when p = d,
r = 1.
The proof of this theorem is presented in Section A.2.2 in the supplemen-
tary material. Theorems 2.1 and 2.2 together immediately imply that with
model (1.1) and regular lattices, the minimax optimal rate for estimating
f0 ∈ H is
(2.6)
E
∫
X d1
[
f̂(t)− f0(t)
]2
dt
=
{[
n(log n)1−(d−p)∧r
]−2m/(2m+1)
, if 0 ≤ p < d,
n−1(log n)r−1 + n−2mr/[(2m+1)r−2], if p = d,
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and the method of regularization achieves (2.6). We make several remarks on
this result. First, suppose there is no derivative data, for example, p = 0 and
r = d. Then, (2.6) recovers [n(log n)1−d]−2m/(2m+1) and this rate is known
in literature (see, e.g., [13]). For a large n, the exponential term (log n)d−1
makes the full d-interaction SS-ANOVA model impractical for large d. On
the contrary, suppose partial derivatives data are available, for example,
p = d − 1 and r = d. Then, (2.6) gives n−2m/(2m+1) for any d ≥ 1, which
coincides with the classical optimal rate for additive models [17, 35] and is
not affected by the dimension d.
Second, if partial derivative observations are available on all covariates
with p = d, then the optimal rate can be much improved. Besides (1.5) for
r = d and d ≥ 3, we point out some other interesting cases. For the additive
model with r = 1 and d ≥ 1, (2.6) provides the minimax rate n−1. For the
pairwise interaction model with r = 2 and d ≥ 1, (2.6) provides the minimax
rate n−1 log n, which is different from n−1 only by a log n multiplier.
Third, we remark on an “interaction reduction” phenomenon. That is
to say, the optimal rate for estimating an unknown SS-ANOVA model by
incorporating partial derivative data is the same as the optimal rate for
estimating a reduced interaction SS-ANOVA without derivative data. For
example, with r = d and p = 1, (2.6) gives [n(log n)1−(d−1)]−2m/(2m+1),
which is the same rate as r = d − 1 and p = 0 involving no derivative
observations but a lower degree of interactions. And, with r = d and p = 2,
(2.6) gives [n(log n)1−(d−2)]−2m/(2m+1), which is the same rate as r = d− 2
and p = 0 involving no derivative observations but two lower degrees of
interactions. Similarly, we can extend the same discussion to p = 3, . . . , d−1.
Fourth, by reviewing the proof for Theorem 2.1 and 2.2, we find that when
p = d, both the squared bias and variance are smaller in magnitude than
p < d, and when d − r < p < d, only the variance is smaller in magnitude
than 0 ≤ p ≤ d− r.
Finally, let n0 denote the sample size on (t
e0 , Y e0) and nj denote the
sample sizes on (tej , Y ej), where 1 ≤ j ≤ p. If n0 and njs are not all
identical to n, we can show that n in (2.6) can be replaced by min1≤j≤p nj.
3. Minimax risks with random designs. We now turn to random
designs for the minimax optimal rates of estimating f0(·) with the regression
model (1.1). Parallel to Theorem 2.1, we have the following minimax lower
bound of estimation under random designs.
Theorem 3.1. Assume that λν ≍ ν−2m for some m > 3/2, and design
points te0 and tej , j = 1, . . . , d, are independently drawn from Πe0 and Πej s,
respectively. Suppose that Πe0 and Πej s have densities bounded away from
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zero and infinity, and f0 ∈ H is truncated up to r interactions in (1.2).
Then, as n→∞,
inf
f˜
sup
f0∈H
P
{∫
X d1
[
f˜(t)− f0(t)
]2
dt ≥ C1
([
n(log n)1−(d−p)∧r
]−2m/(2m+1)
10≤p<d
+
[
n−1(log n)r−1 + n−2mr/[(2m+1)r−2]
]
1p=d
)}
> 0
where the constant C1 only depends on bounded values σ
2
0, σ
2
j s, m, r, p, and
d.
The lower bound is established via Fano’s lemma; see, for example, [36, 6].
The proof is deferred to Section 5.1. Next, we show the lower bounds of
convergence rates in Theorem 3.1 can be achieved by using the regularized
estimator in (2.5).
Theorem 3.2. Under the conditions of Theorem 3.1, we assume that
Πe0 and Πej s are known, and m > 2. Then, f̂nλ in (2.5) satisfies
lim
D1→∞
lim sup
n→∞
sup
f0∈H
P
{∫
X d1
[
f̂nλ(t)− f0(t)
]2
dt > D1
([
n(log n)1−(d−p)∧r
]−2m/(2m+1)
·10≤p<d +
[
n−1(log n)r−1 + n−2mr/[(2m+1)r−2]
]
1p=d
)}
= 0
if the tuning parameter λ is chosen by λ ≍ [n(log n)1−(d−p)∧r]−2m/(2m+1)
when 0 ≤ p < d, and λ ≍ n−(2mr−2)/[(2m+1)r−2] when p = d, r ≥ 3, and
λ ≍ (n log n)−(2m−1)/2m when p = d, r = 2, and λ . n−(m−1)/m when p = d,
r = 1. In other words, f̂nλ is rate optimal.
We use the linearization method in [8] to prove Theorem 3.2. The key
ingredient of this method is to chose a suitable basis such that the expected
loss of the regularization and the quadratic penalty J(·) can be simultane-
ously diagonalized. For applications where these two functionals are positive
semi-definite, the existence of such a basis is guaranteed by the classical op-
erator theory (see, e.g., [46]). These are done in [20, 40, 13]. Our situation
is different in the sense that the loss function in (2.5) is the sum of squared
error losses for both the function and partial derivatives but we are only in-
terested in estimating the function itself in Theorem 3.2. This induces a third
positive semi-definite functional, which is the squared error loss of function
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estimation. But three functionals are not guaranteed to be simultaneously
diagonized, making the direct application of the linearization method infea-
sible. We present a detailed proof in Section 5.1.
Theorems 3.1 and 3.2 together demonstrate the fundamental limit rate of
the squared error loss for estimating f0 ∈ H with model (1.1) and random
designs is
(3.1)
[
n(log n)1−(d−p)∧r
]−2m/(2m+1)
10≤p<d
+
[
n−1(log n)r−1 + n−2mr/[(2m+1)r−2]
]
1p=d
in a probabilistic sense, and the regularized estimator achieves (3.1). The
minimax rate is the same as that with the regular lattice. We make several
remarks on (3.1). First, all five remarks following (2.6) for the mean squared
situation hold for (3.1) in a probabilistic sense.
Second, for the special case when p = 0, (3.1) recovers the minimax
optimal rate of convergence OP
{
[n(log n)1−r]−2m/(2m+1)
}
for SS-ANOVA
models, which is known in [20].
Third, the squared error loss in Theorems 3.1 and 3.2 can be replaced by
squared prediction error
∫ {f̂nλ(t)− f0(t)}2dΠe0(t) and it achieves the same
minimax optimal rate as (3.1).
Fourth, although (3.1) is established by assuming design points are drawn
independently, it also holds for designs of function and derivatives can be
grouped to some sets, where within the sets the design points are drawn
identically and across the sets the design points are drawn independently.
For example, when p = 2, (3.1) still holds if the designs can be grouped
to {te0 are drawn from Πe0} and {te1 ≡ te2 are drawn from Πe1} and these
two sets are drawn independently.
As a byproduct of Theorem 3.2, we show the following result of estimating
the mixed partial derivatives ∂
df0
∂t1···∂td (t) by its natural estimator
∂df̂nλ
∂t1···∂td (t).
Corollary 3.3. Under the conditions of Theorem 3.2 and m > 3, we
have
lim
D′1→∞
lim sup
n→∞
sup
f0∈H
P

∫
X d1
[
∂df̂nλ(t)
∂t1 · · · ∂td −
∂df0(t)
∂t1 · · · ∂td
]2
dt
> D′1
([
n(log n)1−(d−p)∧r
]−2(m−1)/(2m+1)
10≤p<d
+
[
n−2(m−1)r/[(2m+1)r−2]
]
1p=d
)}
= 0,
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if the tuning parameter λ is chosen by λ ≍ [n(log n)1−(d−p)∧r]−2m/(2m+1)
when 0 ≤ p < d, and λ ≍ n−(2mr−2)/[(2m+1)r−2] when p = d.
4. Minimax risk for estimating partial derivatives. If one ob-
serves noisy data on the function and some partial derivatives in (1.1), it
is natural to ask what is the optimal rate for estimating first-order partial
derivatives by using all observed data. For brevity, we only consider random
designs although similar results can be derived for regular lattices by us-
ing techniques in Section 2. The following theorem gives the minimax lower
bound for estimating ∂f0/∂tj , 1 ≤ j ≤ p.
Theorem 4.1. Assume that λν ≍ ν−2m for some m > 2 and design
points te0 and tej , j = 1, . . . , d, are independently drawn from Πe0 and Πej s,
respectively. Suppose that Πe0 and Πej s have densities bounded away from
zero and infinity, and f0 ∈ H is truncated up to r interactions in (1.2).
Then, for any j ∈ {1, . . . , p} and 1 ≤ r ≤ d, as n→∞,
inf
f˜
sup
f0∈H
P
{∫
X d1
[
f˜(t)− ∂f0(t)
∂tj
]2
dt ≥ C2n−2(m−1)/(2m−1)
}
> 0,
where C2 only depends on bounded values σ
2
0, σ
2
j s, m, r, p, and d.
We will prove this theorem in Section A.3.1 in the supplementary material.
As a natural estimator for ∂f0/∂tj , ∂f̂nλ/∂tj achieves the lower bound of
convergence rates in Theorem 4.1.
Theorem 4.2. Under the conditions of Theorem 4.1, f̂nλ given by (2.5)
satisfies that for any j ∈ {1, . . . , p} and 1 ≤ r ≤ d,
lim
D2→∞
lim sup
n→∞
sup
f0∈H
P

∫
X d1
[
∂f̂nλ(t)
∂tj
− ∂f0(t)
∂tj
]2
dt > D2n
−2(m−1)/(2m−1)
 = 0,
if the tuning parameter λ is chosen by λ ≍ n−2(m−1)/(2m−1).
The proof of this theorem is given in Section A.3.2 in the supplementary
material. When r = 1, this result coincides with Corollary 3.3. Different
from Theorem 3.2 and Corollary 3.3, the distributions Πe0 and Πej s are not
assumed to be known.
Theorems 4.1 and 4.2 together give the minimax optimal rate for estimat-
ing ∂f0/∂tj , which is given in (1.7). To the best of our knowledge, there are
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few existing results in literature about estimating first-order partial deriva-
tives. Since the optimal rate in (1.7) holds regardless of the value of p ≥ 1,
first-order partial derivative data on different covariates do not improve the
optimal rates for estimating each other. For example, given noisy data on
f0(·) and ∂f0/∂tj(·), the data on ∂f0/∂tk(·) does not improve the minimax
optimal rate for estimating ∂f0/∂tj(·) if 1 ≤ k 6= j ≤ p.
5. Proofs for Section 3: random designs. Before proving the main
results, we give some preliminary background on the RKHS H. Since the
SS-ANOVA model (1.2) truncates a sequence up to r interactions, without
loss of generality, we still denote the corresponding function space in (1.3)
by H, which is the direct sum of some set of the orthogonal subspaces in the
decomposition ⊗dj=1H1. Define ‖ · ‖⊗dj=1H1 as the norm on ⊗
d
j=1H1 induced
by component norms ‖·‖H1 , and define ‖·‖H as the norm on H by restricting
‖ · ‖⊗dj=1H1 to H. Then H is a RKHS equipped with ‖ · ‖H. The quadratic
penalty J(·) in (2.5) is defined as a squared semi-norm on H induced by
a univariate penalty in H1. For example, H1 = Wm2 (X1), it is common to
chose J(·) for penalizing only the smooth components of a function and an
explicit form is given in Wahba [45].
Now we introduce some notations used in the proof. We define a family
of the multi-index ~ν by
(5.1)
V = {~ν = (ν1, . . . , νd)⊤ ∈ Nd,
where at most r ≥ 1 of νks are not equal to 1}.
which will be referred later since f0 in the model (1.2) is truncated up to
r interactions. We write for two nonnegative sequences {an} and {bn} as
an . bn (or an & bn) if there exists constant c > 0 (or c
′ > 0) which are
independent of the problem parameters, such that an ≤ cbn (or an ≥ c′bn)
for all n. Let the maximizer of two scalars {a, b} is denoted by a ∨ b and
their the minimizer is denoted by a ∧ b.
5.1. Proof of the minimax lower bound: Theorem 3.1. We establish the
lower bound for the random design via Fano’s lemma. It suffices to consider
a special case where noises ǫe0 and ǫejs are Gaussian with σ0 = 1 and σj = 1,
and Πe0 and Πejs are uniform, and H1 is generated by periodic kernels.
Let N be a natural number whose value will be clear later. We first derive
the eigenvalue decay rate for kernel Kd which generates the RKHS H. For
a given τ > 0, the number of multi-indices ~ν = (ν1, . . . , νr) ∈ Nr satisfying
ν−2m1 · · · ν−2mr ≥ τ is the same as the number of multi-indices such that
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ν1 · · · νr ≤ τ−1/(2m), which amounts to
(5.2)
∑
ν2···νr≤τ−1/(2m)
τ−1/(2m)/(ν2 · · · νr) = τ−1/(2m)
 ∑
ν≤τ−1/(2m)
1/ν
r−1
≍ τ−1/(2m)(log 1/τ)r−1.
Denote by λN (Kd) the Nth eigenvalues of Kd. By inverting (5.2), we obtain
λN (Kd) ≍
[
N(logN)1−r
]−2m
.
Hence, the multi-indices ~ν = (ν1, . . . , νr) ∈ Nr satisfying ν1 · · · νr ≤ N
correspond to the first
c0N(logN)
r−1
eigenvalues of Kd for some constant c0. Let b = {b~ν : ν1 · · · νr ≤ N} ∈
{0, 1}c0N(logN)r−1 be a length-{c0N(logN)r−1} binary sequence, and {λ˜~ν :
ν1 · · · νr ≤ N} be the first c0N(logN)r−1 eigenvalues of Kd. Denote by
{λ˜~ν+c0N(logN)r−1 : ν1 · · · νr ≤ N} the {c0N(logN)r−1+1}th, {c0N(logN)r−1+
2}th,. . . , {2c0N(logN)r−1}th eigenvalues of Kd.
For brevity, we only prove for the case p = d and r ≥ 3 while the other
cases p = d, r ≤ 2 and 0 ≤ p < d follow similar arguments. We deal with
the differences among these cases for deterministic designs in Section A.2.1
of the supplementary material. Write
fb(t1, . . . , tr) = N
−1/2+1/r ∑
ν1···νr≤N
b~ν
(
1 + ν21 + · · · + ν2r
)−1/2
× λ˜1/2~ν+c0N(logN)r−1ψ~ν+c0N(logN)r−1(t1, . . . , tr),
where ψ~ν+c0N(logN)r−1(t1, . . . , tr) are the corresponding eigenfunctions of
λ˜~ν+c0N(logN)r−1 of Kd. Note that
‖fb‖2H = N−1+2/r
∑
ν1···νr≤N
b2~ν(1 + ν
2
1 + · · ·+ ν2r )−1
≤ N−1+2/r
∑
ν1···νr≤N
(1 + ν21 + · · ·+ ν2r )−1 ≍ 1,
where the last step by Lemma A.14 in the supplementary material, and this
implies fb(·) ∈ H.
By the Varshamov-Gilbert bound (see, e.g., [36]), there exists a collection
of binary sequences {b(1), . . . , b(M)} ⊂ {0, 1}c0N(logN)r−1 such that M ≥
2c0N(logN)
r−1/8 and
H(b(l), b(q)) ≥ c0N(logN)r−1/8, ∀1 ≤ l < q ≤M,
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whereH(·, ·) is the Hamming distance. Then, for b(l), b(q) ∈ {0, 1}c0N(logN)r−1 ,
we have
‖fb(l) − fb(q)‖2L2
≥ N−1+2/r(2N)−2m
∑
ν1···νr≤N
(1 + ν21 + · · ·+ ν2r )−1
[
b
(l)
~ν − b
(q)
~ν
]2
≥ N−1+2/r(2N)−2m
∑
c17N/8≤ν1···νr≤N
(1 + ν21 + · · ·+ ν2r )−1
= c2N
−2m
for some constants c1 and c2, where the last step is by Lemma A.14 in the
supplementary material.
On the other hand, for any b(l) ∈ {b(1), . . . , b(M)} and by Lemma A.14,
‖fb(l)‖2L2 +
p∑
j=1
‖∂fb(l)/∂tj‖2L2
≤ N−1+2/r
∑
ν1···νr≤N
ν−2m1 · · · ν−2mr
[
b
(l)
~ν
]2
≤ N−1+2/r
∑
ν1···νr≤N
ν−2m1 · · · ν−2mr
= c3N
−2m+2/r(logN)r−1
for some constant c3.
A standard argument gives that the lower bound can be reduced to the
error probability in a multi-way hypothesis test [36]. Specifically, let Θ be a
random variable uniformly distributed on {1, . . . ,M}. Note that
(5.3)
inf
f˜
sup
f0∈H
P
{
‖f˜ − f0‖2L2 ≥
1
4
min
b(l) 6=b(q)
‖fb(l) − fb(q)‖2L2
}
≥ inf
Θ̂
P{Θ̂ 6= Θ},
where the infimum on RHS is taken over all decision rules that are measur-
able functions of the data. By Fano’s lemma,
P
{
Θ̂ 6= Θ|te01 , . . . , te0n ; . . . ; tep1 , . . . , tepn
}
≥ 1− 1
logM
×
[
1
t
e0
1 ,...,t
e0
n ;...;t
ep
1 ,...,t
ep
n
(ye01 , . . . , y
e0
n , . . . , y
ep
1 , . . . , y
ep
n ; Θ) + log 2
]
,
(5.4)
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where 1
t
e0
1 ,...,t
e0
n ;...;t
ep
1 ,...,t
ep
n
(ye01 , . . . , y
e0
n , . . . , y
ep
1 , . . . , y
ep
n ) is the mutual infor-
mation between Θ and {ye01 , . . . , ye0n , . . . , yep1 , . . . , yepn } with the design points
{te01 , . . . , te0n ; . . . ; tep1 , . . . , tepn } being fixed. We can derive that
(5.5)
E
t
e0
1 ,...,t
e0
n ;...;t
ep
1 ,...,t
ep
n
·
[
1
t
e0
1 ,...,t
e0
n ;...;t
ep
1 ,...,t
ep
n
(
ye01 , . . . , y
e0
n , . . . , y
ep
1 , . . . , y
ep
n ; Θ
)]
≤
(
M
2
)−1 ∑
b(l) 6=b(q)
E
t
e0
1 ,...,t
e0
n ;...;t
ep
1 ,...,t
ep
n
K
(
Pf
b(l)
|Pf
b(q)
)
≤ n(p+ 1)
2
(
M
2
)−1 ∑
b(l) 6=b(q)
E
t
e0
1 ,...,t
e0
n ;...;t
ep
1 ,...,t
ep
n
‖fb(l) − fb(q)‖2∗n,
where K(·|·) is the Kullback-Leibler distance, Pf is conditional distribution
of ye0i and y
ej
i s given {te01 , . . . , te0n ; . . . ; tep1 , . . . , tepn }, and the norm ‖ · ‖∗ is
defined as
‖f‖2∗n =
1
n(p+ 1)
n∑
i=1
[f(te0i )]2 +
p∑
j=1
[∂f(t
ej
i )/∂tj ]
2
 , ∀f : X r1 7→ R.
Thus,
(5.6)
E
t
e0
1 ,...,t
e0
n ;...;t
ep
1 ,...,t
ep
n
·
[
1
t
e0
1 ,...,t
e0
n ;...;t
ep
1 ,...,t
ep
n
(ye01 , . . . , y
e0
n , . . . , y
ep
1 , . . . , y
ep
n ; Θ)
]
≤ n(p+ 1)
2
(
M
2
)−1 ∑
b(l) 6=b(q)
 ‖fb(l) − fb(q)‖2L2
+
p∑
j=1
‖∂fb(l)/∂tj − ∂fb(q)/∂tj‖2L2

≤ n(p+ 1)
2
max
b(l) 6=b(q)
 ‖fb(l) − fb(q)‖2L2
+
p∑
j=1
‖∂fb(l)/∂tj − ∂fb(q)/∂tj‖2L2

≤ 2n(p+ 1) max
b(l)∈{b(1),...,b(M)}
‖fb(l)‖2L2 +
p∑
j=1
‖∂fb(l)/∂tj‖2L2

≤ 2c3n(p+ 1)N−2m+2/r(logN)r−1.
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Now, (5.4) yields
inf
f˜
sup
f0∈H
P
{
‖f˜ − f0‖2L2 ≥
1
4
c2N
−2m
}
≥ inf
Θ̂
P{Θ̂ 6= Θ}
≥ 1− 1
logM
[
E1
t
e0
1 ,...,t
e0
n ;...;t
ep
1 ,...,t
ep
n
(ye01 , . . . , y
e0
n , . . . , y
ep
1 , . . . , y
ep
n ; Θ) + log 2
]
≥ 1− 2c3n(p+ 1)N
−2m+2/r(logN)r−1 + log 2
c0(log 2)N(logN)r−1/8
.
Taking N = c4n
r/(2mr+r−2) with an appropriate choice of c4, we have
lim sup
n→∞
inf
f˜
sup
f0∈H
P
{
‖f˜ − f0‖2L2 ≥ C1n−2mr/(2mr+r−2)
}
> 0,
where C1 only depends on σ
2
0 , σ
2
j s, m, r, p, and d. This completes the proof.
5.2. Proof of the minimax upper bound: Theorem 3.2.
Preliminaries for the proof. Denote by πej the density of the dis-
tribution Πej , which by assumption is bounded away from 0 and infinity,
j = 0, 1, . . . , p. First we introduce a norm on H for any f ∈ H,
(5.7)
‖f‖2R =
1
p+ 1
[
1
σ20
∫
f2(t)πe0(t)
+
p∑
j=1
1
σ2j
∫ {
∂f(t)
∂tj
}2
πej(t)
 + J(f).
Note that ‖ · ‖R is a norm since it is a quadratic form and is equal to zero if
and only if f = 0. Let 〈·, ·〉R be the inner product associated with ‖·‖R. The
following lemma shows that ‖·‖R is well defined in H and is equivalent to the
RKHS norm ‖ · ‖H. In particular, ‖g‖R < ∞ if and only if ‖g‖H < ∞. The
proof of this lemma is given in Section A.4.1 in the supplementary material.
Lemma 5.1. The norm ‖ · ‖R is equivalent to ‖ · ‖H in H.
We introduce another norm ‖ · ‖0 as follows:
(5.8) ‖f‖20 =
1
p+ 1
 1
σ20
∫
f2(t)πe0(t) +
p∑
j=1
1
σ2j
∫ {
∂f(t)
∂tj
}2
πej(t)
 .
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Based on (5.8), we define a function space F0 to be the direct sum of some
set of the orthogonal subspaces in the decomposition of ⊗dj=1L2(X1) as in
(1.3) and equipped with the norm ‖ · ‖0. Let 〈·, ·〉0 be the inner product
associated with ‖ · ‖0 in F0.
With the above two norms, we introduce one additional notation. Denote
the loss function in (2.5) by
ln(f) =
1
n(p+ 1)
 1
σ20
n∑
i=1
{f(te0i )− ye0i }2 +
p∑
j=1
1
σ2j
n∑
i=1
{
∂f(t
ej
i )
∂tj
− yeji
}2 ,
and write lnλ(f) = ln(f) + λJ(f). Then the regularized estimator f̂nλ =
argminf∈H lnλ(f). Denote the expected loss by l∞(f) = Eln(f) = ‖f −
f0‖20 + 1, and write l∞λ(f) = l∞(f) + λJ(f). Note that l∞λ(f) a positive
quadratic form in f ∈ H and hence it has a unique minimizer in H,
f¯∞λ = argmin
f∈H
l∞λ(f).
Thus, we decompose
f̂nλ − f0 = (f̂nλ − f¯∞λ) + (f¯∞λ − f0),
where (f̂nλ−f¯∞λ) is referred to the stochastic error and (f¯∞λ−f0) is referred
to the deterministic error. If data Y e0 and Y ej s in (1.1) are observed without
random noises as in deterministic computer experiments, then the total error
is only the deterministic error with f̂nλ − f0 = f¯∞λ − f0. For brevity, we
omit the subscripts of f¯∞λ and f̂nλ hereafter if no confusion occurs.
Outline of the proof. Before proceeding to the proof, we make two re-
marks on the setup of Theorem 3.2. First, since the distributions Πe0 and
Πej s are known, by the inverse transform sampling, it suffices to consider uni-
form distributions. A detailed discussion on this inverse transform is given in
Lemma A.12 in the supplementary material. Second, it suffices to consider
f0 having a periodic boundary on X d1 in the proof of this theorem. This is be-
cause f0 is a tensor product function and each component function space is
supported in a compact domain, thus we can smoothly extend f0 to a larger
compact support domain and achieve periodicity on the new boundary, for
example, uniformly zero on the new boundary. These two simplifications can
make the proof easier to understand.
Recall the trigonometrical basis on L2(X1) is ψ1(t) = 1, ψ2ν(t) =
√
2 cos 2πνt
and ψ2ν+1(t) =
√
2 sin 2πνt for ν ≥ 1. Write
(5.9) φ~ν(t1, . . . , td) =
ψν1(t1) · · ·ψνd(td)
‖ψν1(t1) · · ·ψνd(td)‖0
.
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Since f0 has a periodic boundary on X d1 and πej ≡ 1, we know {φ~ν(t) :
~ν ∈ V }, where V in (5.1) forms an orthogonal basis for H in 〈·, ·〉R; an
orthogonal system for L2(X d1 ); and an orthonormal basis for F0 in 〈·, ·〉0,
that is 〈φ~ν(t), φ~µ(t)〉0 = δ~ν~µ, where δ~ν~µ is Kronecker’s delta. Hence, any
f ∈ H has the decomposition
(5.10) f(t1, . . . , td) =
∑
~ν∈V
f~νφ~ν(t1, . . . , td), where f~ν = 〈f(t), φ~ν(t)〉0.
We denote a positive scalar series {ρ~ν}ν∈V such that 〈φ~ν , φ~µ〉R = (1 +
ρ~ν)δ~ν~µ. Then,
(5.11) J(f) = 〈f, f〉R − 〈f, f〉0 =
∑
~ν∈V
ρ~νf
2
~ν .
First, we analyze the deterministic error (f¯ − f0). By (5.10), we write
f0(t) =
∑
~ν∈V f
0
~νφ~ν(t) and f¯(t) =
∑
~ν∈V f¯~νφ~ν(t). Then, l∞(f) =
∑
~ν∈V (f~ν−
f0~ν)
2 + 1, and
(5.12) f¯~ν =
f0~ν
1 + λρ~ν
, ~ν ∈ V.
An upper bound of the deterministic error will be given in Lemma 5.2.
Second, we analyze the stochastic error (f̂−f¯). The existence the following
Fre´chet derivatives, for any g, h ∈ H, is guaranteed by Lemma A.1 in the
supplementary material:
(5.13)
Dln(f)g =
2
n(p+ 1)
[
1
σ20
n∑
i=1
{f(te0i )− ye0i }g(te0i )
+
p∑
j=1
1
σ2j
n∑
i=1
{
∂f(t
ej
i )
∂tj
− yeji
}
∂g(t
ej
i )
∂tj
 ,
(5.14)
Dl∞(f)g =
2
p+ 1
[
1
σ20
∫
{f(t)− f0(t)} ∂g(t)
∂tj
πej (t)
+
p∑
j=1
1
σ2j
∫ {
∂f(t)
∂tj
− ∂f0(t)
∂tj
}
∂g(t)
∂tj
πej(t)
 ,
(5.15)
D2ln(f)gh =
2
n(p+ 1)
[
1
σ20
n∑
i=1
g(te0i )h(t
e0
i )
+
p∑
j=1
1
σ2j
n∑
i=1
∂g(t
ej
i )
∂tj
∂h(t
ej
i )
∂tj
 ,
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(5.16)
D2l∞(f)gh =
2
p+ 1
[
1
σ20
∫
g(t)h(t)πe0(t)
+
p∑
j=1
1
σ2j
∫
∂g(t)
∂tj
∂h(t)
∂tj
πej (t)
 = 2〈g, h〉0,
where Dln(f), Dl∞(f), D2ln(f)g, and D2l∞(f)g are bounded linear opera-
tors on H. By Riesz representation theorem, with slight abuse of notation,
write
Dln(f)g = 〈Dln(f), g〉R, Dl∞(f)g = 〈Dl∞(f), g〉R,
D2ln(f)gh = 〈D2ln(f)g, h〉R, D2l∞(f)gh = 〈D2l∞(f)g, h〉R.
From [24, 46], there exists a bounded linear operator U : F0 7→ H such that
Uφ~ν = (1 + ρ~ν)
−1φ~ν and 〈f, Ug〉R = 〈f, g〉0 for any f ∈ H and g ∈ F0, and
the restriction of U to H is self-adjoint and positive definite. By (5.16), we
further derive
D2l∞λ(f)φ~ν(t) = 2(U + λ(I − U))φ~ν(t) = 2(1 + ρ~ν)−1(1 + λρ~ν)φ~ν(t).
Define that Gλφ~ν =
1
2D
2l∞λ(f¯)φ~ν . By the Lax-Milgram theorem, Gλ : H 7→
H has a bounded inverse G−1λ on H, and
(5.17) G−1λ φ~ν = (1 + ρ~ν)(1 + λρ~ν)
−1φ~ν .
Define
f˜∗ = f¯ − 1
2
G−1λ Dlnλ(f¯).
Then the stochastic error can be decomposed as
f̂ − f¯ = (f˜∗ − f¯) + (f̂ − f˜∗).
The two terms on RHS will be studied separately and their upper bounds
will be given in Lemma 5.3 and Lemma 5.4, respectively.
Finally, we define the following norm which is important in our later
analysis, for f ∈ H
(5.18) ‖f‖2L2(a) =
∑
~ν∈V
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
f2~ν‖φ~ν‖2L2 , for 0 ≤ a ≤ 1,
where f~ν = 〈f, φ~ν〉0. By direct calculations, note that when a = 0 this norm
coincides with ‖ · ‖L2 on F0, and when a = 1 this norm is equivalent to ‖ · ‖R
on H.
20 X. DAI AND P. CHIEN
Details of the proof. Now we give the details following the outline above.
First, we present an upper bound of the deterministic error (f¯ − f0).
Lemma 5.2. For any 0 ≤ a ≤ 1, the deterministic error satisfies
‖f¯ − f0‖2L2(a) =
O
{
λ1−aJ(f0)
}
when 0 ≤ p < d,
O
{
λ
(1−a)mr
mr−1 J(f0)
}
when p = d.
Proof. For any 0 ≤ a ≤ 1, by (5.11) and (5.12), we have
(5.19)
‖f¯ − f0‖2L2(a) =
∑
~ν∈V
(
1 +
ρ~ν
‖φ~ν‖2L2
)a(
λρ~ν
1 + λρ~ν
)2
(f0~ν)
2‖φ~ν‖2L2
≤ λ2 sup
~ν∈V
(1 + ρ~ν/‖φ~ν‖2L2)aρ~ν‖φ~ν‖2L2
(1 + λρ~ν)2
∑
~ν∈V
ρ~ν(f
0
~ν)
2
. λ2J(f0) sup
~ν∈V
(
∏d
k=1 ν
2m
k )
1+a
(1 +
∑p
j=1 ν
2
j + λ
∏d
k=1 ν
2m
k )
2
.
Write
Bλ(~ν) =
(
∏d
k=1 ν
2m
k )
1+a
(1 +
∑p
j=1 ν
2
j + λ
∏d
k=1 ν
2m
k )
2
, ~ν ∈ V.
We discuss Bλ(~ν) for 0 ≤ p ≤ d− 1 and p = d separately.
For 0 ≤ p ≤ d−1, since ~ν ∈ V , there are at most r of ν1, . . . , νd not equal
to 1. Suppose for any x =
∏d
k=1 ν
−2m
k > 0 fixed. Then Bλ(~ν) is maximized
by letting
∑p
j=1 ν
2
j be as small as possible, which implying ν1 = ν2 = · · · =
νp = 1. Then
(5.20)
sup
~ν∈V
Bλ(~ν) ≍ sup
(νp+1,...,ν(p+r)∧d)⊤∈Nr∧(d−p)
∏(p+r)∧d
k=p+1 ν
2m(1+a)
k
(1 + λ
∏(p+r)∧d
k=p+1 ν
2m
k )
2
≍ sup
x>0
x−(1+a)
(1 + λx−1)2
≍ λ−(a+1),
where the last step is achieved when x ≍ λ.
For p = d, since ~ν ∈ V and by the symmetry of coordinates v1, . . . , vd,
assume that all indices except v1, . . . , vr being 1. Letting z =
∏r
j=1 ν
−2m
j > 0,
then
sup
~ν∈V
Bλ(~ν) ≍ sup
z>0
z−(1+a)
(z−1/mr + λz−1)2
≍ λ 2−(1+a)mrmr−1 ,(5.21)
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where the last step is achieved when z ≍ λmr/(mr−1). Combining (5.19),
(5.20) and (5.21), we complete the proof.
Second, we show an upper bound of (f˜∗ − f¯), which is a part of the
stochastic error.
Lemma 5.3. When 0 ≤ p < d, we have for any 0 ≤ a < 1− 1/2m,
‖f˜∗ − f¯‖2L2(a) = OP
{
n−1λ−(a+1/2m)[log(1/λ)](d−p)∧r−1
}
.
When p = d, we have for any 0 ≤ a ≤ 1,
‖f˜∗ − f¯‖2L2(a)
=

OP
{
n−1λ
mr
1−mr (a+
r−2
2mr )
}
, if r ≥ 3;
OP
{
n−1 log(1/λ)
}
, if r = 2, a = 0; OP
{
n−1
}
, if r = 2, 0 < a ≤ 1;
OP
{
n−1
}
, if r = 1, a < 12m ; OP
{
n−1 log(1/λ)
}
, if r = 1, a = 12m ;
OP
{
n−1λ
1−2ma
2m−2
}
, if r = 1, a > 12m .
Proof. Notice that Dln,λ(f¯) = Dln,λ(f¯)−Dl∞,λ(f¯) = Dln(f¯)−Dl∞(f¯).
Hence, for any g ∈ H,
(5.22)
E
[
1
2
Dln,λ(f¯)g
]2
= E
[
1
2
Dln(f¯)g − 1
2
Dl∞(f¯)g
]2
=
1
n(p+ 1)2
Var
 1
σ20
{
f¯(te0)− Y e0} g(te0) + p∑
j=1
1
σ2j
{
∂f¯(tej )
∂tj
− Y ej
}
∂g(tej )
∂tj

≤ 1
n(p+ 1)
[
1
σ40
E
{
f¯(te0)− f0(te0)
}2 {g(te0)}2 + 1
σ20
E{g(te0)}2
+
p∑
j=1
1
σ4j
E
{
∂f¯(tej)
∂tj
− ∂f0(t
ej)
∂tj
}2{
∂g(tej )
∂tj
}2
+
p∑
j=1
1
σ2j
E
{
∂g(tej )
∂tj
}2
≤ 1
n(p+ 1)
[
1
σ40
c2dK ‖f¯ − f0‖2RE {g(te0)}2 +
1
σ20
E {g(te0)}2
+
p∑
j=1
1
σ4j
c2dK ‖f¯ − f0‖2RE
{
∂g(tej )
∂tj
}2
+
p∑
j=0
1
σ2j
E
{
∂g(tej )
∂tj
}2
. n−1‖g‖20,
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where the third step is by Lemma 5.1 and Lemma A.9 in the supplementary
material, and the last step is by Lemma 5.2 and the definition of the norm
‖ · ‖0. From the definition of G−1λ in (5.17), we have that ∀g ∈ H,
∥∥G−1λ g∥∥2L2(a) = ∑
~ν∈V
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
(1 + λρ~ν)
−2 ‖φ~ν‖2L2〈g, φ~ν〉2R.
Then by the definition of f˜∗, we have
E‖f˜∗ − f¯‖2L2(a) = E
∥∥∥∥12G−1λ Dlnλ(f¯)
∥∥∥∥2
L2(a)
=
1
4
E
[∑
~ν∈V
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
(1 + λρ~ν)
−2‖φ~ν‖2L2〈Dlnλ(f¯), φ~ν〉2R
]
≤
∑
~ν∈V
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
(1 + λρ~ν)
−2‖φ~ν‖2L2E
[
1
2
Dlnλ(f¯)φ~ν
]2
. n−1
∑
~ν∈V
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
(1 + λρ~ν)
−2 ‖φ~ν‖2L2‖φ~ν‖20
≍ n−1Na(λ),
where the fourth step is by (5.22) and the last step is because of ‖φ~ν‖0 = 1,
‖φ~ν‖2L2 ≍ (1 +
∑p
j=1 ν
2
j )
−1, ρ~ν ≍ (1 +
∑p
j=1 ν
2
j )
−1∏d
k=1 ν
2m
k , and Na(λ) is
defined in Lemma A.7 in the supplementary material. Hence, by Lemma
A.7, we complete the proof.
Then, we give an upper bound of (f̂ − f˜∗), which is another part of the
stochastic error. Since lnλ(f) is a quadratic form of f , the Taylor expansion
of Dlnλ(f̂) = 0 at f¯ gives
Dlnλ(f¯) +D
2lnλ(f¯)(f̂ − f¯) = 0,
and by the definition of f˜∗ and Gλ, we have
Dlnλ(f¯) +D
2l∞λ(f¯)(f˜∗ − f¯) = 0.
Thus, Gλ(f̂ − f˜∗) = 12D2l∞(f¯)(f̂ − f¯)− 12D2ln(f¯)(f̂ − f¯), and
(5.23) f̂ − f˜∗ = G−1λ
[
1
2
D2l∞(f¯)(f̂ − f¯)− 1
2
D2ln(f¯)(f̂ − f¯)
]
.
FUNCTIONAL ANOVA ESTIMATION WITH DERIVATIVES 23
Lemma 5.4. If n−1λ−(2a+3/2m)[log(1/λ)]r−1 → 0 and 1/2m < a <
(2m− 3)/4m, we have for any 0 ≤ c ≤ a+ 1/m,
‖f̂ − f˜∗‖2L2(c) = oP
{
‖f˜∗ − f¯‖2L2(c)
}
.
Proof. A sufficient condition for this lemma is that for any 1/(2m) <
a < (2m− 3)/(4m) and 0 ≤ c ≤ a+ 1/m,
(5.24)
‖f̂ − f˜∗‖2L2(c)
=

OP
{
n−1λ−(c+a+1/2m)[log(1/λ)]r∧(d−p)−1
} ‖f̂ − f¯‖2L2(a+1/m), if 0 ≤ p < d,
OP
{
n−1λ
mr
1−mr (a+c+
r−2
2mr )
}
‖f̂ − f¯‖2L2(a+1/m), if p = d, r ≥ 3,
OP
{
n−1
} ‖f̂ − f¯‖L2(a+1/m), if p = d, r = 2,
OP
{
n−1λ
1−2m(a+c)
2m−2
}
‖f̂ − f¯‖L2(a+1/m), if p = d, r = 1.
This is because once (5.24) established, by letting c = a + 1/m and under
the assumption n−1λ−(2a+3/2m)[log(1/λ)]r−1 → 0, we have
‖f̂ − f˜∗‖2L2(a+1/m) = oP(1)‖f̂ − f¯‖2L2(a+1/m).
By the triangle inequality, we have ‖f˜∗− f¯‖L2(a+1/m) ≥ ‖f̂ − f¯‖L2(a+1/m) −
‖f̂−f˜∗‖L2(a+1/m) = [1−oP(1)]‖f̂−f¯‖L2(a+1/m), which implies ‖f̂−f¯‖2L2(a+1/m) =
OP{‖f˜∗ − f¯‖2L2(a+1/m)}. Thus by (5.24) and Lemma 5.3, we complete the
proof.
We now are in the position to prove (5.24). For any 0 ≤ c ≤ a+ 1/m, by
(5.23), we have
‖f̂ − f˜∗‖2L2(c)
=
∑
~ν∈V
(
1 +
ρ~ν
‖φ~ν‖2L2
)c
(1 + λρ~ν)
−2‖φ~ν‖2L2
×
[
1
2
D2l∞(f¯)(f̂ − f¯)φ~ν −
1
2
D2ln(f¯)(f̂ − f¯)φ~ν
]2
≤
∑
~ν∈V
(
1 +
ρ~ν
‖φ~ν‖2L2
)c
(1 + λρ~ν)
−2‖φ~ν‖2L2
× 1
p+ 1

[∑n
i=1(f̂ − f¯)(te0i )φ~ν(te0i )
nσ20
−
∫
(f̂ − f¯)(t)φ~ν(t)
σ20
]2
(5.25)
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+
p∑
j=1
∑ni=1 ∂(f̂−f¯)∂tj (teji )∂φ~ν∂tj (teji )
nσ2j
−
∫ ∂(f̂−f¯)(t)
∂tj
∂φ~ν(t)
∂tj
σ2j
2
 .
Denote gj(t) =
1
σ2j
∂(f̂−f¯)
∂tj
∂φ~ν
∂tj
and g0(t) =
1
σ20
(f̂ − f¯)φ~ν . Hence, we can do the
expansion on the basis {φ~µ}~µ∈Nd ,
(5.26) gj(t) =
∑
~µ∈Nd
Qj~µφ~µ(t), where Q
j
~µ = 〈gj(t), φ~µ(t)〉0.
Unlike (5.10) with the multi-index ~ν ∈ V , we require ~µ ∈ Nd in (5.26) since
now gj(t) is a product function. By Cauchy-Schwarz inequality,[
1
nσ2j
n∑
i=1
∂(f̂ − f¯)
∂tj
(t
ej
i )
∂φ~ν
∂tj
(t
ej
i )−
1
σ2j
∫
∂(f̂ − f¯)(t)
∂tj
∂φ~ν(t)
∂tj
]2
=
∑
~µ∈Nd
Qj~µ
(
1
n
n∑
i=1
φ~µ(t
ej
i )−
∫
φ~µ(t)
)2
≤
∑
~µ∈Nd
(Qj~µ)
2
(
1 +
ρ~µ
‖φ~µ‖2L2
)a
‖φ~µ‖2L2

×
∑
~µ∈Nd
(
1 +
ρ~µ
‖φ~µ‖2L2
)−a
‖φ~µ‖−2L2
(
1
n
n∑
i=1
φ~µ(t
ej
i )−
∫
φ~µ(t)
)2 .
(5.27)
For brevity, we write f(t) = ∂f/∂t0. By Lemma A.11 in the supplementary
material we have that if a > 1/2m, the sum of the first part in (5.27) over
j = 0, . . . , p is bounded by
(5.28)
p∑
j=0
∑
~µ∈Nd
(
1 +
ρ~µ
‖φ~µ‖2L2
)a
‖φ~µ‖2L2
〈
∂(f̂ − f¯)
∂tj
∂φ~ν
∂tj
, φ~µ
〉2
0
. ‖f̂ − f¯‖2L2(a+1/m)
p∑
j=0
∑
~µ∈Nd
(
1 +
ρ~µ
‖φ~µ‖2L2
)a
‖φ~µ‖2L2
〈
∂φ~ν
∂tj
, φ~µ
〉2
0
. ‖f̂ − f¯‖2L2(a+1/m)
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
‖φ~ν‖2L2
1 + p∑
j=1
ν2j

≍ ‖f̂ − f¯‖2L2(a+1/m)
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
.
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The second part of (5.27) can be bounded by
(5.29)
E
∑
~µ∈Nd
(
1 +
ρ~µ
‖φ~µ‖2L2
)−a
‖φ~µ‖−2L2
(
1
n
n∑
i=1
φ~µ(t
ej
i )−
∫
φ~µ(t)
)2
≤
∑
~µ∈Nd
(
1 +
ρ~µ
‖φ~µ‖2L2
)−a
‖φ~µ‖−2L2
(
1
n
∫
φ2~µ(t)
)
≍ n−1
∑
~µ∈Nd
(
1 +
ρ~µ
‖φ~µ‖2L2
)−a
. n−1
∑
~µ∈Nd
µ−2ma1 · · ·µ−2mad
≤ n−1
 ∞∑
µ1=1
µ−2ma1
d ≍ n−1,
where the third step uses ρ~µ/‖φ~µ‖2L2 ≍ µ2m1 · · ·µ2md , and the fourth step
holds for a > 1/2m. Combing (5.27), (5.28) and (5.29), we have for a >
1/2m,
E

[
1
nσ20
n∑
i=1
(f̂ − f¯)(te0i )φ~ν(te0i )−
1
σ20
∫
(f̂ − f¯)(t)φ~ν(t)
]2
+
p∑
j=1
 1
nσ2j
n∑
i=1
∂(f̂ − f¯)
∂tj
(t
ej
i )
∂φ~ν
∂tj
(t
ej
i )−
p∑
j=1
1
σ2j
∫
∂(f̂ − f¯)(t)
∂tj
∂φ~ν(t)
∂tj
2
.
1
n
‖f̂ − f¯‖2L2(a+1/m)
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
.
(5.30)
Therefore, if 1/2m < a < (2m − 3)/4m and 0 ≤ c ≤ a + 1/m, (5.25) and
(5.30) imply that
E‖f̂ − f˜∗‖2L2(c) . n−1‖f̂ − f¯‖2L2(a+1/m)Na+c(λ).
By Lemma A.7 in the supplementary material, we complete the proof for
(5.24) and this lemma.
Last, we combine Lemma 5.2, Lemma 5.3 and Lemma 5.4 and get the
following proposition.
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Proposition 5.5. Under the conditions of Theorem 3.1 and assuming
the distributions Πe0 and Πej s are known. If 1/2m < a < (2m − 3)/4m,
m > 2, and n−1λ−(2a+3/2m)[log(1/λ)]r−1 → 0, then for any c ∈ [0, a+1/m],
the f̂ given by (2.5) satisfies, when 0 ≤ p < d,
‖f̂ − f0‖2L2(c) = O{λ1−cJ(f0)}+OP
{
n−1λ−(c+1/2m)[log(1/λ)]r∧(d−p)−1
}
,
and when p = d,
‖f̂ − f0‖2L2(c)
=

O
{
λ
(1−c)mr
mr−1 J(f0)
}
+OP
{
n−1λ
mr
1−mr (c+
r−2
2mr )
}
if r ≥ 3,
O
{
λ
2m
2m−1J(f0)
}
+OP
{
n−1 log(1/λ)
}
if r = 2, c = 0,
O
{
λ
2(1−c)m
2m−1 J(f0)
}
+OP
{
n−1λ
2mc
1−2m
}
if r = 2, c > 0,
O
{
λ
(1−c)m
m−1 J(f0)
}
+OP
{
n−1
}
if r = 1, c < 12m ,
O
{
λ
2m−1
2(m−1)J(f0)
}
+OP
{
n−1 log(1/λ)
}
if r = 1, c = 12m ,
O
{
λ
(1−c)m
m−1 J(f0)
}
+OP
{
n−1λ
1−2mc
2m−2
}
if r = 1, c > 12m .
Many results on the regularized estimator f̂ can be derived from Propo-
sition 5.5 including Theorem 3.2. In fact, consider for p = d and r ≥ 3, by
letting λ ≍ n− 2mr−2(2m+1)r−2 , a = 1/2m + ǫ for some ǫ > 0 and c = 0, then the
condition n−1λ−(2a+3/2m)[log(1/λ)]r−1 → 0 is equivalent to
(5.31) − 1 + 5(mr − 1)
2m2r +mr − 2m < 0,
and m > 2 is sufficient for (5.31). Thus the conditions for Proposition 5.5
are satisfied. Similarly, we can verify that when p = d and r = 2, λ ≍
[n(log n)]−(2m−1)/2m satisfies the conditions for Proposition 5.5. When p = d
and r = 1, λ . n−(m−1)/m satisfies the conditions for the above Proposition.
When 0 ≤ p ≤ d − r, λ ≍ [n(log n)1−r]−2m/(2m+1) satisfies the conditions
for the above Proposition, as well as when d − r < p < d by letting λ ≍
[n(log n)1+p−d]−2m/(2m+1). This completes the proof for Theorem 3.2.
5.3. Proof of Corollary 3.3. This corollary can be directly derived from
Proposition 5.5. Observe that∫
X d1
[
∂df̂nλ(t)
∂t1 · · · ∂td −
∂df0(t)
∂t1 · · · ∂td
]2
dt ≍ ‖f̂nλ − f0‖L2(1/m).
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If d − r < p < d, we let c = a = 1/m and λ ≍ [n(log n)1+p−d]−2m/(2m+1)
in Proposition 5.5, then the condition n−1λ−(2a+3/2m)[log(1/λ)]r−1 → 0 is
equivalent to
(5.32) − 1 + 7/(2m + 1) < 0,
and m > 3 is sufficient for (5.32). Thus the condition for Proposition 5.5
are satisfied, and Proposition 5.5 yields the rate of convergence for ‖f̂nλ −
f0‖L2(1/m) is
OP
(
[n(log n)1+p−d]−2(m−1)/(2m+1)
)
.
Similarly, if 0 ≤ p ≤ d − r, we let λ ≍ [n(log n)1−r]−2m/(2m+1); if p = d
and r ≥ 3, let λ ≍ n−2(mr−1)/(2mr+r−2); if p = d and r = 2, let λ ≍
n−(2m−1)/2m; if p = d and r = 1, let λ ≍ n−(2m−2)/(2m−1), then the conditions
for Proposition 5.5 will be satisfied. This completes the proof for Corollary
3.3.
6. Discussion. This paper is the first to study the minimax optimal
rates for nonparametric estimation when data from first-order partial deriva-
tives are available. We study the function estimation and partial derivative
estimations with functional ANOVA models while there are few existing
results in literature concerning the partial derivative estimations.
In Theorem 2.1, Theorem 2.2, Theorem 3.1 and Theorem 3.2, we assume
that all component functions are from a common RKHS H1. We also assume
the eigenvalues decay at the polynomial rate, which is true for Sobolev ker-
nels and other widely used kernels. More general settings are also interesting,
for example, component RKHS are different, and the eigenvalues decay at
different polynomial rates or even exponentially, and the method of regu-
larization in (2.5) uses other goodness of fit measures. It would of course
be of great interest to extend our results to a broad class of bounded lin-
ear functionals and to multivariate function spaces without tensor product
structure. We leave these open for future studies.
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APPENDIX A: PROOFS OF TECHNICAL RESULTS
This appendix consists of five parts. In Section A.1, we give a brief review
on Fre´chet derivative which is used in (5.13), (5.14), (5.15) and (5.16) in the
main text. In Section A.2, we give the proofs for results with deterministic
designs in Section 2. In Section A.3, we prove the results of estimating partial
derivatives in Section 4. We present some key lemmas used for the proofs in
Section A.4. All auxiliary technical lemmas are deferred to Section A.5.
A.1. Fre´chet derivative of an operator. LetX and Y be the normed
linear spaces. The Fre´chet derivative of an operator F : X 7→ Y is a bounded
linear operator DF (a) : X 7→ Y with
lim
h→0,h∈X
‖F (a+ h)− F (a)−DF (a)h‖Y
‖h‖X = 0.
For illustration, if F (a + h) − F (a) = Lh + R(a, h) with a linear opera-
tor L and ‖R(a, h)‖Y /‖h‖X → 0 as h → 0, then by the above definition,
L = DF (a) is the Fre´chet derivative of F (·). The reader is referred to el-
ementary functional analysis textbooks such as Cartan [41] for a thorough
investigation on Fre´chet derivative.
Lemma A.1. With the norm ‖·‖R in (5.7), the first order Fre´chet deriva-
tive of the functional ln(·) for any f, g ∈ H is
Dln(f)g =
2
n(p+ 1)
[
1
σ20
n∑
i=1
{f(te0i )− ye0i }g(te0i )
+
p∑
j=1
1
σ2j
n∑
i=1
{
∂f(t
ej
i )
∂tj
− yeji
}
∂g(t
ej
i )
∂tj
 .
The second order Fre´chet derivative of ln(·) for any f, g, h ∈ H is
D2ln(f)gh =
2
n(p+ 1)
[
1
σ20
n∑
i=1
g(te0i )h(t
e0
i )
+
p∑
j=1
1
σ2j
n∑
i=1
∂g(t
ej
i )
∂tj
∂h(t
ej
i )
∂tj
 .
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Proof. By direct calculations, we have
ln(f + g)− ln(f) = 2
n(p+ 1)
[
1
σ20
n∑
i=1
{f(te0i )− ye0i }g(te0i )
+
p∑
j=1
1
σ2j
n∑
i=1
{
∂f(t
ej
i )
∂tj
− yeji
}
∂g(t
ej
i )
∂tj
+Rn(f, g),
where
Rn(f, g) =
1
n(p+ 1)
 1
σ20
n∑
i=1
g2(te0i ) +
p∑
j=1
1
σ2j
n∑
i=1
{
∂g(t
ej
i )
∂tj
}2
= ‖g‖20 +O(n−1/2).
Note that |Rn(f, g)|/‖g‖R → 0 as ‖g‖R → 0 and n1/2‖g‖R →∞. This proves
the form of Dln(f)g in the lemma. For the second order Fre´chet derivative,
note that
Dln(f + h)g −Dln(f)g
=
2
n(p+ 1)
 1
σ20
n∑
i=1
g(te0i )h(t
e0
i ) +
p∑
j=1
1
σ2j
n∑
i=1
∂g(t
ej
i )
∂tj
∂h(t
ej
i )
∂tj
 ,
which is linear in h. By definition of Fre´chet derivatives, we conclude the
form of D2ln(f)gh in the lemma.
We remark that following a similar derivation in the above proof, we can
obtain the first and the second order Fre´chet derivatives of the functional
l∞(·) in (5.14) and (5.16), respectively.
A.2. Proofs for Section 2: regular lattices. For brevity, we shall
assume the regular lattice (2.1) is l1 = · · · = ld = l and n = ld. The more
general case can be showed similarly. Write
(A.1) ψ1(t) = 1, ψ2ν(t) =
√
2 cos 2πνt, ψ2ν+1(t) =
√
2 sin 2πνt,
for ν ≥ 1. Since f0 has periodic boundaries on X d1 , {ψν(t)}ν≥1 forms an
orthonormal system in L2(X1) and an eigenfunction system for K. For a
d-dimensional vector ~ν = (ν1, . . . , νd) ∈ Nd, write
(A.2) ψ~ν(t) = ψν1(t1) · · ·ψνd(td) and λ~ν = λν1λν2 · · ·λνd ,
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where λνks and ψνk(tk)s are defined in (2.4) with k = 1, . . . , d. Then, any
function f(·) in H admits the Fourier expansion f(t) = ∑~ν∈Nd θ~νψ~ν(t),
where θ~ν = 〈f(t), ψ~ν(t)〉L2 , and J(f) =
∑
~ν∈Nd λ
−1
~ν θ
2
~ν . We also write f0(t) =∑
~ν∈Nd θ
0
~νψ~ν(t).
By Page 23 of Wahba [45], it is known that
l−1
l∑
i=1
ψµ(i/l)ψν(i/l) =
{
1, if µ = ν = 1, . . . , l,
0, if µ 6= ν, µ, ν = 1, . . . , l.
Define
~ψ~ν = (ψ~ν(t1), . . . , ψ~ν(tn))
⊤,
where {t1, . . . , tn} are design points in (2.1). Thus, we have
〈~ψ~ν , ~ψ~µ〉n =
{
1, if νk = µk = 1, . . . , l; k = 1, . . . , d,
0, if there exists some k such that νk 6= µk,
where 〈·, ·〉n is the empirical inner product in Rn. This implies that {~ψ~ν |νk =
1, . . . , l; k = 1, . . . , d} form an orthogonal basis in Rn with respect to the em-
pirical norm ‖·‖n. Denote the observed data vectors by ye0 = (ye01 , . . . , ye0n )⊤
and yej = (y
ej
1 , . . . , y
ej
n )⊤, and write
(A.3)

ze0~ν = 〈ye0 , ~ψ~ν〉n,
z
ej
ν1,...,2νk−1,...,νd = (2π)
−1〈yej , ~ψν1,...,2νk,...,νd〉n,
z
ej
ν1,...,2νk,...,νd
= −(2π)−1〈yej , ~ψν1,...,2νk−1,...,νd〉n,
for νk = 1, . . . , l and k = 1, . . . , d. Then z
e0
~ν = θ˜
0
~ν + δ
e0
~ν and z
ej
~ν = νj θ˜
0
~ν + δ
ej
~ν ,
where θ˜0~ν = θ
0
~ν +
∑
µk≥l,k=1,...,d θ
0
~µ〈~ψ~ν , ~ψ~µ〉n, and δe0~ν , δ
ej
~ν are all independent
with mean 0 and variance σ20/n and σ
2
j /n, respectively.
A.2.1. Proof of minimax lower bound: Theorem 2.1. We now prove the
lower bound for estimating functions under the regular lattice. By the data
transformation (A.3), it suffices to show the optimal rate in a special case
(A.4)
{
ze0~ν = θ
0
~ν + δ
e0
~ν ,
z
ej
~ν = νjθ
0
~ν + δ
ej
~ν , for 1 ≤ j ≤ p,
where δ
ej
~ν ∼ N (0, σ2j /n) are independent. For any ~ν ∈ Nd, if we have the
prior that |θ˜0~ν | ≤ π~ν , then the minimax linear estimator is
θ̂L~ν =
σ−20 z
e0
~ν +
∑p
j=1 σ
−2
j νjz
ej
~ν
n−1π−2~ν + σ
−2
0 +
∑p
j=1 σ
−2
j ν
2
j
,
FUNCTIONAL ANOVA ESTIMATION WITH DERIVATIVES 31
and the minimax linear risk is
n−1
n−1π−2~ν + σ−20 + p∑
j=1
σ−2j ν
2
j
−1 .
By Lemma 6 and Theorem 7 in Donoho, Liu and MacGibbon [43], if σ2j s are
known, the minimax risk of estimating θ0~ν under the model (A.4) is larger
than 80% of the minimax linear risk of the hardest rectangle subproblem,
and the latter linear risk is
(A.5) RL = n−1 max∑
~ν∈V (1+λ~ν )π
2
~ν
=1
∑
~ν∈V
n−1π−2~ν + σ−20 + p∑
j=1
σ−2j ν
2
j
−1 ,
where λ~ν is the product of eigenvalues in (A.2) and recall that the set V is
defined in (5.1).
We use the Lagrange multiplier method to find π2~ν for solving (A.5). Let
a be the scalar multiplier and define
L(π2~ν , a) =
∑
~ν∈V
n−1π−2~ν + σ−20 + p∑
j=1
σ−2j ν
2
j
−1 − a(1 + λ~ν)π2~ν .
Taking partial derivative with respect to π2~ν gives
∂L
∂π2~ν
= n−1
n−1 +
σ−20 + p∑
j=1
σ−2j ν
2
j
π2~ν
−2 − a(1 + λ~ν) = 0.
This implies
π̂2~ν =
σ−20 + p∑
j=1
σ−2j ν
2
j
−1 [b(1 + λ~ν)−1/2 − n−1]
+
,
where b = (na)−1/2. On one hand, plugging the above formula into the
constraint
∑
~ν∈V (1 + λ~ν)π
2
~ν = 1 gives
∑
~ν∈V
d∏
k=1
ν2mk
σ−20 + p∑
j=1
σ−2j ν
2
j
−1 [b d∏
k=1
ν−mk − n−1
]
+
≍ 1.
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By restricting
∏d
k=1 νk ≤ (nb)1/m, this becomes
(A.6)
∑
~ν∈V,∏dk=1 νk≤(nb)1/m
σ−20 + p∑
j=1
σ−2j ν
2
j
−1
×
(
b
d∏
k=1
νmk − n−1
d∏
k=1
ν2mk
)
≍ 1.
On the other hand, the linear risk in (A.5) can be written as
(A.7)
RL ≍ n−1
∑
~ν∈V,∏dk=1 νk≤(nb)1/m
(
1− 1
nb
d∏
k=1
νmk
)
×
σ−20 + p∑
j=1
σ−2j ν
2
j
−1 .
We discuss for RL in the above (A.7) under the condition (A.6) for three
cases with 0 ≤ p ≤ d− r, d− r < p < d and p = d.
If 0 ≤ p ≤ d− r, since ~ν ∈ V , there are at most r of ν1, . . . , νd not equal
to 1, which implies that the number of combinations of non-1 indices being
summed in (A.6) is no greater than C1d + C
2
d + · · · + Crd < ∞. Due to the
term (σ−20 +
∑p
j=1 σ
−2
j ν
2
j )
−1, the largest terms of the summation (A.6) over
~ν ∈ V correspond to the combinations of indices where as fewer ν1, . . . , νp
being summed as possible, for example, vk ≡ 1 for k ≤ p and k > p+ r, and
(νp+1, . . . , νp+r) ∈ Nr are non-1. Thus, (A.6) is equivalent to
∑
∏r
k=1 νp+k≤(nb)1/m
(
b
r∏
k=1
νmp+k − n−1
r∏
k=1
ν2mp+k
)
≍ 1.
Using the integral approximation, we have∫
∏r
k=1 xp+k≤(nb)1/m,xp+k≥1
(
b
r∏
k=1
xmp+k −
1
n
r∏
k=1
x2mp+k
)
dxp+1 · · · dxp+r ≍ 1.
By letting zj =
∏
1≤k≤j xp+k, j = 1, 2, . . . , r, we have∫ (nb)1/m
1
[∫ zr
1
· · ·
∫ z2
1
(
bzmr −
1
n
z2mr
)
z−11 · · · z−1r−1dz1 · · · dzr−1
]
dzr ≍ 1,
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where the LHS term is the order of n(m+1)/mb(2m+1)/m[log(nb)]r−1 and hence
(A.8) b ≍ n−(m+1)/(2m+1)(log n)−m(r−1)/(2m+1).
The linear risk in (A.7) becomes
RL ≍ n−1
∫
∏r
k=1 xp+k≤(nb)1/m,xp+k≥1
(
1− 1
nb
r∏
k=1
xmp+k
)
≍ [log(nb)]r−1n−1+1/mb1/m ≍ [n(log n)1−r]−2m/(2m+1),
where the last step is by (A.8).
If d − r < p < d, as discussed in the previous case, the number of com-
binations of non-1 indices being summed is finite, and the largest terms of
the summation (A.6) over ~ν ∈ V correspond to the combinations of indices
where as fewer than ν1, . . . , νp being summed as possible, for example, vk ≡ 1
for k ≤ d− r, and (νd−r+1, . . . , νd) ∈ Nr are non-1. Thus, (A.6) is equivalent
to
∑
∏r
k=1 νd−r+k≤(nb)1/m
(
b
r∏
k=1
νmd−r+k − n−1
r∏
k=1
ν2md−r+k
)
×
1 + p∑
j=d−r+1
ν2j
−1 ≍ 1.
Using the integral approximation, we have∫
∏r
k=1 xd−r+k≤(nb)1/m,xd−r+k≥1
(
b
r∏
k=1
xmd−r+k − n−1
r∏
k=1
x2md−r+k
)
×
1 + p∑
j=d−r+1
x2j
−1 dxd−r+1 · · · dxd ≍ 1.
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By letting zj = xp+1xp+2 · · · xj, j = p+ 1, . . . , d, we get
1 ≍
∫
xd−r+1···xpzd≤(nb)1/m
[∫ zd
1
· · ·
∫ zp+2
1(
bxmd−r+1 · · · xmp zmd −
1
n
x2md−r+1 · · · x2mp z2md
)
z−1p+1 · · · z−1d−1
× (1 + x2d−r+1 + · · ·+ x2p)−1 dzp+1 · · · dzd−1] dxd−r+1 · · · dxpdzd
=
∫
xd−r+1···xpzd≤(nb)1/m
bxmd−r+1 · · · xmp zmd
(
1− 1
nb
xmd−r+1 · · · xmp zmd
)
× (log zd)d−p−1
(
1 + x2d−r+1 + · · ·+ x2p
)−1
dxd−r+1 · · · dxpdzd
≍ [log(nb)]d−p−1n1+1/mb2+1/m,
where the last step is by Lemma A.13 in Section A.5. Hence,
(A.9) b ≍ n−(m+1)/(2m+1)(log n)−m(d−p−1)/(2m+1).
The linear risk in (A.7) becomes
RL ≍ n−1
∫
∏d
k=d−r+1 xk≤(nb)1/m,xk≥1
(
1− 1
nb
xmd−r+1 · · · xmd
)
· (1 + x2d−r+1 + · · · + x2p)−1dxd−r+1 · · · dxd
≍ n−1
∫
xd−r+1···xpzd≤(nb)1/m
(
1− 1
nb
xmd−r+1 · · · xmp zmd
)
(log zd)
d−p−1
· (1 + x2d−r+1 + · · · + x2p)−1dxd−r+1 · · · dxpdzd
≍ [log(nb)]d−p−1n−1+1/mb1/m,
where the second step uses the same change of variables by letting zj =
xp+1xp+2 · · · xj , j = p + 1, . . . , d, and the last step is by Lemma A.13 in
Section A.5. By (A.9), we have
RL ≍ [n(log n)1+p−d]−2m/(2m+1).
If p = d, as discussed in the previous two cases, the number of combina-
tions of non-1 indices being summed is finite, and the largest terms of the
summation (A.6) over ~ν ∈ V correspond to any combinations of r non-1
indices, for example, νk ≡ 1 for k ≥ r+1, and (ν1, . . . , νr) ∈ Nr. Thus, (A.6)
is equivalent to
∑
∏r
k=1 νk≤(nb)1/m
(
b
r∏
k=1
νmk − n−1
r∏
k=1
ν2mk
)(
1 +
r∑
k=1
ν2k
)−1
≍ 1.
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Using the integral approximation, we have
1 ≍
∫
∏r
k=1 xk≤(nb)1/m,xk≥1
(
b
r∏
k=1
xmk − n−1
r∏
k=1
x2mk
)(
1 +
r∑
k=1
x2k
)−1
dx1 · · · dxr
≍
∫
∏r
k=1 xk≤(nb)1/m,xk≥1
b
r∏
k=1
xmk
(
1 +
r∑
k=1
x2k
)−1
dx1 · · · dxr
By letting β = m > 1 and α = 2 in Lemma A.14 in Section A.5, we have
for any r ≥ 1,
(A.10) b ≍ n−(mr+r−2)/(2mr+r−2).
The linear risk in (A.7) becomes
RL ≍ n−1
∫
∏r
k=1 xk≤(nb)1/m,xk≥1
(
1− 1
nb
xm1 · · · xmr
)
· (1 + x21 + · · ·+ x2r)−1dx1 · · · dxr
≍ n−1
∫
∏r
k=1 xk≤(nb)1/m,xk≥1
(1 + x21 + · · ·+ x2r)−1dx1 · · · dxr
≍
[
n−1(nb)(r−2)/(mr)
]
1r≥3 +
[
n−1 log(nb)
]
1r=2 +
(
n−1
)
1r=1,
where the last step uses Lemma A.14 in Section A.5 by letting β = 0 and
α = 2. By (A.10), we have
RL ≍
[
n−(2mr)/[(2m+1)r−2]
]
1r≥3 +
[
n−1 log(n)
]
1r=2 + n
−1
1r=1,
where the constant factor only depends on σ20, σ
2
j , m, r, p and d. This
completes the proof.
A.2.2. Proof of minimax upper bound: Theorem 2.2. We now prove the
theorem for only r = d and p = d − 1. Other cases can be proved similarly
with slight changes.
Using the discrete transformed data (A.3), the regularized estimator f̂nλ
by (2.5) can be obtained through
θ̂~ν = argmin
θ˜~ν∈R
 1n(p+ 1)
 1
σ20
∑
~ν∈V,νk≤l
(
ze0~ν − θ~ν
)2
+
p∑
j=1
1
σ2j
∑
~ν∈V,νk≤l
(
z
ej
~ν − νjθ~ν
)2+ λ ∑
~ν∈V,νk≤l
λ~νθ
2
~ν

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and f̂nλ(t) =
∑
~ν∈V,νk≤l
θ̂~νψ~ν(t), where V is defined in (5.1). Direct calculations
give
θ̂~ν =
σ−20 z
e0
~ν +
∑p
j=1 σ
−2
j νjz
ej
~ν
σ−20 +
∑p
j=1 σ
−2
j ν
2
j + λλ
−1
~ν
.
The deterministic error of f̂nλ can be analyzed by two parts. On the one
hand, since f0 ∈ H and λν ≍ ν−2m, we know
∑
~ν∈V,νk≥l+1(θ
0
~ν)
2 ≍ n−2m.
This is the truncation error due to θ̂~ν = 0 for νk ≥ l+ 1, 1 ≤ k ≤ d. On the
other hand, note that 〈~ψ~ν , ~ψ~µ〉2n ≤ 1 and then ∑
~µ∈V,µk≥l+1
θ0~µ〈~ψ~ν , ~ψ~µ〉n
2 ≤ ∑
~µ∈V,µk≥l+1
(θ0~µ)
2 ≍ n−2m.
Thus, ∑
~ν∈V,νk≤l
(
Eθ̂~ν − θ0~ν
)2
.
∑
~ν∈V,νk≤l
(
λλ−1~ν
σ−20 +
∑p
j=1 σ
−2
j ν
2
j + λλ
−1
~ν
)2
(θ0~ν)
2 + n−2m+1
≤ λ2 sup
~ν∈V
λ−1~ν(
σ−20 +
∑p
j=1 σ
−2
j ν
2
j + λλ
−1
~ν
)2 ∑
~ν∈V
λ−1~ν (θ
0
~ν)
2 + n−2m+1
≍ λ2J(f0) sup
~ν∈V
ν2m1 · · · ν2md
(1 +
∑p
j=1 ν
2
j + λν
2m
1 · · · ν2md )2
+ n−2m+1.
Define that
Bλ(~ν) =
ν2m1 · · · ν2md
(1 +
∑p
j=1 ν
2
j + λν
2m
1 · · · ν2md )2
.
For the sup~ν∈V Bλ(~ν) term above, suppose that
∏d
j=1 ν
2m
j > 0 is fixed and
denoted by x−1, then Bλ(~ν) is maximized by letting
∑p
j=1 ν
2
j be as small as
possible, where p = d− 1. This suggests ν1 = ν2 = · · · = νp = 1, and
sup
~ν∈V
Bλ(~ν) ≍ sup
x>0
x−1
(1 + λx−1)2
≍ λ−1,
where the last step is achieved when x ≍ λ. Combining all parts of bias gives
(A.11)
∑
~ν∈V
(
Eθ̂~ν − θ0~ν
)2
= O
{
λJ(f0) + n
−2m+1 + n−2m
}
,
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where the constant factor only depends on σ20 , σ
2
j , m, r, p and d.
The stochastic error is bounded as follows:∑
~ν∈V
(
θ̂~ν − Eθ̂~ν
)2
=
∑
~ν∈V,νk≤l
n−1(σ−20 +
∑p
j=1 σ
−2
j ν
2
j )
(σ−20 +
∑p
j=1 σ
−2
j ν
2
j + λλ
−1
~ν )
2
.
∑
~ν∈V,νk≤l
1 +
∑p
j=1 ν
2
j
n(1 +
∑p
j=1 ν
2
j + λν
2m
1 · · · ν2md )2
.
Using Lemma A.7 in Section A.4.3 with a = 0 and p = d− 1, we have
(A.12)
∑
~ν∈V
(
θ̂~ν − Eθ̂~ν
)2
= O
{
n−1λ−1/2m
}
.
Combining (A.11) and (A.12) and letting λ ≍ n−2m/(2m+1) completes the
proof.
A.3. Proofs of results in Section 4: estimating partial deriva-
tives. We now turn to prove the results for estimating partial derivatives
under the random design.
A.3.1. Proof of minimax lower bound: Theorem 4.1. The minimax lower
bound will be established by using Fano’s lemma but the proof is different
from Section 5.1 in construction details. It suffices to consider a special case
that noises ǫe0 and ǫejs are Gaussian with σ0 = 1 and σj = 1, and Π
e0 and
Πej s are uniform, and H1 is generated by periodic kernels. For simplicity, we
still use the notation introduced in Section 5.1. In the rest of this section,
without less of generality, we consider estimating ∂f0/∂t1(·) with p ≥ 1.
First, the number of multi-indices ~ν = (ν1, . . . , νr) ∈ Nr satisfying
ν
(m−1)/m
1 ν2 · · · νr ≤ N
is c′0N
m/(m−1), where c′0 is some constant. Define a length-{c′0Nm/(m−1)}
binary sequence as
b = {b~ν : ν(m−1)/m1 ν2 · · · νr ≤ N} ∈ {0, 1}c
′
0N
m/(m−1)
.
We write
hb(t1, . . . , tr) = N
−m/2(m−1) ∑
ν
(m−1)/m
1 ν2···νr≤N
b~ν
(
1 + ν21 + · · ·+ ν2r
)−1/2
×
[
ν
(m−1)/m
1 ν2 · · · νr +N
]−m
ψν1(t1)ψν2(t2) · · ·ψνr(tr).
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where ψνk(tj)s are the trigonometric basis in (A.1). Note that
‖hb‖2H . N−m/(m−1)
∑
ν
(m−1)/m
1 ν2···νr≤N
b2~νν
2
1
(
1 + ν21 + · · ·+ ν2r
)−1
≤ N−m/(m−1)
∑
ν
(m−1)/m
1 ν2···νr≤N
ν21
(
1 + ν21 + · · ·+ ν2r
)−1 ≍ 1,
where the last step is by Lemma A.16 in Section A.5. Hence, hb(·) ∈ H.
Then, using the Varshamov-Gilbert bound, there exists a collection of
binary sequences {b(1), . . . , b(M)} ⊂ {0, 1}c′0Nm/(m−1) such that
M ≥ 2c′0Nm/(m−1)/8
and
H(b(l), b(q)) ≥ c′0Nm/(m−1)/8, ∀1 ≤ l < q ≤M.
For b(l), b(q) ∈ {0, 1}c′0Nm/(m−1) , we have∥∥∥∥∂hb(l)∂t1 − ∂hb(q)∂t1
∥∥∥∥2
L2
≥ c′N−m/(m−1)(2N)−2m
∑
ν
(m−1)/m
1 ν2···νr≤N
ν21(1 + ν
2
1 + · · · + ν2r )−1
[
b
(l)
~ν − b
(q)
~ν
]2
≥ c′N−m/(m−1)(2N)−2m
∑
c′17N/8≤ν(m−1)/m1 ν2···νr≤N
ν21(1 + ν
2
1 + · · ·+ ν2r )−1
= c′2N
−2m
for some constant c′, c′1 and c
′
2, where the last step is by Lemma A.16 in
Section A.5. On the other hand, for any b(l) ∈ {b(1), . . . , b(M)},
‖hb(l)‖2L2 +
p∑
j=1
‖∂hb(l)/∂tj‖2L2
≤ N−m/(m−1)N−2m
∑
ν
(m−1)/m
1 ν2···νr≤N
[
b
(l)
~ν
]2
≤ c′3N−2m
with some constant c′3, where the last step is a corollary of Lemma A.16.
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Last, by the same argument in (5.3), (5.4), (5.5) and (5.6), we obtain
inf
f˜
sup
f0∈H
P
{∥∥∥∥f˜(t)− ∂f0(t)∂t1
∥∥∥∥2
L2
≥ 1
4
c′2N
−2m
}
≥ 1− 2c
′
3n(p+ 1)N
−2m + log 2
c′0(log 2)Nm/(m−1)/8
.
Taking N = c′4n
(m−1)/(2m2−m) with an appropriately chosen c′4, we have
lim sup
n→∞
inf
f˜
sup
f0∈H
P
{∥∥∥∥f˜(t)− ∂f0(t)∂t1
∥∥∥∥2
L2
≥ C2n−2(m−1)/(2m−1)
}
> 0,
where the constant factor C2 only depends on σ
2
0 , σ
2
j ,m, and bounded values
r, p and d. This completes the proof.
A.3.2. Proof of minimax upper bound: Theorem 4.2. We continue to use
the notation and definitions such as the minimizer f¯ , the Fre´chet derivatives
Dln(f)g, Dl∞(f)g, D2ln(f)gh, D2l∞(f)gh, the operator G−1λ and most im-
portantly f˜∗ in Section 5.2. Unlike Section 5.2, here we do not require πejs
are known nor f0 has periodic boundaries on X d1 by some transformation.
By the assumption that πej s are bounded away from 0 and infinity, we
have for any 1 ≤ j ≤ p,∫
X d1
[
∂f̂nλ(t)
∂tj
− ∂f0(t)
∂tj
]2
dt . ‖f̂ − f0‖20.
Hence, the following lemma is sufficient for proving Theorem 4.2.
Lemma A.2. Under the conditions of Theorem 4.1, then f̂nλ given by
(2.5) satisfies
lim
D2→∞
lim sup
n→∞
sup
f0∈H
P
{
‖f̂ − f0‖20 > D2n−2(m−1)/(2m−1)
}
= 0,
if the tuning parameter λ is chosen by λ ≍ n−2(m−1)/(2m−1).
A lemma for the proof.. In H, the quadratic form 〈f, f〉0 is completely
continuous with respect to 〈f, f〉R. By the theory in Section 3.3 of Wein-
berger [46], there exists an eigen-decomposition for the generalized Rayleigh
quotient 〈f, f〉0/〈f, f〉R in H, where we denote the eigenvalues are {(1 +
γν)
−1}ν≥1 and the corresponding eigenfunctions are {(1 + γν)−1/2ξν}ν≥1.
Thus, 〈ξν , ξµ〉R = (1 + γν)δνµ and 〈ξν , ξµ〉0 = δνµ, where δνµ is Kronecker’s
delta. The following proposition gives the decay rate of γν and its proof is
given in Section A.4.2.
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Lemma A.3. By the well-ordering principle, the elements in the set
1 + p∑
j=1
ν2j
 d∏
k=1
ν−2mk : ~ν ∈ V

can be ordered from large to small, where V is defined in (5.1). Denote by
{γ′ν}ν≥1 the ordered sequence. Then γν ≍ (γ′ν)−1.
The proof of this lemma is delegated to Section A.4.2. The lemma bridges
the gap between the proof needed for Lemma A.2 and the proof for Theorem
3.2 shown in Section 5.2 since the eigenvalues ρ~ν in Section 5.2 satisfies
ρ~ν ≍ (1 +
∑p
j=1 ν
2
j )
−1∏d
k=1 ν
2m
k . Hence in later analysis, we can exchange
the use of {γν , ν ∈ N} and {ρ~ν : ~ν ∈ V } in some asymptotic calculation
settings.
For any function f ∈ H, it can be decomposed as
f(t1, . . . , td) =
∑
ν∈N
fνξν(t1, . . . , td), where fν = 〈f(t), ξν(t)〉0,
and J(f) = 〈f, f〉R − 〈f, f〉0 =
∑
ν∈N γνf
2
ν .
First, we present an upper bound of the deterministic error (f¯ − f0).
Lemma A.4. The deterministic error satisfies
‖f¯ − f0‖20 = O {λJ(f0)} .
Proof. For any 0 ≤ a ≤ 1,
‖f¯ − f0‖20 =
∞∑
ν=1
(
λγν
1 + λγν
)2
(f0ν )
2
≤ λ2 sup
ν∈N
γν
(1 + λγν)2
∞∑
ν=1
γν(f
0
ν )
2
≤ λ2J(f0) sup
x>0
x−1
(1 + λx−1)2
≍ λ2J(f0)λ−1 = λJ(f0),
where the fourth step is achieved when x ≍ λ.
Second, we show an upper bound of (f˜∗ − f¯), which accounts for a part
of the stochastic error.
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Lemma A.5. For 1 ≤ p ≤ d, then if m > 5/4, we have
‖f˜∗ − f¯‖20 = OP
{
n−1λ−1/(2m−2)
}
.
Proof. As shown in (5.22), E[12Dln,λ(f¯)g]
2 = O{n−1‖g‖20}. By the defi-
nition of G−1λ in (5.17),
‖G−1λ g‖20 =
∞∑
ν=1
(1 + λγν)
−2 〈g, ξν〉2R, ∀g ∈ H.
Thus,
E‖f˜∗ − f¯‖20 =
1
4
E
[ ∞∑
ν=1
(1 + λγν)
−2〈Dlnλ(f¯), ξν〉2R
]
≤
∞∑
ν=1
(1 + λγν)
−2
E
[
1
2
Dlnλ(f¯)ξν
]2
. n−1
∞∑
ν=1
(1 + λγν)
−2
≍ n−1M0(λ),
where the last step is because of Lemma A.3, and Ma(λ) for 0 ≤ a ≤ 1 is
defined in Lemma A.8 of Section A.4.4. Hence, we complete the proof by
using Lemma A.8.
Then, we give an upper bound of (f̂ − f˜∗), which accounts for another
part of the stochastic error.
Lemma A.6. If n−1λ−[a+ma/(m−1)+3/2m] [log(1/λ)]r−1 → 0 and 1/2m <
a < (2m− 3)/2m, we have
‖f̂ − f˜∗‖20 = oP
{
n−1λ−1/(2m−2)
}
.
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Proof. Observe that
E‖f̂ − f˜‖20
≍ E
∑
~ν∈V
(1 + λγ~ν)
−2
[
1
2
D2l∞(f¯)(f̂ − f¯)φ~ν − 12D
2ln(f¯)(f̂ − f¯)φ~ν
]2
≤ E
∑
~ν∈V
(1 + λγ~ν)
−2
× 1
p+ 1

[
1
nσ20
n∑
i=1
(f̂ − f¯)(te0i )φ~ν(te0i )−
1
σ20
∫
(f̂ − f¯)(t)φ~ν(t)πe0(t)
]2
+
p∑
j=1
[
1
nσ2j
n∑
i=1
∂(f̂ − f¯)
∂tj
(te0i )
∂φ~ν
∂tj
(te0i )−
1
σ2j
∫
∂(f̂ − f¯)(t)
∂tj
∂φ~ν(t)
∂tj
πe0(t)
]2
. n−1‖f̂ − f¯‖2L2(a+1/m)
∑
~ν∈V
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
(1 + λρ~ν)
−2
= n−1‖f̂ − f¯‖2L2(a+1/m)Ma(λ)
≤
{
n−1λ−[a+3/2m+ma/(m−1)] [log(1/λ)]r−1
}
n−1λ−1/(2m−2),
where the first step exchange the use of {γν , ν ∈ N} and {ρ~ν : ~ν ∈ V },
the third step is by (5.30), and the last step is Lemma 5.3, Lemma 5.4 and
Lemma A.8 in Section A.4.4. The above inequality holds for any 1/2m <
a < (2m− 3)/2m. This completes the proof.
Last, we combine Lemma A.4, Lemma A.5 and Lemma A.6. By letting
λ ≍ n−2(m−1)/(2m−1) and a = 1/2m + ǫ for some ǫ > 0, then
n−1λ−(a+3/2m+ma/(m−1)) [log(1/λ)]r−1 → 0
holds as long as m > 2. Therefore, we conclude that for any 1 ≤ p ≤ d and
m > 2,
‖f̂ − f0‖20 = O {λJ(f0)}+OP
{
n−1λ−1/(2m−2)
}
+ oP
{
n−1λ−1/(2m−2)
}
= OP
{
n−2(m−1)/(2m−1)
}
.
This completes the proof for Lemma A.2 and the proof for Theorem 4.2 .
A.4. Key lemmas. Now we prove and show some keys lemmas used
for the proofs in Section 5, Section A.2 and Section A.3. We remind the
reader that the proofs in this section rely on some lemmas to be stated later
in Section A.5.
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A.4.1. Proof of Lemma 5.1.
The norm ‖ · ‖R is equivalent to ‖ · ‖H in H.
Proof. Observe that for any g ∈ H, by the assumption that πe0 and
πej s are bounded away from 0 and infinity, we have
1
p+ 1
 1
σ20
∫
g2(t)πe0(t) +
p∑
j=1
1
σ2j
∫ {
∂g(t)
∂tj
}2
πej(t)

≤ c1
∫ g2(t) + p∑
j=1
∫ {
∂g(t)
∂tj
}2 ≤ c2 · c2dK ‖g‖2H,
for some constant c1 and c2, where the last step is by Lemma A.9. Hence
(A.13) ‖g‖2R ≤ (c2c2dK + 1)‖g‖2H.
One the other hand, for any g ∈ H we can do the orthogonal decomposi-
tion g = g0+ g1 where 〈g0, g1〉H = 0, g0 is in the null space of J(·) and g1 is
in the orthogonal space of the null space of J(·) in H. Since the null space
of J(·) has a finite basis which forms a positive definite kernel matrix, we
assume the minimal eigenvalue of the kernel matrix is µ′min > 0. Then there
exists a constant c3 > 0 such that
(A.14) ‖g0‖2R ≥ c3‖g0‖2L2 ≥ c3µ′min‖g0‖2H.
For g1, we have ‖g1‖2R ≥ J(g1) = ‖g1‖2H. Thus, for any g ∈ H,
‖g‖2R ≥ c3
∫ (
g0 + g1
)2
+ ‖g1‖2H
≥ c3
{
‖g0‖2L2 +
1 + c3
c3
‖g1‖2L2 − 2‖g0‖L2‖g1‖L2
}
≥ c3
1 + c3
‖g0‖2L2 ,
where the second inequality is by ‖g1‖2H ≥ ‖g1‖2L2 . Then by (A.14), we obtain‖g‖2R ≥ (1 + c3)−1c3µ′min‖g0‖2H. Together with ‖g‖2R ≥ J(g1) = ‖g1‖2H, we
have
(A.15) ‖g‖2R ≥
(
1 +
1 + c3
c3µ′min
)−1
‖g‖2H.
Combining (A.13) and (A.15) completes the proof.
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A.4.2. Proof of Lemma A.3.
Proof. When d = 1, this problem is solved in Cox [42]. Their method is
finding an orthonormal basis in L2(X1) to simultaneously diagonalize 〈f, f〉0
and 〈f, f〉R, and then obtain the decay rate of γν . However, their method
cannot be applied to our case when 2 ≤ p ≤ d. Alternatively, we use the
Courant-Fischer-Weyl min-max principle to prove the lemma.
Note that for any f ∈ H, the norm ‖f‖20 is equivalent to∫
f2 +
p∑
j=1
∫ (
∂f(t)
∂tj
)2
.
From Lemma 5.1, the norm ‖ · ‖2R is equivalent to ‖ · ‖2H. Now by applying
the mapping principle [see, e.g., Theorem 3.8.1 in Weinberger [46]], we may
replace 〈f, f〉0 by
∫
f2 +
∑p
j=1
∫
(∂f/∂tj)
2 and 〈f, f〉R by ‖f‖2H, and the
resulting eigenvalues {γ′′ν}ν≥1 of {
∫
f2 +
∑p
j=1
∫
(∂f/∂tj)
2}/‖f‖2H satisfy
(A.16) γ′′ν ≍ (1 + γν)−1.
Thus, we only need to study {γ′′ν}ν≥1. Since f ∈ H has the tensor prod-
uct structure, we denote by λ~ν [{
∫
f2 +
∑p
j=1
∫
(∂f/∂tj)
2}/〈f, f〉H] the ~νth
eigenvalue of the generalized Rayleigh quotient, where ~ν ∈ V and V is de-
fined in (5.1).
Second, by the assumption that λν ≍ ν−2m in (2.4), H1 is equivalent to
a Sobolev space Wm2 (X1) and the trigonometric functions {ψν}ν≥1 in (A.1)
form an eigenfunction basis of H1 up to a m-dimensional linear space of
polynomials of order less than m. See, for example, Wahba [45]. Denote the
latter linear space of polynomials by G. Denote by Fµ and F⊥µ the linear
spaces spanned by {ψν : 1 ≤ ν ≤ µ} and {ψν : ν ≥ µ + 1}, respectively.
For any ~ν = (ν1, ν2, . . . , νd) ∈ V , by the Courant-Fischer-Weyl min-max
principle,
λ(ν1−m)∨0,(ν2−m)∨0,...,(νd−m)∨0

∫
f2 +
p∑
j=1
∫ (
∂f
∂tj
)2
/
〈f, f〉H

≥ min
f∈H∩⊗dk=1{Fνk∩G⊥}

∫
f2 +
p∑
j=1
∫ (
∂f
∂tj
)2
/
〈f, f〉H

≥ c1
1 + p∑
j=1
ν2j
 d∏
k=1
ν−2mk
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for some constant c1 > 0, where the last inequality is by the fact that
dψ2ν−1(t)/dt = 2πνψ2ν(t) and dψ2ν(t)/dt = −2πνψ2ν−1(t). On the other
hand,
λν1+m,ν2+m,...,νd+m

∫
f2 +
p∑
j=1
∫ (
∂f
∂tj
)2
/
〈f, f〉H

≤ max
f∈H∩⊗d{F⊥k−1∩G⊥}

∫
f2 +
p∑
j=1
∫ (
∂f
∂tj
)2
/
〈f, f〉H

≤ c2
1 + p∑
j=1
ν2j
 d∏
k=1
ν−2mk
for some constant c2 > 0. Thus, for any ~ν ∈ V ,
λ~ν

∫
f2 +
p∑
j=1
∫ (
∂f
∂tj
)2
/
〈f, f〉H
 ≍
1 + p∑
j=1
ν2j
 d∏
k=1
ν−2mk .
This implies γ′ν = γ′′ν , where γ′ν is defined in Lemma A.3. Together with
(A.16), we complete the proof.
A.4.3. Definition of Na(λ) and its upper bound.
Lemma A.7. Recall that V as a family of multi-index ~ν is defined in
(5.1). We let
(A.17) Na(λ) =
∑
~ν∈V
(∏d
k=1 ν
2m
k
)a (
1 +
∑p
j=1 ν
2
j
)
(
1 +
∑p
j=1 ν
2
j + λ
∏d
k=1 ν
2m
k
)2 .
Then, when 0 ≤ p < d, we have for any 0 ≤ a < 1− 1/2m,
Na(λ) = O
{
λ−a−1/2m [log(1/λ)](d−p)∧r−1
}
,
and when p = d, we have for any 0 ≤ a ≤ 1,
Na(λ) =

O
{
λ
mr
1−mr (a+
r−2
2mr )
}
, if r ≥ 3;
O {log(1/λ)} , if r = 2, a = 0; O {1} , if r = 2, 0 < a ≤ 1;
O {1} , if r = 1, a < 12m ; O {log(1/λ)} , if r = 1, a = 12m ;
O
{
λ
1−2ma
2m−2
}
, if r = 1, a > 12m .
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Proof. We will discuss three separate cases for 0 ≤ p ≤ d − r, d − r <
p < d and p = d.
First, consider 0 ≤ p ≤ d − r. Since ~ν ∈ V , there are at most r of
ν1, . . . , νd not equal to 1, which implies that the number of combinations of
non-1 indices being summed in (A.17) is no greater than C1d+C
2
d+· · ·+Crd <
∞. Due to the appearance of (1 +∑pj=1 ν2j ) in the denominator of (A.17),
the largest terms of the summation (A.17) over ~ν ∈ V correspond to the
combinations of r indices where as few ν1, . . . , νp being summed as possible,
which is the indices ~ν = (νk1 , νk2 , . . . , νkr)
⊤ ∈ Nr with k1, k2, . . . , kr > p.
Thus, by the integral approximation,
Na(λ)
≍
∞∑
νp+1=1
· · ·
∞∑
νp+r−1=1
∞∑
νp+r=1
∏p+r
k=p+1 ν
2ma
k(
1 + λ
∏p+r
k=p+1 ν
2m
k
)2
≍
∫ ∞
1
∫ ∞
1
· · ·
∫ ∞
1
(
1 + λxbp+1 · · · xbp+r−1xbp+r
)−2
dxp+1 · · · dxp+r−1dxp+r,
where b = 2m/(2ma+1). Let zk = xp+1xp+2 · · · xk for k = p+1, . . . , p+r. By
using the change of variables to replace (xp+1, . . . , xp+r) by (zp+1, . . . , zp+r)
and zp+r by x = λ
1/bzp+r,
Na(λ)
≍
∫ ∞
1
∫ zp+r
1
· · ·
∫ zp+2
1
(
1 + λzbp+r
)−2
z−1p+1 · · · z−1p+r−1dzp+1 · · · dzp+r−1dzp+r
≍
∫ ∞
1
(1 + λzbp+r)
−2(log zp+r)r−1dzp+r
≍ λ−1/b
∫ ∞
λ1/b
(1 + xb)−2
(
log x− b−1 log λ)r−1 dx
≍ λ−a−1/2m [log(1/λ)]r−1 ,
where the last step follows from the fact that 2b > 1 for any 0 ≤ a <
(2m− 1)/(2m).
Second, we consider d− r < p < d. As discussed in the previous case, the
number of combinations of non-1 indices being summed is finite, and the
largest terms of the summation (A.17) over ~ν ∈ V correspond to the indices
~ν = (νk1 , . . . , νkr+p−d, νp+1, . . . , νd)
⊤ ∈ Nr, where the indices k1, . . . , kr+p−d ≤
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p. Thus, by the integral approximation,
Na(λ)
≍
∞∑
vd−r+1=1
· · ·
∞∑
vd=1
∏d
k=d−r+1 ν
2ma
k
(
1 +
∑p
k=d−r+1 ν
2
k
)(
1 +
∑p
k=d−r+1 ν
2
k + λ
∏d
k=d−r+1 ν
2m
k
)2
≍
∫ ∞
1
· · ·
∫ ∞
1
1 + x
b/m
d−r+1 + · · · + xb/mp(
1 + x
b/m
d−r+1 + · · ·+ xb/mp + λxbd−r+1 · · · xbd
)2 dxd−r+1 · · · dxd,
where b = 2m/(2ma + 1). Set zk = xp+1xp+2 · · · xk for k = p + 1, . . . , d. By
using the change the variables to replace (xp+1, . . . , xd) by (zp+1, . . . , zd),
and zd by x = λ
1/bzd, and x by u = xd−r+1 · · · xp · x. We have
Na(λ) ≍
∫ ∞
1
· · ·
∫ ∞
1
[∫ ∞
1
∫ zd
1
· · ·
∫ zp+2
1
x
b/m
d−r+1
(
1 + x
b/m
d−r+1 + · · · xb/mp + λxbd−r+1 · · · xbpzbd
)−2
·z−1p+1 · · · z−1d−1dzp+1 · · · dzd−1dzd
]
dxd−r+1 · · · dxp
≍ λ−1/b
∫ ∞
1
· · ·
∫ ∞
1
[∫ ∞
λ1/b
x
b/m
d−r+1(1 + x
b/m
d−r+1 + · · · xb/mp + xbd−r+1 · · · xbpxb)−2
· (log x− b−1 log λ)d−p−1 dx] dxd−r+1 · · · dxp
. λ−1/b
∫ ∞
λ1/b
[∫ ∞
1
· · ·
∫ ∞
1
x
b/m
d−r+1
(
1 + x
b/m
d−r+1 + · · · + xb/mp + ub
)−2
x−1d−r+1 · · · x−1p
· (log u− log xd−r+1 − · · · − log xp − b−1 log λ)d−p−1 dxd−r+1 · · · dxp] du.
By Lemma A.10, then for any 0 < τ < 1,(
1 + x
b/m
d−r+1 + x
b/m
d−r+2 + · · ·+ xb/mp + ub
)−2
.
(
1 + x
b/m
d−r+2 + · · · + xb/mp + ub
)−1+τ · (xb/md−r+1)−(1+τ) .
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Together with the fact
∫∞
1 t
−1−τ (log t)kdt <∞ for any k <∞, we have
Na(λ) . λ
−1/b
∫ ∞
λ1/b
[∫ ∞
1
· · ·
∫ ∞
1(
1 + x
b/m
d−r+2 + · · ·+ xb/mp + ub
)−1+τ
x−1d−r+2 · · · x−1p
· (log u− log xd−r+2 − · · · − log xp − b−1 log λ)d−p−1 dxd−r+2 · · · dxp] du.
Continuing this procedure gives
Na(λ) . λ
−1/b
∫ ∞
λ1/b
(
1 + ub
)−(1−τ)p−d+r (
log u− b−1 log λ)d−p−1 du.
Since for any ǫ > 0 and d− r < p < d, we know if τ < ǫ/d,
(1− τ)p−d+r ≥ 1− τ(p− d+ r) ≥ 1− τ(d− 1) > 1− ǫ.
Hence, for any 0 ≤ a < (2m−1)/(2m), there exists τ such that (1−τ)p−d+r >
a+ 1/(2m) = 1/b. Therefore,
Na(λ) . λ
−1/b [log(1/λ)]d−p−1 = λ−a−1/2m [log(1/λ)]d−p−1 .
Finally, we consider p = d. As argued in the previous two cases, the
number of combinations of non-1 indices being summed is finite. Now since
p = d, by the symmetry of indices, the largest terms of the summation
(A.17) over ~ν ∈ V correspond to any combinations of r non-1 indices, for
example, the first r indices. Thus, by the integral approximation,
Na(λ)
≍
∞∑
ν1=1
· · ·
∞∑
νr−1=1
∞∑
νr=1
∏r
k=1 ν
2ma
k
(
1 +
∑r
k=1 ν
2
k
)(
1 +
∑r
k=1 ν
2
k + λ
∏r
k=1 ν
2m
k
)2
≍
∫ ∞
1
∫ ∞
1
· · ·
∫ ∞
1
1 + x
b/m
1 + · · ·+ xb/mr−1 + xb/mr(
1 + x
b/m
1 + · · ·+ xb/mr + λxb1 · · · xbr−1xbr
)2
dx1 · · · dxr−1dxr
where b = 2m/(2ma+1). Observe that if x1 · · · xr−1xr . λmr/[b(1−mr)], then
λxb1 · · · xbr−1xbr . xb/m1 + · · ·+ xb/mr−1 + xb/mr .
FUNCTIONAL ANOVA ESTIMATION WITH DERIVATIVES 49
By Lemma A.14 with β = 0 and α = b/m ≤ 2, we have
(A.18)
Na(λ) ≍
∫
x1···xr−1xr.λmr/[b(1−mr)](
1 + x
b/m
1 + · · ·+ xb/mr−1 + xb/mr
)−1
dx1 · · · dxr−1dxr
≍

λ
mr
1−mr (a+
r−2
2mr ), if r ≥ 3;
log(1/λ), if r = 2, a = 0; λ
2ma
1−2m , if r = 2, 0 < a ≤ 1;
1, if r = 1, a < 12m ; log(1/λ), if r = 1, a =
1
2m ;
λ
1−2ma
2m−2 , if r = 1, a > 12m .
On the other hand, if λmr/[b(1−mr)](x1 · · · xr−1xr)−1 = o(1), without less of
generality, we assume xr = min{x1, · · · , xr}. Let z = λ1/bx1 · · · xr−1xr. By
changing xr to z, we have
(A.19)
Na(λ) ≍
∫
λmr/[b(1−mr)](x1···xr−1xr)−1=o(1)(
1 + x
b/m
1 + · · ·+ xb/mr + λxb1 · · · xbr−1xbr
)−1
dx1 · · · dxr−1dxr
. λ−1/b
∫
λ1/[b(1−mr)]z−1=o(1),λ−(r−1)/(br)z(r−1)/r≤x1···xr−1≤λ−1/bz(
1 + x
b/m
1 + · · ·+ xb/mr−1 + zb
)−1
x−11 · · · x−1r−1dx1 · · · dxr−1dz
. λ−1/b
∫
λ1/[b(1−mr)]z−1=o(1)
[∫
λ−(r−1)/(br)z(r−1)/r≤x1···xr−1≤λ−1/bz(
x
b/m
1 + · · · + xb/mr−1
)−τ
x−11 · · · x−1r−1dx1 · · · dxr−1
]
zb(−1+τ)dz
. λ−1/b
∫
λ1/[b(1−mr)]z−1=o(1)
λτ/(mr)z−τb/(mr) · zb(−1+τ)dz
= o
[
λ
mr
1−mr (a+
r−2
2mr )
]
,
where the third step follows from the Lemma A.15 in Section A.5 for β = −1
and α = τb/m. Combining (A.18) and (A.19), we complete the proof for
p = d and this lemma.
A.4.4. Definition of Ma(λ) and its upper bound.
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Lemma A.8. Recall that V as a family of multi-index ~ν is defined in
(5.1). We let
Ma(λ) =
∑
~ν∈V
(∏d
k=1 ν
2m
k
)a
[
1 + λ
∏d
k=1 ν
2m
k (1 +
∑p
j=1 ν
2
j )
−1
]2 .
When m > 5/(4 − 2a), we have for any 1 ≤ p ≤ d and 0 ≤ a ≤ 1,
Ma(λ) = O
{
λ−(2ma+1)/(2m−2)
}
.
Proof. We first show for any 1 ≤ s ≤ r,
(A.20)
∞∑
ν1=1
· · ·
∞∑
νr=1
∏r
k=1 ν
2ma
k[
1 + λ
∏r
k=1 ν
2m
k (1 +
∑s
j=1 ν
2
j )
−1
]2
≍
∞∑
ν1=1
· · ·
∞∑
νr=1
∏r
k=1 ν
2ma
k[
1 + λ
∏r
k=1 ν
2m
k (1 + ν
2
s )
−1]2 .
Note that in (A.20), the LHS is greater than the RHS up to some constant.
On the contrary, observe that
∞∑
ν1=1
· · ·
∞∑
νr=1
∏r
k=1 ν
2ma
k[
1 + λ
∏r
k=1 ν
2m
k (1 +
∑s
j=1 ν
2
j )
−1
]2
≍
∞∑
ν1=1
· · ·
∞∑
νr=1
s∑
i=1
(1 + ν2i )
2
∏r
k=1 ν
2ma
k(
1 +
∑s
j=1 ν
2
j + λ
∏r
k=1 ν
2m
k
)2
≍
∞∑
ν1=1
· · ·
∞∑
νr=1
(1 + ν2s )
2
∏r
k=1 ν
2ma
k(
1 +
∑s
j=1 ν
2
j + λ
∏r
k=1 ν
2m
k
)2
≤
∞∑
ν1=1
· · ·
∞∑
νr=1
∏r
k=1 ν
2ma
k[
1 + λ
∏r
k=1 ν
2m
k (1 + ν
2
s )
−1]2 .
This proves (A.20). Moreover, note that
(A.21)
∞∑
ν1=1
· · ·
∞∑
νr=1
∏r
k=1 ν
2ma
k[
1 + λ
∏r
k=1 ν
2m
k (1 + ν
2
s )
−1]2
≥
∞∑
ν1=1
· · ·
∞∑
νr=1
∏r
k=1 ν
2ma
k(
1 + λ
∏r
k=1 ν
2m
k
)2 .
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Now return to the proof of the lemma. Since ~ν ∈ V and 1 ≤ p ≤ d, by
(A.20), (A.21) and the integral approximation, we have
Ma(λ) ≍
∞∑
ν1=1
· · ·
∞∑
νr=1
∏r
k=1 ν
2ma
k[
1 + λ
∏r
k=1 ν
2m
k (1 + ν
2
r )
−1]2
≍
∫ ∞
1
∫ ∞
1
· · ·
∫ ∞
1
[
1 + λxb1 · · · xbr−1xb(m−1)/mr
]−2
dx1 · · · dxr−1dxr,
where b = 2m/(2ma + 1). Let z = λm/[b(m−1)]xm/(m−1)1 · · · xm/(m−1)r−1 xr and
change xr to z. Then,
Ma(λ)
≍ λ−m/[b(m−1)]
∫ ∞
λ−m/[b(m−1)]
∫ ∞
1
· · ·
∫ ∞
1[
1 + zb(m−1)/m
]−2
x
−m/(m−1)
1 · · · x−m/(m−1)d−1 dx1 · · · dxd−1dz
≍ λ−m/[b(m−1)]
∫ ∞
λ−m/[b(m−1)]
[
1 + zb(m−1)/m
]−2
dz,
≤ λ−m/[b(m−1)]
∫ ∞
0
[
1 + zb(m−1)/m
]−2
dz
= O
{
λ−(2ma+1)/(2m−2)
}
,
where the second step is because m/(m− 1) > 1 and the last step holds for
any m > 5/(4 − 2a).
A.4.5. Boundedness of functions in the RKHS H.
Lemma A.9. For any g ∈ H, there exists a constant cK which is inde-
pendent of g such that
sup
t∈X d1
|g(t)| ≤ cdK‖g‖H,
and
sup
t∈X d1
|∂g/∂tj(t)| ≤ cdK‖g‖H, ∀1 ≤ j ≤ d.
Proof. Since we assume that K is continuous in the compact domain
X1 and satisfies (2.2), there exists some constant cK such that
sup
t∈X1
|K(t, t)| ≤ cK and sup
t∈X1
∣∣∣∣∂2K(t, t)∂t∂t′
∣∣∣∣ ≤ cK .
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This implies for any t ∈ X d1 ,∥∥∥∥∂Kd(t, ·)∂tj
∥∥∥∥2
H
=
∣∣∣∣∣∂2K(tj, tj)∂tj∂t′j
∣∣∣∣∣∏
l 6=j
|K(tl, tl)| ≤ cdK .
Thus, for any g ∈ H, by the Cauchy-Schwarz inequality,
sup
t∈X d1
∣∣∣∣∂g(t)∂tj
∣∣∣∣ ≤ sup
t∈X d1
∥∥∥∥∂Kd(t, ·)∂tj
∥∥∥∥
H
‖g‖H ≤ cdK‖g‖H, ∀1 ≤ j ≤ d.
Similarly, we can show that supt |g(t)| ≤ cdK‖g‖H.
A.5. Auxiliary technical lemmas.
Lemma A.10 (A variant of Young’s inequality). For any a, b ≥ 0 and
0 < τ < 1, we have
(A.22) (a+ b)−2 ≤ (1− τ)
1−τ (1 + τ)1+τ
4
a−(1+τ)b−(1−τ).
When τ is small, the coefficient (1− τ)1−τ (1 + τ)1+τ/4 is close to 1/4.
Proof. To prove (A.22), it is sufficient to show
a+ b ≥ 2(1− τ)−(1−τ)/2(1 + τ)−(1+τ)/2a(1+τ)/2b(1−τ)/2.
Letting p = 2/(1 + τ), a′ = a1/p, b′ = [b/(p − 1)](p−1)/p, the above formula
is equivalent to
a′
p
+
(b′)p/(p−1)
p/(p− 1) ≥ a
′b′,
which holds by Young’s inequality. This completes the proof.
Lemma A.11 (Bounding the norm of product of functions). For any
f, g ∈ ⊗dH1, a > 1/2m, and 1 ≤ p ≤ d, we have that
∑
~ν∈Nd
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
‖φ~ν‖2L2
〈
∂f(t)
∂tj
∂g(t)
∂tj
, φ~ν(t)
〉2
0
. ‖f‖2L2(a+1/m)
∑
~ν∈Nd
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
‖φ~ν‖2L2
〈
∂g(t)
∂tj
, φ~ν(t)
〉2
0
 .
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Proof. Recall that {ψν(t)}ν≥1 is the trigonometrical basis on L2(X1)
and φ~ν(·) is defined in (5.9). Write ψ~ν(t) = ψν1(t1)ψν2(t2) · · ·ψνd(td). Note
that
∑
~ν∈Nd
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
‖φ~ν‖2L2〈f, φ~ν〉20 =
∑
~ν∈Nd
(
1 +
ρ~ν
‖φ~ν‖2L2
)a(∫
X d1
fψ~ν
)2
.
By Theorem A.2.2 and Corollary A.2.1 in Lin [44], if a > 1/2m, then for
any f, g ∈ ⊗dH1,
∑
~ν∈Nd
(1 + ρ~ν)
a
(∫
X d1
fgψ~ν
)2
.
∑
~ν∈Nd
(
1 +
ρ~ν
‖φ~ν‖2L2
)a(∫
X d1
fψ~ν
)2∑
~ν∈Nd
(
1 +
ρ~ν
‖φ~ν‖2L2
)a(∫
X d1
gψ~ν
)2 .
Thus,
∑
~ν∈Nd
(
1 +
ρ~ν
‖φ~ν‖2L2
)a
‖φ~ν‖2L2
〈
∂f(t)
∂tj
∂g(t)
∂tj
, φ~ν(t)
〉2
0
=
∑
~ν∈Nd
(
1 +
ρ~ν
‖φ~ν‖2L2
)a(∫
X d1
∂f(t)
∂tj
∂g(t)
∂tj
ψ~ν(t)
)2
.
∑
~ν∈Nd
ν2j
(
1 +
d∏
k=1
ν2mk
)a(∫
X d1
f(t)ψ~ν(t)
)2
×
∑
~ν∈Nd
(
1 +
ρ~ν
‖φ~ν‖2L2
)a(∫
X d1
∂g(t)
∂tj
ψ~ν(t)
)2
≤
∑
~ν∈Nd
[
1 +
d∏
k=1
ν2mk
]a+ 1
m
(∫
X d1
f(t)ψ~ν(t)
)2
×
∑
~ν∈Nd
(
1 +
ρ~ν
‖φ~ν‖2L2
)a(∫
X d1
∂g(t)
∂tj
ψ~ν(t)
)2
≍ ‖f‖2L2(a+1/m)
∑
~ν∈Nd
(
1 +
ρ~ν
‖φ~ν‖2L2
)a(∫
X d1
∂g(t)
∂tj
ψ~ν(t)
)2 .
This completes the proof.
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Lemma A.12 (Inverse transformation). Assume that design points tejs
have known density πej s which are supported on X d1 . Then, there exists a
linear transformation to data (tej , Y ej) such that transformed design points
xej s are independently uniformly distributed on X d1 and the transformed re-
sponses Zejs are the jth first-order partial derivative data of some function.
Proof. As remarked after (3.1), the design under our consideration has
the following structure: different types design points can be grouped to some
sets, where within the sets different types design points are drawn identically
and across the sets the design points are drawn independently. We give the
proof for two cases as follows for the illustration.
First, we consider that function observations and partial derivatives data
share a common design, i.e., t
ej
i = t
ek
i , ∀1 ≤ i ≤ n, 0 ≤ j < k ≤ p. Write
tej = (t
ej
1 , . . . , t
ej
d ) ∈ X d1 . We allow covariates of tej can be correlated, that
is the density of tej is decomposed as:
πej(t1, . . . , td) = π
ej
d (td)π
ej
d−1(td−1|td) · · · π
ej
1 (t1|td, td−1, . . . , t2).
Denote by Π
ej
q the CDF corresponding to π
ej
q , 1 ≤ q ≤ d. Let
x
ej
d = Π
ej
d (t
ej
d ), x
ej
d−1 = Π
ej
d−1(t
ej
d−1|t
ej
d ), . . . , x
ej
1 = Π
ej
1 (t
ej
1 |tejd , t
ej
d−1 . . . , t
ej
2 ).
Then, xej = (x
ej
1 , x
ej
2 , . . . , x
ej
d ) is uniformly distributed on X d1 . Define that
h(x1, x2, . . . , xd)
= f
({Πej1 }−1(x1|xd, . . . , x2), {Πej2 }−1(x2|xd, . . . , x3), . . . , {Πejd }−1(xd)) .
Thus,
∂h(x)
∂xj
=
j∑
k=1
∂f(t)
∂tk
· ∂tk
∂xj
=
j−1∑
k=1
∂f
∂tk
· ∂tk
∂xj
+
∂f
∂tj
· 1
π
ej
j (tj|td, . . . , tj+1)
.
With the design xej defined, we transform the responses Y ejs to Zejs by
letting Ze0 = Y e0 and for any j = 1, . . . , p,
Zej =
j−1∑
k=1
Y ek
∂t
ej
k (x
ej
d , x
ej
d−1 . . . , x
ej
k )
∂xj
+
Y ej
π
ej
j (t
ej
j |tejd , . . . , t
ej
j+1)
.
Write
σ˜2j =
j−1∑
k=1
σ2k
[
∂t
ej
k
∂xj
(x
ej
d , x
ej
d−1, . . . , x
ej
k )
]2
+
σ2j[
π
ej
j (t
ej
j |(t
ej
d , . . . , t
ej
j+1)
]2 .
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Then, it is clear that Zej = ∂h/∂xj(x
ej) + ǫ˜ej , where the errors ǫ˜ejs are
independent centered noises with variance σ˜2j s.
Second, we consider that not all types of function observations and partial
derivatives data share a common design, i.e., ∃0 ≤ j 6= k ≤ p and 1 ≤ i ≤ n
such that t
ej
i 6= teki . We require the covariates of each tej are independent,
that is the density of tej can be decomposed as:
πej(t1, . . . , td) = π
ej
1 (t1)π
ej
2 (t2) · · · πejd (td)
Now let
x
ej
1 = Π
ej
1 (t
ej
1 ), x
ej
2 = Π
ej
2 (t
ej
2 ), . . . , x
ej
d = Π
ej
d (t
ej
d ).
Then xej = (x
ej
1 , x
ej
2 , . . . , x
ej
d ) is uniformly distributed on X d1 . Define the
function
h(x1, . . . , xd) = f
({Πej1 }−1(x1), {Πej2 }−1(x2), . . . , {Πejd }−1(xd)) .
Thus, we have
∂h(x)
∂xj
=
∂f(t)
∂tj
· ∂tj(xj)
∂xj
=
∂f(t)
∂tj
· 1
π
ej
j (tj)
.
Correspondingly, the responses Y ej is transformed to Zej , 0 ≤ j ≤ p, by
letting Ze0 = Y e0 and Zej = Y ej/π
ej
j (t
ej
j ) for 1 ≤ j ≤ d, and write the
transformed variance σ˜2j = σ
2
j /[π
ej
j (t
ej
j )]
2.
Lemma A.13. Suppose that s ≥ 1, β ≥ 0 and β 6= 1, and r ≥ 1. Then∫
x1···xr·z≤Ξ,xk≥1,z≥1
xβ1 · · · xβr zβ(log z)s(x21 + · · ·+ x2r)−1dx1 · · · dxrdz
≍ Ξβ+1(log Ξ)s, as Ξ→∞.
Proof. For any τ ≥ 1, we have {1 ≤ z ≤ Ξτ−r, 1 ≤ xk ≤ τ, k =
1, . . . , r} ⊂ {x1 · · · xr · z ≤ Ξ, z ≥ 1, xk ≥ 1, k = 1, . . . , r}. Thus, if Ξ→∞,∫
x1···xr·z≤Ξ,xk≥1,z≥1
xβ1 · · · xβr zβ(log z)s(x21 + · · ·+ x2r)−1dx1 · · · dxrdz
≥
∫ Ξτ−r
1
∫ τ
1
· · ·
∫ τ
1
zβ(log z)sxβ−21 · · · xβ−2r dx1 · · · dxrdz
≍ Ξβ+1τ−r(β+1)(log Ξ− r log τ)sτ r(β−1).
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Let τ → 1, we have ∫x1···xr ·z≤Ξ,xk≥1,z≥1(log z)s(x21+· · ·+x2r)−1dx1 · · · dxrdz &
Ξβ+1(log Ξ)s.
On the other hand, define u = x1 · · · xr · z and change the variable z to u.
We have that as Ξ→∞,∫
x1···xr ·z≤Ξ,xk≥1,z≥1
xβ1 · · · xβr zβ(log z)s(x21 + · · · + x2r)−1dx1 · · · dxrdz
=
∫ Ξ
1
∫ u
1
∫ u/xr
1
· · ·
∫ u/(xrxr−1···x2)
1
uβ(log u− log xr − · · · − log x1)s
· (x21 + · · ·+ x2r−1 + x2r)−1 x−11 · · · x−1r−1x−1r dx1 · · · dxr−1dxrdu
.
∫ Ξ
1
∫ u
1
∫ u/xr
1
· · ·
∫ u/(xrxr−1···x2)
1
uβ(log u− log xr − · · · − log x1)s
· x−1−2/r1 · · · x−1−2/rr−1 x−1−2/rr dx1 · · · dxr−1dxrdu
.
∫ Ξ
1
uβ(log u)sdu ≍ Ξβ+1(log Ξ)s,
where the second step is by Lemma A.10. This completes the proof.
Lemma A.14. Suppose that β ≥ 0 and 0 < α ≤ 2. Then, as Ξ→∞,∫
x1···xr≤Ξ,xk≥1
r∏
k=1
xβk(x
α
1 + x
α
2 + · · ·+ xαr )−1dx1 · · · dxr
≍

Ξβ+1−α/r, if r ≥ 3;
log(Ξ), if r = 2, β = α/2 − 1; Ξβ+1−α/2 if r = 2, β > α/2 − 1;
1, if r = 1, β < α− 1; log(Ξ) if r = 1, β = α− 1;
Ξβ−α+1 if r = 1, β > α− 1.
Proof. By the symmetry of covariates,∫
x1···xr≤Ξ,xk≥1
r∏
k=1
xβk(x
α
1 + x
α
2 + · · ·+ xαr )−1dx1 · · · dxr
≍
∫
x1···xr≤Ξ,x1≥x2≥···≥xr≥1
r∏
k=1
xβk(x
α
1 + x
α
2 + · · · + xαr )−1dxr · · · dx1
:= E .
First we prove when r ≥ 3, as Ξ→∞, we have
E . Ξβ+1−α/r.(A.23)
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For this, define the setK =
{
0 ≤ k ≤ r − 2 :
(
Ξ
x1···xr−k−1
)1/(k+1)
≤ xr−k−1
}
.
If K is not empty, we denote the smallest element in K by k∗. Then 0 ≤
k∗ ≤ r − 2. For any (x1, . . . , xr) ∈ {(x1, . . . , xr) : x1 · · · xr ≤ Ξ, x1 ≥ x2 ≥
· · · ≥ xr ≥ 1, xr ≤ xr−1 ≤ Ξx1···xr−1}, we have
(A.24)

1 ≤ xr−k ≤ xr−k−1 for 0 ≤ k ≤ k∗ − 1,
1 ≤ xr−k∗ ≤
(
Ξ
x1···xr−k∗−1
)1/(k∗+1)
for k = k∗,
xr−k ≥
(
Ξ
x1···xr−k−1
)1/(k+1)
for k∗ + 1 ≤ k ≤ r − 2,
x1 ≥ Ξ1/r for k = r − 1.
Thus, as Ξ→∞,
(A.25)
E .
∫
x1···xr≤Ξ,x1≥x2≥···≥xr≥1{
(x1)
β−α/(r−1) · · · (xr−k∗−1)β−α/(r−1)
}
xβr−k∗
·
{
(xr−k∗+1)β−α/(r−1) · · · (xr)β−α/(r−1)
}
dx
≍
∫
x1···xr≤Ξ,x1≥x2≥···≥xr≥1{
(x1)
β−α/(r−1) · · · (xr−k∗−1)β−α/(r−1)
}
· (xr−k∗)[β+1−α/(r−1)]k∗+βdxr−k∗dxr−k∗−1 · · · dx1
≍
∫
x1···xr≤Ξ,x1≥x2≥···≥xr≥1{
(x1)
−1−α/[(r−1)(k∗+1)] · · · (xr−k∗−1)−1−α/[(r−1)(k∗+1)]
}
· Ξβ+1−αk∗/[(r−1)(k∗+1)]dxr−k∗−1 · · · dx1
= Ξβ+1−α/r,
where the first step uses xr−k∗ ≥ 1 and Lemma A.10, the second step uses
xr−k ≤ xr−k−1 for all k ≤ k∗ − 1 in (A.24), the third step uses the up-
per bound on xr−k∗ in (A.24), the fourth step uses the lowers bounds on
xr−k for all k∗ + 1 ≤ k ≤ r − 2 in (A.24). If K is empty, then for any
(x1, . . . , xr) ∈ {(x1, . . . , xr) : x1 · · · xr ≤ Ξ, x1 ≥ x2 ≥ · · · ≥ xr ≥ 1, xr ≤
xr−1 ≤ Ξ/(x1 · · · xr−1)}, it satisfies
1 ≤ xk ≤ xk−1 for any 2 ≤ k ≤ r, and 1 ≤ x1 ≤ Ξ1/r.
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Thus, as Ξ→∞,
(A.26)
E =
∫ Ξ1/r
1
· · ·
∫ xr−2
1
∫ xr−1
1
r∏
k=1
xβk(x
α
1 + x
α
2 + · · ·+ xαr−1 + xαr )−1dxrdxr−1 · · · dx1
.
∫ Ξ1/r
1
· · ·
∫ xr−2
1
∫ xr−1
1
x
β−α/r
1 · · · xβ−α/rr−1 xβ−α/rr dxrdxr−1 · · · dx1 ≍ Ξβ+1−α/r.
Combining (A.25) and (A.26) completes the proof for (A.23).
On the other hand, when r ≥ 3 and as Ξ→∞,
(A.27)
E ≥
∫ Ξ1/r
1
· · ·
∫ xr−2
1
∫ xr−1
1
r∏
k=1
xβk(x
α
1 + · · ·+ xαr−1 + xαr )−1dxrdxr−1 · · · dx1
≥
∫ Ξ1/r
1
· · ·
∫ xr−2
1
∫ xr−1
1
r∏
k=1
xβk · r−1x−α1 dxrdxr−1 · · · dx1 ≍ Ξβ+1−α/r.
Therefore, combining (A.23) and (A.27) completes the proof of the lemma
for r ≥ 3.
Then we consider for r = 2. For 0 < α ≤ 2,
E ≤ 2
∫ √Ξ
1
∫ x1
1
xβ−α1 x
β
2dx2dx1 + 2
∫ Ξ
√
Ξ
∫ Ξ/x1
1
xβ−α1 x
β
2dx2dx1
≍
{
log(Ξ) when 2β + 2− α = 0
Ξβ+1−α/2 when 2β + 2− α > 0 as Ξ→∞.(A.28)
On the other hand, we have
(A.29)
E ≥
∫ √Ξ
1
∫ x1
1
xβ1x
β
2 (x
α
1 + x
α
2 )
−1dx2dx1
≥ 2−1
∫ √Ξ
1
∫ x1
1
xβ−21 x
β
2dx2dx1
≍
{
log(Ξ) when 2β + 2− α = 0
Ξm when 2β + 2− α > 0 as Ξ→∞.
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Combining (A.28) and (A.29) completes the proof of the lemma for r = 2.
Finally, we consider for r = 1. Note that
∫ Ξ
1 x
β
1x
−α
1 dx1 ≍ 1 when 0 ≤ β <
α − 1, and ∫ Ξ1 xβ1x−α1 dx1 ≍ log(Ξ) when β = α − 1, and ∫ Ξ1 xβ1x−α1 dx1 ≍
Ξβ−α+1 when β > α− 1. This complete the proof.
Lemma A.15. Suppose that β ≤ −1 and α > 0. Then, as Ξ→∞,∫
x1···xr≥Ξ,xk≥1
r∏
k=1
xβk(x
α
1 + x
α
2 + · · · + xαr )−1dx1 · · · dxr ≍ Ξβ+1−α/r.
Proof. The proof is similar to the proof for Lemma A.14. We omit the
details here.
Lemma A.16. Suppose that m > 1. Then, as Ξ→∞,∫
x
(m−1)/m
1 x2···xr≤Ξ,xk≥1
(x21 + x
2
2 + · · ·+ x2r)−1x21dx1 · · · dxr ≍ Ξm/(m−1).
Proof. When r = 1, the lemma can be verified by direct calculations.
In what follows, assume r ≥ 2. First, we show that LHS of the formula
above is larger than the RHS up to some constant. It suffices to consider a
subset of (x1, x2, . . . , xr) which satisfy x
(m−1)/m
1 ≥ x2 ≥ · · · ≥ xr ≥ 1. Let
u1 = x
(m−1)/m
1 , and uj = u1x2 · · · xj for 2 ≤ j ≤ r. By changing variables
(x1, x2, . . . , xr) to (u1, u2, . . . , ur), the LHS in the lemma satisfies∫
x
(m−1)/m
1 x2···xr≤Ξ,xk≥1
(x21 + x
2
2 + · · · + x2r)−1x21dx1 · · · dxr
≥
∫
x
(m−1)/m
1 x2···xr≤Ξ,xk≥1
(rx21)
−1x21dx1 · · · dxr
= r−1
∫ Ξ
1
∫ ur
u
(r−1)/r
r
· · ·
∫ u2
u
1/2
2
u
1/(m−1)
1 u
−1
1 · · · u−1r−1du1 · · · dur−1dur
≍ Ξm/(m−1).
Second, we show that RHS of the formula above is larger than the LHS up
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to some constant. Note that (x21+x
2
2+ · · ·+x2r)−1x21 ≤ 1, so the LHS satisfies∫
x
(m−1)/m
1 x2···xr≤Ξ,xk≥1
(x21 + x
2
2 + · · · + x2r)−1x21dx1 · · · dxr
≤
∫
x
(m−1)/m
1 x2···xr≤Ξ,xk≥1
1dx1 · · · dxr
= r−1
∫ Ξ
1
∫ ur
u
(r−1)/r
r
· · ·
∫ u2
u
1/2
2
u
1/(m−1)
1 u
−1
1 · · · u−1r−1du1 · · · dur−1dur
≍ Ξm/(m−1).
This completes the proof.
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