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Abstract
In this paper we study a particular Painleve´ V (denoted PV ) that arises from Multi-Input-
Multi-Output (MIMO) wireless communication systems. Such a PV appears through its in-
timate relation with the Hankel determinant that describes the moment generating function
(MGF) of the Shannon capacity. This originates through the multiplication of the Laguerre
weight or the Gamma density xαe−x, x > 0, for α > −1 by (1 + x/t)λ with t > 0 a scal-
ing parameter. Here the λ parameter “generates” the Shannon capacity; see Yang Chen and
Matthew McKay, IEEE Trans. IT, 58 (2012) 4594–4634. It was found that the MGF has an
integral representation as a functional of y(t) and y′(t) , where y(t) satisfies the “classical
form” of PV . In this paper, we consider the situation where n, the number of transmit anten-
nas, (or the size of the random matrix), tends to infinity, and the signal-to-noise ratio (SNR)
P tends to infinity, such that s = 4n2/P is finite. Under such double scaling the MGF, effec-
tively an infinite determinant, has an integral representation in terms of a “lesser” PIII . We
also consider the situations where α = k + 1/2, k ∈ N, and α ∈ {0, 1, 2, . . .} λ ∈ {1, 2, . . .},
linking the relevant quantity to a solution of the two dimensional sine-Gordon equation in radial
coordinates and a certain discrete Painleve´-II.
From the large n asymptotic of the orthogonal polynomials, that appears naturally, we obtain
the double scaled MGF for small and large s , together with the constant term in the large s
expansion. With the aid of these, we derive a number of cumulants and find that the capacity
distribution function is non-Gaussian.
1 Introduction.
Multiple-Input-Multiple-Output(MIMO) wireless communication systems play an increasingly im-
portant role in the wireless communications development and research. The ability to increase
the capacity (effectively) without the restrictions of power and bandwidth channels, due to the
discoveries of Telatar [39], Foschini and Gans [17], has spurred a tremendous amount of research.
The fundamental descriptor, the outage capacity of the information theoretic aspect of MIMO sys-
tems, is hard to characterize, as this requires knowledge of the entire distribution of the channel
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mutual information. Gaussian approximations were usually made by computing a few moments
of the distribution, see [21, 27, 38, 43]. In [26] the Coulomb fluid approximation was employed
to characterize the large deviations behavior of the MIMO channel capacity. With the aid of a
particular Painleve´ PV equation, Chen and McKay [10] obtain the mean, the variance, and any
desired number of high order cumulants. Furthermore, a proposal was made in [10] on a double
scaling scheme where n tends to infinity, and the signal-noise ratio P (SNR) tends to infinity,
such that the parameter s = 4n2/P is finite. One could think of this as the thermodynamic limit
of such random matrix ensembles.
In this paper, we carry through the double scaling and obtain the resulting double scaled moment
generating function (MGF), described effectively by an infinite determinant. It is found that the
logarithmic derivative of the double scaled Hankel determinant satisfies a Jimbo–Miwa–Okamoto
σ -form Painleve´ equation (essentially a PIII ). Further the MGF has an integral representation
in terms of a particular PV or a PIII , both in the classical form. The asymptotic expansions
of the MGF for small s and large s are obtained. Furthermore, with certain restrictions on the
parameters, closed form expressions of the MGF are obtained.
This paper is organized as follows. In Section 2, we briefly recall the single-user model. The
logarithmic derivative of the determinant of a particular n dimensional Hankel matrix satisfies
the Jimbo–Miwa–Okamoto σ -form of the Painleve´ equation, and the Hankel determinant has an
integral representation in terms of a PV , obtained by Chen and McKay [10]. In this situation, the
parameters in the PV , either the σ or the classical form, depend on n .
In Section 3, we show that the double scaled Hankel determinant has an integral representation
in terms of a particular PV or PIII . In this situation the parameters that occur in the Painleve´
equations are independent of n . The formal power series expansion for small s and large s of
the MGF are worked out. For large s, the hard-to-find constant term in asymptotic expansion
is obtained through the connection with the polynomials orthogonal with respect to the deformed
Laguerre weight, xαe−x(t+ x)λ, for α > −1, t > 0, x ≥ 0.
In Section 4, with Normand’s formulas [31], the asymptotic expansions of the Hankel determi-
nant for finite n and the double-scaled situation are also found. Here, with chosen special values
of the parameters, the double-scaled Hankel determinant degenerate to the asymptotic expansions
obtained by Tracy and Widom [40].
In Section 5, we take α = k+ 12 , k ∈ N and λ ∈ R . Here one finds rational solutions in terms of
the Umemura polynomials and obtains closed form expression of the scaled MGF. Furthermore, if
α = 0, then the PV is equivalent to the 2 -dimensional sine-Gordon equation in the radial variable.
If λ ∈ N this degenerates to a discrete Painleve´ II. Taking α = 1 , and λ ∈ N , and combining
with the Backlund transformation of the seed solution, expressed in terms of the modified Bessel-
functions I1(z) and I0(z), we obtain solution of PV with α ∈ N, λ ∈ N. In these results, λ ∈ N
labels the discrete PII , a second order non-linear difference equation, and α ∈ N denotes the
number of “applications” taken in the Ba¨cklund transformation.
In Section 6, we obtained the asymptotic behavior of the scaled MGF, and note that the
distribution of the outage capacity is no longer Gaussian.
In Section 7, we display the reproducing or Christoffel–Darboux kernel constructed out of the
polynomials orthogonal with respect to the deformed Laguerre weight xαe−x(t + x)λ . We note
that the polynomials satisfy ladder operator relations, as in [10]. With the double scaling described
above namely, t→ 0, n→∞, such that s = 4nt is finite, (or equivalently s = 4n2/P is finite),
where the “coordinates” x, y are re-scaled to x = X4n , y =
Y
4n , it is found that scaled kernel can
be expressed in terms of the solutions of a second order ordinary differential equation (ODE). If
s = 0, then the second order ODE becomes the Bessel differential equation. If s > 0 , one finds a
2
Heun-like second order ODE.
2 Single-User System Model
In this section we give a brief description of the random matrix model which arises from a particular
wireless communication system. See [1] and [10] and the references therein for in-depth discussion
of such models. A point to point MIMO communication system has nt transmit and nr receive
antennas. The MIMO channel is usually described by
y = Hx+ n, (2.1)
where H ∈ Cnr×nt represents the channel matrix, and the (j, k) entry hjk of H denotes the
wireless fading coefficients between the jth transmit and the kth receive antenna. Here x ∈ Cnt
and y ∈ Cnr are the input and output signal vector, and nnr×1 ∈ Cnr is a complex Gaussian dis-
tributed noise vector. Under assumption of no correlations between the input and output antennas,
H is modeled with a complex Gaussian distribution with independently and identically distributed
entries hjk , soH ∼ CN (0, Inr) . The input signal vector x are chosen to meet a power constraint,
trQx ≤ P, (P > 0),
where Qx = xx∗ is covariance of a zero-mean circularly symmetric complex Gaussian distribution.
The common assumption one makes is that
Qx =
P
nt
Int,
which one interprets as sending independent complex Gaussian signals from each transmit antenna,
each with power P/nt. The capacity of a communication link, due to Shannon, is determined by
the “mutual information” between the transmitter and receiver, with the constraint given above,
the mutual information reads,
I(x; y,H) = ln det(Int +HH
†/t), t := nt/P.
To proceed further, recall the notations in [10],
m = max{nr, nt}, n = min{nr, nt}, α = m− n.
Let W be the complex Wishart matrix
W =
{
HH†, nr < nt,
H†H, nr ≥ nt, and n = dimension{W}. (2.2)
If {xj}nj=1 are the positive eigenvalues of W, then the joint probability density, up to a positive
constant, reads
p(x1, x2, . . . , xn)dx1 . . . dxn ∝
∏
1≤j<k≤n
(xk − xj)2
∏
l=1
xαl e
−xldxl, (2.3)
where xj ∈ (0,∞), j = 1, . . . , n. The outage probability, see for example [47], describes an outage
event, where communication at rate R becomes impossible, reads
Pout(R) = Prob(I(x; y,H) < R).
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The moment generating function (MGF) of outage capacity can be expressed as
M(λ) = EH
(
eλI(x;y,H)
)
=
t−nλ
Zn
1
n!
∫
Rn
+
∏
1≤j<k≤n
(xk − xj)2
n∏
l=1
(t+ xl)
λxαl e
−xldxl (2.4)
where Zn is a constant, chosen so that M(0) = 1 . The cumulant generating function (CGF) has
a power series expansion around λ = 0 ,
lnM(λ) =
∞∑
ℓ=1
κℓ
λℓ
ℓ!
, (2.5)
where κℓ are the cumulants. For convenience, we look at an object allied to M(λ);
Mn(t;α, λ) : =M(λ)tnλ
=
1
n!
∫
Rn
+
∏
1≤j<k≤n(xj − xk)2
∏n
ℓ=1 (t+ xℓ)
λ xαℓ e
−xℓdxℓ
1
n!
∫
Rn
+
∏
1≤j<k≤n(xj − xk)2
∏n
ℓ=1 x
α+λ
ℓ e
−xℓdxℓ
=
Dn(t;α, λ)
Dn(0;α, λ)
, (2.6)
where
Dn(t;α, λ) =
1
n!
∫
Rn
+
∏
j<k
(xj − xk)2
n∏
ℓ=1
(t+ xℓ)
λ xαℓ e
−xℓdxℓ, (2.7)
is the Hankel determinant, generated from the deformed Laguerre weight on (0,∞) , defined by,
w(x; t, α, λ) := (x+ t)λxαe−x, t > 0, α > −1, x ≥ 0. (2.8)
Note that Dn(0;α, λ) has a closed form expression,
Dn(0;α, λ) =
G(n + 1)G(n + λ+ α+ 1)
G(λ+ α+ 1)
, (2.9)
with G(z) is the Barnes G -function, and satisfies the functional equation G(z + 1) = Γ(z)G(z) ,
z ∈ C ∪ {∞}, the initial condition being G(1) = 1. See Voros [44] for a description of G(z).
The Painleve´ equations that are involved in this paper are PIII(α, β, γ, δ)
w′′ =
(w′)2
w
− w
′
z
+
αw2 + β
z
+ γw3 +
δ
w
; (2.10)
and PV (α, β, γ, δ) given by
w′′ =
3w − 1
2w(w − 1)(w
′)2 − w
′
z
+
(w − 1)2
z2
(
αw +
β
w
)
+
γw
z
+
δw(w + 1)
w − 1 . (2.11)
In subsequent results, these appear in σ form, as in the isomonodromic deformation theory of
Jimbo and Miwa [23]. We recall Theorem 1 in [10]; that the log-derivative of the Hankel determinant
satisfies a particular σ -form of a Painleve´.
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Theorem 1. The logarithmic derivative of the Hankel determinant in (7.124), associated with the
deformed Laguerre weight (2.8),
Hn(t) := t
d
dt
ln
Dn(t;α, λ)
Dn(0;α, λ)
, (2.12)
satisfies
(tH ′′n(t))
2 =
[
tH ′n −Hn + nλ+ (2n + α+ λ)H ′n
]2 − 4 (tH ′n −Hn + δn) [(H ′n)2 + λH ′n] , (2.13)
with δn := n(n+ α+ λ). If σ(t) = Hn(t)− nλ, then σ(t) satisfies a version of the Jimbo–Miwa–
Okamoto [23, 32] σ -form of PV ,
(tσ′′)2 = (σ − tσ′ + 2σ′2 + (v0 + v1 + v2 + v3)σ′)2 − 4(v0 + σ′)(v1 + σ′)(v2 + σ′)(v3 + σ′),
with parameters
v0 = 0, v1 = −n, v2 = −α− n, v3 = λ.
We list below, for reference, two coupled Riccati equations, (2.37) and (2.38), [11]),
t r′n(t) =
r2n − λrn
Rn
− Rn
1−Rn
[
rn (2n + α+ λ) + n (n+ α) +
r2n − λrn
Rn
]
, (2.14)
t R′n(t) = 2rn − λ+ [2n+ α+ λ+ (1−Rn) t]Rn. (2.15)
where rn(t) and Rn(t) are expressed in terms of the monic polynomials Pn(x; t) are orthogonal
with respect to (2.8) and can be found in [10]:
Rn(t) :=
λ
hn(t)
∫ ∞
0
(Pn(x))
2
x+ t
w(x; t, α, λ)dx, (2.16)
rn(t) :=
λ
hn−1(t)
∫ ∞
0
Pn(x)Pn−1(x)
x+ t
w(x; t, α, λ)dx. (2.17)
Here hn(t) is the square of the L
2 norm:
hn(t) :=
∫ ∞
0
(Pn(x))
2 w(x; t, α, λ) dx.
To ease the notations we do not indicate here that the orthogonal polynomials also depend upon
t, α and λ. Letting
Rn(t) = 1 +
1
y(t)− 1 , or y(t) = 1 +
1
Rn(t)− 1 , (2.18)
followed by substituting (2.15) and (2.18) into (2.14), we see that y(t) satisfies the following
PV (
α2
2 ,−λ
2
2 , 2n + 1 + α+ λ,−12), namely,
y′′(t) =
3y − 1
2y(y − 1)
(
y′(t)
)2− y′(t)
t
+
(y − 1)2
2t2
(
α2y − λ
2
y
)
+
(2n + 1 + α+ λ)y
t
− y(y + 1)
2(y − 1) . (2.19)
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One can make a change of variable t = ez , and obtain the modified P˜V equation, with the
property that all local solutions can analytically continued to single-valued meromorphic solutions
in the complex plane by Theorem 5.1 of [19]. Combining ( (235), (242) , [10]), (2.15) and (2.18),
we see that Hn(t) can be expressed in terms y(t) and y
′(t) as,
Hn(t) =
t2(y′)2
4y(y − 1)2 +
nty
y − 1 −
(αy + λ)2
4y
− t
2y
4(y − 1)2 +
t(αy + λ)
2(y − 1) . (2.20)
With the aid of (2.6), (2.12) and (2.20), the logarithm of the MGF denoted by Mn(t;α, λ) has the
integral representation
lnMn(t;α, λ)
=
∫ t
0
(
x2(y′(x))2
4y(x)(y(x) − 1)2 +
nx y(x)
y(x)− 1 −
(αy(x) + λ)2
4y(x)
− x
2y(x)
4(y(x)− 1)2 +
x(αy(x) + λ)
2(y(x)− 1)
)
dx
x
.
(2.21)
3 Double Scaling
In this section, we investigate the behavior of Mn(t;α, λ) by sending n → ∞ and t → 0, such
that s := 4nt = 4n2/P finite, such a double scaling scheme had been pointed out by Chen and
McKay [10].
For convenience, we first introduce two notations,
g(s) = lim
n→∞
y
( s
4n
)
, (3.22)
H(s) = lim
n→∞
Hn
( s
4n
)
. (3.23)
The existence of these limits may be inferred from the finite n -version of Painleve´ equations.
Theorem 2. Let s = 4nt, where n → ∞, t → 0, such that s is finite. Then g(s) satisfies a
particular Painleve´ differential equation,
d2g
ds2
=
3g − 1
2g(g − 1)
(
dg
ds
)2
− 1
s
dg
ds
+
(g − 1)2
2s2
(
α2g − λ
2
g
)
+
g
2s
, (3.24)
known as PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
, subject to the initial conditions g(0) = − λα , g′(0) = λ2α((λ+α)2−1) ,
and α > 0, α+ λ /∈ Z.
Moreover, H(s) satisfies(
sH′′)2 = H′ (4H′ − 1) (H− sH′)+ 1
16
[
4 (α+ λ)H′ − λ]2 , (3.25)
with the initial conditions H(0) = 0, H′(0) = λ4(α+λ) . Furthermore,
H(s) = (sg
′(s))2
4g(s)(g(s) − 1)2 −
(λ+ αg(s))2
4g(s)
+
sg(s)
4(g(s)− 1) . (3.26)
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Proof. With the aid of t = s/4n, the equations follow by taking the limit as n → ∞ of (2.19),
(2.13) and (2.20).
Remark 1. Letting H(s) = σ(4s) and combining with equation (3.25), then σ(4s) satisfies a
σ -form ((3.13), [24]) of PIII ,
(sσ′′)2 = 4σ′(σ′ − 1)(σ − tσ′) +
(
θ∞σ
′ − θ0 + θ∞
2
)2
,
with parameters θ0 = λ− α, θ∞ = λ+ α.
If we denote
M(s;α, λ) := lim
n→∞
Mn
( s
4n
;α, λ
)
= lim
n→∞
Dn(
s
4n ;α, λ)
Dn(0;α, λ)
, (3.27)
with the initial condition M(0;α, λ) = 1 , then its logarithm has an integral representation in terms
of PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
. With the aid of (2.6), (2.12) and (3.26), one finds,
lnM(s;α, λ) =
∫ s
0
(
(xg′(x))2
4g(x)(g(x) − 1)2 −
(λ+ αg(x))2
4g(x)
+
xg(x)
4(g(x) − 1)
)
dx
x
. (3.28)
3.1 Small s and large s behavior of the M(s;α, λ) .
In this subsection we obtain formal expansion in small s and large s of M(s;α, λ) .
For small and positive s, let the expansion of PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
be of the form
∑∞
j=0 ajs
j, with
g(0) = − λα , with g′(0) = λ2α((λ+α)2−1) . Substituting these into (3.24) we find,
g(s) = −λ
α
+
λ
2α((λ + α)2 − 1)s+
λ[λ3 + αλ2 − 5λ(α2 − 1) + 3α(α2 − 1)]
8α(λ + α)[(λ+ α)2 − 1]2[(λ+ α)2 − 4] s
2 +O(s3), (3.29)
where λ+ α /∈ Z.
In Theorem 37.5 of [19], the authors consider algebraic branch points of solutions of PV and
conclude that under certain circumstances the branching order is two. Hence, for large and positive
s, substitute the series expansion
∑∞
j=1 bjs
− j
2 into (3.24). A straightforward computation gives,
g(s) = −λs− 12 − λ2s−1 − λ(8λ
2 − 4α2 + 1)
8
s−
3
2 − λ
2(2λ2 − 4α2 + 1)
2
s−2 +O
(
s−
5
2
)
. (3.30)
The theorem below gives M(s;α, λ) for small s and large s.
Theorem 3. The asymptotic expansions of M(s;α, λ) for small and large s, are:
1. For small s, with α+ λ /∈ Z ,
lnM(s;α, λ) =
λ
4(α + λ)
s− αλ
32(α + λ)2[(α + λ)2 − 1]s
2
+
αλ(α− λ)
96(α + λ)3[(α+ λ)2 − 1][(α + λ)2 − 4]s
3 +O(s4). (3.31)
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2. For large s,
lnM(s;α, λ) =c(α, λ) + λs
1
2 − λ(2α + λ)
4
lns− λ(4α
2 − 1)
8
s−
1
2 − λ
2(4α2 − 1)
16
s−1
+
λ(4α2 − 1)(4α2 − 9− 16λ2)
384
s−
3
2 +
λ2(4α2 − 1)(4α2 − 4λ2 − 9)
128
s−2
− λ(4α
2 − 1)[225 + 16α4 + 720λ2 + 128λ4 − 8α2(17 + 40λ2)]
5120
s−
5
2 +O (s−3) ,
(3.32)
where c(α, λ) is an integration constant, independent of s.
Proof. For small s, we insert (3.29) into (3.28), then (3.31) follows immediately. Similarly, for
large s, after substituting (3.30) into (3.28) followed by straightforward computations, (3.32) is
found. The hypothesis λ+ α /∈ Z is appropriate in view of the form of the coefficients.
Any monic polynomials orthogonal with respect to some weight has the Heine multiple-integral
representation. With the deformed Laguerre weight (2.8), one finds,
Pn(z; t, α, λ)
=
1
Dn(t, α, λ)
1
n!
∫
(0,∞)n
n∏
q=1
(z − xq)
∏
1≤j<k≤n
(xj − xk)2
n∏
ℓ=1
w(xℓ; t, α, λ)dxℓ. (3.33)
Note
Pn(z; t, α, λ) = z
n + p1(n, t, α, λ) z
n−1 + · · ·+ Pn(0; t, α, λ).
It is immediate that the constant term of the monic orthogonal polynomial can be expressed by
the quotient of Hankel determinants, that is,
(−1)nPn (0; t, α, λ) = Dn (t;α+ 1, λ)
Dn(t;α, λ)
. (3.34)
If t = 0, then the constant term of the monic Laguerre polynomials, reads ((5.1.7), [37]), with
suitable modification,
(−1)nPn (0; 0, α, λ) = Γ(n+ 1 + α+ λ)
Γ(1 + α+ λ)
. (3.35)
From the above considerations, we state below a corollary which will ultimately help us to determine
the constant c(α, λ) .
Corollary 1. Let n→∞, t→ 0, such that s = 4nt finite. Then
lim
n→∞
(−1)nPn
(
0; s4n ;α, λ
)
(−1)nPn (0; 0, α, λ) =
M(s;α+ 1, λ)
M(s;α, λ)
= exp
(
c1(α, λ) − λ
2
ln s− λ(1 + 2α)
2
s−
1
2 − (1 + 2α)λ
2
4
s−1
+
λ(1 + 2α)(4α(1 + α)− 3− 8λ2)
48
s−
3
2 +O (s−2)), (3.36)
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where c1(α, λ) is another constant independent of s ,
c1(α, λ) = c(α+ 1, λ) − c(α, λ), (3.37)
and c(α, λ) is the constant in (3.32).
Proof. From (3.34), one finds,
lim
n→∞
(−1)nPn
(
0; s4n , α, λ
)
(−1)nPn (0; 0, α, λ) = limn→∞
Dn(s/4n;α + 1, λ)
Dn(s/4n;α, λ)
Dn(0;α, λ)
Dn(0;α + 1, λ)
=
M(s;α + 1, λ)
M(s;α, λ)
.
Inserting M(s;α, λ), (3.32), into the above equation, one finds through straightforward computa-
tions the equations (3.36) and (3.37) are found.
With the aid of the formulas derived from the Dyson’s Coulomb Fluid; see ([9, 14],[7], [3, 4]),
the constant c1(α, λ) can also be determined. In particular, for the deformed Laguerre weight, let
v(x) := − lnw(x; t, α, λ) = x− λ ln (x+ t)− αlnx, and consequently,
v′(x) = 1− λ
x+ t
− α
x
. (3.38)
The equilibrium density is supported on (a, b) where the endpoints satisfy the following supple-
mentary conditions, which can be found, for instance, in [7, 9],∫ b
a
xv′(x)√
(b− x)(x− a)dx = 2πn, (3.39)∫ b
a
v′(x)√
(b− x)(x− a)dx = 0. (3.40)
With the aid of the identities in [6], [35] and [20], one finds,
λ√
(t+ a)(t+ b)
+
α√
ab
− 1 = 0, (3.41)
and
λt√
(t+ a)(t+ b)
+
a+ b
2
− α− λ = 2n. (3.42)
Let X :=
√
ab denote the geometric mean of the end points, a, b . Eliminating the center of mass
(a+ b)/2 from (3.41) and (3.42), we deduce that X satisfies the following quintic equation[
t2 + t
(
2(2n + α+ λ− t) + 2αt
X
)
+X2
](
1− α
X
)2
= λ2. (3.43)
From the quintic, we give an estimate of X, and this will help us to derive the constant c1(α, λ)
in (3.37). To proceed further, first note that for large n , we can approximate Pn(z) by
Pn(z) ∼ exp [−S1(z)− S2(z)] , z /∈ [a, b], (3.44)
where
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S1(z) =
1
4
ln
[16(z − a)(z − b)
(b− a)2
(√z − a−√z − b√
z − a+√z − b
)2]
and
S2(z) = −N ln
(√z − a+√z − b
2
)2
+
∫ b
a
dy
2π
v(y)√
(b− y)(y − a)
[√(z − a)(z − b)
y − z + 1
]
are given by (4.7) and (4.8) in [9]. Here we adopt steps similar to those in [3], and state the
approximation in the following theorem.
Theorem 4. If v(x) = x− λ ln (x+ t)− αln x, x > 0, t > 0, α > 0, then the value at z = 0 of
Pn(z; t, α, λ) is given by
(−1)nPn (0; t, α, λ) ∼ (−1)n exp [−S1(0; t, α, λ) − S2(0; t, α, λ)]
∼ nn+α+λ+ 12 e−n
× exp
[
−
(
α+
1
2
)
lnα+ α− λ
2
ln (4nt)− λ(1 + 2α)
2
(4nt)−
1
2 − (1 + 2α)λ
2
4
(4nt)−1
]
; (3.45)
this asymptotic estimate is valid for n→∞, t→ 0, such that 4nt is finite and large.
Proof. Inserting v(x) into ((4.2), [3]) and setting z = 0 , with the help of the integral identities in
the [6], [35] and [20] one finds,
exp(−S2(0; t, α, λ))
∼(−1)nnn+α+λe−n exp
{√
ab− α ln
√
ab− λ
2
ln (4nt)− λ ln
[ √
ab
2
√
nt
+
(
1 +
ab
4nt
) 1
2
]}
.
(3.46)
With the expression exp(−S1(z)) ((4.3),[3]), by setting z = 0, one finds,
exp [−S1(0; t, α, λ)] ∼ n 12 (ab)−
1
4 . (3.47)
To proceed further, we still need to get estimates on a+b and X =
√
ab. Sending n→∞, t→ 0,
one finds (3.43), is approximated by
(X − α)2 (4nt+X2)− λ2X2 = 0. (3.48)
Hence,
√
ab = X ∼ α+ αλ(4nt)− 12 + αλ2(4nt)−1 − αλ(α
2 − 2λ2)
2
(4nt)−
3
2 , (3.49)
and
a+ b
2
∼ 2n+ α+ λ. (3.50)
By these estimations, the asymptotic expansion for Pn(0; t, α, λ), namely ( 3.45 ) , follows imme-
diately.
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Remark 3. With the aid of the asymptotic formula,
Γ(n+ 1 + α+ λ)√
2π
∼ nn+α+λ+ 12 e−n, for n→∞, (3.51)
we rewrite the asymptotic expression of (−1)nPn(0; t, α, λ) as,
(−1)nPn(0; t, α, λ) ∼Γ(n+ 1 + α+ λ)
Γ(1 + α+ λ)
exp
[
ln
(
Γ(1 + α+ λ)√
2π
)
−
(
α+
1
2
)
lnα+ α
−λ
2
ln (4nt)− λ(1 + 2α)
4
(4nt)−
1
2 − (1 + 2α)λ
2
4
(4nt)−1
]
. (3.52)
Hence comparing with the exact evaluation of (3.36), and the closed form of (−1)nPn(0; 0, α, λ)
given by (3.35), one finds,
Pn(0; t, α, λ)
Pn(0; 0, α, λ)
∼ exp
(
c1(α, λ) − λ
2
ln(4nt)− (1 + 2α)λ
2
(4nt)−
1
2 − (1 + 2α)λ
2
4
(4nt)−1
)
, (3.53)
from which c1(α, λ) may be identified as
c1(α, λ) = ln
(
Γ(1 + α+ λ)
α
)
−
[(
α− 1
2
)
lnα− α+ 1
2
ln (2π)
]
. (3.54)
Noting the difference equation (3.37), c(α, λ) is found to be
c(α, λ) = ln
(
G(1 + α+ λ)
G(1 + α)
)
− b(α), (3.55)
where G(z) is the Barnes G-function and b(α) satisfies the following difference equation,
b(1 + α)− b(α) =
∫ ∞
0
(
1
2
− 1
t
+
1
et − 1
)
e−αt
t
dt.
The above is obtained with Binet’s formula, (Page 249, [45]), reproduced here,
ln Γ(z) =
(
z − 1
2
)
ln z − z + 1
2
ln (2π) +
∫ ∞
0
(
1
2
− 1
t
+
1
et − 1
)
e−zt
t
dt, Rez > 0.
Note that the constant of (3.55) was found from the double scaling analysis of the singularly de-
formed Jacobi ensemble, [4]. For large s,
M˜(s;α, λ) : = M(s;α, λ) exp (b(α))
= exp
(
ln
(
G(1 + α+ λ)
G(1 + α)
)
+ λs
1
2 − λ(2α + λ)
4
lns− λ(4α
2 − 1)
8
s−
1
2
−λ
2(4α2 − 1)
16
s−1 +
λ(4α2 − 1)(4α2 − 9− 16λ2)
384
s−
3
2 +O (s−2)) . (3.56)
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4 Asymptotic expansion from Normand’s formula
Normand’s formula ([31]), was applied in [4, 18] to obtain an asymptotic expansion of the Hankel
determinant around t = 0. Double scaling the variables, n→∞, t→ 0 such that s = 4nt finite,
and combining with Norman’s formula, we find the small s expansion for the current problem.
This reduces to ((1.22),[40]), with special choice of parameters.
The Hankel determinant in terms of moment reads
Dn(t;α, λ) = det [µj+k(t)]
n−1
j,k=0 , (4.57)
where the moments µk(t) are
µk(t) =
∫ ∞
0
xk(t+ x)λxαe−xdx, k = 0, 1, . . . . (4.58)
The moments are expressed in terms of Kummer’s function U(a, b, z), from which we deduce
the leading terms of the expansion of µk(t) for small t .
Lemma 1. The moment functions are given by ( 4.58 ) and read
µk(t) =
∫ ∞
0
xk(t+ x)λxαe−xdx
= Γ(k + α+ 1)U(k + α+ 1, k + α+ λ+ 2, t)tk+α+λ+1, (4.59)
and the series expansion of µm(t) around t = 0 reads
µk(t) =ϕk(0) + tϕ
′
k(0) + t
2ϕ
′′
k(0)
2!
+O(t3) + tk+α+λ+1φk(0)(1 +O(t2))
+O
(
t2(k+α+λ+1)
)
, (4.60)
where
ϕk(0) = Γ(k + α+ λ+ 1), ϕ
′
k(0) = λΓ(k + α+ λ), (4.61)
ϕ′′k(0) = λ(λ− 1)Γ(k + α+ λ− 1), (4.62)
and
φk(0) =
Γ(k + α+ 1)Γ(−k − α− λ− 1)
Γ(−λ) , (4.63)
subject to Re(α) > −1, λ+ α /∈ Z, k ∈ N and | arg t| < π2 .
Proof. From the integral representation,
U(a, b, z) =
1
Γ(a)
∫ ∞
0
e−zxxa−1(1 + x)b−a−1dx,
=
Γ(1− b)
Γ(a− b+ 1) 1F1(a, b, z) +
Γ(b− 1)
Γ(a)
z1−b 1F1(a− b+ 1, 2− b, z), (4.64)
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where Re(a) > 0, | arg z| < π2 , see (equation 13.4.4,[33]), the second equality see (P1024 and
P1025, [20]) and the series expansion around z = 0.
1F1(a, b, z) =
∞∑
k=0
(a)(k)
(b)(k)
zk
k!
,
where
(a)(0) = 1, (a)(n) = a(a+ 1) . . . (a+ n− 1).
The results follow from a minor change of parameters.
Theorem 5. The Hankel determinant Dn(t;α, λ) defined by ( 4.57 ) has an expansion around
t = 0,
Dn(t;α, λ) = det [µk+j(t)]
n−1
k,j=0
= Dn(0;α, λ)
[
1 +
λnt
λ+ α
+
2λn(nλ(α+ λ)− n− α)t2
4(α+ λ)((α + λ)2 − 1) +O(t
3)
−tα+λ+1 Γ(α+ 1)Γ(λ+ 1)Γ(α+ λ+ n+ 1) sin λπ
Γ(α+ λ+ 1)Γ2(α+ λ+ 2)Γ(n) sin (α+ λ)π
(1 +O(t)) +O(t2(α+λ+1))
]
,
(4.65)
with Dn(0;α, λ) given by (2.9). This is valid for Re(α) > −1, λ+ α /∈ Z, and | arg t| < π2 .
Proof. In the following < tm > f(t) denotes the coefficient of tm in the series expansion of f(t)
in t . By ( 4.60 ),
Dn(t;α, λ) = det [µk+j(t)]
n−1
k,j=0
∼ det
[
ϕk+j(0) + tϕ
′
k+j(0) + t
2
ϕ′′k+j(0)
2!
+ tk+j+α+λ+1φk+j(0)
]n−1
k,j=0
∼ det [ϕk+j(0)]N−1k,j=0 + t < t > det
[
ϕk+j(0) + tϕ
′
k+j(0)
]n−1
k,j=0
+ t2 < t2 > det
[
ϕk+j(0) + tϕ
′
k+j(0) + t
2
ϕ′′k+j(0)
2!
]n−1
k,j=0
+ tα+λ+1 < tα+λ+1 > det
[
ϕk+j(0) + t
k+j+α+λ+1φk+j(0)
]n−1
k,j=0
. (4.66)
Here ϕk(0) , ϕ
′
k(0) , ϕ
′′
k(0) and φk(0) are given by ( 4.61 ) , ( 4.62 ) and ( 4.63 ) , respectively. To
proceed further, we note,
det [Γ(zk + j)]
n−1
k,j=0 =
n−1∏
k=0
Γ(zk)
∏
0≤ℓ<k≤n−1
(zk − zℓ), (4.67)
as found in [31] and the determinant is a linear functional of the jth column. Hence,
< t > det
[
ϕk+j(0) + tϕ
′
k+j(0)
]n−1
k,j=0
= Dn(0;α, λ)
λnΓ(α+ λ)
Γ(λ + α+ 1)
,
and the coefficients of t2 and tα+λ+1 are obtained, but we do not reproduce the steps involved.
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Corollary 2. The small t expansion of Hn(t) reads,
Hn(t) =t
d
dt
ln
Dn(t;α, λ)
Dn(0;α, λ)
=
λnt
λ+ α
− λα(n + α+ λ)n
(α+ λ)2 ((α+ λ)2 − 1) t
2 +O(t3)
− tα+λ+1 Γ(α+ 1)Γ(λ+ 1)Γ(α + λ+ n+ 1) sinλπ
Γ2(α+ λ+ 1)Γ(α + λ+ 2)Γ(n) sin (α+ λ)π
(1 +O(t)) +O(t2(α+λ+1)). (4.68)
Under double scaling, we obtained the asymptotic behavior of the logarithmic derivative of the
Hankel determinant for small s.
Corollary 3. The series of H(s) given by ( 3.23 ) around s = 0 reads,
H(s) = λs
4(λ+ α)
− λα
16(α + λ)2 ((α+ λ)2 − 1)s
2 +O(s3)
− s
α+λ+1
4α+λ+1
Γ(α+ 1)Γ(λ+ 1) sin λπ
Γ2(α+ λ+ 1)Γ(α+ λ+ 2) sin (α+ λ)π
(1 +O(s)) +O(s2(α+λ+1)). (4.69)
The expansion of the double scaled MGF is given by
lnM(s;α, λ) =
λ
4(λ + α)
s− λα
32(α + λ)2 ((α+ λ)2 − 1)s
2 +O(s3)
− s
α+λ+1
4α+λ+1
Γ(α+ 1)Γ(λ+ 1) sin λπ
(α+ λ+ 1)Γ2(α+ λ+ 1)Γ(α + λ+ 2) sin (α+ λ)π
(1 +O(s))
+O(s2(α+λ+1)), (4.70)
valid for Re(α) > −1, λ+ α /∈ Z, and | arg t| < π2 .
Proof. Substituting t = s4n into ( 4.65 ) and combining with ( 2.12 ), ( 3.23 ), followed by letting
n→∞ , we find the equation ( 4.69 ) .
With the aid of ( 3.27 ), ( 4.65 ) and t = s4n , letting n→∞ , one easily arrives at ( 4.70 ).
5 Rational solutions of the Painleve´ equations.
There are special polynomials associated with the rational solutions of the third Painleve´ transcen-
dent. These are given in the following theorem of Kajiwara and Masuda [25], also considered by
Clarkson [12] and generalized by Clarkson [13]. For convenience, we restate Theorem 3.4 in [13]
here.
Theorem 6. Suppose that Sn(ζ;µ) satisfies the recursion relation
Sn+1Sn−1 = −ζ
[
Sn
d2Sn
dζ2
−
(
dSn
dζ
)2]
− Sn dSn
dζ
+ (ζ + µ)S2n, (5.71)
with S−1(ζ;µ) = S0(ζ;µ) = 1. Then
v(ζ; a, b, 1,−1) := 1 + d
dζ
{
ln
[
Sn−1(ζ;µ)
Sn(ζ;µ+ 1)
]}
=
Sn(ζ;µ)Sn−1(ζ;µ+ 1)
Sn(ζ;µ+ 1)Sn−1(ζ;µ)
, (5.72)
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satisfies the third Painleve´ transcendent PIII(an, bn, 1,−1),
d2v
dζ2
=
1
v
(
dv
dζ
)2
− 1
ζ
dv
dζ
+
anv
2 + bn
ζ
+ v3 − 1
v
, (5.73)
with an := 2n+ 2µ+ 1 and bn := 2n− 2µ − 1.
Our strategy for solving the fifth Painleve´ equation (3.24) with special choices of the parameters
is to turn it into a particular third Painleve´ equation or other equations solved previously. We state
below a theorem which describe the connection between the PIII and the PV ; this is Theorem
34.1 in [19].
Theorem 7. Let y = y(x) be a solution of the third Painleve´ equation PIII(a, b, 1,−1)
y′′(x) =
(y′(x))2
y(x)
− y
′(x)
x
+
ay2(x) + b
x
+ y3(x)− 1
y(x)
, (5.74)
such that
R(x) := y′ − εy2 + (1− εa)y
x
+ 1 6= 0, with ε2 = 1. (5.75)
Then the function
u(τ) := 1− 2
R(
√
2τ )
(5.76)
is a solution of the fifth Painleve´ transcendent,
u′′(τ) =
3u− 1
2u(u − 1)
(
u′
)2 − u′
τ
+
(u− 1)2
τ2
(
α1u+
β1
u
)
+
γ1
τ
u, (5.77)
with parameter values
(α1, β1, γ1, 0) =
(
(b− εa+ 2)2
32
,−(b+ εa− 2)
2
32
,−ε, 0
)
. (5.78)
With the help of the two theorems above, we study the rational solutions of PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
(3.24), and the corresponding σ -form given by (3.25) by setting α = k + 12 , k ∈ N . The rational
solutions of these Painleve´ equations are cast in terms of the special polynomials which satisfy
(5.71).
Theorem 8. Let α = k + 12 , k ∈ N, then rational solutions may be obtained as follows:
H(s) = (sg
′(s))2
4g(s)(g(s) − 1)2 −
1
4g(s)
[
λ+
(
k +
1
2
)
g(s)
]2
+
sg(s)
4(g(s) − 1) , (5.79)
and
g(s) = 1− 2
R(
√
s)
, (5.80)
with R(x) given by
R(x) := y′(x) + y2(x) +
(2k − 2λ) y(x)
x
+ 1, (5.81)
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and y(x) in terms of special polynomials,
y(x) =
Sk(−x;λ+ 1)Sk−1(−x;λ)
Sk(−x;λ)Sk−1(−x;λ+ 1) . (5.82)
Here y(x) satisfies PIII (2k − 2λ− 1, 2k + 2λ+ 1, 1,−1) , and Sk(x) satisfies (5.71).
Proof. With the change of variable τ = s2 in the PV (5.77), then u(s) satisfies another PV ,
u′′(s) =
3u(s)− 1
2u(s)(u(s) − 1)
(
u′(s)
)2 − u′(s)
s
+
(u(s)− 1)2
s2
(
α1u+
β1
u
)
+
γ1
2s
u (5.83)
with parameters given by (5.78). Comparing the equations (5.83) and (3.24), one obtains ε = −1.
The solutions of PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
from (3.24), in terms of PIII(a,b, 1,−1) of (5.74), then (5.80)
are obtained, and R is given by
R(x) := y′(x) + y2(x) +
(1 + a)y(x)
x
+ 1. (5.84)
Comparing equation (5.83) with (3.24), and with our concrete problem, we choose a and b as
follows, {
a = 2α− 2λ− 2
b = 2α+ 2λ
(5.85)
although there are four situations.
Let α = k + 12 , k ∈ N, one gets a = 2k − 2λ − 1 and b = 2k + 2λ + 1 in (5.74), with the
aid of Theorem 6, then we obtained (5.82), (5.79). The equation (5.81) is obtained from (3.26),
(5.84).
Remark 11. Setting g(s) = u−1(ζ), and s = ζ2, in PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
, (3.24), then we arrive at
the second order differential equation ((3.5), [13]) with parameters given by ((3.7), [13]). With the
aid of the Theorem 3.5 in [13], we derive the rational solution PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
, with α = n− 12
and λ is arbitrary, as follows:
g(s) =
−λSn−1(
√
s;−λ+ 1)Sn−1(
√
s;−λ− 1)
Sn(
√
s;−λ)Sn−2(
√
s;−λ) .
5.1 PV, the sine-Gordon equation and discrete Painleve´ II.
The third Painleve´ equation can be transformed into a sine-Gordon equation, as in Casini, Fosco
and Huerta [5]. A special case of PIII was reduced to a discrete Painleve´ II by Periwal and Shevitz
[36], which can also be found in [42]. With the help of these papers, we obtain solutions for special
PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
, by setting α = 0 and λ to be a positive integer, finally combining with a
seed solution of a particular PIII and its four transformations. For completness, we present all
four Ba¨cklund transformations. The first transformation leads to physically significant solutions
as in Theorems 9 and 11; we are not aware of physically significant implications of the other
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transformations. The solutions of PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
, (3.24), are obtained where α and λ are
both integers.
For convenience, we denote the solutions of PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
in the style (3.24) by g(s;α, λ),
and the solutions of σ -form, (3.25), by H(s;α, λ).
Theorem 9. Let α = 0, and λ ∈ N , then the corresponding solutions are given by
H(s; 0, λ) = (sg
′(s; 0, λ))2
4g(s; 0, λ)(g(s; 0, λ) − 1)2 −
λ2
4g(s; 0, λ)
+
sg(s; 0, λ)
4(g(s; 0, λ) − 1) , (5.86)
where g(s; 0, λ) satisfies the difference equation in λ,
1√
1− g(s; 0, λ + 1) +
1√
1− g(s; 0, λ − 1) = −
2λ
√
1− g(s; 0, λ)√
sg(s; 0, λ)
, (5.87)
with the initial condition g(s; 0, 0) = 0. For λ = 1, g(s; 0, 1) is given by
g(s; 0, 1) = 1− I
2
0 (
√
s)
I21 (
√
s)
, (5.88)
where Ik(·) is the modified Bessel function of the first kind of order k. Iterating forward in λ in
(5.87) and (5.88), one obtains exact solutions of PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
, for positive integral λ.
Proof. Put α = 0, then g(s; 0, λ) satisfies
d2g
ds2
=
3g − 1
2g(g − 1)
(
dg
ds
)2
− 1
s
dg
ds
− λ
2(g − 1)2
2s2g
+
g
2s
. (5.89)
Making a transformation and a change of variable;
φ(r;λ) =
1√
1− g(s; 0, λ) , and r =
√
s, (5.90)
we see that φ(r;λ) satisfies a 2 -dimensional sine-Gordon equation in the radial coordinates,
d2φ(r;λ)
dr2
+
1
r
dφ(r;λ)
dr
+
φ(r;λ)
1− φ2(r;λ)
[(
dφ(r;λ)
dr
)2
− λ
2
r2
]
+ φ(r;λ)
(
1− φ2(r;λ)) = 0. (5.91)
In addition, φ(r;λ) also satisfies differential-difference equations in λ ,
dφ(r;λ)
dr
+
λ
r
φ(r;λ)− (1− φ2(r;λ))φ(r;λ − 1) = 0, (5.92)
dφ(r;λ− 1)
dr
− λ− 1
r
φ(r;λ− 1) + (1− φ2(r;λ− 1))φ(r;λ) = 0. (5.93)
Replacing λ by λ + 1 in (5.93), followed eliminating the first order derivative, we deduce that
φ(r;λ) satisfies a ‘difference’ equation with respect to λ,
φ(r;λ+ 1) + φ(r;λ− 1) = 2λ
r
φ(r;λ)
1− φ2(r;λ) . (5.94)
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If λ is an integer, then this equation is known as discrete Painleve´ II, as obtained by Periwal
and Shavitz [36], and Hisakado [22]. Equations (5.92) and (5.93) are also obtained by Hisakado
[22]. These appeared Tracy and Widom [42] in the study of connections between the characteristic
function of the unitary matrices ensemble and the distribution functions of the length of the longest
increasing subsequence. In Barashenkov and Pelinovsky [2], they appeared in the construction of
explicit multi-vortex solutions of the complex sine-Gordon equation.
From (5.90) and (5.94), it is easy to find that the (5.87), with boundary condition g(s;α, 0) = 0,
( 5.90 ) and the differential-difference equation (5.92), has the solution,
φ(r; 0) = 1, φ(r; 1) =
I1(r)
I0(r)
. (5.95)
If λ is an integer, then φ(r;λ) is related to a special case of PIII obtained by Hisakado [22].
See also Tracy and Widom [42]. We restate this connection as a Theorem below.
Theorem 10. If φ(r;λ) satisfies (5.92) and (5.93), then
W (r) :=
φ(r;λ)
φ(r;λ− 1) , (5.96)
satisfies
d2W
dr2
=
1
W
(
dW
dr
)2
− 1
r
dW
dr
+
2(1− λ)
r
W 2 +
2λ
r
+W 3 − 1
W
, (5.97)
which is a special case of the third Painleve´ transcendent, PIII(−2λ+ 2, 2λ, 1,−1).
Translating λ to λ+1 in Theorem 10, we obtain solutions of PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
, (3.24), with
α = 1 and λ ∈ N. We state this result as a theorem in the following.
Theorem 11. Put α = 1 and λ ∈ N, in PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
, which has the σ -form (3.25). Then
the closed form solutions can be expressed in terms of the modified Bessel function of the first kind.
That is
H(s; 1, λ) = (sg
′(s; 1, λ))2
4g(s; 1, λ)(g(s; 1, λ) − 1)2 −
(λ+ g(s; 1, λ))2
4g(s; 1, λ)
+
sg(s; 1, λ)
4(g(s; 1, λ) − 1) , (5.98)
where
g(s; 1, λ) = 1− 2
R(
√
s)
, (5.99)
R(x) := y′(x) + y2(x) +
(1− 2λ) y(x)
x
+ 1, (5.100)
y(x) =
φ(x;λ+ 1)
φ(x;λ)
. (5.101)
Here φ(x;λ) satisfies (5.94); the initial conditions read
φ(x; 0) = 1, φ(x; 1) =
I1(x)
I0(x)
. (5.102)
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Proof. Translating λ to λ+ 1 in (5.96), then
Ŵ (r) =
φ(r;λ+ 1)
φ(r;λ)
, (5.103)
is a solution of PIII(−2λ, 2λ+2, 1,−1) , a special PIII (5.74) with a, b given by (5.85) and α = 1 ,
so (5.101) is obtained. The initial data (5.102) are from (5.95). With the help of Theorem 7 and
Theorem 9, we obtain (5.98) and (5.99).
To investigate the solution of PV (
α2
2 ,−λ
2
2 ,
1
2 , 0) , where α ∈ N and λ ∈ N, we introduce four
transformations.
Lemma 2. • If y(x) is a solution of the third Painleve´ transcendent PIII(a, b, 1,−1), (5.74),
and the transformation K1 is defined by
K1 : (x, y)→ (−x, h) =
(
−x,− xy
′(x)− xy2(x)− by(x)− y(x)− x
y(x) [xy′(x)− xy2(x) + ay(x) + y(x)− x]
)
, (5.104)
subject to the following condition,
y′(x)− y2(x) + 1 + a
x
y(x)− 1 6= 0, (5.105)
then h(x) satisfies PIII(2 + a, 2 + b, 1,−1).
• If the transformation K2 is given by,
K2 : (x, y)→ (−x, h) =
(
−x,− xy
′(x) + xy2(x) + (−1 + b)y(x) + x
y(x) [xy′(x) + xy2(x) + (1− a)y(x) + x]
)
, (5.106)
subject to the following condition,
y′(x) + y2(x) +
1− a
x
y(x) + 1 6= 0,
then h(x) satisfies PIII(−2 + a,−2 + b, 1,−1).
• If the transformation K3 is defined by
K3 : (x, y)→ (−x, h) =
(
−x, xy
′(x) + xy2(x)− by(x)− y(x)− x
y(x) [xy′(x) + xy2(x)− ay(x) + y(x)− x]
)
, (5.107)
with restriction of,
y′(x) + y2(x) +
1− a
x
y(x)− 1 6= 0,
then h(x) satisfies PIII(a− 2, b+ 2, 1,−1).
• If the transformation K4 is given by
K4 : (x, y)→ (−x, h) =
(
−x, xy
′(x)− xy2(x) + by(x)− y(x) + x
y(x) [xy′(x)− xy2(x) + ay(x) + y(x) + x]
)
, (5.108)
subject to,
y′(x)− y2(x) + 1 + a
x
y(x) + 1 6= 0,
then h(x) satisfies PIII(a+ 2, b− 2, 1,−1).
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Proof. By (5.104) one finds,
y′(x) = y2(x) +
(2 + a+ b)y(x)
x+ xh(x)y(x)
− (1 + a)y(x)
x
+ 1. (5.109)
Replacing x by −x in PIII(a,b, 1,−1), the equation (5.74) becomes,
y′′(x) =
(y′(x))2
y(x)
− y
′(x)
x
− ay(x)
2 + b
x
+ y3(x)− 1
y(x)
.
Now substitute (5.109) into the above equation, we find
h′(x) =
y(x)h3(x)
1 + h(x)y(x)
+
x+ (1 + a)y(x)
x+ xh(x)y(x)
h2(x) +
−(1 + b) + xy(x)
x+ xh(x)y(x)
h(x) +
1
1 + h(x)y(x)
.
With the above equation, we verify that h(x) satisfies PIII(2 + a, 2 + b, 1,−1). The proofs of other
three are similar.
We would like to point out that these transformations are different from those in [29]; for more
about the Ba¨cklund transformations of PIII , see [30] and [33].
The seed solution obtained in Theorem 11, combined with the transformation K1, gives us all
the solutions of PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
, where α and λ are positive integers, in terms of a and b
given by (5.85).
Theorem 12. Let α ∈ N, λ ∈ N, in the fifth Painleve´ equation PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
, then its
solution reads
g(s;α, λ) = 1− 2
Rα(
√
s)
,
with Rα(x) given by
Rα(x) :=
d
dx
(
K
α−1
1 [y](x)
)
+
(
K
α−1
1 [y](x)
)2
+
(2α− 2λ− 1)Kα−11 [y](x)
x
+ 1.
Here Kk1[f ](x) denotes applying the transformation K1 k times to the function f(x), where y(x)
is given by (5.101).
Proof. We take the solution (5.101) of PIII(−2λ, 2λ + 2, 1,−1), λ ∈ N, as a seed solution. Apply
the transformation K1 α− 1 (α ∈ N ) times to prove the Theorem.
6 Asymptotic behavior of the Double Scaled Moment Generating
Function.
In this section, we focus our attention on the (double-scaled) moment generating function for large
and small s. From these asymptotic expansions, we find that the distribution of the outage prob-
ability deviates significantly from Gaussian. This has been partially observed in Chen and McKay
[10]. Forrester and Witte [16] (3.29), (6.10) have otained asymptotic expansions of the logarithmic
derivative of the isomonodromic τ function associated with the Laguerre ensemble; this τ function
is given by a Hankel determinant analogous to our ( 7.124). Similar series appear also in [15], and
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see section 37 of [19] for details regarding PV . We compute and compare the first three or four
cumulants.
For small s, there is a Puiseux expansion of H(s) from (3.25), which when combined with
( 2.12 ), ( 2.6 ), ( 3.23 ), and α ∈ Z+, gives
lnM(s;α, λ)
=
λ
4(α + λ)
s− αλ
32(α+ λ)2[(α + λ)2 − 1]s
2 +
αλ
96(α + λ)3[(α+ λ)2 − 1][(α + λ)2 − 4]s
3 +O (s4)
− C3
α+ λ+ 1
sα+λ+1
(
1 +
α− λ
16(α + λ)2(α+ λ− 1)(α + λ+ 2)s+O
(
s2
))
− C
2
3
2(α+ λ+ 1)2
s2(α+λ+1)
(
1 +
(α− λ)(α + λ+ 1)
(α+ λ)(α+ λ+ 2)2
s+O (s2))
− C
3
3
3(α+ λ+ 1)3
s3(α+λ+1) (1 +O (s)) +O
(
s4(α+λ+1)
)
, (6.110)
with C3 given by
C3 = (−1)α Γ(1 + α)Γ(1 + λ)
4α+λ+1Γ2(α+ λ+ 1)Γ(α + λ+ 2)
.
• The cumulant generating function has an expansion ( 2.5 ), so we list below four cumulants:
κ1 =
1
4α
s− 1
32α(α2 − 1)s
2 +
1
96α2(α2 − 1)(α2 − 4)s
3 +O (s4)
+ (−1)α 2 + (α+ 1)(γ + ln 4− ln s+ 3ψ(0, α + 1))
4α+1(α+ 1)3Γ2(1 + α)
s1+α (1 +O (s))
+
2 + (1 + α)(γ + ln 4− ln s+ 3ψ(0, α + 1))
161+α(1 + α)Γ4(α+ 2)
s2(1+α) (1 +O (s)) +O
(
s3(1+α)
)
,
κ2 =− s
2α2
+
2α2 − 1
8α2(α2 − 1)2 s
2 − 7α
4 − 25α2 + 12
48α3(α2 − 1)2(α2 − 4)2 s
3 +O (s4)
+
(
C4 + 6(1 + α)[4 + (1 + α)(2γ + ln 16)] ln s− 36(1 + α)2ψ(0, α + 1) ln s− 6(1 + α)2(ln s)2
+36(1 + α)(2 + (1 + α)(γ + ln 4))ψ(0, α + 1) + 54(1 + α)2ψ(0, α + 1)2
−18(1 + α)2ψ(1, α + 1)) 2(−1)1+α
3(α+ 1)44α+2Γ2(1 + α)
s1+α (1 +O (s)) +O
(
s2(1+α)
)
,
κ3 =
3
2α3
s− 9− 27α
2 + 30α4
16α3(α2 − 1)3 s
2 +
96 − 340α2 + 447α4 − 195α6 + 28α8
16α4(α2 − 1)3(α2 − 4)3 s
3 +O (s4)+O (s1+α) ,
κ4 =− 6
α4
s+
−3 + 12α2 − 18α4 + 15α6
α4(α2 − 1)4 s
2
− 640 − 3120α
2 + 6240α4 − 6655α6 + 3450α8 − 855α10 + 84α12
4α5(α2 − 1)4(α2 − 4)4 s
3 +O (s4)+O (s1+α) ;
here the (−1)α arises from sinλπ/ sin(λ+ α)π in (4.69). AlsoC4 is given by
C4 = 36 + (1 + α)
2(6γ2 + π2 + 24(ln 2)2) + 24(1 + α)(γ + 2 ln 2 + γ(1 + α)) ln 2
≈ 116.126 + 113.128α + 33.0018α2 ,
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and
ψ(n, x) =
dnψ(x)
dxn
, ψ(x) =
Γ′(x)
Γ(x)
, (6.111)
γ = 0.57721 . . . is Euler’s constant and ζ(·) is Riemann’s Zeta function.
• For small s, and α = 0 in (6.110), we find,
lnM(s; 0, λ) =
1
4
s− 1
4λ+1Γ2(λ+ 2)
sλ+1
(
1− 1
16λ(λ − 1)(λ + 2)s+O
(
s2
))
− 1
24λ+5Γ4(λ+ 2)
s2(λ+1)
(
1− λ+ 1
(λ+ 2)2
s+O (s2))+O (s3(λ+1)) . (6.112)
We list here four cumulants:
κ1 =
s
4
(2− 2γ + ln 4)− s ln s
4
+O (s2)+O (s2 ln s)+O (s ln2 s) ,
κ2 = c21s+ c22sln s− 1
4
s(ln s)2 +O (s2)+O (s2 ln s)+O (s ln3 s) ,
κ3 = c31s+ c32s ln s+ c33s(ln s)
2 − 1
4
s(ln s)3 +O (s2)+O (s2 ln s)+O (s ln3 s) ,
κ4 = c40s+ c41s ln s+ c42s(ln s)
2 + c43s(ln s)
3 − 1
4
s(ln s)4 ++O (s2)+O (s2 ln s)+O (s ln5 s) ,
where c21 and c22 in κ2 are given by
c21 =
1
12
[−12γ2 + π2 + 12γ (2 + ln 4)− 3 (6 + ln 4 (4 + ln 4))] ≈ −0.923,
c22 = −γ + 1 + ln 2 ≈ 1.116;
where c31, c32, c33 and c34 in κ3 are given by
c31 =
1
4
[
24 − 8γ3 + 12γ2(2 + ln 4)− π2(2 + ln 4) + ln 4 (18 + ln 4(6 + ln 4))
+2γ(π2 − 3(6 + ln 4(4 + ln 4)))− 4ζ(3)] ≈ 0.418,
c32 =
1
4
[−12γ2 + π2 + 12γ(2 + ln 4)− 3(6 + ln 4(4 + ln 4))] ≈ −0.692,
c33 =
1
2
[3− 3γ + ln 8] ≈ 0.419,
and where c40, c41, c42, c43 and c44 in κ4 are given by
c40 =− 30− 4γ4 − π
4
20
+ 8(2 + ln 4)γ3 + π2
(
3 + 2 ln 4 +
(ln 4)2
2
)
+ 2γ2
(
π2 − 18− 12 ln 4− 3(ln 4)2)
− ln 4
(
24 + 9 ln 4 + 2(ln 4)2 +
1
4
(ln 4)3 − 4ζ(3)
)
+ 2γ
[
24 − 2π2(1 + ln 2) + 36 ln 2
+6(ln 4)2 + (ln 4)3 − 4ζ(3)]+ 8ζ(3) ≈ 4.238,
c41 =24− 36γ + 24γ2 − 8γ3 − 2π2 + 2γπ2 + 18 ln 4− 24γ ln 4 + 12γ2 ln 4− π2 ln 4
+ 6(ln 4)2 − 6γ(ln 4)2 + (ln 4)3 − 4ζ(3) ≈ 1.673,
c42 =− 9 + 12γ − 6γ2 + π
2
2
− 6 ln 4 + 6γ ln 4− 3
2
(ln 4)2 ≈ −5.537,
c43 =2− 2γ + ln 4 ≈ 2.232.
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For small s, and α = 1 in (6.110), we find,
lnM(s; 1, λ)
=
λ
4(1 + λ)
s− 1
32(2 + λ)(1 + λ)2
s2 +
1
96(λ − 1)(λ + 1)3(2 + λ)(3 + λ)s
3 +O (s4)
+
1
(λ+ 1)4λ+2Γ2(λ+ 3)
sλ+2
(
1 +
1− λ
16λ(λ + 1)(λ+ 3)
s+O (s2))
− 1
29+4λ(λ+ 1)2(λ+ 2)2Γ2(λ+ 1)Γ2(λ+ 3)
s2λ+4
(
1 +
(1− λ)(λ+ 2)
(λ+ 1)3(λ+ 3)2
s+O (s2))
+O
(
s3(λ+2)
)
. (6.113)
We list here three cumulants:
κ1 =
1
4
s+
(
− 3
128
+
1
32
γ − 1
32
ln 2
)
s2 +
1
64
s2 ln s+O (s3)+O (s2 ln2 s)+O (s3 ln s) ,
κ2 = −1
2
s+
[
11
64
− γ
4
+
γ2
16
− π
2
192
+
ln 2
4
+
(ln 2)2
16
− γln 2
8
]
s2 +
1
16
(γ − 2− ln 2) s2 ln s
+
1
64
s2(ln s)2 +O (s3)+O (s2 ln3 s)+O (s3 ln s) ,
κ3 =
3
2
s+
[
c30 +
(
117
128
− 3γ
4
+
3γ2
16
− π
2
64
+
3 ln 2
4
− 3γ ln 2
8
+
3(ln 2)2
16
)
ln s
+
(
3γ
32
− 3
16
− 3 ln 2
32
)
(ln s)2 +
1
64
(ln s)3
]
s2 +O (s3)+O (s2 ln4 s)+O (s3 ln s) ,
with c30 given by
c30 =− 285
256
+
117γ
64
− 3γ
2
4
+
γ3
8
+
π2
16
− γπ
2
32
+
3γ
2
ln 2− 3γ
2
8
ln 2 +
π2
32
ln 2
− 3
4
(ln 2)2 +
3γ
8
(ln 2)2 − 1
8
(ln 2)3 +
1
32
ψ(2, 3) ≈ 0.678.
It is now clear that the moment generating function of the outage probability in small s = 4n2/P
(or equivalently, large transmitting power P) regime, the pdf of the outage probability is not
Gaussian.
For large s, and from ( 3.56 ), we list below several cumulants,
k1 =
1
2
(−1− 2α+ ln 2π + 2αψ(0, 1 + α)) +√s− α
2
ln s+
4− α2
8
s−
1
2
+
(
3
128
− 5α
2
48
+
α4
24
)
s−
3
2 +O (s−2) ,
k2 =− 1 + ψ(0, 1 + α) + αψ(1, 1 + α)− 1
2
ln s+
1− 4α2
8
s−1 +O (s−2) ,
k3 =2ψ(1, 1 + α) + αψ(2, 1 + α) +
1− 4α2
4
s−
3
2 +O (s−2) .
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For large s, and α = 0 in (3.56), we find,
ln M˜(s; 0, λ) :=λ
(
1
2
ln (2π)− 1
2
+ s
1
2 +
1
8
s−
1
2 +
3
128
s−
3
2 +
45
1024
s−
5
2 +O
(
s−
7
2
))
+
λ2
2!
(
−1− γ − 1
2
ln s+
1
8
s−1 +
9
64
s−2 +
9
16
s−3 +O (s−4))
+
λ3
3!
(
2ζ(2) +
1
4
s−
3
2 +
27
32
s−
5
2 +O
(
s−
7
2
))
+
λ4
4!
(
−6ζ(3) + 3
4
s−2 +
45
8
s−3 +O (s−4))
+
∞∑
j=5
λj+1
(j + 1)!
(
(−1)jj! ζ(j) +O
(
s−
5
2
))
. (6.114)
For comparison, we restate the cumulants obtained in Chen and McKay [10], where P gets large,
but in the variable s = 4n2/P ; see ((172),[10]), and ((178),[10]),
κ1 ∼ n lnP − n+ 1
8
1
s1/2
+
3
128
1
s3/2
+
45
1024
1
s5/2
+ · · ·
κ2 ∼ 1
2
lnP − ln 2 + 1
8s
+
9
64 s2
+ · · ·
κ3 ∼ 1
4n
+
1
4 s3/2
+ · · · .
If k = 0, or α = 12 , then there is a rational solution
H(s) = −1
4
λ(1 + λ) +
λ
√
s
2
, g(s) =
λ
λ−√s, (6.115)
which combines with (3.28) to give
ln M˜
(
s;
1
2
, λ
)
:= ln
(
G(1 + 12 + λ)
G(1 + 12)
)
+ λ
(√
s− 1
4
ln s
)
− λ
2
4
ln s
= λ
(
−1 + 1
2
ln(2π) +
1
2
ψ(0,
3
2
) +
√
s− 1
4
ln s
)
+
λ2
2!
(
−3 + π
2
4
+ ψ(0,
3
2
)− 1
4
ln s
)
+
λ3
3!
(
−8 + π2 + ψ(2, 3
2
)
)
+
λ4
4!
(
−48 + π
2
2
+ 3ψ(2,
3
2
)
)
+ · · · , (6.116)
which shows that the variance approximation breaks down if s ≥ 1. In fact, the fourth cumulant
is negative.
7 Limiting behavior of the reproducing kernel with the deformed
Laguerre weight.
In random matrix theory, Tracy and Widom [40] identified some reproducing kernels which arise
from several matrix models, and which may be considered as exhibiting universal properties, inde-
pendent of the particular model. The Bessel kernel is associated with ‘hard-edge’ when one rescales
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the Laguerre ensemble at the edge of the spectrum. In this concluding section, we take the system
of orthogonal polynomials for the deformed Laguerre weight and show they satisfy a system of
ODE in the style of [41]. In Theorem 13, we show how this system behaves under double scaling,
and then we recover the Bessel kernel in a particular case.
First, recall the lowering and raising operators in [10], and when we combine them with ((64),
(65), (219) and (220), [10]) we arrive at
P ′n(x; t) +
(
rn(t)
x+ t
− n+ rn(t)
x
)
Pn(x; t) = βn
(
1−Rn(t)
x
+
Rn(t)
x+ t
)
Pn−1(x; t), (7.117)
P ′n−1(x; t) +
(
α+ n+ rn
x
+
λ− rn
x+ t
− 1
)
Pn−1(x; t) =
(
Rn−1 − 1
x
− Rn−1
x+ t
)
Pn(x; t), (7.118)
where Rn(t) and rn(t) given by ((221) and (222), [10]), βn(t) = hn(t)/hn−1(t) , and hn(t) is the
square of the L2 norm ((59),[10]).
With the aid of Christoffel–Darboux formula [37], one has the reproducing kernel,
Kn (x, y) :=
√
hn(t)
hn−1(t)
ϕn(x)ϕn−1(y)− ϕn(y)ϕn−1(x)
x− y , (7.119)
where
ϕn(x) :=
Pn(x; t)w
1
2 (x; t)√
hn(t)
=
Pn(x; t)√
hn(t)
(x+ t)
λ
2 x
α
2 e−
x
2 ,
ϕn−1(x) :=
Pn−1(x; t)w
1
2 (x; t)√
hn−1(t)
=
Pn−1(x; t)√
hn−1(t)
(x+ t)
λ
2 x
α
2 e−
x
2 .
Combining these with the ladder operator relations of (7.117), (7.118) and the above definitions of
ϕn(x; t), ϕn−1(x; t), we find
d
dx
ϕn(x; t) =
(
α+ 2n+ 2rn
2x
+
λ− 2rn
2(x+ t)
− 1
2
)
ϕn(x; t)+
(
1−Rn
x
+
Rn
x+ t
)
β
1
2
nϕn−1(x; t), (7.120)
d
dx
ϕn−1(x; t) = −
(
1−Rn−1
x
+
Rn−1
x+ t
)
β
1
2
nϕn(x; t)−
(
α+ 2n+ 2rn
2x
+
λ− 2rn
2(x+ t)
− 1
2
)
ϕn−1(x; t).
(7.121)
Observe that we can write this as ddxΦn(x) = Ωn(x; t)Φn(x) where Ωn(x; t) is a 2 × 2 matrix
with entries that are rational functions of x , and trace(Ωn(x, t))) = 0 . This brings us within the
context of [41]. If we eliminate ϕn−1(x; t) in (7.121) with (7.120), one find ϕn(x; t) satisfies a
second order ODE,
D1(x; t)
d2
dx2
ϕn +D2(x; t)
d
dx
ϕn +D3(x; t)ϕn = 0, (7.122)
where
D1(x; t) = x+ t− tRn, D2(x; t) = 1 + t
x
− tRn
x
− tRn
x+ t
,
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D3(x; t) =−
4Hn +
α2
2 + (1−Rn)(αλ + 2Hn − 2nt− αt)− (2n + α+ λ− t)Rn − 2rn + λ− t
2x
−
λ2
2 +Rn(2Hn + αλ) + tλRn + (2n + α+ λ+ t)Rn + 2rn − λ
2(x+ t)
+
tλ2Rn
4(x+ t)2
− t(1−Rn)(
α2
4 + 2Hn)
x2
+
2n+ 1 + α+ λ
2
− x+ t(1−Rn)
4
.
Hence the reproducing kernel of (7.119) is characterized by the second order ODE, (7.122). Let
f be a smooth real function of compact support, and for ζ ∈ R consider the weight
w(x; t, α, λ, ζ) = (x+ t)λxαe−x−ζf(x), t > 0, α > −1, x ≥ 0, (7.123)
which arises when we multiply w(x; t, α, λ, ζ) by e−ζf(x) . We write Me−ζf−1 for the operation of
multiplying by e−ζf(x) − 1 . Corresponding to (7.124), we introduce
Dn(t;α, λ, ζ) =
1
n!
∫
Rn
+
∏
j<k
(xj − xk)2
n∏
ℓ=1
(t+ xℓ)
λ xαℓ e
−xℓ−ζf(xℓ)dxℓ. (7.124)
Then the ratio Dn(t;α, λ, ζ)/Dn(t;α, λ) is the moment generating function of
∑n
ℓ=1 f(xℓ) under
a suitable probability distribution. The kernel Kn determines an integral operator on L
2(0,∞)
so that
Dn(t;α, λ, ζ)
Dn(t;α, λ)
= det
(
I +KnMe−ζf−1), (7.125)
by standard results of random matrix theory. It is therefore of interest to know how Kn behaves
under the double scaling.
Theorem 13. Let
X = 4nx, Y = 4ny, s = 4nt, ϕ(X; s) := lim
n→∞
ϕn
(
X
4n
;
s
4n
)
. (7.126)
Let n → ∞, t → 0, x → 0, y → 0, such that s, X and Y are in compact subsets of (0,∞),
then
lim
n→∞
1
4n
Kn
(
X
4n
,
Y
4n
)
=
A(Y )ϕ(X) −A(X)ϕ(Y )
X − Y , (7.127)
with A(z) given by
A(z) =
s
2
(
λ (H(s)−H′(s))
H′(s) + 4sH
′′(s)
)
zϕ(z) +
z(z + s)
z + s− 4sH′(s)ϕ
′(z).
Let ϕ′(z) denote dϕ(z)/dz . Furthermore, ϕ(z) satisfies the following second order ODE,
ϕ′′(z) +
(
1
z
+
1
z + s
− 1
z + s− 4sH′(s)
)
ϕ′(z)
−
[
α2
4z2
+
λ2
4(z + s)2
− z + s− 2αλ − 4H(s)
4z(z + s)
+
λs(H′(s)−H(s))− 4s2H′(s)H′′(s)
2H′(s)z(z + s)(z + s− 4sH′(s))
]
ϕ(z) = 0;
(7.128)
here H′ denotes dH(s)/ds and H(s) is solution of the σ -form of PV equation (3.25).
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Proof. Solving the equation (7.120) in terms of ϕn(x) as
ϕn−1(x) =
[−2n(t+ x) + (x− α)(t+ x)− λx− 2trn]ϕn(x) + 2x(t+ x)ϕ′n(x)
2(x+ t− tRn)
√
βn
. (7.129)
Making use the above expression, we find,
Rn =
tH ′′n(t) +
√
[tH ′′n(t)]
2 + 4[r2n(t)− λrn(t)][n(n+ α+ λ) + tH ′n(t)−Hn(t)]
2[n(n + α+ λ) + tH ′n(t)−Hn(t)]
∼ 4H′(s) + λH(s)− 4(α + λ)(H
′(s))2 + 4sH′(s)H′′(s)
2nH′(s) .
Proceeding further, we note that, (recall 4nt = s ),
rn = −H ′n(t) ∼ −4nH′(s),
obtained from [10]. Substituting (7.126) into the kernel (7.119), we find that (7.127) follows imme-
diately after some computations.
If we eliminate ϕn−1(x) in (7.121) with the aid of (7.129) and (7.126), and the estimation of
Rn(t) and rn(t), then the second order ODE (7.128) is obtained.
Remark 12. If s = 0, then the limiting kernel degenerates to the Bessel kernel obtained by [40]
as,
lim
n→∞
1
4n
Kn
(
X
4n
,
Y
4n
)
=
Y ϕ′(Y )ϕ(X) −Xϕ′(X)ϕ(Y )
X − Y , (7.130)
and the second order ODE (7.128) becomes the Bessel differential equation,
ϕ′′(X) +
1
X
ϕ′(X) +
(
1
4X
− (α+ λ)
2
4X2
)
ϕ(X) = 0. (7.131)
Similarly, this degenerate case also appeared in the study of double scaling of the relevant kernel
appearing the singular weight problem in [4]. Here ϕ(X) is a constant multiple of Jα+λ(
√
X).
Remark 13. The weight (2.8) can be compared with xα+λe−x+
λt
x , which is the so-called singularly
perturbed Laguerre weight considered in [8]. There the authors obtained a connection with PIII for
finite n . Heuristically, we show this by recalling s = 4nt , and taking the limit
(t+ x)λxαe−x =
( s
4n
+ x
)λ
xαe−x = xα+λ
(
1 +
s
4nx
)(4nx/s) λ t/x
e−x
→ xλ+αeλ t/x−x, n→∞. (7.132)
See also [46] for the double scaling limit of the polynomial kernel, with physical background
provided in [34] and for a relevant study (for Hermite) see [28]. From the double scaling process,
we indeed obtain a PV
(
α2
2 ,−λ
2
2 ,
1
2 , 0
)
(3.24) which is equivalent to a particular PIII . A referee
suggested such a discussion from the view point of singularity of the weights, for which we would
like to express our thanks.
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