ABSTRACT In this paper, by introducing the software-defined networking (SDN) controller, we conduct traffic scheduling under dual connectivity (DC) pattern to support handover management in the heterogeneous aeronautical network. First, we construct a stochastic optimization problem of handover overhead with queue backlog, under the condition of ensuring user fairness and limited resource constraints. Then, we utilize the Lyapunov optimization theory to transform the stochastic optimization problem into a deterministic optimization problem and propose feasible and optimal strategies. Finally, we verify the feasibility and effectiveness of those strategies on handover management by simulations in two different aeronautical scenarios.
I. INTRODUCTION
With the prosperity of the aviation industry, especially in the drone and cargo markets, current aeronautical communication systems need to evolve to cope with the surge in data transmission requirements and support future heterogeneous communications [1] . In this way, NEWSKY (NEtWorking the SKY) [2] and SANDRA (Seamless Aeronautical Networking through integration of Data links, Radios, and Antennas) [3] heterogeneously integrate multiple Radio Access Technologies (RATs) to provide a new paradigm for the evolution of aeronautical networks. In the two integrated aeronautical communication systems, the Multilink Operational Concept (MLOC) and multi-homing functionality [4] ensure the reliability of data communication and safety of flight traffic at the cost of more stringent handover management.
As one of the most common form of multilink implementation, the dual connectivity (DC), which allows users to be simultaneously associated with both the macro cell and small cell base stations (BSs) [5] , is envisioned as a promising
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technology to significantly improve the overall operational efficiency of the heterogeneous cellular networks. In the case of configuring a DC pattern, the network load can be balanced between the macro BSs and small BSs to avoid the traffic overload [6] , the dense deployment of small BSs can enhance the network capacity and attainable users' throughput by efficient traffic aggregation [7] , and meanwhile, the more mobility resilience and user experience can be provided to assist users and BSs to achieve seamless handovers over the traditional single link [8] .
As an important application of the terrestrial network, the aeronautical communication can apply the advanced technologies of terrestrial network with adaptive modification, such as DC. Furthermore, combined with protocol conversion between different avionics devices [9] and data fusion of different data links [10] , the multi-homing and multilink configurations promote the application of the DC pattern in aeronautical communications. For example, for forward data transmission from the ground station to aircraft, using link diversity supported by DC can achieve high reliability of real-time services. In this scenario, DC can also be used to improve the throughput and to reduce the delay of data transmission. For the backhaul of real-time data such as high-definition images and videos from the unmanned aircraft vehicles (UAVs) to ground station, the same performance improvement can be accomplished by DC. In addition, by connecting to different datalinks simultaneously, DC can help aircraft achieve more agile vertical handover (also named heterogeneous handover) and reduce the probability of handover failures.
As far as we know, there is no relevant paper exploring the effect of DC on handover management in heterogeneous aeronautical networks. Therefore, by introducing the Software Defined Networking (SDN) controller, we connect ground stations of different networks to achieve unified management under the same control plane, and carry out flow control using the DC pattern to support future datacentric communications scenario [11] . Then, we consider the resource allocation and handover management of multiple aircraft with their traffic scheduling by the SDN controller in the overlapping airspace. Under the condition of ensuring user fairness and limited resource constraints, a stochastic optimization problem of handover overhead is constructed with queue backlog for multiple aircraft. We utilize the Lyapunov optimization theory [12] to transform the stochastic optimization problem into a deterministic optimization problem, and propose the feasible and optimal strategies. Finally, we verify the feasibility and effectiveness of those strategies for handover management by simulations in the aeronautical scenarios.
Remainder of the paper is organized as follows: In Section II, the related work is elaborated in detail. In Section III, the SDN-based dual-connectivity model and stochastic optimization problem are described. In Section IV, the stochastic optimization problem is transformed into a deterministic optimization problem by Lyapunov optimization. The corresponding strategies to solve this problem under different handover costs are proposed in Section V. In Section VI, the simulation results are provided. Finally, we conclude this paper in Section VII.
II. RELATED WORK
For the multilink concurrent transmission technologies, their implementation schemes mainly focus on application layer, transmission layer, network layer and data link layer according to the different location of Open System Interconnection (OSI) protocol stack. For the implementation scheme at the application layer, the authors of [13] proposed a method to realize multipath transmission by modifying the application layer HyperText Transfer Protocol (HTTP). Analogously, for the transmission scheme at the transport layer, it is mainly realized by multipath transport layer protocol, including multipath Transmission Control Protocol (TCP) [14] , multipath Quick UDP (User Datagram protocol) Internet Connection (QUIC) [15] , and Stream Control Transmission Protocol (SCTP) [16] with multi-homing function. And the multipath TCP protocol can be used to implement multipath routing mechanism in the hybrid satellite-terrestrial network [17] . At the network level, the multilink can be provided by heterogeneous networks, such as the Long Term Evolution (LTE) and Wireless Local Area Network (WLAN), which results in the LTE-WLAN Aggregation (LWA) [18] . By connecting the user equipment to multiple BSs simultaneously, LWA design primarily follows LTE DC architecture as defined in the 3rd Generation Partnership Project (3GPP) Release 12 [5] . In the user plane of LWA, LTE and WLAN are aggregated at the Packet Data Convergence Protocol (PDCP) level, which is located in the data link layer and is a part of DC functionality [18] .
In the terrestrial DC scenario, a microcell BS is generally considered as the primary station, and a microcell BS is used as the secondary station. From a user plane perspective, there are two types of DC solutions [5] , one with the user plane separated in the core network, whose master and secondary stations are independent of each other, and the other one with split of user plane in the primary station who schedule the data transmitted by the secondary station. Currently, the research of DC mainly focuses on the second DC solution [5] - [8] . This structure is designed for the overlapping coverage formed by enormous small cells in the macro cells, and supports favorable mobility and capacity enhancement. However, in the aeronautical communication, whether for the line-of-sight (LOS) datalinks or beyond LOS (BLOS) datalinks via satellites, their coverage ranges from hundreds to thousands of kilometers, and there is no affiliation between their ground stations. Moreover, the mobility of the aircraft in aeronautical communication is far greater than that of the ground terminal, and it is more concerned with the reliability of data transmission and handover management than the throughput. Correspondingly, the large-scale random deployment of sites to achieve tremendous throughput improvement in terrestrial heterogeneous networks is not suitable for heterogeneous aeronautical networks. Therefore, the first DC solution of the user plane separated in the core network has better applicability than the second DC solution under the consideration of characteristics of aeronautical communications.
For the first DC solution, it uses the core network as the control plane to actualize interactions between different networks, that is the Software Defined Networking (SDN) connection mode essentially. Especially in the vertical handover of heterogeneous cellular networks, the central control mode allows the SDN controller to have a global view of heterogeneous networks, which can support more intelligent and complex handover strategies for reducing handover delay and achieving smooth switching [19] - [20] . Similarly, aeronautical networks have an emphasis on SDN applications [21] - [24] . In view of the high dynamic characteristics of aeronautical ad hoc networks, the article [21] use the SDN prototype to flexibly configure routing strategies to minimize the impact of link outages. For airborne tactical networks, the programmable features of SDN can provide interoperability between different network devices and support more flexible combat coordination [22] . The authors of [23] explore the use of wireless commercial links to provide reliable cabin communications for flights under the SDN platform. In addition, SDN also plays an irreplaceable role in the technological evolution for aeronautical satellite communications [24] . Different from [21] - [24] , we introduce the SDN controller to establish the DC configuration for aircraft in the heterogeneous aeronautical network.
In terms of the heterogeneous aeronautical network, the authors of [25] utilized the satellite network and aeronautical ad hoc network to form a heterogeneous network to transmit the data of black box. The heterogeneous aeronautical network with full frequency reuse across satellite and terrestrial networks was proposed to solve the spectrum scarcity issue in [26] . For the multilink configuration of the heterogeneous aeronautical network, a multiple attribute decision making (MADM) method was adopted to select the optimal link according to service requirements in [27] . Our previous work only focused on single datalink selection combined with the network-side and user-side attributes in [28] . However, the articles [25] - [28] lack of considering the multilink concurrent transmission technologies which can be achieved by the multilink configuration and multi-homing functionality in the aircraft. Moreover, in the aeronautical scenarios rare researches exploring the effect of concurrent transmission on handover management exist. Hence, in our paper, we focus on the handover management with DC pattern supported by SDN controller in heterogeneous aeronautical networks.
III. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we establish the system model in the heterogeneous aeronautical network and propose the corresponding optimization problem. A. SYSTEM MODEL Firstly, the DC structure of aircraft in the heterogeneous aeronautical network is constructed as illustrated in Fig. 1 . In order to improve the mobility support in remote and marine areas, BLOS satellite datalink and LOS datalink are introduced to form the DC pattern to connect the aircraft in the link segment. For the satellite datalink the used satellites can be located on geosynchronous earth orbit (GEO), medium earth orbit (MEO), or low earth orbit (LEO), and for the LOS datalink the transmission frequency can be located in the VHF band of VDL-2 (Very high frequency Digital Link mode 2) [29] , the L-band of LDACS (L-band Digital Aeronautical Communications System) [30] or the C-band of CDACS (C-Band Digital Aeronautical Communications System) [31] . In the ground segment, each base station involved in DC, including satellite ground station (SGS) and line-ofsight ground station (LGS), connects to the gateway (GW) with data split in the core network [5] . The SDN controller uses the OpenFlow southbound interface protocol to link all the devices in the ground segment to achieve centralized control of the control plane [32] .
Actually, there are mainly two functionalities in the SDN controller. The first function is to collect two categories information. One is the queue status information (QSI) of the user service in the core network, and the other is the rate information of different links estimated by the base stations according to the feedback channel state information from aeronautical users. The second function of SDN controller is to schedule the user's traffic and determine its transmission path according to the collected two kinds of information, and then distribute this path information to the ground segment equipment. In the airborne segment, we can use an integrated aeronautical communication system like SANDRA to aggregate the scheduling services, and apply the media independent handover (MIH) [20] protocol to perform the handoff of different datalinks.
B. OPTIMIZATION PROBLEM
For each aircraft with DC pattern in the overlapping airspace, there are three modes to connect to the ground BSs: the single satellite link mode, the single LOS link mode, and the DC mode. Accordingly, the SDN controller controls the connection mode of each aircraft i through the decision variables x i (t) and y i (t), where
For every aircraft i on timeslot t, let R S,i (t) ≤ R S,max denote the transmission rate of its satellite datalink with maximum rate R S,max , and R L,i (t) ≤ R L,max denote the transmission rate of its LOS datalink with maximum rate R L,max . Based on the data transmission rates of different links, the controller performs flexible traffic scheduling. Therefore, the controller can adjust the traffic queue backlog Q i (t) of aircraft i by decision variables x i (t) and y i (t) on timeslot t. Suppose that the arrival data of each aircraft is A i (t) ∈ [A min,i , A max,i ] on timeslot t, the traffic queue backlog Q i (t) of aircraft i in the core network can be updated as follows [12] :
where [x] + = max{x, 0}, i = 1, 2, · · ·, M , and M is the number of aircraft supported in the overlapping airspace. Note that for R L,i (t) and R S,i (t) of every aircraft i, they can be estimated by channel capacity using signal to noise ratio (SNR). control the in order to
As the timeslot increases, in order to ensure the network stability, the controller controls x i (t) and y i (t) to stabilize the queue backlog of each aircraft into a stable state where the following condition should be satisfied [12] :
where sup(·) is the upper bound operator. When the controller keeps the queue stable, we use the handover overhead HO i (t) of each aircraft to measure the robustness of its current decisions:
where x i (0) + y i (0) is the initial configuration overhead when t = 0. When t ≥ 1, the absolute value of difference of the current decisions and previous decisions is used as the handover overhead, which reflects the additional control costs to be paid by the controller from the previous moment t − 1 to the current moment t.
There are three different values of HO i (t) when t ≥ 1. When HO i (t) = 0 on timeslot t, the aircraft, whether using the dual connection or the single link, maintains the link configurations unchanged with the states at the previous moment t − 1. When HO i (t) = 1, the connection of aircraft is converted from a single link mode to the DC pattern or from the DC mode to a single link mode. In this case, an interruption or establishment of datalink is involved. When HO i (t) = 2, the aircraft experiences the mutual conversion between the satellite and LOS datalink. It involves a datalink interruption and a datalink establishment that means the switch occurs between heterogeneous datalinks.
Suppose that in the current overlapping airspace, the LOS datalink and satellite datalink can support up to N L and N S aircraft, respectively. To ensure the realizability of the DC mode with limited resources, we assume that the number of aircraft M is an integer between min(N L , N S ) and N L + N S . Currently, the handover overheads of the entire aircraft controlled by the SDN controller on timeslot t is
Under the situation of each aircraft connected to the ground network, we pursue that the expected value of C(t) can be minimized over time with the queue stability. Therefore, the time-average optimization problem P.1 can be built as follows:
where the constraint (6-1) indicates that each aircraft is connected to at least one link, indicates that the LGS supports up to N L aircraft, (6-3) denotes that the satellite datalink supports the most N S aircraft, (6-4) denotes that it is necessary to ensure that the queue backlog of each aircraft remains stable over time.
Due to the high-speed mobility of the aircraft as well as channel fading affected by the propagation environment, R L,i (t) and R S,i (t) in Q i (τ ) of (6-4) vary randomly within their rate ranges without considering the link margin. Moreover, the arrival traffic A i (t) on timeslot t is also random. Consequently, the optimization problem P.1 is a stochastic optimization problem about decision variables x i (t) and y i (t).
IV. OPTIMIZATION PROBLEM TRANSFORMATION
In this section, we use the Lyapunov optimization theory to solve the established stochastic optimization problem in Section III. The Lyapunov optimization theory is a powerful tool for developing network scheduling algorithms under the premise of ensuring queue stability. It can transform the stochastic optimization problem into a deterministic optimization problem on each time slot, which is helpful to design the corresponding online optimization algorithm in constrained time-varying systems [12] . Making use of Lyapunov optimization theory to solve the stochastic optimization problem consists of the following steps.
Step 1: Constructing Lyapunov function by using queue backlog. Firstly, we use the queue backlog to define the Lyapunov function L(t) [12] :
In order to evolve the queue to a low backlog state and maintain its stability, the Lyapunov drift T (t) [32] during the time interval T is introduced as follows:
Step 2: Establishing Lyapunov Drift-Plus-Penalty (DPP). The cost function C(t) established in the Section III can be regarded as the penalty given by the controller's decisions. Therefore, adding the C(t) during the time interval T to Lyapunov drift T (t) can obtain Lyapunov DPP as follows:
where V > 0 is the coefficient of C(t), which denotes the tradeoff between the queue congestion and handover expenditure in DPP. Obviously, the handover expenditure increases and the queue congestion decreases with the enhancement of V in DPP. Essentially, in order to eliminate the queue backlog constraint of (6-4), the Lyapunov optimization method converts the minimization objective function (6-1) of P.1 into a minimization of DPP's upper bound. Thus, it is necessary to obtain the boundedness of DPP.
Theorem 1:
According to the queue update equation (3), the upper bound of DPP can be given by:
where
Step 3: Performing relaxation to Lyapunov DPP [33] . Lyapunov optimization minimizes the boundary of DPP by adjusting decision variables x i (t) and y i (t). In order to obtain the corresponding boundary, it is necessary to utilize the queue backlog Q i (τ ) of all T timeslots τ = t, t + 1, · · ·, t + T − 1, which is not achievable for ground controller, because the controller can only observe the current and previous queue backlogs, and cannot know the backlog of future. Therefore, the current queue backlog Q i (t) on slot t is adopted to represent the future queue backlog Q i (τ ) on slot τ > t to relax the DPP. Consequently, for the sake of utilizing Lyapunov optimization theory, we need to derive the upper bound of DPP after relaxation.
Theorem 2: Let Q i (t) to replace Q i (τ ), τ > t in Theorem 1, the upper bound of DPP after relaxation can be given by:
Proof: See Appendix B.
Step 4: Converting to the deterministic optimization problem. Since the B 2 T and (11) is not affected by the decision variables x i (t) and y i (t), the minimization of upper bound of DPP after relaxation in (11) can be equivalent to maximizing the following expression: (12) On slot t, the Q i (t), R L,i (τ ), R S,i (τ ) of aircraft i and the pervious decision variables x i (t − 1) and y i (t − 1) are known for the SDN controller. The controller uses the known information of the current time t to obtain the decision variables on slot t and the subsequent T − 1 slots according to (12) . Since the corresponding information on future T − 1 slots is unknown, the controller's current decisions adopted as the future decisions is unrealistic. Therefore, on account of the real-time decisions of the controller, the maximization of (12) can be transformed into a deterministic optimization problem P.2 on each slot t as follows:
where the objective function of (13) consists of two parts, the first term is the queue backlog reduction contribu-
, and the second term is the negative weighted handover overhead −VC(t). The optimization problem P.2 is a 0-1 nonlinear programming problem with 2M decision variables and Markov property. Due to the integer nature of the decision variables, the problem is also a combination optimization problem.
V. PROPOSED STRATEGIES FOR SOLVING DETERMINISTIC OPTIMIZATION PROBLEM
In this section, we analyze the bounds of the objective function f (t) of P.2 in (13) and propose corresponding strategies to solve this problem. Due to the Markov property of C(t), the current moment decisions are related to the decisions at the previous moment, resulting in a contradiction between simultaneous maximizing −VC(t) and g(t) in f (t). In order to maximize −VC(t), the decision variables on slot t should be consistent with the decision variables at the previous moment t − 1, that means the controller does not update the decision results with zero controller overhead. However, due to the randomness of A i (t), R L,i (t) and R S,i (t), the decision results on slot t are generally different from the decision results on slot t − 1, resulting that the −VC(t) is not equal to 0 on slot t. Thus, the decision variables of maximizing −VC(t) don't achieve the maximum of objective function of (13) on slot t.
Suppose that the decision vector S *
and y * i (t − 1) is the optimal solution that attains the maximum f * (t − 1) of (13) at the previous moment t − 1, where
It is also assumed that the decision vector S t = [X t , Y t ] constructed by x i (t) and y i (t) is the optimal solution for obtaining the maximum g (t) of g(t) on slot t. If the decision vector S
at the previous time is unchanged on slot t, we can get that f S * t−1
by introducing S * t−1 in f (t). Therefore, the objective function f * (t) corresponding to the optimal solution S * t = [X * t , Y * t ] on slot t should satisfy the following constraint:
To further narrow the constraint (14), we introduce the difference between g (t) and the value of g(t − 1) on S * t−1 as follows:
Currently, we judge the relationship between D(t) and VC(t). Since both S * t−1 and S t are feasible solutions of P.2, we introduce 0-norm ( · 0 ), which is the number of non-zero elements, to measure the quality of feasible solutions. Due to the g(t) achieving its maximum g (t) on the vector S t , we can get that
.
Hence, if D(t) > VC(t), we can derive that f (t) = g (t) − VC(t) > g S * t−1
(t − 1). Furthermore, the boundaries of f * (t) in (14) can be reduced to:
Conversely, if D(t) ≤ VC(t)
, the constraint of f * (t) in (14) remains unchanged. Therefore, based on the above analysis, we come up with the corresponding feasible strategies to solve P.2 as follows.
Strategy 1 (Baseline Strategy):
This strategy solves the maximum of g(t) to replace the original objective function f (t) with the same constraints of P.2 at each moment. Because the optimization of g(t) belongs to the 0-1 linear programming problem, the SDN controller can obtain its optimal solution S t easily by ignoring the impact of handover on controller decisions. Since the optimal solution of g(t) at each moment is a feasible solution of P.2, we can use S t as the solution of P.2. When the handover cost is small, that is, when V is small, the objective function f (t) = g (t) − VC(t) on S t can approach its maximum approximately.
Strategy 2 (Update Strategy): As same with Strategy 1, this strategy first solves the problem of maximizing g(t) to get the optimal decision variables x i (t) and y i (t). Then bring them into the (15) to obtain D(t) based on the decision vector recorded at the previous moment. Finally, we judge the relationship between D(t) and VC(t). If D(t) > VC(t), the current decision vector S t composed by x i (t) and y i (t) will be valid. Hence, the decision results are used as the solution of P.2 on slot t with x * i (t) = x i (t) and y * i (t) = y i (t). If D(t) ≤ VC(t), the previous decision results on slot t − 1 will be used as the current decision results. Essentially, this strategy is to judge whether the controller updates the decisions or not by the relationship between D(t) and VC(t).
Strategy 3 (Optimal Strategy):
According to the decision variables x i (0) and y i (0) set at the initial moment, this strategy directly solves P.2 to get x * i (t) and y * i (t) with the pervious optimal decision variables x * i (t − 1) and y * i (t − 1) on each slot t. The 0-1 nonlinear programming problem of P.2 involved in this strategy is much complicated, but can be solved by the commercial optimization solver, such as CPLEX [34] .
VI. NUMERICAL RESULTS
In this section, the proposed strategies are numerically simulated and verified in two different aeronautical scenarios with DC configuration on MATLAB. One is the scenario using the VHF datalink and GEO satellite datalink, and the other is the scenario with the VHF datalink and LEO satellite datalink. We assume that there are M = 80 aircraft in the overlapping airspace. On each time slot, the LOS and satellite links support up to N L = 60 and N S = 40 aircraft to connect to the ground network, respectively. Therefore, there exists the single link mode and DC mode simultaneously for the total M aircraft in current overlapping airspace. We use the objective function f (t), the total number of handovers N T and the number of heterogeneous handovers N H as the evaluation metrics on each slot t. Because the objective function f (t) on current slot t is affected by the pervious decision results on slot t − 1, and the decision sequences formed by the different strategies in the overall time are generally different, so in order to further measure the performance of the proposed strategies, we use the difference D S = max g(t) − f (t) of each strategy as an evaluation criterion.
Without loss of generality, we use the Nakagami-m channel model [35] , which can easily be extended to the Rayleigh channel in low altitude airspace and the Rician channel in high altitude airspace, to simulate all the aeronautical wireless channels. In this paper, the fading parameter of Nakagamim distribution m of all wireless channels is equal to 2 [35] , the sampling interval T s is 1 millisecond, and the handover decision slot T h controlled by the SDN controller is 1 second. For all wireless links, we assume that the channel power gains follow the stationary block fading, which remain unchanged during the sampling interval, but vary independently across different sampling interval. At each sampling interval, the base stations estimate the rate information R L,i (t) and R S,i (t) of different links based on Shannon capacity, but only transmit this information to SDN controller on each handover slot. And then the SDN controller make optimal decisions according to the collected information on each handover slot. Note that the instantaneous R L,i (t) and R S,i (t) on each handover slot are estimated by their averages during T h /T s sampling intervals.
A. SCENARIO 1 In this scenario, since the aeronautical services such as highresolution meteorological information generally have large capacity requirements, we establish the dual connectivity by the VHF link and the large capacity Mobile User Objective System (MUOS) link [36] . Assuming that the transmitter knows the channel gain of the fading channel perfectly, we can use channel capacity as the transmission rate of VHF link through rate adaptive transmission based on [37] . It should be noted that the established VHF system is analogous to VDL2 with 25 kHz transmission bandwidth and the maximum 31.5 kbps transmission rate, that is, when the channel capacity is greater than 31.5 kbps, the transmission rate is constantly equal to 31.5 kbps. To reduce the complexity of the simulation, we utilize the Finite-State Markov Channel (FSMC) with Nakagami fading to simulate the satellite channel [38] . For MUOS provided by GEO satellites, the WCDMA access scheme with fixed 3.84 mega-chips per second is adopted, and the information rate of the users is determined by Orthogonal Variable Spreading Factor (OVSF) [36] . In the light of the maximum 64 kbps information rate for aeronautical users in MUOS, we establish the FSMC channel based on different SNR thresholds with 4 states corresponding to 7.5 kbps, 15 kbps 30 kbps and 60 kbps transmission rates by setting the OVSF to 512, 256, 128 and 64, respectively. Meanwhile, the arrival traffic of each aircraft obeys a Poission distribution with the average arrival rate between 50 kbps and 80 kbps. For ease of simulations, we assume the number of aircraft remain unchanged on each handover slot. As depicted in Fig. 2 , when the coefficient V of weight handover cost VC(t) is equal to 10, the performance of the three strategies is basically consistent, and their objective function values gradually increase over time and are close to their upper boundaries on each handover slot. As can be seen from Table 2 , in terms of the average difference E[D S ] between the upper bound g(t) and f (t), the Strategy 1 and Strategy 2 are basically the same, and the Strategy 3 is slightly smaller than Strategy 1 and Strategy 2, indicating that the f (t) of the Strategy 3 is only slightly higher than that of , respectively. These demonstrate that when the weight handover cost VC(t) is small (V = 10), the baseline strategy and the update strategy can be used to replace the optimal strategy, and the linear programming can be adopted to replace the nonlinear programming to reduce the solving complexity.
When the weighted handover cost VC(t) is large enough (V = 1000), as indicated in Fig. 3 and Table 3 , the Strategy 3 is much closer to its upper bound because of the smaller D S compared with Strategy 1 and Strategy 2. Correspondingly, the of Strategy 3 is smaller than that of Strategy 1 and Strategy 2. However, compared with V = 10 in Fig. 2 , the E[D S ] of each strategy increases with the increasing V . Without considering the handover cost, the N T and N H of Strategy 1 are substantially unchanged with increasing V from Fig. 3(d) . According to Table 3 when V = 1000, the E[N T ] = 7.13 and E[N H ] = 0.47 of Strategy 2 reduce by 71.70% and 76.85% compared with Strategy 1, respectively. Besides, for some deterministic slots depicted in Fig. 2(e) , there exists the N T and N H of Strategy 2 are both 0, because the decision results on these slots are not updated. However, for other updated slots in Fig. 2(e) , the of Strategy 2 are higher than those of the Strategy 1 with the similar N H . Therefore, the handover reduction brought by the Strategy 2 is determined by the coefficient V . As the coefficient V increases, the dependence on the decisions of the previous moment increases for the current decision results in Strategy 2, resulting in a decrease in the number of updates, which in turn leads to a reduction in handover times.
As illustrated in Fig. 3(f) , the N T and N H of Strategy 3 are significantly less than those of Strategy 1. Although the N T and N H of Strategy 2 only switch to 0 on non-updated slots, the N T and N H of Strategy 3 are much smaller than those of Strategy 2 on updated slots. As shown in Table 3 when V = 1000, the E[N T ] of Strategy 3 is only 5.80, which is 76.98% and 18.65% less than Strategy 1 and Strategy 2, respectively. For the number of heterogeneous handovers, the E[N H ] of Strategy 3 is only 0.07, which is 96.55% lower than that of Strategy 1 and 85.11% lower than that of Strategy 2. Thus, the heterogeneous handovers of Strategy 3 are more reduced than the overall handovers, which is due to the introduction of DC pattern.
B. SCENARIO 2
In this scenario, since the real-time services generally have much strict delay requirements only supporting the low transmission rates and high reliability demands, such as Air Traffic Control (ATC), we establish the dual connectivity by the VHF link using in Scenario 1 and Iridium link with slight propagation delay provided by LEO satellites [39] , which can achieve the transmit diversity within the latency threshold. To maintain the unity and reduce the complexity of the satellite link, we still utilize the FSMC channel with Nakagami fading to simulate the Iridium channel. Due to the maximum 2.4kbps transmission rate of Iridium link for aeronautical users, we establish the FSMC channel based on different SNR thresholds with 4 states corresponding to 0.3kbps, 0.6kbps 1.2kbps and 2.4kbps transmission rates. Meanwhile, in order to avoid large delays in traffic accumulation and avoid exceeding the link capacity, we assume that the arrival traffic of each aircraft obeys a Poission distribution with the average arrival rate between 2.0 kbps and 20 kbps. The other assumptions such as the sampling interval T s and the handover slot T h are the same as those in Scenario 1.
As depicted in Fig. 4 and Table 4 , with the same V = 10 the overall performance of the three strategies in this scenario is similar with the performance in Scenario 1. Compared to Strategy 1 and Strategy 2, the Strategy 3 is much closer to its upper bound because of the smaller D S , and its E[N T ] is 13.47 with 31.28% reduction than that of the two strategies. For the number of heterogeneous handovers, the E[N H ] of Strategy 3 is 1.13, which is 67.99% lower than Strategy 1 and Strategy 2. However, due to the low coefficient V , the advantage of Strategy 2 is totally not obvious shown in Table 4 . When V = 10, the E[N T ] of the three strategies in Scenario 2 is much lower, but the E[N H ] is higher compared with the Scenario 1. Since the low arrival rates of the real-time services, the total handover is correspondingly reduced at the same coefficient V . Unfortunately, since the slight weight of the Iridium transmission rate in the total transmission rate of dual connectivity, it is the fact that the high rates of VHF links cater to the high real-time services, which lead to the services using Iridium links switching to the VHF links without the dual connectivity.
As indicated in Fig. 5 , with large V = 1000 the Strategy 2 and Strategy 3 keep the initial decision variables unchanged, and the overall handovers and heterogeneous handovers are 0 at this time, because the handover cost is much higher than the performance improvement by switching. Similarly, if the handover cost is particularly large in Scenario 1, the controller using Strategy 2 and Strategy 3 will not perform switching.
VII. CONCLUSION
In this paper, we introduced the SDN controller to carry out traffic scheduling under DC pattern to support handover management in heterogeneous aeronautical network. Due to the time-dynamic of aeronautical network, a stochastic optimization problem of handover overhead using queue backlog was constructed and transformed into a deterministic optimization problem by Lyapunov optimization theory. We proposed the feasible and optimal strategies for this deterministic optimization problem and verify their feasibility and effectiveness on handover management by simulations in two aeronautical scenarios. If the handover overhead is minimal, the baseline strategy and update strategy would be utilized instead of the optimal strategy. On the contrary, when the handover overhead is large enough, the update strategy has similar performance to the optimal strategy, only at the expense of increasing switching times on the partial update slots. In the future, we will consider the high-speed mobility of the aircraft, determine the specific DC switching process and optimal handover slot of the controller to ensure seamless handover and minimize handover delay of the aircraft.
APPENDIX A PROOF OF THEOREM 1
Proof: According to the queue update equation (3) when τ = t, t + 1, · · ·, t + T − 1, we can derive that
(A.1)
A min,i )
where (a) follows Therefore, the bound of the Lyapunov drift within one slot is as follows: 
APPENDIX B PROOF OF THEOREM 2
Proof: According to the dynamics of the queue on each timeslot τ ∈ [t, t + T − 1], we can get that: 
