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Abstract
Let {Xk}k≥1 be a stationary and ergodic process with joint distribution
µ where the random variables Xk take values in a finite set A. Let Rn be
the first time this process repeats its first n symbols of output. It is well-
known that n−1 logRn converges almost surely to the entropy of the process.
Refined properties of Rn (large deviations, multifractality, etc) are encoded in
the return-time Lq-spectrum defined as
R(q) = lim
n
1
n
log
∫
Rqn dµ
provided the limit exists. When {Xk}k≥1 is distributed according to the equi-
librium state of a potential ϕ with summable variation, we are able to compute
R(q) for all q ∈ R, namely
R(q) =
{
P ((1− q)ϕ) for q ≥ q∗
supη
∫
ϕdη for q ≤ q∗
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where the supremum is taken over all shift-invariant probability measures,
P ((1−q)ϕ) is the topological pressure of (1−q)ϕ (q ∈ R), and q∗ = q∗ϕ ∈ [−1, 0)
is the unique solution of P ((1− q)ϕ) = supη
∫
ϕdη, as q runs through R. Sur-
prisingly, this spectrum does not coincide with the hitting-time Lq-spectrum
for all q < q∗. The two spectra coincide if and only if the equilibrium state of ϕ
is the measure of maximal entropy. As a by-product, we prove large deviation
asymptotics for n−1 logRn.
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1 Introduction
Let {Xk}k≥1 be a stationary and ergodic process where the random variablesXk
take values in a finite set A. We denote by µ the joint distribution of {Xk}k≥1
which is a shift-invariant ergodic probability measure on AN whose elements are
of the form x = (x1, x2, . . .) with xi ∈ A. We are interested in the statistical
properties of Rn(x), defined as the first time the process repeats its first n
symbols of output, that is, the smallest k ≥ 2 such that xk, xk+1, . . . , xk+n−1 =
x1, x2, . . . , xn.
Duality between return times and the inverse measure of cylin-
ders. It is well-known [OW93] that
1
n
logRn(x)→ h(µ) , for µ-almost everyx ,
where h(µ) is the entropy of µ. This is a remarkable result when compared to
the Shannon-McMillan-Breiman theorem which says that
− 1
n
logµ([xn1 ])→ h(µ) , for µ-almost everyx ,
where [xn1 ] is the n-cylinder based on x1, . . . , xn, that is, the set of outputs
starting with the symbols x1, . . . , xn. Using return times, we don’t need to
know µ to estimate the entropy. Of course, in both cases, we have to assume
that we have a typical output x = x1, x2, . . . of the process. As a consequence
of the above two results we have
log
(
Rn(x)µ([x
n
1 ])
)
= o(n) , for µ-almost everyx . (1)
We also mention Kacˇ’s Lemma which states that, for any cylinder [an1 ],∫
Rn(x) dµ[an1 ](x) =
1
µ([an1 ])
where µ[an1 ](C) = µ([a
n
1 ] ∩ C)/µ([an1 ]), for any cylinder set C. That is, on
average, it takes a time µ([an1 ])
−1 to come back to the cylinder [an1 ]. In view of
these results, it is tantalizing to replace Rn(x) by µ([a
n
1 ])
−1, for instance in the
Lq-spectrum of µ (see below). It is also tantalizing to assume that Rn(x) and
µ([an1 ])
−1 have the same fluctuations. For a large classe of measures, it turns
out that they do have the same “small’ fluctuations”, but not the same ‘large
deviations’, around h(µ).
Fluctuations of the return times. In this paper, we are interested in
the fluctuations of logRn/n around h(µ). To this end, we need to assume
that µ has good mixing properties. We will mainly assume that the process is
distributed according to an equilibrium state µϕ of a potential with summable
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variation. The latter class contains for instance finite-state Markov chains which
are irreducible and aperiodic, and Ho¨lder continuous potentials whose variation
decays exponentially fast.
A way to describe the fluctuations of logRn/n is to study the convergence
in law of
(
logRn−nh(µ)
)
/
√
n to a Gaussian distribution (central limit asymp-
totics). Such a convergence was first proved in [CGS99] when ϕ is a Ho¨lder
continuous potential, and was then extended to potentials with summable vari-
ation in [CU05]. As expected, the variance of the Gaussian distribution is the
same as that of the processes
(− logµϕ([xn1 ])/n)n and (− Snϕ(x)/n)n (where
Snϕ is the Birkhoff sum of ϕ). Loosely speaking, this convergence means that
typical fluctuations of logRn around nh(µϕ) are of order
√
n. In this paper,
we are interested in the so-called large deviation regime which corresponds to
fluctuations of order n. Again, this was first studied in [CGS99] when ϕ is
a Ho¨lder continuous potential. Therein the authors proved that there exists
u0 > 0 (which is implicit) such that, for any u ∈ [0, u0), one has
lim
n
1
n
logµϕ
( 1
n
logRn > h(µϕ) + u
)
= I
(
h(µϕ) + u
)
and
lim
n
1
n
logµϕ
( 1
n
logRn < h(µϕ)− u
)
= I
(
h(µϕ)− u
)
,
where I is a positive convex function vanishing if u = 0 which is obtained as
the Legendre transform of
lim
n
1
n
log
∑
an1∈A
n
µ(an1 )
1−q = P ((1− q)ϕ) , q ∈ R ,
where P ((1 − q)ϕ) is the topological pressure of (1 − q)ϕ. In view of a clas-
sical theorem in large deviation theory called the Ga¨rtner-Ellis theorem (see
e.g. [DZ10]), a natural route to prove such kind of result is to prove that the
cumulant generating function of
(
logRn/n
)
n
, namely
Rµϕ(q) = limn
1
n
log
∫
eq logRn dµϕ = lim
n
1
n
log
∫
Rqn dµϕ , q ∈ R, (2)
does exist and has good properties like differentiability. Motivated by multi-
fractal analysis, we call Rµϕ(q) the return-time L
q-spectrum (with respect to
µϕ). To obtain the above large deviation result, the authors of [CGS99] use a
certain control of |µϕ
(
x : Rn(x)µ([x
n
1 ]) > t
)−e−t | as a function of xn1 and t > 0
which holds only for typical cylinders, that is cylinders around aperiodic points.
This allows them to prove that Rµϕ(q) exists in an interval (−q0, q0) for some
implicit q0 > 0, and coincides with P ((1−q)ϕ) in that interval. This equality is
what we can expect if we replace Rn by µ([x
n
1 ])
−1, which is the natural “ansatz”
mentioned above. The question is: Is this equality true outside (−q0, q0) and
more importantly, what is q0?
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Main contribution of the paper. The main result of this paper is the
computation of Rµϕ(q) for all q ∈ R, and for potentials with summable varia-
tion. We prove that, if ϕ is not of the form u−u◦θ− log |A| for some continuous
function u : AN → R 1 (θ being the shift operator), then
Rµϕ(q) =
{
P ((1− q)ϕ) for q ≥ q∗ϕ
supη
∫
ϕdη for q ≤ q∗ϕ
(3)
where the supremum is taken over all shift-invariant probability measures, and
q∗ϕ ∈ (−1, 0) is the unique solution of P ((1 − q)ϕ) = supη
∫
ϕdη, as q runs
through R. In fact, we first establish an abstract result for φ-mixing processes
with a summable rate before specializing it to equilibrium states of potentials
with summable variation for which we use the powerful tools of thermodynamic
formalism. From this result, we deduce more precise large deviation asymptotics
than in [CGS99], and cover a larger class of potentials.
In order to obtain the complete return time Lq-spectrum, we partition the
phase space into n-cylinders sets. This procedure takes into account all cylin-
ders, including the non-typical ones (those around periodic points). To cope
with this situation, we need a sharp control of∣∣∣µϕ(T[xn1 ] > tµϕ([xn1 ])
)
− ζµϕ ([xn1 ]) e−ζµϕ ([x
n
1 ])]t
∣∣∣
for all t > 0 and xn1 , where ζµϕ ([x
n
1 ]) is the “exit probability” of the cylinder
[xn1 ]. This was achieved by Abadi and Vergne [AV09] assuming that the measure
is φ-mixing. This allows us to control the balance between the contribution of
periodic points and that of typical points. The former is encoded by the quantity
lim
n
1
n
∑
an1
(1− ζµϕ ([xn1 ]))µϕ([xn1 ]) .
The control of ζµ([x
n
1 ]) and the existence of this limit are an important part of
this work. What we show is that this quantity determines Rµϕ(q) for all q < q
∗
ϕ,
whereas the ansatz consisting in replacing Rn(x) by µϕ([x
n
1 ])
−1 is indeed correct
only when q ≥ q∗.
The waiting times Lq-spectrum. Another estimator of h(µ) that is
worth mentioning is based on hitting times. Consider two independent realiza-
tions x = x1, x2, . . . and y = y1, y2, . . . of the process. Let Txn1 (y) be the first
time x1, . . . , xn appears in y. It is known [Shi96] that if µ is weak Bernoulli,
then
1
n
logTxn1 (y)→ h(µ) , for µ⊗ µ-almost every (x, y) .
1This means that µϕ is not the measure of maximal entropy.
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(This result is known to be false if µ is only assumed to be ergodic [Shi96, p.
205].). We then have
log
(
Txn1 (y)µ([x
n
1 ])
)
= o(n) , for µ⊗ µ-almost every (x, y) .
Given a potential ϕ, the analog of Rµϕ(q) is
Wµϕ(q) = lim
n
1
n
log
∫∫
Txn1 (y)
q dµϕ ⊗ µϕ , q ∈ R .
In [CU05] it was proved that for potentials with summable variation one has
Wµϕ(q) =
{
P ((1− q)ϕ) for q ≥ −1
P (2ϕ) for q < −1 .
It is fair to say that the expressions of Rµϕ(q) and Wµϕ(q) are both unexpected,
and that it is surprising that they do not coincide on a non-trivial interval2.
More on related results. Let us come back to large deviations for return
times and comment on other results related to ours, beside [CGS99]. In [JB13],
the authors obtain the following result. For a φ-mixing process with joint
distribution µ with an exponentially decaying rate, and satisfying a property
called ‘exponential rates for entropy’, there exists an implicit positive function
I such that I(0) = 0 and
µ
(∣∣∣ 1
n
logRn − h(µ)
∣∣∣ > u) ≤ 2 e−I(u) , n ≥ N(u) .
In the same vein, [CRS18] considered the case of (geometric) balls in smooth
dynamical systems (instead of cylinder sets which are the natural sets to look
at for processes on finite alphabets). Finally, still in the context of smooth dy-
namical systems, let us mention that the analogue of Rµϕ(q) with balls instead
of cylinders was considered from the viewpoint of multifractal analysis to define
‘return-time dimensions’, see [CFM+18].
Organisation of the paper. In Section 2 we define the return-time and the
hitting-time Lq-spectra, the Lq-spectrum of a measure, and the Re´nyi entropy
function. In Section 3 we obtain our first result which is for φ-mixing processes
with a summable rate. It gives a formula for Rµϕ(q) and Rµϕ(q), which are
defined by taking, respectively, the limit inferior and the limit superior instead of
the limit in (2). Under the same assumptions, we have that the exit probability
ζµϕ([x
n
1 ]) is uniformly bounded away from 0. This results is important on its
own since the exit probability appears as a scaling parameter in the exponential
approximation for the distribution of return times mentioned above. Next,
2Except, as we will demonstrate, when ϕ = u − u ◦ θ − log |A| for some continuous function
u : AN → R.
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in Section 4, we describe the class of equilibrium states for potentials with
summable variation and state our main results. In Section 5 we give a few
examples where we can explicitly compute Rµϕ(q). Sections 6 and 7 contain
the proofs of the results of Section 3 and 4, respectively. Finally, there is an
appendix which essentially contains some estimates for the upper incomplete
Gamma function and some further auxiliary results.
2 Basic setting and definitions
2.1 The shift space, hitting times and return times
For any sequence (ak)k≥1 with elements in A, we denote the partial sequence
(‘string’) (ai, ai+1, . . . , aj) by a
j
i , for i < j. (By convention, a
i
i := ai.) In
particular, a∞i denotes the sequence (ak)k≥i.
We consider the space AN of infinite sequences x = (x1, x2, . . .) where xi ∈
A, i ∈ N := {1, 2, . . .}.3 The cylinder sets [aji ] = {x ∈ AN : xji = aji}, i, j ∈
N, generate the (Borel) σ-algebra F . For a probability measure µ we shall
simply write µ(aji ) instead of µ([a
j
i ]). Now define the shift θ : AN → AN by
(θx)i = xi+1, i ∈ N. Let µ be a shift-invariant probability measure on F , that
is, µ(B) = µ(θ−1B) for each cylinder. We then consider the stationary process
{Xk}k≥1 on the probability space (AN,F , µ), where Xn(x) = xn, n ∈ N. We
will use the short-hand notation Xji for (Xi, Xi+1, . . . , Xj), where i < j.
Given x ∈ AN and an1 ∈ An, let
Tan1 (x) = inf{k ≥ 1 : xk+n−1k = an1} .
This is the first time the string an1 appears in x. Equivalently, Tan1 (x) = inf{k ≥
1 : θkx ∈ [an1 ]}, that is, this is the first time the orbit of x enters the cylinder
[an1 ]. Now define
Rn(x) = inf{k ≥ 2 : xn1 = xk+n−1k } .
This is the first time that the string xn1 reappears in x. The corresponding
random variable will be simply denoted by
Rn = inf{k ≥ 2 : Xn1 = Xk+n−1k } .
Finally, we define the smallest return time in a cylinder [an1 ], namely
τ(an1 ) = inf
x∈[an1 ]
Tan1 (x) .
One can check that τ(an1 ) = inf{k ≥ 1 : [an1 ] ∩ θ−k[an1 ] 6= ∅}. Notice that for all
n ≥ 1 and an1 ∈ An
1 ≤ τ(an1 ) ≤ n . (4)
3We endow AN with the product topology, thus it is a compact space.
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2.2 The return-time and the hitting-time Lq-spectra
For q ∈ R and n ∈ N, let
R
(n)
µ (q) =
1
n
log
∫
Rqn(x) dµ(x) (∈ R ∪ {+∞})
and define the upper and lower return-time Lq-spectra by
Rµ(q) = lim sup
n
R
(n)
µ (q) (5)
Rµ(q) = lim infn
R(n)µ (q) . (6)
Definition 2.1 (Return-time Lq spectrum). When both (5) and (6) coincide
for all q ∈ R, this defines the return-time Lq-spectrum which we denote by
Rµ(q).
We list several basic properties of this function. There are at least two values
of q for which Rµ(q) always exist, namely q = 0, 1:
Rµ(0) = 0 and Rµ(1) = log |A| .
The first equality is trivial. The second one follows from the fact that, for every
cylinder [an1 ],
∫
1[an1 ]
Rn(x) dµ(x) = 1 (this is Kacˇ’s lemma, see e.g. [Shi96]). It
can happen that, for some n0 and q0 > 0 (hence for any n ≥ n0 and q ≥ q0),
R
(n)
µ (q) = +∞. This can be already the case for q = 2 because there is no
reason for the second moment of the return time to a cylinder to be finite for
an arbitrary invariant probability measure. Since Rn ≥ 2, Rµ(q) ≥ 0 for q > 0
and Rµ(q) ≤ 0 for q < 0. Moreover, q 7→ Rµ and q 7→ Rµ are increasing on R
and, using Ho¨lder’s inequality, one can check that they are convex. Hence, if
Rµ(q) and Rµ(q) are finite for all q, then they are continuous functions on R
(see e.g. [RV73]). We have the following proposition.
Proposition 1. If µ is ergodic then, for all q ∈ R,
qh(µ) ≤ Rµ(q) .
Moreover, Rµ are continuous functions on (−∞, 0].
Proof. By Jensen’s inequality we have
R
(n)
µ (q) ≥ q
∫
1
n
logRn dµ .
Since (1/n) logRn converges µ-almost surely to h(µ), the entropy of µ (see (12)
below for the definition), we get by Fatou’s lemma
Rµ(q) ≥ q h(µ) .
Continuity of Rµ on (−∞, 0] follows from convexity and finiteness.
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Consider Txn1 (y) where x and y are drawn independently according to the
same probability measure µ. For q ∈ R and n ∈ N, let
W(n)µ (q) =
1
n
log
∫∫
Txn1 (y)
q d(µ⊗ µ)(x, y) (∈ R ∪ {+∞})
and define the upper and lower hitting-time Lq spectra by
Wµ(q) = lim sup
n
W(n)µ (q) (7)
Wµ(q) = lim infn
W(n)µ (q) . (8)
Definition 2.2 (Hitting-time Lq-spectrum). When both (7) and (8) coincide
for all q ∈ R, this defines the hitting-time Lq-spectrum which we denote by
Wµ(q).
It can happen that, for some n0 and q0 > 0 (hence for any n ≥ n0 and
q ≥ q0), W(n)µ (q) = +∞. This can be already the case for q = 1 because there
is no version of Kacˇ’s lemma for hitting times. We have Wµ(q) ≥ 0 for q > 0
and Wµ(q) ≤ 0 for q < 0. Moreover, q 7→ Wµ and q 7→ Wµ are increasing on
R and, using Ho¨lder’s inequality, one can check that they are convex. Hence, if
Wµ(q) and Wµ(q) are finite for all q, then they are continuous functions on R.
We have the following proposition.
Proposition 2. If µ is ergodic then, for all q ∈ R,
qh(µ) ≤Wµ(q) .
Morover, Wµ are continuous functions on (−∞, 0].
Proof. By Jensen’s inequality we have
W
(n)
µ (q) ≥ q
∫∫
1
n
logTxn1 (y) d(µ⊗ µ)(x, y) .
By Fatou’s lemma
Wµ(q) ≥ q
∫∫
lim inf
n
1
n
logTxn1 (y) d(µ⊗ µ)(x, y) .
It is proved in [Shi96, p. 202] that lim infn
1
n logTxn1 (y) = h(µ), for µ⊗µ almost
every (x, y). Therefore
Wµ(q) ≥ q h(µ) .
Continuity ofWµ on (−∞, 0] follows from convexity and finiteness, as explained
above.
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2.3 The Lq-spectra of a measure and the Re´nyi entropy
function
For q ∈ R and n ∈ N, let
M(n)µ (q) =
1
n
log
∫
µ(xn1 )
−q dµ(x) =
1
n
log
∑
an1∈A
n
µ(an1 )
1−q
and define the upper and lower Lq spectra of µ by
Mµ(q) = lim sup
n
M(n)µ (q) (9)
Mµ(q) = lim infn
M(n)µ (q) . (10)
Definition 2.3 (Lq-spectrum of a measure). When both (9) and (10) coincide
for all q ∈ R, this defines the Lq-spectrum of µ which we denote by Mµ(q).
It is easy to check that Mµ(q) ≥ 0 on [0,+∞) and Mµ(q) ≤ 0 on (−∞, 0].
Note that Mµ(0) = 0 and Mµ(1) = log |A|, hence Mµ(q) = Rµ(q) for q = 0, 1.
Moreover, the functions Mµ and Mµ are increasing, and by Ho¨lder’s inequality,
they are convex, hence continuous if they are finite for all q.
Proposition 3. If µ is ergodic, then, for all q ∈ R, we have
qh(µ) ≤Mµ(q) .
Moreover, Mµ are continuous on (−∞, 0].
Proof. By Jensen’s inequality, M
(n)
µ (q) ≥ q
∫ − 1n logµ(xn1 ) dµ(x) for any q ∈
R. Since
∫ − 1n logµ(xn1 ) dµ(x) converges µ almost surely to h(µ) by the the
Shannon-McMillan-Breiman theorem, we conclude by using Fatou’s lemma.
Continuity of Mµ follows from the comments made before the statement of
the proposition.
Finally, for q 6= 0, let
H(n)µ (q) = −
1
qn
log
∑
an1
µ(an1 )
q+1
and define the upper and lower Re´nyi entropy functions by
Hµ(q) = lim sup
n
H
(n)
µ (q) and Hµ(q) = lim infn
H
(n)
µ (q) . (11)
When both limits coincide for all q 6= 0, this defines the so-called Re´nyi entropy
function which we denote by Hµ. By definition, Hµ(0) = h(µ), the entropy of
µ, where
h(µ) = − lim
n
1
n
∑
an1
µ(an1 ) logµ(a
n
1 ) . (12)
(This limit always exists.) Moreover, Hµ is a decreasing function and we obvi-
ously have
Mµ(q) = qHµ(−q), q ∈ R. (13)
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3 A result for φ-mixing processes with
summable rate
A process {Xk}∞k=1 over a finite alphabet A, distributed according to a prob-
ability meaure µ, is φ-mixing if there exists a sequence (φ(ℓ))ℓ≥1 of positive
numbers decreasing to zero such that for all integers n ≥ 1 and ℓ ≥ 1 we have
sup
A∈Fn1 , µ(A)>0
B∈F∞n+ℓ
∣∣∣∣µ(A ∩B)µ(A) − µ(B)
∣∣∣∣ ≤ φ(ℓ) (14)
where F sr denotes the σ-algebra generated by X
s
r . We shall also say that µ is
φ-mixing. We refer the reader to [Bra05] for a survey on mixing processes. It
is well-known (see e.g. [Aba01]) that for such a process there exist two strictly
positive constants c(15), C(15) such that
µ(an1 ) ≤ C(15) e
−c
(15)n (15)
for all n ≥ 1 and an1 ∈ An.4
Let µ be a probability measure on AN. For an1 ∈ An, let
ζµ(a
n
1 ) = µan1
(
Tan1 6= τ(an1 )
)
= µan1
(
Tan1 > τ(a
n
1 )
)
(16)
where
µan1
(
Tan1 > τ(a
n
1 )
)
:=
1
µ(an1 )
µ
(
[an1 ] ∩ {Tan1 > τ(an1 )}
)
.
Remark 1. For t < µ(xn1 )τ(x
n
1 ) we have
µxn1
(
Txn1 ≤
t
µ(xn1 )
)
= 0
since by definition µxn1
(
Txn1 < τ(x
n
1 )
)
= 0 (whence the rightmost equality in
(16)).
A priori ζµ(a
n
1 ) ∈ [0, 1]. However, when µ is φ-mixing with a summable rate,
it is bounded away from 0, uniformly in an1 , provided that n is sufficiently large.
Proposition 4. Let µ be a φ-mixing measure such that
∑
ℓ φ(ℓ) < +∞. Then
there exist N ≥ 1 and ζ− > 0 such that for all n ≥ N
inf
an1∈A
n
ζµ(a
n
1 ) ≥ ζ− . (17)
4Without loss of generality, we assume that there exists no a ∈ A such that µ(a) ∈ {0, 1}. We
draw the attention of the reader to the fact that, in [Aba01], a φ-mixing process is called a α-mixing
process (and a ψ-mixing process is called a φ-mixing process). Finally, for the first part of Lemma
1 in [Aba01], which is (15), no assumption on the rate at which φ(ℓ) goes to 0 is in fact necessary.
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This result is of independent interest in view of a theorem of Abadi and
Vergne that is essential in our analysis (see Theorem 4 below).
Now define
Λ(n)(µ) =
1
n
log
∑
an1
(1 − ζµ(an1 ))µ(an1 )
and
Λ(µ) := lim sup
n
Λ(n)(µ) and Λ(µ) := lim inf
n
Λ(n)(µ) .
Note that by the previous proposition Λµ < 0.
We can now formulate the main result of this section.
Theorem 1. Let µ be a φ-mixing measure such that
∑
ℓ φ(ℓ) < +∞. Then
Rµ(q) =

Mµ(q) for q ≥ 0
Λ(µ) ∨Mµ(q) for q ∈ (−1, 0)
Λ(µ) ∨Mµ(−1) for q ≤ −1 .
The same statement holds when Rµ,Mµ and Λ(µ) are replaced by Rµ,Mµ and
Λ(µ).
Remark 2. The Re´nyi entropy function (hence the Lq-spectrum of µ) exists
and is finite on R under several mixing conditions which are stronger than
φ-mixing [LS97, HV10, AC15], for instance ψ-mixing with ψ(1) < 1. (We
recall the definition of ψ-mixing below.) In the φ-mixing case, the existence
of the Re´nyi entropy function is an open question. The problem comes from
cylinders whose measure decays faster than exp(−cn), e.g., like exp(−cn1+δ)
for some δ > 0. Of course, these ‘bad’ cylinders are untypical in the sense of
the Shannon-McMillan-Breimain theorem, but we are forced to take them into
account.
4 Equilibrium states for potentials with
summable variation
We mainly refer to [Wal75] for full details on the material of this section.
4.1 Basic definitions and properties
Let ϕ : AN → R be a continuous function (‘potential’). The measure ν is an
equilibrium state for ϕ if
h(ν) +
∫
ϕdν = sup
{
h(η) +
∫
ϕdη
}
= P (ϕ) (18)
where the supremum is taken over the set of shift-invariant probability measures,
and P (ϕ) is the topological pressure of ϕ. (We do not give here the definition
of P (ϕ). It will appear below when it is really needed.)
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Under the further assumption that∑
n
varn(ϕ) <∞ (19)
where
varn(ϕ) = sup{|ϕ(x) − ϕ(y)| : xn1 = yn1 } ,
there exists a unique equilibrium state which we denote by µϕ (which is shift-
invariant).
Let Lϕ denote the transfer operator. For h : AN → R continuous it is
defined by
(Lϕh)(x) =
∑
a∈A
eϕ(ax) h(ax) (20)
where ax = (a, x1, x2, . . .). It is known that there exist a number λ > 0,
f : AN → R continuous, and ν a probability measure such that f > 0, ∫ f dν =
1, Lϕf = λf , and L
∗
ϕν = λν, and L
∗
ϕ is its dual which acts on probability
measures. One has µϕ = fν, and λ = e
P (ϕ).
Without loss of generality we can assume that ϕ is normalized in the sense
that λ = 1 and h = 1. This means that Lϕ1 = 1, which reads
∀x ∈ AN,
∑
a∈A
eϕ(ax) = 1 . (21)
We also have
L∗ϕµϕ = µϕ . (22)
Moreover
h(µϕ) +
∫
ϕdµϕ = sup
{
h(η) +
∫
ϕdη
}
= P (ϕ) = 0 (23)
where the supremum is taken over the set of shift-invariant probability measures.
If ϕ is not normalized, one can define
∀x ∈ AN, g(x) = e
ϕ(x) f(x)
λf(Tx)
. (24)
This is a well-defined function from AN to (0, 1), and log g is the normalized
version of ϕ and gives rise to the same equilibrirum state.
Finally, recall that if ϕ is of summable variaton, the map q 7→ P (qϕ) is
convex and continuously differentiable with
P ′(qϕ) =
∫
ϕdµqϕ (25)
where µqϕ is the unique equilibrium state for qϕ. Moreover, it is strictly de-
creasing, and strictly convex if and only if µϕ is not the measure of maximal
entropy, that is, the equilibrium state for a potential of the form u−u◦θ−log |A|,
where u : AN → R is continuous. (Recall that since we normalize potentials,
their pressure is equal to 0, and P (0+ u−u ◦ θ+ c) = log |A|+ c where c ∈ R.)
We refer to [TV99] for a proof of these facts.
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4.2 Main results
We work with a (normalized) potential ϕ satisfying (19). We start with a
proposition which provides the critical value of q below which the return-time
Lq-spectrum turns out to be different from the Lq-spectrum of µ.
Proposition 5. Let µϕ be the equilibrium state for a potential ϕ with summable
variation. Then, the equation
Mµϕ(q) = sup
η
∫
ϕdη (q ∈ R) (26)
has a unique solution q∗ϕ. Moreover, q
∗
ϕ ∈ [−1, 0), and q∗ϕ = −1 if and only if
ϕ = u− u ◦ θ − log |A| for some continuous function u : AN → R.
Given a probability measure ν, let
γ+(ν) := lim
n
1
n
logmax
an1
ν(an1 ) (27)
whenever the limit exists. Usually, −γ+(ν) is called the ‘min-entropy’ of ν.
We can now formulate the main result of this section. It is a strengthening
of Theorem 1 for processes which are distributed according to the equilibrium
state of a potential with summable variation. Remember that ϕ is normalized,
in particular P (ϕ) = 0.
Theorem 2. Let ϕ be a potential with summable variation. Then γ+(µϕ) and
Rµϕ exist.
If ϕ is not of the form u−u◦θ−log |A| for some continuous function u : AN → R
(i.e., µϕ is not the measure of maximal entropy), then q
∗
ϕ ∈ (−1, 0), and
Rµϕ(q) =
{
Mµϕ(q) = P ((1− q)ϕ) for q ≥ q∗ϕ
γ+(µϕ) = supη
∫
ϕdη for q ≤ q∗ϕ
where the supremum is taken over the set of shift-invariant probability measures.
If ϕ = u− u ◦ θ − log |A| for some continuous function u : AN → R, then
Rµϕ(q) =
{
q log |A| for q ≥ −1
− log |A| for q < −1 . (28)
Remark 3. Observe that Rµϕ is not differentiable at q
∗
µ. We have
lim
qցq∗ϕ
R′µϕ(q) = −
∫
ϕdµ(1−q∗ϕ)ϕ and limqրq∗ϕ
R′µϕ(q) = 0 .
Remark 4. Proposition 5 and Theorem 2 remain valid if we replace the full
shift AN by a topologically mixing subshift of finite type Ω ⊂ AN. Indeed, the
properties of the equilibrium states we consider are in fact valid in that case,
see [Wal75]. Moreover, it is easy to check that there exists m ≥ 1 such that, for
all n and all an1 ∈ An, τ(an1 ) ≤ n+m, which is a slight modification of (4).
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q∗ϕ
γ+(µϕ)
P (2ϕ)
-1 q
Rµϕ(q)
Mµϕ(q)
Wµϕ(q)
Figure 1: The three functions coincide on the interval [q∗ϕ,+∞). We assume that
ϕ 6= u− u ◦ θ − log |A|.
Let us now compare this result with the hitting-time Lq-spectrum (see Def-
inition 2.2). Let µ be the equilibrium state for a potential ϕ with summable
variation. Then, it was proved in [CU05] that
Wµϕ(q) =
{
Mµϕ(q) = P ((1− q)ϕ) if q ≥ −1
P (2ϕ) if q < −1 .
Comparing with Theorem 2, we see that if ϕ is not of the form u−u◦θ− log |A|,
then Rµϕ 6= Wµϕ on the interval (−∞, q∗ϕ) ) (−∞,−1). The fact that P (2ϕ) <
supη
∫
ϕdη follows from the proof of Proposition 5 when we prove that q∗ϕ > −1.
We have Wµϕ = Rµϕ if and only if µ is the measure of maximal entropy (that
is, ϕ = u − u ◦ θ − log |A|), which is equivalent to q∗ϕ = −1. In this case, Wµϕ
and Rµϕ are piecewise affine (see (28)).
Our last theorem is about large deviations for n−1 logRn. By Theorem 2,
we have Rµϕ(q) = P ((1− q)ϕ) for all q ∈ [q∗ϕ,+∞). By the properties of P (qϕ)
recalled in Subsection 4.1, we know that, on that interval, Rµϕ is strictly convex,
hence its derivative is strictly increasing. Therefore, the equation
R′µϕ(q) = u
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has a unique solution qˆu for each u ∈ I where
I :=
(
−
∫
ϕdµ(1−q∗ϕ)ϕ,− infη
∫
ϕdη
)
.
This interval is the set of values taken by R′µϕ(q) as q runs through (q
∗
ϕ,+∞).
Note that R′µϕ(0) = h(µϕ) lies inside this interval. Now let
Iϕ(u) =
{
uqˆu − Rµϕ(qˆu) if u ∈ I
+∞ if u ≥ − infη
∫
ϕdη .
On I, this function is positive, strictly convex and vanishes only at h(µϕ).
Theorem 3. Let ϕ be a potential with summable variation. We assume that ϕ
is not of the form u− u ◦ θ− log |A| for some continuous function u : AN → R.
Then we have the following.
For all u ≥ 0, we have
lim
n
1
n
log µϕ
(
x :
1
n
logRn(x) > h(µϕ) + u
)
= −Iϕ
(
h(µϕ) + u
)
.
For all u ∈
[
0, h(µϕ) +
∫
ϕdµ(1−q∗ϕ)ϕ
)
, we have
lim
n
1
n
log µϕ
(
x :
1
n
logRn(x) < h(µϕ)− u
)
= −Iϕ
(
h(µϕ)− u
)
.
Proof. Since q 7→ Rµϕ(q) is not differentiable at q∗ϕ, we cannot apply directly
Ga¨rtner-Ellis theorem [DZ10]. The result follows from a theorem proved in
[PS75] which can be seen as a variant of Ga¨rtner-Ellis theorem.
Let us comment on the above theorem. It describes completely the large
deviations of n−1 logRn above h(µϕ). However, it does not say anything when
n−1 logRn(x) − h(µϕ) ≤ −
∫
ϕdµ(1−q∗ϕ)ϕ. Compare with the large deviations
for −n−1 logµϕ(xn1 ). In that case, the rate function is
Jϕ(u) =
{
uqˆu − Rµϕ(qˆu) if u ∈
(
− supη
∫
ϕdη,− infη
∫
ϕdη
)
+∞ otherwise
and we have
I (
(
− sup
η
∫
ϕdη,− inf
η
∫
ϕdη
)
.
So, we do not know whether or not Theorem 3 fully describes the large de-
viations of n−1 logRn below h(µϕ). Indeed, we do not know if the event
{n−1 logRn < h(µϕ)−u} for u ∈
(
− supη
∫
ϕdη,− ∫ ϕdµ(1−q∗ϕ)ϕ) has a prob-
ability decaying at exponential rate. In any case, our approach cannot work to
tackle this problem.
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5 Some explicit examples
5.1 Independent random variables
The return-time and the hitting-time spectra are non-trivial even when µ is a
product measure. Take for instance A = {0, 1} and let µ = mN where m is a
Bernoulli measure on A with parameter p1 6= 12 . This corresponds to a potential
ϕ which is locally constant on the cylinders [0] and [1]. We can identify it with
a function from A to R such that ϕ(1) = log p1. To be concrete, let us take
p1 = 1/3. Then it is easy to verify that
Mµ(q) = P ((1 − q)ϕ) = log
((
2
3
)1−q
+
(
1
3
)1−q)
and
Mµ(−1) = P (2ϕ) = log 5
9
and γ+(µ) = log
2
3
whence P (2ϕ) < γ+(µ), as expected. It is easy to solve numerically equation
(26) to find
q∗µ ≈ −0.672814 .
Remark 5. We can go from any µ which is not the measure of maximal entropy
(case p1 = 1/2) by letting p1 tend to 1/2 and one finds that Mµ(q) → q log 2,
Mµ(−1) = P (2ϕ) = − log 2 = limp1→1/2 γ+(µ), and limp1→1/2 q∗µ = −1.
5.2 Markov chains
Recall that if a potential ϕ depends only on the first two symbols, that is, ϕ(x) =
ϕ(x1, x2), then the corresponding process is a Markov chain. For Markov chains
on A = {1, . . . ,K} with matrix P = (P (a, b))a,b∈A, a well-known result [Szp93,
for instance] states that
γ+µ = max
1≤ℓ≤K
max
aℓ1∈Cℓ
1
ℓ
log
ℓ∏
i=1
P (ai, ai+1) (29)
where Cℓ is the set of cycles of distinct symbols of A, with the convention that
ai+1 = ai (circuits). On the other hand, it is well-known [Szp93] that
Mµ(q) = log λ1−q.
where λℓ is the largest eigenvalue of the matrix ((P (a, b))
ℓ)a,b∈A. This means
that, in principle, everything is explicit for the Markov case. In practice, cal-
culations are intractable even with some innocent-looking examples. Let us
restrict to binary Markov chains (A = {0, 1}) which enjoy reversibility. In this
case (29) simplifies to
γ+(µ) = max
i,j
1
2
logP (i, j)P (j, i). (30)
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(See for instance [KV16].) If we further assume symmetry, that is P (1, 1) =
P (0, 0), then we obtain
Mµ(q) = log
(
P (0, 0)1−q + P (0, 1)1−q
)
and γ+(µ) = max{logP (0, 0), logP (0, 1)}. If we want to go beyond the sym-
metric case, the explicit expression ofM(q) gets cumbersome. As an illustration,
consider the case P (0, 0) = 0.2 and P (1, 1) = 0.6. Then
Mµ(q) = log
(
3−q
10
√
8−q(32 · 225q − 12 · 600q + 8q · (15q + 3 · 5q)2)
+
3−q
10
(15q + 3 · 5q)
)
.
From (30) we easily obtain
γ+(µ) = log(0.6).
The solution of equation (26) can be found numerically:
q⋆µ ≈ −0.870750.
6 Proofs of the results of Section 3
6.1 Proof of Proposition 4
Since µ(xn1 )
−1 ≥ C−1
(15) e
c
(15)n, there exists n0 ≥ 1 such that
∀n ≥ n0, ∀xn1 , µ(xn1 )−1 > n ≥ τ(xn1 ) .
Since (µxn1 (Txn1 > j))j≥1 is a non-increasing sequence, we thus have
ζµ(x
n
1 ) = µxn1 (Txn1 > τ(x
n
1 )) ≥
1
µ(xn1 )
−1 − τ(xn1 )
µ(xn1 )
−1−1∑
j=τ(xn1 )
µxn1 (Txn1 > j)
≥ 1
µ(xn1 )
−1
µ(xn1 )
−1−1∑
j=τ(xn1 )
µxn1 (Txn1 > j)
≥
µ(xn1 )
−1−1∑
j=τ(xn1 )
µ([xn1 ] ∩ {Txn1 > j}) (31)
where the third inequality is actually an equality. Now, using stationarity,
observe that
µ([xn1 ] ∩ {Txn1 > j}) = µ(Txn1 > j)− µ([xn1 ]c ∩ {Txn1 > j})
= µ(Txn1 > j)− µ(Txn1 > j + 1)
= µ(Txn1 = j + 1) .
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Therefore by (31) we obtain
ζµ(x
n
1 ) ≥ µ(τ(xn1 ) + 1 ≤ Txn1 ≤ µ(xn1 )−1)
≥ µ(Txn1 ≤ µ(xn1 )−1)− µ(Txn1 ≤ τ(xn1 ))
≥ µ(Txn1 ≤ µ(xn1 )−1)− τ(xn1 )µ(xn1 )
≥ µ(Txn1 ≤ µ(xn1 )−1)− C(15)n e
−c
(15)n (32)
where the second and third inequalities are actually equalities. The second one
is trivial. For the third one, write
µ(Txn1 ≤ τ(xn1 )) =
τ(xn1 )∑
j=1
µ(Txn1 = j) = τ(x
n
1 )µ(x
n
1 ) .
For the last inequality, we used (15) and the fact that τ(xn1 ) ≤ n for any n ≥ 1
and xn1 ∈ An. We now look for a lower bound for µ(Txn1 ≤ µ(xn1 )−1). Let
N =
µ(xn1 )
−1∑
j=1
1{Xj+n−1j =x
n
1 }
.
By Cauchy-Schwarz inequality we have
µ(Txn1 ≤ µ(xn1 )−1) ≥
E(N)2
E(N2)
(33)
since {Txn1 ≤ µ(xn1 )−1} = {N ≥ 1}. By stationarity E(N) = 1. It remains
to prove that there exists E(N2) ≤ C for some C > 0. Expanding N2, using
stationarity and E(N) = 1 we obtain
E(N2) = E
µ(xn1 )−1−1∑
i=1
µ(xn1 )
−1−1∑
j=1
1{Xi+n−1i =x
n
1 }
1{Xj+n−1j =x
n
1 }

= 1 + 2
µ(xn1 )
−1−1∑
j=1
(µ(xn1 )
−1 − j)µ(Xn1 = Xj+nj+1 = xn1 ) . (34)
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We now estimate the sum using φ-mixing by splitting it at j = n. We start by
the sum starting from n:
µ(xn1 )
−1−1∑
j=n
(µ(xn1 )
−1 − j)µ(Xn1 = Xj+nj+1 = xn1 )
≤ µ(xn1 )2
µ(xn1 )
−1−1∑
j=n
(µ(xn1 )
−1 − j)
+ (µ(xn1 )
−1 − n)µ(xn1 )
µ(xn1 )
−1−1∑
j=n
φ(j − n+ 1)
≤ 1 +
µ(xn1 )
−1∑
ℓ=1
φ(ℓ) . (35)
When 1 ≤ j ≤ n− 1, we write
µ(Xn1 = X
j+n
j+1 = x
n
1 ) = µ(X
n
1 = x
n
1 , X
n+j
n+1 = x
n
n−j+1) .
Now we ‘open a gap’ of size j/2 in the second event and use φ-mixing to get
µ(Xn1 = X
j+n
j+1 = x
n
1 ) ≤ µ
(
Xn1 = x
n
1 , X
n+j
n+⌊j/2⌋+1 = x
n
n−⌈j/2⌉+1
)
≤ µ(xn1 )
(
µ(xnn−⌈j/2⌉+1) + φ(⌊j/2⌋)
)
.
Therefore
n−1∑
j=1
(µ(xn1 )
−1 − j)µ(Xn1 = Xj+nj+1 = xn1 ) ≤
⌊n/2⌋∑
j=1
(ρj + φ(j)), (36)
where ρj := maxyj1
µ(yj1) ≤ C(15) e
−c
(15)j . To conclude, we use the assumption∑
ℓ φ(ℓ) < +∞ and (33), (34), (35) and (36) to conclude that for all n ≥ n0
inf
an1∈A
n
ζµ(x
n
1 ) ≥
1
1 + 2
∑
ℓ φ(ℓ) + C(15)
∑
ℓ e
−c
(15)ℓ
− C(15)n e
−c
(15)n .
Clearly, there exits N ≥ n0 such that the right-hand side of this inequality
is equal to some strictly positive number that we call ζ−. The proposition is
proved.
6.2 Proof of Theorem 1
6.2.1 First estimates
We start by stating a key-result established by Abadi and Vergne.
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Theorem 4 ([AV09]). Let {Xk}k≥1 be a φ-mixing process distributed according
to µ. There exists c(38), C(38) > 0 such that, for any x ∈ AN, n ≥ 1 and
t ≥ µ(xn1 )τ(xn1 ) we have∣∣∣∣µxn1 (Txn1 ≤ tµ(xn1 )
)
−
[
1− ζµ(xn1 ) eζµ(x
n
1 )µ(x
n
1 )τ(x
n
1 ) e−ζµ(x
n
1 )t
]∣∣∣∣
≤ 54 ǫ(xn1 ) t e−(ζµ(x
n
1 )−16ǫ(x
n
1 ))t (37)
where
max
xn1∈A
n
ǫ(xn1 ) ≤ C(38) e
−c
(38)n+φ
(n
2
)
. (38)
In order to prove the theorem 1, we will obtain upper and lower bounds for
E
[
Rqn
]
, q ∈ R. The proof in the case q ≥ 0 is very similar to the proof given in
[CU05]. We give the proof in Appendix C for the sake of completeness. So we
consider only the case q < 0.
For any q < 0 we have
E
[
R−|q|n
]
=
∑
xn1
µ(xn1 )Exn1
[
T
−|q|
xn1
]
=
∑
xn1
µ(xn1 )
∫ 1
0
µxn1
(
T
−|q|
xn1
≥ s)ds
and ∑
xn1
µ(xn1 )
∫ 1
0
µxn1
(
T
−|q|
xn1
≥ s) ds =∑
xn1
µ(xn1 )
∫ 1
0
µxn1
(
Txn1 ≤ s−1/|q|
)
ds
= −|q|
∑
xn1
µ(xn1 )
|q|+1
∫ µ(xn1 )
∞
t−|q|−1µxn1
(
Txn1 ≤
t
µ(xn1 )
)
dt
= |q|
∑
xn1
µ(xn1 )
|q|+1
∫ ∞
µ(xn1 )
t−|q|−1µxn1
(
Txn1 ≤
t
µ(xn1 )
)
dt. (39)
We now use (37) to get∣∣∣E[R−|q|n ]− |q|∑
xn1
µ(xn1 )
|q|+1I(xn1 , q)
∣∣∣ ≤ |q|∑
xn1
µ(xn1 )
|q|+1J(xn1 , q) (40)
where
I(xn1 , q) :=
∫ ∞
µ(xn1 )τ(x
n
1 )
t−|q|−1
[
1− ζµ(xn1 ) eζµ(x
n
1 )µ(x
n
1 )τ(x
n
1 ) e−ζµ(x
n
1 )t
]
dt
and
J(xn1 , q) := 54 ǫ(x
n
1 )
∫ ∞
µ(xn1 )τ(x
n
1 )
t−|q| e−(ζµ(x
n
1 )−16ǫ(x
n
1 ))t dt.
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6.2.2 Estimations of I(xn1 , q) and J(x
n
1 , q)
We take n large enough such that there exists δ > 0 such that for all xn1
ζµ(x
n
1 )− 16 ǫ(xn1 ) ≥ δ > 0 . (41)
This is possible in view of (38) and Proposition 4 which tells us that ζµ(x
n
1 )
is uniformly bounded away from 0 by ζ− > 0 for n large enough. This is why
we need to assume
∑
ℓ φ(ℓ) < +∞ although Theorem 4 is valid without any
restriction on the speed at which φ(ℓ) goes to 0.
In the remaining of this section section, we will use the shorthand notation
A = xn1 .
Bounding I(A, q).
I(A, q) =
∫ ∞
µ(A)τ(A)
t−|q|−1
[
1− ζµ(A) eζµ(A)µ(A)τ(A) e−ζµ(A)t
]
dt
=
∫ ∞
µ(A)τ(A)
t−|q|−1 dt− ζµ(A) eζµ(A)µ(A)τ(A)
∫ ∞
µ(A)τ(A)
t−|q|−1 e−ζµ(A)t dt
=
∫ ∞
µ(A)τ(A)
t−|q|−1 dt− ζµ(A)1+|q| eζµ(A)µ(A)τ(A)
∫ ∞
µ(A)τ(A)ζµ(A)
u−|q|−1 e−u du
=
(
µ(A)τ(A)
)−|q|
|q| − ζµ(A)
|q|+1 eζµ(A)µ(A)τ(A) Γ(−|q|, ζµ(A)µ(A)τ(A)) (42)
where, for s ∈ R and x > 0, Γ(s, x) := ∫∞x us−1 e−u du, which is usually called
the upper incomplete gamma function. Using estimates that are collected in
Section A we get the following bounds.
For q < −1, we combine (42) and (74) to obtain
|q| I(A, q)
{
≥ (µ(A)τ(A))−|q| [1− ζµ(A)(1 − Cqζµ(A)µ(A)τ(A))]
≤ (µ(A)τ(A))−|q| [1− ζµ(A)(1 − cqζµ(A)µ(A)τ(A))] (43)
where cq and Cq depend only on q (see (74)).
For q ∈ (−1, 0), we combine (42) and (76) to obtain
|q| I(A, q)
{
≥ (µ(A)τ(A))−|q|[1− ζµ(A)(1− C′q(ζµ(A)µ(A)τ(A))|q|)]
≤ (µ(A)τ(A))−|q|[1− ζµ(A)(1− c′q(ζµ(A)µ(A)τ(A))|q|)] . (44)
Bounding J(A, q).
J(A, q) = 54 ǫ(A)
∫ ∞
µ(A)τ(A)
t−|q| e−(ζµ(A)−16ǫ(A))t dt
= 54 ǫ(A)
(
ζµ(A) − 16 ǫ(A)
)|q|−1 ∫ ∞
µ(A)τ(A)(ζµ(A)−16ǫ(A))
t−|q| e−t dt
= 54 ǫ(A)
(
ζµ(A) − 16 ǫ(A)
)|q|−1
Γ
(− |q|+ 1, µ(A)τ(A)(ζµ(A) − 16ǫ(A))) .
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Using (72), we get for q < −1
J(A, q) ≤ 54 ǫ(A)(µ(A)τ(A))−|q|+1 e
−µ(A)τ(A)(ζµ(A)−16ǫ(A))
|q| − 1
≤ 54|q| − 1 ǫ(A)(µ(A)τ(A))
−|q|+1 (45)
where we used (41). For q ∈ (−1, 0), it is easy to check that there exists Dq > 0
such that
J(A, q) ≤ Dq ǫ(A) (46)
where Dq depends only on q.
6.2.3 End of the proof of Theorem 1
We now come back to (40).
The case q < −1. Using (43), (45), and Proposition 4, we obtain the following
upper bound, for n large enough:
E
[
R−|q|n
] ≤ |q|∑
xn1
µ(xn1 )
1+|q|(I(xn1 , q) + J(x
n
1 , q))
≤
∑
xn1
(1 − ζµ(xn1 ))µ(xn1 )
+Bq (1 + max
an1
ǫ(xn1 ))
∑
xn1
µ(xn1 )
2
≤
∑
xn1
(1 − ζµ(xn1 ))µ(xn1 ) + 2Bq
∑
xn1
µ(xn1 )
2 (47)
where Bq := max(cq, 54|q|/(|q|−1)). We used the following basic facts: τ(xn1 ) ≥
1 for any xn1 (whence τ(x
n
1 )
−|q| ≤ 1 and τ(xn1 )1−|q| ≤ 1), maxxn1 ζµ(xn1 ) ≤ 1,
and there exists n0 ≥ 1 such that maxxn1 ǫ(xn1 ) ≤ 1 for all n ≥ n0 (see (38)).
Using (43) and (45), we have the following lower bound:
E
[
R−|q|n
] ≥ n−|q|[∑
xn1
(1− ζµ(xn1 ))µ(xn1 )
+ n
(
Cq ζ
2
− −
54|q| maxan1 ǫ(xn1 )
|q| − 1
)∑
xn1
µ(xn1 )
2
]
. (48)
We used the fact that τ(xn1 ) ≤ n. Note that because of (38) the prefactor of∑
xn1
µ(xn1 )
2 is positive for n large enough.
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From (47) we deduce that5
lim sup
n
1
n
logE
[
R−|q|n
] ≤ Λ(µ) ∨Mµ(−1) .
From (48) we deduce that
lim sup
n
1
n
logE
[
R−|q|n
] ≥ Λ(µ) ∨Mµ(−1) .
Hence
lim sup
n
1
n
logE
[
R−|q|n
]
= Λ(µ) ∨Mµ(−1) .
We proceed in the same way for the limit inferior. The statement of Theorem
1 for q < −1 is thus proved.
The case q ∈ (−1, 0). Using (44) and (46), and using the same basic facts as
above, we get for n large enough
E
[
R−|q|n
] ≤∑
xn1
(1− ζµ(xn1 ))µ(xn1 ) + max(c′q, Dq)
∑
xn1
µ(xn1 )
1+|q|.
Using (44), (46), and Proposition 4, we get the following lower bound:
E
[
R−|q|n
] ≥ n−|q|∑
xn1
(1− ζµ(xn1 ))µ(xn1 )
+
(
C′q ζ
1+|q|
− − |q|Dq max
an1
ǫ(xn1 )
)∑
xn1
µ(xn1 )
1+|q| .
Proceeding as in the case q < −1, we obtain the statement of Theorem 1 for
q ∈ (−1, 0).
The case q = −1. This case is treated by a continuity argument. By definition,
for each n, q 7→ R(n)µ (q) is monotonically increasing in q, thus, for any ǫ > 0,
we have
R
(n)
µ (−1− ǫ) ≤ R(n)µ (−1) ≤ R(n)µ (−1 + ǫ) .
Using what we obtained in the cases q < −1 and q ∈ (−1, 0), we get
Λ(µ) ∨Mµ(−1) ≤ lim sup
n
R
(n)
µ (−1) ≤ Λ(µ) ∨Mµ(−1 + ǫ).
Since Λ(µ) ∨Mµ(−1 + ǫ) → Λ(µ) ∨Mµ(−1) as ǫ → 0 (this follows from the
discussion after Definition 2.3), we must have Rµ(−1) = Λ(µ) ∨ Mµ(−1) as
claimed. The limit inferior follows identically.
The proof of Theorem 1 is now complete.
5We use the elementary fact that, if (an) and (bn) are sequences of positive real numbers, then
lim sup
n
1
n
log(an + bn) =
(
lim sup
n
1
n
log an
)
∨
(
lim sup
n
1
n
log bn
)
. The same holds for the limit
inferior.
24
7 Proofs of the results of Section 4
7.1 Two preliminary general results
We consider a larger class of equilibrium states than the one considered in
Section 4 (see again [Wal75]). Let g : AN → (0, 1) be a continuous function
such that
∀x ∈ AN,
∑
a∈A
g(ax) = 1 . (49)
Letting ϕ = log g, the previous condition can be rewritten as
Lϕ1 = 1 .
By an abstract compactness argument, there exists at least one probability
measure µ such that
L∗ϕµ = µ (50)
and it is known that (50) holds if and only if µ is an equilibrium state for ϕ:
h(µ) +
∫
ϕdµ = sup
{
h(η) +
∫
ϕdη
}
= P (ϕ) = 0 .
In general, there are several equilibrium states for a given ϕ. A basic result is
that, for any n ≥ 1, any cylinder [an1 ] and any x ∈ [an1 ],
e−nεn ≤ µ(a
n
1 )
exp
(∑n
k=1 ϕ(x
∞
k )
) ≤ enεn (51)
where
εn =
1
n
n∑
k=1
vark(ϕ) . (52)
Of course, εn → 0 by Cesa`ro lemma. (We provide a proof of (51) in Appendix
B since we couldn’t find a reference.) As a consequence, for all n,m ≥ 1 and
any pair an1 ∈ An, bm1 ∈ Am, we have
e−2(nǫn+mǫm) ≤ µ(a
n
1 b
m
1 )
µ(an1 )µ(b
m
1 )
≤ e2(nǫn+mǫm) . (53)
Remark 6. The equilibrium states we consider are called g-measures in [Wal75],
but for some other authors, g-measures are more generally defined. They are
a special class of ‘chains with complete connections’. We refer to [FM05] for
more informations.
The next proposition shows that γ+(µ) (see (27) for the definition) satisfies
a variational principle.
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Proposition 6. Let µ be an equilibrium state for a potential ϕ = log g as above.
Then γ+(µ) exists and
γ+(µ) = sup
η
∫
ϕdη (54)
where the supremum (which is attained) is taken over all shift-invariant proba-
bility measures.
Proof. For each n ≥ 1 let
sn(ϕ) := sup
y
n∑
k=1
ϕ(y∞k ) .
We have
sn(ϕ) = max
an1
sup
y:yn1 =a
n
1
n∑
k=1
ϕ(y∞k ) = max
an1
sup
y∞n+1
n∑
k=1
ϕ(anky
∞
n+1) . (55)
Since AN is compact and ϕ is continuous, for each n there exists a point z(n) ∈
AN such that
sn(ϕ) = max
an1
n∑
k=1
ϕ(ank (z
(n))∞n+1) .
Now using (51) we get∣∣∣∣∣ 1n maxan1 logµ(an1 )− 1n maxan1
n∑
k=1
ϕ(ankx
∞
n+1)
∣∣∣∣∣ ≤ εn (56)
for any choice of x∞n+1 ∈ AN and for all n ≥ 1. Let us take x∞n+1 = (z(n))∞n+1.
By using (56) and (55) we thus obtain∣∣∣∣ 1n maxan1 logµ(an1 )− sn(ϕ)n
∣∣∣∣ ≤ εn, n ≥ 1 .
One can check that (sn(ϕ))n is subadditive and infmm
−1sm(ϕ) ≥ −‖ϕ‖∞. It
follows by Fekete’s lemma (see e.g. [Szp01]) that limn n
−1sn(ϕ) exists. Since
εn goes to 0, the limit of
(
n−1maxan1 logµ(a
n
1 )
)
n≥1
also exists and coincides
with limn n
−1sn(ϕ). We now use the fact that
lim
n
sn(ϕ)
n
= sup
η
∫
ϕdη . (57)
The proof is found in [Jen06, Proposition 2.1]. Hence (54) is proved.
We have the following proposition about existence of the Re´nyi entropy
function and one of its properties to be used later on.
26
Proposition 7. Let µ be an equilibrium state for a potential ϕ = log g as above.
For any q ∈ R, Mµ(q) exists and
Mµ(q) = P ((1 − q)ϕ) .
In particular, for all q ∈ R\{0}, one has
Hµ(q) = −P ((1 + q)ϕ)
q
. (58)
For q = 0, Hµ(0) = h(µ) if and only if µ is the unique equilibrium state for ϕ.
Moreover
Hµ(q)ց −γ+(µ) as q → +∞ .
Proof. The identity Mµ(q) = P ((1 − q)ϕ) follows easily from Definition (2.3)
and (51), and the identity Hµ(q) = −P ((1+q)ϕ)q for q 6= 0 follows at once from
(13). Now, suppose that ϕ has a unique equilibrium state. This means that
d
dq
P (ϕ+ qϕ)
∣∣∣
q=0
=
∫
ϕdµ .
So we can use l’Hospital rule to conclude that Hµ(q)
q→0−−−→ − ∫ ϕdµ = h(µ) by
(23).
To prove the last statement, we use the variational principle (18) with qϕ, q ∈ R
instead of ϕ, to get
P (qϕ) ≥ h(η) + q
∫
ϕdη
for any shift-invariant probability measure η. Hence, for any q > 0 we get
P (qϕ)
q
≥
∫
ϕdη +
h(η)
q
.
Hence
lim inf
q→+∞
P (qϕ)
q
≥
∫
ϕdη (59)
and taking η to be a maximizing measure for ϕ we obtain
lim inf
q→+∞
P (qϕ)
q
≥ sup
η
∫
ϕdη .
(By compactness of the set of shift-invariant probability measures, there ex-
ists at least one shift-invariant measure maximizing
∫
ϕdη.) We now use the
following formula giving P (qϕ):
P (qϕ) = lim
n
1
n
log
∑
an1
eqSnϕ(x(a
n
1 )) (60)
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where, for each an1 , x(a
n
1 ) is an arbitrary point in [a
n
1 ]. It can be easily deduced
from [Bow08, Lemma 1.20]. Now, for any q > 0, we have the trivial bound
1
n
log
∑
an1
eqSnϕ(x(a
n
1 )) ≤ q 1
n
sup
y
Snϕ(y) + log |A| .
Hence, by taking the limit n → ∞ on both sides, and using (57), we have for
any q > 0
P (qϕ)
q
≤ sup
η
∫
ϕdη +
log |A|
q
.
It remains to take the limit q → +∞ to get
lim sup
q→+∞
P (qϕ)
q
≤ sup
η
∫
ϕdη .
Combining this inequality with (59) we thus proved that
lim
q→+∞
P (qϕ)
q
= sup
η
∫
ϕdη . (61)
To finish the proof, recall that Hµ(q) = − 1qMµ(−q) and use Proposition 6
to conclude.
7.2 Proof of Proposition 5
The map q 7→ Mµϕ(q) is a bijection from R to R. This can be easily checked
using the identity Mµϕ(q) = P ((1− q)ϕ) and the facts on the pressure function
recalled in Subsection 4.1, together with the fact that Mµϕ(q) → +∞ as q →
+∞ and Mµϕ(q)→ −∞ as q → −∞. This is because
Mµϕ(q) ∼
(− inf ∫ ϕdη) q as q → +∞
which follows from (61). It is easy to check that, as q → −∞, one has to replace
the infimum by a supremum.
Since ϕ < 0, we know that q∗ϕ < 0 since Mµϕ(q) ≥ 0 for q ≥ 0 and Mµϕ(q) ≤ 0
for q ≤ 0. Now, using Proposition 7 and the variational principle (18) twice
(first for 2ϕ, then for ϕ) we obtain (recall that P (ϕ) = 0)
Mµϕ(−1) = P (2ϕ) = h(µ2ϕ) + 2
∫
ϕdµ2ϕ
= h(µ2ϕ) +
∫
ϕdµ2ϕ +
∫
ϕdµ2ϕ
≤ P (ϕ) +
∫
ϕdµ2ϕ ≤
∫
ϕdµ2ϕ
≤ sup
η
∫
ϕdη .
28
Hence q∗ϕ ∈ [−1, 0) since q 7→Mµϕ(q) is strictly increasing. We now analyse the
‘critical case’, that is, q∗ϕ = −1. If ϕ = u − u ◦ θ − log |A| where u : AN → R
is continuous, the the equation Mµϕ(q) = sup
∫
ϕdη boils down to q log |A| =
− log |A|, whence q∗ϕ = −1. We now prove the converse. To this end, we need
a few properties of the map q 7→ Hµϕ(q) on (0,+∞). Using (58) and (25), and
then the variational principle (18) twice, we get
H
′
µϕ (q) =
1
q2
(
P ((1 + q)ϕ)− q
∫
ϕdµ(1+q)ϕ
)
=
1
q2
(
h(µ(1+q)ϕ) +
∫
ϕdµ(1+q)ϕ
)
≤ P (ϕ)
q2
= 0 . (62)
Hence, H′µϕ(q) ≤ 0 on (0,+∞). Moreover, Hµϕ(q) decreases to −γ+(µ) as
q → +∞, in particular limq→+∞H′µϕ(q) = 0 (last statement of Proposition 7).
Now, the condition q∗ϕ > −1 is equivalent to Mµϕ(−1) < supη
∫
ϕdη, which in
turn is equivalent to Hµϕ(1) > −γ+(µµϕ) (by (13) and Proposition 6). For the
latter inequality to hold, it is sufficient that H′µϕ(1) < 0. By (62), H
′
µϕ(1) = 0
if and only if µ2ϕ = µϕ (since µϕ is the unique equilibrium state of ϕ), that is,
if and only if there exists a continuous function u : AN → R and c ∈ R such
that
2ϕ = ϕ+ u− u ◦ θ + c
which is equivalent to
ϕ = u− u ◦ θ + c .
Since P (ϕ) = 0, one must have c = − log |A|. Therefore, if ϕ is not of the form
u−u ◦ θ− log |A|, then H′µϕ (1) < 0, which means that Mµϕ(−1) < supη
∫
ϕdη.
The proof of the proposition is complete.
7.3 Proof of Theorem 2
We want to apply Theorem 1. The main point is to prove that Λ(µϕ) = Λ(µϕ) =
γ+(µϕ) when µϕ is the equilibrium state of ϕ. We first recall basic estimates
to control the measure of cylinders.
7.3.1 Control of the measure of cylinders
Since we assume that ϕ is of summable variation, we can strengthens (51) in
the following way. There exists a constant C = C(ϕ) > 1 such that for any
n ≥ 1, any cylinder [an1 ] and any x ∈ [an1 ],
C−1 ≤ µϕ(a
n
1 )
exp
(∑n
k=1 ϕ(x
∞
k )
) ≤ C . (63)
29
This implies that there exists a constant D = D(ϕ) > 1 such that, for all
n,m ≥ 1 and any pair an1 ∈ An, bm1 ∈ Am we have
D−1 ≤ µϕ(a
n
1 b
m
1 )
µϕ(an1 )µϕ(b
m
1 )
≤ D . (64)
7.3.2 The key proposition
Proposition 8. Let ϕ be a potential with summable variation. Then Λ(µϕ)
exists and
Λ(µϕ) = γ
+(µϕ) .
Proof. Recall that
ζµϕ(a
n
1 ) = µϕ,an1
(
Tan1 6= τ(an1 )
)
= µ
ϕ,an1
(
Tan1 > τ(a
n
1 )
)
.
Since an1a
n
n−τ(an1 )+1
= a
τ(an1 )
1 a
n
1 we have
(1− ζµϕ (an1 ))µϕ(an1 ) = µϕ
(
a
τ(an1 )
1 a
n
1
)
hence
Λ(µϕ) = lim
n
1
n
log
∑
an1
µϕ
(
a
τ(an1 )
1 a
n
1
)
provided the limit exists. We will prove that the limit superior Λ(µϕ) (resp.
limit inferior Λ(µϕ)) is upper bounded (resp. lower bounded) by γ
+(µϕ).
To prove that Λ(µϕ) ≤ γ+(µϕ), we first use (64) to get∑
an1
µϕ
(
a
τ(an1 )
1 a
n
1 ) ≤ D
∑
an1
µϕ
(
a
τ(an1 )
1 )µϕ(a
n
1 )
≤ Dmax
an1
µϕ(a
n
1 )
∑
an1
µϕ(a
τ(an1 )
1 ) . (65)
Partitioning according to the values of τ(an1 )∑
an1
µϕ(a
τ(an1 )
1 ) =
n∑
i=1
∑
τ(an1 )=i
µϕ(a
i
1).
Now, observe that ∑
τ(an1 )=i
µϕ(a
i
1) = µϕ({xn1 : τ(xi1) = i}).
This implies in particular that∑
an1
µϕ(a
τ(an1 )
1 ) ≤ n .
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Coming back to (65) we conclude by Proposition 6 that
Λ(µϕ) ≤ lim sup
n
1
n
log
(
Dnmax
an1
µϕ(a
n
1 )
)
= γ+(µϕ) .
We now show that Λ(µϕ) ≥ γ+(µϕ). Using (64) we have∑
an1
µϕ
(
a
τ(an1 )
1 a
n
1 ) ≥ D−1
∑
an1
µϕ
(
a
τ(an1 )
1 )µϕ(a
n
1 ). (66)
We need the following lemma whose proof is given right after the present proof.
Lemma 1. Let ϕ be a potential with summable variation. Then there exists a
sequence of strings (An)n≥1, An ∈ An, such that
lim
n
1
n
logµϕ(An) = γ
+(µϕ) and lim
n
τ(An)
n
= 0 .
For any n ≥ 1 and any string xn1 , let us introduce the notation Υ(xn1 ) =
x
τ(xn1 )
1 which is the prefix of x
n
1 of size τ(x
n
1 ). We have the following obvious
lower bound
1
n
log
∑
an1
µϕ
(
a
τ(an1 )
1 a
n
1 ) ≥
1
n
log
(
D−1µϕ(Υ(An))µϕ(An)
)
.
We now use (63). For any point x ∈ An, and using the fact that ϕ(x) ≥
−‖ϕ‖∞ > −∞ (since ϕ is continuous and AN is compact), we obtain
1
n
log
(
D−1µϕ(Υ(An))µϕ(An)
)
≥ log(D
−1C−1)
n
+
1
n
τ(An)∑
k=1
ϕ(x∞k ) +
1
n
logµϕ(An)
≥ log(D
−1C−1)
n
− ‖ϕ‖∞ τ(An)
n
+
1
n
log µϕ(An) .
Therefore by Lemma 1 we get
Λ(µϕ) ≥ lim inf
n
1
n
logµϕ(An) = γ
+(µϕ)
and the proof is finished.
Proof of Lemma 1. We know that γ+(µϕ) exists by Proposition 6. This
means that there exists a sequence of strings B1, B2, . . ., with Bi ∈ Ai, i ≥ 1,
such that
lim
i
1
i
logµϕ(Bi) = γ
+(µϕ).
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Now, let (ki)i≥1 be a diverging sequence of positive integers. Then, for each
i ≥ 1, consider the string Bkii obtained by concatenating ki times the string Bi:
Bkii = Bi . . . Bi︸ ︷︷ ︸
ki times
.
Using (64) we have
µϕ(Bi)
kiD−ki ≤ µϕ(Bkii ) ≤ µϕ(Bi)kiDki . (67)
For any n ≥ 1, consider the unique integer in such that n ∈ [iki, (i+1)ki−1] (we
omit the subscript n of in to alleviate notations). We write r = r(i, n) := n−iki
and let An = B
ki
i Br(i) where Br(i) is the beginning (or prefix) of size r(i) of Bi:
An = Bi . . . Bi︸ ︷︷ ︸
ki times
Br(i)
Therefore
τ(An)
n
≤ i
iki + r(i)
n→∞−→ 0
since i (and therefore ki) diverges as n→∞.
To prove that limn
1
n logµϕ(An) = γ
+(µϕ), observe that
logµϕ(B
ki+1
i )
n
≤ 1
n
logµϕ(An) ≤ logµϕ(B
ki
i )
n
which gives, using (67),
log
(
µϕ(Bi)
ki+1Dki+1
)
iki + r
≤ logµϕ(An)
n
≤ log
(
µϕ(Bi)
kiDki
)
iki + r
. (68)
Now it is enough to observe that both sides of (68) converge to γ+(µϕ). Observe
that the RHS equals
1
iki + r
(
log
(
µϕ(Bi)
ki
)
+ ki logD
)
=
ki
ki +
r
i
(
1
i
logµϕ(Bi) +
logD
i
)
.
To conclude, recall that 1i logµϕ(Bi) → γ+(µϕ), whereas ki(ki + ri )−1 → 1.
The limit of the LHS of (68) follows similarly. This concludes the proof of the
lemma.
7.3.3 End of proof of Theorem 2
An equilibrium state for a potential satisfying (19) is ψ-mixing, which means
that there exists a sequence (ψ(ℓ)) of positive numbers decreasing to zero such
that for all integers n ≥ 1 and ℓ ≥ 1 we have
sup
A∈Fn1 ,B∈F
∞
n+ℓ
∣∣∣∣ µϕ(A ∩B)µϕ(A)µϕ(B) − 1
∣∣∣∣ ≤ ψ(ℓ) . (69)
32
Clearly, ψ-mixing implies φ-mixing (see (14)). Property (69) is what is actually
proved in [Wal75] (see the proof of Theorem 3.2 therein). For instance, ψ(ℓ)
goes to 0 exponentially fast for Ho¨lder continuous potentials [Bow08]. Actually,
we will not need to know at which speed ψ(ℓ) decreases to 0.
We only deal with the case q < 0 since the case q > 0 is already treated
in [CU05]. We cannot apply directly Theorem 1. In fact, everything works
except that Proposition 4 has to be replaced by Proposition 9, see below. In-
deed, Theorem 1 is restricted to φ-mixing processes such that
∑
ℓ φ(ℓ) < +∞
only to guarantee a uniform control on ζµ(x
n
1 ) (Proposition 4). Then, we use
Propositions 7, 8, 6, and 5.
Proposition 9. Let µϕ be the equilibrium state for a potential ϕ with summable
variation. Then there exists ζˆ− > 0 such that
inf
an1∈A
n
ζµϕ(a
n
1 ) ≥ ζ̂− . (70)
Proof. We have the obvious following inclusion: There exists a 6= x1 such that
[xn1 ] ∩ {Txn1 > τ(xn1 )} ⊇ [xn1a]
hence
µxn1 (Txn1 > τ(x
n
1 )) ≥
µ([xn1a])
µ(xn1 )
.
Now, using (51), we get that for any y ∈ [xn1a]
µ([xn1a]) ≥ e−(n+1)εn+1 e
∑n+1
k=1 ϕ(y
∞
k ) and µ(xn1 ) ≤ enεn e
∑n
k=1 ϕ(y
∞
k ) .
Using (52), it follows that
ζµϕ(x
n
1 ) ≥ exp
(
− 2
n+1∑
k=1
vark(ϕ)
)
eϕ(y
∞
n+1)
≥ exp
(
− 2
∞∑
k=1
vark(ϕ)
)
einf ϕ =: ζ̂− > 0 .
The proposition is proved.
A Some inequalities for the upper incomplete
Gamma function
The upper incomplete Gamma function is defined by
Γ(s, x) =
∫ ∞
x
ts−1 e−t dt , x > 0, s ∈ R .
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We are interested in s < 0 and finite x. As a matter of fact, x will be vanishingly
small. We will use the following well-known recursive equation (integration by
parts)
sΓ(s, x) = Γ(s+ 1, x)− xs e−x .
In particular, for s < 0, we have
Γ(s, x) =
Γ(s+ 1, x)− xs e−x
s
(71)
which is positive. We now distinguish two cases.
• s < −1. In view of (71), we need to bound Γ(r, x) where r = s + 1 < 0.
On the one hand, we obviously have
Γ(r, x) ≤ e−x
∫ ∞
x
tr−1 dt =
x−|r| e−x
|r| = Cr x
−|r| e−x . (72)
On the other hand, using the well-known continued fraction representation
of Γ(r, x) [Wal73, p. 356], we deduce that
Γ(r, x) ≥ x
−|r| e−x
x+ 1 + |r| ≥ cr x
−|r| e−x . (73)
where cr = 1/(2 + |r|).
Thus, using (71), (72) and (73), one has
csx
−|s|+1e−x − x−|s|e−x
−|s| ≤ Γ(−|s|, x) ≤
Csx
−|s|+1e−x − x−|s|e−x
−|s|
where cs = (|s|+ 2)−1 and Cs = (|s+ 1|)−1. Therefore
x−|s| e−x(1− csx) ≤ |s|Γ(−|s|, x) ≤ x−|s| e−x(1− Csx). (74)
• s ∈ (−1, 0). Using (71) we need to bound Γ(s + 1, x) which has positive
first argument s+ 1 =: r ∈ (0, 1). To get a lower bound, we write
Γ(r, x) =
∫ ∞
0
(u+ x)r−1 e−u−x du = e−xE
[
(E + x)r−1
]
where E denotes a exponential random variable with parameter 1. Then,
since 0 < r < 1, it follows by Jensen’s inequality that
Γ(r, x) ≥ e−x(1 + x)r−1.
To get an upper bound, we write
Γ(r, x) =
∫ ∞
0
(u+ x)r−1 e−u−x du
= e−x Γ(r)
∫ ∞
0
(
1 +
x
u
)r−1 ur−1 e−u
Γ(r)
du
= e−x Γ(r)E
[(
1 +
x
G
)r−1]
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where G is a random variable with distribution Gamma(r, 1). Then, using
Jensen’s inequality, we get (since E(G) = r)
Γ(r, x) ≤ e−x Γ(r)
(
1 +
x
r
)r−1
.
Hence we get
e−x 2r−2 ≤ Γ(r, x) ≤ e−x Γ(r). (75)
Thus, using once more (71)
2s−1 e−x−xs e−x
s
≤ Γ(−|s|, x) ≤ Γ(s+ 1) e
−x−xs e−x
s
which yields
x−|s| e−x(1 − c′qx|s|) ≤ |s|Γ(−|s|, x) ≤ x−|s| e−x(1 − C′qx|s|) (76)
where c′q := 2
|q|−1 and C′q := Γ(|q|+ 1).
B Proof of inequalities (51)
We first prove the following identity: For an1 ∈ An and x ∈ AN we have
µ(an2 ) =
∫
[an1 ]
e−ϕ(y) dµ(y) . (77)
Indeed we have
µ(an2 ) =
∫
1[an2 ]
(y) dµ(y) =
∫ (∑
a∈A
1[an1 ]
(ay)
)
dµ(y)
=
∫ (∑
a∈A
eϕ(ay) 1[an1 ](ay) e
−ϕ(ay)
)
dµ(y)
=
∫ (
Lϕg1[an1 ] e
−ϕ
)
(y) dµ(y)
=
∫
1[an1 ]
(y) e−ϕ(y) d
(
L∗ϕgµ
)
(y)
=
∫
1[an1 ]
(y) e−ϕ(y) dµ(y) .
We used (20) and (22). Since |ϕ(x) − ϕ(y)| ≤ varn(ϕ), (77) implies
e− varn(ϕ) ≤ µ(a
n
1 )
µ(an2 )
e−ϕ(x) ≤ e− varn(ϕ) .
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In the same we can prove that
e− varn−1(ϕ) ≤ µ(a
n
2 )
µ(an3 )
e−ϕ(θx) ≤ e− varn−1(ϕ)
...
e− var1(ϕ) ≤ µ(an) e−ϕ(θn−1x) ≤ e− var1(ϕ) .
Multiplicating the above inequalities yields
e−
∑n
k=1 vark(ϕ) ≤ µ(a
n
1 )
exp
(∑n
k=1 ϕ(x
∞
k )
) ≤ e∑nk=1 vark(ϕ) .
Therefore (51) is proved.
C Proof of Theorem 1 for q ≥ 0
The case q = 0 is trivial. For any q > 0 we have
E
[
Rqn
]
= q
∑
xn1
µ(xn1 )
1−q
∫ ∞
µ(xn1 )
tq−1µxn1
(
Txn1 >
t
µ(xn1 )
)
dt. (78)
In order to use (37) we will need the following facts:
• By Proposition 4, for all an1 we have ζµ(an1 ) ≥ ζ− > 0, and by definition
ζµ(a
n
1 ) ≤ 1.
• ǫ(xn1 ) converges uniformly to 0.
• From the two preceding items, there exists a constant ̺ > 0 such that for
large enough n, ζµ(x
n
1 )− 16ǫ(xn1 ) ≥ ̺ uniformly in xn1 .
• For n large enough we have ζµ(xn1 )µ(xn1 )τ(xn1 ) ≤ 1 uniformly in xn1 while
obviously ζµ(x
n
1 )µ(x
n
1 )τ(x
n
1 ) ≥ 0.
Using these facts together with (37) we obtain that, for n large enough, any xn1
and any t > 0
0 < ζ− e
−t−54tǫ(xn1 ) e−h1t ≤ µxn1
(
Txn1 >
t
µ(xn1 )
)
≤ e−ζ−t+54tǫ(xn1 ) e−h1t .
This implies that the integral in (78) is bounded between two positive constants,
and therefore there exist c, C > 0 such that
c
∑
xn1
µ(xn1 )
1−q ≤ E[Rqn] ≤ C∑
xn1
µ(xn1 )
1−q.
This concludes the proof of the theorem for q ≥ 0.
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