Forcing Hamiltonicity in locally finite graphs via forbidden induced
  subgraphs I: nets and bulls by Heuer, Karl & Sarikaya, Deniz
FORCING HAMILTONICITY IN LOCALLY FINITE GRAPHS VIA
FORBIDDEN INDUCED SUBGRAPHS I: NETS AND BULLS
KARL HEUER AND DENIZ SARIKAYA
Abstract. In a series of papers, of which this is the first, we study sufficient conditions
for Hamiltonicity in terms of forbidden induced subgraphs and extend such results to
locally finite infinite graphs. For this we use topological circles within the Freudenthal
compactification of a locally finite graph as infinite cycles. In this paper we focus on
conditions involving claws, nets and bulls as induced subgraphs. We extend Hamiltonicity
results for finite claw-free and net-free graphs by Shepherd to locally finite graphs.
Moreover, we generalise a classification of finite claw-free and net-free graphs by Shepherd
to locally finite ones. Finally, we extend to locally finite graphs a Hamiltonicity result by
Ryjáček involving a relaxed condition of being bull-free.
§1. Introduction
The question whether certain graphs have a Hamilton cycle, i.e., a cycle through all
vertices of the graph, and the search for necessary as well as sufficient conditions forcing
Hamiltonicity is a prominent subject within graph theory. Most results in this area focus
on finite graphs, also for the reason that it is not clear what a Hamilton cycle in an infinite
graphs should be. Although two-way infinite paths might be the canonical choice for such
objects, considering only them limits the class of potential Hamiltonian graphs immensely:
only graphs with at most two ends have a chance of being Hamiltonian. The ends of a
graph are the equivalence classes of rays, i.e. one-way infinite paths, under the relation of
being inseparable by finitely many vertices.
Nevertheless, the study of Hamiltonicity has quite successfully been transferred to infinite
graphs, especially for locally finite ones, i.e. graphs where each vertex has finite degree.
For a locally finite connected graph G the Freudenthal compactification |G| is considered.
This is a topological space arising from G seen as a 1-complex by adding additional points
‘at infinity’. These additional points are precisely the ends of G and the corresponding
topology is defined in such a way that each ray converges to the end it is contained in.
For more on the space |G| see [4–6]. Following the topological approach by Diestel and
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Kühn [8, 9], the notion of cycles of a graph G is extended to circles in |G|, which are
homeomorphic images of the unit circle S1 Ď R2 in |G|. This definition now allows a rather
big variety of infinite cycles. We call a circle a Hamilton circle of G if it contains all vertices
of G. Since Hamilton circles are closed subspaces of |G|, they also contain all ends of G.
Several Hamiltonicity results have been extended to locally finite infinite graphs so far,
although not always completely, but with additional requirements [2, 3, 12–16,18–21]. For
finite graphs many sufficient conditions guaranteeing Hamiltonicity exist which make use
of global assumptions such as for example degree conditions involving the total number
of vertices. To locally finite infinite graphs, however, such conditions do not seem to be
easily transferable. For this reason we focus on sufficient conditions forcing Hamiltonicity
with a local character in this series of papers, namely ones in terms of forbidden induced
subgraphs. The specific subgraphs we are focusing on in this first paper out of the series
are the claw, the net and the bull, which are depicted in Figure 1.1. Specifically for the bull,
we shall refer to its vertices b1, b2 of degree 1 as the horns of the bull. In general, given two
graphs G and H we shall call G a H-free graph if G does not contain an induced subgraph
isomorphic to H. So far sufficient conditions for Hamiltonicity in terms of forbidden
induced conditions have not been analysed very much in the context of infinite graphs,
although some results on claw-free graphs with additional constraints exist [13–15].
claw net bull
z
a1b1
b2
a2
Figure 1.1. The induced subgraphs considered in this paper.
Our main results in this paper are centered around the following theorem by Shepherd.
In order to state it, we have to give one additional definition. A finite graph G is called
k-leaf-connected if |V pGq| ą k P N and given any vertex set S Ď V pGq with |S| “ k, then
G has a spanning tree whose set of leaves is precisely S.
Theorem 1.1. [23, Thm. 2.9] Let G be a finite graph. If G is claw-free and net-free, then
(1) G is connected implies G has a Hamilton path.
(2) G is 2-connected implies G is Hamiltonian.
3(3) For k ě 2, G is pk ` 1q-connected if and only if G is k-leaf-connected.
Note that statement (1) and (2) of Theorem 1.1 were already proven in [10].
We shall extend all three statements of this theorem to infinite locally finite graphs.
Before that, we analyse the structure of infinite locally finite claw-free and net-free graphs,
and give examples of such graphs in Section 3. Especially, we shall prove that such graphs
have at most two ends.
In contrast to this, we consider locally finite graphs with potentially up to 2ℵ0 many ends
in the second paper of this series [17], where we focus on the paw, i.e. the graph obtained
by attaching an edge to a triangle, and a slightly relaxed forbidden induced subgraph
condition.
Regarding the first two statements of Theorem 1.1 we shall prove the following theorems.
Theorem 1.2. For an infinite locally finite connected graph G that is claw-free and net-free,
precisely one of the following statements holds:
(1) G has only one end and admits a spanning ray.
(2) G has only two ends and admits a spanning double ray.
Theorem 1.3. Every locally finite, 2-connected claw-free and net-free graph is Hamiltonian.
For statement (3) of Theorem 1.1 it might not entirely be clear at first sight how to
phrase an extension of the theorem. Note that k-leaf-connectivity has to be replaced in
the statement. To see this, observe that for finite graphs 3-leaf-connectivity coincides
with Hamilton connectivity, i.e. the existence of a Hamilton path with any two previously
chosen vertices as endpoints. Within an infinite graph, an ordinary infinite path can
never meet this condition. So we define a topological analogue, called topological k-leaf-
connectedness, whose definition can be found in Section 2.2. We obtain the following
extension of statement (3) of Theorem 1.1.
Theorem 1.4. Let G be a locally finite, connected, claw-free and net-free graph, and
let k P N satisfy k ě 2. Then G is pk ` 1q-connected if and only if G is topologically
k-leaf-connected.
The key in [23] to prove Theorem 1.1 is the following structural characterisation of the
involved graphs. In order to state this characterisation we have to give another definition
first. A graph G with a vertex v P V pGq is called distance-2-complete centered at v if G´ v
has exactly two components and in each component C and for each i P N, the vertices at
distance i from v in GrV pCq Y tvus induce a complete graph.
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Theorem 1.5. [23, Thm 2.1] A finite connected graph G is claw-free and net-free if and
only if for every minimal separator S Ď V pGq and every v P S, the graph G´ pS r tvuq is
distance-2-complete centered at v.
We extend Theorem 1.5 to locally finite graphs via the following result.
Theorem 1.6. A locally finite connected graph G is claw-free and net-free if and only if
for every minimal finite separator S Ď V pGq and every v in S, the graph G´ pS r tvuq is
distance-2-complete centered at v.
Beside Theorem 1.1 we shall also extend the following theorem by Ryjáček, which is about
claw-free graphs where induced bulls may exist, but only under an additional assumption.
Theorem 1.7. [22, main theorem] Let G be a finite, 2-connected, claw-free graph. If
for every induced bull B in G its horns have a common neighbour in G ´ B, then G is
Hamiltonian.
Our key to extend Theorem 1.7 to locally finite graphs is the following structural result
about the involved graphs.
Theorem 1.8. Let G be an infinite locally finite connected claw-free graph such that for
every induced bull B Ď G the horns of B have a common neighbour in G´B. Then G is
already bull-free.
While the class of claw-free and bull-free graphs is a proper subclass of the class of
claw-free graphs where the horns of every induced bull have a common neighbour outside
the bull for finite graphs, they now coincide for infinite locally finite graphs. To see that
these classes differ in finite graphs, just consider a bull itself with an additional vertex only
adjacent to the two horns of the bull.
Now since bull-free graphs are especially net-free, we obtain the following theorem for
locally finite graphs as a corollary of Theorem 1.3 and Theorem 1.8.
Theorem 1.9. Let G be a locally finite, 2-connected, claw-free graph. If for every induced
bull B in G its horns have a common neighbour in G´B, then G is Hamiltonian.
The structure of this paper is as follows. In Section 2 we will first introduce the needed
definitions and notation. Furthermore, we shall state all tools which we shall use to prove
our main results. In Section 3 we shall analyse the structure of the graphs we consider in
this paper and give examples of them. We also prove Theorem 1.8 and Theorem 1.6 in
that section. Finally, we prove our main results regarding Hamiltonicity, i.e. Theorem 1.2,
Theorem 1.3, Theorem 1.4 and Theorem 1.9 in Section 4.
5§2. Preliminaries
We will follow the graph theoretical notation and use basic facts without quoting them
from [4], which includes especially the topological approach to locally finite graphs in
[4, Ch. 8.5]. For a wider survey of topological infinite graph theory, see [5].
2.1. Basic notions. All graphs which are considered in this paper are undirected and
simple. In general, we do not assume a graph to be finite. A graph is called locally finite if
every vertex has finite degree.
For the rest of this section let G denote some graph. Later in this section, however, we
shall make further assumptions on G.
Let X be a vertex set of G. We denote by GrXs the induced subgraph of G with vertex
set X. For small vertex sets, we sometimes omit the set brackets, i.e. we write Gra, b, cs as
a short form for Grta, b, cus. We write G´X for the graph GrV rXs. If H is a subgraph
of G we shall write G´H instead of G´ V pHq. Again we omit set brackets around small
vertex sets, especially for singleton sets. We briefly denote the cut EpX, V rXq by δpXq.
For any i P N we denote by NipXq and Nipvq the set of vertices of distance at most i in G
from the vertex set X or from a vertex v P V pGq.
For two subgraphs G1 and G2 of G we define G1 YG2 “ GrV pG1q Y V pG2qs.
Let C be a cycle of G and u be a vertex of C. We implicitly fix an orientation of the cycle
and we write u` and u´ for the neighbour of u in C in positive and negative, respectively,
direction of C using a fixed orientation of C. Later on we will not always mention that we
fix an orientation for the considered cycle using this notation.
If v and w are vertices of a tree T , then we denote by vTw the unique v–w path in T .
For some k P N, we say that a finite graph G1 is k-leaf-connected if |V pG1q| ą k and
given any vertex set S Ď V pG1q with |S| “ k, then G1 has a spanning tree T whose set of
leaves is precisely S. Note that for any graph G being 2-leaf-connected is equivalent to
being Hamilton connected, namely that any two distinct vertices v, w of G are connected
via a Hamilton path with v and w as its endpoints.
For any v P V pGq we call G distance-2-complete centered at v if G´ v has exactly two
components and in each component K and for each i P N, the vertices at distance i from v
in GrV pKq Y tvus induce a complete graph.
A one-way infinite path R in G is called a ray of G. A subgraph of a ray R is called a
tail of R. The unique vertex of degree 1 of R is called the start vertex of R. For a vertex r
on a ray R, we denote the tail of R with start vertex r by rR. A two-way infinite path in
G is called a double ray.
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An equivalence relation can be defined on the set of all rays of G by saying that two
rays in G are equivalent if they cannot be separated by finitely many vertices. It is easy
to check that this defines in fact an equivalence relation. The corresponding equivalence
classes of rays under this relation are called the ends of G. We denote the sets of ends of a
graph G with ΩpGq. If R P ω for some end ω P ΩpGq, then we briefly call R an ω-ray.
Note that for any end ω of G and any finite vertex set S Ď V pGq there exists a unique
component CpS, ωq that contains tails of all ω-rays. We say that a finite vertex set
S Ď V pGq separates two ends ω1 and ω2 of G if CpS, ω1q ‰ CpS, ω2q. Note that any two
different ends can be separated by a finite vertex set.
We say that a (double) ray of G is geodetic if and only if for any two vertices on the
(double) ray there is no shorter path between these two vertices in G than the one on the
(double) ray.
Let R be a ray in G and X Ď V pGq be finite. We call R distance increasing w.r.t. X if
|V pRq XNipXq| “ 1 for every i P N. Note that a distance increasing ray w.r.t. X has its
start vertex in X.
2.2. Topological notions. For the rest of this section, we assume G to be locally finite
and connected. A topology can be defined on G together with its ends to obtain a
topological space which we call |G|. Note that inside |G|, every ray of G converges to the
end of G it is contained in. For a precise definition of |G|, see [4, Ch. 8.5]. Apart from the
definition of |G| as in [4, Ch. 8.5], there is an equivalent way of defining the topological
space |G|, namely, by endowing G with the topology of a 1-complex and considering the
Freudenthal compactification of G. This connection was examined in [6]. For the original
paper of Freudenthal about the Freudenthal compactification, see [11].
For a point set X in |G|, we denote its closure in |G| by X and its interior by X˚. A
subspace Z of |G| is called standard subspace of |G| if Z “ H where H is a subgraph of G.
A circle of G is the image of a homeomorphism which maps from the unit circle S1 Ď R2
to |G|. The graph G is called Hamiltonian if there exists a circle in |G| which contains
all vertices of G, and hence, by the closedness of circles, also all ends of G. This circle is
called a Hamilton circle of G. We note that, for finite graphs, this coincides with the usual
notion of Hamiltonicity.
The image of a homeomorphism which maps from the closed real unit interval r0, 1s
to |G| is called an arc in |G|. For an arc α in |G|, we call the images of 0 and 1 of the
homeomorphism defining the arc, the endpoints of the arc. A subspace Z of |G| is called
arc-connected if for every two points of Z there is an arc in Z which has these two points
7as its endpoints. Finally, an arc in |G| is called a Hamilton arc of G if it contains all
vertices of G.
Let ω be an end of G and Z be a standard subspace of |G| containing ω. Then we
define the degree of ω in Z as a value in NY t8u, namely the supremum of the number of
edge-disjoint arcs in Z that have ω as one of their endpoint.
We make a further definition with respect to end degrees which allows us to distinguish
the parity of degrees of ends when they are infinite. This definition has been introduced by
Bruhn and Stein [1]. We call the degree of an end ω of G in a standard subspace X of |G|
even if there is a finite set S Ď V pGq such that for every finite set S 1 Ď V pGq with S Ď S 1
the maximum number of edge-disjoint arcs in X with ω and some s P S 1 as endpoints is
even. Otherwise, we call the degree of ω in X odd.
A topological tree of G is a connected standard subspace of |G| which contains no
circle of G. A topological tree of G is called spanning if it contains all vertices of G. We
denote such a tree also as a topological spanning tree of G. Let T be a subgraph of G such
that T is a topological tree of G. We call a point x P T a leaf of T if either x P V pGq and
has degree 1 in T or x P ΩpGq and has degree 1 in T .
We extend notion k-leaf-connectedness to locally finite connected graphs as follows. We
call G topologically k-leaf-connected if |V pGq| ą k and given any set S Ď V pGq Y ΩpGq
with |S| “ k, then G has a topological spanning tree T whose set of leaves is precisely S.
Similarly as for finite graphs, being topologically 2-leaf-connected coincides with the notion
for locally finite connected graphs G of being Hamilton connected, i.e., for any two distinct
x, y P V pGq Y ΩpGq there exists a Hamilton arc of G that has x and y as its endpoints.
2.3. Tools. In this section we introduce some basic lemmas we will use to prove our results.
We begin with stating a lemma which allows us to make slightly limited, but still very
helpful compactness arguments.
Lemma 2.1. [4, Lemma 8.1.2 (Kőnigs Infinity Lemma)] Let pViqiPN be a sequence of
disjoint non-empty finite sets, and let G be a graph on their union. Assume that for every
n ą 0 each vertex in Vn has a neighbour in Vn´1. Then G contains a ray v0v1 . . . with
vn P Vn for all n P N.
An immediate consequence of Lemma 2.1 is the following proposition.
Proposition 2.2. [4, Prop. 8.2.1] Every infinite connected graph has a vertex of infinite
degree or contains a ray.
Since we shall only consider locally finite connected graphs, we know by Proposition 2.2
that such graphs contain a ray as soon as they are infinite.
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The next lemma is also an immediate consequence of Lemma 2.1 and ensures the
existence of distance increasing rays with respect to finite vertex sets in locally finite graphs.
For the sake of completeness we give a proof here.
Lemma 2.3. Let G be an infinite locally finite connected graph and X Ď V pGq be finite.
Then there exists a distance increasing ray w.r.t. X.
Proof. Since G is locally finite and connected, we have that each NipXq is non-empty, but
finite. Also each vertex in Ni`1pXq has a neighbour in NipXq by definition for every i P N.
By Lemma 2.1 we obtain the desired ray. 
We state a similar lemma about the existence of geodetic double rays.
Lemma 2.4. [24, Thm. 2.2] Let G be a locally finite connected graph and ω1 and ω2 two
distinct ends of G. Then there is a geodetic double ray that is the union of an ω1-ray and
an ω2-ray.
The next lemma tells us that arcs within |G| have to cross a finite cut As soon as they
meet both sides of the cut.
Lemma 2.5. [4, Lemma 8.5.3 (Jumping Arc Lemma)] Let G be a locally finite connected
graph and F Ď EpGq be a cut with the sides V1 and V2.
(1) If F is finite, then V1 X V2 “ ∅, and there is no arc in |G|r F˚ with one endpoint
in V1 and the other in V2.
(2) If F is infinite, then V1 X V2 ‰ ∅, and there may be such an arc.
The following lemma gives us a combinatorial criterion when standard subspaces of |G|
are topologically connected.
Lemma 2.6. [4, Lemma 8.5.5] If a standard subspace of |G| contains an edge from every
finite cut of G which meets both sides, then it is topologically connected.
Although topological connectedness and arc-connectedness differ for general topological
spaces, the do not for closed subspaces of |G| as shown by the following lemma.
Lemma 2.7. [7, Thm. 2.6] If G is a locally finite connected graph, then every closed
topologically connected subset of |G| is arc-connected.
We shall make use of Lemma 2.6 and Lemma 2.7 to verify that ends in standard subspaces
we construct have degree at least 1 by showing that those spaces intersect every finite cut.
Similarly, the following theorem gives us a way to verify even degrees at ends.
9Theorem 2.8. [5, Thm. 2.5] Let G be a locally finite connected graph. Then the following
are equivalent for D Ď EpGq:
(1) D meets every finite cut in an even number of edges.
(2) Every vertex and every end of G has even degree in D.
The following lemma, combined with Lemma 2.6 gives us a nearly purely combinatorial
characterisation of those standard subspaces of |G| which form a circle.
Lemma 2.9. [1, Prop. 3] Let C be a subgraph of a locally finite connected graph G. Then
C is a circle if and only if C is topologically connected and every v P V pCq has degree 2 in
C as well as every ω P ΩpGq X C has degree 2 in C.
Our general strategy to verify that the closure H within |G| of a subgraph H of G, which
we usually construct in countably many steps, is in fact a Hamilton circle of G works as
follows. First we check that H contains every vertex of G. Then we prove that each vertex
has degree 2 in H, which is usually an easy task. Now we prove that H intersects every
finite cut of G, but in even number of edges. This already proves that H is topologically
connected by Lemma 2.6 and that every end of G has even degree, but least 2 in H by
Lemma 2.7 and Theorem 2.8. By Lemma 2.9 it only remains to bound the degrees of the
ends, for which we use Lemma 2.5 adjusted to the way we construct H.
§3. About the structure of the graphs considered in this paper
In this section we shall analyse the structure of the graphs occur in the main results of
this paper. Furthermore, we shall give examples of the considered graphs at the end of
this section.
Let us now start with a very easy observation about claw-free graphs. The result is
probably folklore and we do not give a proof here. However, in case a proof is desired,
consider for example [14, Prop. 3.7.].
Proposition 3.1. Let G be a connected claw-free graph and S be a minimal vertex separator
in G. Then G´ S has exactly two components.
Next we generalise Theorem 1.5 to locally finite graphs and obtain a structural character-
isation of locally finite claw-free and net-free graphs. Note that Theorem 1.5 was essential
for the proof of Theorem 1.1 and its generalisation will also be crucial for us to extend
Theorem 1.1 to locally finite graphs. We restate Theorem 1.5 below. Recall that we call a
graph G with a vertex v P V pGq distance-2-complete centered at v if G´ v has exactly two
components and in each component C and for each i P N, the vertices at distance i from v
in GrV pCq Y tvus induce a complete graph.
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Theorem 1.5. [23, Thm 2.1] A finite connected graph G is claw-free and net-free if and
only if for every minimal separator S Ď V pGq and every v P S, the graph G´ pS r tvuq is
distance-2-complete centered at v.
Now we extend Theorem 1.5 to locally finite graphs by proving Theorem 1.6, which is
restated below. We would like to point out that for one implication we can actually use
the same proof which was given in [23] for the corresponding implication for finite graphs
of Theorem 1.5. For the sake of completeness, we include this argument here. Let us now
restate the theorem we are proving.
Theorem 1.6. A locally finite connected graph G is claw-free and net-free if and only if
for every minimal finite separator S Ď V pGq and every v in S, the graph G´ pS r tvuq is
distance-2-complete centered at v.
Proof. Suppose first for a contradiction that there exists a locally finite connected graph
G for which every minimal finite separator S Ď V pGq and every v P S, the graph
G´ pS r tvuq is distance-2-complete centered at v, but G contains a claw or a net as an
induced subgraph H. Let h1, h2, h3 denote the three vertices of degree 1 in H and let us
call any other vertex of H a central vertex of H. By the local finiteness of G we know
that S1 :“ Nph1q is a finite vertex set containing a central vertex of H1 :“ H such that
L1 :“ th1, h2, h3u are not contained in the same component of G´ S1.
Next we shall recursively define sets Si, H i and Li until Si is a Ď-minimal vertex separator
of G such that the following holds for every i P N with i ě 1:
(1) H i is either an induced claw or an induced net of G and H i Ď G´ pSi r tciuq.
(2) Li consists of the vertices of degree 1 in H i.
(3) Si contains a central vertex ci of H i.
(4) Si`1 Ř Si if Si is no Ď-minimal vertex separator of G.
(5) Si separates G such that Li is not contained in the same component of G´ Si.
We already found suitable sets for i “ 1 above. Now suppose Si, ci, H i and Li have
already been defined for some i ě 1. If there exists a vertex s P Si such that Si r tsu still
satisfies property (5), then set Si`1 :“ Sir tsu, the graph H i`1 :“ H i, the vertex ci`1 :“ ci
and Li`1 :“ Li. In this way all properties (1)-(5) are still maintained.
So suppose there does not exist such a vertex s P Si and Si is no Ď-minimal vertex
separator of G. Let K1, K2, K3, . . . , Kk be the components of G´Si for some k P N. Since
Si is no Ď-minimal vertex separator of G, there exists a vertex x P Si such that Si r txu
is still a vertex separator of G. Hence, x is not adjacent to any vertex of Kj, for some
j P N, say j “ 1. Since Si r txu does not satisfy property (5) with respect to Li, there
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exist two distinct components of G ´ Si which are both different from K1 and contain
vertices from Li, say these are K2 and K3. Furthermore, x must be adjacent to vertices in
K2 and K3. Now pick v P Si which is adjacent to some vertex x1 in K1. Because Si r tvu
does not satisfy property (5) either, we know that v is adjacent to vertices x2 P V pK2q
and x3 P V pK3q as well. Therefore, H i`1 :“ Grv, x1, x2, x3s is an induced claw of G. Set
Li`1 to be the vertices of degree 1 in H i`1, the vertex ci`1 :“ v and Si`1 :“ Si r txu. Now
Si`1, ci`1, H i`1 and Li`1 satisfy properties (1)-(5), which completes the recursive definition.
Let ` P N such that S` is an Ď-minimal vertex separator of G. By the properties (1) and
(3) we know that S` contains a central vertex c` of H` such that H` Ď G´ pS` r tc`uq. In
both cases, whether H` is an induced claw or an induced net of G, this contradicts that
G´ pS` r tc`uq is distance-2-complete centered at ci, which holds by assumption.
Now let us prove the converse and assume that G is a locally finite connected claw- and
net-free graph. Take an arbitrary finite minimal separator S of G and fix some v P S. Due
to Proposition 3.1, we get that G´ S has exactly two components C1 and C2. For each
i P t1, 2u fix a finite connected subgraph Fi Ď Ci which contains NpSq X V pCiq. Since S is
a minimal separator, there exists a shortest v–f path P in G´ pS r tvuq X Ci for every
f P Fi and every i P t1, 2u. Let n P N be the maximum length of all such shortest paths P
for all f P Fi and every i P t1, 2u. Now set
G0 :“ GrS Y
nď
i“0
Nipvqs.
We claim that G0 fulfills the antecedent of Theorem 1.1. Clearly G0 is clearly connected
and finite, as G is locally finite. Furthermore, since G0 is an induced subgraph of the
claw-free and net-free graph G, we know that G0 is claw-free and net-free as well. By
definition, NpSq YS is contained in G0. Hence S is again a finite minimal vertex separator
in G0. So Theorem 1.1 implies that G0 is distance-2-complete centered at v.
Now suppose we have already defined Gi for some i P N. Then we recursively define
Gi`1 :“ GrV pGiq YNpV pGiqqs. By definition, Gi`1 is a finite connected graph without
induced claws and without induced nets, and S is a minimal separator in Gi`1. So again
by Theorem 1.1 we know that Gi`1 is distance-2-complete centered at v as well. But now
we get that for every k P N each distance class Nkpvq induces a clique in each component
of G´ pS r tvuq as witnessed by Gk. 
Although we shall not need it in order to prove our main results, we would like to add
the following structural result for locally finite claw-free and bull-free graphs. It tells
us that finite minimal separators in such graphs always induce cliques. Note that such
separators always exist, since G is locally finite. Since bull-free graphs must be net-free as
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well, the following result combined with Theorem 1.6 give us very much information about
the structure of infinite locally finite claw-free and bull-free graphs.
Lemma 3.2. In an infinite locally finite claw-free and bull-free graph every finite
Ď-minimal vertex separator induces a clique.
Proof. Let G be a graph as in the statement of the lemma and let S be a finite Ď-minimal
vertex separator of G. Suppose for a contradiction that S contains two distinct vertices
u, v such that uv R EpGq. Since G is claw-free, we know by Proposition 3.1 that G´S has
precisely two components, call them C and C 1. Furthermore, we know by Proposition 2.2
that G contains a ray. So G has an end ω. Since S is finite, every ω-ray has a tail in either
C or C 1, say in C. Now choose a shortest u´ v path P in GrV pCq Y Ss. Let R “ r0r1 . . .
be a distance increasing ray w.r.t. V pP q inside GrV pCq Y Ss whose start vertex on P lies
as close to u as possible. Such a ray exists due to Lemma 2.3. Next we distinguish two
cases.
Case 1. r0 “ u.
Since S is minimal, u has a neighbour w in C 1. Let u` be the vertex neighbouring u
on P . Note that u` ‰ v by assumption. Since Grw, u, u`, r1s is no induced claw and
since w is separated from r1 and u` by the separator S, we know that r1u` P EpGq. Now
Grul, u, u`, y, y1s is an induced bull as r2 has distance 2 from P and, therefore, cannot be
adjacent to u, u` or w. We derived a contradiction.
Case 2. r0 ‰ u.
In this case we have that x :“ r0 is an inner vertex of P since uv R EpGq. Let x` and
x´ denote the two neighbours of x on P , where x´ lies closer to u on P than x`. Consider
the graph Grx´, x, x`, r1s, which cannot be an induced claw by assumption. Since P is
a shortest u-v path, we know that x`x´ R EpGq. Also, we know that x´r1 R EpGq as it
would yield another valid choice for the ray R, but with a start vertex x´ closer to u on P
than r0, contradicting our choice of R. So the edge x`r1 exists. Now, however, the graph
Grx´, x, x`, r1, r2s is an induced bull as r2 has distance 2 to P ; a contradiction. 
Next let us prove Theorem 1.8. To ease the readability of the paper, let us restate the
theorem here.
Theorem 1.8. Let G be an infinite locally finite connected claw-free graph such that for
every induced bull B Ď G the horns of B have a common neighbour in G´B. Then G is
already bull-free.
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Proof. Suppose for a contradiction that G contains an induced bull B. Let b1 and b2 denote
the horns of B, and let z denote the vertex of degree 2 in B (cf. Figure 1.1). Furthermore,
let a1 and a2 denote the other two vertices of B such that aibi P EpBq for every i P t1, 2u.
Since the horns of B have a common neighbour in G ´ B, let us fix such a common
neighbour c of b1 and b2 in G´B. As G is infinite, locally finite and connected, there exists
some distance increasing ray R “ r0r1 . . . w.r.t. V pBq Y tcu in G. We shall distinguish four
possible cases where R might start, and derive contradictions for each case.
Case 1. r0 “ z.
For this case note first that r1bi R EpGq for every i P t1, 2u as otherwise Grr1, z, r2, bis
would be an induced claw. Next let us verify that r1c R EpGq. Suppose for a contradiction
the edge r1c exists. Then Grc, b1, b2, r1s is an induced claw as b1b2 R EpGq and r1bi R EpGq
by the argument above; a contradiction. In particular, this implies c ‰ r1.
Furthermore, we can assume without loss of generality that Grri, a1, a2, b1, b2s is not an
induced bull for every i ě 1. To see this note that ri R NpV pBqq for every i ě 2 as R is
distance increasing w.r.t. V pBq Y tcu. So if B1 “ Grr1, a1, a2, b1, b2s is an induced bull, then
r1r2 . . . is a distance increasing ray w.r.t. V pB1q Y tcu which starts at the vertex of degree
2 of B1 as well. Then we would consider B1 instead of B. By the previous argument we
know that not both of the edges r1a1 and r1a2 can exist. Now suppose for a contradiction
that only one of these edges exists, say r1a1. Then Gra2, r1, a1, a2s is an induced claw, since
a1b2 R EpGq as B is an induced bull, r1b2 R EpGq by the argument above and r1a1 R EpGq
as this would force Grr1, a1, a2, b1, b2s to be an induced bull. Since the analysis for the edge
r1a2 works analogously, we know that r1a1, r1a2 R EpGq.
Now we can conclude that B2 “ Grr1, a1, z, b1, a2s is an induced bull with horns r1 and b1.
So there exists some c1 P V pG´B2q which is a common neighbour of r1 and b1. As r1 is
neither adjacent to c nor to b2, we know that c1 ‰ c, b2 and since R is distance increasing
w.r.t. V pBq Y tcu we get c1 ‰ ri for all i P N. Because Grr1, r2, z, c1s is not an induced claw
and zr2 R EpGq, there are two options how this can be avoided:
c1r2 P EpGq. (3.1)
and
zc1 P EpGq (3.2)
Note that 3.2 and 3.1 cannot both hold because then Grc1, b1, z, r1s would be an induced
claw.
Let us first deal with the case that 3.1 holds. Consider the graph B1 “ Grc1, r1, r2, r3, zs.
If B1 is not an induced bull, then this can only happen because the edge zc1 exists, which
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means 3.2 holds as well; a contradiction. So B1 “ Grc1, r1, r2, r3, zs is an induced bull.
Then, however, its horns z and r3 would need to have a common neighbour contradicting
the property of R being distance increasing w.r.t. V pBq Y tcu.
So we are left with the situation where 3.2 holds. Consider the B2 “ Grc1, z, r1, r2, b1s.
The only edge which can prevent B2 from being an induced bull would be c1r2, which cannot
exist because 3.2 holds. So B2 is an induced bull, whose horns b1 and r2 need to have a
common neighbour c2 P V pG´B2q. Now consider Grr1, r2, r3, c2s, which is not allowed to
be an induced claw. Hence, the edge c2r1 exists. Finally consider B3 “ Grz, r1, r2, r3, c2s,
which cannot be an induced bull since then z and r3 would need to have a common
neighbour contradicting the property of R being distance increasing w.r.t. V pBq Y tcu.
But the only edge which can prevent B3 from being an induced bull is zc2. This leads to
the contradiction that Grb1, c2, z, r2s is an induced claw and completes Case 1.
Case 2. r0 “ ai for some i P t1, 2u.
Say, without loss of generality, r0 “ a2 and consider Grz, a2, b2, r1s, which cannot be an
induced claw. The edge zb2 cannot exist because B is an induced bull. The edge zr1 cannot
exist because then zr1r2 . . . would be a distance increasing ray w.r.t. V pBq Y tcu starting
in z, which leads to a contradiction as in Case 1. Hence, the edge b2r1 needs to exist. Now
consider B2 “ Grz, a2, b2, r1, r2s, which is an induced bull. So the horns z and r2 of B2
have a common neighbour c1 P V pG ´ B2q. If c1 P V pBq, then we get a contradiction to
R being distance increasing w.r.t. V pBq Y tcu. Otherwise, however, we obtain a distance
increasing ray zc1r2r3 . . . w.r.t. V pBq Y tcu which starts in z. This leads to a contradiction
as in Case 1. So we have completed our consideration of Case 2.
Case 3. r0 “ c.
Since b1b2 R EpGq and Grc, b1, b2, r1s is not an induced claw, we know one of the edges b1r1
or b2r1 must exist, say without loss of generality b2z1. If B3 “ Grr1, c, b1, b2, a2s were be an
induced bull, its horns b2 and a2 would need to have a common neighbour c2 in V pG´B3q.
Note that c1 ‰ ri and c1ri`3 R EpGq for every i P N as R is distance increasing with respect
to V pBq Y tcu. Now, however, r1r2 . . . is a distance increasing ray w.r.t. V pB3q Y tc1u
which starts at r1. This is the same situation as in Case 1 and, therefore, leads towards a
contradiction.
So B3 is no induced bull and only three edges could possibly witness this, namely r1b1,
r1a2 or ca2. First, if r1b1 P EpGq, then consider r1 instead of c as the common neighbour of
b1 and b2 outside of B and r1r2 . . . as the distance increasing ray w.r.t. V pBq Y tr1u. Now
we are again in the situation of Case 3 but know that r2b1, r2b2 R EpGq, implying that
Grr1, b1, b2, r2s is an induced claw; a contradiction. Hence, we conclude that r1b1 R EpGq.
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Second, suppose that r1a2 P EpGq. Then a2r1r2 . . . would be distance increasing ray
w.r.t. V pBq Y tcu starting at a2, which leads to a contradiction as in Case 2.
Third, suppose ca2 P EpGq, but r1b1, r1a2 R EpGq. Then Grc, b1, a2, r1s is an induced
claw. This contradiction completes the analysis of Case 3.
Case 4. r0 “ bi for some i P t1, 2u.
Let, without loss of generality, r0 “ b2 and consider Grz, a2, b2, r1s, which cannot be
an induced claw. By Case 2 and Case 3 we know that r1a2, r1c R EpGq. So the edge ca2
must exist. Consider the bull B13 “ Grb2, c, a2, b1, zs. If B13 is induced, then R is distance
increasing w.r.t. V pB13q Y ta1u “ V pBq Y tcu and a1 is a common neighbour of the horns
b1 and z of B13. This puts us again in the situation of Case 1 and leads to a contradiction.
So let us finally consider the case that B13 is not induced. The only reason for this
is the existence of the edge cz. Then, however, Grc, b1, b2, zs is an induced claw; a
contradiction. 
We continue by showing that every locally finite connected claw-free graph with at least
three ends contains a net, and therefore also a bull, as an induced subgraph.
Lemma 3.3. Every locally finite, connected claw-free and net-free graph has at most two
ends.
Proof. Suppose for a contradiction that G is a locally finite connected, claw-free, net-free
graph with at least three different ends ω1, ω2 and ω3. Let D be a geodesic double ray
containing an ω2-ray and an ω3-ray, which exists due to Lemma 2.4. Let S be a finite vertex
set which is at least in distance 2 from D and which separates D from ω1, i.e., every ω1-ray
with start vertex in D meets S. To see that such a vertex set exists, first pick a finite
vertex set S 1 Ď V pGq which pairwise separates ω1, ω2 and ω3. Hence, only a finite set F of
vertices of V pDq is contained in V pCpS 1, ω1qq. Now set S “ N2pS 1 Y F q X CpS 1 Y F, ω1q,
which is still a finite set since S 1 as well as F are finite and G is locally finite. Furthermore,
S now separates D from ω1 as desired.
Now consider all shortest S-D-paths. Among such shortest paths let P be one that
meets D closest to ω3, say at vertex d, i.e., there exists no S-D-path with an endvertex
d1 ‰ d on the ω3-ray that is contained in D and starts in d. Choosing d in such a maximal
way is possible since S is a finite set and due to the local finiteness each distance class
starting from S is a finite set as well. Let b be the neighbour of d that lies on the ω2-ray
R2 that is contained in D and starts at d. Further denote the neighbour of b on R2 that
is different from d by y. Let c be the neighbour of d that lies on the ω3-ray R3 which is
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contained in D and starts at d. Finally, let a be the neighbour of d on P and z be the
neighbour of a on P different from d.
We first note that there is no edge ac since this would yield a path of the same length
as P ending closer to ω3. Furthermore, there is no edge bc, otherwise D would not be
geodesic. Since Gra, b, c, ds cannot be an induced claw, we know that ab P EpGq. This
situation would look like depicted in Figure 3.1.
ω1
ω3ω2
dby c
a
z
S
P
D
Figure 3.1. The graph Gra, b, c, d, y, zs forms an induced net.
We furthermore note that z is not adjacent to any vertex in ty, b, d, cu since this would
yield an S-D path shorter than P . Since D was geodetic, c cannot be adjacent to y or b.
It remains to show that ay R EpGq. Suppose for a contradiction that ay P EpGq, then
Gra, d, y, zs is an induced claw, contradicting our assumption. Hence, we proved that
Gra, b, c, d, y, zs is an induced net, which contradicts our assumption on G. 
Note that the proof of Lemma 3.3 shows also the following.
Corollary 3.4. Let G be a locally finite, connected claw-free and net-free graph with two
ends. Let D be a geodesic double ray containing rays to the two ends of G. Then every
vertex of G has distance at most 1 from D. 
Now let us deduce two corollaries with respect to bulls.
Corollary 3.5. Every locally finite, connected claw-free and bull-free graph has at most
two ends.
Proof. Since every net contains an induced bull, the statement follows immediately from
Lemma 3.3. 
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Corollary 3.6. Let G be a locally finite, connected claw-free. If the horns of every induced
bull B have a common neighbour in G´B, then G has at most two ends.
Proof. Since every graph as in the premise of the statement is already bull-free by Theo-
rem 1.8, the statement follows immediately from Corollary 3.5. 
While Lemma 3.3 and its corollaries limit the variety of possible graphs we are considering
in terms of the number they can have, we shall now show that these classes are non-trivial.
Before we make explicit constructions, we need to state a definition of which we want to
make use of.
Given a graph G and some k P N, we call a graph G1 a k-blow-up of G if we obtain G1
from G by replacing each vertex of G by a clique of size k, where two vertices of G1 are
adjacent if and only if they are either both from a common such clique, or the original
corresponding vertices were adjacent in G.
Example 3.7. For some k P N consider the k-blow-up of a ray, yielding a graph with one
end, and the k-blow-up of a double ray for an example with two ends. Next we check that
these graphs are claw-free. Suppose for a contradiction there exists an induced claw C.
Then the vertex c of degree 3 in C is contained in a clique corresponding to a vertex v
of the ray (or double ray). Now, however, two non-adjacent neighbours of c could only
lie in two cliques which correspond to two neighbours of v vertex of the ray (or double
ray). The third vertex of degree 1 in C cannot be contained in any clique without causing
a contradiction to C being an induced subgraph.
These graphs are also bull-free and, therefore, net-free as well. Suppose there exists
an induced bull B, consisting of a triangle K “ Gra1, a2, zs and the two horns b1 and b2
where aibi P EpBq for every i P t1, 2u. First note that one edge xy of K has to lie in clique
corresponding to a vertex of the ray (or double ray). By the structure of a bull, x or y is
adjacent to a horn h of B. Then, however, by the structure of the whole graph, h is must
be adjacent to both, x and y, contradicting that B is an induced subgraph.
Finally, let us mention that Lemma 3.3 only holds for locally finite graphs. In the
following example we state non-locally finite, but still countable graphs which are claw-free
and net-free, but have k ě 3 or countably many ends:
Example 3.8. Fix for every i P Z a clique Kiℵ0 of size ℵ0 such that the vertex sets of all
these cliques and the set Z are pairwise disjoint. Furthermore, fix two distinct vertices
i` and i´ in each Kiℵ0 . For any set I Ď Z we now define the graph DI as follows. Set
V pDIq “ pZ r Iq YŤiPI V pKiℵ0q. If i, pi` 1q P Z r I, set ipi` 1q P EpDIq. For i P I and
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pi` 1q R I, set i`pi` 1q P EpDIq, and for i P I and i´ 1 R I, set i´pi´ 1q P EpDIq. Finally,
for i, pi` 1q P I set i`i´ P EpDIq. This completes the definition of DI .
It is easy to see that that DI has precisely |I| ` 2 P NY t8u many ends. Now suppose
DI contains a claw or a net, call it H. Note that each vertex of H with degree 3 in H has
to lie in some Kiℵ0 with i P I. From this point on it is easy to see that no matter where the
vertices of degree 1 in H are located in DI , the graph H cannot be an induced subgraph
of DI .
§4. Hamiltonicity results
The main goal of this section is to extend Theorem 1.1 to locally finite graphs. Let us
briefly restate the theorem here.
Theorem 1.1. [23, Thm. 2.9] Let G be a finite graph. If G is claw-free and net-free, then
(1) G is connected implies G has a Hamilton path.
(2) G is 2-connected implies G is Hamiltonian.
(3) For k ě 2, G is pk ` 1q-connected if and only if G is k-leaf-connected.
Next we prove Theorem 1.3, which is an extension of statement (2) of Theorem 1.1 to
locally finite graphs. Our key tool to prove this result is the characterisation of infinite
locally finite claw-free and net-free graphs in terms of distance-2-completeness, which is
Theorem 1.6.
Theorem 1.3. Every locally finite, 2-connected claw-free and net-free graph is Hamiltonian.
Proof. Let G be a graph as in the statement of this theorem. By statement (2) of
Theorem 1.1 we can assume G to be infinite. By Lemma 3.3 we know that G has at most
two ends. We only write the proof of this theorem for the case that G has precisely two
ends, say ω1 and ω2. The case that G has only one end works analogously, but is slightly
easier.
Let S Ď V pGq be any finite minimal vertex separator of G, which exists since G is locally
finite. Furthermore, let us fix some v P S. By Proposition 3.1 we know that G ´ S has
exactly two components, call them L and R. By Theorem 1.6 we know that the graph
G´ pS r tvuq is distance-2-complete centered at v. Within the graph G´ pS r tvuq let
Li and Ri denote the i-th distance classes of v in the components L and R, respectively.
Let ` P N be the maximum number with the property that S has a neighbour in L` or R`.
Now we define a hierarchy of subgraphs starting with
G0 :“ G
”
S Y
ď`
i“1
Li Y
ď`
i“1
Ri
ı
.
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Furthermore. we define:
Gi`1 :“ GrV pGiq Y Li`1 YRi`1s.
Note that G0 “ Gi for every i P N with i ď `, but Gi Ř Gi`1 for every i P N with i ě `
since G is infinite.
Since eachGi is an induced subgraph ofG, it is claw-free and net-free as well. Furthermore,
each Gi is finite since G is locally finite. Using that each subgraph GrLis and GrRis is
complete because G´ pS r tvuq is distance-2-complete centered at v, it follows easily from
the definition of G0 and from G being 2-connected that each Gi is 2-connected as well.
Hence we get from statement (2) of Theorem 1.1 that each Gi contains a Hamilton cycle.
We now prove that there is a Hamilton cycle C 1n in Gn for every n ą ` such that
|EpC 1nq X δpRnq| “ 2 and |EpC 1nq X δpLnq| “ 2 holds. We start by fixing an arbitrary
Hamilton cycle Cn of Gn and fix an orientation of Cn. Starting from v this cycle has to
meet Rn at some point the first time, say in vertex w1, via the edge v1w1 with v1 P Rn´1
(cf. Figure 4.1). Beginning from v, say the first time Cn leaves Rn happens at vertex w2
via the edge w2v2 for some v2 P Rn´1. To define the desired Hamilton cycle C 1n we follow
Cn from v till w1 and collect all vertices from Rn ending in w2, which we can do since each
GrRns complete. We now return to v2 via the edge w2v2. Next we follow Cn but whenever
the cycle goes from Rn´1 to Rn, say via some edge vkwk, and comes back from Rn to Rn´1
the next time, say via an edge vk`1wk`1, we replace this segment of the cycle by the edge
vkvk`1, which exists since GrRn´1s is complete.
v1
v2
vk
vk+1
w1
w2
wk
wk+1
Rn−1 Rn
Figure 4.1. Modified cycle C 1n meeting EpRn´1, Rnq only twice by replacing
grey edges of Cn by black dashed edges.
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Similarly, we can modify the cycle to incorporate Ln in this manner. Thus we have
found the desired Hamilton cycle C 1n in Gn. Note that in this process we only altered the
initial Hamilton cycle Cn at Ln, Ln´1, Rn´1 and Rn.
We now show that for any n ą ` the cycle C 1n can be extended without altering
edges in Gn´1 to a Hamilton cycle Dn`1 of Gn`1 such that |δpRnq X EpDn`1q| “ 4 and
|δpRn`1q X EpDn`1q| “ 2 holds as well as analogue statements for Ln and Ln`1. We shall
give the argument only for Rn`1 as the modification for Ln`1 works analogously. We know
that there are at least two independent edges a1b1, a2b2 P EpRn, Rn`1q where ai P Rn and
bi P Rn`1 for any i P t1, 2u, since Gn`1 is 2-connected. If |Rn| “ 2, we can easily use these
two edges to get the desired extension Dn`1 of C 1n. So we may assume that Rn has at least
3 vertices. Say without loss of generality that a1 lies before a2 on C 1n. Furthermore, say
that C 1n meets Rn the first time (starting from v) in w1 via the edge v1w1 with v1 P Rn´1
and leaves Rn the last time from w2 via the edge w2v2 where v2 P Rn´1. We now have to
consider two cases.
Case 1. |tw1, a1, a2, w2u| ě 3.
Without loss of generality let a1 ‰ w1. In this case we follow C 1n until w1, then collect
all vertices from Rn but w2 and a2 such that we end in a1 (see Figure 4.2), which we can
do since GrRns is a clique. Next we use the edge a1b1, collect all vertices in Rn`1 while
ending in b2, return to Rn via the edge b2a2. If a2 “ w2, we can immediately follow C 1n
to close a cycle. Otherwise we use the edge a2w2 and then proceed with C 1n to to close a
cycle. Doing the same with Ln`1 yields the desired Dn`1. This completes the argument in
Case 1.
w1
a1
a2
w2
b1
b2
Rj Rj+1
Figure 4.2. The situation in Case 1.
Case 2. a1 “ w1 and a2 “ w2.
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Let x be an arbitrary vertex from Rn ´ ta1, b1u. Since Grv1, w1, x, b1s is not an induced
claw, one of the edges v1x or xb1 exists (cf. Figure 4.3). If v1x exists, we can operate as
in Case 1 by just switching the roles of x and w1. Should xb1 exist, we can proceed as in
Case 1 as well, this time by switching the roles of x and a1. This completes the argument
for Case 2.
w1 = a1
x
w2 = a2
b1
b2
Rn Rn+1
v1
Rn−1
Figure 4.3. The situation in Case 2: the dashed edges prevent the graph
Grv1, w1, x, b1s from being an induced claw.
This shows that we can always extend C 1n to the desired cycle Dn`1. Since Dn`1 is also
a valid candidate for C 1n`1 and Dn`1 XGn´1 “ C 1n XGn´1, we can inductively extend C 1n
through all Rm and Lm with m ą n and obtain a well-defined subgraph C as limit object
via its edge set:
EpCq :“
#
e P EpGq ; Dk P N : e P
8č
iěk
EpDiq
+
.
The rest of this proof consist of verifying that pCq is a Hamilton circle of G. By the
definition of C we immediately get that every vertex of G is contained in C. It remains to
check that C is a circle in |G|. From the definition of all the Di and C we immediately get
that every vertex of G has degree 2 in C. By Lemma 2.9 it remains to prove that C is
topologically connected and that every end of G has degree 2 in C.
In order to prove that C is topologically connected, it is enough to show that C meets
every finite cut of G by Lemma 2.6. This, however, holds since each finite cut F of G
is eventually contained in Gm for all m ą m0 where m0 is some sufficiently large integer,
which means that each Hamilton cycle Dm of Gm for m ą m0 meets F in the same set of
edges and, hence, so does C. We even get that each finite cut F of G is met in an even
number of edges by C, since the intersection of a cycle and a cut is always even.
Since being topologically connected and being arc-connected is equivalent for closed
subspaces of |G| by Lemma 2.7, we know that for every end ω of G there exists at least
one arc in C with ω as its endpoint. So each end of G already has degree at least 1 in C.
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Next let us prove that each end ofG has degree at most 2 in C. For this let us defineRěn “Ť8
i“nRi and Lěn “
Ť8
i“n Li for every n ą `. Since each Rn and each Ln separates the two
ends of G if n ą `, say every ω1-ray has a tail in Rěn and every ω2-ray has a tail in Lěn for
every n ą `. By definition of C we get that |δpRěnq X EpCq| “ |EpRn´1, Rnq X EpCq| “ 2
holds for every n ą `. Due to Lemma 2.5 we now know that C cannot contain three vertex
disjoint arcs all of which have ω1 as their endpoint. So ω1 has degree at most 2 in C. An
analogue argument shows that ω2 has degree at most 2 in C as well.
Finally, we prove that each end of G has degree at least 2 in C. Theorem 2.8 tells us that
each end of G has an even degree in C if C meets every finite cut of G in a even number of
edges. This holds as already proven above. So we can conclude that both ends of G have
degree precisely 2 in C, which completes the proof that C is a Hamilton circle of G. 
We move on by proving Theorem 1.4, which is an extension of statement (3) of Theo-
rem 1.1 to locally finite graphs. Recall that we call a locally finite graph G topologically
k-leaf-connected where k P N if |V pGq| ą k and given any set S Ď V pGq Y ΩpGq with
|S| “ k, then G has a topological spanning tree T whose set of leaves is precisely S.
Theorem 1.4. Let G be a locally finite, connected, claw-free and net-free graph, and
let k P N satisfy k ě 2. Then G is pk ` 1q-connected if and only if G is topologically
k-leaf-connected.
Proof. By statement (3) of Theorem 1.1 we might assume for both implications that G is
infinite. Let us first assume that G is an infinite, but locally finite graph that is topologically
k-leaf-connected. We show that G is pk` 1q-connected. Assume for a contradiction that G
has a vertex separator S Ď V pGq of size at most k. Let S 1 Ě S be a superset of S such that
S 1 still separates G, which is possible since G is infinite, and |S 1| “ k. By the topologically
k-leaf-connectedness there exists a subgraph T of G such that T is a topological spanning
tree of G, whose set of leaves is exactly S 1. Since T contains vertices from two components
of G´ S 1, it must pass S by Lemma 2.5, yielding a vertex of from S that has degree at
least 2 in T ; a contradiction.
Suppose for the other implication that G is an infinite, but locally finite claw-free and
net-free graph which is pk ` 1q-connected for k ě 2. We show that G is topologically
k-leaf-connected. By Theorem 1.6 we know that for every finite minimal vertex separator
S Ď V pGq of G and every v P S, the graph G´ pS r tvuq is distance-2-complete centered
at v. So let us fix such an S and some v P S. Let Gi, R,Ri, L and Li be defined as in the
proof of Theorem 1.3.
Let us fix some B “ tl1, . . . , lku Ď V pGq Y ΩpGq for the rest of the proof. We have to
show that a topological spanning tree of G exists whose set of leaves is exactly B. By
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Theorem 1.6 we know that G has at most two ends. We shall give the proof only in the
case that G has precisely one end. For the case that G contains two ends the argument
can easily be adapted. A consequence of assuming G to have only one end is that L or R
is finite, say L. We shall distinguish two cases, namely whether B contains one or the two
ends of G or not.
First let us assume that B contains no ends of G. Let ` P N be sufficiently large such
that B,L and a finite connected subgraph in R containing NpSq XR is contained in G`´3.
Similar to our proof of Theorem 1.3 we now show that there exists a finite spanning tree
T``1 of G``1 with precisely B as its set of leaves such |δpR``1qXEpT``1q| “ 2 holds in G``1.
To prove this, we first verify that G``1 is also pk` 1q-connected. Otherwise, there would
exist a separator Sk of size at most k, separating two vertices x and y in G``1, but not
in G. Hence, there exists an x–y-path P in G disjoint to Sk. Since P does not exist in
G``1, it must pass through R``1 to R``2. By shorten P on GrR``1s, which is a clique, we
obtain an x–y-path in G``1 which is disjoint to Sk; a contradiction.
Since G``1 is pk`1q-connected and, as induced subgraph of G, also claw-free and net-free,
there exists a spanning tree T 1`` 1 of G``1 whose set of leaves is B by statement (3) of
Theorem 1.1. Next we modify this tree to obtain the desired tree T``1. First we root T 1`` 1
in v and orient its edges away from the root. Now we get T``1 from T 1`` 1 by shortening all
but one of the directed paths P starting and ending in R` and otherwise only using vertices
from R``1 by an edge from the start vertex to the endvertex of P , which exists since G``1
is a clique. Note that if we do not need to do this replacement, then T 1`` 1 is already as
desired. We now modify the remaining of such paths in R``1 to one containing all vertices
of R``1, but with the same start and endvertex. The resulting graph is our T``1, which is
indeed a tree since it is connected and every cycle in T``1 would yield a cycle in T 1`` 1 either
directly or by replacing edges from EpT``1qrEpT 1`` 1q by the corresponding paths in R``1.
We can now extend T``1 to a topological spanning tree T of G, where T is a corresponding
subgraph of G. For this we extend one branch of T``1 starting in v and ending in some
leaf li of T``1 that contains edges from GrR``1s. We modify such a branch at an edge in
GrR``1s to an arc via the end of G starting in v, ending in li and containing all remaining
vertices of G, which are precisely those in
Ť8
i“``2Ri. This modification can be done
similarly to our extension of the Hamilton cycles in the proof of Theorem 1.3. To see that
the resulting standard subspace T of G is indeed a topological spanning tree of G, we have
to check that it is topologically connected and does not contain a circle from |G|. Similarly
as in the proof of Theorem 1.3, it is easy to check that T intersects every finite cut of G.
Hence, Lemma 2.6 implies that T is topologically connected. To see that T dos not contain
any circle from |G|, note that any such circle would also induce a cycle in some Tn for
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sufficiently large n P N, contradicting that Tn is a tree. This completes the proof for the
first case.
Now let us assume that B “ tl1, . . . , lk´1, ωu contains the end ω of G. As in the first case
choose a sufficiently large ` P N such that B´tωu, L and a finite connected subgraph in R
containing NpSqXR is contained in G`´3. Let w be a vertex in R` with a neighbour in R``1.
By statement (3) of Theorem 1.1 there is a spanning tree T` in G` with B ´ tωu Y twu as
its set of leaves. Let us pick v P S as the root of T`. But now we can extend the branch
ending in w by an ω-ray R starting in w with V pRq “ twu YŤ8i“``1Ri. Similar as in
the first case it is easy to verify that the closure T of the resulting subgraph T yields a
topological spanning tree of G whose set of leaves is precisely B. 
Finally, we prove Theorem 1.2, which forms an extension of statement (1) of Theorem 1.1
to locally finite graphs.
Theorem 1.2. For an infinite locally finite connected graph G that is claw-free and net-free,
precisely one of the following statements holds:
(1) G has only one end and admits a spanning ray.
(2) G has only two ends and admits a spanning double ray.
Proof. We shall distinguish three cases with respect to the connectivity of G. Suppose first
that G is not 2-connected. Then let v be a cut vertex of G. By Theorem 1.6 we know that
G is distance-2-complete centered at v. So there are precisely two components of G´ v,
both of which are infinite if G has two ends, and just one of them is infinite in case G has
only one end. Using the structure of distance-2-complete graphs we easily find either a
spanning double ray if G has two ends, or a spanning ray if G has only one end.
For the second case let us assume that G is 3-connected. By Theorem 1.4 we know that
G is 2-leaf-connected. So we can find for any two distinct x, y P V pGq Y ΩpGq a Hamilton
arc of G with x and y as endpoints. In the case that G has precisely two ends, we can find
a Hamilton arc of G with these ends as its endpoints. Since G has no further ends, we
immediately get that this Hamilton arc induces a double ray in G.
So let us focus on the case that G has just one end. We fix some finite minimal vertex
separator S Ď V pGq and some v P S. Let Gi, R,Ri, L be defined as in the proof of
Theorem 1.3 and, without loss of generality, say that L is finite. Furthermore, let ` P N be
sufficiently large such that L and a finite connected subgraph in R containing NpSq XR is
contained in G`´3. Since G``1 is also 3-connected as argued within the proof of Theorem 1.4,
we can find a Hamilton path P in G``1 whose start vertex is some arbitrary x P V pG``1q
and whose endvertex is some y P R``1 that has a neighbour in R``2 in G. Again by making
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use of G being distance-2-complete, we can easily extend P through all the Ri for i ě `` 2
yielding a spanning ray of G that starts at x. This completes the second case.
It remains to prove the statement under the assumption that G is 2-connected, but not
3-connected. Hence, there is a minimal separator tu, vu of G with u and v being distinct.
By Theorem 1.6 we know that G ´ u and G ´ v are distance-2-complete centered at v
and u, respectively. Let R and L be the two components of G´ tu, vu.
Since tu, vu is a minimal vertex separator of G, we know that u has at least one neighbour
in R as well as in L. Furthermore, any two neighbours of u in R (or L) must be adjacent
due to the claw-freeness of G. Hence, any two neighbours of u in R lie in some common
distance class of v within R or in two successive distance classes of v within R. An analogue
statement holds for neighbours in L.
Now suppose u has two distinct neighbours u1 and u2 in L or R, say R. Using that
G´ u is distance-2-complete centered at v, we can find a spanning ray or double ray in
G´ u, depending whether G has only one or two ends, that uses the edge u1u2. Similarly
as before, we incorporate u by replacing the edge u1u2 by the path u1uu2.
So we may also assume that u has precisely one neighbour in each of R and L. Since
G has at least one end, one of L or R must be infinite, say R. Since R is infinite and
G is 2-connected, Npvq X R cannot consist of just one vertex. Hence v has at least two
neighbours in Npvq X R. By changing the roles of u and v we are now done due to our
earlier observation for the case that u has two neighbours in R. 
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