This paper combines causal mediation analysis with double machine learning to control for observed confounders in a data-driven way under a selection-on-observables assumption in a highdimensional setting. We consider the average indirect effect of a binary treatment operating through an intermediate variable (or mediator) on the causal path between the treatment and the outcome, as well as the unmediated direct effect. Estimation is based on efficient score functions, which possess a multiple robustness property w.r.t. misspecifications of the outcome, mediator, and treatment models.
Causal mediation analysis aims at decomposing the causal effect of a treatment on an outcome of interest into an indirect effect operating through a mediator (or intermediate outcome) and a direct effect comprising any causal mechanisms not operating through that mediator. Even if the treatment is random, direct and indirect effects are generally not identified by naively controlling for the mediator without accounting for its likely endogeneity, see Robins and Greenland (1992) .
While much of the earlier literature either neglected endogeneity issues or relied on restrictive linear models, see for instance Cochran (1957) , Judd and Kenny (1981) , and Baron and Kenny (1986) , more recent contributions consider more general identification approaches using the potential outcome framework. Some of the numerous examples are Robins and Greenland (1992) , Pearl (2001) , Robins (2003) , Petersen, Sinisi, and van der Laan (2006) , VanderWeele (2009), Imai, Keele, and Yamamoto (2010) , Hong (2010) , Albert and Nelson (2011) , Imai and Yamamoto (2013) , Tchetgen Tchetgen and Shpitser (2012), Vansteelandt, Bekaert, and Lange (2012) , and Huber (2014) . Using the denomination of Pearl (2001) , the literature distinguishes between natural direct and indirect effects, where mediators are set to their potential values 'naturally' occurring under a specific treatment assignment, and the controlled direct effect, where the mediator is set to a 'prescribed' value.
The vast majority of identification strategies relies on selection-on-observable-type assumptions implying that the treatment and the mediator are conditionally exogenous when controlling for observed covariates. Empirical examples in economics and policy evaluation include Flores and Flores-Lagunes (2009), Heckman, Pinto, and Savelyev (2013) , Keele, Tingley, and Yamamoto (2015) , Conti, Heckman, and Pinto (2016) , Huber (2015) , Huber, Lechner, and Mellace (2017) , Bellani and Bia (2018) , Bijwaard and Jones (2018) , and Huber, Lechner, and Strittmatter (2018) .
Such studies typically rely on the (implicit) assumption that the covariates to be controlled for can be unambiguously preselected by the researcher, for instance based on institutional knowledge or theoretical considerations. This assumes away uncertainty related to model selection w.r.t. covariates to be included and entails incorrect inference under the common practice of choosing and refining the choice of covariates based on their predictive power.
For this reason, this paper combines causal mediation analysis based on efficient score functions, see Tchetgen Tchetgen and Shpitser (2012) , with double machine learning as outlined in Chernozhukov, Chetverikov, Demirer, Duflo, Hansen, Newey, and Robins (2018) for a datadriven control of observed confounders to obtain valid inference under specific regularity conditions. Bluntly speaking, one important condition is that the number of important confounders (that make the selection-on-observables assumptions to hold approximately) is not too large relative to the sample size. However, the set of these important confounders need not be known a priori and the set of potential confounders can be even larger than the sample size. This is particularly useful in high dimensional data with a vast number of covariates that could potentially serve as control variables, which can render researcher-based covariate selection complicated if not infeasible. We demonstrate root-n consistency and asymptotic normality of the proposed effect estimators under specific regularity conditions by verifying that the general framework of Chernozhukov, Chetverikov, Demirer, Duflo, Hansen, Newey, and Robins (2018) for well-behaved double machine learning is satisfied in our context.
Tchetgen Tchetgen and Shpitser (2012) suggest estimating natural direct and indirect effects based on the efficient score functions of the potential outcomes, which requires plug-in estimates for the conditional mean outcome, mediator density, and treatment probability. Analogous to doubly robust estimation of average treatment effects, see Robins, Rotnitzky, and Zhao (1994) and Robins and Rotnitzky (1995) , the resulting estimators are semiparametrically efficient if all models of the plug-in estimates are correctly specified and remain consistent even if one model is misspecified. Our first contribution is to show that the efficient score function of Tchetgen Tchetgen and Shpitser (2012) satisfies the so-called Neyman (1959) orthogonality discussed in Chernozhukov, Chetverikov, Demirer, Duflo, Hansen, Newey, and Robins (2018) , which makes the estimation of direct and indirect effects rather insensitive to estimation errors in the plug-in estimates. Second, we show that by an application of Bayes' Theorem, the score function of Tchetgen Tchetgen and Shpitser (2012) can be transformed in a way that avoids estimation of the conditional mediator density and show it to be Neyman orthogonal. This appears particularly useful when the mediator is a vector of variables and/or continuous. Third, we establish the score function required for estimating the direct controlled effect along with Neyman orthgonality.
Neyman orthgonality is key for the fruitful application of double machine learning, allowing for robustness in the estimation of the nuisance parameters which is crucial when applying modern machine learning methods. Random sample splitting -to estimate the param-eters of the plug-in models in one part of the data, while predicting the score function and estimating the direct and indirect effects in the other part -avoids overfitting the plug-in models (e.g. by controlling for too many covariates). It increases the variance by only using part of the data for effect estimation. This is avoided by cross-fitting which consists of swapping the roles of the data parts for estimating the plug-in models and the treatment effects to ultimately average over the effects estimates in either part. When combining efficient score-based effect estimation with sample splitting, n −1/2 -convergence of treatment effect estimation can be obtained under a substantially slower convergence of n −1/4 for the plug-in estimates, see Chernozhukov, Chetverikov, Demirer, Duflo, Hansen, Newey, and Robins (2018) .
Under specific regularity conditions, this convergence rate is attained by many machine learning algorithms like lasso regression, see Tibshirani (1996) .
We investigate the estimators' finite sample behavior based on the score function of Tchetgen Tchetgen and S (2012) and the alternative score suggested in this paper when using post-lasso regression as machine learner for the plug-in estimates. Furthermore, we apply our method to data from the National Longitudinal Survey of Youth 1997 (NLSY97), where a large set of potential control variables is available. We disentangle the short run effect of health insurance coverage on general health into an indirect effect which operates via the incidence of a routine checkup in the last year and a direct effect covering any other causal mechanisms. While we find a moderate health-improving direct effect, the indirect effect is very close to zero and never statistically insignificant. We therefore do not find evidence that health insurance coverage affects general health through routine checkups in the short run. This paper proceeds as follows. Section 2 introduces the concepts of direct and indirect effect identification in the potential outcome framework. In Section 3, we present the identifying assumptions and discuss identification based on efficient score functions. Section 4 proposes an estimation procedure based on double machine learning and shows root-n consistency and asymptotic normality under specific conditions. Section 5 provides a simulation study. Section 6 presents an empirical application to data from the NLSY97. Section 7 concludes.
We aim at decomposing the average treatment effect (ATE) of a binary treatment, denoted by D, on an outcome of interest, Y , into an indirect effect operating through a discrete mediator, M , and a direct effect that comprises any causal mechanisms other than through M . We use the potential outcome framework, see for instance Rubin (1974) , to define the direct and indirect effects of interest, see also Ten Have, Joffe, Lynch, Brown, Maisto, and Beck (2007) We denote the ATE by ∆ = E[Y (1, M (1)) − Y (0, M (0))], which comprises both direct and indirect effects. To decompose the latter, note that the average direct effect, denoted by θ(d), equals the difference in mean potential outcomes when switching the treatment while keeping the potential mediator fixed, which blocks the causal mechanism via M :
(1)
The (average) indirect effect, δ(d), equals the difference in mean potential outcomes when switching the potential mediator values while keeping the treatment fixed to block the direct effect.
Robins and Greenland (1992) and Robins (2003) referred to these parameters as pure/total direct and indirect effects, Flores and Flores-Lagunes (2009) as net and mechanism average treatment effects, and Pearl (2001) as natural direct and indirect effects, which is the denomination used in the remainder of this paper.
The ATE is the sum of the natural direct and indirect effects defined upon opposite treatment states d, which can be easily seen from adding and subtracting the counterfactual outcomes
The distinction between θ(1) and θ(0) as well as δ (1) The so-called controlled direct effect, denoted by γ(m), is a further parameter that received much attention in the mediation literature. It corresponds to the difference in mean potential outcomes when switching the treatment and fixing the mediator at some value m:
for m in the support of M.
In contrast to θ(d), which is conditional on the potential mediator value 'naturally' realized for treatment d which may differ across subjects, γ(m) is conditional on enforcing the same mediator state in the entire population. The two parameters are only equivalent in the absence of an interaction between D and M . Whether the natural or controlled direct effect is more relevant depends on the feasibility and desirability to intervene on or prescribe the mediator, see Pearl (2001) for a discussion of the 'descriptive' and 'prescriptive' natures of natural and controlled effects. There is no indirect effect parameter matching the controlled direct effect, implying that the difference between the total effect and the controlled direct effect does in general not correspond to the indirect effect, unless there is no interaction between D and M , see e.g. Kaufman, MacLehose, and Kaufman (2004) .
Assumptions and identification
Our identification strategy is based on the assumption that confounding of the treatmentoutcome, treatment-mediator, and mediator-outcome relations can be controlled for by con-ditioning on observed covariates, denoted by X. The latter must not contain variables that are influenced by the treatment, such that X is typically evaluated prior to treatment assignment. Formally, the first assumption invokes conditional independence of the treatment and potential mediators or outcomes given X. This restriction has been referred to conditional independence, selection on observables, or exogeneity in the treatment evaluation literature, see e.g. Imbens (2004) . This rules out confounders jointly affecting the treatment on the one hand and the mediator and/or the outcome on the other hand conditional on X. In non-experimental data, the plausibility of this assumption critically hinges on the richness of X.
Assumption 1 (conditional independence of the treatment):
where '⊥' denotes statistical independence. The second assumption requires the mediator to be conditionally independent of the potential outcomes given the treatment and the covariates.
Assumption 2 (conditional independence of the mediator):
, 1} and m, x in the support of M, X.
Assumption 2 rules out confounders jointly affecting the mediator and the outcome conditional on D and X. If X is pre-treatment (as is common to avoid controlling for variables potentially affected by the treatment), this implies the absence of post-treatment confounders of the mediator-outcome relation. Such a restriction needs to be rigorously scrutinized and appears for instance less plausible if the time window between the measurement of the treatment and the mediator is large in a world of time-varying variables.
The third assumption imposes common support on the conditional treatment probability across treatment states.
Assumption 3 (common support):
Assumption 3 restricts the conditional probability to be or not be treated given M, X, henceforth referred to as propensity score, to be larger than zero. It implies the weaker condition that Pr(D = d|X = x) > 0 such that the the treatment must not be deterministic in X, otherwise no comparable units in terms of X are available across treatment states. By Bayes' theorem, 
where f (M |D, X) denotes the conditional density of M given D and X (if M is discrete, this is a conditional probability and integrals need to be replaced by sums), p d (X) = P r(D = d|X) the probability of treatment D = d given X, and µ(D, M, X) = E(Y |D, M, X) the conditional expectation of outcome Y given D, M , and X.
To derive an alternative expression for identification, note that by Bayes' Law,
Therefore, an alternative representation of (5) is
This representation avoids conditional mediator densities which appears attractive if M is continuous and/or multidimensional. On the other hand, it requires estimation of an additional
Assumption 1) has been established in the literature on doubly robust ATE estimation, see for instance Robins, Rotnitzky, and Zhao (1994) and Hahn (1998) :
given D and X.
Assume that M is discrete. As Assumptions 1 and 2 imply Y (d, m)⊥{D, M }|X = x, doubly robust identification of the potential outcome E[Y (d, m)], which is required for the controlled direct effect, follows from replacing I{D = d} and p d (X) in (7) by
4 Estimation of the counterfactual with K-fold Cross-Fitting
We subsequently propose an estimation strategy for the counterfactual
, 0} and show its root-n consistency under specific regularity conditions. The strategy will rely on the above mentioned score function from Tchetgen Tchetgen and Shpitser (2012): 
denotes the true counterfactual.
We suggest estimating the Ψ d0 using the following algorithm that combines orthogonal score estimation and sample splitting. Further below we will outline the conditions under which this estimation strategy leads to root-n consistent estimates for the counterfactual.
] based on equation (5) 1. Split W in K subsamples. For each subsample k, let n k denote its size, W k the set of observations in the sample and W C k the complement set of all observations not in k.
2. For each k, use W C k to estimate the model parameters of p d (X), f (M |D, X), and µ(D, M, X)
in order to predict these models on W k , where the predictions are denoted byp d k (X),
3. For each k, obtain an estimate of the efficient score function (see ψ d in (5)) for each
4. Average the estimated scoresψ k d,i over all observations across all K subsamples to ob-
Algorithm 1 can be adapted to estimate the counterfactuals required for the controlled direct effect, see (8). To this end, denote by Ψ dm0 = E[Y (d, m) ] the true counterfactual of interest and define the score function
can then be estimated by replacing ψ d and Ψ d by ψ dm and Ψ dm0 , respectively, everywhere in Algorithm 1.
In order to achieve root-n consistency for counterfactual estimation, we make the following assumption on the prediction qualities of the machine learners for our plug-in estimates of the nuisance parameters .
Assumption 4 (quality of plug-in parameter estimates):
Given a random subset k, the plug-in estimatorsη k estimated in this subset belong to the shrinking neighborhoods of the true parameters η 0 , denoted by
For demonstrating root-n consistency of the proposed estimation strategy for the counterfactual, we heavily draw from Chernozhukov, Chetverikov, Demirer, Duflo, Hansen, Newey, and Robins (2018) . We show that our estimation strategy satisfies the requirements for their Double Ma-chine Learning framework by first verifying linearity and Neyman orthogonality of the score (see Appendix A). Then, as e.g. ψ d (W, η, Ψ d0 ) is smooth in (η, Ψ d0 ), the plug-in estimators must converge with rate n −1/4 in order to achieve n −1/2 -convergence for the estimation ofΨ d . This convergence rate of n −1/4 is achievable for many commonly used machine learners such as lasso, random forest, boosting and neural net estimation. The rates for L 2 -boosting were, for instance, derived in Luo and Spindler (2016) .
Theorem 1
Under Assumptions 1-4, it holds for estimating
For the proofs of score linearity an Neyman orthogonality, see Appendices A and B.
Analogous results follow for the estimation of the counterfactual Λ = E[Y (d, M (d))] when replacingψ d in the algorithm above by an estimate of score function α d in (7),
whereμ k (d, x) is an estimate of µ (d, x) . This approach has been discussed in literature on ATE estimation based on double machine learning, see for instance Belloni, Chernozhukov, Fernández-Val, and Hanse (2017) and Chernozhukov, Chetverikov, Demirer, Duflo, Hansen, Newey, and Robins (2018) . Denoting byΛ the estimate of Λ, it follows under Assumptions 1-4 that
. Therefore, root-n-consistent estimates of the total as well as the direct and indirect effects are obtained as difference of the estimated potential outcomes, which we denote by∆,θ(d), andδ(d).That is,
Naturally, the asymptotic variance of any effect is obtained based on the variance of the difference in the score functions of the potential outcomes required for the respective effect. For instance, the asymptotic variance ofθ(1) is given by V ar(θ(1)) = V ar(α 1 − ψ 0 )/n = (σ α 1 + σ ψ 0 − 2Cov(α 1 , ψ 0 ))/n.
We subsequently discuss estimation based on the score function ψ * d in expression (6). We note that in this case, one needs to estimate a nested nuisance parameter E µ(d, M, X) (1 − p d (M, X)) X . To avoid overfitting, the models for µ(d, M, X), 1−p d (M, X), and E µ(d, M, X) (1− p d (M, X)) X are therefore estimated in different subsamples.
Algorithm for estimating E [Y (d, M (1 − d) )] based on equation (6) 1. Split W in K subsamples. For each subsample k, let n k denote its size, W k the set of observations in the sample and W C k the complement set of all observations not in k. 3. For each k, obtain an estimate of the efficient score function (see ψ * d in (6)) for each
For
4. Average the estimated scoresψ * k d,i over all observations across all K subsamples to ob-
Also this approach can be shown to be root-n-consistent under our assumptions.
Theorem 2
Under Assumptions 1-4, it holds for estimating E [Y (d, M (1 − d) )] based on Algorithm 2:
For the proofs of score linearity an Neyman orthogonality, see Appendix C.
This section provides a simulation study to investigate the finite sample behaviour of the proposed methods based on the following data generating process:
X ∼ N (0, Σ), U, V, W ∼ N (0, 1) independently of each other and X.
Outcome Y is a function of the observed variables D, M, X, including an interaction between the mediator and the treatment, and an unobserved term U . The binary mediator M is a function of D, X and the unobservable V , while the binary treatment D is determined by X and the unobservable W . X is a vector of covariates of dimension p, which is drawn from a multivariate normal distribution with zero mean and covariance matrix Σ. The latter is defined based on setting the covariance of the ith and jth covariate in X to Σ ij = 0.5 |i−j| . 2 Coefficients β gauge the impact of X on Y , M , and D, respectively, and thus, the strength of confounding.
U, V, W are random and standard normally distributed scalar unobservables. We consider two sample sizes of n = 1000, 4000 and run 1000 simulations per data generating process.
We investigate the performance of effect estimation based on (i) Theorem 1 using the identification result in expression (5) derived by Tchetgen Tchetgen and Shpitser (2012) as well as (ii) Theorem 2 using the modified score function in expression (6) which avoids conditional mediator densities. The nuisance parameters are estimated by post-lasso regression based on the 'hdm' package by Spindler, Chernozhukov, and Hansen (2016) for the statistical software 'R' with its default options, using logit specifications for p d (X), p d (M, X), and f (M |D, X) and linear specifications for µ(D, M, X) and E µ(d, M, X) · (1 − p d (M, X)) X . The estimation of direct and indirect effects is based on 4-fold cross-fitting. For all methods investigated, we drop observations whose (products of) estimated conditional probabilities in the denominator of any potential outcome expression are close to zero, namely smaller than a trimming threshold of 0.05 (or 5%).
In our first simulation design, we set p = 200 and the ith element in the coefficient vector β to 0.3/i 2 for i = 1, ..., p, meaning a quadratic decay of covariate importance in terms of confounding. This specification implies that the R 2 of X when predicting Y amounts to 0.22 in large samples, while the Nagelkerke (1991) pseudo-R 2 of X when predicting D and M by probit models amounts to 0.10 and 0.13, respectively. The left panel of Table 1 reports the results for either sample size. For n = 1000, double machine learning based Theorem 1 generally exhibits a lower absolute bias ('abias') and also a slightly smaller standard deviation ('sd') than based on Theorem 2. The behavior of both estimation approaches improve when increasing sample size to n = 4000, as the bias and standard deviation go down. Under the larger sample size, differences in terms of root mean squared error ('rmse') between estimation based on Theorems 1 and 2 are relatively small. By and large, the results suggest that the estimators converge to the true effects at root-n rate.
In our second simulation, confounding is increased by setting β to 0.5/i 2 for i = 1, ..., p. This specification implies that the R 2 of X when predicting Y amounts to 0.42, while the Nagelkerke (1991) pseudo-R 2 of X when predicting D and M amounts to 0.23 and 0.28, respectively. The results are displayed in the right panel of Table 1 . The increase of confounding entails a nonnegligible increase in the standard deviation of estimation based of Theorem 2, while estimation based on Theorem 1 is hardly affected. Therefore, the latter method dominates in terms of a lower mean squared error under either sample size. However, both estimators convergence to the true effects as the sample size increases, and differences of root mean squared errors across methods become smaller. Appendix D reports the simulation results (namely the absolute bias, standard deviation, and root mean squared error) for the standard errors obtained by an asymptotic approximation based on the estimated variance of the score functions. The results suggest that the asymptotic standard errors decently estimate the actual standard deviation of the point estimators.
Application
In this section, we apply our method to data from the National Longitudinal Survey of Youth 1997 (NLSY97), a survey following a U.S. nationally representative sample of 8,984 individuals born in the years 1980-84. Since 1997, the participants have been interviewed on a wide range of demographic, socioeconomic, and health-related topics in a one-to two-year circle. We investigate the causal effect of health insurance coverage (D) on general health (Y ) and decompose it into an indirect pathway via the incidence of a regular medical checkup (M ) and a direct effect entailing any other causal mechanisms. Whether or not an individual undergoes routine checkups appears to be an interesting mediator, as it is likely to be affected by health insurance coverage and may itself have an impact on the individual's health, because checkups can help identifying medical conditions before they get serious to prevent them from affecting a person's general health state.
The effect of health insurance coverage on self-reported health has been investigated in different countries with no compulsory medical insurance and no publicly provided universal health coverage, see for example Simon, Soni, and Cawley (2017) (2007) use self-employment and commission pay as instruments for insurance coverage and also find a more frequent use of some types of preventive care by individuals with health insurance coverage.
While the bulk of studies investigating checkups focus on one particular type of screening (rather than general health checkups), see Maciosek, Coffield, Flottemesch, Edwards, and Solberg (2010) for a literature review, several experimental contributions also assess general health checkups. For instance, Rasmussen, Thomsen, Kilsmark, Hvenegaard, Engberg, Lauritzen, and Sogaard a set of health screenings, including advice on healthy living and find a significant positive effect on life expectation. In a study on Japan's elderly population, Nakanishi, Tatara, and Fujiwara (1996) find a significantly negative correlation between the rate of attendance at health checkups and hospital admission rates. Despite the effects of health insurance coverage and routine checkups being extensively covered in the public health literature, the indirect effect of insurance on general health operating via routine checkups as mediator has to the best of our best
knowledge not yet been investigated. A further distinction to most previous studies is that we consider comparably young individuals with an average age below 30. For this population, the relative importance of different health screenings might differ from that for other age groups.
We also point out that our application focusses on short term health effects.
We After excluding all observations with either mediator or treatment status missing, we remain with 7,061 observations. Table 2 presents some descriptive statistics for a selection of control variables. It shows that the group of individuals with and without health insurance coverage differ substantially. There are significant differences with respect to most of the control variables listed in the table. Females are significantly more likely to have health insurance coverage.
Education and household income also show a significant positive correlation with health insurance coverage while the number of household members for example is negatively correlated with insurance coverage. Regarding the mediator, we find a similar pattern as for the treatment.
With respect to many of the considered variables, the group of individuals who went for medical checkup differs substantially from those who did not. Further, we see that the correlation between many control variables and the treatment appear to have the same sign as that with the mediator.
In order to assess the direct and indirect effect of health insurance coverage on general health, we consider estimation based on Theorem 1 and expression (5) derived by Tchetgen Tchetgen and Shpitser (2012) . We estimate the nuisance parameters and treatment effects in the same way as outlined in Section 5 (i.e. post-lasso regression for modeling the nuisance parameters and 4-fold cross fitting for effect estimation). The trimming threshold for discarding observations with too extreme propensity scores is set to 0.02 (2%), leading to 814 observations being dropped. Table 3 provides the estimated effects along with the standard error ('se') and p-value ('p-val') and also provides the estimated mean potential outcome under non-treatment for comparison 
Conclusion
In this paper, we combined causal mediation analysis with double machine learning under selection-on-observables assumptions which avoids adhoc pre-selection of control variables. Thus, this approach appears particularly fruitful in high-dimensional data with many potential control variables. We proposed estimators for natural direct and indirect effects as well as the controlled direct effect exploiting efficient score functions, sample splitting, and machine learningbased plug-in estimates for conditional outcome means, mediator densities, and/or treatment propensity scores. We demonstrated the root-n consistency and asymptotic normality of the effect estimators under specific regularity conditions. Furthermore, we investigated the finite sample behavior of the proposed estimators in a simulation study and found the performance to be decent in samples with several thousand observations. Finally, we applied our method to data from the U.S. National Longitudinal Survey of Youth 1997 and found a moderate short term effect of health insurance coverage on general health, which was, however, not mediated by routine checkups. = p d0 (M,X)·(1−p d0 (M,X)) p d0 (M,X)·(1−p d0 (X)) = 1−p d0 (M,X) 1−p d0 (X) . Thus, it follows that:
proving that the score function is orthogonal.
B Score linearity & Neyman orthogonality for the score in (8)
The score for the controlled direct effect is given by:
E ψ d (W, η, Ψ dm0 ) = E I{D = d} · I{M = m} · [Y − µ(d, m, X)] f (m|d, X) · p d (m, X) + µ(d, m, X) − Ψ dm0 D Simulation results for standard errors Coefficients given by 0.3/i 2 for i = 1, ..., p Coefficients given by 0.5/i 2 for i = 1, ..., p abias sd rmse abias sd rmse true abias sd rmse abias sd rmse true n=1000 n=4000 n=1000 n=4000
Double machine learning based on Theorem 1 se(∆) 0.00 0.00 0.01 0.00 0.00 0.00 0.04 0.00 0.01 0.01 0.00 0.00 0.00 0.04 se(θ(1)) 0.02 0.01 0.02 0.01 0.00 0.01 0.04 0.02 0.01 0.02 0.00 0.00 0.01 0.04 se(θ(0)) 0.01 0.00 0.01 0.01 0.00 0.01 0.04 0.01 0.01 0.01 0.01 0.00 0.01 0.04 se(δ(1)) 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.00 0.01 0.01 0.00 0.00 0.00 0.03 se(δ(0)) 0.00 0.01 0.01 0.00 0.00 0.00 0.02 0.00 0.01 0.01 0.00 0.00 0.00 0.02
Double machine learning based on Theorem 2 se(∆) 0.00 0.00 0.01 0.00 0.00 0.00 0.04 0.00 0.01 0.01 0.00 0.00 0.00 0.04 se(θ(1)) 0.01 0.02 0.02 0.00 0.00 0.00 0.04 0.00 0.04 0.04 0.00 0.01 0.01 0.07 se(θ(0)) 0.00 0.02 0.02 0.00 0.00 0.00 0.04 0.01 0.05 0.05 0.00 0.01 0.01 0.07 se(δ(1)) 0.01 0.02 0.03 0.00 0.00 0.00 0.03 0.01 0.05 0.06 0.00 0.01 0.01 0.07 se(δ(0)) 0.00 0.02 0.02 0.00 0.00 0.00 0.03 0.01 0.04 0.05 0.00 0.01 0.01 0.06
Note: 'abias', 'sd', and 'rmse' denote the absolute bias, standard deviation and root mean squared error of the respective standard error ('se'). 'true' provides the true standard deviation.
