Large statistical scatter and effective pressure boundary conditions are two critical problems in the computation of microchannel ows with the direct simulation Monte Carlo (DSMC) method. To address these issues, an extension of the DSMC-IP (information preservation) coupled method is developed from the one-dimensionalcase to the twodimensional case for microchannel ow. Simulation results in a microchannel ow from DSMC, IP, and numerical and analytical solutions to the Navier-Stokes equations are compared. The DSMC-IP coupled method successfully reduces the large statistical scatter usually obtained with DSMC in such low-speed ow systems. It also provides a suitable implementation of pressure boundary conditions.
Introduction

M
ICROCHANNELS are an important componentof many microelectrical mechanical systems (MEMS). 1 Successful numerical simulation of the ow eld inside these devices is required to understand small scale ow phenomena. Adopting a standard computational uid dynamics (CFD) technique is not appropriate because CFD is based on the continuum assumption, which is only good for the continuum regime (Kn < 0.001), and acceptable for the temperature jump and velocity slip region (0.001 < Kn < 0.1) if a slip wall condition is adopted instead of nonslip boundary conditions. However, for microchannel ows under experimental conditions, 1 ¡ 4 the ows are sometimes in the transition regime (0.1 < Kn < 10). Here, rare ed effects are signi cant, and CFD methods are not reliable. The direct simulation Monte Carlo method (DSMC) 5 is accurate for all ow regimes because it is based on kinetic theory and does not rely on the continuum assumption. Many researchers have already performed much work on simulation of microchannel ow with the DSMC method.
6 ¡ 10 However, there are still many dif culties, and in some researchers' belief 8 it is impossible to use DSMC to simulate microchannel ows under experimental conditions. Indeed, there are many experimental results, but no corresponding DSMC simulations are reported yet. To statistically simulate the ow under experimental conditions, we must overcome two particular dif culties: statistical scatter and proper implementation of pressure boundary conditions. In this study we will discuss these dif culties in detail. A new technique, the DSMC-IP (information presentation) coupled method, is presented to address these problems. Two cases are computed in the present study: a simpli ed test case and a case under experimental conditions. Pong et al., 2 the inlet velocity is about 20 cm/s. If we suppose the velocity obeys a Maxwellian distribution,then at room temperature for nitrogen, the standard deviation is r = p (2RT ) = 422 m/s. If we suppose the sampling processes are totally independent from step to step, then the statistical scatter in the nal DSMC result will be r 0 = r / p N , where N is the sample size, which is proportional to the number of sampling time steps. If we consider the ratio of noise to signal r 0 / S = 1 3 is enough for the signal to be clear from the DSMC simulation result, then we need a sampling size of N = (3r / S) 2 = 4.0 £ 10 7 . If we use 1000 particlesin each cell, then we need 40,000 time steps to get a reasonable value of the mean velocity. In the DSMC technique we have to adopt a grid with very small cells, which results in a large number of cells, so it is almost too expensive to use DSMC for real microchannel ows. This is one of the main reasons why the usual approach is to solve the NavierStokes equations with slip boundary conditions rather than use the DSMC method, even though the Navier-Stokes equations are less physically accurate under rare ed conditions.Previous DSMC simulations of microchannel ows concentratedon channels with small geometry (usually with a length of several mean free paths 6, 7 ) or large stream velocities. 8, 9 Unfortunately, these are not the real ow conditionsin the experiments.Simulation of microchannel ow with the standard DSMC method requires a tremendous amount of computational power unless we can successfully reduce the statistical scatter.
Inlet and Outlet Pressure Boundary Conditions
For supersonic ow the boundary conditions are straightforward for the DSMC method. Particles are simply removed when they cross inlet or outlet boundaries,and a certain number of particlesare injected into the cells at inlet and outlet according to a Maxwellian distribution,provided the velocity, temperature,and number density at these locations are known. However, for microchannels the ow is low subsonic. Also, because the domain is too small to allow measurement by common diagnostics, experiments cannot provide the velocity data at the channel inlet and outlet. Instead, only the total ux rate and pressures can be measured. In this case adopting a pressure boundaryconditionthat does not require informationabout the velocity magnitude is required for the DSMC method. Several types of DSMC pressure boundary condition implementationshave been proposed. 6, 7 We review their implementation and then discuss why those methods do not work.
Iterative Flux Method
The following method based on a Maxwellian distribution was proposed by Ikegawa and Koboyashi. 6 For the ow of mean velocity ( §U, 0, 0), the probability density function f in (C ) of velocity 368 C(u, v, w) for molecules entering the ow eld from an upstream or downstream boundary (across a surface normal to the ow) is
where
the plus or minus sign is for the upstream(u + U > 0) or downstream (u ¡ U ) < 0 case, respectively.C m is the p (2RT ) the most probable molecular speed; R is the speci c gas constant; T is the temperature of gas in the upstream or downstream; and erf is the error function.
The number of entering molecules across an area A from the upstream or downstream boundaries is given by the following equation:
where n is the number density in the upstream or downstream ( =P / kT ), P is the pressure in the upstream or downstream, and k is the Boltzmann constant. In Ref. 6 , the proposal is made to estimate the mean ow velocities U (t ) at the boundariesbased on the ux of molecules owing in N
one time step from the upstream or downstream boundaries:
In this equation the product of the left-hand side and the denominator of the right-hand side, that is, (U nd t A), should be regarded as the ux of molecules passing through the boundaries. Because (nd t A) is a small number and (N in ¡ N out ) is also a small number, there can be large numerical scatter in the values of U (t ).
Characteristic Line Method
A microchannel ow simulation with pressure boundary condition was made by Nance et al. 7 At the inlet a method very similar to that of Ref. 6 was adopted. At the outlet properties are controlled by the characteristic line method as follows:
where subscripte representsan exit quantity,m representsan instantaneous computationalresult, e.g., P e represents the given pressure, P m is the computed pressure, (q e ) m represents the density after correction, and a m is the sonic speed.
Discussion
The essence of these methods is iteration.They require evaluation of velocity U or pressure P m in a given cell every one or several time steps. Because of the statistical scatter in the DSMC values of velocity and number density, as just mentioned, these methods are too expensive and impractical to adopt in the DSMC method for very slow cases.
In practice, when a ow becomes steady, the velocity obtained by iteration methods consists of two parts:
where U 0 (x, y, t) represents the velocity obtained by an iteration method at each time step in different inlet or outlet cells; U (x, y) represents the real physical velocity at that location after the ow becomes steady; andũ(x, y, t ) is the difference between these two values. We wantũ(x, y, t ) to be as small as possible, or at least, to share the same order as U (x, y); otherwise there will be variation in the inlet or outlet boundary conditions. Because the ow eld is subsonic, this problematic boundary condition implementation will affect the whole ow eld.
To improve the implementation of pressure boundary conditions, scatter in the evaluation of mean velocities or pressure must be effectively suppressed.Common remedies are to average over several time steps or to average over several neighboringcells. These methods work to some degree in some cases but fail for extremely slow ow cases. Experience shows that in the implementation of Ref. 7 , u(x, y, t ) is much larger than U (x, y) even when we use a large number of particles in the inlet or outlet boundary cells. The preceding methods are therefore expensive and impractical. Some new implementation of a pressure boundary condition is required before we can successfully make DSMC simulations of microchannel ow under experimental conditions.
IP Method Background
The IP method, rst proposed by Fan and Shen, 11 was used to overcome the problem of statistical scatter in low-speed, constant density ow systems. It achieved great success for several onedimensional cases as shown in Ref. 11 , including Couette ow, Poiseuille ow, and the Rayleigh problem. The main idea is based on the following consideration. In the sampled results produced by the traditional DSMC method, there is the physical component, which we want to isolate, and a statistical scatter component, which we try to suppress.In the IP method efforts are made to preserveand update the physical signal using a macroscopic point of view. For two-dimensional problems such as microchannel ow, the number density changes signi cantly at different locations. The original IP model of Ref. 11 is too simple for this kind of ow. In the present study we develop a more universal preservation method. The key basic points of the IP method are summarized as follows.
1) Particles used in the simulation have two roles: one is microscopic, representing single molecules, and one is macroscopic, representing a group of molecules. Because each particle in a DSMC computation usually represents a much larger number of real molecules, this supposition is physically reasonable.
2) Each particle in the simulation contains the usual, microscopic DSMC information:a position vector, a velocity vector, and internal energy. In addition, each particle possesses preserved, macroscopic information for the IP method, which, in the implementation described, here consists only of a preserved velocity vector. The IP method also associates preserved information with the computational cells: number density and velocity vector. Macroscopic conservation laws will be applied to the macroscopic IP information.
3) The DSMC solution develops as usual, such that the IP steps do not interfere with the DSMC results. This maintains the validity of the DSMC method. IP uses DSMC as a carrier, e.g., during every collisionor wall re ectionIP does not have any effect on DSMC, and particles redistribute their microscopic translational velocities and internalenergiesas usual.At the same time, however,IP redistributes the preserved information by different rules.
In the DSMC method collision is the only way for particles to change their velocity if there is no force eld (e.g., gravity). In the IP method collisions can change the particle's velocity, but it is not the only way. In IP the cell is considered as a black box from a macroscopic point of view. Attention is paid to the total mass of particles in the cell and the net pressure force acting on this cell, from which we can compute the acceleration by
where F net is the net pressure force acting on this cell, m is the total particle mass in this cell, and a is the acceleration. All particles in this cell are assumed to share this acceleration. This approach disregards the speci c particles in the cell unlike DSMC. The use of Eq. (10) appears to omit the effects of convection and shear stress. These are included implicitly by the motions and collisions of the particles. Figure 1 shows the ways velocities are updated in these methods, where the subscripts e, w , s, n represent east, west, south, and north, respectively. In every time step we use the acceleration to change the preserved velocity of each particle.
In the paper by Fan and Shen, 11 only one-dimensional ow was considered, and so it was simply supposed that the ow is unidirectionalwith a given constant acceleration.For microchannel ow, which is two dimensional, to compute the acceleration is one of the main dif culties. We must calculatethe acceleration,which requires knowledge of the pressure on all sides of each cell. In DSMC the scalar pressure is obtained from the thermal velocities:
This equation does not work effectively for microchannel ows because of the scatter associated with the extremely low velocity and number density. Even supposing the ow is isothermal, we cannot use the preceding formula because the number density has signi cant statistical scatter. However, if we can further preserve the number density n in each cell, then by using the ideal gas law (P = nm RT ) we can easily compute the pressure in each cell at each time step. The preserved number density for each cell will keep on changingfrom an initial ow eld until the ow eld becomessteady.
Considerthe developmentfrom the originalone-dimensionalcase to a two-dimensional implementation. In microchannel ow there is not much change in velocity from the inlet to the outlet, and so the translational temperature change can be neglected. For example, in the experiment of Ref. 2 the inlet velocity is about 20 cm/s. With a ratio of 2.5 between inlet and outlet pressures, the outlet velocity should be about 50 cm/s to maintain mass conservation. If we consider enthalpy is conserved for simplicity, then there will be a temperature difference between the inlet and the outlet
So the isothermal assumption holds very well under low-speed conditions. We will see that this assumption is critical for the present DSMC-IP implementation.
In the present DSMC structure there are two main elements: particles and cells. In the original implementation of the IP method, three macroscopic velocity components are preserved for each particle. Therefore,there are 11 quantitiesassociatedwith each particle,
The rst eight quantitiesare for DSMC, representing position, velocity, internal energy; the last three are for IP to store the macroscopic velocity. In this study we continue with this implementation. One great improvement from the original one-dimensional IP method by Fan and Shen 11 to the present two-dimensional IP version is that information preservation is further extended to the cell level. Thus in every cell, number density n, macroscopic translationalvelocities U , V , W , and acceleration a are preserved. The reasons for introducingthese quantities are for conveniencein the sampling and in the net force computation in the IP method.
Main Steps
We couple the DSMC and IP methods together using the DSMC method as a carrier for the IP method. First let us review the main steps in the DSMC method: 1) The time interval [0, t ], over which the solution is sought, is divided into subintervals with step d t. This step is smaller than the mean collision time.
2) The space domain is divided into cells with sides d x, d y, which should be smaller than the local mean free path.
3) The gas moleculesare simulated in the channelusing a stochastic system of N points having position x i (t), y i (t), and velocities U I (t ). 4) At any given time there are N m molecules in the mth cell. The basic DSMC algorithm then consists of ve stages.
Stage 1: If sampling is needed, update cell-averaged properties to obtain statistical quantities; otherwise skip this stage.
Stage 2: Select particles to make pairs for collision. Stage 3: Binary collisions in each cell are calculated without moving the particles: translational and internal energy may be redistributed.
Stage 4: New particles are injected into the domain at boundaries.
Stage 5:
The particlesare moved, and special action is taken when they hit boundaries.
Stages 1-5 are repeated until run time is over. In our implementation of a DSMC-IP coupled method, a very similar organization is adopted. The core part (d) is illustrated in Fig. 2 , in which a new step is added, represented by a dashed box, which is needed for the IP method. We will describe the implementation of the DSMC-IP method using Fig. 2. 1) In Sample Properties DSMC collects sample information from particles as usual. At the same time IP collects sample information from the preserved information. For example, preserved velocities for a given cell are obtained by averaging the preservedvelocitiesof the particlesinside this cell; preservedpressure is computed directly from the preserved number density. Suppose there are N particlesin the i th cell, then for DSMC the instantaneous velocity for this cell is obtained by averaging the instantaneous microscopic (DSMC) velocities:
At the same time the preserved velocity for the i th cell is derived by averaging the preserved macroscopic (IP) velocities:
The preserved pressure for the cell is directly derived from the preserved number density along with the isothermal assumption:
2) In Make Pairs (Fig. 2) rst we evaluate the local mean free path from the preserved number density in this cell, then divide the cell into subcells with each side no longer than the mean free path. Particles in each subcell are arranged in pairs.
3) In the Collision part DSMC proceeds as usual. For IP when two particles collide, there is no internal energy redistribution, and their preserved translational velocities are divided equally. This is a simple implementation based on the following supposition: when two groups of particles meet, they merge and develop together. This aspect requires further study in the future.
4) For inlet and outlet pressure Boundary Conditions, we adopt the implementation in Ref. 6 , i.e., Eqs. (1-3) are used. In our implementation the mean velocity is not obtainedby iteration.Instead, the preserved velocity in the cells next to the boundaries are employed. For IP the preserved velocities change according to the surrounding pressure environment. If the pressure is not in balance, then the velocity keeps changing until the pressure is in balance. Particles injected into the cell have the preserved velocities of the cell. This results in a converging inlet or outlet boundary condition.
5) In the Move part when particlescross an inlet or outlet surface, they are removed. The acceleration is only applied to the preserved velocities of the particles and not to the DSMC velocities. The preserved velocity is changed in each time step by an amount
To maintain stability, a relaxation is usually adopted for the acceleration:
where subscript i represents the i th time step. In this study a relaxation factor of x = 0.5 is adopted. Initially, the time step d t for the IP method is a little smaller than mean collision time to maintain stability. When the ow is steady, the time step can be increased. When a particle hits a wall, the preserved velocities are set to zero. This is the IP implementation of diffuse re ection.
6) The additional stage, Preserved Information Update, is a critical component for the IP method.
In this part, rst the pressure in all cells is computed directly from the preserved number density. Figure 3 shows the neighboring quantities' relation to the center cell's information. If there are neighboring cells on both sides of a cell edge, the pressure acting on this edge is obtained by averaging the pressures on both sides of the edge. For example, in Fig. 3 the pressure acting on side ab is If this is not the case, then the edge must be a special boundary, and we must specify the pressure outside the corresponding side. If the special boundary is a wall or symmetry line, then the pressure on this cell side is the same as the pressure in the cell; if the cell sides are inlet or outlet boundaries,then the pressure is the given pressure at the inlet or outlet to satisfy the pressure boundary condition.
In the second step the net force acting on the cell is computed by summing the product of the pressure along the cell side and the cell side's length, over all cell sides. Then by computing the preserved mass in the cell, the accelerationa is obtained in preparation for the movement in the next time step.
In the third step the preservednumber density is updated for every cell in the computation domain at every time step according to mass conservation:
written in nite volume form:
where n represents number density, d v is the volume of this control volume, and e n represents the unit normal vector. The integral is made along cell sides. Subscript 0 represents quantities in a given cell, and subscript i represents the quantities in a neighboring cell. A structured rectangular cell system is adopted. So, when the righthand-side term is computed, the number density can be updated by the quantity d n.
In the fourth step the preserved velocities in the cell are updated by directly averaging the particles' preserved velocities contained in this cell. Temperature is assumed to be xed and is not updated.
There is a signi cant difference in our implementation of pressure boundary conditions in comparison to the former DSMC studies presented in Refs. 6 and 7. Pressure is directly used instead of ux iteration. From the very beginning the desired pressure acting on the boundary is set and never will be changed. We use the preserved velocityinsteadof the instantaneousvelocityfrom the DSMC method in Eq. (1). We will see that the preserved velocity provides much cleaner results than those obtained from the DSMC method. We avoid adopting Eq. (4), which will result in large numerical or physical uctuations.
Analysis of the Memory and Running Cost of the IP Method
To couple the DSMC method with the IP method requires increases in memory and run time. In our implementation we use the DSMC code MONACO 12 as a base for the DSMC-IP simulation. Now let us analyze the additional memory and runtime costs for the IP method.
Memory Increase
In the DSMC method each particle has the following information: x, y, z, u, v, w, E rot , E vib . For the DSMC-IP coupled method three preserved macroscopic velocities are added to each particle: U, V , W . Also for the IP method an array of nine elementsis addedin each cell to preserve cell information: U, V, W, P, n, T, a; another array of four elements is added to record macroscopic sampling results of U, V, W, n in each cell; and at cells near a boundary, an array of ve elements is added to record wall quantities from the preserved macroscopic information.
For DSMC the memory cost is
where N cell is the total number of cells in the computation domain; C 1 is the number of variables in the DSMC method to maintain cell information, for example, cell identi cation number, cell point coordinates; C 2 is the number of variables in the DSMC method to maintain boundary-type information; N obj is the total number of particles; and N b is the total number of boundary faces. For the DSMC-IP coupled method the memory cost is
For a structured rectangular cell system suppose we divide the sides into M £ N points. Then the ratio of the number of boundary elements to the number of cell-side elements is [ 
, and further, suppose in each cell we have N ave particles then the cost ratio should be
Therefore, the memory increase is asymptotically 37.5%.
Run-Time Increase
Run-time analysis is far more complex, and detailed discussion would be too lengthy. A brief answer for this question is that in almost every part of the steps shown in Fig. 2 the IP method requires an extra cost of ( N particles ), where N particles is the total number of particles in the simulation.
Cost in Reaching Steady State
We would like to know the status of the ow when it is approaching steady state in order to reduce the total computational cost. In a CFD scheme residual concepts are employed to monitor convergence. However, because of the statistical scatter problem, we cannot use the same approach for the DSMC method. The traditional approach for DSMC is to monitor the total number of particles in the computation domain. When the total number does not change signi cantly, we begin to sample data.
One direct bene t from the IP method is that it providesan indicator of the approachto steady state because the IP method can greatly reduce the scatter problem. In this study we introduce the averaged number density n ave and averaged streamwise velocity U ave :
where N cell is the total number of cells in the computational domain, n i,ip and U i,ip are the number density and streamwise velocity in the i th cell in the IP method correspondingly, n in is the in ow number density with which we normalize the number density indicator. These two factors globally indicate the mass and momentum development status in the simulation. Of course, when these two indicators become steady, it does not necessarily mean that the ow eld is steady: it is only globally steady. Perhaps many more time steps are needed to approach a locally steady state everywhere in the domain. Therefore, for safety, in our study several times more steps are taken to make sure that a steady state has been reached.
Comments
To understand the role of the IP method, we can consider that there are three levels of numerical simulation: CFD, based on the Eulerian continuum eld point of view, totallymacroscopic;DSMC, based on the Lagrangian particle point of view, totally microscopic; IP, containing collective properties of a group of molecules so that it is submacroscopic and partially microscopic. It is a type of particle method for movement and collision, but it is updated using a nite volume method, with the aid of Eulerian eld quantities. The DSMC-IP coupled method is a techniqueinvolvingthe combination of different levels. The DSMC-IP coupled method has two meanings. One is that the IP method provides the mean velocity at the inlet or outlet for the pressure boundary conditions required by DSMC. Another is that there is only one particle system but two kinds of quantities that develop simultaneously.
The IP and DSMC methods are essentially identical in terms of the sensitivity of the computed results to the choice of numerical parameters. The usual DSMC rules apply: 1) the time step must be less than the mean time between collisions; 2) there must be a suf cient number of particles in each cell to accurately simulate the collision rate (usually we say there must be at least 20 particles per cell); and 3) the cell size should be small enough to resolve ow gradients adequately. As mentioned earlier, the gradients in the x directions for these microchannel ows are about 1000 times smaller than those in the y direction,and this allows use of relatively large cell dimensions in the x direction.
Results
Conditions
Two cases are considered. First, case A, a very short microchannel, is computed to test the IP method and the boundary condition implementation.Case B correspondsto the experimental conditions of Ref. 2. The computational conditions are listed in Table 1 . Figure 4 shows the computational geometry for case A. The grid cell size in the y directionis taken to be less than the outlet mean free path as this is the direction of greatest gradients in ow properties. The cell size in the x direction is then obtained by considering the ratio of the gradient length scales in the x and y directions. For example, in case B the gradient length scale for u velocity in the y direction is 1000 times smaller than that for pressure in the x direction. This aspect allows use of cell sizes in the x direction that are signi cantly larger than a local mean free path.
We employed diffusive wall boundary condition and the variable hard sphere model (Ref. 5) for collisions. A rectangulargrid system of 80 £ 50 cells is employed, with 2.5 £ 10 6 particles, and 20,000 time steps of sampling after 30,000 time steps of development.
Other Modeling Techniques
Four types of results are presented. The DSMC-IP implementation provides two results: one from DSMC and one from the preserved information by IP. The other results consist of numerical solutions of the Navier-Stokes equations (N-NS) and analytical solutions of the Navier-Stokes equations (A-NS). Because the ow inside the microchannel is slow and the length scale is small, the Reynolds number is very small, and so we can neglect the convective term in the Navier-Stokes equations.Further, combined with slip boundary conditions
where y is along the lateral direction and r m is the tangential momentum accommodation coef cient (TMAC), whose value is set from experimental results, we can obtain the A-NS solution. The main analytical results are listed next. More detailed information is available in Refs. 4, 9, and 10. The accuracy of the A-NS results is rst order:
where x is the streamwise distance from the inlet; y is the lateral distance from the centerline; P(x), U (x), Çm are nondimensional pressure distribution, dimensional streamwise velocity and mass ux rate; Kn is Knudsen number; subscripto means values are based on the outlet value; P i represents the ratio of inlet pressure to outlet pressure; r m is set to 0.85 to t experimental results; channel width w is set to unit value 1.0; x is the viscosity temperature exponent. 5 The N-NS results are computed using a suite of CFD methods developed at the University of Minnesota. 13¡ 15 These methods use a conventional nite volume formulation with implicit time integration to reduce the cost of obtaining steady-stateresults. The implicit methods have been designed for use on parallel computer architectures. The primary dif culty for the CFD technique is associated with the low ow speeds and dominance of the viscous effects. Most existing CFD methods are designed for ows with a relatively high Reynolds number where convective processes dominate. Also, because of the low ow speeds, the compressibleNavier-Stokes equations are poorly conditioned.As a result, the convergenceproperties of conventional CFD methods are very poor for these ows. In this study the microchannel simulation uses a method that includes the effects of all viscous terms in the implicit operator. This allows very large time steps to be taken during convergence to a steady state. In this case a Courant-Friedrichs-Lewy number of 10 9 was used. This indicates that had an explicit time integration method or a conventional implicit method been used the simulations would require about 4000 iterations to converge to a steady state; this is compared to less than 100 for ows that are not as viscous dominated.
Results and Comparison
Figures 5a and 5b show the pressure contours and the centerline pressure distributions. Pressures are normalized by the outlet pressure. The four kinds of results overlap one another and are not easily discernible. Nonlinear distributions are clearly displayed along the centerline, and this behavior is also observed in experimental results. These comparisons indicate that the IP method provides a result close to the other three methods. Figures 6a-6d show x-velocity contours and distributions along the centerline at x = L / 3 and at x = 2L / 3. We can see that N-NS and the DSMC method give consistent results. The IP results are also close to these methods. We can see from Figs. 6c and 6d that IP also shows better symmetry than the DSMC method. Figures 7a and 7b show the y-velocity distributions at x = L / 3 and 2/ 3L by DSMC, IP, and N-NS. Previously,it was believed 8 that the DSMC method cannot reproduce the near-wall region velocities in the y direction because these values are so small that the scatter dominates the results. However, we can see that the IP method successfully reproduces the symmetry property in this test case and that the values are very near to the N-NS results. IP captures the small values successfully not only in trend but also in magnitude. The discontinuity in the N-NS solutions is caused by the nite volume method adopted in the computation, which cannot give exact values at the walls. The velocity values are too small for the DSMC method to provide accurate results with a reasonable number of samples. Figure 8 shows the centerline translational temperature distribution from DSMC and N-NS. The purpose of this plot is to check how well the isothermal assumption holds. The system error with this assumption for the IP method is (300 ¡ 297)/ 300 = 1.0% at most. If we compute ow under experimental conditions, the isothermal assumption will be even better because the longer the channel, for the same inlet to outlet pressure ratio, the smaller the changes in the streamwise velocity, which will result in smaller temperature changes. One possible reason accounting for the temperature difference between the results in Fig. 8 is the different implementationsof the boundary conditions in the CFD and DSMC methods. Figure 9 shows the upper-wall slip velocities (the velocity in the cell nearest the wall). The IP result ts much better to the N-NS solution than the DSMC method. However, this does not mean that DSMC is wrong. The presentwall re ectionmodel for the IP method is too simple and needs further consideration. Figure 10 shows the wall shear stress from DSMC and IP. From this plot we can see that the wall shear stress predicted by IP is similar to the result from DSMC. However there is clearly a large amount of scatterin the DSMC results,whereas the IP method shows almost no scatter.
It is dif cult to say which method will most accurately predict the mass ux rate. Because the mass ux rate formula of the analytical solutions A-NS [Eq. (27) ] is supported by experimental results, it is convenientto use it as a standard result for comparison. For DSMC, IP, N-NS, and A-NS solutions, we compute the numerical integration
at sections x = L / 3 and 2/ 3L, where the symmetry is maintained.
The results are shown in Table 2 . From this table we can see that all four methods give good agreement, indicating the success of our DSMC-IP coupled implementation. Now let us concentrateon the comparison of IP and DSMC methods for scatter and implementation of pressure boundaryconditions. Table 3 gives the mean x velocity U and standard deviation r u of the particle velocity at the inlet (x = 0) and outlet cells (x = L ) from the DSMC method. These data are evaluated in one time step, like a snapshot. Here,
where N is the number of particles in this cell and u i is the velocity of a speci c particle: similar de nitions are used for V and r v . From this table we can see clearly that the problem in DSMC is that the standarddeviations are two or more orders of magnitude higher than the signals. We will need 90,000 particles in this cell in one time step to suppress the noise, rather than the 1000 particles used in the current implementation. Iteration methods, such as those proposed in Refs. 6 and 7, would therefore appear to be inappropriate. Table 4 gives the counterpart of Table 3 from the IP method, from which we can see that the noise is decreased by two orders of magnitude in the x direction and four orders of magnitude in the y direction.We can also see from Tables 3 and 4 that, at the inlet and outlet, the IP method gives much better symmetry in the streamwise direction distributions than DSMC. Figure 11 gives the particle velocity phase by IP and DSMC at an inlet cell in the position (x, y) = (0, H / 2) at a time after steady ow is established. We can see that particles cluster together in a small region in the IP method, whereas in the DSMC method they spread equally away along the x and y directions. Results at other locationsare similar. This picture demonstrates the advantage of the IP method for low-speed ow. Figures 12a and 12b show the developing history of average streamwise velocity in an inlet cell with the position (x, y) = (0, H / 2) from IP and DSMC. To save time, the initial ow elds of velocity and number density distributionsare given by the A-NS results. From Figs. 12 we see the developinghistory of the streamwise velocity: rst it decreases very rapidly, then there is a period of large uctuations,then the uctuationsbecome smaller and smaller. If we average the velocity over a longer time span then use it as the mean velocity for the inlet or outlet, the scatter will be further suppressed, leading to better results. Figure 12a also indicates that evaluation of the cost of establishing the steady process by the IP method is possible. From Fig. 12b we can see that implementations of pressure boundary conditions based on a mean velocity evaluation from DSMC are inappropriate. Figures 13a and 13b show the approach to steady state in the IP method from different initial ow elds. We select three initial ow elds: one is from A-NS; the second initial condition is just a low density, zero velocity ow eld; and the last one is a developed ow eld from DSMC but with a perturbation pulse at location x = L / 3. Constant lines are included in each plot to indicate the steady value. From these gures we can see, for both mass and momentum, that the initial eld of A-NS solutions develops fastest. Although the perturbation is small, it needs a longer time to develop; and the last one, i.e., the void initial ow eld, develops slowest. We can conclude from these two plots that using a good initial solution is very helpful in reducing the cost of reaching steady state with the IP method. Figure 14 shows changes in particle velocity occurring in the IP method caused by the net pressure force and by the collisions inside the cell at location x = L / 2, y = H / 2. We can see that these two mechanisms change a particle's velocity almost equally. This is perhaps explained by the fact that the Reynolds number is 1 or so, indicating that the inertial force, i.e., the net pressure force acting on this cell, and the internal viscous force, i.e., caused by the particle collision and movement inside the cell, are equally important.
Case B is for the experimental conditions of Ref. 2. It is the shortest microchannelinvestigatedexperimentally. Figure 15 shows the centerlinepressure distribution,from which we can see that there is almost no difference between the three kinds of results. (There are no N-NS results available for this case.) This is because the degree of rarefaction is not high enough to make the Navier-Stokes equations become invalid. Figure 16 shows the centerline velocity distribution from IP and A-NS. There is too much statistical scatter in the DSMC result. The IP method successfully provides small velocity distribution.
The signi cance of these results is that this is the rst time that it has been possible to simulate microchannel ow and obtain meaningful results under experimentalconditionswith a particle method. 
Conclusion
From the preceding results we can clearly see that the DSMC-IP method successfullyreproducesthe ow eld. All four methodsconsidered provide similar results for pressure distribution.The DSMC-IP coupled method gave mass ux rates very close to the analytical result of Eq. (27) and solutions for velocity distributions that were in good agreement with numerical and analytical solutions of the Navier-Stokes equations, no matter how small the velocity. Previously, it was believed impossible for DSMC to capture such slow velocity values. 8 The DSMC-IP coupled method successfully extends the DSMC method to small velocities. In this study we found that IP can reduce the sampling cost by a factor of 10 2 -10 4 . In summary, in this study we obtained answers to several problems.
1) Reduction of sampling cost after a ow becomes steady: The preserved information of the IP method has signi cantly smaller scatter than DSMC properties, and therefore sampling is only required over a small number of times steps.
2) Implementation of the pressure boundary conditions: The IP method can quickly provide a much cleaner velocity locally and at the current time, i.e., there is no need to enlarge the sampling area to neighboring cells or to use multitime step averaging. This positive property can minimize the undesirable effects associated with the previous DSMC pressure boundary implementations of Refs. 6 and 7.
3) Reduction of the cost in approaching steady state: Use of a good initial state is critical. From this study we can see that the relaxation time needed is not of the order (L / U ), where L is the channel length and U is the inlet velocity. It is even smaller than (L / a), where a is the sonic speed. A good initial state will require only a fast local relaxation.
Although the IP method has been successfully extended to two dimensions, it is still a new method under development. There are several aspects to be improved. For other applicationsit may be necessary to remove the isothermal assumption. This requires preservation of the translational temperature and can also require consideration of internal energy distribution. The present IP models for collision and wall re ection are very simple and require further study. Despite the need for further development, the conclusion is made that the DSMC-IP method in its present form has signi cantly advanced our ability to apply particle methods to MEMS ows.
