Abstract. Recently, Resende and Veiga 31] have proposed an e cient implementation of the Dual A ne (DA) interior-pointalgorithm for the solution of linear transportationmodels with integer costs and right-hand side coe cients. This procedure incorporates a Preconditioned Conjugate Gradient (PCG) method for solving the linear system that is required in each iteration of the DA algorithm. In this paper, we introduce an Incomplete QR Decomposition (IQRD) preconditioning for the PCG algorithm. Computational experience shows that the IQRD preconditioning is quite appropriate in this instance and is more e cient than the preconditioning introduced by Resende and Veiga.
1. Introduction. Let where cij is the unitary transportation cost from the origin i to the destination j and ai; bj represent the quantities available in origin i and required at destination j respectively. Transportation models have become quite popular during the past several years 29] . Many extensions of the TP problem have been mentioned in the literature. The Assignment (AS) problem should be distinguished in this context, as it can be stated in the form (1) with m = n and ai = bj = 1 for all i and j.
If we assume without loss of generality that P i2O ai = P j2D bj, then the formulation (1) of the TP problem contains exactly one redundant constraint. By dropping this constraint (for instance the last), we can write the TP problem in the form min c T x subject to Ax = d (2) We note for completeness that a primal feasible solution x is called an interior point of the primal problem if x > 0 and a dual feasible solution (y; s) is called an interior point of the dual problem if s > 0.
It is well known that the TP problem can be seen as a minimum cost network ow problem on a bipartite connected graph 29] . Furthermore each basic solution of the TP problem (2) is related with a spanning tree of this graph. Based on these facts, Resende and Veiga 31, 30] have developed an e cient implementation of the Dual A ne (DA) interior-point algorithm 8] for the solution of large-scale TP problems where the vectors c and d have integer components. This procedure incorporates a Preconditioned Conjugate-Gradient (PCG) algorithm 9] to nd the ascent direction that is required in each iteration of the DA algorithm. Resende and Veiga 31, 30] have proposed and tested a diagonal and a Maximum Spanning Tree (MST) preconditionings to be incorporated in the PCG algorithm. Extensive computational experience has shown that the diagonal preconditioning is recommended in the very rst iterations of the DA algorithm. Then the MST preconditioning should be used until the end. So they have proposed a switch from one preconditioning to the other in the rst iterations of the DA algorithm. This type of implementation has worked quite well in practice and seems to be competitive with more traditional techniques that have been designed for the solution of large-scale TP problems 31]. Despite these bene ts, the implementation su ers from two drawbacks. First, both the preconditionings loose e ectiveness during the intermediate iterations of the DA algorithm. Furthermore the switching point is not known in advance, whence this change can be made earlier or later than desirable.
In this paper we propose an Incomplete QR Decomposition (IQRD) preconditioning that is attained to overcome these two drawbacks. Computational experience presented in this paper shows that this technique is in general superior over the procedure introduced by Resende and Veiga. Furthermore we also develop an implementation of the same type for the Primal Dual (PD) 26, 27, 23] and Predictor Corrector (PC) 18, 24, 7] interior-point algorithms. A comparative study of these three methods on the solution of some large-scale TP and AS problems is also presented. This study indicates that the PD and PC algorithms are more appropriate for the solution of TP problems with well scaled cost coe cients. On the other hand the DA algorithm seems to be more e cient for AS problems with well scaled cost coe cients and transportation problems whose costs and right-hand side coe cients are both badly scaled. The PC algorithm usually takes a smaller number of iterations than the remaining techniques. However, the need of solving two linear systems in each iteration and the use of an iterative method for this purpose turn the PC algorithm in many cases less appropriate than the PD method for TP and AS problems. The paper is organized as follows. Section 2 contains a short description of the dual a ne, primal-dual and primal-dual predictor-corrector interior point algorithms. Implementation issues are discussed in Section 3. Finally the computational experience is described in the last section of the paper.
2. Interior-point algorithms. Since Karmarkar 14] in 1984 presented his polynomial time algorithm for linear programming, hundreds of papers have been published in the eld of interior point methods (see 17] for references). Now it is in general accepted that interior point methods are strong competitors of the simplex method in solving practical problems and are in many cases more e cient for large scale problems 6, 19, 20, 21] . It is beyond the scope of this paper to discuss and classify the literature of interior point methods. In this section we just restrict ourself to describe brie y the three interior-point algorithms (the dual a ne scaling, the primal-dual and the primal-dual predictor-corrector) that are considered in this paper. We include some additional references for the interested reader.
2.1. Dual a ne-scaling algorithm. The dual a ne algorithm 8, 5, 32, 33] was the rst interior-point algorithm that has been shown to be competitive 1, 3] with the simplex method for the solution of large-scale linear programs. The algorithm nds an optimal solution by solving the linear program in the standard dual form (3) . Having a dual interior starting point the DA method can be formally presented as follows:
DA algorithm y k+1 = y k + y.
x k+1 = ?S ?2 k s.
until stopping criterium is veri ed.
The parameter is used to guarantee that in each iteration y k+1 is in the interior of the dual feasible region.
The DA algorithm is believed not to be polynomial 2] and its convergence (and the convergence of the primal estimates) depends on the parameter . Although it has been shown that should be chosen smaller than 2=3 As their name indicates, the PD algorithms operate simultaneously on the primal (2) and the dual (3) problems.
Having an initial primal{dual interior point pair, the search direction in these methods is given as the Newton direction associated to the following asymmetric system of equations that de nes the so-called central path
The search direction can also be derived as a descent direction for the primal{dual logarithmic barrier function. As usual, the practical implementation of the PD algorithm slightly di ers from the theoretical polynomial variant. The main di erences between these two versions rely on the updating of the parameter and on the selection of the stepsizes ( p; d until stopping criterium is veri ed.
As in the PD algorithm we use = 0:99995 in the implementation of the PC algorithm. According to the recommendations stated in 7], the parameter is chosen in the following adaptive way It is easy to see that the explicit computation of AGA T leads to an almost dense matrix. So the use of a direct method for the solution of the system (4) is not appropriate when m and n are reasonably large. Since AGA T is a symmetric positive de nite matrix, A is sparse and G is diagonal, the Preconditioned Conjugate Gradient (PCG) algorithm seems to be a good alternative for the solution of the system. In fact, this algorithm only requires sums and scalar products of vectors and products matrix by vector. Furthermore this latter type of operation can be performed without the explicit computation of the matrix AGA T . The choice of the preconditioning matrix M is the most important issue on the design of such an algorithm. A PCG algorithm for the solution of the system AGA T is rst discussed in this section. Then we introduce an Incomplete QR Decomposition (IQRD) preconditioning technique that improves the iterative linear system solver.
3.1. The preconditioned conjugate gradient method. This method attains to nd the solution of the linear system
where M is the so-called preconditioning matrix. This matrix should be chosen in such a way that the condition number of M ?1 (AGA T ) is smaller than that of AGA T . We discuss later how this matrix can be chosen for the particular instance of the system (4). The steps of the PCG algorithm are presented below.
PCG Algorithm 
until stopping criterium is veri ed It follows from the description of the PCG algorithm that the main issues of this procedure are the stopping criterium, the computation of the product (AGA T ) for a given vector and the choice of the preconditioning matrix M. Next we discuss these three points.
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Stopping criterium:
The stopping criterium (crit 1) (z i ) T r i < " (6) where " is a small tolerance has been commonly recommended in the PCG algorithm 10]. Its dependence on scaling has suggested more elaborated forms that do not share this drawback. Resende and Veiga 31] have proposed the following criterium 1 ? jt T (AGA T )u i j jjtjj 2 jj(AGA T )u i jj 2 < " (7) This criterium might be expensive since the quantity (AGA T )u i has to be computed. However, it follows from the steps of the PCG algorithm that AGA T u i = t ? r i where r i is the residual given by the PCG algorithm. So (7) can be replaced by 1 ? jt T (t?r i )j jjtjj 2 jjt?r i jj 2 < " (8) Furthermore, as r i tends to loose precision as the algorithm progresses, it is advisable to use the criterium (7) when (8) is satis ed. Hence we propose the following stopping criterium (crit 2):
if condition (8) is veri ed then if condition (7) is veri ed then stop. else continue. else continue.
In 4] the following criterium has been proposed jjrjj1 jjAGA T jj1jju i jj1 + jjtjj1 < " (9) where r = t ? (AGA T )u i . As before, we substitute r by r i in order to reduce the computational e ort of this procedure and use the exact residual when the criterium (9) is satis ed with r = r i .
Hence we propose the following stopping criterium (crit 3): if condition (9) is veri ed for r = r i then if condition (9) is veri ed for r = t ? (AGA T )u i then stop. else continue. else continue.
In the last section we discuss the e ectiveness of these criteria in the implementation of the interior-point algorithms that have been introduced in the previous section. In particular, special attention will be devoted to the value of the tolerance ".
The product = AGA T :
As suggested by many authors 13, 31] the product = AGA T is computed by i) = A T ii)^ = G iii) = A^ . By doing this, there is no need of computing explicitly the matrix AGA T , and the sparsities of the matrices A and G are fully exploited in this operation.
Preconditioning:
The diagonal preconditioning M =diag(AGA T ) is simple to construct and has been recommended by many authors 10, 31, 30]. Computational experience described in 31, 30] has shown that this type of preconditioning may be useful in the rst iterations of the DA algorithm, but tends to loose e ectiveness as the DA algorithm progresses. This numerical evidence has implied the search for other forms of preconditionings. It is well-known that an optimal solution of a linear program is attained at an extreme point of its feasible set, that is, it is a basic feasible solution. For the TP problem each basic solution corresponds to a spanning tree of the graph associated with the model (1). Therefore we can associate each solution used by the DA algorithm to a partition of the form
where B is a basis matrix corresponding to a maximum spanning tree of the graph. In our experiments we de ne this maximum spanning tree using as edges weights the diagonal elements of the current matrix G. Let B be the basis matrix associated with such a tree. Then the Maximum Spanning Tree (MST) preconditioning takes the form M = BGBB T where GB is the diagonal matrix of order n + m ? 1 whose diagonal elements are the edge weights of the tree.
It is important to notice that at the last stages of the DA algorithm the matrix M is quite close to AGA T , since the values of the diagonal elements of G that are not in GB are in general quite small. Furthermore B di ers from a triangular matrix by a permutation matrix, whence the solution of a system with M simply amounts to solving two triangular systems and performing n+m?1 divisions. These two properties explain why the MST preconditioning is quite suitable for the PCG algorithm.
The matrix M may be quite di erent from AGA T when all the diagonal entries of G are su ciently positive.
This actually occurs in the rst iterations of the DA algorithm. To overcome this fact, Resende and Veiga 31, 30] have advocated a hybrid scheme in which the diagonal preconditioning is employed in the rst iterations of the DA algorithm and the MST preconditioning is used from then on. This procedure has shown to work well in practice, but have two drawbacks that are presented below.
(i) The switching point is not known in advance.
(ii) The computational e ort of the PCG algorithm is usually large in the intermediate iterations of the DA algorithm, namely in the last iterations where the diagonal preconditioning is used and in the rst iterations in which the MST preconditioning is employed. In the next subsection we propose a preconditioning technique that overcomes these disadvantages. The computation of the QR factorization is not recommended in this instance, since it is not cheaper to compute and destroys the sparsity of the matrix A. Instead of this, we propose the computation of an incomplete QR decomposition of the matrix A given by (10) . In this procedure all the elements of G We start by eliminating the element (6; 1) by using the rst diagonal element of G 1 2 B B T . We note that the element (6; 5) is not transformed and we do not allow ll-in in the places (1; 5) and (6; 2) (matrix 1). Now by using the last diagonal element of the upper block matrix we turn to zero the element (6; 5) (matrix 2). It is easy to see that the computation of the matrices F and D involve O(nm) additions and (n + m ? 2) divisions. Since D is diagonal and F is triangular with diagonal entries equal to one, the solution of the system with FDF T requires performing 2(m + n ? 2) subtractions and (n + m ? 1) divisions.
It is important to notice that the PCG algorithm discussed in this section can be incorporated in all the three interior-point algorithms introduced in the previous section.
In the rst iterations of the interior-point algorithms D diag(AGA T ) and F Im+n?1. In the last iterations of the interior point algorithms GN 0 and consequently D GB and F B. Thus, we can conclude that the IQRD preconditioning is quite similar to the diagonal and MST preconditionings, respectively in the initial and terminal phases of the interior point methods. Since the IQRD preconditioning also takes into account the elements of G 1 2 N N, then it should become more e cient in the intermediate iterations of the interior-point algorithms. This is con rmed by the computational results presented in the last section of this paper.
3.3. Stopping criteria for the interior point algorithms. Given a basic solution for the TP problem with a basis matrix B, it is well-known that this solution is optimal if it satis es the following conditions xB = B ?1 d 0 (11) cN ? N T B ?1 cB 0 (12) where N is the matrix corresponding to the columns of A associated with the nonbasic variables. We note that the rst criterium is quite cheap to verify, but the second inequality may lead into a large computational e ort. As suggested in 31], a further criterium can be useful when the data of the transportation problem is integer. This criterium follows from the duality theory of linear programming and simply states that if xB satis es the condition (11) and a dual feasible solution y k given by any of the interior-point methods satis es cBxB ? d T y k < 1 (13) then x = (xB; 0) is an optimal solution of the TP problem. This criterium is obviously quite cheap to compute, since y k is available from the interior-point methods. However, in some instances the criterium (12) is veri ed without the satisfaction of the inequality (13). These observations lead to the following stopping criterium that is used in the three interior-point methods discussed in the previous section.
Let B be the basis matrix associated with the current maximum spanning tree and y k be the approximation to y at the iteration k of the interior-point algorithm.
if 4 . Computational experience. In this section we rst compare the e ciency of the IQRD preconditioning with the hybrid preconditioning (diagonal+MST) introduced by Resende and Veiga 31, 30] . These two techniques are incorporated in the Preconditioned Conjugate-gradient (PCG) algorithm that is employed in the solution of the linear systems required by the three interior-point methods. In our second experience we investigate the three stopping criteria for this method that have been discussed in the previous section.
We also get some conclusions about the value of the tolerance " that is presented in these criteria. Finally we report a computational comparison of the three interior-point methods on the solution of TP and AS problems with di erent dimensions m and n. Special attention will be devoted to the scaling in the cost coe cients and right-hand side elements. In this last experience we use the most recommended stopping criterium and tolerance value to terminate the PCG algorithm that is incorporated in the interior-point methods. All the experiences have been performed on a SUN SPARCstation 10 with 32 Mbytes of RAM. The test problems have been generated by a technique that rst considers a spanning tree related with a basic optimal solution. Then the components of the dual (primal) solution associated with the edges that belong (do not belong) to the tree are xed to zero. The remaining primal and dual variables are randomly generated in such a way that the elements of the right-hand side and cost vectors are integers belonging to the intervals 1; dmax] (1 for the assignment problem) and 1; cmax] respectively. If we wish the solution to be degenerate (as in the assignment problem), then some of this latter variables are also set equal to zero. As stated before, we have considered test problems with nondegenerate and degenerate optimal solutions. Our experience has shown that the stopping criterium looses e ectiveness in the second case. In fact, if the dual optimal solution is degenerate the current maximum spanning tree may be related with an infeasible primal basic solution when the interior point algorithms converge to the optimal primal face. Furthermore, if the optimal primal solution is degenerate it is also possible to be correctly identi ed by the current maximum spanning tree without the veri cation of the stopping criterium. As suggested in 13], we can use an "- ? 1) ). This TP problem is solved instead of the original TP problem. However, we use the termination criterium mentioned above with the original data to stop the algorithms. It immediately follows that this device assures an optimal solution for the original TP problem. As stated before, we have studied in our rst experience the e ciency of the IQRD, diagonal and MST preconditionings for the PCG algorithm that is implemented in the DA method. We have used the stopping criterium crit 1 with " = 10 ?6 . We have achieved the following conclusions:
The diagonal preconditioning is e ective during the initial iterations of the DA algorithm but its e ciency is lost after this stage. On the other hand the opposite situation occurs with the MST preconditioning. Actually, this con rms the claims presented in 31] that have led to the hybrid scheme proposed by Resende and Veiga. The IQRD preconditioning usually performs better than the diagonal and the MST preconditionings at any stage of the DA algorithm. The gap is bigger in the intermediate iterations of that algorithm. Degeneracy does not a ect the relative e ciency of the preconditioning techniques. These conclusions are well illustrated in gure 1 for the solution of assignment and general transportation problems with m = n = 1000, cmax = 10 and dmax = 10.
Based on the results of the rst experience, we have decided to use the IQRD preconditioning in the implementation of the DA, PD and PC interior-point algorithms. In our second experience we have studied the performance of these methods under the stopping criteria crit 1, crit 2 and crit 3 discussed in the previous section and a set of di erent values for the tolerance ". The results of this experience are illustrated in gure 2, which reports the performance of the interior-point methods DA, PD and PC on the solution of TP and 
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AS problems with m = n = 1000. It is important to add that we have chosen the test problems for which the interior-point algorithms have the most di culties in nding their optimal solutions. The graphs in gure 2 represent the number of iterations of the PCG algorithm for di erent values of the tolerance " when the three stopping criteria are incorporated in this procedure. If for a certain criterium there is no point for a value of " = 10 ?p then either this tolerance value is too big for the interior-point method to reach an appropriate direction and consequently the method cannot converge to the optimal solution, or too small for the PCG algorithm to converge in some iteration of this latter technique. The results shown in gure 2 lead to the following conclusions:
crit 1 allows a very large choice for the value of the tolerance ". As expected, the total number of PCG iterations increase with a decrease of the tolerance value. On the other hand, the incorporation of the other two criteria requires a much proper care in the choice of the value of ". For instance, the DA algorithm can only work with a tolerance value smaller than or equal to 10 ?14 if crit 3 is used. Hence we can conclude that crit 1 is the most robust among the three criteria discussed in the previous section. This does not mean that crit 1 takes smaller number of iterations than the other criteria. On the contrary, crit 2 usually leads to the smallest iteration count and crit 3 is also better than crit 1 in this respect.
When a TP problem is solved then a value of " in the interval 10 ?6 ; 10 ?3 ] is quite safe if crit 1 is used in the implementation of the three interior-point algorithms. The same kind of conclusions can be stated for the solution of AS problems by the DA algorithm. However, a slightly smaller value for " should be considered (" 2 10 ?8 ; 10 ?6 ]) when AS problems are solved by any of the remaining interior-point PD and PC algorithms. Based on these results, we have decided to use in our last experience the criterium crit 1 for all the interiorpoint methods. In the DA algorithm we have set the value of the tolerance to be equal to 10 ?6 . The same value of " is employed in the PD an PC algorithms when TP problems are solved. Furthermore " = 10 ?8 is used in these last procedures for the solution of AS problems. As stated before, in this study we investigate the importance of the scaling on the vectors c and d and compare the three interior-point algorithms. We have considered assignment and general nondegenerate and degenerate transportation problems with integer data, m = n = 200; 400; 600; 800; 1000 and di erent scaling on the vectors d and c. The results of this study are illustrated in gures 3, 4, 5. We only report the nondegenerate TP problems, since we have observed that the performance of the three interior-point algorithms is similar for degenerate and nondegenerate transportation problems. We have achieved the following conclusions about the scaling of the vectors c and d:
All the three interior-point algorithms seem to be sensitive to bad scaling in the right-hand side vector d of the transportation problem. However, the primal dual techniques are usually more a ected than the DA algorithm by an increase in dmax. In fact, when dmax changes from 1:2e1 to 1:2e3, the CPU time increases in average 302.9% and 240.1% for both PD and PC algorithms and only 97.5% for the DA algorithm.
The PD algorithm does not seem to be considerably a ected by the bad scaling in the vector c . In fact, the computational e ort of the PD method grows up in average 8:1% and 10:0% respectively for TP and AS problems when cmax changes from 1:7e1 to 1:7e6. Furthermore, the PC algorithm tends to loose e ectiveness with such a change in the scaling of the vector c. The average increase of CPU time is in this case 68:1% for the transportation problem and 85:9% for the assignment problem. However, surprisingly or not, the variation of the performance of the DA algorithm with the scaling in the vector c is dependent on the class of problem. In the transportation problem we obtain an average decrease of 46:19% in CPU time when the value of cmax changes from 1:7e1 to 1:7e6. On the other hand, for the same change in the scaling of the vector c that value increases 398:9% when we solve the assignment problem. Despite being di cult to draw nal claims about the most e cient algorithm, the results indicate that the PD and the PC algorithms seem to be the most appropriate techniques for the solution of TP problems when the cost coe cients and right-hand side vectors c and d are not badly scaled. If the vectors c and d are both badly scaled then the DA algorithm usually performs better than the primal-dual methods. Finally, the e ciencies of the three algorithms seem to be similar for the TP problems in which only one of those vectors is badly scaled. In the solution of AS problems, bad scaling in the vector c seems to have an opposite e ect on the performance of the interior-point methods. In fact, the DA algorithm seems to be more e cient than the primal-dual techniques when c is well scaled, while the opposite situation occurs in the presence of badly scaled AS problems. Our nal remark is concerned with the use of the predictor-corrector strategy in the primal-dual environment. Nowadays the use of the PC algorithm for the solution of large-scale linear programs is well accepted 7]. In fact, this technique usually reduces the overall amount of iterations of the primal-dual algorithm. Furthermore, as a direct solver is used to process the Newton equations, then there is an increase of only two triangular systems per iteration of the primal-dual method. The results shown in gures 3, 4 and 5 seem to con rm the ability of the predictor-corrector strategy to reduce the total amount of the interior-point iterations. However, the use of an iterative solver almost doubles the computational e ort of each iteration of the primal-dual algorithm. This explains why the CPU time is in many cases smaller for the simple primal-dual algorithm PD. Actually, this occurs when the cost coe cients are badly scaled. So the PD algorithm may be more appropriate than the PC method for the solution of TP and AS problems when these procedures are implemented in the way described in this paper. 
