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The physical world is, for the most part, modelled using second order or-
dinary differential equations. The time-dependent simple harmonic oscillator
and the Ermakov-Pinney equation (which together form an Ermakov system)
are two examples that jointly and separately describe many physical situations.
We study Ermakov systems from the point of view of the algebraic prop-
erties of differential equations. The idea of generalised Ermakov systems is
introduced and their relationship to the Lie algebra s£(2, R) is explained. We
show that the 'compact' form of generalized Ermakov systems has an infinite-
dimensional Lie algebra. Such algebras are usually associated only with first
order equations in the context of ordinary differential equations. Apart from
the Ermakov invariant which shares the infinite-dimensional algebra of the
'compact' equation, the other three integrals force the dimension of the alge-
bra to be reduced to the three of s£(2, R).
Subsequently we establish a new class of Ermakov systems by considering
equations invariant under s£(2, R) (in two dimensions) and s£(2, R) EB so(3) (in
three dimensions). The former class contains the'generalized Ermakov system'
as a special case in which the force is velocity-independent. The latter case is
a generalization of the classical equation of motion of the magnetic monopole
which is well known to possess the conserved Poincare vector. We demonstrate
that in fact there are three such vectors for all equations of this type.
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Since the mathematical models of many phenomena of the real world are for-
mulated in the form of differential equations, it becomes clear that its use in the
general theory of differential equations is one of the most essential applications
of Lie group theory.
Applying his theory to the differential equations of mechanics, Lie stated:
"The principles of [Newtonian] mechanics originate in the theory of [contin-
uous] groups. . . . Kinematics and its theorems are partly subsumed as very
special cases in my general theorems. My researches on geodesics and the gen-
eral problem of equivalence in differential equations, show by what principles
mechanics can be successfully handled." [10].
One could wax lyrical about the many and varied uses and applications of
differential equations. However, it would be dishonest to imply that they gave
impetus to this study. Differential equations possess an innate beauty that ,
once coaxed out, has an eesthetic appeal second to none. This, coupled with
the desire to seek solutions to them, provided the main motivation behind
this work. It is hoped that many more will fall, as I did, under the charm of
differential equations and, in feeding their personal desires for knowledge, will
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We look at the origin of Ermakov systems and provide a survey of work done
in the field.
1.1 Differential equations
Solutions (both numeric and analytic) to differential equations have been sought
since they were introduced in the late seventeenth century. Naturally it is in-
finitely more desirable to obtain analytic solutions as opposed to numeric.
While this is not always possible many techniques have been developed to help
in the former process.
Inspired by Galois' theory of algebraic equations, M S Lie sought an ana-
logue for the theory of differential equations. While he was not succesful in this
endeavour, his theory of the invariance of differential equations under infinites-
imal transformations has collected the various techniques used previously into
a concise method for the construction of solutions of differential equations. In-
deed his theory eventually led to Vessiot's structural theory of linear differential
equations.
Besides this excellent theory of differential equations, two other techniques
stand out. The first, closely associated with Lie's work, is that of Noether.
Amalie Emmy Noether, who is currently better known for her work in ab-
1
stract algebra, made an important contribution to theoretical physics. While
the work was mathematical, the applications in physics led to her being dis-
cussed under 'Intellectual contributions of Women to Physics' in Women of
Science[47]. Noether worked on the theory of invariants all her life, but, under
the influence of Ernst Fischer, she focussed on the field of algebraic invariant
theory[16] and neglected the differential invariant theory which was the ba-
sis of her dissertation. She went to the extent of dismissing her earlier work
on differential invariants as "crap" and was harsh in admonishing others who
worked in the same field[22]. It is ironic that this work has given rise to the fa-
mous Noether's Theorem of variational calculus that theoretical physicists use
extensively, especially in modern elementary particle physics. Simply stated
it says that, if the action integral is invariant under a group of mappings of
functions into functions, the stationary functions satisfy corresponding restric-
tive conditions, which in the case of simple-integral problems take the form of
first integrals of the Euler-Lagrange equations". These first integrals include
the conservation laws of physics. As knowledge of conserved quantities enables
one to better understand the evolution of the state of a system, this theorem
has obvious applications to physical phenomena.
In the study of nonlinear equations it is found that solutions may have
moveable singularities, ie., the location is based on initial conditions. Painleve/
and his eo-workers performed an exhaustive study of all second order ordinary
differential equations of the form
(1.1.1)
with F rational in w', algebraic in wand analytic in z, the critical points of
which were fixed, ie., they were able to identify all equations which have their
moveable singularities poles. In essence, a system of ordinary differential equa-
tions (in the complex plane) is said to have the Painleue property when every
IThe technical details are left to Appendix A.
2Whose life is remarkably undocumented.
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solution is single-valued, except at the fixed singularities of the coefficients [27] .
Thus the Painleve property requires that all of its solutions be free of moveable
critical points:'.
These methods have proven to be successful in either providing solutions to
or determining properties of differential equations. We utilise them extensively
(especially the Lie method) in our analysis of Ermakov systems.
1.2 Invariance
"Invariance is changelessness in the midst of change, permanence
in a world of flux, the persistence of configurations that remain
the same despite the swirl and stress of countless hosts of curious
transformations." [10]
The concept of invariance, first seriously considered in 1841, became one
of the major influences of mathematical thought only thirty years later. The
main ideas were considered earlier by Lagrange in the eighteenth century in the
course of his arithmetical investigation of binary quadratic forms. Thereafter
Gauss, Boole and Cayley (amongst others) made many and various contribu-
tions to this trend, but it was Sophus Lie who used this concept to make a
significant impact to the world of differential equations in his theory of trans-
formation groups. There has been much written on the Lie theory[4, 12, 86]
and on Lie himself, eg [77, 118], and we refer the interested reader to these
works for further information.
The idea of symmetry, integrally linked to that of invariance, only evolved
into a fundamental idea of mathematics and science in the nineteenth century
(It had long been the sole concern of artists.). The very origins of mathemat-
ical thought dating back to the Paleolithic period contain evidence indicating
the allure of symmetry even at that early stage. More recently the theorems
3See Appendix B for a more detailed treatment of the Painleve analysis of ordinary
differential equations.
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of Thales involving congruences of triangles and circles have been based on
symmetry[42] . One even finds evidence of symmetry in the last books of Eu-
clid's Elements[26] which are devoted to polyhedra". However, it was not until
the nineteenth century that Sophus Lie and Felix Klein used the notion of
symmetry to lay the foundation for ideas which have had a profound impact
on twentieth century mathematics and physics. The ideas behind Lie's theory
of differential equations are discussed in §2.2.
1.3 The Harmonic Oscillator
Our work originates with the study of the well-known harmonic oscillator.
The equation of motion for a harmonic oscillator with variable .frequency is
represented by
(1.3.1)
where the overdot represents differentiation with respect to time. In 1979
Korsch[49] stated: "Over the past decade a considerable amount of work has
been devoted to the study of the time-dependent classical oscillator ... ". Four-
teen years on the interest has not diminished.






was approximately constant provided w(t) was slowly varying, ie., I is an adi-
abatic invariant[114]. Over fifty years later there was resurgence of interest[71,
72] specifically in applications to controlled thermonuclear fusion[66, 67]. How-
ever, it is only now becoming known that the problem of the time-dependent
oscillator was first solved some thirty years before Lorentz's conjecture by V
Ermakov[28] in 1880. (Ermakov's interest was in finding conditions of complete
integrability for second order ordinary differential equations. He first showed
4 Although subsequent Greek scholars scoffed at his techniques.
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that any linear second order differential equation of the form
d2y dy
dx 2 + a(x) dx + By == 0
could be transformed to
(~ + ~ da _ B) Z4 2 dx
by setting
_1 Jadxy = ze 2 •
(1.3.3)
(1.3.4)
Eq (1.3.4) is now of a form that makes it easy to discover the integrability
conditions and is essentially just (1.3.1).) Ermakov obtained a first integral for
(1.3.1) by introducing the auxiliary equation
(1.3.5)
eliminating the w 2 terms, multiplying by the integrating factor
pq - pq
and integrating the resulting differential equation. (Eq (1.3.5) is often called
the Pinney equation after Edmund Pinney who, in a delightfully concise paper,
first provided solutions to it in 1950[88]. However, since it is now known that
the first documented occurrence of the equation is due to Ermakov, we shall
refer to it as the Ermakov-Pinney equation" in future. This equation is endemic
to time-dependent systems[61, 64, 78] and will be considered in some detail
later. Its generalisation has more recently attracted attention[39, 93]6.) We
observe ' that emphasis has shifted from just the one equation (1.3.1) to the
combination of (1.3.1) and (1.3.5) which we call the Ermakov system".
5It has also been called the Lewis-Pinney equation[79]. Most Russians, of course, omit
any reference to anyone bar Ermakov. The question of appropriate names of equations,
invariants, transformations and the like crops up with some regularity in this work. However,
to paraphrase, "What's in a name? That which we call an equation by any other word would
remain as difficult to solve." (with apologies to William Shakespeare[109, Act II Se 1I]).
6Does this perhaps suggest a suitable renaming?
7Sometimes called Ray-Reid systems[104].
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The first integral obtained by Ermakov is
(1.3.6)
which is usually called the Lewis invariant". Lewis rediscovered this invariant
in 1966[66, 67]9 in his study of the motion of charged particles moving in
magnetic fields. In plasma physics one proves the adiabatic invariance of the
orbital magnetic moment of a charged particle in a magnetic field[108]. Lewis
proved, using the asymptotic method of Kruskal[52]' that (1.3.6) was an exact
invariant, a special case of which is the adiabatic invariance of the orbital
magnetic moment. The existence of this invariant (or family of invariants)
enables progress with some time-dependent quantum mechanical problems.
Lewis and Reisenfeld[68] have used this feature in the development of a method
whereby the eigenstates of the invariant are used to construct the solution of the
Schrodinger equation for the system. It has also been shown that the Feynman
propagator can be written in terms of the eigenfunctions of (1.3.6)[48].
Several other derivations of (1.3.6) have been proposed in the literature:
Leach[53, 54, 55, 56, 57, 58] used time-dependent canonical transformations,
Lutzky[73] derived it from Noether's theorem and Ray and Reid[92] presented
a direct proof of its dynamical invariance. However, the last approach assumes
that the auxilliary equation (1.3.5) is already known. This may be an obsta-
cle in the more general case. Eliezer and Gray[24] provided a more physical
interpretation in terms of an auxilliary rotational motion. Finally, Korsch[49]
developed a simplified algebraic derivation based on the concept of the dynam-
ical algebra.
Since the work of Ermakov was published in Russian in the Reports of the
University of Kiev (in the nineteenth century) it was largely lost to the aca-
80r more correctly the Ermakov-Lewis invariant. There are also instances in the
literature[6, 7], where (1.3.6) has been called the Lewis-Ray-Reid invariant.
9The papers date to '67 and '68. However the work was done during 1966 whilst Lewis
was on study leave in Heidelberg.
6
demic world!" except, perhaps, for a few select academics in the University of
Kiev[ll]. The significance of his work was only realised when the possible phys-
ical applications of eqq (1.3.1) and (1.3.5) became apparent. As pointed out
above the equations of motion of a charged particle in certain types of magnetic
fields may be reduced to the form (1.3.1). In a semiclassical theory of radia-
tion one considers the notion of an oscillator with variable frequency. There are
also mechanical problems of oscillating systems where the equations of motion
lead to (1.3.1), eg, the lengthening pendulum[103]. Lewis and Riesenfeld[68]
presented an exact quantum theory for the time-dependent Shrcdinger equa-
tion corresponding to (1.3.1). Leach et al [64], in a most appropriately titled
paper!", pointed out further applications including the Schrodinger equation
for the signal passing along an optical fibre and the Schrodinger equation for
the particle distribution function in a Fabry-Perot cavity.




deserves more attention as it arises in all sorts of physical and mathematical
situations. Besides being intrinsic to time-dependent systems, it is of great
importance in reduction of order of differential equations. More attention will
be paid to this property in the next chapter.
The time-dependent oscillator
(1.4.2)
lOSome may be tempted to argue that it was only lost to the West. However, the well-
known Russian academic N H Ibragimov only learned of it in his visit to Sicily in 1992.
llThe ubiquitous time-dependent simple harmonic oscillator.
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where p(t) satisfies the equation
Taking [22 in eq (1.4.5) as unity we can write the solution to (1.4.3) as
Q(T) == A sin T +B cos T ,
(1.4.5)
(1.4.6)
where A and B are constants of integration. The solution of (1.4.2) is then
q(t) == Ap(t) sin(T(t)) +Bp(t) cos(T(t)). (1.4.7)
The solution to (1.4.5) , given by Pinney[88] (and derived by Athorne [7] using
projective geometry), is
ab - c2 == 1, (1.4.8)
where a, band c are constants and u and v are two linearly independent solu-
tions of
(1.4.9)
the original time-dependent oscillator! To quote Leach et al [64] "... we have a
situation in which the problem posed can be solved provided we can solve the
posed problem". There are comparatively few instances in the literature where
solutions to (1.4.5) are provided[24, 64, 66] and we must resort to numerical
techniques in general.
Thus far the development has been less than satisfactory. However, we
have only considered the simplest scenario to which the transformation (1.4.4)
8
applies and more often than not simplicity implies duplicity. The same transfor-





p == p(q - a) - jJ (q - ex ), (1.4.10)
(1.4.11)
where ex is an arbitrary function of time, can be and is used in both classical
and quantum mechanical problems' {. The Hamiltonian[69]
1 2 1 2 2 1 (q - ex)H == -p - F(t) + -w (t)q + -U --
2 2 p2 P
can be transformed to autonomous form , viz.
H== ~p2 +U(Q)
provided p satisfies (1.4.5) and ex is a solution of
(1.4.12)
(1.4.13)
Finally we note that (1.4.5) reduces to the time-dependent simple harmonic
oscillator when n == o.
The relationship between the equation of motion for the time-dependent
harmonic oscillator and the Ermakov-Pinney equation has been expounded
upon in[64] in some detail and we just mention that Eliezer and Giinther[25]
focus on the solution of
which is the radial equation of motion for a harmonic oscillator in a uniform
magnetic field.
1.5 Generalised Ermakov systems
Ray and Reid, who were primarily interested in the relationship between so-
lutions of eq (1.3.1) and certain non-linear equations, (jointly and separately)
12For a detailed treatment of the Schrodinger equation for the signal passing along an
optical fibre see[64].
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popularised Ermakov systems in the western literature(92, 93, 94, 95, 96, 97,
100] and introduced generalised Erraakov systems of the form
1x+w 2 (t )x = 3 f (yjX)
x
1




where f and 9 are arbitrary functions of their arguments. (Athorne(8] intro-
duced an interesting variation of (1.5.1) with his Kepler-Ermakov system
.. x (Y) 1 (Y)x = --H - +-X -
r 3 x x3 x
.. YH'(Y) 1 y ( Y)Y = -- - + - -
r 3 x y3 x
which reduces to a class of (autonomous) Ermakov systems when H is taken
to be identically zero, and a Kepler problem with an angle-dependent central
force when X and Y are identically zero.) One can obtain a first integral for
the system (1.5.1) in a manner similar to the one used in §1.3(92], ie eliminating
the w 2 term and multiplying by an integrating factor, this time
xY - xy.
The first integral thus obtained is
j
Y/ X
I = ~ (xiJ - xy)2 + [uf(u) - u-3g(u)] duo (1.5.2)
Leach(61] showed that the presence of the w 2 terms in (1.5.1) is misleading.
Firstly, we use the transformation
together with (1.3.5) to transform (1.5.1) to
.. 1 (Y)
X = X3! X





Secondly, the w2 can be replaced by anything [34, 61, 93, 96] and the terms can
still be eliminated giving
.... x (Y) Yf(Y)xy - xy = -g - - - -.
y3 X X x
It is this compact form of the Ermakov system that we use in our Lie analysis.
Leach[61] further showed that the generalised Errnakov systems of Ray and
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We change to plane polars to understand better the nature of generalised Er-
makov systems. This change is suggested by the fact that the Ermakov system
has an integral which is of angular momentum type[61].
The Ermakov invariant is obtained from the angular component of (1.5.5)
and is
I = ~ eOr-JG(O)dO
= ~ [p~ +F(B)] (1.5.6)
if the system is Hamiltonian.
. This suggests an obvious generalisation to higher dimensions which, using
polar coordinates, is straightforward. We express our system in three dim en-
sions as
.. B'2 . 2 B12 F((), cP)
T - T - T SIn \f" = ---
r3
.. .. G(B rjJ)
rB + 2i-B - rrjJ2 sinB cos B= '
r3
... .. H(B 4J)







We obtain a first integral for (1.5.7c), viz.
provided






Eq (1.5.8) is just the type of Ermakov invariant we met earlier (1.5.6). We





Eq (1.5.10) is the Ermakov invariant appropriate to three dimensions in"that
JI is the sum of the square of the angular momentum plus an angle dependent
term just as it was in (1.5.6).
We have so far indicated the usefulness of solving any equation of Ermakov-
Pinney type in terms of an equation of time-independent harmonic oscillator
type. It is this feature of Ermakov systems that have contributed to the search
for similar systems in classical and quantum systems.
Lee[65] studied a multi-dimensional Ermakov theory applicable to separa-
ble and non-separable time-independent quantum mechanical systems. He ob-
tained an exact invariant for multi-dimensional quantum systems and showed
how this reduced to the Ermakov-Lewis invariant in one-dimension by con-
sidering the harmonic oscillator as a one-dimensional Schrodinger equation.
In addition he analysed the hydrogen atom as a quantum Ermakov system.
Thereafter Nassar[84] presented a unified protocol to treat the quantum time-
dependent harmonic oscillator with friction. He discussed inter alia a time-
dependent linear Schrodinger equation for which he also derived an Ermakov
13See §1.3
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system with an Ermakov-Lewis type invariant. At about the same time Pe-
drosa also considered Ermakov systems with friction and the corresponding
Ermakov-Lewis invariant[87]. These works were preceded by Ray and Hart-
ley who, in a series of papers[40, 98, 99], applied the Ermakov technique to more
general time-dependent systems, including the n-dimensional Schrodinger equa-
tion.
The above applications of Ermakov systems imply that they are an impor-
tant part of the study of differential equations and that further investigation
thereof is of relevance to dynamical systems in particular and the theory of
differential equations in general.
1.6 Outline
We devote the next chapter to the Lie analysis of differential equations. A
short introduction to this essential theory is provided and the generalised Er-
makov system (1.5.4) is used to illustrate the technique. We also point out the
usefulness of this technique in providing various routes to solving differential
equations.
An alternative use of the Lie method is introduced in Chapter 3. This tech-
nique which, in essence, is the exact opposite implementation of the standard
Lie analysis, has provided interesting insights into the generalised equations
obtained.
We extend this alternative approach to three dimensions in Chapter 4 and





Lie Theory of Differential
Equations
We introduce Lie's theory for the solution of differential equations and explain
the concept of Lie algebras. The theory is then utilised to investigate the
behaviour of Ermakov systems.
2.1 Definitions
Many of the concepts in the ensuing discussion are not familiar to those who
are normally interested in the solutions of differential equations. We pause
to explain some of the terminology that will arise later. However, we do not
elaborate on these concepts in any great detail as it would detract from the
tenor of this work.
Group: A group G is a set of elements with a law of composition q; between
elements satisfying the following axioms[12]:
(i) CLOSURE PROPERTY: For any element a and b of G, q;(a, b) is an
element of G.
(ii) ASSOCIATIVE PROPERTY: For any elements a, band c of C,
4J(a, q;(b, c)) == q;(4J(a,b),c).
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(iii) IDENTITY ELEMENT: There exists a unique identity element I of
G such that, for any element a of G,
<jJ(a, I) == 4>(1, a) == a.
(iv) INVERSE ELEMENT: For any element a of G there exists a unique
inverse element a-I in G such that
Abelian group: A group G is Abelian if </J(a, b) == <jJ(b, a) holds for all ele-
ments a and b in G.
Group of transformations: The set of transformations
x == X(x; s)
defined for each x in D c R, depending on the parameter e lying in the
set S c R, with <jJ(c:, 5) defining a composition of parameters e and 5 in
S, forms a group of transformations on D if:
(i) For each parameter c: in S the transformations are one-to-one onto
D.
(ii) S with the law of composition 4> forms a group.
(iii) x == x when e == 1, ie.
X(Xj I) == x.
(iv) If x == X(x; s), x == X(x; 8), then
x== X(x; 4>(c:, 8)).
Lie group of transformations: A one-parameter Lie group of transforma-
tions is a group of transformations which, in addition to the above, sat-
isfies the following:
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(i) e is a continuous parameter, ie. 5 is an interval in R. (Without loss
of generality e = 0 corresponds to the identity element I.)
(ii) X is infinitely differentiable with respect to x in D and an analytic
function of e in 5.
(iii) cP(c,8) is an analytic function of c and 8, c E 5, 8 E 5.
Subgroup: A subgroup of G is a group formed by a subset of elements of G
with the same law of composition.
Special linear group: The complex general linear group GL(n, C) and the
real general linear group GL( n, R) consist of all nonsingular complex and
real n x n matrices respectively[9]. (The latter may be considered as a
subgroup of the former.) The complex special linear group 5 L(n, C) is
the subgroup of GL( n, C) consisting of matrices with determinant one.
The real special linear group 5L(n, R) is the intersection of these two
subgroups
5L(n, R) = 5L(n, C) n GL(n, R).
Rotation group: The rotation group 50(n, R) is the special or proper real
orthogonal group given by the intersection of the group of orthogonal
matrices! O(n, R) and the complex special linear group, ie.
SO(n,R) = O(n,R) n SL(n, C).
Lie algebra: 2 A Lie algebra E: is a vector space together with a product [x, y]
that:
(i) is BILINEAR (ie, linear in x and y separately),
I Recall that a matrix is orthogonal if its transpose is its inverse.
2The term 'Lie algebra' was coined by H Weyl in 1934. Previously mathematicians simply
spoke of "infinitesimal transformations XII, ... , Xrl" of the group which Lie and Engel often
ab breviated to "the group X I I ... ,X r I"[13].
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(ii) is ANTICOMMUTATIVE (antisymmetric):
[x,y] == - [y ,x],
(iii) satisfies the JACOBI IDENTITY
[x , [y ,z]] + [y, [z,x]] + [z, [x ,y]] == 0
for all vectors x, y, z in the Lie algebra.
A familiar Lie algebra is the real three-dimensional vector space with the
vector cross product as multiplication.
Abelian algebra: A Lie algebra E is called Abelian (equivalently commuta-
tive) if [x, y] == OV' x,Y E £[86].
Solvable algebra: A Lie algebra E is called solvable if the derived series
c 2. £' == [£, £]
2. £" == [£',£']
::) ...
2. £(k) == [£(k-l), £(k-l)]
terminates with a null ideal, ie. £(k) == 0, k > 0[45]. Note: Any Abelian
algebra is solvable and indeed any Lie algebra of dimension ~ 3 is solvable
except when dim Z ....:... 3 == dim£' .
A few comments about Lie algebras are now in order. The Jacobi identity
plays the same role for Lie algebras that the associative law plays for associative
algebras. While we can define a Lie algebra over any field, in practice it is
usually considered only over real and corriplex fields. We define the product
associated with the Lie algebra as that of commutation, ie.
[X, Y] == XY - yx.
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If a differential equation admits the operators X and Y, it also admits their
commutator [X, yp. Lie's main result[l18] is the proof that it is always possible
to assign to a continuous group (Lie group) a corresponding Lie algebra and
vice versa. Thus for the real special linear group SL( n, R) the corresponding
Lie algebra is sl(n, R) and for SO(n, R), so(n, R).
2.2 The Lie analysis
We now present a brief introduction to this method of analysing differential
equations. For a more detailed approach we refer the reader to [12, 77, 78, 85].
While the subsequent development will encompass only ordinary differential
equations, the results apply mutatis mutandis to partial differential equations.
An ordinary differential equation
F(x, y, y', . . . , y(n)) = 0
admits the one-parameter Lie group of (point) transformations"
i=x+ce(x,y)
y = y +c1](x, y)
with infinitesimal generator
a a
G = e(x, y) ax +1](x, y) ay
if and only if







c[n] = c[n-l] + [nl_a_
1] ay(n) , (2.2.5)
3See[86] for a detailed discussion of the properties of commutators.
4We are only concerned here with the study of classical point symmetries. More recently
different types of symmetries, ego hidden[l , 2, 3], potential[12], contact[80], internal, external
and generalised[4] symmetries have come under focus. Many, such as hidden and potential ,




[n] _ d7][n-l] _ (n) d~
7] - dx y dx'




i- _~ + y'~ +...+ y(n) a . (2.2.8)
dx - ax ay ay(n-l)
G, defined by (2.2.3), is called a symmetry of (2.2.1) and (2.2.5) the nth exten-
sion or prolongation of G5 • We say that F is invariant under the nth extension
of G if (2.2.4) holds. The symmetry is usually written in its unextended form
for compactness.
For a second order ordinary differential equation
f(x, y, v', y") == 0
we use the second extension (or prolongation) of G, viz.
[2] a a (' I Cl) a (" "c' I CIf) aG == ~- +7]- + 1] - y ':, - + 7] - 2y ':, - y ':, -
ax ay ay' ay"
and require that




Given ~ and 7] we can find f == F(u,v,w) where u,v and ware the three
characteristics determined from the associated Lagrange's system
dx _ dy _ dy' _ dy"
~ - 1] - TJ' - y'e - 7]" - 2y"~' - y/~",
Using the first two expressions we obtain u(x, y), the zeroth order invariant, the
second two v(x, y, y'), the first order invariant and the final two w(x, y, y', y"),
the second order invariant. However, if f is given, (2.2.11) is an equation for ~
and 7] and we rewrite it as
5We need to extend the symmetry to take care of the higher derivatives in the equation.
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(
82", + 2 1 82", + 12 82", + I/U", _ 2 118~ _ 2 1 118~
+ 8x2 y 8x8y 11 8y2 y ay y 8x y y 8y
_ 182~ _2 '2 82~ _ 1382~ _ 1 118~) 8j ==0.(2.2.12)
y 8x2 y 8x8y Y 8y2 y y 8y 8y'
Since", and ~ are functions of x and y only, we use (2.2.9) to eliminate y",
collect terms by powers of y' and set each coefficient separately equal to zero.
The resulting equations form an overdetermined system of partial differential
equations which are solved to obtain the explicit forms of ~ and "" and thereby
G. The commutation relationships of the Gi's form a Lie algebra.
It is evident that the calculation of ~ and TJ involves tedious manipulation
which is best left to a computer. To this end many packages have been de-
veloped to determine the symmetries of differential equations". We have made
use of the packages Program L1E[41] and Mathernatica[l16] to reduce the effort
and increase the accuracy in calculations.
2.3 Using symmetries to solve differential
equations
Symmetry algebras calculated using Lie's infinitesimal method have numerous
applications. These include integration of ordinary differential equations, group
invariant solutions of partial differential equations, conservation laws, bifurca-
tion theory etc. We illustrate the usefulness of the knowledge of symmetries in
analysing differential equations.
2.3.1 Point transformations
We can relate differential equations of similar order with the same symmetry
algebras by a point transformation. The knowledge of the solution of just
one equation of a particular class is required to determine the solutions of the
6See Hereman's comprehensive review of existing software(43].
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remaining equations as they are also related via point transformations. This
is illustrated most aptly by second order ordinary differential equations which
have the maximal symmetry algebra 3£(3, R) (with eight symmetries).
Consider the nonlinear second order ordinary differential equation
" 3 '+ 3 0Y + yy y == , (2.3.1)
which arises in the study of the modified Emden equation, and the simple
equation
Y" == 0, (2.3.2)
both of which have the eight element Lie algebra 3£(3, R)[76]. The solution of
(2.3.2) is
Y == A+ EX,
while that of (2.3.1) not exactly obvious. However, one can transform eq (2.3.1)




Thus the solution to (2.3.1) is







2.3.2 Reduction of order
One of the preferred routes to the solution of differential equations is via re-
duction of order. One can always reduce the order of an ordinary differential
equation if it admits a one-parameter Lie group of transformations. In the
instance of first order ordinary differential equations this results in a reduction
to quadrature. This reduction can always be accomplished by using canonical
coordinates associated with the group.
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For higher order ordinary differential equations (n 2 2) the reduction can
also be accomplished by using differential invariants (invariants of the nth
extended group). The attraction of this method is that the order of an or-
dinary differential equation can be reduced by m if it is invariant under an
m-parameter Lie group of transformations whose Lie algebra is solvable.
The general second order linear homogeneous ordinary differential equation
y" +p(x)y' +q(x)y == 0






We first reduce (2.3.3) by canonical coordinates: The canonical coordinates
corresponding to (2.3.4) are
u(x,y)==x















dz- + Z2 +p(u )z + q(u) = 0,
du
the first order ordinary differential equation of Riccati type.
We now consider the reduction using differential invariants. The invariants
of the first extension of (2.3.4) are
u(x,y)=x,
, ( ') Y ,v x,Y,Y =-:-.
Y
The corresponding differential invariant7 is
dv y" (Y') 2 y" 2-=-- - =--v
du Y Y Y
whichreduces to
" dv 2Y =Y-
d
+v y., u
Hence (2.3.3) once again reduces to the Riccati equation
dv
du +v2 +p(u)v +q(u) = O.
The existence of a sufficient number of symmetries can help in determin-
ing an appropriate path for reduction. If a second order equation has two
symmetries G1 and G2 with the Lie bracket
reduction via G2 will lead to a first order equation which will have G1 as a
symmetry. Reduction via G1 causes the reduced equation to lose G2 , so care
must be taken in the selection. Note that, while reduction is desirable, one can
not always solve the reduced equation.
Alternatively, increasing the order of an equation sometimes does offer ad-
vantages. It is often lamented that an increase in order reduces symmetry.
However, one does obtain Type I Hidden symmetries[2] which provide alterna-
tive routes for reduction via these 'new' symmetries.
7In the notation of Bluman and Kumei[12].
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2.4 Lie algebra of Ermakov systems
Knowledge of Lie symmetries has enabled previous researchers[100, 102] to
generate new Ermakov systems. However, it was only recently that the Lie
algebra of the Ermakov system (1.5.3):
(2.4.1a)
(2.4.1b)
was computed[61]. We illustrate the procedure by considering the compact
form (1.5.4) of our system (2.4.1), viz.
N = xy - iy - x39 (y / x) + Y3 f (y / x) = O.y x (2.4.2)
We require invariance of (2.4.2) under the second extension of the group gen-
erator G, viz.
(.. ..' .,,) a (.. .. . .,,) a+ TJ - 2x~ - x~ ai + "t ': 2y~ - Y~ ay'
le.
(
.. 3xg x 8g f y af)+, -x+----+-+--
y4 y3 ay x3 x3 ay
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. 3 f)2~ ... a~ 2" a2~ 2' 2. a2~ . '2 a2~ ... a~) ( )-x --XX-- xy--- X y---xy --xy- -y
aX2 OX axay oxay ay2 ay
'2a2, .. a, 2 .. a~ ... a~ ... a~ . a2e 2.' a2~+y -+y-- y--xy--yy--y-- xy--
ay2 ay at ax ay at2 atax
. 2 • a2~ ... a~ 2 .2 a2~ 2' .2 a
2
~ . .3 a
2
~ ... a~ ) 0-X y- - xy- - y -- - xY -- - y - - yy- x-
ax 2 ax axay axay ay2 ay -,
which, after solving for x (or equivalently for ij) in (2.4.2) and substituting into
(2.4.3), becomes
.. a7] .. aT] 2.. a~ 2 ... a~ 2.. . a~ ... a~ ... a~ .. a,-yy- - xy- + xy- + xxy- + xyy- +xxy- +xyy- +xx-
ay ax at ax ay ax ay ax
.. a, 2'. a~ 2' .. a~ 2"· a~ ... ae ... a~+ xy- - xy- - xxy- - xyy- - xxy- - XYY- =
ay at ax ay ax ay
.. a7] 2('. xg Yf)ae 2' ( .. xg Yf)ae- yy- + xy - - + - - + x xy - - +- -
ay y3 x3 at y3 x3 ax
2 . ( .. xg Yf)ae . ( .. xg Yf)ae . ..ae+ y xy - - +- - + X xy - - +- - +xyy-
y3 x3 ay y3 x3 B» ay
+ ( xij x9 + f) a, + .. a, 2'· ae 2' .. ae 2 ... aex - - - - - xy- - xy- - xXY- - xyy-Y y4 x3 ax ay at . ax ay
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Separating by powers of X, iJ and ~; we obtain the following thirteen determining
equations:
a2~




• X °- ay2 == ,
a~ a~
yy: x- + y- == °ax ay ,
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87] 87] x 2 8, 8, x
y: -y- - x- +-- +x- +7] - -, = 0,
8y 8x y 8x 8y y
+ (x9 _ yf) 87] = o.
y3 x3 8x
After a lengthy calculation" we obtain the explicit forms of ~,7] and, as
~ = a(t)
7]=~a(t)x
I = ~a(t)y .
Thus the equation (2.4.2) has the symmetry
C
8 1· 8 1· · 8
=a 8t + "2 ax 8x + "2 ay 8y . (2.4.3)
As a is an arbitrary function of time, (2.4.2) admits an infinite dimensional Lie
algebra (and not merely 8£(2,R) as stated by Leach). Recalling that (2.4.2)
was obtained by eliminating the w2(t ) terms from the equations
(2.4.4a)
(2.4.4b)
we examine these equations for invariance under the symmetry (2.4.3). We do
this by applying the second extensionof C, viz.
C [2] 8 1· 8 1· 8 (1 .. 1 . . ) 8 ( 1 .. 1 . .) 8= a- + -ax- + -ay- + -ax - -ax - + -ay - -ay -
8t 2 8x 2 8y 2 . 2 8± 2 2 8iJ
(1... 3...) 8 (1 ... 3...) 8+ - a x - -ax - + - a y - -ay -2 2 8x 2 2 8y
8We disagree with Leach who dismissed it as merely 'routine' in his paper in the manner
to which he is accustomed[29].
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to (2.4.4) and obtain that a(t) must be a solution of the equation
'0: +4w2(t )a+4wwa = 0 (2.4.5)
(This is really the third order form of the Ermakov-Pinney equation, but more
on this later.). We note that Leach pointed out that, in effect, one could
consider two types of Ermakov systems: the oscillator system and a free particle
type system, the latter corresponding to w 2 in (2.4.4) being zero. It was also
pointed out in §1.5 that the w terms in (2.4.4) could be easily transformed
away. Thus we can take w in (2.4.5) to be zero without any loss of generality
to obtain
'0; = O.




G2 = 2t- +x- +y-at 8x . 8y
28 8 a




as reported by Leach[6l].
Gl represents invariance under time translation which implies that the equa-
tions are explicitly independent of time t. Invariance under 2ta/ 8t+a(x8 / 8x+
ya/ ay) means that the equations are invariant under scale transformations or
similarity transformations[8l]. When a = 2, we talk of uniform or homoge-
neous dilations. Note that in these two instances the one parameter group of
transformations is globally defined. Invariance under G3 on the other hand
means that the equations are invariant under a true local one parameter group
of point transformations. While there exist instances in the literature[6l] where
the term conformal is used we note that this has a more general meaning[75]
and can refer to anyone of 10 symmetries. A proper classification thereof
requires further thought.
The Lie brackets of the symmetries in (2.4.6) are
(2.4.7)
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which is the non-Abelian Lie algebra A3,89 , better known as s£(2, R). Equally
we could use the solutions of (2.4.5) which also give the algebra s£(2, R)[78].
In the previous chapter we saw that the Ermakov invariant (in two dimen-
sions) was obtained from the angular component (2.4.1b). This suggested a
natural extension to higher dimensions if polar coordinates were used. How-
ever, this is not the only pathway for generalisation to higher dimensions.
Lutzky[74] (whose results were extended by Sarlet[104]) kept the auxilliary
equation (1.3.5) while increasing the number of Cartesian equations. The main
criterion is invariance under the second extension of the symmetries in (2.4.6).
The above development would have been greatly simplifed if we had used
the plane polar forms of (2.4.4), viz.
.. . . G(B)









2.5 First integrals for the Ermakov system
Recall that the restriction on a(t) in (2.4.3) was obtained by the necessity of
consistency of the invariance of (2.4.2) and (2.4.4) under the same symmetries.
We will now investigate the possibilities of restrictions imposed on a(t) by the
the alternative method of finding the first integrals associated with the point
9 Ai .i means the jth algebra in i dimensions. We adopt the Lie algebra classification of
Mubarakzyanovas explained in "[77].
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symmetry (2.4.3) (and in so doing attempt to find all (four) first integrals for
(2.4.8)).
We calculate the first integrals for an nth order system having the symmetry
G by taking the (n - l)th extension of G and applying it to some arbitrary
function. In this way we obtain the functional form of the first integrals and
by requiring its total derivative to be zero we obtain the first integrals. For
our problem we require the first extension of our symmetry (2.4.3), viz.
G(l ] al' a a (1 .. 1 . .) a . B· a= a- + -ar- +0- + -ar - -ar - - a -.
at 2 ar aB 2 2 ar aB
to operate on the function
f(t, r, B, i , iJ).
We find that the first integrals have the functional form
1 = f(u,v,w,x)





results in a partial differential equation with associated Lagrange's system
du dv dw dx
w/a - x/r2 = al/2r-~a-l/2ar+~a-3/2a2r = G(B)/r2·
Using the second and fourth terms we obtain one first integral as
11 = teO)2- JG(O)dO
(2.5.1)
(2.5.2)
which is just our Ermakov-Lewis invariant (1.5.6). This implies that (2.5.2)
has an infinite-dimensional Lie algebra as no restriction on a is imposed. It




that imposes a restriction on a, viz.
(a 1/ 2 ) " == ~
a2
==} .;£ == O.
Hence
a=={l,t,e}.
(Note that this (and indeed any further) development is only possible if the
system is Hamiltonian (ie. F == -2 JG) as was observed in the search for first
integrals for the three-dimensional Ermakov system in §1.5.) If we set
r - re2 == F(B) == ~ (-2JG(B)) == _ av
r 3 r 3 ar
.. . 1 1 av
rB + 2i-B == -G(B) == ---,
r 3 r aB




We pause for a moment to consider the physical interpretations of both the
Ermakov-Lewis invariant (2.5.2) and the Hamiltonian (2.5.5). The former has
always been considered as an expression for the energy of a particle (moving in
a plasma). However, if we consider it to be (more correctly) the equation for
the angular momentum of the particle we realise that we need to rewrite it as
(2.5.6)
(Later calculations also bear this out.) Our .Harniltonian can be rewritten as
(2.5.7)
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(However, we do not call H' the 'new' Hamiltonian. ) which is just the equation
for the Newton-Cotes spiral[115, p 83]. Replacing J by ~J' gives
r = a [ (1'2 +r2(j2) _ 2 [2G ] - ar1' + tar2
2 H .. 1" 2= a - a" + "2a, . (2.5.8)
(2.5.9)
The expression for our third first integral (obtained from the first and second
terms of (2.5.1)) is
1 . J,2 / a - 21 J 1I( = --arCS1n - -dt,2m (,2/ a)y'J2 - 2Ia ,2
which we can rewrite as
(2.5.10)
1 J',2 - 2aI' J1
1(' = 2J( = /T7arcsin - 2 -2dt.
y I' ,2y'J'2 - 4a1' r
Note that both J' and J(' depend on a(t). We therefore have seven first inte-
grals, viz.
(2.5.11)
J ' - .2 + I' - H'1-' -,2 (2.5.12)






, 1 . ( 21' ) J 1J(l = /T7arcs1n 1 - -- - 2 -dt
y l' ,2J{ ,2
K' 1 . [ 1 (' 2I't)] J12 = /T7arcs1n rTiTI J2 - - - 2 -dt
y I' V J{J~ ,2 ,2
J(~ = ~arcsin (1 - _2I_'t_
2
) - 2J~dt.
y I' ,2J~ ,2
(Note that J{ is twice the Hamiltonian.) However, we can relate three of these
first integrals to the others in the following manner:
1'2 + I'J' - _2~_
3 - J' ,
1
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, }'/' r;:; '~'!{2 == '-I - y!'arcsln J' J'
1 3
, , rt: . 2JTiJ~




Thus the system (2.4.8), with F(fJ) == -2 JG(fJ)dfJ , possesses the four indepen-
dent first integrals 1', J~, J~ and !({ where I' has an infinite-dimensional Lie
algebra given by (2.4.3) and J{, J~ and 1{{ possess the Lie algebra 8£(2, R) given
by the generators (2.4.9). We remark that while there have been other attempts
to find first integrals for (2.4.8) (or its cartesian equivalent) [33, 92, 94], these
efforts impose artificial constraints on the system which the above approach
does not.
2.6 The Lie Algebra 8£(2, R)
The Lie algebra A3,8 has two familiar forms - 8£(2,R) with Lie brackets
and 80(2, 1) with Lie brackets
which are isomorphic. The 80(2, 1) form implies non-compact rotations (It is
a non-compact form of 80(3).) and is more appropriate to three dimensions.
For our purposes it is desirable that we use 8£(2,R) as the problems of interest
to us are based in 1 + 1 dimensions.
Firstly, 8£(2,R) is found in higher order equations of maximal symmetry.
For an nth (n > 2) order equation the algebra is[78, 79]
nA1 ills (AI ill 8£(2, R)),
where nA1 is the n-dimensional decomposable Abelian algebra. For n == 2 the
maximal algebra is 8£(3,R). Two of the realizations of 8£(2, R) in terms of
operators in the plane are subalgebras of 8£(3,R)[35, 79].
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(2.6.1)
We also observe the occurrence of 8£(2, R) in the study of quasi exact solu-
tions to the Schrodinger equation. Turbiner[111, 112] treated the problem of
the sextic potential via the representation
+ 2d . 0 d .J = z - - 2]z J = z- - ]
dz ' dz'
of 8£(2, R), where z = x 2 and j(j +1) is the eigenvalue of the Casimir operator.
Subsequently, de Souza Dutra and Boschi Filho[20] used the algebra 80(2, 1) to
obtain polynomial potentials of higher degree. The link between 8£(2,R) and
quasi exact problems is such that Chhajlany[19] defined quasi exact problems
as those wherein a partial set of exact solutions with a dynamical symmetry
(viz. 8£(2, R)) could be found. A more detailed and clearer discussion is to be
found in[121].
As a final remark we point out that Boyer and Wolf[14] provide a detailed
analysis of the canonical transformation between coordinate-momentum and
number-phase descriptions for systems possessing the 8£(2, R) dynamical alge-
bra on the quantum mechanical level.
Thus it is useful to consider the general form of the equation invariant under
8£(2, R). This will be determined in §3.
2.7 Transformation of symmetries
It sometimes occurs that the Lie algebra obtained from the symmetries of a
particular differential equation cannot be readily identified as belonging to a
particular Lie group. To better identify the Lie algebra one needs to often
make a change of basis. We illustrate the procedure with a simple example.
In §2.6 it was noted that the Lie algebra 8£(2, R) has the Lie brackets
(2.7.1)
However, in our analysis of Ermakov systems (see also [6, 61]) we found that
the Lie brackets of the generators were
(2.7.2)
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and remarked that this was also 3£(2,R). We use the procedure of change of
basis to show that the two forms are equivalent and do not represent different
Lie algebras.
We can proceed in the following way. We easily show that the two forms
(2.7.1) and (2.7.2) are equivalent by setting
(by inspection) which yields
[11, Y3] = 2Y2, (2.7.3)
which is isomorphic to (2.7.1).








C3 = t - +2tl-at al
to be transformed to
a
X l = -aT
o 0
X 2 = 2T - + R -et en
2 a a


























2 aF aF 2
t - + 2tr- == F
at ar
2fJG aG






(If one transforms two symmetries to two new symmetries, then the procedure
is straightforward and one would obtain 2F on the RHS of (2.7.7) and G on
the RHS of (2.7.8). However, as we have three symmetries, eqq (2.7.9-2.7.10)
impose a restriction on the transformation and the RHS of eqq (2.7.7) and
(2.7.8) are as above.) whence
T (== F) == t (2.7.11)
Thus we can transform (2.7.4) to (2.7.5) using (2.7.11).
2.8 The Ermakov-Pinney equation revisited
Now that we have developed the concept of symmetries we return to the
Ermakov-Pinney equation.
2.8.1 The 8£(2, R) connection




Cl = Ul(t)~t + !Ul(t)p~p
C2 = U2(t) ~t + !U2(t)p~p






where the u/s are the linearly independent solutions of
(2.8.3)
(This is the same equation obtained in §2.4.) Using the method explained
in[79] we find that the Lie algebra of (2.8.2) is s£(2, R).
We can integrate (2.8.3), after multiplying by u, to obtain







U = p, est = 2n2 •
Thus we can say that the Ermakov-Pinney equation is a first integral of (2~8.3).
Note that (2.8.3) is a third order ordinary differential equation with the maxi-
mal number (seven) of symmetries which have the algebra A1EBs(3A1EBs£(2, R)).
The Ermakov-Pinney equation is the integral associated with the s£(2, R) part.
To solve the Ermakov-Pinney equation (2.8.1) we proceed as follows: Intro-
duce two new variables
v = pU-1/2
so that (2.8.1) becomes
V" +n2v = n
2
V3
which can be solved in terms of the solutions of[88]
as






2.8.2 Generalization of the Ermakov-Pinney equation
Reid[101] has shown that the more general form of (2.8.1), viz.
(2.8.9)
has the exact solution
for m =1= 0, 1, where u and v are the linearly independent solutions of
y+p(t)y==o
provided that




Recently we obtained a wider class of solutions to (2.8.9)[39] from a group
theoretic approach. Eq (2.8.9) has the symmetry
8 ·8
G == uv- + l(uv)-
Bt 2 8p
when qm(t) has the form (2.8.12). However, if we first require (2.8.9) to have
a symmetry, it is of the form
a(t) ~t + Ha(t) +a) p ; p,
where a is a constant and a(t) a solution of
'0: +4pa +2pa == 0,
(2.8.13)
(2.8.14)
which is again the third order form of the Ermakov-Pinney equation. It is
required that qm (t) have the form
qm(t) = K [a(t)]m-2 exp [j ;~ dt] ,




x =Ja~t)dt, Y = pa-1/ 2 exp [a J_l_dt]2 a(t)
we can rewrite (2.8.9) in autonomous form, viz.
" I ( 1 2) Y ](Y + aY + M + :la = Y2m-l' (2.8.16)
where M is obtained in the same manner as the constant in (2.8.5). If a = 0,
the solution of (2.8.16) is always reducible to a quadrature. When, in addition,
M < 0, (2.8.16) reduces to the form of one of Reid's solutions, viz.
.. 2 / 2m-ly - w Y = Cl Y . (2.8.17)
However, using (2.8.15) and the above transformation we obtain a wider class
of equations that have the solution
(2.8.18)
given by Reid, where
I Cl
C = ,
m 4w2(80")m(m - 1)
Cl an arbitrary constant, 8 and 0" are constants determined by the initial con-
ditions and w 2 = p(t).




This results in an Abel's equation of the second kind, which, unsurprisingly,
cannot be solved for general a. We can find a second symmetry if
We can now reduce the solution to a quadrature which invalidates the solution
given by Reid.
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2.9 Classification of Ermakov systems
Sarlet and Ray[106] proposed an extensive classification scheme for Ermakov-
type systems involving Pfaffian and standard forms. The central feature of
their scheme is the existence of a so-called nonlinear superposition of the gen-
eral solution of the Ermakov-Pinney equation and its extensions. This su-
perposition is in terms of the linearly independent solutions of the associated
linear equation. This property of Ermakov systems has attracted considerable
interest[34, 93, 97, 104], but is beyond the scope of this work.
Leach[61] based the concept of a Ermakov-Lewis invariant on the invariance
of (1.5.4) under the representation (2.4.6) of the algebra 3£(2, R). This led him
to define generalised Ermakov systems as systems wherein the original equa-
tions of motion, eq (1.5.3), possessed 3£(2, R) symmetry and weak generalised
Ermakov systems as systems where only (1.5.4) held. We can easily extend
this notion to higher dimensions. Consider the three-dimensional system
r - r0 2 - r sin2 ()~2 = S(t, r, (), c/J)
.. .. 1 aW(() c/J)
r() + 2i'() - rc/J2 sin () cos () = - 3 a ' ·
2r ()
. ()1 2')" () 2 ()A.. () 1 aW((),cP)





where S can be any function of r, (), c/J and t. This system need have no sym-
metries at all, but does possess an Ermakov-Lewis invariant, and so falls into
the class of weak generalised Ermakov systems. The reason for this is that eqq
(2.9.1b) and (2.9.1c) do have 8£(2, R) symmetry and it is from these equations
that we obtain the invariant(s).
Athorne[6], although not disagreeing with the distinction, noted that other
classifications - such as Hamiltonian and non-Hamiltonian - were also impor-
tant. Indeed, the point of that letter was that those (non-Hamiltonian) systems
described, and which had only one global invariant, could be understood as 'lin-
ear extensions' of an underlying Hamiltonian system with appropriate choice
of time-variable.
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We follow Leach 's classification scheme, but take note of Athorne's com-




We find a wider class of Ermakov systems by considering the general form of
the equation invariant under 3£(2,R).
3.1 Canonical forms of 8£(2, R)
We have shown that the Lie algebra of Ermakov systems admits 3£(2,R). The
natural question to contemplate is "What is the class of second order differen-
tial equations invariant under 3£(2, R)?"[38]. This gives rise to the so-called
'inverse problem' - the finding of the equation given the algebra. Mahomed[77]

















Taking the Lie brackets of each set of these generators we easily verify that the
non-zero commutators are
(3.1.4)
We investigate the behaviour of the general second order ordinary differential
equation
f(t,r,B,r,iJ,f,O) =0 (3.1.5)
under the restriction of invariance under (3.1.1-3.1.3) in turn. It will then
be determined whether the resulting equations can be interpreted physically
and/or reduced to the form of Ermakov systems.
3.2 Equations invariant under 8£(2, R)
We need the second extensions of the generators of the first realization of
sf(2, R) (3.1.1), viz.
G[2] .«
1 - at (3.2.1a)
G2[2] = t~ +o~ +o~ - i-~ - B~ - 2f~ - 20~ (3 2 Ib)at ar aB ai- aB af aB . .
[2] 2a a a .a .a ... a (.. .) a
G3 = t at +0ar + 0aB - 2trai- - 2tB aiJ - (4tr + 21') af - 4tB + 2B ao'
(3.2.1c)
Gl is its own second extension (3.2.1a) and requires (3.1.5) to be independent
of t, viz.
f = 9 (r,B,i-,iJ,f,O) = o.
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(3.2.2)
The invariance of (3.2.2) under (3.2.1b) results in a partial differential equation
with associated Lagrange's system
dr dB
o 0
dr dB dr dB
-. =--=--",
-r -B -2r -2(}
(3.2.3)
where we keep the first two terms to remind us that rand () are characteristics.
(Note: When we use the notation (3.2.31) we refer to the i-th term of equation
(3.2.3). This allows us to easily indicate which terms of (3.2.3) we are dealing
with to find the associated characteristi cs.) (3.2.33 ) , with (3.2.34 ) requires that
u = iJ /r be a characteristic, with (3.2.35 ) v = r/r 2 and with (3.2.36 ) w = iJ /r2 •
Eq (3.2.2) now reduces to
9 = h(r,(},u,v,w). (3.2.4)
Using (3.2.1c) in a similar manner to (3.2.1b) further reduces the number of
characteristics and the general form of the second order differential equation
invariant under (3.1.1) is
( . . ")B rB - rBk r, (), -;:, r3 = o. (3.2.5)
We observe that (3.2.5) has coupled acceleration terms, and thus has no further
interest for us (in two dimensions at least). This should not really be surprising
as, if we consider the scalar form of (3.1.5), viz.
F(t,x,x,x) = 0, (3.2.6)
invariance under (3.1.1a) removes the t dependence, (3.1.1b) gives the form of
the characteristics as
u = x, and xv = -=-2x
while (3.1.1c) removes the dependence of f on x!
We now consider the invariance of (3.1.5) under the second extension of the
generators (3.1.2). Once again G1 is its own second extension and requires that
(3.1.5) be free of t, viz.
f = 9 (r, B, r, iJ, r, iJ) = o.
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(3.2.7)
The second extension of (3.1.2b) requires that (3.2.7) have the form
h(B,u,v,w,x) = 0
where u, v, wand x are given by
(3.2.8)
U = T,
w = rr and
v = rB
Imposing the invariance of (3.2.8) under the second extension of (3.1.2c) gives
the final form of (3.1.5) as
with
and
k(B,a,(3,,) = 0 (3.2.9)
r28 - rrB r2rrB
, = 1 + r2 (1 + r2)2.
While this case is slightly better than the previous one in that we can obtain
two equations, the physical applications thereof are not immediately obvious.
After our previous successes we approach the third and final realization of
8£(2, R) (3.1.3) with more than a little trepidation. In this case, however, we
need not to have worried excessively. To prevent the onset of boredom1 we
omit the invariance of (3.1.5) under the second extension of Cl and move on
to the far more interesting C~2] which requires that (3.1.5) have the form
( . 2")gB, r , rt), rr , r B = o. (3.2.10)





The acceleration terms are nicely separated, bu t we do not observe an immedi-
ate resolution of (3.2.11) to Errnakov systems. However, we have taken (3.1.4)
to be 8£(2, R) while in §2.4 we used the form (2.4.7). We noted in §2.7 that
(2.7.4) can be transformed to (2.7.5) which satisfy the commutation relations
(2.4.7). Hence we can transform (3.1.3) to (2.7.5) by
T == t
Thus we can rewrite (3.2.11) as
(3.2.12)
(In the ensuing discussion we use (3.2.12) with R replaced by r for convenience.)
We note that in spherical polar co-ordinates the characteristics 4>, r2~ and r4~+
2r3r~ would also be arguments of H and the general form of the equation is
(3.2.13)
The generalisation to hyperspherical co-ordinates is obvious.
In two dimensions we require two equations which, in general, would be
~(B,r20,r3r,r40+2r3rO) == 0
Ci(B,r20,r3r,r40 +2r3rO) == 0
(3.2.14a)
(3.2.14b)
We note that a particular case of the general result represented by eqq (3.2.14)
was reported by Ray and Reid[97] who used a quaint combination of Noether's
theorem and an ad hoc method.
We confine our attention to the subset of (3.2.14) which can be written in
the normal forms




The implicit function theorem[15, p 171] does impose some restrictions on F
and Ci for this inversion to be possible. In particular (3.2.15) may only have
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local validity. In such a case the development below would be confined to a
collection of neighbourhoods. However, in view of possible physical applications
based on the ideas of Newtonian mechanics, we assume that eqq (3.2.15) have
more than local validity. Eqq (3.2.15) can be recast in the form of the equation




The usual generalised Ermakov systems (2.4.8) have f and 9 free of r 20.
In order to make the structure of these equations more transparent we in-
troduce 'new time'2 T defined by
(3.2.17)
and the inverse radial distance X = 1/r. If derivatives with respect to Tare
denoted by', " etc, eqq (3.2.16) become
x" + [0'2 + f(O, O')]X = 0
0" = g(O, 0').
(3.2.18a)
(3.2.18b)
(We have previously found[36] a system resulting from a more generalised form
of (3.1.3). That system reduces to (3.2.18) naturally.) Eq (3.2.18b) is effectively
a first order equation for 0' with 0 as dependent variable. In terms of the Lie
theory for the integration of a first order ode an integrating factor can be found
such that
(0 0') = _O,aM(O, 0') jaM(O, 0')
9 , ao ao'




2The specific form of the concept was first introduced by Jean-Robert Burgan in 1978[17,
18].
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where h is a constant. (Note: We are concerned here with principle. In practice
there may be technical difficulties!) Given the structure assumed for 9 the
implicit function theorem[15, p 165] guarantees inversion of (3.2.20) to
8' = N(8,h)
(at least locally) so that
J d8r - ro = N (8, hr




Now that 8 is known, (3.2.18a) becomes the differential equation in (X, r) space
of the classical time-dependent linear oscillator if the coefficient of X is positive,
the free particle if zero and the linear repulsor if negative. We remark that the
new time defined in (3.2.17) is almost familiar except that r(t) is used instead
of p(t)[60, 69]. Another way to look at the definition of new time is as
(3.2.23)
so that r is the measure of time in which the time rate of change of angle is
the angular momentum. This angular momentum interpretation and resulting
oscillator equation (3.2.18a) remind one of the interpretation of the Ermakov-
Pinney equation by Eliezer and Gray[24].
Eqq (3.2.16) reduce to the equations for a Newton-Cotes spiral in the case
f = constant and 9 = 0[115, p 83]. The qualitative features of a spiral are
maintained for the generalised Ermakov system in the cases that (i) 8'2 +
f(8,8') < 0 since x(r) is unbounded and so r -+ 0 and (ii) 8'2 + f(8, 8') > 0
since X( r) passes through zero and so r -+ 00. However, it is possible to obtain
closed orbits[38].
The reduction of the nonlinear equation (3.2.16a) to that of the linear time-
dependent oscillator combines the method of Whittaker[115, p 78] and the
introduction of the 'new time' r. In the case that the angular momentum
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L(:= r20) is conserved, the new time is just the La which Whittaker uses.
In the general case the procedure adopted here is very similar to that found
in Athorne et al [5]. In the two-dimensional case the connection between the
angular variable and new time is obvious. We consider the set of equations in
spherical polars corresponding to eqq (3.2.15) in the next chapter.
We have concentrated on generalised Ermakov systems (as defined in[5]) in
the preceding analysis. It is apparent that weak systems can be included if in
(3.2.16a) we allow f to include, say, additional radial forces. The integration
of (3.2.16b) to obtain an Ermakov invariant is unaffected. However, in general
(3.2.18a) would become nonlinear in X and the possibility of closed form inte-
gration much reduced, except in such special cases as the Kepler inverse-square
force. Further attention will be given to this in chapter 4.
For completeness we add that the general equation invariant under the gen-




G2 = sin rP ;0 +coth0cos rP ;,p




f (r, ~2 sinh' fJ + iJ2, iJ~ sinh fJ +202~ cosh fJ - a~ sinh fJ + ~3 sinh2 8 cosh 8,
-2· 2 .. - . . . - - .
fjJ sinh 8 + 4fJfjJfjJ sinh 8 cosh 8 +482rjJ2 cosh2 fJ + fJ2 - 2fJ rjJ2 sinh 8 cosh fJ
+ ~4 sinh2 fJ coslr' fJ) = O. (3.2.25)
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3.3 Equations invariant under a generalised
similarity symmetry
vVe finally look at the class of general second order ordinary differential equa-
tions invariant under the symmetry
G
a l . a=a- + -ar-at 2 ar (3.3.1)
of the Ermakov-Lewis invariant. The by-now-familiar routine results in









w = pr - pr,
and
It is apparent" that, if we insist on an autonomous form for (3.3.3) to obtain
equations of the type (1.5.4), then we just have (3.2.12), the equation invariant
under the 'natural' representation of 8£(2,R).





Properties of Ermakov systems (invariant under 81(2, R)) have so far been
studied primarily in two dimensions. We now look at the structure of sys-
tems invariant under 81(2, R) in three dimensions[37] and attempt to obtain
Ermakov-type systems. We also establish the existence of three vectors of
Poincare type. We complete the analysis by considering some weak systems.
4.1 Equations invariant under 3£(2, R) EB 30(3)
In spherical polar co-ordinates, the class of equations corresponding to (3.2.12)
IS
2· 2· 3- 4- 3" 4- 3·'F(B,4J,r B,r 4J,r t .r B+2r rB,r 4J+2r r4J) = o. (4.1.1)
We consider (4.1.1) as a system of second differential equations invariant under
81(2, R) (3.1.3) by considering three equations of the form (4.1.1), viz.
3 - . 2' 2'r r = fl(B,~,r B,r 4J)
r4B+ 2r3rO = 91(B,4J,r20 ,r2J)





which is just (3.2.15) in spherical polars. (One could conceive of variations on
this. By way of example (4.1.2c) could be replaced by
(4.1.3)
where I is a parameter which may be taken to be the value of a first integral. If
I has a particular value, 10, in which case it could just as well be omitted from
(4.1.3), we are in the realm of configuration invariants. To keep the discussion
concise we do not digress into this specialized area. The reader is referred to
Sarlet et al [107] for a discussion of the relationship between systems of second
order equations, first integrals and configurational invariants.)
We recall that in two dimensions (3.2.15) the connection between the angular
variable and new time was obvious. We attempt to proceed in a similar manner
by again using the transformations
However, the new system
(4.1.4)
X" = -/(8,4>,0', r//)X
Oil = g(0, 4>, 0',4>')




is much more complex than in the two-dimensional case. An immediate prob-
lem is to determine which of the two angles should be chosen.
An obvious approach is to impose a further constraint on the system (4.1.2).
Considering the possible physical applications, we require that eqq (4.1.2) also
have rotational invariance, ie, the system of equations also be invariant under
the action of the generators of the Lie algebra so(3), viz.
8
G4 = 84>
Gs = sin <p :0 +cot 0 cos <p :<p






The application of (a/ 8</J) to eqq (4.1.2)1 is simple enough: f1, 91 and hl
must be 4> free. The second extension of G« mixes ij and ~ terms requiring
the treatment of (4.1.2b) and (4.1.2c) as a coupled system whereas (4.1.2a)
can be treated by itself. The algebraic manipulation involved we have seen in
the previous chapter and we omit the details except to point out that, once
we have used G~2], requiring invariance under G~2] makes no difference to the
result. This is to be expected since G6 = [G4 , Gs].
We find that the most general system of the form (4.1.2) invariant under
8£(2, R) EB 80(3) is
(4.1.7a)
r4ij +2r3rB= r4~2 sin () cos () +B(L )r2B- C(L)r2~ sin () (4.1.7b)
r4J+2r3r~ = -2r40~ cot IJ + si~ IJ [B(L)r2~ sin IJ +C(L )r20] ,(4.1.7c)
where AI, Band C are arbitrary functions of their argument L, the magnitude
of the angular momentum given by
Equations (4.1.7) may be written in the compact vectorial form
r = :3 {A(L)r +B(L)w +C(L)L} ,
(4.1.8)
(4.1.9)
where we have replaced Al(L) by A(L) + L2 • In an obvious notation rand
i are the unit vectors in the direction of the radius vector and the angular
momentum vector L (:= r x r). The unit vector w := i x r is in the direction
of the rate of change of r and is the natural generalisation of iJ in plane polar
co-ordinates.
1We could also use eqq (4.1.5), but subsequent calculations have proved the first route is
the better.
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In terms of the definition of generalised and weak generalised Ermakov sys-
tems (4.1.2) represents the three-dimensional form of the generalised Ermakov
system. The addition of some extra term to (4.1.2a) would be in the spirit of
the meaning of weak generalised Ermakov system as given by[61]. However,
two points should be made. The first is that under suitable (for example ana-
lyticity) conditions (4.1.2) have integrals, ie, constants of integration, defined
over some local neighbourhood. The existence of one or more global first in-
tegrals for (4.1.2b), (4.1.2c) or a combination of (4.1.2b) and (4.1.2c) would
require some constraints on the functions 91 and hI. The second is that we have
chosen the radial equation to be the one which leads to the symmetry break-
ing. It made sense in two dimensions as we were guaranteed the 'in principle'
existence of an Ermakov-Lewis invariant provided that the system maintained
8£(2, R) symmetry in the angular equation. This of course is lost in the gen-
eral three-dimensional case and further thought needs to be given to a correct
terminology.
To conclude this section we make some observations about (4.1.9). For B
and C zero and A(L) a constant (L is conserved) we have the equation for a
Newton-Cotes spiral[115] which, in essence, is the free particle in the plane
with an excess or deficit of angular momentum. For A and B zero and C(L)
proportional to L (= AL) a constant (L is again conserved) we have the classic
equation of a particle moving in the field of a magnetic monopole. In this case
it is well-known that there exists the first integral
P = L + Ai- (4.1.10)
and the motion is on the surface of a cone of semi-vertex angle given by
arccos( C/ P L)[90]. It is only more recently that Moreira et al [83] demonstrated
that the algebra of the equation of motion was 80(2,1) EB 80(3) (isomorphic to
8£(2, R)EB 80(3)). We note that the classical monopole is a Hamiltonian system
and the components of the Poincare vector possess the algebra 80(3) under the
operation of taking the Poisson Bracket (82] .
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(4.2.1)
4.2 .Poiricare vector for equations invariant
under sf,(2, R) EO 80(3)
The combination of the existence of the Poincare vector (4.''1 :10) and the sym-




suggests that it may be fruitful to look for a similar vector for the general equa-
tion (4.1.9). Elementary manipulation of (4.2.1) produces (4.1.10) more or less
without trying. This is not the case with (4.1.9). However, an equally simple-
minded approach does yield interesting results. We assume the existence of a
vector of Poincare type given by
P := Ir + Jw + I<L, (4.2.2)
where I, J and 1< are functions to be determined. Requiring that P be zero
when (4.1.9) is satisfied leads to the system of equations
I 0 L 0
d = «?- J -L 0 C/L
dt
!{ 0 -C/L 0




















Equations (4.2.4) have a geometrical interpretation. They are the formulae of
Frenet or the Serret-Frenet formular' [110; p 70] associated with a curve of
2They were first published in the Toulouse dissertation of F Frenet in 1847 (An abstract
later appeared in Journal de Moihematiqu« in 1852.). J A Serret also published his paper
in the same journal but in 1851. It therefore appeared after Frenet's thesis, but before he
made his results more widely known.
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curvature L and torsion C (L)/ L, parametrized by T. An orthonormal triad
of solution vectors represent s the principle triad of the curve, consisting of
tangent, normal and binormal vectors.
As an aside we note that this approach is not feasible for the two dimensional
system of equations since then f and aare multiples of iJ and each multiple is
a property of the geometry of the plane and is independent of the mechanics.
The only way to make progress would be to specify the rand edependence in
P. This has not been necessary in the present case because the dynamics is
introduced via w.
The scalar product of (4.1.9) with r is
which in terms of X and T is
X" + {L 2 +A(L)} X = o.
The vector product of r with (4.1.9) gives












This can be interpreted as an equation defining T in terms of L or L in terms of
T. Naturally, if B is zero, the magnitude of the angular momentum is constant.
By virtue of (4.2.10), (4.2.6) becomes the by now familiar time-dependent
oscillator which characterizes the radial equation (3.2.18a) for generalised Er-
makov systems expressed in the appropriate co-ordinates.
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In like fashion (4.2.4) is now a three-dimensional nonautonomous first order
system of differential equations. Its structure is suggestive of a. time-dependent
oscillator written as a system of first order equations. However , the analogy
only helps for constant L . Before going into the details of the method of
solution of (4.2.4) a short remark is in order. As a three-dimensional first
order linear system it has three linearly independent solutions. This means
that there are in fact three 'Poincare' vectors.
In view of the geometric interpretation of equations (4.2.4) some natural
examples to consider would be ones which have standard properties of curves.
The simplest one is a curve of constant curvature which means that B is zero.
The solution of (4.2.4) is
I 0 L 0 10
J = exp -L 0 CIL T Jo
]{ 0 -CIL 0 Ko
C
~ sinl1T L- o cosOTLO
- 0 10 + cosOT Jo + - sinOT Ko,
L
-£sinOT
C- --cosOT0 LO LO
(4.2.11)
where 0 2 := L2+ C21L2 and the scaling has been chosen so that the norm
of each vector is one. The standard magnetic monopole has C = >..L and is
associated with a curve of constant torsion. The usual Poincare vector of the
literature has ]0 = 0, Jo = 0 and ]{o = 0 and is
P = L+ >"i',
J
(4.2.12)
but we emphasize that there are in fact three vectors.
The solution (4.2.11) also applies in the case that there is a constant ratio of
torsion to curvature, ie. C = >"L2. There is a Poincare vector L+>..r (regardless
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of A and B) which is time-independent . Then the general solution of (4.2 .4) is
written using JT L(T)dT.
Since L is constant, the solution of the radial equation (4.2.6) is simply
X(T) == E sin wT + F cos wT, (4.2.13)
where w 2 :== L2 +A(L) and E and F are constants of integration. (We consider
only w real and nonzero. The other two possibilities can be treated in a similar
fashion.) From (4.2.13) and the definition of T we have
j dTt == (E sinwT +F cos wT)2 (4.2.14)





r(t) == E2 + F2 + F2 (t - to) . (4.2.15)
With the general solution of (4.2.1) inverted to give r, multiplication by r
gives r(t) with six constants of integration and hence the general solution.
This solution applies to all problems associated with constant curvature.
We, of course, would expect to find three conserved vectors as the form
posited for P spans the space (except for exceptional points where degeneracy
occurs). One is reminded of the work of Fradkin[31, 32] and Yoshida[119, 120]
on the existence of Laplace-Runge-Lenz vectors for central force and other
three-dimensional problems.
The procedure described in detail above for the constant curvature case ap-
plies mutatis mutandis for the general equation (4.1.9). Usually the equations
become nonautonomous with a consequent increase in the degree of difficulty
of solution. This is particularly the case with (4.2.4) which in the autonomous
case is solved by a straightforward exponentiation of the coefficient matrix by
time. Nevertheless the general equation can be treated.
By construction P is a constant vector and I, J and K are not indepen-
dent when the magnitude of P is specified. (In the case of the single vector
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there is not much point to it, but, when there are three vectors spanning the
space, there is no small appeal in specifying unit vectors.) Only two depen-
dent variables are needed and we introduce t he transform ation (the so-called
Weiers trass transformat ion' of Forsyth [30, pIg]; see also[46, eq 8.50]),
l , iJc_ T
~ - 1 - ]{
(4.2.16)
Together with the normalization of P, (4.2.16) leads to a common differential
equation for ~ and 1] which is of Riccati form, viz . .
,. iL ( 2)
W +1,Lw + 2C 1 - w = 0,




yields the linear second order equation
11 (C' L' ' ) ' L
2
Y + - - - + 1,L y + -y = 0
C L 4C2
which is trivially related via






Given the solution for u, ~ and TJ follow through (4.2.18) and (4.2.20). The
components of P are given by
(4.2.22)
Needless to remark the tricky business is-always the solution of the time-
dependent harmonic oscillator equation (4.2.21). We illustrate this with what
3The transformation was apparently first effectively introduced by Weierstrass, though it
has occurred earlier in the work of Lagrange and of Gauss on the conformal representation
of a spherical surface upon a plane.
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appears to be a fairly inn ocuous set of functions Band C being proportional
to L , ie.
Then




which is Whittaker's differential equation in slightly disguised form. With
the solution to (4.2.25) the route back to eand TJ via (4.2.18) and (4.2.20) is
straightforward. To keep things simple we take A(L) to be zero. The solution
of the radial equation (4.2.6) is
(4.2.26)
where Jo and YQ are zeroth order Bessel's functions of the first and second




t - to -
- {EJo (LoecxT) +FYQ (LoecxT)} 2
for which a closed form expression is not known.
4.3 Some 'weak' considerations
(4.2.27)
As mentioned in §2.9 Leach [61] proposed that systems with Ermakov invariants
which did not possess 8£(2, R) symmetry should be termed 'weak'. Here we
wish to consider a few examples of systems for which only the angular equations
possess 8£(2,R) symmetry. vVe maintain 80(3) symmetry overall so that the
radial equation has the form
L2 1





where f(r, L) is the symmetry-breaking term. The analysis of the angular
equations is the same which means that 'in principle' we have L = L(T) and
the three Poincare vectors. In terms of the inverse radial variable X and new
X" + [A(L) +L2]X+ :21 G, L) = o. (4.3.2)
When f is zero, (4.3.2), as the equation for the time-dependent harmonic




where p is a solution of the Ermakov-Pinney equation
d
2
P [ 2] -3dT2 + A(L)+L p=p (4.3.4)
and L = L(T) through (4.2.10). One could hope that for some functions f
the transformation (4.3.3) would render it autonomous. For this to happen it
is necessary for p = g(L) and the argument of f to be X-1g(L), where 9 is a
solution to an Ermakov-Pinney-type equation with L as independent variable
containing A(L) and B(L).
Such constraints are not required in a few cases. If the additional force is
due to a Newton-Cotes potential, (4.3.2) is as if f were zero and A(L) changed.
For a Kepler type potential
(4.3.5)
(4.3.2) is just the inhomogeneous time-dependent oscillator and is solved in
standard fashion. For an oscillator type potential
IG,L) =jl(L)X-1 (4.3.6)
which makes (4.3.2) an Errnakov-Pinney equation with time-dependent coef-
ficients. If J.L is independent of L or B = 0, this can be treated as if it were
the standard time-dependent harmonic oscillator problem. If such is not the
case, the best that one can do is to introduce a time-dependent transformation




Be either consequent or inconsequent, never both together.
(An unknown moralist)[21]
We have demonstrated that the Lie algebra of generalised Ermakov systems
is s£(2, R). However, the Ermakov-Lewis invariant obtained from Ermakov
systems has an infinite-dimensional algebra. The implications thereof are not
yet apparent, though it is possible that the presence of the Wronskian causes
this effect. This is just conjecture at this stage and needs to be further investi-
gated. It would also be of interest to perform this calculation in conjuction with
determining the Lie algebra of other angular momentum type first integrals.
The Ermakov-Pinney equation was shown to be a first integral for , what
was called, its third order form
'0: +4w2a+4wwa = O. (5.1)
Now (5.l) has maximal symmetry and is also self-adjoint ' since
(-~t) 3 u + (- ~t) (4w 2u) + (- ~t) 0 (4wwu) = 0 (5.2)
grves
- ['ii +4w2u+4wwu] = O. (5.3)
lSee[44] for a clear definition of self-adjoint equations and the usefulness of this property
in solving differential equations.
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Eq (5.1) is the first of the hierarchy of higher order equations which possess
the maximal symmetry nA 1 EBs (s£(2, R) E? Ad. They are all self-adjoint and
can be transformed to autonomous form using
vv= .u(n-l)/2
There should be an equation of order (n - 1) which has the essential feature of
the Errnakov-Pinney equation, viz. the Lie algebra s£(2, R). This proposition
needs further investigation as does the question of the imposition of other
conditions.
Ermakov systems were shown to be a subclass of equations invariant under
s£(2, R). In extending this to three dimensions we insisted that the equations
be invariant under s£(2, R) EB so(3) and demonstrated the existence of three
Poincare type vectors. The general form of generalised Ermakov systems in
three dimensions can be written compactly in the vector form
i' = :3 {A(L)r + B(L)w + C(L)i.}. (5.4)
In the case that (5.4) has a Ham~ltonian representation the Poincare vectors will
have the Lie algebra so(4) under the operation of taking the Poisson Bracket.
The question is under what circumstances does it have a Hamiltonian? (One
would not expect the usual Poisson Bracket relation [z~, ZII]PB = J~II' (Zi =
qi, Zn+l = Pi and J is the 2n x 2n symplectic matrix) but more the monopole
type of relation, ie, seek H : q = [q, H]PB and p = [P, H]PB lead to the
equation of motion). There are two cases of (5.4) to consider: (i) when (5.4)
is itself Hamiltonian, and (ii) when (5.4) possesses a global invariant which is
not, however, a Hamiltonian function for the system. In the latter case the
possibility arises that this invariant is a ~amiltonian function for a subsystem
on an appropriate phase space , as in[6].
We have attempted to appease the moralist quoted at the beginning of this




The version of Noether's Theorem normally encountered is based on the in-
variance of the action functional under infinitesimal transformation. Sarlet
and Cantrijn[105] have compiled an excellent survey of the different versions
including comparisions and their work is today regarded as the definitive work
on generalisations of Noether's Theorem in classical mechanics.
The usefulness of this theorem has been widely criticised (See eg.[59, 89].)
primarily for two reasons: Firstly, it only applies to problems where a La-
grangian exists or can be constructed! and, secondly, it yields an incomplete
algebra of symmetries, ego in the case of point syrnmetries'' for one-dimensional
second order linear systems Noether's Theorem provides five generators while
the Lie method eight. However, Mahomed[77] argues strongly for the contin-
ued use of this theorem pointing out that it has the advantage of possessing
an explicit formula for the first integrals once the symmetries have been cal-
culated. Knowledge of the symmetries in the Lie method is just one step in
the (often tortuous) route to finding first integrals. Mahomed also showed how
the complete algebra for a problem can be constructed by investigating the Lie
IThis criticism has lost some of the force of its validity as Djukic and Vujanovic(23, 113]
have extended the application of Noether's Theorem to equations of motion for dissipative
systems.
20 ne should note that Noether's Theorem applies equally well to velocity dependent
symmetries.
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algebra of the Noether symmetries. Thus Noether's Theorem is the obvious
path to finding first integrals of dynamical systems.




We can find a Noether point symmetry
a a
G = r (q,t) at +1](q,t) aq
if the action integral
(A.2)
(A.3)
A = l. t 1 L(q,q,t)dt (AA)
to
is invariant under the infinitesimal transformation generated by (A.3).' The
functions r(q, t) and 1](q, t) satisfy[105]
et. aL 8L ( . . .) L. df
at r + aq1] + aq 1] - qr + r = dt'
where the overdot represents the total derivative with respect to time and
f( q, t) is a gauge term. We proceed with the calculation in the same manner











[a == p2 ] respectively.
Now we can associate a first integral with G if the first variation of the action
integral (AA) is also invariant under G. The formula for this first integral is
I = f - (LT - ~~ (7J - 4T)) .
The first integrals associated with the symmetries (A.5) are
I 1 ( . .)2 1 (.. 2 2) 24 = 2" P2 Q - P2Q + 2" P2 P2 + P2W Q






where the bi's and p/s3 are as in (A.5).




where the bi'S again satisfy (A.6).
3We could integrate (A.7) to obtain
,
and substitute accordingly for the coefficients of the q2 in (A.8). However, this introduces
a new constant (that of integration) which is integrally linked to the (nonlinear) Ermakov-
Pinney equation. As this, or (A.7) , generally cannot be solved in closed form, we must
resort to numerical integration. The advantage of (A.7) is that its general solution is a linear




The origin of the Painleve analysis can be traced back to Sonia Kowalevskaya[50,
- 51] who, amongst other things, investigated the connection between integra-
bility and the presence of only poles in the solutions of the equations of the
spinning top. Painleve and his group, in their singularity analysis of second
order differential equations, found fifty different types. Forty four of them were
shown to be integrable in terms of elementary functions, by quadratures or by
linearization. The remaining six equations
w" = 6w2+ z
w" = 2w3+ zw + a
w,2 w' aw2 +b d
w" = - - - + + cw 3 + -
w z z w






" _ (1 + 1 ) '2 w' (w - 1)2 ( b ) cw dw(w + 1)w - - -- w - - + aw + - +- + -----'-
2w w - 1 Z z2 W Z W - 1
. (B.le)
" 1 (1 1 1)'2 (1' 1 1)w = - -+--+-- w - -+--+-- w'
2 w w-1 w-z z z-l w-z
+ w(w - l)(w - z) (a + _bz + c(z - 1) + _dz.....;..(Z_-_l.....;..))
z2(z-1)2 w2 (w-1)2 (w-z)2
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(B.1f)
defined new transcendental functions known as the Painleve Transcendents".
We say that a system of nth order ordinary differential equations of the form
dw
~ = g(w) (B.2)
where g is rational in w, passes the Painleve Test only if there is a Laurent
expansion
00
Wk = (z - Zl)m L akj(z - zdi
i=O
with (n - 1) arbitrary expansion coefficients (in addition to the pole position
Zl).
We verify that the Ermakov-Pinney equation
(B.3)
passes the Painleve Test by employing the ARS algorithm explained in[91]2.
Thereafter we attempt to construct its solution using the Painleve analysis.
(It was noted earlier (§2A) that the w2 term in (B.3) can be transformed away
and so without any loss of generality we can take it to be a constant.) Setting
(BA)
where




Now the dominant terms in (B.3) are y3y and 1. Hence we ignore the W 2y4
term and only consider
(B.5)
1In actual fact, only the first three were discovered by Painleve. The last three were
added later by Gambier[44].
2We refer the reader to this excellent review for a more detailed and comprehensive
treatment of the Painleve analysis of ordinary and partial differential equations.
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in the next stage of the analysis. The fractional value of p is suggestive of the
'weak' Painleve property[91]. However, we do not consider this to be a new
type of Painleve property as fractional powers can, in general, be transformed
away. We proceed by setting
so that (B.3) becomes
(B.6)
and (BA)
where 1 2 = -4 and q = 1. The first two terms in (B.6) are due to the first term
in (B.3) and are dominant with 2 (We can also confirm this by analysing.(B.6)
in isolation.). The 2w2 u 2 term in (B.6) can be ignored in the initial stages of
the analysis. To find the resonances we assume the form
U = Ixq + f3x q+r
=IX +f3x 1+r • (B.7)
Substitution into (B.6) (less 2w2u 2 ) and taking terms linear in f3 gives r as
r = ±1.
The form of (B.7) is
(B.8)
where 11 = I' In our analysis we expect an arbitrary constant to occur at X2 ,
the resonance.'. Substituting (B.8) into (B..6) and solving for 11 and 12 gives
,; =-4
12 = arbitrary constant
3We have taken r to be 1 as r =-1 is expected. The occurrence of the latter can easily
be explained using perturbation theory.
69
as expected. Hence (B.6) (and therefore (B.3)) possesses the Painleve property.
To construct the full solution for (B.6) we need a few more terms and thus
set
2 6
U = /IX + /2X +...+ /6X .
Substituting into (B.6), collecting by powers of X and setting the coefficients
thereof to zero we can solve for the //s to obtain
/; =-4













Thus the solution to (B.6) is
8 2 2 8 4 242 W 3 W /2 4 W 5 W /2
U = /IX + /2X +-X - --X - --X +-45X6+...
3/1 3 15/1
/1 [( ) 1 3 1 5 ]= - 2wx - - (2wX) +- (2wX) +...
2w 3! 5!
/2 [1 1 ( )2 1 4 1 6 ] /2
- 2w2 - 2! 2wX + 4! (2wX) - 6! (2wX) +... + 2w2
/1 . ( ) /2 /2= -2 SIn 2wx - - cos (2wX) + -.
w 2w2 2w2
Recall that
X = t - to
whence





/ 2 . /1 )+ w
2
SInwio - -::; cos wi o cos wt o
(
91 . /2 ). i]· i t- -:; SInwio+ w2 COS wi o SInw 0 SInw COS w
+ [(:~ sin wt o - : cos wto) sin wto] cos2 wt
1 2 1 _ 1
AC--B =---
4 w2 - W 2
(B.1D)
as given by Eliezer and Gray[24], where A, Band C are the coefficients of
sin 2 wi, sinwi cos wt and cos2 wi respectively and W is the Wronksian. Eq
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