Continuous constraint satisfaction problems (CCSP) may show critical behavior close to the satisfiability (SAT/UNSAT) threshold. Analytic evidence points to the existence of a big universality class. In the simplest CCSP, the spherical random perceptron, the set of critical exponents arising at the non-convex SAT/UNSAT transition are found to be the same as the ones appearing at the jamming transition of hard spheres in infinite dimension. In this work we use multilayer neural networks learning random associations as models for CCSP and investigate their behavior close to their limit of capacity corresponding to the jamming transition. We employ the replica method to show that there are non-convex regime where replica symmetry is broken. If jamming lies within these regions, these models are described by multi-dimensional full replica-symmetry-breaking (fullRSB) equations. Surprisingly, we show that a dimensional reduction mechanism is at play close to jamming and implies that the critical behavior is in the same universality class of hard spheres. We also perform numerical simulations that confirm this scenario.
Introduction
Constraint satisfaction problems (CSPs) are defined by asking to find assignments of a set of variables that satisfy some prescribed constraints. These problems are important in computer science as they represent the building blocks of the theory of computational complexity [1] . While the main focus of computer science has been on worst case analysis, in the last thirty years a substantial progress has been made in the analysis of CSPs as generated from an ensemble of random instances. These CSPs can be analyzed in the average or typical case scenario by means of techniques borrowed from statistical physics of disordered systems, such as the replica and cavity methods [2] . These techniques indeed allow for a detailed description of the typical structure of the space of solutions of many key CSPs and have allowed the introduction of powerful search algorithms that are able to find solutions in regions where simple local search fails [2] [3] [4] [5] .
The problems that have been studied so far in this way involve discrete variables. Typical examples are satisfiability K-SAT or coloring q-Col defined respectively with boolean and q-states (Potts) variables. These problems, known to be NP-complete in the worst case, display common behavior in the typical case, depending on the ratio α = M/N between the number of constraints M and number of variables N . For large N , one finds several phase transitions that mark the road from a starting easy SAT phase at small α where solutions can be found easily through local search up to the UNSAT phase at large α. In the easy phase almost all solutions can be reached from a given configuration through local moves and the space of solutions is a giant ergodic cluster. Increasing the density of constraints there is a critical value α d above which the space of solution is broken into exponentially many disconnected clusters of solutions. Increasing α progressively kills solutions and therefore the number of clusters decreases up to a condensation transition characterized by the point α c at which the number of clusters of solutions becomes subexponential. Eventually, upon increasing α further, the problem becomes UNSAT at the point α J .
Recently, it has been shown that CSPs involving continuous variables (CCSP), while undergoing a phenomenology similar to the one described above [6] [7] [8] , can show additional interesting features not observed in their discrete counterpart [6, 8] . A simple problem of this kind is the packing problem of hard spheres [9, 10] .
A set of N spheres in a d dimensional volume V has to be arranged in such a way they do not overlap. A physical way to find solutions to this problem is to run a simple local search algorithm such as e.g molecular dynamics. One starts from a (very easy to find) low density configuration of non-overlapping spheres and sets up a compression protocol [11] . The compression stops when the spheres either reach the desired density, or get in touch and form a rigid contact network. This last case corresponds to the jamming transition [10, 12, 13] . Therefore finite pressure hard spheres configurations can be thought of as solutions of the packing problem constructed through molecular dynamics. Correspondingly, jamming is the satisfiability transition point associated to the compression protocol. It has been shown that jammed packings reached by different compression protocols are always critical and share universal features. They are generically isostatic configurations of spheres that display marginal mechanical stability [12, [14] [15] [16] [17] . Their statistical properties can be described by a set of power laws characterized by critical exponents that satisfy simple scaling relations [8, 18, 19] . In the mean field limit of infinite dimension, they can be computed exactly [20, 21] . It turns out that these mean field predictions work quantitatively well in describing the properties of three dimensional packings [22, 23] .
Remarkable examples of CCSP are provided also by supervised classification tasks in Machine Learning. Supervised learning through multilayer neural networks, consists in finding the network parameters -usually taking continuous values-that satisfy the constraints that all given examples (the training set) are correctly classified. In these cases, the emergence of a SAT/UNSAT (jamming) transition depends on the nature of the inputoutput rule of association and the network architecture. If we denote by α the ratio between the number of examples to be classified in the training set and the number of network parameters, one can have two situations. If the rule described by the examples can be learned by the network, there is no limit to the examples that can be classified and in general one passes from a learning by heart phase at small α with poor generalization properties, to a generalization phase at large α. A typical scenario of this kind is realized in the teacher-student setting where the learning problem is transformed into an inference problem for the parameters of the network [24, 25] . On the other hand, for nonlearnable rules there is a limit of capacity for learning by heart at small α, which is followed by a confusion phase where at least some of the examples are misclassified. This passage usually occurs as a SAT/UNSAT transition at a well defined limit of capacity α J , a fixed ratio as both the size of the training set and the size of the network parameters diverge.
The simplest model that can be considered in this setting is the perceptron. It consists in a single layer of input units directly connected to the output node [26, 27] . When used as a linear classifier, it displays a jamming transition in a convex phase where jammed configurations are neither isostatic nor critical. However, at the price of losing the meaning of a linear classifier, it has been recently twisted into a non-convex CCSP in [6] . In this case the clustering phenomena described above emerge and the SAT/UNSAT transition appears to be isostatic and critical [6, 8] . Remarkably, the critical exponents and universal scaling functions emerging at the SAT/UNSAT threshold coincide with the ones found in the case of hard spheres. The same is observed in some generalizations of the non-convex perceptron that include multibody interactions [28] . This has lead to the suggestion that it exists a large universality class of non-convex CCSP with the same critical behavior at jamming.
In order to understand further this issue, one can asks what happens in more complicated machine learning models close to their limit of capacity. The simplest extension of the perceptron are feed forward networks. In this case, as soon as hidden units are present, one can expect a non-convex CCSP learning problem to appear and therefore it is natural to ask what is the behavior of these models when they are close to jamming.
In this paper we investigate this question for the simplest multilayer architectures, considering the parity and the committee machines [29] [30] [31] [32] [33] , where there is a single layer of hidden units, and the output is computed either by parity of the hidden units or according to the majority rule. These networks provide the simplest multilayer generalization of the perceptron, where the weights between the hidden to the output layer are fixed. Thanks to this fact these models are amenable -at least in principleto full analytic solutions. As in the perceptron model [6, 8] , there are regions of parameters where jamming is non critical and hypostatic, and regions where jamming is critical and isostatic. We concentrate on the last ones that provide nice tests of the idea of a universal mechanism underlying non-convex jamming phenomena.
Here, we address the problem both from the analytic point of view and from the numerical side. We analyze the models using the replica method and show that the usual Parisi differential equations describing the behavior close to non-convex jamming become multidimensional, suggesting that new universality classes might be possible. On the other hand numerical simulations show the existence of regions where close to the limit of capacity the hard spheres universality seems to be recovered. We discuss an analytical mechanism through which the scaling theory of these multilayer models flows back to the hard spheres universality class.
Definition of the models
We focus on the simplest feed-forward neural networks (also called machines) for binary classification with two layers. A network has N input units, a single output unit and a hidden layer with K units. We consider the case where the weights of the input-to-hidden layer are learned while the mapping from hidden to output is fixed. Specifically given an activation pattern ξ ≡ {ξ 1 , . . . , ξ N } in input, for given weights w ≡ {w i,j } i=1,...,K;j=1,...,N between the input unit j and hidden unit i, one defines
where L i ⊂ {1, ..., N } is the receptive field of unit i, and computes the output of the network according to some binary function F(h) taking values ±1. Thus, the function F separates the space R K into two classes. We will consider the case of disjoint receptive fields L i ∩ L j = ∅ with n = N/K elements. In the following we will concentrate on three notable machines:
In the case of the soft committee machine we assume that K is odd. The ReLU 2-layer machine is made by Rectified Linear hidden Units, typically used in deep learning architectures, whose activation potential is
being θ(x) the Heaviside step function and σ > 0 is the activation threshold. We consider the problem of random associations, where M random binary or Gaussian
to binary labels τ µ taking values ±1 with equal probability. The learning problem can be seen as a constraint satisfaction problem, where one seeks for an assignment of the w such that for all µ = 1, ..., M = αN
In order to add stability against noise addition to the patterns, one can demand that the fields h w, ξ µ lie far enough from the border separating the region
µ . In the case of the parity machine, this can be realized by defining the gap variables as
where σ > 0 and by requiring that for all µ = 1, . . . , αN the constraint ∆ µ > 0 is satisfied. In an analogous way we define for the soft committee machine
while in the case of the ReLU 2-layer network we have
Therefore in these case the learning problem is again solved by finding the set of weights w for which all the gap variables ∆ µ are positive. In order to prevent overflow, the weights of each hidden unit are subjected to the spherical constraint n j=1 w 2 ij = 1. Furthermore we note that in the case of the parity and soft committee machine, the variables τ µ can be statistically reabsorbed in the vectors ξ µ . This cannot be done in the case of the ReLU Machine. However since we are interested in studying these models as CCSP, we will consider τ µ = 1 in this last case.
In all the cases defined above the training set will be given by random i.i.d. input-output associations. In order to study what happens in the case in which the inputoutput associations are correlated we consider again the single layer model, the spherical non-convex perceptron [6] that is realized by setting K = 1. As a variant with respect to [6] we assume that the input patterns are denoted by ξ µ where µ = {ν, A} is a multidimensional index where ν = 1, . . . , M = αN and A = 1, 2. These are Ndimensional random vectors whose components are Gaussian variable with zero mean and covariance matrix given by
being D AA = (1 − ρ)δ AA + ρ, a positive definite symmetric correlation matrix parametrized by a correlation parameter ρ. Given the two sets of inputs the CCSP is defined by
and σ sl < 0 to make the problem non-convex 1 [6] . Despite the inherently different origin, we will show that the replica approach to this setting leads naturally to multidimensional Parisi flow equations [34] in a similar way to multilayer networks.
Numerical Simulations
Learning of the machines' weights matrix w of all these models can be performed by minimizing an empirical cost function defined on the training set of random inputoutput associations. Denoting generically the training set as T , we choose a quadratic loss function as
Therefore whenever a gap variable ∆ µ is negative the loss function is positive. The capacity limit or the SAT/UNSAT transition or the jamming transition is the point α J where the loss function passes from a region where it is strictly equal to zero, i.e., ∆ µ > 0 for all µ, to a region where some of them cannot be satisfied and thus the loss is positive. We are interested in understanding the properties of the configurations of w at the SAT/UNSAT transition. In order to study this numerically we initialize the network in a highly under -parametrized regime where α is large and we minimize the loss function (10) using the routine provided in DLIB library [35] , implemented based on L-BFGS algorithm. Then either we reduce α or we change σ in order to get closer to the jamming point. At each step of change of control parameters we minimize the loss with the same numerical routine. This is analogous to what is done to study jamming of spheres: one starts from a jammed configuration of harmonic soft spheres and then decompress the system up to the unjamming transition [16] .
Unlike the standard perceptron or hard spheres, finding the jamming point in this multilayer setting turns out to be difficult due to systematic finite-size effects. To describe this issue clearly, let us imagine K independent standard perceptrons and ask to find σ such that the sum of all corresponding loss functions becomes zero. We consider this collection of perceptrons as an example of our multi-layer setting (4), and its corresponding loss function given by the sum of perceptron loss functions. Because of the independence among the receptive fields, the jamming point for each field is random due to finite size sample to sample fluctuations. Therefore, in the actual simulation, one would observe K different jumps in the loss function rather than having one big jump. This can significantly degrade the quality of statistics, since only one of K-th gap variables h i (i = 1, 2, · · · , K) are at the true jamming point. This ambiguity issue persists in other models to a varying degree, largely depending on how much h i 's are coupled.
However a more careful analysis reveals that this effects seems to disappear when we increase the system size (See Supplementary Material Fig. 6 for a detailed discussion).
Therefore in order to remove this ambiguity, we will work under the assumption that jamming corresponds to the point where the first big jump occurs. Close to the jamming transition we define the following set of observables:
• contacts: coming from the UNSAT phase we define the contact number as
that is the fraction of UNSAT constraints over the total number of input variables.
• force distribution: we consider the empirical pdf of negative gaps, namely UNSAT constraints also called forces in analogy with harmonic soft spheres 2 ,
where
• gap distribution: we consider the empirical pdf of positive gaps, namely SAT constraints
being N h = N (α − z) the corresponding normalization factor and
2 In harmonic soft spheres, an UNSAT constraint corresponds to two overlapping spheres and the corresponding negative gap is proportional to the force exchanged by them. 
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Contact number as a function of the pressure in the Parity machine for K = 2 and α = 3 with two different system sizes (10 realizations for each size). Increasing the system size, the fluctuations decrease. Close to unjamming, we find z − 1 ∼ p 1/2 as is shown in the inset where the same plot is shown in log scale.
Coherently with the phase diagram (see SM sec.4, fig.  5 ), we find that jamming is isostatic for all points of the jamming α−σ line that we tested in the Parity and ReLU machines, while it is hypostatic beyond a value the value α RS ≈ 1.75 in the soft-committee. This is similar to what happens in the perceptron model, where on the jamming line it is found a phase transition from a replica symmetric hypostatic regime to an full-RSB isostatic regime. As stated in the introduction we concentrate here on the critical RSB case.
In Fig. 1 we plot the contact number as a function of the pressure for the Parity machine with K = 2 and two different system sizes. The pressure is defined as
We find that at jamming, when the pressure vanishes, z approaches one and therefore the corresponding jammed configurations are isostatic as amorphous jammed packing of hard spheres. Furthermore, the inset shows that z − 1 ∼ p 1/2 close to unjamming as in harmonic soft spheres [7, 16, 17] .
In Fig. 2 , we have shown the CDF of the force C f and gap C h distributions as defined above for all models under study: the standard perceptron, the correlated perceptron with positive and negative correlation parameter ρ, the parity machine, the ReLU and soft committee machine. We observe that the distributions follow a power-law behavior in the limit f → 0 + and h → 0 + that is C f ∼ f θ+1 and C h ∼ h 1−γ with θ 0.42 and γ 0.41. Surprisingly, these power-law exponents are shown to be universal for all tested models here and coincide (within our numerical precision) with the ones first obtained for hard spheres in infinite dimension [36] . Cumulative distributions of forces and gaps near a jamming point in various models. We choose α = 3 for all models. The Simple perceptron corresponds to the model studied in [6] [7] [8] . In agreement with the replica analysis, both distributions follow power-law with exponents C f ∼ f 1+θ and C h ∼ h 1−γ , respectively. The force and gap variables are rescaled such that their power-law regions are collapsed into a dashed line, indicating the theoretical slope of power-law exponents.
Furthermore we note that for the soft committee and ReLU machines, the universal power low regime seems to be preceded by a pre-asymptotic behavior. This is very visible in the gap distribution where in the range of
Analytical approach
The models that we have considered can be solved analytically through the replica method. Here we will not make a complete derivation of the saddle point equations since the general procedure can be found in [8] . The starting point of the analysis is the average of logarithm of the Gardner volume given by
over different realizations of random associations. In the β → ∞ limit, this quantity is either proportional to the logarithm of the volume of solutions if the problem is SAT, or it gives minus the ground state energy in the UNSAT phase. In order to compute the average over the training set (the overline in Eq. (17)) we employ the replica trick ln Z = lim m→0 ∂ m Z m . As usual, one considers m to be an integer and takes the analytic continuation for m → 0. The result of the average can be written as
being
is the row i of the matrix w (a) of replica a. The action S({Q i }) can be written in complete generality for the parity, soft committee and 2-Layer ReLU as
and
being ∆(h) defined respectively by Eqs. (5), (6) and (7). In the case of the correlated random perceptron one has Q i = Q for all i and K = 1 and furthermore
being U the matrix that diagonalizes the correlation matrix D and ∆ is defined as in Eq. (9). Eq. (18), in the N → ∞ limit can be computed using the saddle point approximation over the overlap matrices Q i . Since in the multilayer machines the hidden units are statistically equivalent the solution of the saddle point equations should be invariant under permutations of the hidden units and therefore Q i = Q for all i = 1, . . . , K.
We will assume a fullRSB ansatz for Q which is a matrix parametrized by 1 on the diagonal (the spherical constraint over the weigths) and a non decreasing function q(x) defined on the interval [0, 1] [34] . The function q(x) has a natural probabilistic interpretation: its inverse, x(q), defined for q ∈ [q m ≡ q(0), q M ≡ q(1)], encodes the average overlap distribution P (q) between two random solutions of the CCSP and it is given by P (q) = dx(q)/dq [37] . Under this hypothesis the saddle point equations for q(x) become multidimensional Parisi equations for two functions f (q, h) and P (q, h)
whose boundary conditions are
being γ A a Gaussian with covariance matrix A and the convolution operation.
Finding an analytical solution of these equations is in general a difficult task. If the models are in a replica symmetric phase, q(x) becomes constant and the solution to Eq. (23) is given by the boundary conditions. This happens at small α 3 . Instead in the non-convex regime and at large α, replica symmetry is broken and close to jamming one has a non-trivial q(x). The phase diagram can be obtained exactly and it is described in the SM (See Fig. 5 ).
Here we do not want to address the problem of solving Eqs. (23) but we are interested in extracting their behavior close to jamming. Indeed in this case, since numerical simulations show an emerging critical behavior one can assume that a scaling regime emerges and try to work it out.
Let us consider the case of all machines but the correlated perceptron that is slightly more involved (see SM for this case). When jamming is approached, q(1) ≡ q M → 1 and therefore one has by saddle point that
being R the K-dimensional region where ∆(h) < 0 and d(h) the Euclidean distance of the point h from the manifold ∆(h) = 0. Close to this manifold one has that d(h) ∼ ∆(h) and the functions f (q,
Furthermore it can be shown that the leading order for q → 1 of the Eqs. (23) is given along the directions orthogonal to the contour ∆(h) = D for values of D of the order of √ 1 − q. This controls also the scaling behavior near jamming. It implies that there is a dimensional reduction at play and the corresponding scaling equations are essentially one-dimensional in the variable d(h) and therefore the emerging scaling theory is of the same nature of the non-convex perceptron and hard spheres (see SM for details). 3 Or when the CCSPs are in a convex region.
The Teacher-Student setting So far we have considered the problem of storing random patterns in simple 2-Layers machines. However, networks trained in this way cannot generalize, just because the training set is pure noise. In order to consider the generalization properties of these networks we need to consider the situation in which the patterns have a structure. A simple setting in which this can be studied is the Teacher-Student one. In this case a machine, the Teacher, built from random weights w * generates a set of input-output associations by computing the output of random inputs. This training set is then learned by the Student, a network whose architecture is the same as the Teacher's. Therefore the learning problem becomes an inference problem for the weights matrix w [25, 38] . In order to fix the ideas we consider a parity machine with K ≥ 3. In this case, one can show that for small α, again the size of the training set, generalization is impossible, since the typical overlap R = w i · w * i between the weights of the Teacher and the Student is zero 4 . Increasing α, a first order phase transition happens at α K and R jumps to a finite value: here the Student starts to generalize. This first order transition is only theoretically possible. The solution R = 0 continues to exist for α > α K but here it is metastable. One can show that the landscape of the free energy restricted to this metastable branch is glassy [24, 39] and one can follow the evolution of glassy states increasing α. If σ = 0 all glassy states are stable at arbitrarily large values of α. Therefore one can expect that trying to learn w with local algorithms leads to glassy configurations in the metastable branch [39] . These glassy states may jam eventually at α > α K and there one expects the same critical exponents of the purely random model. On the contrary, if σ > 0 glassy states may undergo a spinodal transition towards the stable branch at R > 0 (a kind of Kirkwood instability [39] [40] [41] ) and one can have that either the instability arrives before jamming or vice versa. Again, in the latter case one expects jamming to be in the same universality class as hard spheres. Therefore under Bayes-optimal conditions in which the Student knows perfectly the probabilistic nature of the Teacher, jamming appears as a point in the metastable branch where the Student is learning by heart. In the phase where perfect generalization is achieved instead, jamming is never found for finite α and continuous weights. This scenario changes as soon as the Student does not have the complete probabilistic information on the Teacher. However one can show in simple models that out-of-Bayes-optimality learning curves typically display overfitting near jamming [26] . This is reasonable since there one is supposed to learn perfectly the training set in the most compressed way. Therefore good learning machines need to be far away from jamming.
Conclusions
In this work we have considered multilayer supervised learning models as models for constraint satisfaction problems with continuous variables. The SAT/UNSAT transition corresponds to the limit of capacity for learning random input-output associations. We have shown through numerical simulations that close to this point these models display the same critical behavior of hard spheres close to their jamming transition. Based on these observations, we have developed a replica approach showing that when a fullRSB marginal phase is realized close to the SAT/UNSAT threshold, the Parisi equations become multi-dimensional PDE. Furthermore we have shown through a scaling analysis of these equations how the hard spheres universality class can be recovered. Our analysis is based on a thermodynamical approach. However recently it has been shown that models similar to the ones that we have analyzed could display wide dense regions of solutions that are not captured by the equilibrium measure [42] [43] [44] . Studying jamming within them is an interesting perspective of this work. Finally we have discussed the implications of the jamming transition for learning in the simple teacher student setting. In an interesting paper [45] that appeared at the same time of ours, multilayer networks with fully learnable weights have been analyzed in a jamming perspective. In that case hypostaticity is found and the presented data suggests a different universality class. It would be interesting to compare these finding with the single layer convex perceptron and the solvable soft committee in the replica symmetric, hypostatic regime.
Supplementary material 1. Basic formalism
The replica approach to the multilayer models we have analyzed can be developed along the lines of [8] . Here we will not derive again the intermediate equations since they are a straightforward extension of that formalism. The endpoint of the replica computation is a set of partial differential equations for the saddle point value of the overlap function q(x), or equivalently of its inverse x(q). For a given x(q), two functions f (q, h) and P (q, h) satisfy the following multi-dimensional partial differential equations for a given potential function v(h):
with the boundary conditions given by
We denote by γ
(h) the standard K-dimensional uncorrelated Gaussian kernel with variance q and the associated convolution operator with respect to g(h) by a star symbol , i.e.,
The function q(x) is defined in the interval x ∈ [0, 1] and we have introduced two auxiliary symbols q m and q M for the specific values of q(x) evaluated at x = 0 and x = 1, respectively. We define R the K-dimensional space such that ∆(h) ≥ 0. Furthermore we call the SAT-UNSAT boundary, the boundary of R. Specific examples of regions R for the ReLU machine and the soft-committee one are shown in dark blue in Fig. 3 .
Finally the potential v(h) is chosen to be zero if ∆(h) > 0 and positive otherwise. The precise form of the potential is relevant if one wants to describe the properties of the UNSAT phase. However if we want to focus on what happens approaching jamming from the SAT phase, every smooth potential that satisfies these constraints will be enough. Two possible choices could be
where in the second case the function d(h) is the Euclidean distance from the SAT-UNSAT boundary and has a positive or negative sign according to wether h belongs to R or not. Given a solution for f (q, h) and P (q, h) determined through Eq. (27) and Eq. (28) at fixed x(q), the profile x(q) can be determined self consistently through q m λ 2 (q m ) +m dp 1
where λ(q) is given by
Here, we emphasize that the only model-dependent part of this program is the boundary condition f (q M , h).
Plots of the admissible space R for K = 2, i.e., the subregion of (h1, h2)-plane with the Hamiltonian H(h) = 0 for (Left) the ReLU machine and (Right) the soft committee machine. σ is chosen to be σ = 0.3 for both cases.
For later convenience, it is useful to present some additional identities. Within the interval of x whereq(x) = 0, one may compute the first two derivatives of Eq. (32) with respect to q, which yields
These two relations, computed on the replica symmetric ansatz where q(x) is a constant, give the replica symmetry breaking point and the value of the breaking point of q(x) at the transition [8, 46] . Additionally, one may take another derivative w.r.t q to compute the slope of q(x) at the transition on the breaking point. The detailed steps to derive these equations can be found at the end of Sec. 7, see also [8, 46] .
Scaling solutions near the SAT/UNSAT transition
Finding the general solution for Eqs. (27) , (28) and (32) is a challenging task. Nevertheless, we will show that in the jamming limit where q M → 1 they admit a critical scaling solution. In order to do that we need to study these equations for q → 1. In this section, we shall identify different scaling regimes and determine the behavior of Eqs. (27) and (28) for each of them.
a. Scaling solution of Eq. (27) First of all, let us first examine the initial condition for f (q, h) given by Eq. (29) . We will focus on the zerotemperature limit β → ∞ and we will assume to approach jamming from the SAT phase. Since in this case q M → 1, one can evaluate Eq. (29) by saddle point. This gives
FIG. 4: Schematic diagrams for different scaling regions for f (q, h) and P (q, h). The black thick line indicates the SAT-UNSAT boundary and the different shadings around this line indicate the corresponding scaling regimes. The absolute value of d is taken to be the distance from the boundary. As a convention, the sign d is chosen to be positive if h ∈ R. The definition of the scaling functions F (t), p0(t) are given in Eqs. (41) and (47).
Having determined the initial condition, the evolution of f (q, h) with respect to q can be computed via Eq. (27) . Since Eq. (27) depends on a somewhat arbitrary function x(q) at this point, it is crucial to make a reasonable ansatz for x(q) which is then verified self-consistently later. In the case of the non-convex perceptron of [6] [7] [8] and hard spheres [20, 36] , it can be shown that λ(q) develops a power-law singularity at q = 1 upon approaching the jamming transition. Since our numerical simulations point to the same universality class, we adopt the same ansatz, so that
with an unknown constant κ that will be determined later. Now, let us tackle Eq. (27) within this ansatz. We proceed by separating the domain of h into different scaling regimes.
a. d(h)/ √ 1 − q 1. In this particular case, it is straightforward to show that
with the initial condition f (q M , h) = 0.
Finding the general solution of Eq. (27) in this regime is impossible given that d(h) is a highly non-trivial geometric object dependent on the choice of models. However, if h is located close to the SAT-UNSAT boundary, one may treat the equation perturbatively as a power series of d(h). From the boundary condition Eq. (36) at q = q M , this function is effectively written in terms of a single object d(h). This suggests us to consider a local diffeomorphism h → (d(h), D ⊥ ), where D ⊥ is an arbitrary set of orthonormal coordinates, spanning the (K − 1)-dimensional subspace parallel to the constant d(h) manifold. Furthermore, near the SAT-UNSAT boundary, the coordinate d is nothing but the linear distance along the normal direction from the boundary, while D ⊥ 's correspond to the rest of coordinates in this curvilinear coordinate system. Using the fact that |∇ h f | 2 is a coordinate-free quantity, and this coordinate transformation is locally a rotation we get
Once we establish this relation, it is straightforward to find the leading behavior of f (q, h). Since the boundary condition given by Eq. (36) is indeed a one-dimensional object in terms of d(h), we can show that the leading singularity at q = 1 is formed solely from the contribution of |∇ d f | 2 , which is then solved by the same ansatz obtained for the standard perceptron [8] . Namely up to the leading order in (1 − q) we have that:
By plugging this solution into Eq. (27) , this solution can be easily verified.
. While computing Eq. (40), it turns out that the Laplacian term in the (RHS) of Eq. (27) plays a negligible role in determining the singular behavior of f (q, h). However, this is due to the choice of scaling |d| √ 1 − q. When d becomes comparable to √ 1 − q, we are entering a new scaling regime in which a separate analysis is required. To investigate this regime, it is convenient to introduce a scaling variable t = 1−q f (q, t, D ⊥ ). After making this substitution, the resulting equation is again shown to be one-dimensional:
Imposing the matching condition on both sides with Eqs. (38) and (40), the correct boundary conditions are determined to be
With these conditions, Eq. (41) is uniquely determined once κ is given. Finally, it is worth to remark that, via the relation M(t) = −F (t), Eq. (41) is equivalent to the scaling function found in [8] . This implies that regardless of the choice of the models, the solution F (t) is determined independently by the same equation for the standard perceptron model.
b. Scaling solution of Eq. (28)
After having determined the behavior of f (q, h), we are ready to evaluate Eq. (28) . As introduced previously, we employ the coordinate transformation h → (d, D ⊥ ). Next, we will separately analyze the equation for different scaling regimes.
a. d(h)/ √ 1 − q 1. In this regime, it was derived in Eq. (38) that f (q, h) = 0. Thus, in the absence of the second term of (RHS) in Eq. (28), the equation is reduced to a K-dimensional diffusion equation whose solution is readily obtained by a Gaussian profile:
for a given initial condition Eq. (29).
In this regime, we can neglect the Laplacian term in Eq. (28) . To see this, first notice that the initial condition for P (q, h) in Eq. (29) is regular in q. Thus, to have a scaling solution, the singularity at q = 1 should be developed due to the existence of x(q) or f (q, h), and both are present only in the second term. Here, rather than proving this claim to full generality, we verify this claim a posteriori by constructing a scaling solution that obeys this condition.
Neglecting the Laplacian term, Eq. (28) is cast into a first-order partial differential equation:
The general solution may be computed using the method of characteristic. The first term in the (RHS) determines the overall growth of P (q, h) whereas the second term governs the K-constant motions along the characteristic curves. For sufficiently small and negative d, the solution is again perturbatively determined:
According to Eq. (40), ∇ D ⊥ f appears as a higher order correction. In other words, ∇ D ⊥ f should be a locally constant (possibly regular) function in the scaling regime q ∼ 1. Hence, the general solution reads
and p − and p ⊥ are the functions associated to characteristic planes associated to d and D ⊥ , respectively. Also, note that we omit the dependence of d in the characteristic plane p ⊥ (D ⊥ ) as it turns out that the characteristic curve p − drives the probability measure to be concentrated on the scaling regime w ∼ O(1), thus effectively all d-dependence in p ⊥ should vanish at q → 1.
There are two important consequences from this solution. First of all, we have just shown that the probability measure should be concentrated within the scale w ∼ O(1). Second, the factorization property of this solution implies that along the basis vector of d(h), our equation is completely reduced to the one-dimensional Parisi equation, which is the key ingredient for the jamming universality.
c
. So far, we focused on the regime |d| (1 − q) near the jamming limit q ∼ 1. If both vanish jointly with t = d/ √ 1 − q fixed, the two terms of (RHS) in Eq. (28) are now properly balanced. Taking the same approach for f as in Eq. (41), we now want to write P (q, d, D ⊥ ) in terms of the new scaling variable:
where the prime denotes the derivative with respect to t. As previously shown for F (t), this equation is also reduced to the one-dimensional object and coincides with the one found in [8] . Finally, imposing the smooth matching conditions on both sides, one arrives at the boundary conditions
where θ = 2a κ and
where θ = 1−κ+a κ/2−1 . Given κ, there exists a unique a that satisfies both boundary conditions by which a is determined.
c. Determination of κ
We have shown that for a given κ, the scaling functions F (t) and p 0 (t) are uniquely determined. Moreover, they follow the same equations as the ones for the standard perceptron. The only task still needs to be verified is to check if κ remains to be the same as for the case of standard perceptron. It can be achieved by evaluating Eq. (35) . By dividing both sides by λ(q) with (LHS) given by Eq. (37), κ should verify the following equation:
This integral can be evaluated by splitting the integral domain into different scaling regimes. By examining the behaviors of f (q, h) and P (q, h) sketched in Fig. 4 , one can check that the only non-zero contribution comes from the closest scaling regime (II) near the boundary, i.e.,
After the substitution F (t) = −M(t), we recover the same equation for the standard perceptron.
d. Wedge domain
So far, we have analyzed Eqs. (27) and (28) near the SAT-UNSAT boundary locally allowing a diffeomorphism with one parameter d(h). Although this condition holds for most points in various models, there are examples that this is not always the case. For example, the admissible space in Fig. 3 (Left) contains a non-differentiable point at the boundary. Near one of the vertices (h 1v , h 2v ) that joins the two boundaries, we need to introduce additional scaling regime where two coordinates from the boundary are both small. Specifically, by setting (
one can derive from Eq. (27) a non-trivial two-dimensional equation
where the boundary condition is given in terms of the opening angle θ of the vertex. As a result, the solution in general depends on θ, and thus be non-universal. This implies that if we collect only the gap variables h sufficiently near the wedge domain, the statistical properties is no longer universal. After having found the non-universality at this scaling regime, one may further ask if the exponent κ is affected by these points. This question can be asked by reexamining Eq. (35) around this wedge domain. With one additional
, one may immediately notice that the contribution of this scaling regime vanishes quickly as √ 1 − q relative to the contributions from the scaling regime (II) (See Fig. 4 ). Consequently, even in the presence of non-differentiable points at the SAT-UNSAT boundary, the universal power-law exponent κ remains to be the same.
Force and gap distributions at jamming transition
So far, we have focused on constructing the scaling behavior upon approaching jamming from SAT phase. However, to compute the statistics of forces, and contacts near jamming, it is important also to consider the scaling theory in the UNSAT phase. Along the same lines used in [8] , we can introduce a joint distribution of the variables h. Its expression ρ(h) can be computed from replicas as in [8] and it is given by
Now, we evaluate this equation in the UNSAT phase. In this case we assume that in the zero temperature limit, β(1 − q M ) = χ for a fixed χ. Then, the matching condition with SAT solution enforces χ to diverge upon approaching the jamming transition. First, let us compute f (q M , h) in the UNSAT phase, which now gains additional contributions from the potential energy. Following the same procedures as in Eq. (36), the solution is recast into a minimization problem:
Since we are interested in looking at the jamming point where the explicit dependence on the form of v is not important, we choose to consider
The properties near the jamming transition are given in the limit χ → ∞. Thus, for our purpose, it is sufficient to determine the leading behavior of the solution in Eq. (54). In this limit, the first term becomes sub-dominant and the minimization for the second term implies that d(z) should be of the order O(χ −1 ). Additionally, we establish that the nearest points at the boundary for h and z differ only by the amount of the order O(χ −1 ). Given these observations, one may approximately find the solution of Eq. (54):
This equation has two important implications. First of all, Eq. (53) becomes
from which we can compute both the force and gap distributions. Indeed it follows that up to rescaling by a constant factor, ρ(h) has a trivial relation with P (1, h). Using this we can show that the force and gap distributions have the power law behaviors described in the main text. The second important implication is that, Eq. (34) becomes
Together with the result Eq. (56), it implies that the number of contacts is N at jamming which means that the system is isostatic at jamming. Having determined the distribution ρ(h), we may now compute the distribution of gaps. By definition, it is given by
Since the contours given by the condition d(h) = 0 and ∆(h) = 0 coincide, they have locally a linear relationship, i.e.,
. Also, using our scaling solution Eq. (46), we have the following
This implies that the gap distribution also follows the power-law with the same exponent.
Phase diagrams
The primary assumption behind our scaling analysis is that the SAT/UNSAT transition occurs in full-RSB phase. In the Simple perceptron [6] [7] [8] , it has been shown that this occurs in the non-convex regime. Thus, it is important to make sure if this is also the case for the models we study in this paper. In the simplest scenario, one can check whether the RS solution becomes unstable before it reaches the jamming transition, i.e., q = 1. To this end, let us rewrite Eqs. (32) and (34) within the replica symmetric ansatz. Setting q(x) = q with q m = q M = q, these equations read
Note that the integral runs only in the admissible space R, specified by the model. Thus, for given α and the model R, the order parameter q satisfying either Eq. (60) or Eq. (61) can be computed numerically. The so-called dAT line [47] , indicating the onset of instability of RS solution, is determined by finding q that satisfies both Eq. (60) and Eq. (61). If there exists a solution for both equations and q < 1, the RS solution becomes unstable before the jamming transition occurs. The RS jamming line α J is determined by Eq. (60) at q = 1. By taking the limit q → 1, Eq. (60) is simplified to
As usual, d(h) denotes the distance from h to the SAT-UNSAT boundary. The point -if any-at which the RS jamming line and dAT line meet and marks the border between RS and RSB jamming, can be determined by also considering the limiting behavior of Eq. (61) for q → 1, assuming a finite limit we have:
Then this point is given by α for which both equations are satisfied. According to Eq. (56), it automatically implies the isostatic jamming at this point, i.e., z = 1. This equation can only hold if for any point h the set of minimal distance on the RS SAT-UNSAT boundary is composed by a single point. In the parity and the ReLU machines this equation can never be satisfied, the integral in Eq. (61) diverges as q 1, and the dAT line is always below the RS jamming line (See Fig. 5 (Left) ). The jamming is isostatic and critical for all values of the model parameters. In the soft committee, instead, the equation is verfied for α rs ≈ 1.5 and σ rs = 0.2, in that case, above that values, jamming is described by a RS solution hypostatic and non critical.
In Fig. 5 , we have drawn these lines for (Left) ReLU (K = 2) and (Right) soft-committee machine with (K = 3). From these two lines, we can identify the parameter range of σ where the jamming transition occurs in the RSB phase. As a next step, we have to determine the type of RSB phase. We can proceed by determining the breaking point Eq. (35) and its slope at α dAT (See appendix 7 to check how to compute). In order to make a transition to full-RSB phase, the breaking point m should be in the range (0, 1) and its slope be positive. Within the range where the jamming occurs in the RSB phase, we confirmed for both models that the breaking point and its slope satisfy these criteria, thus making a transition to fullRSB phase.
However, this does not hold generally across all models. For example, it is known for Parity machine that the phase diagram undergoes first a RS-to-1RSB transition [26] . Even though we did not manage to verify the existence of the Gardner transition due to the increasing complexity of computation, we expect this happens given the clearly observed critical behaviors found in force and gap distributions from our simulation data. (35) and its slope at α dAT ensures that the jamming line lies in full-RSB phase. For ReLU, it can be shown that αJ is always above than α dAT for all σ > 0.
Simulation details and results
As discussed in the main text, the jamming point for this class of non-overlapping multilayer machines may not be well-defined due to a finite-size effect. Especially, we have noticed that this effect is seen to be most prominent for the case of the ReLU machine: the K-units behave quasi-independently, thus the number of contacts exhibits a multiple (mostly K) jumps rather than one big jump. This is basically due the finite N sample-to-sample fluctuations of the jamming point for each hidden units. Since these units are statistically equivalent, we expect these jumps will be concentrated into a single point in the infinite size limit. In Fig. 6 (a) and (b) , we present the typical fluctuation observed in the simulation. In Fig. 6 (a) , we show three typical behaviors of contact number z as a function of pressure p. This illustrates that it is roughly characterized by two jumps and the first one appears at the isostastic point. However, the position of second jump fluctuates strongly for the system sizes available in the simulation N < 500. To show numerically that this fluctuation decreases in the infinite size limit, the average interval δ between two jumps as a function of inverse system size N −1 is shown in a double logarithmic scale ( Fig. 6 (b) ). The curve exhibits a clear decreasing behavior (to the left in the figure) which might be characterized by a power-law decay. However, within the parameter range we can control in our simulation, we cannot obtain a conclusive result regarding whether it definitely converges to zero or to a non-zero constant. Our fitting results based on the two three-parameter models, i) Ax β + B and ii) Ax β + Bx, imply that the intercept, if it is not non-zero, should be small. For completeness, we have drawn the similar z vs p curves for the soft committee machine and the correlated perceptron in Fig. 6 (c) . We find that: i) z reaches an isostastic point at jamming and ii) z − 1 ∼ p 1/2 . Finally in Fig. 6 (d) , we present the positive gap distribution upon approaching the SAT phase by varying α for the soft-committee machine. For large α, we have noticed a cross-over behavior characterized by two power-law exponents from 1−γ (solid line) to another exponent approximately 1−0.2 (dashed line). A similar crossover behavior is observed also in the ReLU machine. On the other hand, if α = 1.0, the system is in the RS phase, thus we do not expect the gap distribution to follow the same power-law exponent predicted by our scaling theory. Also, the jamming is observed to be hypostatic characterized by the condition z < 1. Now, let us turn our attention to the intermediate case α = 2. According to Fig. 5 , the system is located near the RS-RSB boundary. Even though the system is technically in the full-RSB phase, our simulation results suggest that the gap distribution does not quite achieve the expected power-law distribution. However, we attribute this to the finite size effects; near the boundary, some samples behave as if they are in RS phase, yielding different statistics in the gap distribution.
Teacher-student setting for Parity machine
In this section, we show that the universal jamming criticality found in the capacity problem can be naturally extended to a teacher-student setting for a particular class of machines. For concreteness, we choose to study the parity machine but it can be extended to other machines as long as they satisfy the conditions specified later. In the teacher-student setting, we introduce a ground truth encoded as K-tuples of N/K-dimensional state vector X 0 i . The students then try to find X Given the nearly perfect fits for both models, it is not conclusive solely from the fits whether the curve converges to zero. (c) Contact number as a function of pressure for three typical realizations for soft-committee machine with K = 2 and N = 240 and the correlated perceptron with ρ = −0.5 and N = 240. Up to statistical noise, the two main consequences of our scaling theory are corroborated, i) the contact reach a isostatic point at jamming and ii) z − 1 ∼ p 1/2 . (d) Positive gap distribution of soft-committee machine for various α with N = 240 and K = 3. As decreasing α, the system moves from the full-RSB phase to RS phase. Accordingly, the critical range of gap variables seems to shrink as α passes through the RS-RSB boundary.
i.e., satisfying i ξ µ i · X 0 i > σ. Given this setting, we follow the standard procedure to compute the Gardner volume:
where both µ(X 0 ) and µ(X a ) are uniform measures on a sphere with |X| = N/K. The primed overbar (· · · ) denotes the conditioned average over patterns with the condition i ξ µ i · X 0 i > σ. By writing this condition explicitly from the measure, the partition function can be made to follow the so-called teacher-student symmetry:
Now the unprimed overline indicates the average over the uniform unconstrained patterns. The normalization condition is given by N = θ(( i ξ µ i · X 0 i ) − σ). It is crucial to understand that this constant is independent of the explicit choice of X 
where the action is given in terms of (n + 1) × (n + 1) overlap matrixQ:
S(Q) = S 1 + αS 2 = 1 2 log detQ + α log N −1 e 
Again, we assume that the overlap matrices for K receptive fields are the same due to the statistical equivalence among replica. Additionally, we expect that the typical overlap between the teacher and a student to be equal, leading to the following ansatz forQ:Q
where Q ab is a usual (n × n) Parisi hierarchical matrix among students and the teacher-student overlap is given by R a = R for all a. For K > 2, it is known that the teacher-student overlap R undergoes a first-order transition at α K from a thermodynamic state with R = 0 to a thermodynamic state with R > 0 [26] . In this case, thermodynamically, for α > α K the student would be in principle able to generalize. However it turns out that for α > α K there is a metastable branch characterized by R = 0 in which dynamical algorithms that try to find the weights of the student may be stuck. We will show that if σ > 0 the replica symmetric solution for this metastable branch has a spinodal transition towards the state with R > 0. However for small values of σ this transition occurs after a jamming transition. Therefore we show that if one has a set of algorithms that get stuck in this metastable branch, they will experience a jamming transition when the training set is sufficiently large.
Within the ansatz Eq. (69), the action Eq. (68) is readily computed. First, within the Parisi's full-RSB scheme, the determinant ofQ is given by:
where λ(q) = 1 − q M + q M q dp x(p). Second, let us now show that the variational problem to this action always allows a solution with R = 0 for K ≥ 2. To this end, let us first evaluate ∂ R S 2 at R = 0, which is proportional to ∂ R S ∝ lim where we simplify the terms by rearranging indices:
To derive Eq. (34), we differentiate the both sides of Eq. (32) with respect to q. Using Eq. (79), this reads
which is just a short-form of Eq. (34) . Next, the equation for breaking point Eq. (35) may be derived similarly. After multiplying the both sides of Eq. (34) by λ 2 /α and further taking the derivative with respect to q, we find 0 = −2xA 1 + λA 2
By rearranging the terms for x, we find
which is again the shorthand form of Eq. (35) . Finally, let us take another derivative of Eq. (83) with respect to q. Then, the terms are expanded in the following way:
This can be further simplified using A 1 + λ f ij f jk f ki = λ f 2 ijk /(2x) and A 2 = 2xA 1 /λ:
which then gives
where we used A 1 = (αλ 2 ) −1 .
