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Resumen
La presente Tesis Doctoral fijó como objetivo fundamental proponer una expresión matemáti-
ca que ayuda a determinar un modelo apropiado durante el proceso de identificación de un
Sistema de Inferencia Borrosa Takagi-Sugeno para un sistema real; a esa expresión se la de-
nominó Índice de Incertidumbre - Disconformidad, IUD. El rasgo que diferencia a éste de otros
índices que cumplen un objetivo similar, como es el caso del índice de cubrimiento espacial, Ce,
es la inclusión de un aspecto no considerado en aquellos otros: la evaluación de incertidum-
bre originada en los Conjuntos Borrosos Multi-Dimensionales que componen una partición
borrosa cualquiera. Adicionalmente, el índice IUD conserva la medición de la dispersión de
los datos en los CBMDs que conforman la partición, de modo que con su uso se obtengan
conjuntos compactos y separados. El índice IUD exploró varios caminos para concretar esta
última característica; para ello, finalmente, se propusieron y definieron matemáticamente las
nociones de compacidad absoluta y relativa, solapamiento absoluto y relativo, calidad por
cohesión de datos y calidad por distribución de datos. IUD es , por tanto, una expresión que
pretende integrar los dos aspectos recién nombrados en una sola fórmula matemática. Como
resultado de una exploración de varios expresiones candidatas a IUD y luego de un proceso
de selección de una de ellas, se estableció que el índice IUD proporcionó resultados similares a
los producidos por el índice Ce, que tal y como fue expresado anteriormente, es usado con el
mismo fin. En el desarrollo de la Tesis se logró establecer lo inadecuado de usar una función
propuesta por A. Kaufmann, el Índice de Entropía Kaufmann, para la evaluación de la canti-
dad de borrosidad; también se demostró la equivalencia algebraica de dos fórmulas empleadas
con el propósito de estimar esa misma cantidad: el Índice Lineal y el Índice Yager. Finalmente,
y como importante aporte de la Tesis, se efectuó un análisis de la generación de incertidumbre
en el regresor de un Sistema de Inferencia Borrosa Takagi-Sugeno y se propuso la posibilidad
de determinar un mapa de un tipo de ambigüedad, conocido como conflicto, asentado en ese
regresor. Se piensa que éste es un interesante filón de investigación en el ámbito del Control
Automático de Procesos.
Abstract
The objective of this Doctoral Thesis is to propose a mathematical expression that helps to
determine an appropriate model in the identifying process of a Takagi-Sugeno fuzzy inference
system for a real system, this expression is called Uncertainty - Disagreed Index, IUD. The
feature that differentiates it from other indexes, such as Spatial Covering Index, Ce, is the
inclusion of the evaluation of uncertainty. In our case, the uncertainty originated in Multi-
Dimensional Fuzzy Sets (MDFS) included in the obtained fuzzy partition is examined. The
IUD index preserves an existing feature in the other indexes: the measuring of data dispersion
in MDFS that make up the fuzzy partition, such that compact and separated MDFS are
found. To achieve the previously mentionated distinctive feature of IUD index was necesary to
explore various notions and finally the following concepts were proposed and mathematically
defined: absolute and relative compactness, absolute and relative overlap, cohesiveness quality
and distribution quality of data. IUD is therefore an expression that seeks to integrate the two
just appointed features in a single mathematical formula. For getting the posed objective, an
exploration of several candidate expressions for IUD index and a posterior selection process,
took place. It was proven that the IUD index produces similar results to those supplied by the
Ce index, which is frequently used for the same purpose.
In developing this Doctoral Thesis, other important results were determined: a) it was
established that the use of Kaufmann Entropy index, a mathematical expression proposed by
A. Kaufmann for the assessment of the amount of fuzziness, is not recommended, b) it was
also proven the equivalence of two algebraic formulas used for estimating the fuzziness: the
Linear index and the Normalized Yager index.
A final product of this Thesis is the analysis of uncertainty generated in the input-output
space for Takagi-Sugeno Fuzzy Inference System. This analysis revealed that a map to one
type of ambiguity, known as conflict, can be determined, and an possible engineering field to
apply it is the Automatic Process Control.
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Posibilidad propuesta por Dubois y Prade.
r Distribución de Posibilidad.
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1Capítulo 1
Introducción
1.1. Motivación
La responsabilidad de estudiar, formalizar e incorporar en los modelos de ingeniería, la
presencia y efectos del fenómeno de la incertidumbre se ha vuelto ineludible. De los modelos
deterministas, aquellos que representan fenómenos con elementos e inter-relaciones que revelan
un comportamiento completamente predecible, se ha pasado a los estadísticos, convenientes
para modelar fenómenos con gran cantidad de objetos inter-actuantes y en los que tal inter-
acción no puede predecirse de manera exacta y detallada. De hecho, cabe resaltar el carácter
poco realista de la existencia de fenómenos naturales totalmente deterministas debido, por
una parte, a que los fenómenos pueden verse afectados por acciones de naturaleza aleatoria
provenientes de su entorno; y por otra, a la existencia de un comportamiento no determinis-
ta en la intensidad de las interacciones de sus componentes. Ahora bien, una gran cantidad
de fenómenos no “aplican” para ser modelados mediante representaciones deterministas, ni
estadísticas. Para estos fenómenos se han propuesto teorías que procuran representar la in-
certidumbre presente en ellos y, a la vez, manejar un grado de complejidad aceptable para
un usuario humano. Desde la aparición de la Teoría Clásica de la Probabilidad, propuesta por
Pascal y Fermat en 1654 y su aplicación inicial en el contexto de los juegos de azar [1], se han
planteado varias alternativas para el tratamiento de la incertidumbre. Entre las alternativas
más nombradas están: la Teoría de la Evidencia o Teoría Dempster-Shafer [2] y [3]; la Teoría
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de la Posibilidad, [4]; y las diversas teorías de las Probabilidades Imprecisas [5] 1.
La concurrencia de los temas de modelado y del manejo de la incertidumbre se hace
evidente en varios escenarios de la ingeniería. Cursos en los planes de estudio de ingeniería
como Teoría de la probabilidad, Estadística o Procesos Estocásticos revelan la necesidad de
teorías y técnicas para el modelado de procesos o sistemas físicos, químicos o biológicos de
carácter aleatorio. Aspecto trascendental en el modelado de algunos tipos de sistemas es la
obtención de mediciones confiables de las señales de entrada al sistema y de las respuestas
exhibidas por el mismo. La inevitable presencia de ruido en los instrumentos de medición
genera ambigüedad sobre el valor correcto de los valores medidos, y la precisión o sensibilidad
del instrumento lo hace en el rango de los valores posibles; reducir los efectos del ruido requiere
de su representación mediante la Teoría de Probabilidad. En el caso del modelado de sistemas
del que se desconocen las leyes y principios físicos, químicos y/o biológicos, es obligatorio
recurrir a las denominadas técnicas de identificación de sistemas. La identificación de sistemas
tiene como fin obtener un modelo matemático de un fenómeno con base en la medición de los
datos de entrada y salida del sistema. Para ello se debe seleccionar una expresión matemática
genérica y posteriormente determinar los valores más apropiados para los parámetros de la
misma. Gran parte del éxito depende entonces de los valores de datos entrada-salida, y por
tanto, el tema de reducción del efecto del ruido en la señal vuelve a ser trascendente.
Un conjunto de técnicas de modelado e identificación de sistemas, proviene de las denomi-
nadas tecnologías bio-inspiradas las cuales se sustentan en los principios y comportamientos
que se han descubierto en los sistemas biológicos, exhiban o no inteligencia. Un subconjunto
de técnicas bio-inspiradas es conocido como Sistemas Basados en Conocimiento (SBC); ellos
representan fenómenos con base en modelos verbales adquiridos por los humanos a través de
la intuición y la experiencia. En general, los SBC intentan replicar la forma en que el ser
humano representa, organiza y usa conocimiento; con este fin se define un conjunto de es-
tructuras similares a las reglas lógicas Si-Entonces y de un procedimiento, o inferencia, que
dispone de esas estructuras para procurar un resultado cuando se le suministran como en-
tradas al SBC, un conjunto de datos numéricos y/o de expresiones lingüísticos. Debido al
carácter intuitivo y experiencial, y por tanto subjetivo, del conocimiento incorporado en un
1Este tema será discutido en la Sección 2.4.
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SBC, se hace indispensable la valoración de ese conocimiento y el de los resultados arrojados,
por medio de “grados de confianza, de certeza o de credibilidad”. La representación y manejo
de estos grados de confianza requieren de una teoría apropiada de incertidumbre.
Para finalizar, un tipo de SBC bastante empleado en el contexto del modelado y control
automático de procesos es el de los Sistemas de Inferencia Borrosa (SIB); los más reconocidos
SIBs son el lingüístico [6], el relacional [7], y el Takagi-Sugeno [8]. Estos sistemas tienen la
importante propiedad de representar matemáticamente conocimiento verbal, e inferir de esta
representación respuestas numéricas, si ello es requerido. El SIB Takagi-Sugeno (SIB T-S), de
particular interés en este trabajo, a diferencia de los otros SIB referenciados calcula a través
de una expresión matemática el resultado que aparece en el consecuente de cada regla. La
anterior es una característica útil para el modelado de gran cantidad de fenómenos afrontados
por la ingeniería.
1.2. Aportes
1.2.1. La determinación de una expresión matemática que involu-
cra la noción de incertidumbre, y su aplicación en un método
de identificación de modelos tipo SIB T-S.
Este aporte es la evidencia de haberse alcanzado el objetivo planteado en la propuesta de
esta Tesis doctoral. La expresión matemática obtenida en esta Tesis puede sustituir a índices
empleados en la validación del proceso de agrupamiento borroso de datos, como por ejemplo
al Índice de Cubrimiento Espacial, para obtener un SIB T-S, considerando la incertidumbre
presente en los CBMDs y no sólo la dispersión de los datos entrada-salida usados para el
proceso de identificación.
1.2.2. Una propuesta de formalización matemática para las no-
ciones de compacidad y solapamiento
Este aporte ha sido descrito en las Secciones 4.3 y 4.4 el cual podría ser objeto de un
mayor examen como otro método de análisis de agrupamientos borrosos. En la Sección 4.3.2,
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se encuentra una aplicabilidad de las nociones de compacidad y solapamiento relativos, a la
hora de la toma de decisiones en la integración o eliminación de grupos borrosos resultantes
de un proceso de agrupamiento borroso de datos. Un examen más profundo de las nociones de
compacidad y solapamiento junto con algunas proposiciones establecidas sobre ellas, pueden
ser consultados en el Apéndice I.
1.2.3. Una propuesta para la determinación de un Mapa de Con-
flicto para el regresor de un SIB T-S
En medio de la elaboración de esta Tesis, el análisis de la generación de incertidumbre
en el regresor de un SIB T-S reveló un tema interesante: la combinación de los dos tipos de
incertidumbre, ambigüedad y vaguedad, en el cálculo de una función definida en cada punto
de ese regresor. Puede ser tomada como un enfoque alternativo al propuesto como tema
principal de esta Tesis. Este enfoque produce un mapa de un tipo de ambigüedad conocido
como conflicto, el cual emerge previo a aplicar la expresión que calcula la salida del SIB T-S.
Para profundizar en este tema, consúltese el Apéndice J.
1.2.4. La verificación de la concordancia matemática de dos índices
para estimar la cantidad de borrosidad
Otro interesante logro alcanzado en esta tesis, y descrito brevemente en la Sección 2.8.3,
fue la demostración matemática de la igualdad algebraica de dos expresiones empleadas para
estimar borrosidad, referenciadas como Índice Lineal de Kaufmann (2.65) e Índice de Bo-
rrosidad Normalizado de Yager (2.75). La importancia de haber encontrado esta identidad
matemática yace en el hecho de descubrir un traslapo o superposición entre dos grupos de me-
didas de borrosidad que se asientan en concepciones matemáticas diferentes. En el Apéndice
F es detallado el proceso demostrativo de dicha equivalencia.
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1.2.5. El análisis de la no aplicabilidad de la Función de Entropía
Kaufmann para estimar la cantidad de borrosidad
Se ha elaborado un análisis cuyo resultado presenta varias razones por las cuales se plantea
la no aplicabilidad de un índice de borrosidad propuesto por A. Kaufmann, el cual se referen-
ció como Índice de Entropía de Kaufmann, explicitado en las Ecuaciones (2.68) o (2.69). La
borrosidad es una importante propiedad cuando la incertidumbre está siendo evaluada durante
el modelado borroso de un sistema. A pesar del intento de construir este índice a semejanza
del Índice de Entropía Shannon (2.76), él exhibe varios problemas cuando es empleado para
estimar la cantidad de borrosidad en un conjunto borroso estándar. Por lo tanto, cualquier
estimación de la cantidad de borrosidad usando tal índice, producirá valores desconfiables res-
pecto de la propiedad medida. En esta tesis, se incluyeron demostraciones matemáticas de las
debilidades sufridas por el índice Kaufmann y se complementaron con algunas comparaciones
prácticas frente a otros índices que miden la misma propiedad. Los pormenores pueden ser
estudiados en el Apéndice F.
1.3. Productos secundarios
1.3.1. Desarrollo de una aplicación mediante el programa LEXICO
para efectuar preprocesamiento de datos
El estudiante del programa de pregrado de Ingeniería de Sistemas de la Universidad de
Antioquia Alejandro Rúa Suárez, apoyado en un Toolbox MatLab elaborado por Miguel E.
Peña del Instituto de Automática de la Universidad de San Juán (Argentina), Hernán Darío
Álvarez Z. de la Escuela de Procesos y Energía de la Universidad Nacional de Colombia Sede
Medellín, y Carlos M. Sierra D. del Departamento de Ingeniería de Sistemas de la Universidad
de Antioquia, desarrolló una aplicación que lleva a cabo la etapa de preprocesamiento de datos,
necesaria para la identificación de un modelo. Luego de cargado el archivo, o archivos, que
contiene(n) los datos del sistema, la aplicación permite realizar las siguientes acciones:
Escalar los datos perteneciente a cada variable.
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Filtrarlos, con el objetivo de reducir datos espurios provenientes de la probable intro-
ducción de ruido en los mismos.
Muestrear, si se considera pertinente, sobre los datos originales y emplear así un número
menor de ellos.
Configurar un regresor con las variables y retardos respectivos.
Elegir la manera en que serán seleccionadas de entre los datos disponibles, las muestras
para el proceso de validación.
Definir el porcentaje de datos o muestras para el proceso de validación.
Todos estos procesos se llevan a cabo bajo un ambiente amigable, que permite observar
los resultados de cada proceso mediante ventanas de visualización de datos similares a las de
MatLab. Esta aplicación se desarrolló con base en el lenguaje de programación orientado a
objetos, LEXICO, diseñado por el ingeniero Fabián Ríos Castrillón, profesor de la Universidad
de Antioquia. LEXICO es un lenguaje pensado para facilitar la comprensión de la filosofía
objetual y elaborar programas de manera sencilla e intuitiva. Para acceder a información sobre
LEXICO consúltese el siguiente link: http://riosur.net/.
1.3.2. Asistencia a eventos y escritura de artículos
Durante el desarrollo de la Tesis doctoral se tuvo la oportunidad de asistir al XI Reunión
de Trabajo en Procesamiento de la Información y Control, RPIC, organizado por el Grupo
de Electrónica Aplicada (G.E.A.) de la Facultad de Ingeniería de la Universidad Nacional de
Río Cuarto, Argentina; el cual se llevó a cabo del 21 al 23 de septiembre de 2005. El trabajo
presentado se tituló Phenomenological Approach and Takagi-Sugeno Multidimensional Fuzzy
Modeling in Chemical Processes, elaborado por Carlos M. Sierra, Luz A. Álvarez y Hernán D.
Álvarez. En tal trabajo se detallaron los procedimientos para obtener un modelo semifísico
de base fenomenológica y un Sistema de Inferencia Borrosa Takagi-Sugeno con Conjuntos
Borrosos MultiDimensionales, ver [9]. Ambos modelos fueron establecidos para el sistema
caldereta-condensador descrito en la Sección 6.1. Los modelos se comparan con el objetivo de
indicar las utilidades y dificultades de los dos procedimientos cuando ellos tienen propósitos
6
CAPÍTULO 1 INTRODUCCIÓN
de control. El turno asignado a la conferencia y el documento escrito, quedaron consignados
en la Memorias del evento.
Se publicó en la revista Avances en Sistemas e Informática, Vol. 4 No. 1, 2007 el artículo
Inclusión de un índice de estimación de incertidumbre, distribución y cohesión de datos en el
modelamiento borroso elaborado por Carlos M. Sierra D. y Hernán D. Álvarez Z. El artículo,
[10], presenta un avance de una propuesta de estimación de la incertidumbre de calidad de
agrupamiento de datos durante el proceso de identificación de modelos mediante Sistemas
de Inferencia Borrosa del tipo Takagi-Sugeno (SIB T-S). En él se propone una expresión
matemática que integra tales aspectos como criterios evaluadores del modelo. Los valores de
tal expresión matemática pueden ser usados como una información complementaria al modelo
final producido.
Se han publicado dos de los resultados encontrados en el desarrollo de la Tesis Doctoral.
El primero, describe la razón por la cual la función de entropía Kaufmann (2.69) no debe
ser utilizada para estimar la cantidad de borrosidad en conjuntos de ese tipo; además expone
cómo se obtiene la igualdad algebraica del Índice Lineal de Kaufmann (2.65) y el Índice de
Borrosidad Normalizado de Yager (2.75). Estos resultados descritos bajo el título Two Fuzzi-
ness Indexes Proposed by Kaufmann: observations about them, Carlos M. Sierra D. y Hernán
D. Álvarez Z., fueron publicados en la revista Journal of Computer Science and Technology de
la Facultad de Informática, Universidad Nacional de La Plata, Argentina, Vol. 9 No.1, 2009.
Un tercer producto de esta Tesis reseña la formalización matemática y la manera cómo puede
construirse un mapa de conflicto en el espacio de regresor, cuando es requerido conocer la
cantidad de incertidumbre contenida en un SIB T-S con conjuntos borrosos multidimensiona-
les antes que él produzca una respuesta con base en un dato de entrada suministrada. Este
resultado será presentado ante la Revista Computación y Sistemas del Instituto Politécnico
Nacional de México.
1.4. Organización del documento y marco conceptual
En la propuesta aprobada plateada para el desarrollo de esta Tesis Doctoral se planteó
como objetivo general estimar la no-especificidad (uno de los tipos de incertidumbre actual-
mente reconocidos) generada en un proceso de modelado e identificación de SIB T-S, con el
7
CAPÍTULO 1 INTRODUCCIÓN
fin de obtener no sólo modelos con un buen grado de aproximación de respuesta, sino tam-
bién con un nivel alto de conservación de información; información suministrada por los datos
para el proceso de modelado. Este tipo de incertidumbre se hace presente en los CBMDs
que determinan los antecedentes de las reglas del SIB T-S. Sin embargo, el desarrollo de la
Tesis ofreció la oportunidad de ampliar la meta propuesta y el resultado obtenido considera
aspectos no tenidos en cuenta inicialmente. La Tesis ha explorado varias funciones matemáti-
cas que puedan servir como índice de evaluación de modelos intermedios en un proceso de
identificación; este índice, que se postula como complementario al conocido índice de desem-
peño2, explora dos aspectos de cada modelo: la incertidumbre contenida, y dos propiedades
que informan sobre la calidad del agrupamiento de datos mediante CBMDs: la compacidad y
el solapamiento.
Es así pues que, el Capítulo 2 está dedicada a explorar la noción de teorías de representación
y funciones de estimación de la incertidumbre. En el Capítulo 3 se hace una breve descripción
de algunas nociones básicas en identificación de sistemas; presenta los SIB más comúnmente
referidos, y termina describiendo dos métodos de identificación particulares en SIB T-S. El
Capítulo 4 explora temas como: la aparición de incertidumbre en la identificación de SIB
T-S, las simplificaciones o alcances definidos en la Tesis, la propuesta de dos nociones para
evaluar la calidad de un agrupamiento: la compacidad y el solapamiento, junto con una serie
de demostraciones matemáticas de las propiedades de estas nociones. La postulación y análisis
de varias funciones matemáticas que pueden servir como el índice IUD, propuesto en la Tesis,
se suministra en el Capítulo 5. El procedimiento diseñado y aplicado para elegir la expresión
matemática que se desempeñará como el índice IUD se detalla en el Capítulo 7. Una propuesta
de aplicación del índice IUD se plantea en el Capítulo 8. El Capítulo 9 está dedicado a describir
cuáles aspectos fueron considerados en las simulaciones y analizar los resultados obtenidos con
éstas. Las conclusiones se detallan en el Capítulo 10; y finalmente, el Capítulo 11 se dedica a
plantear temas que pueden ser de interés en trabajos futuros.
Con el propósito de diferenciarse de la mayoría de Tesis en el área de la ingeniería, en
las que se enfatiza la aplicación de técnicas y la presentación de sus resultados, se planteó la
2Los índices de desempeño se usan para evaluar la capacidad de aproximación y generalización que tiene
un modelo. Los más comunes son funciones de la diferencia entre las respuestas del modelo y los datos
correspondientes disponibles del sistema.
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conveniencia de la autocontención temática en el informe final, es decir, que éste incorpora
y detalla las nociones y formulaciones matemáticas (preferiblemente estructurados al interior
de sus respectivas teorías), requeridos para aproximarse o profundizar en los tópicos nucleares
de la Tesis. Así pues, para comprender la diferencia entre los conceptos de conjuntos clásicos
y los borrosos, presentar sus respectivas propiedades y detallar las formulaciones matemáticas
que las concretan, se incluyeron los Apéndices B y A; este último a su vez funda las bases para
el tratamiento matemático de uno de los tipos de incertidumbre esenciales: la incertidumbre
lingüística. La otra clase de incertidumbre, la basada en información deficiente (o ambigüedad),
se sirve de lo presentado en los Apéndices C y D. El Apéndice E profundiza en las expresiones
matemáticas propuestas en la actualidad para calcular la cantidad de incertidumbre, sea
de ambigüedad o de vaguedad, en una situación donde ella se hace presente. El Apéndice F
detalla las demostraciones que produjeron los aportes referidos en 1.2.5 y 1.2.4. El Apéndice G
discurre en la formalización matemática de los tipos más importantes de modelos borrosos para
representación de sistemas. Un análisis de la función objetivo del algoritmo de agrupamiento
borroso de datos, Fuzzy C-Means (FCM), y del Índice de Cubrimiento Espacial (Ce), se expone
en el Apéndice H, mientras que el Apéndice I pormenoriza las pruebas correspondientes al
aporte reseñado en 1.2.4. Por último, el Apéndice J precisa el aporte formulado en 1.2.3.
9
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Capítulo 2
Incertidumbre, información y
complejidad en un sistema
El esfuerzo inicial en este capítulo estará dedicado a describir algunas concepciones alrede-
dor del término sistema, luego se presenta la definición de incertidumbre basada en informa-
ción, y su estrecha relación con la noción de información basada en incertidumbre1. Final-
mente, se trata el tema de la complejidad de sistemas y distintos mecanismos empleados para
reducirla.
2.1. Sistema
Es frecuente encontrar en la literatura de la Teoría General de Sistemas dos enfoques sobre
lo que se entiende por sistema. En uno de ellos, los objetos, sean concretos o abstractos (en
su condición de existencia material) pueden ser sistemas. En el otro se aduce que un objeto
no es un sistema, sino que el sistema es una representación de un aspecto de un objeto.
En la referencia [11] se define: “Un sistema es una reunión de elementos relacionados. Los
elementos de un sistema pueden ser conceptos, en cuyo caso estamos tratando un sistema
conceptual.... Los elementos de un sistema pueden ser objetos,..... Los elementos pueden ser
sujetos,... Finalmente, un sistema puede estructurarse de conceptos, objetos y sujetos.”
En la referencia [12] se sostiene que un sistema es una imagen elaborada de algún aspecto
1También referenciada como información de incertidumbre.
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de un objeto real y no es el objeto mismo, lo anterior implica que de un objeto se pueden de-
terminar múltiples sistemas. En el proceso de elaboración del sistema, un observador establece
los atributos críticos y las inter-relaciones fundamentales de acuerdo con sus capacidades, in-
tereses y el método de estudio u observación elegido de entre el universo casi ilimitado de
formas con las que se podría inter-actuar con el objeto. Por lo anterior se puede afirmar que
un sistema es una construcción abstracta con alto contenido subjetivo.
Lo que puede no ser evidente, pero que es común en las dos orientaciones anteriores, es el
concepto de holismo o totalidad. El Holismo surge cuando un conjunto de elementos se inter-
relacionan de una forma tal que se crea un nuevo objeto. Este objeto posee características
propias, en cuanto que son de naturaleza diferente a las de cualquiera de los elementos que
lo conforman. Así pues, el holismo debe ser exhibido por el arreglo de objetos, sujetos o
conceptos (de acuerdo con la visión de van Gigch [11]), o debe ser descubierto a través de la
representación obtenida cuando se estudia un fenómeno específico de un objeto real (como lo
considera Ashby [12]).
En la Teoría General de Sistemas se han planteado varios criterios de jerarquización de
sistemas, todos ellos enfocados en algún atributo de la colección de objetos que se comportan
como una totalidad. A grosso modo, algunos criterios de jerarquización, junto con los tipos
de sistemas que se generan, se presentan a continuación: i) se habla de sistemas abiertos o
cerrados dependiendo del grado o intensidad de intercambio con el ambiente que rodea al
sistema, ii) se establecen los sistemas gobernados y los auto-gobernados, de acuerdo con el
de grado de autonomía para establecer fines y plantear mecanismos para alcanzarlos, iii) se
señala la existencia de sistemas simples o complejos, con base en su grado de complejidad, iv)
si el sistema es predecible o no, entonces el sistema es o no determinista, respectivamente, v)
el sistema es físico o abstracto, de acuerdo con la naturaleza material, o no, de los elementos
que lo componen. Es importante resaltar que en realidad no se dan sistemas que cumplan de
manera binaria alguno de los criterios mencionados, ello implica que el cumplimiento de un
criterio es cuestión de grado.
Cualquier noción particular de sistema depende del marco de trabajo conceptual particular
en el cual se ubique. Dentro de cada marco de trabajo conceptual se determina el alcance de
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los sistemas que pueden ser descritos y se plantea una taxonomía de estos sistemas2. Puede
pensarse que la multiplicidad de marcos conceptuales generarían diferencias significativas entre
sus concepciones y taxonomías. Los autores en [13] afirman que las diferencias existentes son
menores y pueden reconciliarse. Esta declaración se fundamenta en lo expuesto en [14] quien
propone una jerarquía de tipos epistemológicos de sistemas como instrumento para unificar las
restantes taxonomías. Esta Jerarquía se funda en una complejidad epistemológica creciente
de los sistemas, y para ello emplea como base el concepto de variable. Las variables son de
dos clases: las básicas y las de soporte. Las variables básicas son aquellas asociadas con los
atributos que describirán el comportamiento del objeto. Los valores de las variables básicas
se denominan estados. Las variables de soporte más conocidas son el espacio, el tiempo y las
poblaciones de individuos de una misma categoría. El agregado de todos los posibles valores de
las variables de soporte conforman el conjunto soporte. En términos de este conjunto soporte
se determinan los cambios de los estados de las variables básicas. La jerarquía definida por
Klir está compuesta por los siguientes tipos de sistemas:
Sistemas fuente (sistemas epistemológicos de nivel 0). Un sistema de este nivel es una
lista de variables, un conjunto de estados potenciales (valores) reconocidos para cada variable y
alguna manera operacional de describir el significado de las variables y sus estados en términos
de los atributos del mundo real y sus manifestaciones asociadas.
Sistemas de datos (sistemas epistemológicos de nivel 1). Son sistemas fuente comple-
mentados por un conjunto de datos, es decir, por los valores reales de las variables básicas
dentro del conjunto de soporte definido.3
Sistemas generativos (sistemas epistemológicos de nivel 2). En este nivel, los sistemas
poseen una caracterización global dada como una restricción entre las variables básicas involu-
cradas (la restricción es una expresión matemática que relaciona las variables del sistema).
Un rasgo de dicha restricción es su invarianza respecto a las variables de soporte. Esta carac-
terización de la restricción hace posible generar conjuntos de datos peculiares a la variables.
Las caracterizaciones son relaciones matemáticas tales como las ecuaciones diferenciales, las
cadenas de Markov y las máquinas de estado finito.
Sistemas estructura (sistemas epistemológicos de nivel 3). Cada sistema de este nivel
2Lo que implica que cada área de conocimiento, como la ingeniería, define sus propia taxonomía de sistemas.
3Puede verse como los resultados obtenidos de un experimento sobre un proceso.
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se encuentra definido en términos de un conjunto de sistemas generativos (o algunas veces, de
un nivel inferior) vistos como subsistemas del sistema global.
Metasistemas (sistemas epistemológicos de nivel 4). En este nivel, y niveles superiores,
a un sistema definido en algún nivel inferior le es permitido cambiar dentro del conjunto
de soporte definido por el sistema fuente asociado. En el nivel 4, por ejemplo, el cambio es
caracterizado mediante un procedimiento invariante en el soporte que define el cambio de la
caracterización global de la restricción entre las variables básicas.
Meta metasistemas (sistemas epistemológicos de nivel 5). En este nivel, existe un pro-
cedimiento invariante en el soporte que establece el cambio del procedimiento que determina
el cambio de la caracterización de la restricción entre las variables básicas.
Finalmente, pueden plantearse niveles epistemológicos superiores al 5, anteponiendo el
término “meta” al nombre del nivel epistemológico inmediatamente anterior. Para profundizar
en el tema de la jerarquización de sistemas, véase [13].
La complejidad, la incertidumbre y la información son tópicos trascendentes en el estudio
de los sistemas. Ellos serán tratados en las siguientes partes del trabajo.
2.2. Incertidumbre e información
Aunque la noción de incertidumbre ha eludido una definición única, algunos investigadores
del tema han presentado sus elaboraciones. Por ejemplo en [15] el autor afirma que “La
incertidumbre proviene de la falta de información completa”. Al mismo tiempo establece que
“La incertidumbre puede también reflejar incompletez, imprecisión, información faltante, o
aleatoriedad en los datos y el proceso”.
George J. Klir, uno de los autores más prolíficos en al ámbito de la investigación en
incertidumbre, y M. J. Wierman, han planteado en [16] que “La incertidumbre involucrada en
cualquier situación de solución de un problema es resultado de la deficiencia en la información.
La información (perteneciente al modelo dentro del cual se conceptualiza la situación) puede
ser incompleta, fragmentaria, no totalmente confiable, vaga, contradictoria o deficiente en
alguna otra forma. En general, estas varias deficiencias de la información pueden resultar en
diferentes tipos de incertidumbre”.
Por su parte, Klir en [17], pretende cobijar las anteriores definiciones de incertidumbre
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bajo el rótulo de incertidumbre basada en información (sería más preciso decir incertidumbre
basada en información deficiente), para diferenciarla de la que él menciona como incertidumbre
lingüística. En esta Tesis se seguirá el desarrollo conceptual y matemático de esta clasificación.
La incertidumbre basada en información deficiente da lugar al uso del término ambigüedad,
pues con éste se pretende manifestar la aparición de un grupo de decisiones o resultados al-
ternativos del que se debe elegir una(o) sóla(o), causada por la falencia en la información
disponible. Un ejemplo es el problema de la determinación taxonómica de un nuevo espéci-
men animal; en tal caso se requiere ubicar al espécimen en una clase apropiada de la jerarquía
taxonómica. Para posibilitar un tratamiento matemático de la ambigüedad entiéndase ésta
como la dificultad para determinar el subconjunto al cual pertenece un elemento que ha si-
do deficientemente caracterizado por la evidencia disponible. En la ambigüedad se parte del
supuesto que el elemento sólo puede pertenecer a un subconjunto concreto4 del conjunto uni-
verso. Lo anterior significa que la ambigüedad se produce por la deficiente caracterización del
elemento y no es debida a algún inconveniente en la especificación de los subconjuntos que lo
podrían alojar (estos se encuentran nítidamente definidos).
El desarrollo de investigaciones sobre ambigüedad ha permitido establecer dos subclases de
la misma: el conflicto y la no-especificidad. Se dice que se ha producido conflicto en la evidencia
con el sólo hecho de presentarse más de un resultado o decisión factible; donde cada decisión
o resultado se formaliza mediante un subconjunto. Una evidencia mínimamente conflictiva o
congruente define una familia de subconjuntos anidados5. Una evidencia totalmente conflicti-
va establece subconjuntos disyuntos unos con otros. La no-especificidad está relacionada con
la cardinalidad de cada subconjunto candidato; entre menos elementos posea cada subcon-
junto candidato más específica es la evidencia. Conforme con lo anterior, el conflicto es nulo
cuando sólo hay un subconjunto candidato, y casi nulo cuando los subconjuntos candidatos
son anidados. Además, se es máximamente específico en el evento que los subconjuntos can-
didatos sólo poseen un elemento (conjuntos unitarios). Por último, no hay ambigüedad, o sea
no aparece conflicto ni no-especificidad, cuando sólo existe un subconjunto candidato y éste
es un conjunto unitario, o sea, la evidencia señala a un sólo elemento del conjunto universo.
4Concreto, en el sentido de opuesto a borroso. Ver definición en el Apéndice A.
5Una familia de conjuntos A,B, ..., se dicen anidados cuando existe una secuencia de inclusión entre ellos,
por ejemplo: A ⊂ B ⊂ ....
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La noción de incertidumbre lingüística se relaciona con el término vaguedad. La vaguedad
se asocia con la relevancia y la precisión en las tareas humanas, pues para las personas es
suficiente determinar de manera aproximada tanto la ejecución de una tarea como la carac-
terización de las colecciones de datos usados en esa ejecución. Hay vaguedad, por ejemplo,
cuando no existe una clara distinción entre los rangos que delimitan la diversa gama de co-
lores perceptibles por el ser humano: ¿cuándo se abandona el color azul y cuándo se registra
el color verde (o viceversa)?. En la vaguedad el foco de la incertidumbre no se encuentra en
el elemento, sino en los subconjuntos. En otras palabras, la incertidumbre es originada por
una deficiente distinción entre las alternativas que se tienen a mano. Hasta el momento la
literatura no reporta “subclases” de vaguedad.
La ambigüedad es el tipo de incertidumbre con una mayor historia de investigación. El
marco matemático empleado para formalizar la incertidumbre basada en información defi-
ciente es la Teoría de la Medida Monótona. La incertidumbre lingüística se viene tratando
matemáticamente a partir del trabajo seminal en [18], el marco de trabajo matemático em-
pleado para modelar la vaguedad es la Teoría de los Conjuntos Borrosos. Esta teoría ha
servido, a partir del trabajo presentado en [4] sobre la Teoría de la Posibilidad y de la in-
terpretación efectuada por [19], para descubrir una muy útil asociación entre los conjuntos
borrosos y la no-especificidad6.
Un mapa conceptual que puede ayudar a sintetizar lo expuesto en cuanto a la incertidum-
bre, se encuentra en la Figura 2.1.
La información, al igual que la incertidumbre, evade una formulación única, e incluso sus
aspectos sintácticos, semánticos y pragmáticos7 deberán analizarse dependiendo del contexto.
En el proceso de la comunicación humana, donde la vaguedad es un fenómeno omnipresente,
es esencial estudiar las tres dimensiones referidas. Por otro lado, las reglas sintácticas son
preponderantes8 en el contexto de los lenguajes de programación computacional y la lógica
formal.
6Este tema es discutido en detalle en la Sección 2.6.
7En la semiótica -o estudio de los signos- se exploran, entre otros, los siguientes temas: la relación que
se da entre los signos (dimensión sintáctica), la relación que se da entre los signos y aquello a lo que hacen
referencia (dimensión semántica), y la relación entre los signos y quienes los utilizan (dimensión pragmática).
8Ello se hace sólo cuando se ha determinado una conexión clara y fija entre los signos y aquello a lo que
hacen referencia. Además, la información no dependerá de quien la utiliza.
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Figura 2.1: Taxonomía de la incertidumbre
Aunque se ha manifestado la inexistencia de una sola concepción acerca de la información,
en [13] se establece la denominada información de incertidumbre (la contraparte directa del
concepto de incertidumbre basada en información deficiente). La naturaleza de este tipo de
información se hace evidente cuando Klir y Folger establecen que si la ignorancia o la incer-
tidumbre en una situación se reduce a través de un acto (una observación, una lectura de
datos, una recepción de un mensaje), ese acto puede verse como una fuente de información.
Adicionalmente, afirman que “la cantidad de información obtenida por el acto puede ser me-
dida entonces por la diferencia en la incertidumbre antes y después del acto”. Es evidente que
bajo esta visión, los términos incertidumbre e información se encuentran indisolublemente
relacionados.
Klir y Folger también hacen referencia a la información algorítmica, enmarcados en el
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ámbito de la Teoría de la Computabilidad9. En este contexto la cantidad de información
representada por un objeto está medida por la longitud del programa más corto posible
escrito en un lenguaje estándar mediante el cual se describa el objeto, de modo que pueda ser
computado.
Por su parte, en [24] el autor propone una concepción de la información ligada con la
vaguedad de los lenguajes naturales. En esta visión, la información transmitida por una
proposición vaga se identifica con el conjunto borroso que la representa. De esta manera,
una proposición vaga p es por lo menos tan informativa como otra proposición vaga q, si el
conjunto borroso asociado con p es un subconjunto de aquel ligado a q.
En esta Tesis, las medidas de incertidumbre serán presentadas de acuerdo con la con-
cepción de incertidumbre específica. Las medidas de incertidumbre ligada con la información
(información deficiente), se exponen en la Sección 2.7, las medidas de incertidumbre asociada
con la imprecisión lingüística se presentan en la Sección 2.8.
2.3. Complejidad
La concepción general de complejidad, más como grado de complejidad, se encuentra aso-
ciada tanto con el número de partes de un objeto, como con la diversidad de las inter-relaciones
entre esas partes, ambos reconocidos por un observador. En [25] se sostiene que aunque puede
hablarse de la complejidad de algún objeto, resulta más pertinente metodológica, epistemo-
lógica y pragmáticamente hablar de la complejidad de un sistema abstraído de el objeto
(abstraído en el sentido que el sistema es una representación de un aspecto del objeto) Esta
última afirmación se explica en la concepción de sistema formulada en [12], y descrita en el
párrafo introductorio de la Sección 2.1.
Con base en el concepto de la complejidad de un sistema formulado por Ashby, los autores
en [13] definen dos principios que debe satisfacer cualquier sistema, sin importar cual sea su
tipo epistemológico10. Ese será el tema de la siguiente parte.
9Las ideas que fundaron esta teoría se introdujeron en [20], [21], [22], y [23]
10De acuerdo con lo estipulado en la Sección 2.
17
CAPÍTULO 2 INCERTIDUMBRE, INFORMACIÓN Y COMPLEJIDAD EN UN
SISTEMA
2.3.1. Dos principios generales
De acuerdo con lo expresado en Klir y Folger, existen dos principios generales de com-
plejidad de sistemas. El primero establece que la complejidad de un sistema debería ser pro-
porcional a la cantidad de información requerida para describir al sistema. A este tipo de
complejidad se la denomina descriptiva, el mismo adjetivo recibe la información que se emplea
para llevar a cabo tal descripción. Tal vez, la forma más sencilla de estimar esta complejidad
sea a través de una medida que se exprese en función del número de entidades involucradas en
el sistema (variables, estados, componentes) y el de la variedad de las inter-dependencias en-
tre esas entidades. A continuación se presentan los requerimientos axiomáticos generales que
debería cumplir cualquier medida de complejidad descriptiva, de acuerdo con lo establecido
por Klir y Folger.
Sea X el conjunto de todos los sistemas de un tipo particular, sea P(X ) el conjunto
potencia de subconjuntos concretos de X 11. Sea DX una medida de complejidad descriptiva
dentro del conjunto X . Entonces
DX : P(X )→ R (2.1)
es una función que debe satisfacer:
(mcd1) DX (∅) = 0.
(mcd2) Si A ⊂ B, entonces DX (A) ≤ DX (B).
(mcd3) Si A es una imagen homomórfica de B, entonces DX (A) ≤ DX (B).
(mcd4) Si A y B son isomórficos, entonces DX (A) = DX (B).
(mcd5) Si i) A∩B = ∅,ii) A y B no interactúan uno con otro, y iii) ni A ni B son imágenes
homomórficas uno del otro, entonces
DX (A ∪ B) = DX (A) +DX (B)
El segundo de los principios generales de complejidad de sistemas establece que la com-
plejidad de un sistema debería ser proporcional a la cantidad de información necesaria para
11Términos como conjunto potencia, homomorfismo e isomorfismo son definidos en el Apéndice B.
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resolver cualquier incertidumbre asociada con él. A este tipo de complejidad se la llama com-
plejidad de incertidumbre. La información relevante y necesaria para resolver la incertidumbre,
es la ya descrita información de incertidumbre. Dada la muy cercana relación entre las can-
tidades incertidumbre e información, en este contexto, el acto de medir una de ellas implica
estimar la otra. En la Sección 2.7 se describirán diversas medidas para calcular la información
basada en incertidumbre, las cuales dependen no sólo del marco teórico matemático en el que
se trabaje, sino también del tipo de incertidumbre que se trate.
2.3.2. Simplificación de la complejidad
Uno de los propósitos importantes en el estudio de sistemas es la determinación de métodos
que los simplifiquen cuando se han considerado inmanejables o difícilmente comprensibles.
Varias estrategias reconocidas de simplificación de sistemas complejos son las siguientes:
Excluir algunas de las entidades del sistema (variables, estados, elementos).
Efectuar una agregación de algunas entidades del sistema (por ejemplo: particionar los
estados de algunas de sus variables en clases de equivalencia, integrar algunas variables,
etc.)
Fragmentar el sistema en subsistemas apropiados.
Suavizar los requerimientos sobre la solución del sistema (por ejemplo, obtener solu-
ciones aceptables en lugar de soluciones óptimas, lo que conduce al empleo de métodos
heurísticos). Un caso específico es permitir la imprecisión en la descripción de datos
apropiadamente agregados.
Esta última técnica de simplificación es especialmente importante en esta Tesis, pues la
herramienta matemática en la que se apoya es la Teoría de los Conjuntos Borrosos. Pero no es
solamente el formalismo matemático lo que hace importante este método de simplificación, es
tal vez más significativo lo apropiado que resulta para representar el pensamiento y sistemas
sociales humanos (o sistemas tan complejos como estos últimos). En [26], amparado en el
principio de incompatibilidad, se afirma que las técnicas cuantitativas convencionales de análi-
sis de sistemas no son apropiadas cuando se trata de sistemas sociales humanos. El principio
19
CAPÍTULO 2 INCERTIDUMBRE, INFORMACIÓN Y COMPLEJIDAD EN UN
SISTEMA
de incompatibilidad establece que a medida que se incrementa la complejidad de un sistema,
disminuye nuestra capacidad de efectuar declaraciones precisas y significativas respecto de su
comportamiento hasta un valor umbral, luego del cual la precisión y la relevancia llegan a ser
características mutuamente excluyentes. Apoyado en la premisa que el proceso de pensamien-
to humano es fundamentalmente borroso (pues los elementos claves del pensamiento no son
números sino rótulos de conjuntos borrosos: variables lingüísticas), declara que es la lógica
borrosa y no la bi-valorada ni multi-valorada, la que se encuentra detrás de mucha de la lógica
del razonamiento humano. La lógica borrosa juega así, un papel básico en una de las carac-
terísticas más importantes del pensamiento humano: la habilidad de resumir información, al
extraer de una masa de datos sólo aquellas colecciones que son relevantes para el desempeño
de la tarea que se tiene en mente. Zadeh afirma con respecto a la relevancia y la precisión en
las tareas humanas: “Para muchos propósitos, es suficiente una caracterización muy aproxi-
mada de una colección de datos, puesto que la mayoría de las tareas básicas efectuadas por
los humanos no requieren un alto grado de precisión en su ejecución”.
2.3.3. Principios de incertidumbre basada en información deficiente
Existen, al igual que en la complejidad de sistemas, unos principios básicos para el tratamien-
to de la incertidumbre basada en información deficiente. En [27], los autores establecen cuatro
principios: principio de la incertidumbre mínima (principio de simplificación), el principio de
la incertidumbre máxima (principio del razonamiento ampliativo), el principio de la invarian-
za de la incertidumbre y el principio de la generalización de requisito. A continuación serán
descritos estos principios en más detalle, pues su comprensión es fundamental en el momento
de realizar simplificaciones a sistemas complejos.
Principio de la Incertidumbre Mínima.
Este principio expresa que cuando para un problema se tenga a la mano un conjunto de
soluciones equivalentes, sólo deberán aceptarse aquellas cuya incertidumbre sea mínima. La
tarea de simplificación de sistemas es un tipo de problemas para los que la aplicación de este
principio es muy apropiado. Otro tipo de problemas para los que es adecuado emplear este
principio es la resolución de conflictos. Aunque este último tipo de problema no será descrito
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aquí, en [16] puede explorarse con más detalle acerca de su definición y su solución.
Ahora bien, en el mismo texto Klir y Wierman afirman que en el proceso de simplificación
de un sistema es inevitable perder alguna información contenida en él. La cantidad de informa-
ción perdida en ese proceso resulta en un incremento de una cantidad igual de incertidumbre
relevante12.
En el contexto de la simplificación de sistemas, el principio establece: si se desea reducir
la complejidad descriptiva de un sistema a un nivel deseado, y si existen varias maneras de
hacerlo, debe elegirse la opción que cause la menor pérdida de información relevante para
resolver fuentes de incertidumbre.
En el ámbito de la simplificación de sistemas, el principio de la incertidumbre mínima
asume la siguiente descripción formal. Sea Z un sistema de algún tipo particular, QZ el
conjunto de todas las simplificaciones “admisibles” en un contexto dado. Sean ≤d y ≤u rela-
ciones matemáticas de orden, denominadas ordenamientos de preferencia sobre el conjunto
de simplificaciones QZ. El ordenamiento ≤d se efectúa de acuerdo con una medición de la
complejidad descriptiva en función de la cantidad de información descriptiva. Por su parte, el
ordenamiento ≤u se realiza tomando en consideración el grado de complejidad de incertidum-
bre en términos de la cantidad de información requerida para resolver su incertidumbre. Los
dos ordenamientos de preferencia se pueden combinar en un ordenamiento conjunto de prefe-
rencia ≤, definido como (∀x, y ∈ QZ)(x ≤ y ⇐⇒ x ≤d y ∧ x ≤u y). Al usar el ordenamiento
conjunto de preferencia es posible seleccionar de todas las simplificaciones admisibles, un sub-
conjunto de simplificaciones preferidas, denominado conjunto solución, SZ. En este conjunto
se encuentran aquellas simplificaciones en QZ , que son o equivalentes o no-comparables en
términos del ordenamiento conjunto. Formalmente:
SZ = {x | x ∈ QZ , (∀y ∈ QZ)(y ≤ x⇒ x ≤ y)} (2.2)
Principio de la Incertidumbre Máxima.
Este principio sostiene que cuando se efectúen afirmaciones que se encuentren más allá de
cualquier derivación alcanzable mediante un conjunto de premisas dadas13, nuestra ignorancia
12Los mismos autores mencionan tipos de incertidumbre relevante: la predictiva, la retrodictiva y la pres-
criptiva, pero no son objeto de estudio en esta Tesis.
13A este tipo de derivación se le conoce como inferencia ampliativa o razonamiento inductivo.
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requiere ser totalmente reconocida, al tiempo que se garantice el uso de toda la información
contenida en esas premisas. El principio procura asegurar que las conclusiones obtenidas en
un proceso de razonamiento inductivo, sean máximamente conservadoras con respecto a la
información no contenida en las premisas.
Más adelante se verá que para diferentes tipos de incertidumbre, con sus respectivas me-
didas bien fundamentadas, se pueden plantear diversos principios específicos. Por ejemplo,
dos de los principios más conocidos que concretan los anteriores principios de información—
incertidumbre en el contexto de la incertidumbre probabilística, son denominados los principios
de la mínima y la máxima entropía.
Principio de la Invarianza de la Incertidumbre
Tanto este principio como el principio de generalización de requisito, el cual será presentado
en la siguiente subsección, han sido propuestos debido a que en algunos procesos de solución
de problemas que involucran incertidumbre, se ha detectado la necesidad de trasladarse de
una teoría de incertidumbre a otra. En el caso específico del principio de la invarianza de
incertidumbre, el traslado se realiza de una teoría a otra menos general; ello se debe a que la
teoría original presenta una complejidad computacional muy elevada o a que conviene usar
una teoría con una más alta transparencia conceptual.
El principio de la invarianza de incertidumbre se define de la siguiente manera. Suponga
que T1 y T2 son dos teorías de incertidumbre en la que T2 es menos general, o no comparable,
respecto a T1. Asuma que la incertidumbre perteneciente a una situación de solución de un
problema dado es expresado mediante una función de incertidumbre particular u1, y que esta
función ha de ser aproximada mediante alguna función de incertidumbre u2 de la teoría T2.
Entonces, es requerido que las cantidades de incertidumbre contenidas en u1 y u2 sean las
mismas. Es decir, la transformación de T1 a T2 debe ser invariante con respecto a la cantidad
de incertidumbre.
Principio de la generalización de requisito
Como se explicó en la sección inmediatamente anterior, este principio se hace necesario en
el momento en que se ha identificado la necesidad de moverse de una teoría de incertidumbre
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a otra. Sin embargo, en este caso el traslado se efectúa en el sentido contrario, es decir, se
realiza de una teoría a otra más general. Esta situación se presenta cuando en el proceso de
solución de un problema que involucra incertidumbre, la teoría que se está empleando no es
lo suficientemente general para capturar la incertidumbre que emerge en alguna etapa del
mismo.
El principio de generalización de requisito se expresa de la siguiente manera: siempre que
en alguna etapa del proceso de solución de un problema que involucre incertidumbre, una
cierta teoría dada llegue a ser incapaz de representar la incertidumbre emergente de algún
tipo, ella debería ser reemplazada con otra teoría, suficientemente más general, que sea capaz
de representar este tipo de incertidumbre.
Los dos últimos principios de incertidumbre apenas están siendo objeto de investigación
teórica y aplicación práctica, tal y como se declara en [27]; sin embargo, y dada su importancia
como temas de investigación actual, se consideró pertinente mencionarlas.
2.4. Marcos teóricos para el modelado de la incertidum-
bre basada en información deficiente
En esta sección se describirán algunas teorías matemáticas formuladas para el tratamien-
to formal de la incertidumbre basada en información deficiente. Como Teoría Clásica de la
Información (TCI) se conoció al área que durante varias décadas se encargó de investigar la in-
certidumbre basada en información deficiente. A partir de la década de los años 80 prosperaron
investigaciones que produjeron nuevos formalismos matemáticos para estudiarla, desembocan-
do en el uso del término Teoría Generalizada de la Información (TGI) acuñado desde 1991 en
[28] para caracterizar un proyecto de investigación cuyo objetivo es desarrollar un tratamiento
más amplio de la información basada en incertidumbre.
La TCI fue considerada inicialmente como sinónimo de la propuesta planteada en [29]
para estimar la incertidumbre. Shannon desarrolló su trabajo en el marco de la Teoría de
la Probabilidad. Ello significa que la TCI sólo incluía a la Teoría de la Probabilidad y la
Medida de Shannon como únicos formalismos para el modelado y estimación de la ambigüedad.
Posteriormente, se incluyó en la TCI la formulación desarrollada 20 años antes en [30]. Hartley,
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al igual que Shannon, se enfocó en la incertidumbre generada por la ambigüedad, y realizó
su formulación bajo lo que posteriormente fue reconocido como Teoría de la Posibilidad en
[31]. El estudio de las concepciones de Shannon y Hartley sobre la ambigüedad indujeron a
plantear dos tipos distintos de la misma: el conflicto y la no-especificidad. Las medidas para
calcular estos dos tipos de incertidumbres serán presentadas en la Secciones 2.7.2 y 2.7.1.
La TGI es el resultado de dos generalizaciones importantes en el campo de las matemáticas.
Una de las generalizaciones comprende el salto conceptual de la Teoría Clásica de la Medida14
a la Teoría de la Medida Monótona15; la otra generalización pertenece a la extensión de la
Teoría Clásica de Conjuntos a la Teoría de los Conjuntos Borrosos. Como resultado de la apli-
cación de estas generalizaciones en el campo de la incertidumbre, las teorías de Shannon y de
Hartley se han acompañado por teorías como: la Teoría de la Evidencia, la Teoría de la Posi-
bilidad y las diversas teorías de las Probabilidades Imprecisas, entre otras. Una herramienta
visual muy práctica presentada en [17] emplea una matriz bidimensional en la que en cada
eje se ha ubicado la Teoría de la Medida Monótona y la Teoría de los Conjuntos Borrosos,
respectivamente. Las celdas de la matriz son las teorías de incertidumbre resultantes de los
cruces de estas dos dimensiones. Lo importante de esta matriz es que recoge las teorías de
incertidumbre que se han ido investigando en las últimas décadas (unas más desarrolladas que
otras) y plantea en las celdas vacías, temáticas por investigar. Esta matriz se presenta en la
Figura 2.2.
Un aspecto importante en el desarrollo de esta Tesis, es indagar en una profundidad su-
ficiente varios de los términos que aparecen en la matriz. En el Apéndice C se ofrecen las
nociones básicas y diversas subcategorías en el área de la Teoría de la Medida; en la Sección
2.5 se suministran las definiciones pertinentes para la iniciación en la Teoría de los Conjuntos
Borrosos16. De igual manera, varias de las entradas de la matriz tales como las teorías de la
evidencia, de la probabilidad, y de la posibilidad serán expuestas en las Secciones 2.4.1, 2.4.2
y 2.4.3, respectivamente.
14Remítase al Apéndice C para consultar sobre la formalización matemática del concepto de Medida.
15Las medidas monótonas fueron conocidas por mucho tiempo en la literatura como medidas borrosas,
nombre que creó confusión al ser ligado intuitivamente con el campo de los conjuntos borrosos.
16Es de observar que la teoría de los conjuntos borrosos no sólo es necesaria para formalizar la incer-
tidumbre lingüística (vaguedad), si no como un eje de extensión para la incertidumbre basada en información
(ambigüedad).
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Figura 2.2: Marcos de trabajo para teorías de incertidumbre.
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Surge la pregunta: ¿por qué en esta Tesis sólo se exponen las teorías de la evidencia, de
la probabilidad, y de la posibilidad?. La respuesta a esa pregunta se deriva del contenido de
la Sección 4.2. En ella se establece que la incertidumbre objeto de cálculo para esta Tesis, se
encuentra en los CBMD del antecedente de cada regla de los SIB T-S parciales (y final) que se
generan en un proceso de identificación. Por lo establecido en la Sección 2.2, la incertidumbre
lingüística, o vaguedad, se formaliza a través de la Teoría de los Conjuntos Borrosos, lo que
convierte a esta teoría en tema obligado de estudio. Además, de acuerdo con la identidad
de resolución, Apéndice A, todo CBMD puede obtenerse mediante una operación sobre sus
α-cortes, donde estos α-cortes constituyen una familia de conjuntos anidados. Cuando una
familia de conjuntos anidados aparece en la solución de un problema que involucra deficiencia
de información, el tipo fundamental de incertidumbre que aparece es la no-especificidad. El
detalle de cómo se origina la no-especificidad en un conjunto borroso es suministrado en la
Sección 2.6. Según la argumentación proporcionada en esa sección, la estimación de la no-
especificidad de un CBMD queda definida por la distribución de posibilidad resultante de la
interpretación hecha de su función de pertenencia. Para el manejo matemático de distribu-
ciones de posibilidad se ofrece la Teoría de la Posibilidad (sea como área de conocimiento
independiente, como caso de la Teoría de la Evidencia o como interpretación de compatibili-
dades lingüísticas empleando la Teoría de los Conjuntos Borrosos).
Respecto a la otra componente de la ambigüedad, el conflicto, se ha establecido que es
imposible representarla y calcular su cantidad a través de una teoría diferente a la Teoría de
la Probabilidad, es por ello que es de importancia conceptual conocer esta teoría y su relación
con ese tipo de incertidumbre.
Debido a las explicaciones recién ofrecidas, es que las teorías: de los conjuntos borrosos,
de la posibilidad, de la evidencia y de la probabilidad, junto con las medidas para estimar los
tipos de incertidumbre que pueden representar estas teorías, se vuelven temas fundamentales
en este Trabajo Doctoral; ellos serán detallados desde la Sección 2.4 a la 2.8. Con el objetivo
de indicar cuáles son algunas de las temáticas que están siendo exploradas actualmente en el
área de la TGI, se dedica el Apéndice D a describir muy brevemente una clase de teorías de
incertidumbre basadas en información deficiente conocida como teorías de las Probabilidades
Imprecisas, estas teorías se encuentran ubicadas en las últimas filas de la matriz presentada
en la Figura 2.2. Dada la naturaleza de la representación y estimación de incertidumbre
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en problemas que involucran conjuntos borrosos (de acuerdo con las limitaciones o alcances
definidos en el apartado 4.2 y obedeciendo el principio de invarianza de incertidumbre Sección
2.3.3, es que se definió que la clase de teorías de las Probabilidades Imprecisas17 no son
requeridas para enfrentar el alcance de los objetivos formulados en este Trabajo Doctoral.
2.4.1. Teoría de la Evidencia (Teoría Dempster-Shafer)
Esta teoría para la modelación de la incertidumbre fue formulada originalmente en [2], y
luego refinada y complementada en [3]. La Teoría de la evidencia o Teoría Dempster-Shafer
(TDS) cimienta su desarrollo en dos medidas no-aditivas: la credibilidad y la plausibidad. Estas
dos medidas serán presentadas a continuación.
Medida de Credibilidad.
Dado un conjunto universo finito X, una medida de credibilidad es una función
Bel : P(X)→ [0, 1] (2.3)
donde P(X) es el conjunto potencia de subconjuntos concretos de X, tal que:
(cred1) Bel(∅) = 0 y Bel(X) = 1
(cred2) Para cualquier posible familia de subconjuntos de X:
Bel(A1 ∪ · · · ∪ An) ≥
∑
j
Bel(Aj)−
∑
j<k
Bel(Aj ∩Ak) + (2.4)∑
j<k<l
Bel(Aj ∩ Ak ∩ Al)− · · ·+ (−1)n+1Bel(A1 ∩ · · · ∩An)
Cuando X es infinito, Bel requiere cumplir con la condición de continuidad superior de las
medidas Sugeno; véase el Apéndice C para consultar el concepto de continuidad superior.
La desigualdad (2.4) implica que la medida de credibilidad es superaditiva, de modo que:
Bel(A ∪ B) ≥ Bel(A) + Bel(B), A,B ∈ P(X) y A ∩ B = ∅. (2.5)
17Aunque son marcos para el tratamiento de la incertidumbre más generales que las pormenorizadas en esta
Tesis.
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Medida de Plausibidad
Suponga un conjunto universo finito X. Una medida de plausibidad es una función
Pl : P(X)→ [0, 1] (2.6)
que cumple con los siguientes requerimientos:
(pl1) Pl(∅) = 0, y Pl(X) = 1
(pl2) Para cualquier posible familia de subconjuntos de X:
Pl(A1 ∩ · · · ∩An) ≤
∑
j
Pl(Aj)−
∑
j<k
Pl(Aj ∪Ak) + (2.7)∑
j<k<l
Pl(Aj ∪Ak ∪ Al)− · · ·+ (−1)n+1Pl(A1 ∪ · · · ∪ An)
Cuando X es infinito, Pl requiere satisfacer la condición de continuidad inferior de las
medidas Sugeno; véase el Apéndice C para consultar el concepto de continuidad inferior.
La desigualdad (2.7) implica que la medida de plausibidad es subaditiva, de manera que
Pl(A ∪ B) ≤ Pl(A) + Pl(B), ∀A,B ∈ P(X) y A ∩ B = ∅ (2.8)
Las medidas de credibilidad y plausibidad son dos cantidades duales, pues
Pl(A) = 1− Bel(A¯), ∀A ∈ P(X) (2.9)
La siguiente desigualdad también relaciona las dos medidas
Pl(A) ≥ Bel(A), ∀A ∈ P(X) (2.10)
En la TDS se define una función, con base en la cual se pueden expresar las medidas de
credibilidad y plausibidad.
Defínase una función, m:
m : P(X)→ [0, 1] (2.11)
que obedece las siguientes requerimientos:
(mab1) m(∅) = 0
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(mab2)
∑
A∈P(X)
m(A) = 1
Esta función es denominada asignación de probabilidad básica (o asignación básica). El
valorm(A) es considerado como la proporción a la cual toda la evidencia disponible y relevante
apoya la afirmación que un elemento particular de X, cuya caracterización en términos de
atributos relevantes es deficiente, pertenece al conjunto A, y sólo al conjunto A.
Dada una asignación de probabilidad básica m, las correspondientes medidas de credibili-
dad y plausibidad pueden determinarse de la siguiente manera:
Bel(A) =
∑
B|B⊆A
m(B), ∀A ∈ P(X) (2.12)
Pl(A) =
∑
B|B∩A	=∅
m(B), ∀A ∈ P(X) (2.13)
La medida Bel, en términos de una asignación básica de probabilidad m, puede interpre-
tarse como el grado de credibilidad mínima al cual puede afirmarse que un elemento particular
pertenece al subconjunto A. Este grado de credibilidad recibe los aportes de los grados de
credibilidad de él mismo y de sus subconjuntos propios.
La medida Pl, en términos de una asignación básica de probabilidadm, puede interpretarse
como el grado de credibilidad máximo al cual puede afirmarse que un elemento particular
pertenece al subconjunto A. Este grado de credibilidad recibe los aportes de los grados de
credibilidad de él mismo, de sus subconjuntos propios y de los subconjuntos con los que se
intersecta.
Conforme con lo anterior, Bel(A¯) puede entenderse como el grado mínimo en que puede
refutarse la afirmación de que un elemento particular pertenece al subconjuntoA. Así entonces,
Pl(A) también puede entenderse como el grado de credibilidad en que no se refuta a A.
Según la Ecuación (2.10) y las interpretaciones dadas a (2.12) y (2.13), a cada subconjunto
A de X puede asociarse un intervalo de credibilidad :
[Bel(A),Pl(A)] (2.14)
La cantidad
Pl(A)− Bel(A) (2.15)
29
CAPÍTULO 2 INCERTIDUMBRE, INFORMACIÓN Y COMPLEJIDAD EN UN
SISTEMA
se conoce como ignorancia sobre el grado de credibilidad respecto de la pertenencia del ele-
mento específico al conjunto A.
Cada conjunto A para el que m(A) = 0, se denomina elemento focal. Se conoce como
cuerpo de evidencia a la pareja 〈F ,m〉 donde F es el conjunto de todos los elementos focales
producidos por la asignación de probabilidad básica m.
Para ahondar en el tratamiento de la noción de la medida de plausibidad y de otras
como: obtención de los valores de asignación básica con base en los valores de las medidas de
credibilidad (o plausibidad), asignación de probabilidad básica conjunta, asignaciones básicas
de probabilidad marginal, interactividad de cuerpos de evidencia marginales y asignación
básica de probabilidad combinada de cuerpos de evidencia independientes, se invita a consultar
el Apéndice D.
2.4.2. Teoría de la Probabilidad
Es la teoría más antigua para la representación de la incertidumbre. Ella se originó con
los estudios desarrollados por Pascal y Fermat en 1654, y su aplicación inicial en el contexto
de los juegos de azar, ver [1]. La Teoría de la Probabilidad se basa en la medida del mismo
nombre. La medida de probabilidad, Pr, se define de la siguiente manera:
Dado un conjunto universo finito X, una medida de probabilidad es una función:
Pr : P(X)→ [0, 1] (2.16)
tal que:
(prob1) Pr(∅) = 0 y Pr(X) = 1
(prob2) Para todas las posibles familias de subconjuntos de X.
Pr(A1 ∪ · · · ∪An) =
∑
j
Pr(Aj)−
∑
j<k
Pr(Aj ∩Ak) (2.17)
+
∑
j<k<l
Pr(Aj ∩Ak ∩ Al)− · · ·+ (−1)n+1Pr(A1 ∩ · · · ∩ An)
Cuando X es infinito, Pr requiere cumplir con las condiciones de continuidad inferior y
superior.
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La igualdad (2.17) implica que la medida de probabilidad es aditiva, de modo que:
Pr(A ∪B) = Pr(A) + Pr(B), A,B ∈ P(X) y A ∩ B = ∅. (2.18)
La Teoría de la Probabilidad puede ser interpretada bajo el contexto de la TDS. En tal
caso, los elementos focales en una medida de probabilidad son unitarios, y la medida de
probabilidad, Pr, sobre un conjunto finito X, puede ser definida de manera única mediante
una función de distribución de probabilidad
p : X → [0, 1] (2.19)
de modo que
Pr(A) =
∑
x∈A
p(x) (2.20)
en la que, desde la visión de la TDS: ∀x ∈ X, p(x) = m({x}). Al conjunto p = (p(x) | x ∈
X) se le conoce como distribución de probabilidad.
Para explorar o ahondar en el tema de la interpretación de la Teoría de la Probabilidad
bajo el contexto de la TDS, y estudiar nociones como: probabilidad conjunta, probabilidad
marginal, conjuntos probabilísticamente interactivos y conjuntos probabilísticamente indepen-
dientes, se remite al lector al Apéndice D.
2.4.3. Teoría de la Posibilidad.
La Teoría de la Posibilidad se encuentra fundada sobre una medida no-aditiva semi-
continua inferior conocida como medida de la posibilidad, Pos. La medida Pos es una función
para la cual:
(pos1) Pos(∅) = 0 y Pos(X) = 1
(pos2) Para cualquier familia de subconjuntos de un conjunto infinito X, {Ai|Ai ∈ P(X),
i ∈ I}
Pos
(⋃
i∈I
Ai
)
= sup
i∈I
Pos(Ai) (2.21)
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donde I es un conjunto de identificación arbitrario. La propiedad (pos2) puede ser expre-
sada de manera alternativa mediante:
Pos(A) = sup
x∈A
r(x), ∀A ∈ P(X) (2.22)
donde:
r(x) = Pos ({x}) , ∀x ∈ X (2.23)
Cuando el conjunto X en (pos2) es finito, I ⊂ N, entonces:
Pos
(⋃
i∈I
Ai
)
= ma´x
i∈I
Pos(Ai) (2.24)
y:
Pos(A) = ma´x
x∈A
r(x), ∀A ∈ P(X) (2.25)
Otra medida no-aditiva semi-continua superior que se utiliza en la Teoría de la Posibilidad,
se conoce como medida de Necesidad, Nec. La medida Nec es una función para la cual:
(nec1) Nec(∅) = 0 y Nec(X) = 1
(nec2) Para cualquier familia de subconjuntos de un conjunto infinito X, {Ai|Ai ∈ P(X),
i ∈ I} :
Nec
(⋂
i∈I
Ai
)
= inf
i∈I
Nec(Ai) (2.26)
Cuando el conjunto X en (pos2) es finito, I ⊂ N, entonces:
Nec
(⋂
i∈I
Ai
)
= mı´n
i∈I
Nec(Ai) (2.27)
y:
Nec(A) = mı´n
x/∈A
(1− r(x)) (2.28)
Las medidas Pos y Nec se encuentran ligadas a través de la relación de dualidad:
Nec(A) = 1− Pos(A¯), ∀A ∈ P(X) (2.29)
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En el Apéndice D, se reúnen varias propiedades importantes que relacionan los conceptos
de Nec(A) y Pos(A). En ese apéndice también es revelada una interpretación de la Teoría
de la Posibilidad bajo el contexto de la TDS. En ese enfoque, que es fundamentalmente
conceptual mas no matemático ni estructural, los elementos focales de un cuerpo de evidencia
〈F ,m〉 son anidados, es decir, A1 ⊂ A2 ⊂ · · · ⊂ An.donde Ai ∈ F , i = 1, . . . , n. Sin pérdida de
generalidad, se plantea redefinir los elementos focales del siguiente modo Ai = {x1, x2, . . . , xi},
i ∈ Nn, |X| = n, de este modo se cumple que m(A) = 0, ∀A = Ai (i ∈ Nn) y
∑
A∈F m(A) = 1.
Sin embargo, no se requiere que m(Ai) = 0, ∀i ∈ Nn.
Con base en lo anterior, cada medida de posibilidad Pos sobre P(X) puede ser determinada
de forma única por medio de una función de distribución de posibilidad
r : X → [0, 1] (2.30)
Lo que da a lugar una distribución de posibilidad asociada:
r = 〈r1, r2, . . . , rn〉 (2.31)
El cálculo de las posibilidades ri, donde ri = r(xi), ∀xi ∈ X, se hace mediante
ri =
n∑
k=i
mk, ∀i ∈ Nn (2.32)
donde mi = m(Ai), ∀i ∈ Nn.
De esta manera,
Pos(A) = ma´x
x∈A
r(x), ∀A ∈ P(X) (2.33)
Es interesante observar la igualdad matemática, de las Ecuaciones (2.25) y (2.33), a pesar
de que cada una de ellas, surgió de un enfoques distinto.
Por otro lado, si lo que es conocido es la distribución de posibilidad r, entonces puede
obtenerse a
m = 〈m1,m2, . . . ,mn〉 (2.34)
de la siguiente forma:
mi = ri − ri+1, ∀i ∈ Nn (2.35)
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donde por convención rn+1 = 0.
Para estudiar con más detenimiento esta interpretación de la Teoría de la Posibilidad bajo
el marco teórico de la TDS, se invita a leer el Apéndice D. Allí también encontrará nociones
importantes de la Teoría de la Posibilidad como: función de distribución de posibilidad con-
junta, funciones de distribución de posibilidad marginal, e interactividad posibilística entre
conjuntos.
En la Figura 2.3 se ofrece un mapa conceptual con la relación entre las distintas medidas
expuestas en la Sección 2.4.
Medidas Monótonas
Medida de Credibilidad Medida de Plausibidad
Medida de probabilidad
(elementos focales: conjuntos
unitarios
Clase_de
Clase_de Clase_de
Dual_de
Se funden_en
Dual_de
Medida de Necesidad
(elementos focales:
conjuntos anidados)
Medida de Posibilidad
(elementos focales:
conjuntos anidados)
Figura 2.3: Relación entre las medidas ⊆-monótonas empleadas en esta Tesis para la repre-
sentación de la incertidumbre basada en información deficiente.
2.5. Marco teórico para el modelado de la Incertidum-
bre Lingüística
Como se hizo con la incertidumbre basada en información deficiente, se ofrecen en esta sec-
ción las principales nociones para el tratamiento matemático de la incertidumbre lingüística.
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Fue expresado anteriormente que el marco de trabajo matemático para este tipo de incer-
tidumbre lo ofrece la Teoría de los Conjuntos Borrosos. A continuación se enseñarán unas
pocas nociones iniciales de la teoría, en los Apéndices A y B se encuentran las ampliaciones
de temas relacionados no sólo con esta teoría, sino con la teoría de conjuntos concretos.
Sea A un conjunto borroso; la definición formal de una familia importante de nociones de la
Teoría de Conjuntos Borrosos asociadas con A son: altura (Alt(A)), soporte (Sop(A)), núcleo
(Nuc (A)), α-corte (αA), conjunto de niveles (ΛA), Conjunto concreto más cercano (C (A)),
producto cartesiano (A × B), normalidad, conjunto potencia (P (X)), igualdad (A = B),
inclusión (A ⊆ B), intersección estándar (∩Ai), unión estándar (∪Ai), Complemento estándar
(A¯), relación borrosa (R) y otras, se encuentran disponibles en el Apéndice A.
Definición 2.1 Conjunto concreto (conjunto clásico)
Sea X un conjunto universo o de discurso, la pertenencia o no de un elemento x a un
subconjunto A de X, se formaliza mediante la denominada función característica o función
discriminante, µA,
µA : X → {0, 1}
La no pertenencia de un elemento x a A, simbolizado x /∈ A, se establece como µA(x) = 0;
la pertenencia de x a A, denotado x ∈ X, se determina como: µA(x) = 1.
Definición 2.2 Conjunto borroso
La membresía de un elemento a un conjunto borroso A, se define empleando una genera-
lización de la función de discriminación, denominada función de pertenencia. Esta puede ser
definida como un mapeo unívoco desde el universo de discurso X en una estructura algebraica
M :
µA : X →M
Un valor particular de la función de pertenencia se denomina grado de pertenencia, y
la estructura algebraica M se denomina conjunto de pertenencia asociado. Cuando M es el
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intervalo [0, 1] a los conjuntos borrosos se los denomina estándar.18
Un conjunto borroso A, también puede definirse como un conjunto de parejas ordenadas
A = {(x, µA (x))} , ∀x ∈ X
Definición 2.3 Conjunto unitario borroso.
Es un conjunto borroso que posee sólo un elemento y, además, ese elemento presenta grado
de pertenencia 1. Según la convención establecida, este conjunto sería representado como:
{(x, 1)} = {x}
que puede simplificarse a x.19
Una forma alternativa de representar un conjunto borroso unitario es:
{1/x} = 1/x
el símbolo / no refiere a la operación división, se usa para separar el elemento de su grado
de pertenencia.
Un conjunto borroso A del universo de discurso X, discreto de n elementos, se simbolizará
como:
A = µA (x1) /x1 + · · ·+ µA (xn) /xn =
n∑
i=1
µA (xi) /xi
donde el signo + representa la operación unión; cada xj representa los conjuntos unitarios
borrosos de A.
Cuando el conjunto X es continuo, se emplea la notación:
A =
∫
X
µA (x) /x
los símbolos
∑
y
∫
, denotan la unión de conjuntos unitarios.
18En lo que sigue, será entendido que los conjuntos borrosos son estándar, a no ser que se especifique otra
cosa.
19Estrictamente hablando si x ∈ X, entonces {x} es diferente de x. El primero representa un subconjunto,
el segundo hace referencia a un elemento.
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La relación entre la incertidumbre lingüística y la incertidumbre basada en información
deficiente se hace evidente en el momento que se analizan las implicaciones de representar
proposiciones vagas mediante conjuntos borrosos. La siguiente sección se dedica a explorar
esa relación.
2.6. Relación entre la incertidumbre Lingüística y la in-
certidumbre basada en información deficiente
Uno de los aportes de Zadeh fue la propuesta de lo que él denominó Teoría de la Posibilidad,
[4]. La Teoría de la Posibilidad de Zadeh aunque idéntica en términos de representación
matemática a la planteada en [31] y detallada en la Sección 2.4.3, fue formulada por Zadeh
en el contexto de la incertidumbre lingüística.
En la Teoría de la Posibilidad postulada por Zadeh, la información es expresada mediante
proposiciones borrosas. Proposiciones como “la temperatura es elevada”, “el grado de humedad
del terreno es alto”, “si la velocidad es muy alta, no detenga el auto bruscamente”; son
ejemplos de proposiciones borrosas. Cada proposición borrosa puede transformarse en una
expresión de la forma X es A, donde X es una variable llamada lingüística que toma sus
valores de un conjunto de palabras o términos lingüísticos llamado el conjunto de términos de
X , T (X ), luego A ∈ T (X ). Este valor A puede emplearse a su vez como nombre para una
variable borrosa pues toma como valor a alguno de los elementos de un conjunto universo X,
pero restringido de acuerdo con un conjunto borroso determinado por la palabra o término
lingüístico A. En los ejemplos formulados en este párrafo: temperatura, grado de humedad del
terreno, velocidad y detener el auto son las variables lingüísticas por que sus valores son las
palabras: elevada, alto, muy alta, no bruscamente. Estas últimas, a su vez, se emplean como
nombre de una variable borrosa que queda restringida mediante un conjunto borroso.
Una disertación más detallada sobre este tema se ha ubicado al inicio de la Sección 3.2.1.
De acuerdo con ella, una proposición borrosa se expresará como X es A donde X es una
variable base20, o sea, una variable que toma valores de X de acuerdo con el conjunto borroso
asociado a A; en otras palabras, X hereda el mismo nombre de X pero en lugar de tomar
20La notación empleada para la variable base en la Sección (3.2.1) es x.
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como valor una palabra, el valor lo asume de X.
En la Teoría de la Posibilidad de Zadeh, la expresión X es A se traduce en una asignación
de la función de pertenencia del conjunto borroso A, µA, a una función de distribución de
posibilidad de los valores que puede asumir la variable X, πX , o sea:
πX(x) = µA(x) (2.36)
donde πX(x) es el grado de posibilidad de que ∀x ∈ X, X = x con base en la evidencia
disponible (en este caso la evidencia disponible es la proposición X es A). Aunque, π es el
símbolo utilizado por Zadeh para representar una función de posibilidad sobre un conjunto
universoX, en adelante se empleará a r para simbolizar el mismo concepto. Lo anterior se hace
con el fin de evidenciar la equivalencia matemática con la Teoría de la Posibilidad de Dubois
y Prade formulada en la Sección 2.4.3. Además, para revelar que la distribución de posibilidad
que condiciona los valores para X se obtuvo a través de un conjunto borroso determinado por
A, la función de distribución de posibilidad será expresada como rA, donde:
rA : X → [0, 1] (2.37)
Cuando rA(x) = 0 significa que X = x es definitivamente imposible. En caso que rA(x) = 1
significa que nada impide que X = x.
A continuación se presentarán las interpretaciones dadas en [32], respecto de algunas no-
ciones básicas en la Teoría de la Posibilidad definidas por Zadeh.
Suponga, que los conjuntos sobre los que se calcularán las medidas de posibilidad y necesi-
dad son conjuntos concretos (crisp). La medida de posibilidad inducida por la proposición
borrosa X es A, PosA, se calcula por medio de
PosA(B) = sup
x∈B
rA(x), ∀B ∈ P(X) (2.38)
donde P(X) es el conjunto potencia de subconjuntos concretos de X; PosA(B) estima la
consistencia de la afirmación x ∈ B, con base en lo conocido sobre los valores posibles de
X. En este caso el conjunto X es infinito. Para el caso en que X sea finito, se reemplaza la
operación sup por la operación max.
La medida de necesidad inducida por la proposición borrosa X es A, NecA, se obtiene
mediante
NecA(B) = 1− PosA(B¯), ∀B ∈ P(X) (2.39)
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NecA(B) = inf
x/∈B
(1− rA(x)), ∀B ∈ P(X) (2.40)
donde 1 − rA(x) indica el grado de imposibilidad de que X = x, así que NecA(B) indica
la menor imposibilidad de que X asuma un valor por fuera del conjunto B. En este caso el
conjunto X es infinito. Para el caso en que X sea finito, se reemplaza la operación inf por la
operación mı´n.
Por tanto, si PosA(B¯) = 0 (o sea, que NecA(B) = 1) significa que se está totalmente seguro
que X toma como valor un elemento del conjunto A. Cuando NecA(B) es nula (o lo que es
igual a PosA(B¯) = 1) significa que no se puede asegurar que X asume algún valor de B. Lo
anterior implica que la necesidad evalúa la certeza de la afirmación x ∈ B, con base en lo
conocido sobre los valores posibles de X.
La relación dual (2.39) entre las medidas NecA y PosA expresa que B es tanto más cierto
a medida que B¯ sea menos consistente con el conocimiento disponible.21
En la anterior formalización de la posibilidad, los conjuntos sobre los que se calculan las
medidasNecA y PosA son concretos. Zadeh generalizó la noción de posibilidad para la situación
en la cual los conjuntos sobre los que se podrían evaluar las medidas de necesidad y posibilidad
fuesen borrosos. Así, si la evidencia disponible en una situación es una proposición borrosa de
la forma X es A , entonces la medida de posibilidad para cualquier conjunto borroso B de X,
PosA(B), se calcula así:
PosA(B) = sup
x∈X
mı´n [rA(x), µB(x)] , ∀B ∈ P˜(X) (2.41)
donde P˜(X) es el conjunto potencia de subconjuntos borrosos del conjunto infinito X.
La expresión para estimar la medida de Nec de cualquier conjunto borroso A, se obtiene
como:
NecA(B) = inf
x∈X
ma´x [1− rA(x), µB(x)] , ∀B ∈ P˜(X) (2.42)
Ya se ha expresado que la Teoría de la Posibilidad propuesta por Zadeh es equivalente en
términos de representación matemática a la Teoría de la Posibilidad de Dubois y Prade. Por
ello, todas las propiedades establecidas en la Teoría de la Posibilidad, cuando es vista al interior
21Dubois y Prade asocian el concepto de posibilidad de un conjunto con el de consistencia y el de necesidad
con el de su certeza.
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de la TDS, se aplican a la versión de la posibilidad de Zadeh. Sin embargo, ambas teorías se
distancian cuando en la teoría propuesta por Zadeh, los conjuntos borrosos (cuyas funciones
de pertenencia se emplean como funciones de distribución de posibilidad) son sub-normales,
es decir Alt(A) < 1.
En [33], el autor demuestra que en el caso de conjuntos borrosos sub-normales, se viola la
propiedad:
Nec(A) ≤ Pos(A), ∀A ∈ P(X) (2.43)
No obstante, en el mismo artículo Klir propone una modificación que pretende resolver el
inconveniente. Esa propuesta de solución es explicada en el Apéndice D.
2.7. Medidas para estimar la incertidumbre basada en
información deficiente
Hasta este punto del informe se han descrito varios marcos matemáticos para la repre-
sentación y manipulación de la incertidumbre basada en información deficiente. Sin embargo,
eso no es suficiente cuando se requiere estimar la cantidad de incertidumbre existente en un
sistema. La labor de calcular la cantidad de incertidumbre de un tipo dado la llevan a cabo las
denominadas medidas de incertidumbre. Estas medidas son funciones matemáticas que obede-
cen a una serie de requerimientos axiomáticos. Una colección de requerimientos axiomáticos
fueron presentados en [34]; este conjunto de axiomas se describen usando un lenguaje no
matemático, pues una representación matemática formal se da cuando la medida particular
es presentada dentro de un marco específico para la modelación de la incertidumbre.
Antes de abordar las distintas medidas de incertidumbre, es preciso recordar que en la
Sección 2.2 fueron referidas y explicadas la ambigüedad y la vaguedad como las dos grandes
clases de incertidumbre reconocidas en la actualidad. También fueron presentados dos tipos
de ambigüedad: el conflicto y la no-especificidad. En lo que sigue, se presentarán distintas
medidas que se han propuesto en la literatura para medir el conflicto y la no-especificidad
en la evidencia. Son varias las medidas que se han formulado para el cálculo de estos dos
tipos de incertidumbre, y algunas no han pasado el examen que le imponen los requerimientos
axiomáticos que se acaban de mencionar; por esta razón, sólo se presentarán aquellas medidas
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que los han aprobado. Los varios funcionales (expresiones matemáticas) que serán presentados,
responden a la teoría de incertidumbre en la que se ubican (Teoría de la Posibilidad, TDS) y
las restricciones en los dominios de aplicación (dominios finitos o espacios euclidianos).
2.7.1. Medidas para estimar la No-especificidad
El primer funcional que se formuló para estimar la no-especificidad fue planteado en [30]. La
función Hartley se encuentra asentada en lo que en [31] se denominó Teoría de la Posibilidad,
o en la TDS según cuerpos de evidencia con elementos focales anidados. En particular, Hartley
estableció que el conjunto F estaba compuesto por sólo un elemento focal, llámese E donde
|E| = s. La Figura 2.4 muestra la organización que presentarían los elementos de F para el
planteamiento de Hartley a la luz de la TDS. Bajo esa mirada se tiene una distribución de
asignación de probabilidades básicas debida a la evidencia disponible y enfocada en el conjunto
E, mE = 〈0, 0, . . . , 1, 0, . . . , 0〉; en ésta sólo la posición s-ésima, aquella correspondiente al
subconjunto As = E, posee asignación de probabilidad básica distinta de cero y, por tanto, la
distribución de posibilidad ordenada sería: rE = 〈1, 1, . . . , 1, 0, . . . , 0〉.
x1 x2 xs xn
r1=1 r2=1 rs=1
rn=0
m 1=0
m 2=0 m s=1 mn=0
...
X
xn-1
rn-1=0
mn-1=0m s+1=0
xs+1...
rs+1=0
Figura 2.4: Diagrama para el caso de la incertidumbre Hartley
Hartley propone calcular la cantidad de incertidumbre asociada con un conjunto E de
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alternativas posibles, a través del funcional:
H(rE) = c logb
∑
x∈X
rE(x) (2.44)
que también puede expresarse como:
H(rE) = c logb |E| (2.45)
Cada elección de c y b determina la unidad de medición. Lo común es emplear c = 1 y
b = 2, de manera que la unidad de medición es el bit. El valor numérico que puede tomar la
medida Hartley se encuentra en el intervalo:
0 ≤ H(rE) ≤ log2 |X| (2.46)
Existen otras nociones importantes como: medida de Hartley conjunta, medidas Hartley
marginales, medidas Hartley condicionales, cantidad de información contenida en la evidencia
y medida Hartley para conjuntos posibilísticamente no-interactivos; ellas pueden ser consul-
tadas en el Apéndice E.
Los intentos posteriores en la medición de la no-especificidad han sido funcionales que ge-
neralizan la medida Hartley. Uno de esos funcionales fue planteado en [35], al que denominaron
U-incertidumbre. Esta medida presenta varias instancias o casos conforme se ubique en dife-
rentes teorías de incertidumbre: es decir, existe versión dentro de la Teoría de los Conjuntos
Borrosos, al interior de la Teoría de la Posibilidad y la que corresponde a la TDS.
Bajo el contexto de los conjuntos borrosos normales estándar, un conjuntos borroso A se
descompone en sus α-cortes, αA con α ∈ [0, 1]. Dichos α-cortes forman una familia anidada:
αA ⊂β A siempre que α > β, ver Figura E.2. La secuencia completa de valores α ∈ ΛA se
toma como una distribución de posibilidad, rA, inducida por el conjunto borroso A.
La versión del funcional de U -incertidumbre, en este contexto es:
U(rA) =
1∫
0
log2 |αA| dα (2.47)
donde |αA| es la cardinalidad del α-corte αA.
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Para el caso de conjuntos borrosos subnormales estándar, esta medida se modifica de
acuerdo con lo establecido en (D.71), de manera que el funcional U-incertidumbre será:
U(rA) =
Alt(A)∫
0
log2 |αA| dα + (1− Alt(A)) log2 |X| (2.48)
donde Alt(A) es la altura de A.
El planteamiento de la U -incertidumbre en la Teoría de la Posibilidad es la siguiente. Sea
r = 〈r1, . . . , rn〉 una distribución de posibilidad ordenada tal que 1 = r1 ≥ · · · ≥ rn y por
convención: rn+1 = 0. La fórmula para este caso es:
U(r) =
n∑
i=2
(ri − ri+1) log2 i (2.49)
Cuando la distribución de posibilidad se origine a partir de conjuntos borrosos subnormales,
la fórmula a emplear es:
U(r) =
n∑
i=2
(ri − ri+1) log2 i+ (1− r1) log2 n (2.50)
La medida U-incertidumbre en la TDS, [36], exhibe la siguiente forma:
U(m) =
∑
A∈F
m(A) log2 |A| (2.51)
En la literatura científica se han formulado otras funciones matemáticas que calculan la
no-especificidad en marcos de formalización de incertidumbre más generales; en el Apéndice
E se presenta algunas de esas expresiones.
2.7.2. Medidas para estimar el Conflicto
La primera estimación formal de la incertidumbre asociada con el conflicto se realizó con
la denominada Entropía Shannon [29]. Esta medida del conflicto se obtiene a través de:
S(p) =
∑
x∈X
p(x) c logb p(x) (2.52)
en el que p = 〈p(x) | x ∈ X〉 es una distribución de probabilidad sobre un conjunto finito
X, p(x) es la probabilidad de x; si se elige c = −1, b = 2 la unidad de medida sería el bit.
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Así pues, la expresión más conocida para la Entropía Shannon es:
S(p) = −
∑
x∈X
p(x) log2 p(x) (2.53)
El valor de la Entropía Shannon varía según:
0 ≤ S(p) ≤ log2 |X| (2.54)
Conceptos como: entropías Shannon para distribuciones de probabilidad conjunta, marginales
y condicionales definidas sobre dos conjuntos X y Y son suministrados en el Apéndice E.
Tal y como sucedió con la función Hartley, los intentos posteriores se centraron en formular
una medida que estimase el conflicto en escenarios o situaciones más generales. Sin embar-
go, cada vez que se encontró alguna expresión matemática candidata, ella presentaba algún
inconveniente para cumplir con algunos de los requerimientos axiomáticos establecidos para
cualquier medida de incertidumbre. La solución a este problema fue plantear una medida de
incertidumbre total (o sea, una función que calcule la cantidad de conflicto y no-especificidad
como un todo) de la cual se sustraiga la estimación de la no-especificidad para obtener, por
tanto, el valor del conflicto.
Un funcional para medir la incertidumbre total, conocida también como incertidumbre
agregada, fue propuesto al interior de la TDS :
AU(Bel) = ma´x
DBel
{
−
∑
x∈X
p(x) log2 p(x)
}
(2.55)
donde AU(.) es la medida de incertidumbre agregada, y
DBel :
〈
p|p(x) ∈ [0, 1] ∀x ∈ X, ∑
x∈X
p(x) = 1,Bel(A) ≤ ∑
x∈A
p(x) ≤ 1− Bel(A¯)
〉
es un con-
junto de todas las funciones de distribución de probabilidad p que son consistentes con una
función de credibilidad Bel asociada con P(X) de acuerdo con la evidencia disponible. Así
entonces, una medida generalizada para el conflicto se obtiene como:
GS = AU −GH (2.56)
donde GS representa la estimación de incertidumbre para el conflicto, y GH es una medida
generalizada para estimar la no-especificidad. Para el cálculo de GH se pueden usar medidas
como: U(rF ) Fórmulas (2.47) y (2.48), U(r) Fórmulas (2.49) y (2.50) y U(m) expresión (2.51).
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La incertidumbre agregada se encuentra en el rango:
0 ≤ AU ≤ log2 |X| (2.57)
En el Apéndice E se explicita un algoritmo general propuesto en [37] para calcular el valor
de la función AU(Bel) al interior de la TDS.
2.8. Medidas para estimar la Incertidumbre Lingüística
Dado que ya se precisó la noción de vaguedad en la Sección 2.2, queda sólo presentar
algunas de las maneras en que puede ser medida a través de las denominadas medidas de
borrosidad. En el Apéndice E se encuentra disponible una más amplia información sobre los
tópicos que será tratados en esta sección, empezando por la descripción de las condiciones
matemáticas que deben ser acatadas por una expresión que pretenda ser usada para medir la
cantidad de borrosidad.
Una medida de borrosidad f , es una función:
f : P˜(X)→ [0,∞] (2.58)
donde P˜(X) denota el conjunto de todos los subconjuntos borrosos del conjunto universo
X.
Los requerimientos matemáticos para f establecen, informalmente, que: i) a los conjuntos
concretos se les debe asignar un valor de borrosidad cero ii) cuando se haya establecido por
algún criterio de grado de borrosidad que un conjunto es más borroso que otro, f debe arrojar
un valor en ese sentido, iii) establecida una pauta de lo que se considera máxima borrosidad,
f debe asignar el máximo valor de su escala a un conjunto que la cumpla.
Sólo la primera de estas condiciones es única, las dos restantes dependen de la definición
dada al grado de borrosidad (o nitidez) y lo que se determine como máxima borrosidad. En
la literatura consultada se han encontrado dos concepciones tanto para el criterio de grado de
borrosidad como para el de máxima borrosidad. De las cuatro posible combinaciones de estos
criterios, dos han sido los que se encontraron explícitamente formalizados. Esto implica que
se reconocen dos grandes grupos de medidas para estimar la borrosidad. A continuación, se
examinan varias de las medidas registradas para la estimación de la borrosidad.
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2.8.1. Primera concepción de los requerimientos ii) y iii)
Se presentarán unas medidas de borrosidad que obedecen a unas concreciones de las condi-
ciones ii) y iii). Se describen, primeramente, esas concepciones.
Para ii), la relación de borrosidad A ≺ B se define como: ∀x ∈ X :
µA(x) ≤ µB(x), para µB(x) ≤ 0,5 (2.59a)
µA(x) ≥ µB(x), para µB(x) ≥ 0,5 (2.59b)
donde µA(x) y µB(x) son los grados de pertenencia del elemento x en los conjuntos borrosos
A y B, respectivamente.
En el caso de la condición iii), un conjunto A es máximamente borroso cuando
µA(x) = 0,5, ∀x ∈ X (2.60)
Un conjunto de medidas de borrosidad que cumplen las nociones de los axiomas ii) y iii),
se listan a continuación:
Una medida de este tipo fue propuesta por DeLuca y Termini:
fDT (A) = −
∑
x∈X
(µA(x) log2 µA(x) + [1− µA(x)] log2 [1− µA(x)]) (2.61)
Ha sido verificado que:
0 ≤ fDT (A) ≤ |X| (2.62)
Así entonces, la versión normalizada es:
fˆDT (A) =
− ∑
x∈X
(µA(x) log2 µA(x) + [1− µA(x)] log2 [1− µA(x)])
|X| (2.63)
Luego,
0 ≤ fˆDT (A) ≤ 1 (2.64)
Otro conjunto de medidas de borrosidad fundadas en las concepciones de ii) y iii), son
conocidas como índices de borrosidad. Ellas son el índice lineal de borrosidad y el índice
cuadrático de borrosidad [38].
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Índice lineal de borrosidad . Este índice normaliza la distancia de Hamming entre un
conjunto borroso y su CCMC.
νˆ(A) = fˆ1(A) =
1
1/2 |X|
∑
x∈X
∣∣µA(x)− µC(A)(x)∣∣ (2.65)
Puede probarse que
0 ≤ νˆ(A) ≤ 1
Índice cuadrático de borrosidad . Emplea la distancia euclidiana.
ηˆ(A) = fˆ2(A) =
1
1/2 |X|1/2
[∑
x∈X
|µA(x)− µB(x)|2
] 1
2
(2.66)
También en este caso:
0 ≤ ηˆ(A) ≤ 1 (2.67)
Otra medida de borrosidad planteada en [38] pretende efectuar un símil numérico entre
el cálculo de la borrosidad y el que estima la entropía de un sistema, razón por la cual
se referenciará en esta tesis como Índice de entropía en la borrosidad o Índice de entropía
Kaufmann. Kaufmann plantea para un conjunto borroso A definido sobre un universo finito
X, la evaluación de su borrosidad mediante la fórmula:
K(A) = −
∑
x∈X
γA(x) ln γA(x) (2.68)
donde γA(x) =
µA(x)∑
x∈X
µA(x)
Puede verificarse que:
0 ≤ K(A) ≤ ln |X|
La versión normalizada de esta medida de borrosidad es:
Kˆ(A) = − 1
ln |X|
∑
x∈X
γA(x) ln γA(x) (2.69)
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2.8.2. Segunda concepción de los requerimientos ii) y iii)
Esta visión de los axiomas de nitidez y máxima borrosidad, se fundan en que el grado
de borrosidad (o su antónimo, la nitidez) de un conjunto borroso A puede ser expresado en
términos de la falta de distinción entre él y su complemento A¯. Este planteamiento fue hecho
en [39]. De acuerdo con Yager, la condición matemática ii)22 se define como:
A ≺ B si y sólo si |µA(x)− µA¯(x)| ≥ |µB(x)− µB¯(x)| , ∀x ∈ X (2.70)
donde µA¯(x) es el valor de pertenencia de x en el conjunto complemento de A, A¯.
El requerimiento iii)23, se establece así: el conjunto borroso A es máximamente borroso
cuando:
∀x ∈ X,µA(x) = eq
Donde eq es denominado punto de equilibrio y definido como un grado de pertenencia en
un conjunto borroso A tal que: µA(x) = µA¯(x).
Para una distancia métrica general D, la medida de borrosidad propuesta por Yager tiene
la forma:
fY,D(A) = D(Z, Z¯)−D(A, A¯) (2.71)
en la que fY es la medida de borrosidad propuesta por Yager con base en la distancia
métrica general D y Z denota un subconjunto concreto arbitrario del conjunto universo X de
manera queD(Z, Z¯) es la distancia más grande posible estimada con la operación complemento
utilizada, entonces:
0 ≤ fY,D(A) ≤ D(Z, Z¯) (2.72)
La versión normalizada de la Fórmula Yager es:
fˆY,D(A) = 1− D(A, A¯)
D(Z, Z¯)
(2.73)
Usando la clase de distancia Minkowski entre A y A¯: y entre Z y Z¯, se tiene:
22B es más borroso que A
23máxima borrosidad.
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fˆY,Dw(A) = 1−
[∑
x∈X
|µA(x)− µA¯(x)|w
]1/w
|X| 1w
(2.74)
Una de las propuestas para determinar una “unidad” de borrosidad es aquella en la que
un conjunto borroso A tenga exactamente sólo un elemento x˙ de X, máximamente borroso (o
sea, µA(x˙) = eq) y los demás son dígitos binarios. La unidad encontrada para esta condición
es el bit, y sólo es cumplida cuando w = 1.
Además, si se emplea la definición estándar de complementación para un conjunto borroso,
se obtiene:
fˆY,D1(A) = 1−
∑
x∈X
|2µA(x)− 1|
|X| (2.75)
En la Figura E.7, se hace una síntesis de los diferentes índices y medidas que pueden
estimar la ambigüedad y la vaguedad.
2.8.3. Observaciones respecto de algunas medidas de borrosidad
Una inspección de algunas de las medidas de borrosidad, permitió entrever ciertas carac-
terísticas inaceptables en una de ellas, mientras que en otras dos se determinó su equivalencia
algebraica bajo ciertas circunstancias. Los resultados de la revisión mencionada se presentan
a continuación.
No aplicabilidad de índice de borrosidad Kaufmann
La intención de esta sección es demostrar que el índice de entropía Kaufmann no puede ser
empleado para medir el fenómeno de la borrosidad. En el libro: “Introduction to the Theory
of Fuzzy Subsets” [38], páginas 25-27, se proponen las funciones mostradas en (2.68) y (2.69)
para estimar la borrosidad de conjuntos borrosos estándar finitos. Una revisión superficial de
cualquiera de ellas, permite identificar la evidente analogía con la Fórmula (2.53), establecida
en [29] para calcular la incertidumbre en un sistema dado. La formulación de Shannon mide,
como se ha establecido desde la Sección 2.7.2, el conflicto presente en un sistema. Antes de
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ahondar en el asunto es conveniente presentar una asociación de la Fórmula de Shannon con
la noción de la entropía en sistemas.
Shannon propuso estimar la cantidad de conflicto, con base en la fórmula que calcula la
entropía en sistemas dinámicos:
S(p) = −
∑
x∈X
p(x) log2 p(x) (2.76)
Donde x ∈ X es cualquiera de los |X| posibles estados que puede asumir un sistema;
p = 〈p(x) | x ∈ X〉 es una distribución de probabilidad para el conjunto X; p(x) es la medida
de probabilidad para el estado x. La fórmula de Shannon, también conocida como Entropía
Shannon, en su versión normalizada es:
S(p) = −
∑
x∈X
p(x) log2 p(x)
log2 |X|
(2.77)
En un ejemplo presentado en [38], página 26, propone a (2.69) como un posible índice
de borrosidad. A continuación se presentan varias observaciones sobre el inadecuado compor-
tamiento de dicho índice, lo que hace inconveniente su aplicación para calcular la borrosidad
de un conjunto borroso.
Proposición 2.1 El índice Kaufmann asigna valor de borrosidad a conjuntos concretos de
X.
Tomando un subconjunto concreto cualquiera A sobre el universo de discurso finito X, se
tiene: ∀x ∈ A, µA(x) = 1 y γA(x) = 1|A| . En el Apéndice F se demuestra que:
Kˆ(A) =
ln |A|
ln |X| ≥ 0 (2.78)
El resultado de esta proposición implica que todos los conjuntos concretos donde |A| ≥ 2
poseen valor de borrosidad, razón por lo que la condición (borr1) es violada. El único tipo
de conjunto concreto que satisface la condición (borr1) es aquel en el que |A| = 1 (o sea,
conjuntos unitarios).
Proposición 2.2 Según el índice de entropía Kaufmann, puede compararse la borrosidad de
dos conjuntos concretos. De hecho, el grado de borrosidad de conjuntos concretos es monó-
tonamente creciente con el número de elementos.
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La demostración de esta proposición se fundamenta en el resultado de la Proposición 2.1.
Así, si |A| ≤ |B|, entonces Kˆ(A) ≤ Kˆ(B). Esta proposición incluye el caso A ⊆ B.
Proposición 2.3 El índice Kaufmann asigna el máximo valor de borrosidad a conjuntos cuya
función de pertenencia es uniforme.
Esto significa en términos formales que: ∀x ∈ X, µA(x) = c⇒ Kˆ(A) = 1.
Según el resultado anterior, el conjunto concreto X presenta máxima borrosidad, pues
X ⊆ X y su función de pertenencia es ∀x ∈ X, µX(x) = 1.
Finalmente, la dudosa aplicabilidad de índice Kaufmann para medir la borrosidad es evi-
dente cuando es comparada con otros índices: Índice Lineal (2.65), Índice Cuadrático (2.66),
Índice De Luca-Termini Normalizado (2.63) y el Índice Yager Normalizado (2.75), a través de
dos casos. Los detalles de estos dos casos pueden ser revisados en el Apéndice F.
Caso 2.1 Se definen dos Conjuntos Borrosos (CBs) A y B, tales que: A ⊇ B, y ∀x ∈ X,
µA (x) , µB (x) ≥ 0,5. Ello implicaría bajo cualquiera de las dos concepciones de borrosidad
(diferencia al complemento, o diferencia al CCMC) que el CB B sea más borroso que A. Sin
embargo, los cálculos matemáticos muestran que el índice de Entropía Kaufmann produce un
resultado discorde.
Caso 2.2 Se determinan dos CBs C y D, tales que:C ⊆ D, y ∀x ∈ X, µC (x) , µD (x) ≤ 0,5.
Donde, por razones similares a las presentadas en el caso anterior, el CB D debería poseer
un valor de borrosidad menor que el de C. Sin embargo, el Índice de Entropía vuelve a fallar
arrojando un resultado contrario.
Acerca de la igualdad algebraica de los Índices de Borrosidad Lineal y el Índice
de Borrosidad Yager Normalizado.
Ya se ha establecido que existen dos grandes familias de medidas de borrosidad; cada una la
estima basada en una concepción de la borrosidad diferente. Una de ellas estima la borrosidad
fundada en la diferencia del conjunto borroso y su conjunto concreto más cercano. La otra
lo hace, según la diferencia existente entre el conjunto y su conjunto complemento. Debido
a esta diferencia no esperaría encontrarse algún punto de encuentro entre esas dos familias
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de índices de borrosidad. Sin embargo, se puede probar que el Índice Lineal de Borrosidad
(2.65) y el índice de Borrosidad Normalizado formulado por Yager (2.75), pertenecientes a
familias diferentes, son algebraicamente iguales. Este resultado implica que estas dos medidas
producen respuestas numéricamente iguales y, por ende, difumina la nítida distinción entre
las dos clases de índices de borrosidad descritas previamente en este párrafo.
Proposición 2.4 Si se utiliza como distancia métrica entre dos conjuntos cualquiera la fór-
mula de Hamming y se emplea la definición estándar de complemento de un conjunto borroso,
el Índice de Borrosidad Lineal propuesto por Kaufmann (2.65), y el Índice de Borrosidad
Normalizado formulado por Yager (2.75), se vuelven algebraicamente idénticos y, por tanto,
producen el mismo valor de borrosidad para cualquier subconjunto borroso A de X.
La demostración de esta proposición se encuentra en el Apéndice F. Allí se prueba, en
términos formales, que:
Si (µA¯ (x) = 1− µA (x)) ∧ (Dw (·, ·) = D1 (·, ·)), entonces
νˆ(A) = fˆY (A) =
2
(
|A>| −
∑
x∈A>
µA(x) +
∑
x∈A≤
µA(x)
)
|X| (2.79)
Donde A> =
{
x
∣∣µC(A)(x) = 1} y A≤ = {x ∣∣µC(A)(x) = 0}, C (A) es el CCMC del conjun-
to borroso A, Dw (·, ·) es la Distancia Métrica General Minskowski y D1 (·, ·) es la Distancia
Métrica Minskowski con w = 1 (o sea, la Distancia de Hamming)
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Capítulo 3
Modelado de sistemas
Uno de los temas centrales en este trabajo es la identificación de SIB T-S, por ello es im-
portante ubicar la noción de identificación en el marco conceptual del modelado de sistemas.
Cuando no es posible o conveniente dar respuesta a preguntas sobre un sistema a través del sis-
tema mismo, es necesario generar unmodelo para responderlas. Por modelado se entiende todo
proceso que pretende crear una representación de un sistema. Las dificultades para utilizar el
sistema para responder preguntas sobre él mismo, pueden deberse a: el costo económico, las
limitaciones físicas prácticas y al peligro de efectuar experimentos sobre el sistema; también
pueden deberse a la inexistencia del sistema (ejemplo: los cohetes aeroespaciales).
De acuerdo con [40] existen cuatro grandes clases de modelos: los mentales, los verbales,
los físicos y los matemáticos. Los modelos mentales son aquellos que se forman a través de la
intuición y la experiencia en la interacción con el sistema. La intuición y la experiencia con-
forman lo que también se conoce como conocimiento implícito. El conocimiento implícito se
emplea para prever el comportamiento de un sistema, mas no para explicarlo; incluso es difícil
expresar el conocimiento implícito a través del lenguaje humano. Los seres humanos crean
modelos mentales de cómo caminar, conducir, o de prever un evento natural. Los modelos
verbales o lingüísticos son aquellos que pueden formular de manera explícita el conocimiento
sobre un sistema empleando el lenguaje humano. Aunque en estos modelos existe conciencia
sobre el comportamiento del sistema, nada puede asegurarse de la validez de esos mode-
los. Casos de modelos verbales son: los que expresa un operario al manejar o controlar una
máquina, las razones sustentadas por un ciudadano respecto de la situación económica del
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país, para nombrar sólo dos. Los modelos físicos o mecánicos, que también pueden llamarse
tangibles, son aquellos que pretenden replicar el aspecto físico del sistema; ejemplo de este
tipo de modelo son las maquetas a escala de un sistema. Los modelos matemáticos utilizan el
lenguaje matemático para establecer las relaciones entre propiedades de las distintas partes
de un sistema. Los modelos matemáticos son el tipo de modelos que son objeto de interés
en la ciencia y la tecnología. Todo modelo matemático está formado por dos componentes:
la estructura y los parámetros (estructurales y funcionales). La estructura la conforman las
relaciones entre las diversas componentes del sistema. Estas relaciones se expresan mediante
operaciones lógicas y/o matemáticas, y los componentes se representan a través de variables
simbólicas o numéricas. Los parámetros son cantidades que se estiman para ajustar un modelo
general - o modelo de clase- a un caso específico - modelo de instancia.
Para obtener modelos matemáticos existen dos tipos de modelado reconocidos: el modelado
fenomenológico y la identificación. El modelado fenomenológico es aquel que utiliza exclusi-
vamente conocimiento formalizado, o de primeros principios, para describir la naturaleza y el
comportamiento subyacentes del sistema de interés. A través de este conocimiento se pueden
establecer las ecuaciones algebraicas o diferenciales (estructura y parámetros estructurales)
y los parámetros funcionales del modelo que representan al sistema. Rótulos empleados para
referirse a los modelos obtenidos a través del modelado fenomenológico son modelos físicos o
modelos caja blanca. En gran cantidad de sistemas reales no se posee el conocimiento suficiente
para construir un modelo caja blanca; por ello es necesario recurrir a la experiencia e intuición
de un experto para elegir un tipo de estructura - formulación matemática general - adecuada
para el sistema, y a los datos para estimar el valor de los parámetros estructurales y funcionales
del mismo. A este proceso de modelado se le conoce como identificación. Los datos de los
que se habla en la identificación pueden ser obtenidos a través de una preparación adecuada
de experimentos sobre el sistema, o mediante la recolección de los mismos bajo las diferentes
condiciones reales de operación, o a través de un registro histórico de datos de sistemas seme-
jantes. De acuerdo con el nivel de conocimiento explícito ofrecido por el modelo respecto de
la naturaleza y comportamiento del sistema, se habla de modelos semi-físicos y de modelos
empíricos. Los modelos empíricos también conocidos como modelos caja negra, no evidencian
algún conocimiento sobre la esencia y conducta subyacentes del sistema. En los modelos caja
negra tanto los parámetros estructurales como los funcionales se crean exclusivamente con
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base en los datos entrada-salida del sistema. Los modelos semi-físicos son un estado interme-
dio entre los modelos físicos y los empíricos. Los modelos semi-físicos, denominados también
modelos caja gris, tratan de reflejar el conocimiento disponible sobre la naturaleza y compor-
tamiento del sistema, aunque ello no sea suficiente para estimar los parámetros estructurales
ni funcionales del modelo; en ese evento se recurre a los datos entrada-salida disponibles del
sistema.
Además de la clasificación de los modelos matemáticos presentada previamente (caja blan-
ca, caja gris y caja negra), existen otras clasificaciones muy frecuentemente referidas. A con-
tinuación se especifican aquellas clasificaciones planteadas en [40], aunque con algunas modi-
ficaciones en varias de ellas.
Determinísticos-Inciertos
Un modelo es determinístico cuando las expresiones matemáticas que relacionan las varia-
bles medidas y las derivadas, no consideran expresamente la representación de algún tipo de
incertidumbre. Un modelo es incierto si plantea explícitamente la representación de alguna(s)
clase(s) de incertidumbre. Uno de los más conocidos formalismos para representación de la
incertidumbre (específicamente el conflicto) es la Teoría de la Probabilidad.
Dinámicos-Estáticos
En general, los valores de las variables presentes en el modelo de un sistema cambian con el
tiempo. Un modelo estático es aquel que especifica efectos instantáneos entre las variables. En
un modelo dinámico las variables pueden cambiar sin una influencia externa y directa, y sus
valores dependerán así de señales aplicadas previamente. En general, los sistemas dinámicos
se describen por medio de ecuaciones diferenciales o de ecuaciones en diferencias.
Tiempo continuo- Tiempo discreto.
Un modelo matemático que expresa las relaciones entre señales continuas en el tiempo, se
denomina de tiempo continuo. Aquellos modelos que expresan las relaciones entre los valores
de las diferentes variables en instantes muestreados, se denomina de tiempo discreto o modelo
muestreado. Los modelos en tiempo continuo se expresan mediante ecuaciones diferenciales;
en cambio los modelos muestreados emplean ecuaciones en diferencias.
Concentrados-Distribuidos.
Se denomina modelos de parámetros distribuidos aquellos en los que los eventos se encuen-
tran dispersos sobre las variables espaciales. Si los eventos se describen mediante un número
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finito de variables no influenciadas por su posición en el espacio, se habla de modelos concen-
trados. Los modelos distribuidos se describen mediante ecuaciones diferenciales parciales; los
modelos concentrados se expresan mediante ecuaciones diferenciales ordinarias.
Orientados al cambio-Dirigidos por eventos discretos.
Los modelos orientados al cambio son aquellos que involucran variables que exhiben cam-
bios continuos. El mundo físico involucra usualmente eventos de cambio continuo. Aquellos en
los que los cambios subyacentes toman lugar en términos de eventos discretos que ocurren más
o menos aleatoriamente, se denominan modelos dirigidos por eventos discretos. La mayoría
de los sistemas creados por el hombre responden a la características de este último tipo de
sistemas.
3.1. Identificación de sistemas
El problema de la identificación de sistemas se centra en encontrar un modelo matemático
de un sistema denominado sistema objetivo, a partir de la observación de parejas de datos de
entrada- salida. No existe una propuesta única para llevar a cabo un proceso de identificación.
Por ejemplo, en [41], se plantea la identificación como un proceso recursivo de dos etapas.
La primera etapa es la determinación de la estructura del modelo; ésta pretende encontrar
una clase de modelos matemáticos para representar al sistema objetivo. Para ello se hace
empleo del conocimiento previo que se disponga del sistema objetivo. La segunda etapa es la
identificación de los parámetros de la estructura; en ésta es necesario aplicar técnicas de opti-
mización para determinar los valores de los parámetros que caracterizan al sistema mediante
ese modelo.
En [42] los autores proponen las siguientes actividades para desarrollar un proceso de
identificación de un sistema dinámico (SD):
1. Aproximación al sistema dinámico SD por parte del interesado en el modelo.
2. Excitación del SD con el fin de recolectar datos.
3. Toma de datos y análisis de los datos recolectados.
4. Determinación de las entradas al modelo (regresor).
5. Determinación del tipo de modelo a identificar
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6. Identificación de los parámetros estructurales del modelo, que pueden ser numéricos o
simbólicos.
7. Identificación de los parámetros funcionales del modelo.
8. Validación del modelo.
La tarea de definir clases de modelos que puedan servir para representar el comportamiento
de un sistema, pasos 1 a 5, es una de las tareas más difíciles que existen en el proceso de
identificación. Ahora bien, en el ámbito de la ingeniería se disponen de muchas clases de
modelos, bastante conocidos, de manera que el proceso de identificación en este caso, concentra
sus mayores esfuerzos en la estimación de los parámetros de la clase de modelo seleccionada.
3.2. Modelado a través de sistemas de inferencia borro-
sa
Un Sistema Borroso (SB) es una formulación matemática que emplea la Teoría de los
Conjuntos Borrosos o sus desarrollos asociados (la lógica borrosa, la matemática borrosa,
entre otros) en la representación de un fenómeno; así entonces, un sistema borroso es un
modelo. Cuando estos modelos borrosos utilizan la lógica borrosa como herramienta principal
de representación, las formulaciones generadas se conocen como Sistemas de Inferencia Borrosa
(SIB).
En el modelado borroso, o sea la representación de un sistema a través de un modelo
borroso MB, la estructura del modelo se define en el momento de la elección del tipo particular
de SIB a adoptar (Mamdani, T-S, Pedrycz, entre otros), cuando los SIB son los tipos de
modelos a utilizar. Ligados con la elección anterior, existen parámetros a determinar; un tipo
de ellos son los estructurales: el número de reglas, las variables de entrada y de salida, el
número de términos borrosos a asignar por cada variable, los operadores lógicos que unirán
las variables de los antecedentes. En cuanto a los parámetros funcionales, se deben definir: las
funciones de pertenencia específicas a emplear (forma y posición), el esquema de implicación
a utilizar, la Fórmula de concreción apropiada (si lo requiere).
Para llevar a cabo la construcción de un modelo a través de SIB, debe tenerse en cuenta
que ella se inscribe dentro de las denominadas técnicas de modelado caja gris. Este tipo de
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modelos, combina la comprensión disponible sobre la naturaleza y comportamiento de un
sistema (característica de los modelos caja blanca), con la determinación de un aproximador
de funciones generales que capture la dinámica y comportamiento no-lineal del sistema —del
que no se dispone conocimiento alguno (particularidad de los modelos caja-negra).
Es bastante frecuente modelar un fenómeno con muy poco conocimiento de él, lo cual
obliga a que tanto la determinación de la estructura, como la identificación de los parámetros,
emplee de forma intensiva los datos que revelan el comportamiento del sistema a diferentes
condiciones de operación. Cuando en la construcción de un SIB, se posee conocimiento, lo
común es que haya sido suministrado por “expertos”, que dan cuenta del comportamiento
cualitativo del sistema. Los datos pueden obtenerse a través de un registro histórico, o por la
elaboración de pruebas explícitamente diseñadas para su adquisición.
La modelación de un fenómeno a través de los SIB lleva a cabo un mapeo inherentemente
estático T : X → Y ; donde X es un espacio en RM y Y es un espacio en RQ; así, X =
X1 × · · · × XM , Y = Y1 × · · · × YQ. La mayoría de los SIB definen ese mapeo en términos
de una estructura y de un procedimiento, o inferencia; la inferencia dispone de la estructura
para procurar un resultado cuando se le ingresan al modelo un conjunto de datos que actúan
como entradas al modelo (regresor).
La estructura más frecuentemente empleada para realizar el mapeo son reglas parecidas
a las condicionales lógicas “Si...Entonces”. El mapeo de RM → RQ, conocido como modelo
MIMO (Multiple Inputs Multiple Outputs) no es la manera más común de utilizar un SIB.
De hecho todo modelo MIMO puede ser expresado en términos de un conjunto de modelos
MISO (Multiple Inputs Single Output). En los modelos MISO se efectúa un mapeo de RM en
R.
Se han efectuado varias propuestas de SIB; estas propuestas se distinguen, por ejemplo,
en la utilización de reglas o en el uso de relaciones como estructura principal del modelo; en
la necesidad o no de interpretación lingüística del modelo; en la naturaleza borrosa o concreta
del consecuente; en el empleo de Conjuntos Borrosos Multi-Dimensionales (CBMD) en el
antecedente o en el enlace lógico de Conjuntos Borrosos Uni-Dimensionales (CBUD) en el
mismo.
En cuanto al método de inferencia puede decirse que se encuentra relacionado con la
estructura empleada, aunque el diseñador del SIB puede definir sus características propias.
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A continuación se describen los SIB más comúnmente referenciados en la literatura.
3.2.1. SIB lingüísticos
Con este nombre se designan a aquellos SIB que utilizan reglas con proposiciones borrosas
en el antecedente y el consecuente como estructura fundamental del modelo. Los conjuntos
borrosos que se asignan a las variables, se encuentran ligados a etiquetas lingüísticas que
poseen significado para un intérprete del modelo o un experto en el sistema real. Este tipo de
SIB, fue inspirado en el trabajo pionero de Ebrahin Mamdani [6].
La estructura de un modelo lingüístico es un conjunto de reglas, denominado base de reglas,
que tienen la forma general:
Ri : Si x es A(i) Entonces y es B(i), i = 1, . . . , L (3.1)
donde Ri, es la i-ésima regla del modelo; L es el número total de reglas, X y Y , son
los universos de discurso, posiblemente multidimensionales, de dónde las variables base x y
y toman sus valores; x es A(i) es el antecedente y y es B(i) el consecuente de la regla; los
términos A(i) ∈ {A1, . . . , Am} y B(i) ∈ {B1, . . . , Bn}; cada Ai (Bi) es una etiqueta o expresión
lingüística que restringe los valores que pueden ser tomados por x (y) a través de un conjunto
borroso asociado Ai ⊆ X (Bi ⊆ Y ). Para reducir la cantidad de símbolos empleados en esta
notación, se entenderá en adelante que los conjuntos borrosos Ai serán representados por la
etiqueta lingüística Ai.
Puesto que la intención con los SIB lingüísticos es la de definir un modelo de un sistema
en términos cercanos al lenguaje natural, lo frecuente es construir reglas donde el antecedente
se configure mediante una combinación lógica de proposiciones borrosas simples, es decir
proposiciones definidas en espacios de baja dimensionalidad - en lo posible unidimensionales,
y el consecuente también sea proposición borrosa simple.
La estructura general de este tipo de reglas es:
Ri : Si x1 es A
(i)
1 ∗ · · · ∗ xM es A(i)M Entonces y es B(i), i = 1, . . . , L (3.2)
donde ∗ es un operador o conectivo lógico.
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Las operaciones de combinación de los conjuntos borrosos son: la unión (para el enlace
lógico disyuntivo entre proposiciones), la intersección (para el enlace lógico conjuntivo) y el
complemento (para la operación negación de una proposición). Existen varias formulaciones
para las operaciones entre conjuntos borrosos; ellas pueden consultarse en [41].
En el Apéndice G, podrá encontrar temas como: la notación ajustada a la convención
de [43] para los SIB lingüísticos, la manera cómo operan los SIB lingüísticos tipo MISO con
combinación de CBUD en el antecedente para sistemas estáticos y la correspondiente a los
SIB lingüísticos tipo MISO con un CBMD en el antecedente para sistemas estáticos.
3.2.2. SIB relacionales
Los modelos relacionales fueron propuestos en [7]. En este tipo de modelos, el mapeo de
los conjuntos borrosos Ai en los conjuntos borrosos Bi se realiza a través de una relación
borrosa R = [rij]mxn. De este modo, para una entrada numérica concreta x, cada elemento
del conjunto borroso A = {µA1(x), µA2(x), . . . , µAm(x)} representa el grado con el cual la
entrada numérica concreta x es compatible con los términos lingüísticos asociados conAi. Cada
elemento del conjunto borroso de salida, representa el grado de compatibilidad de la salida
numérica concreta y con el término lingüístico correspondiente a cada Bi, denotado como
B = {µB1(x), µB2(x), . . . , µBn(x)}. El conjunto borroso B se obtiene mediante la operación
composición “◦” :
B = A ◦R (3.3)
3.2.3. SIB Takagi-Sugeno (SIB T-S)
Los SIB T-S emplean reglas Si-Entonces para representar un fenómeno. Sin embargo, la
característica fundamental yace en la naturaleza y la forma en que se determina el consecuente
de cada regla.
En los SIB T-S [8], las reglas se expresan de la siguiente manera:
Ri : Si x es A(i) Entonces y(i) = f (i)(x), i = 1, . . . , L (3.4)
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Donde el significado de todos los términos ya han sido definidos en el modelo lingüístico,
excepto aquellos que aparecen en el consecuente de la regla i. y(i) es un vector de valores
concretos del dominio Y1 × · · · × YQ. Lo común es tratar con sistemas MISO, lo cual reduce
el problema a un consecuente con una función escalar f (i), y así será considerado en adelante.
En general, la función que calcula la salida de la regla i, es lineal:
f (i)(x) = p
(i)
0 + p
(i)
1 x1 + · · ·+ p(i)M xM (3.5)
o
f (i)(x) = p
(i)
0 + p
(i)Tx (3.6)
donde p(i) =
[
p(i)1 , . . . , p
(i)
M
]T
, p(i)k es el valor del k -ésimo parámetro de la función de salida,
en la regla i.
La salida y del modelo se calcula como la suma ponderada de las salidas obtenidas en cada
regla:
y =
L∑
i=1
ϕ(i)(x) y(i) (3.7)
donde ϕ(i)(x) es la ponderación correspondiente a la salida producida mediante la regla i,
calculada como:
ϕ(i)(x) =
w(i)(x)∑L
i=1w
(i)(x)
(3.8)
en el que w(i)(x) es el grado de cumplimiento de la i-ésima regla respecto a la entrada x.
Operación de SIB T-S con CBMD en el antecedente. Aproximación para sis-
temas estáticos tipo MISO
Una regla para este tipo de SIB se representa por:
Ri : Si x es A(i)Entonces y(i) = p
(i)
0 + p
(i)
1 x1 + · · ·+ p(i)MxM , i = 1, . . . , L (3.9)
El razonamiento de este tipo de SIB, procede de la siguiente forma:
Paso 1. Cálculo de los grados de compatibilidad de los valores de entrada. Los valores
concretos (no-borrosos) obtenidos por cada variable que compone la variable multidimensional
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de entrada del modelo, son agregados en una M -tupla x = [x1, . . . , xM ]
T . Esta M -tupla posee
un grado de compatibilidad en cada regla i, c(i)(x), definido como la pertenencia de ella al
CBMD que aparece en el antecedente.
Paso 2. Estimación del grado de cumplimiento de cada regla. Dado que el antecedente no
se compone de una serie de proposiciones borrosas enlazadas mediante algún conectivo lógico,
el grado de cumplimiento de la regla, w(i)(x), es el grado de compatibilidad obtenido por la
M -tupla en ella (calculado en el paso anterior).
Paso 3. Cálculo del valor de la variable de salida en cada regla. Empleando los valores
concretos asumidos por las variables de entrada, se calcula el valor de la variable de salida del
modelo arrojado por cada regla, para ello se emplea la función que aparece en el consecuente.
Paso 4. Cálculo del valor de la variable de salida del modelo. Este valor se calcula como la
suma ponderada de los valores aportados en cada regla. Los ponderadores son los valores w(i)
obtenidos en cada regla.
Un esquema del razonamiento es presentado en la Figura 3.1, donde se ha supuesto un
sistema compuesto por dos reglas, dos variables en el antecedente de cada una de ellas.
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Figura 3.1: Esquema de razonamiento de SIB T-S con CBMD.
En el Apéndice G se puede consultar las maneras en que se representan y operan SIB
T-S para la aproximación de sistemas de tipo MISO. En ese apéndice son presentadas las
formalizaciones matemáticas para la representación de un sistema, sea estático o dinámico,
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mediante SIB T-S con CBUD enlazados lógicamente o a través de un sólo CBMD. Se invita
al lector a estudiar principalmente la formalización matemática de sistemas dinámicos con
representación mediante CBMD.
3.3. Una propuesta para identificación de SIB T-S con
CBMDs.
La propuesta de identificación de SIB T-S, formulada por Peña, M., Álvarez, H., Carelli,
R. y di Sciascio, F. a través de [44], [45], [46], [47] y [48] es de especial importancia para
el presente trabajo. Una característica fundamental de la propuesta es la construcción de
SIB T-S donde un CBMD es asignado a las variables que aparecen en el antecedente de las
reglas obtenidas por el proceso de identificación. Dado que un SIB T-S es una formulación
matemática que puede emplearse para representar un sistema, el primer paso de un proceso
de identificación, que utilice SIB, ha sido tomado: la determinación de una estructura para el
modelo.
De manera sintética, el método de identificación formula dos grandes procesos denominados
sintonía gruesa y sintonía fina, respectivamente. En la sintonía gruesa se pretende determinar
la estructura del SIB T-S y una primera versión de los valores de los parámetros de la misma.
En la sintonía fina el objetivo es ajustar los valores de los parámetros del antecedente y el
consecuente de cada regla, establecidos en la etapa de sintonía gruesa.
La síntesis de la metodología de identificación referida es la siguiente:
SINTONÍA GRUESA
Preprocesamiento de los datos. Los datos son sometidos a operaciones de filtrado para
disminuir la influencia de ruido y fenómenos espurios.
Normalización de las entradas y la salida. La normalización de datos es llevada a cabo
por las siguientes razones: i) Las variables involucradas son de distinta naturaleza y
magnitud, ii) Las señales involucradas pueden tener un rango de variación no lineal, iii)
Los datos pueden tener una distribución estadística no favorable.
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Determinación del gradiente de la señal muestreada. En este paso se determina para
cada muestra la derivada parcial de la salida con respecto de cada entrada. Como este
dato no se conoce se lleva a cabo un método aproximado para la obtención del mismo1.
Agrupamiento de las reglas básicas. Se forma una matriz donde cada fila es una dato2.
Las componentes de cada dato son: los valores del vector de entrada, el valor de salida
correspondiente y el valor del gradiente calculado en el paso anterior. Se procede a agru-
par estos datos con el método Fuzzy C-Means. El método de formación de grupos Fuzzy
C-Means forma grupos borrosos asignándole a cada vector dato un valor de pertenencia
entre 0 y 1 a cada uno de los grupos borrosos.
Determinación de los conjuntos borrosos de las premisas. Una vez realizado el agru-
pamiento borroso se procede a encontrar los conjuntos borrosos de las premisas. Para
ello se asigna a los datos de entrada el valor de pertenencia que surge del método de
agrupamiento de las reglas. La obtención de los conjuntos borrosos de entrada puede
efectuarse de varias maneras. Una alternativa es realizar la proyección de los grupos
resultantes en la premisa sobre cada variable de entrada. Otra opción es obtener con-
juntos borrosos sobre el espacio de entrada como un todo. Como resultado del método
de agrupamiento resulta un centro para cada grupo borroso. Se utilizan los centros que
corresponden a las variables de entrada, esto es las primeras M componentes y el grado
de pertenencia se obtiene como función de una distancia. Una alternativa propuesta
es la obtención de grupos con múltiples centros. Para ello se obtiene los puntos del
grupo donde la función de pertenencia es mayor a 0.5, se realiza un agrupamiento de
estos datos con un número de grupos determinado, y se utilizan los centros que surgen
para la determinación de la función de pertenencia. Para el cálculo de la pertenencia
se considera que los múltiples centros de un grupo dan origen a subgrupos y la función
de pertenencia al grupo se obtiene como la suma de las funciones de pertenencia a los
subgrupos.
Identificación paramétrica del modelo. Una vez obtenida la función de pertenencia a los
distintos grupos se procede a la identificación paramétrica con la forma tradicional del
1Es adecuado mencionar que este paso no fue ejecutado en esta Tesis Doctoral.
2También se le llama regla básica a cada dato.
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método de Takagi y Sugeno.
SINTONÍA FINA
Ajuste de parámetros. Una vez realizada la identificación de los parámetros del conse-
cuente, se realiza un ajuste del modelo. Éste produce la disminución del índice cuadrático
del error por la corrección tanto de los parámetros del antecedente (centros de los con-
juntos borrosos) como del consecuente (parámetros de las funciones de salida) en forma
simultánea. Para ello se utilizan rutinas de optimización estándar. En estas rutinas se
debe definir tanto el funcional a optimizar como el gradiente del mismo respecto de las
variables de optimización (Ver: MATLAB© Optimization TOOLBOX, User’s Guide).
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Capítulo 4
Agrupamiento e incertidumbre en un
proceso de identificación de SIB T-S
4.1. Consideraciones previas
Sabido es que un modelo es una aproximación o simplificación de un sistema real. La
aproximación tiene como fin obtener niveles manejables de las complejidades descriptiva y de
incertidumbre, ver Sección 2.3 concretamente 2.3.1. Sin embargo, en el proceso de obtener un
modelo siempre habrá pérdida de la información asociada con cada tipo de complejidad. Las
fuentes de pérdida de información en un proceso de modelado son múltiples. A continuación
se describen algunas posibilidades:
La limitada riqueza expresiva del modelo empleado. Los modelos matemáticos aproxi-
man la realidad a través de un conjunto de expresiones matemáticas. Estas expresiones
matemáticas son estructuras a las que les es imposible representar todo componente y
relación existente en un sistema. A la mayor o menor capacidad de dicha estructura para
capturar la diversidad de objetos y relaciones, se le puede denominar riqueza expresiva
del modelo. Tal riqueza expresiva está asociada directamente con la complejidad descrip-
tiva del modelo y por ende con su tipo de información asociada. Un modelo matemático
de complejidad descriptiva simple requiere menos información que uno de mayor com-
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plejidad, a la hora de representar un sistema1. Con base en la riqueza expresiva, o la
cantidad de información descriptiva contenida, pueden compararse diversos modelos,
incluso tipo de modelos matemáticos, y establecer cuál de ellos es más conveniente en
una situación concreta.
El uso de datos deficientes. Los datos empleados en un proceso de identificación de un
sistema pueden ser imprecisos, incorrectos o incompletos. Las dos primeras deficiencias
pueden deberse a su obtención mediante procedimientos erróneos, instrumentos defi-
cientes (defectuosos, de baja precisión, o mal calibrados), o la aparición de ruido en los
valores de las señales medidas. La incompletez de los datos puede ser causada por un
inapropiado diseño de experimentos, en el que o no se pudieron identificar las variables
de control necesarias (introduciendo entonces perturbación en los valores de las señales
muestreadas), o no se consideraron las condiciones experimentales suficientes para des-
cubrir las dinámicas relevantes (principales y secundarias). Estas alteraciones originan
desconfianza acerca de la correctitud de los valores y de la cantidad necesaria de los
datos entrada-salida para el proceso de identificación, lo que evidencia su conexión con
la complejidad de incertidumbre introducida en un modelo.
Las restricciones inherentes de un método de identificación. En cualquier método de
identificación se hacen presentes las dos anteriores fuentes de incertidumbre. De una
parte, un método de identificación recoge la complejidad de incertidumbre introducida
por los datos de entrada-salida obtenidos del sistema y se transmite, e incluso aumenta,
a través de las distintas etapas del método. La imperfección de los datos afecta funda-
mentalmente a los valores de los parámetros funcionales, e incluso a la definición de los
parámetros estructurales. Por otro lado, un método de identificación posee un carácter
“objetivo” en cuanto se entiende como una sucesión de etapas definidas rigurosamente
en términos de expresiones matemáticas2. Sin embargo, debe considerarse también un
ingrediente subjetivo en todo método de identificación, pues cualquiera de ellos es una
propuesta formulada de acuerdo con el conocimiento y la creatividad de su(s) autor(es).
1Aunque esto no significa que sea siempre mejor emplear modelos complejos a aquellos simples, ello depen-
derá siempre de cada caso.
2Con su correspondiente complejidad descriptiva asociada.
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Por tanto, pueden existir tantas propuestas de métodos de identificación como personas
que se encuentren interesadas en elaborarlos. La determinación de diferentes métodos,
implica la definición de diferentes tipos de estructura. Finalmente, la bondad o calidad
de un modelo, sea intermedio o final, producido por cualquier método de identificación
puede evaluarse considerando los grados de su complejidad descriptiva (medida en fun-
ción de su información descriptiva) y de su complejidad de incertidumbre (calculada
según la cantidad de información de incertidumbre).
El efecto combinado de las fuentes de pérdida de información, recién detalladas, sobre el
proceso de identificación de un SIB T-S se ve reflejado en gran medida en la incertidumbre
generada sobre i) la posición y forma del conjunto borroso multidimensional del antecedente
de cada regla (parámetros funcionales) y ii) el número de reglas del modelo (parámetro estruc-
tural). En síntesis, la incertidumbre generada alrededor de la posición, forma y cantidad de
CBMDs son de gran importancia en la estimación de la cantidad de incertidumbre presente
en un modelo intermedio o final.
4.2. Simplificaciones definidas en esta Tesis Doctoral
En este punto es necesario exponer las simplificaciones que se consideraron en el marco
de esta investigación Doctoral, con el fin de delimitar su alcance y cumplir con los objetivos
formulados, sin que ello invalide los resultados.
La primera simplificación es que la complejidad descriptiva no será objeto de análisis.
Esto significa que sólo la complejidad de incertidumbre será contemplada en un escenario
de comparación entre modelos. Esta consideración no exige mayor aclaración, pues desde la
concepción del tema doctoral sólo fue atendido el aspecto relacionado con el tratamiento de
la incertidumbre en los modelos o SIBs T-S.
La segunda simplificación tiene que ver con el conjunto de datos entrada-salida empleados
en el proceso de identificación. Los datos espúrios son inevitables, y por ende debe reducirse,
en lo posible, su influencia en la obtención de un modelo. En este trabajo la influencia de
la impureza de los datos en la construcción de un modelo será desatendida con el propósi-
to de delimitar el alcance del mismo. En esta Tesis se establece la siguiente suposición: los
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datos que se emplean para la obtención del modelo ya tiene la máxima cantidad de infor-
mación posible, o lo que es igual, se les ha removido toda fuente de incertidumbre. En otros
términos, los datos entrada-salida están libres de toda deficiencia que pueda causar conflicto,
no-especifidad y vaguedad. Esta premisa puede apoyarse en dos consideraciones: i) los datos
entrada-salida han sido sometidos a un proceso de filtrado previo que reduce la influencia del
ruido, ii) los datos han sido adquiridos ya sea a través de un proceso de simulación con un
modelo fenomenológico preexistente al que se aplican señales persistentemente excitantes (a los
que se calificarán como datos sintéticos). Esta suposición implicará la supresión de la comple-
jidad de incertidumbre contenida en los datos entada-salida. Si U0 simboliza la incertidumbre
introducida por cualquier fuente que altere la precisión, correctitud o completez de los datos,
entonces se presumirá reducida esta alteración hasta un valor suficientemente pequeño como
para desechar su influencia en un proceso de identificación, de este modo U0 = 0 3. Con base
en lo anterior, la segunda simplificación establece que sólo será materia de estudio en esta
Tesis la complejidad de incertidumbre generada o agregada durante el método de identificación
cuando se procesan los datos “limpios” para definir un modelo.
De acuerdo con lo establecido hasta este punto, se puede afirmar que: la estimación de la
complejidad descriptiva y la correspondiente a la complejidad de incertidumbre introducida
por datos espúrios serían objeto de investigación para otros trabajos doctorales.
La tercera y cuarta simplificaciones de esta Tesis plantean que la propuesta de identificación
no se preocupa por la interpretación lingüística de los conjuntos borrosos que se generen en el
proceso, y que sólo se considera la incertidumbre generada en el CBMD del antecedente de cada
regla borrosa, respectivamente. La tercera simplificación se justifica cuando se es consciente
que en muchas circunstancias la aplicación de un modelo obtenido para un sistema de tipo
ingenieril busca ser lo más correcto y preciso posible; el que sea lingüísticamente interpretable
se convierte en una cualidad deseable pero no necesaria. En su Tesis Doctoral, Espinosa en
[50] afirma:
Hay un equilibrio entre precisión numérica e interpretabilidad lingüística. Este
compromiso es una consecuencia de una limitación del cerebro humano para rep-
resentar a un número limitado de categorías en un dominio dado.
3Para estudiar sobre la incertidumbre presente en los datos entrada-salida para identificación, se puede
consultar [49].
69
CAPÍTULO 4 AGRUPAMIENTO E INCERTIDUMBRE EN UN PROCESO DE
IDENTIFICACIÓN DE SIB T-S
Inmediatamente después precisa la limitación a la que se refiere así:
La cantidad de rótulos lingüísticos que un ser humano puede generar para
representar categorías en un dominio dado está limitado tanto como nueve y será
normalmente siete.
Luego, expresa:
Por otro lado, la precisión numérica es importante en la aplicación de políticas
y acciones de control basadas en la información dada por el modelo. Este asunto
de la precisión es especialmente relevante cuando los modelos se utilizan en una
forma dinámica en que el valor predicho es realimentado.
La defensa de la cuarta simplificación, “considerar sólo la incertidumbre generada en el
CBMD del antecedente de cada regla borrosa”, retoma lo descrito en el párrafo inmediata-
mente previo a esta sección, en él se evidencia cómo una repercusión significativa de las fuentes
de pérdidas de información se detecta en la posición, forma y cantidad de CBMDs. Especí-
ficamente cualquier CBMD que se defina para el antecedente de cada regla de un SIB T-S
pretende modelar un régimen de operación del fenómeno real, las variables que aparecen en
esos CBMDs son las empleadas para prever o controlar las dinámicas de interés del sistema
modelado. Luego es obvia la importancia de detectar los CBMDS del antecedente lo mejor
posible de manera que exista una adecuada correspondencia en forma, cantidad y ubicación
de ellos con respecto a las zonas de operación del sistema correspondientes que se puedan
detectar a través de los datos de identificación.
Las consecuencias de efectuar estas simplificaciones pueden ser mejor comprendidas me-
diante la explicación del esquema presentado en la Figura 4.1.
Como recién se ha expresado, cada CBMD (entiéndase también como restricción borrosa)
obtenido en el antecedente de cada regla indica una posible zona de operación para el sis-
tema. Una estimación de la incertidumbre de estas agrupaciones borrosas brinda información
acerca de lo ambiguas (conflictivas e inespecíficas) y vagas que fueron esas zonas de operación
descubiertas por el modelo y por lo mismo cuánta confianza deben generar esas agrupaciones
obtenidas.
Si ∆U representa la incertidumbre producida durante un proceso de identificación, la
incertidumbre U en el modelo obtenido se calcula como U = U0 + ∆U ; en todo caso el
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valor de ∆U será positivo. Además, de acuerdo con la segunda simplificación, la referida a la
limpieza de los datos entrada-salida, la incertidumbre contenida en ellos se asume igual a cero:
U0 = 0, lo que implica U = ∆U . La pretensión al identificar un modelo es obtener entonces
valores de ∆U lo más bajos posibles: ∆U → 0.
D A T O S
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0
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∆U → 0
Figura 4.1: Esquema de agregación de incertidumbre en un proceso de identificación de SIB
T-S con CBMD
En síntesis, esta Tesis Doctoral se enfoca en la incertidumbre que se genera en un modelo
obtenido cuando los datos de identificación “teóricamente puros” se agrupan en CBMDs que
pretenden representar las zonas de operación del sistema real.
Enmarcado en la discusión previa esta Tesis Doctoral brinda las herramientas necesarias
para modificar cualquier propuesta de identificación de modelos usando SIB T-S. Para exa-
minar los aportes de esta Tesis, se toma como ejemplo la propuesta de identificación descrita
en la Sección 3.3. Esa propuesta contiene los pasos típicos en cualquier identificación de un
modelo mediante SIB T-S, por lo que los resultados mostrados en ella no quedan restringidos
a sus particularidades. Se busca que el proceso de identificación conserve el mayor contenido
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posible de información suministrado por los datos.
En la propuesta de identificación contenida en la Sección 3.3, pueden descubrirse por lo
menos dos etapas en las que es posible introducir incertidumbre (perder información), ellas
son: el agrupamiento de reglas básicas y la proyección de estas reglas en la determinación de los
CBMDs en el antecedente de cada regla. ¿Por qué es eso posible y qué tipo de incertidumbre
se introduciría?. La respuesta tiene que ver con el proceso de agrupación de datos que se
propone en el método de identificación [45]. Independiente de la técnica de generación de
grupos empleada, los datos mismos no advierten sobre la necesidad ni la manera de agruparlos.
El método propuesto por Peña utiliza alguna técnica de agrupamiento borrosa que tiene en
cuenta todas las componentes de los datos de entrada, la salida correspondiente y el gradiente
de la señal muestreada. El resultado de la agrupación son “clases de datos entrada-salida-
gradiente” a las que los datos pertenecen en algún grado, o sea, se determinan CBMDs.
Una forma de calcular la incertidumbre en un modelo sería la aplicación de medidas de in-
certidumbre asociadas con la vaguedad (medidas de borrosidad), y medidas de no-especificidad
(medidas de posibilidad). La relación de estos dos tipos de complejidades, en el contexto de
la simplificación de sistemas, ha sido establecida en [51] así:
Cuando simplificamos un sistema, queremos reducir tanto la complejidad basada
en la información descriptiva como la basada en la información de incertidumbre.
Desafortunadamente, estas dos complejidades entran en conflicto una con otra.
En general, cuando reducimos una, la otra se incrementa o, al menos, permanece
inmodificable.
Algo muy similar, pero enmarcado en el contexto de la incertidumbre lingüística, afirmó
Zadeh por medio del principio de incompatibilidad :
A medida que se incrementa la complejidad de un sistema, disminuye nuestra
capacidad de efectuar declaraciones precisas y significativas respecto de su com-
portamiento hasta un valor umbral, luego del cual la precisión y la relevancia llegan
a ser características mutuamente excluyentes.
Dada la importancia de obtener un buen agrupamiento de datos, en la siguiente sección se
hace una propuesta de expresiones matemáticas que pueden ayudar a estimar la bondad del
resultado obtenido en este proceso. Estas expresiones, integradas con valores de incertidumbre
obtenidos en cada grupo, serán parte del índice que se busca en esta Tesis. Estos indicadores
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para el agrupamiento obtenido en un modelo intermedio, son función de dos características: las
compacidades y los solapamientos relativos de cada CBMD. El objetivo de la sección siguiente
será la definición de una concepción, y de una expresión matemática, para la compacidad y
el solapamiento absolutos de cada CBMD, respectivamente. Con base en éstas característi-
cas absolutas también se proponen las nociones de compacidad y solapamiento relativos. El
desarrollo de esa sección se acompaña con una serie de proposiciones matemáticas que descri-
ben varias propiedades de estas características junto con su aplicabilidad en el análisis de un
agrupamiento (o sea, de una familia de CBMDs obtenidos en un proceso de identificación).
4.3. Compacidad y solapamiento de CBMD
Como ya se ha mencionado en líneas anteriores, un aspecto trascendental en esta Tesis
Doctoral es el estudio de la generación de incertidumbre en el método de identificación de
SIB T-S, particularmente durante el proceso de agrupamiento borroso de datos, el cuál da
como resultado una partición borrosa del espacio entrada-salida. En la partición borrosa se
obtendrá la cantidad, ubicación y forma de los CBMDs. Cada CBMD representa una posible
zona de operación del sistema descubierta por el método de identificación e incluida en el
modelo. Adicionalmente, un resultado apropiado de un proceso de agrupamiento es aquel en
que los CBMDs sean acordes con la configuración y ubicación de los datos reales. Un criterio
complementario para establecer la bondad del resultado del agrupamiento de datos es que
cada grupo obtenido sea lo más afín posible con los datos y que los diferentes grupos se hayan
distribuido espacialmente de manera tal que produjeron una adecuada “repartición de los
datos”.
El tema de la calidad del agrupamiento de datos es tratado, entre otras áreas disciplinares,
en la estadística y la informática, donde se lo conoce como análisis de agrupamiento4. Las
siguientes referencias bibliográficas pueden ser consultar para ahondar en el tema del análisis
de agrupamiento: [52], [53], [54] y [55].
Un buen resultado en un agrupamiento de datos despliega grupos cuyos elementos sean
similares entre sí, y diferentes a aquellos pertenecientes a otros grupos. En esta Tesis Doctoral
4Clustering analysis es el término utilizado en Inglés.
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se propone considerar dos propiedades cuando un agrupamiento de datos, o partición borrosa
de datos, es llevado a cabo: la compacidad y el solapamiento. Aunque los términos compacidad
y solapamiento pueden ser encontrados en la literatura de análisis de agrupamiento borroso
de datos, no se hallaron definiciones matemáticas iguales a las formuladas en este Trabajo
Doctoral, así que pueden considerarse como aportes de esta Tesis Doctoral; la intención de
las nociones presentadas es el de emplear en lo posible operaciones propias de los conjuntos
borrosos para calcular los valores de compacidad y solapamiento; es el caso de la compacidad
que usa el concepto de cardinalidad concreta de CBs, mientras que el solapamiento emplea la
noción grado de inclusión entre CBs.
4.3.1. Compacidad
La compacidad es una característica de cada CBMD que habla de qué tan denso es el
conjunto. La densidad de un CBMD se expresará en términos de la proporción entre la cantidad
de datos del conjunto (o sea su cardinalidad) y un valor que indique el tamaño de la región
ocupada por esos datos. La compacidad también puede ser entendida como una medida de
la cercanía de los elementos del conjunto a un dato que se reconoce como su prototipo. Para
esta última interpretación, CBMDs densos o compactos indican que sus elementos exhiben
naturaleza y comportamiento similares entre ellos y semejante al del prototipo del CBMD. Se
postularán dos definiciones para la compacidad de un CBMD, una absoluta y otra relativa. La
compacidad absoluta atiende el análisis de esta característica en el espacio local, individual
del CBMD, mientras que la relativa da cuenta de esta propiedad, comparada con la suma de
los valores absolutos de las compacidades de todos los CBMDs. A continuación serán definidas
matemáticamente ambas nociones y se presentarán varias propiedades de ellas.
Una definición formal de la estimación de la compacidad absoluta de un CBMD requiere
el uso de una función que cumpla con los requerimientos de una medida monótona respecto
a una relación de preorden entre conjuntos que defina el criterio de compacidad, $Ca , entre
conjuntos; donde A $Ca B significa que el conjunto B es por lo menos tan compacto como el
conjunto A. Una función de compacidad absoluta
Ca : P (X)→ R+
debe satisfacer:
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(comp1) Ca (∅) = 0
(comp2) ∀A,B ∈ P(X), A $Ca B ⇒ Ca(A) ≤ Ca(B)
La condición (comp1) establece que el conjunto vacío no presenta valor de compacidad
absoluta; el requerimiento (comp2) determina que si bajo algún criterio de compacidad se
establece una relación de preorden tal que el conjunto A es menor o a lo sumo igual de
compacto que B, la función debe estimar un valor de compacidad para A a lo más igual que
el de B.
El criterio de compacidad absoluta a emplear es: un CBMD es más compacto cuanto más
elementos se ubiquen en una región más pequeña del espacio.
En las Secciones 4.3.1 a 4.3.2 se hará una exposición de las concepciones propuestas acerca
de la compacidad y el solapamiento de un CBMD; además se mostrarán unas proposiciones
asociadas con ellas, que son analizadas en la Sección 4.3.2.
Formalización y proposiciones matemáticas de la compacidad absoluta
Definición 4.1 Compacidad absoluta de un CBMD
Suponga un SIB T-S con L CBMDs, cada conjunto visto como un grupo (o cluster) borroso
de elementos de X. Sea Ai, i = 1, . . . , L cada uno de los grupos o CBMDs del SIB T-S. Se
propone estimar la compacidad absoluta del CBMD Ai, Cai, de la siguiente manera:
Cai =
|Ai|
d¯2i
(4.1)
donde |Ai| es la cardinalidad escalar del CBMD Ai; d¯ 2i es la diferencia cuadrática media
de los elementos de X al prototipo del CBMD Ai. Es bastante común, y así es considerado
en esta Tesis, utilizar al centroide del CBMD como el prototipo del mismo.
La cardinalidad escalar se obtiene como:
|Ai| =
∑
x∈X
µAi(x) =
∑
x∈Sop(Ai)
µAi(x) (4.2)
Donde Sop(Ai) es el conjunto concreto de elementos x deX que tienen grado de pertenencia
mayor que cero, osea:
Sop(A) = {x |µA (x) > 0}
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La distancia cuadrática media de los elementos de X al prototipo del CBMD Ai, se calcula
mediante:
d¯ 2i =
∑
x∈X
µAi(x) d
2(x,vi)
|Ai| =
∑
x∈X
µAi(x) d
2(x,vi)∑
x∈X
µAi(x)
(4.3)
d(x,vi) es una distancia métrica entre el elemento x y el centroide del CBMD Ai, vi. El
centroide se determina a través de:
vi =
∑
x∈X
µAi(x) x
|Ai| =
∑
x∈X
µAi(x) x∑
x∈X
µAi(x)
(4.4)
Las Proposiciones (4.1) a (4.10), que son demostradas a continuación, son necesarias para
descubrir algunas propiedades de la compacidad absoluta de un CBMD.
Proposición 4.1 El centroide de todos los CBMDs con función de pertenencia homogénea
es el mismo, y coincide con el centroide del conjunto universo X. Es decir:
vA = vX
Donde vA es el centroide del CBMD A, y ∀x ∈ X,µA(x) = c; vX es el centroide del
conjunto de datos X.
Proposición 4.2 El valor de la diferencia cuadrática media para cualquier CBMD con fun-
ción de pertenencia homogénea es el mismo. Luego,
d¯2A = d¯
2
X
Donde d¯2A es la distancia cuadrática media de los datos respecto del centroide del CBMD
A, vA , y ∀x ∈ X,µA(x) = c.; y d¯2X es la distancia cuadrática media de los datos respecto del
centroide del conjunto de datos X.
Proposición 4.3 Cuando las distancias individuales de los elementos de X al prototipo de
un CBMD Ai son muy pequeñas, comparadas con las distancias de esos elementos a los otros
CBMDs, el valor de la cardinalidad de Ai tiende al valor de la cardinalidad de X, empleando
la fórmula para el cálculo de grados de pertenencia en [47].
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l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→0
∑
x∈X
µAi(x) = |X|
Observación 4.1 Esta proposición incluye el caso en que ∀x ∈ X, y ∀j = i, d (x,vi) → 0,
sin considerar de manera específica el valor de las distancias con otros CBMDs.
Proposición 4.4 Cuando las distancias individuales de los elementos de X al prototipo de
un CBMD Ai son muy altas, comparadas con las distancias de esos elementos a los otros
CBMDs, el valor de la cardinalidad de Ai tiende a cero, empleando la fórmula para el cálculo
de grados de pertenencia en [47].
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
∑
x∈X
µAi(x) = 0
Proposición 4.5 El valor de la diferencia cuadrática media de los elementos de X a un
CBMD Ai tiende a valores muy grandes, empleando la fórmula para el cálculo de grados de
pertenencia en [47], cuando las distancias individuales de tales elementos al prototipo de ese
CBMD, comparadas con las distancias a los otros CBMDs, tienden a valores muy grandes.
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
d¯2i =∞
Proposición 4.6 El valor de la diferencia cuadrática media de los elementos de X a un
CBMD Ai, tiende a un valor muy pequeño, cuando las distancias individuales de tales ele-
mentos al prototipo de ese CBMD tienden a valores muy pequeños.
l´ım
∀x∈X,d(x,vi)→0
d¯2i = 0
Observación 4.2 Lo demostrado en [47], Proposición 6.1, si x→ vi implica que µAi(x)→ 1
y ∀j = i µAj (x) → 0. Aplicado a la Proposición 4.6, significa que los elementos de X se
encuentran muy cercanos del prototipo del CBMD Ai, mientras que están bastante alejados de
los prototipos de los otros CBMD.
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Proposición 4.7 El valor de |Aj ||Ai| tiende a cero cuando las distancias de los elementos de X
al prototipo del CBMD Ai son muy bajas comparadas con las distancias de esos elementos a
los otros CBMDs.
l´ım
∀x∈X,∀k 	=i,
d(x,vi)
d(x,vk)
→0
|Aj|
|Ai| = 0
Proposición 4.8 El valor de |Aj |
|Ai|
tiende a infinito cuando las distancias de los elementos de
X al prototipo del CBMD Ai son muy altas comparadas con las distancias de esos elementos
a los otros CBMD.
l´ım
∀x∈X,∀k 	=i,
d(x,vi)
d(x,vk)
→∞
|Aj|
|Ai| =∞
Proposición 4.9 El valor de d¯
2
i
d¯2j
tiende a cero, cuando las distancias de los elementos de X
al prototipo del CBMD Ai son muy bajas comparadas con las distancias de esos elementos a
los otros CBMDs.
l´ım
∀x∈X,j 	=i,
d(x,vi)
d(x,vj)
→0
d¯2i
d¯2j
= 0
Proposición 4.10 El valor de d¯
2
i
d¯2j
tiende a infinito cuando las distancias de los elementos de
X al prototipo del CBMD Ai son muy grandes comparadas con las distancias de esos elementos
a los otros CBMD.
l´ım
∀x∈X,j 	=i,
d(x,vi)
d(x,vj)
→∞
d¯2i
d¯2j
=∞
Como se expresó antes, las Proposiciones (4.1) a (4.10), se usan para evidenciar algunas
propiedades de la compacidad absoluta de un CBMD. Estas propiedades serán objeto de
demostración en las proposiciones que son descritas a continuación.
Proposición 4.11 Un CBMD Ai con función de pertenencia homogénea,∀x ∈ X,µAi (x) = a,
tiene menor compacidad absoluta, Cai, que otro CBMD Aj, Caj, con función de pertenencia
homogénea, ∀x ∈ X,µAj (x) = b, si y solo si el CBMD Ai está incluido en Aj. Es decir,
Ai ⊆ Aj ⇔ Cai ≤ Caj
78
CAPÍTULO 4 AGRUPAMIENTO E INCERTIDUMBRE EN UN PROCESO DE
IDENTIFICACIÓN DE SIB T-S
Proposición 4.12 La compacidad absoluta de un CBMD Ai tiende a infinito cuando las
distancias individuales de los elementos de X al prototipo de ese CBMD tienden a cero.
l´ım
∀x∈X,d(x,vi)→0
Cai =∞
Proposición 4.13 La compacidad absoluta de un CBMD Ai tiende a cero cuando las dis-
tancias individuales de los elementos de X al prototipo de ese CBMD tienden a valores muy
grandes, comparadas con las distancias a otros CBMDs.
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
Cai = 0
Formalización y proposiciones matemáticas de compacidad relativa
Definición 4.2 Compacidad relativa de un CBMD.
En esta Tesis más que tratar con la compacidad como un concepto o valor absoluto, se
considera adecuado hacerlo en términos relativos. De acuerdo con esta intensión, se define la
compacidad relativa del CBMD Ai, Cri, como:
Cri =
Cai
L∑
i=1
Cai
(4.5)
donde L es el número de CBMDs.
Proposición 4.14 La suma de todas las compacidades relativas de un SIB T-S es 1.
L∑
i=1
Cri = 1.
Proposición 4.15 La compacidad relativa de un CBMD tiende a uno si y sólo si las distan-
cias de los elementos de X a su prototipo son muy pequeñas comparadas con las distancias de
esos elementos a los otros CBMDs.
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→0
Cri = 1
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Observación 4.3 La última proposición informa sobre la prescindibilidad en un modelo, de
los CBMDs diferentes al CBMD i (aquel que obtuvo Cri → 1). Un valor de compacidad relativa
muy alto significa que gran proporción de elementos de X se encuentran cercanos al prototipo
del CBMD Ai, y ello implicaría que los elementos están siendo conveniente y suficientemente
representados por medio de este único CBMD.
Proposición 4.16 La compacidad relativa de un CBMD tiende a cero si y sólo si las distan-
cias de los elementos de X a su prototipo son muy grandes comparadas con las distancias de
esos elementos a los otros CBMD.
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
Cri = 0
Observación 4.4 El resultado de la anterior proposición podría usarse como un elemento de
juicio para prescindir de un CBMD Ai. Si el CBMD Ai, exhibe un valor muy bajo de su com-
pacidad relativa, significa que una muy baja proporción de elementos de X son adecuadamente
representados por el prototipo del conjunto.
Proposición 4.17 El valor de la compacidad relativa de cualquier CBMD varía en el inter-
valo (0, 1)
4.3.2. Solapamiento
Esta característica informa sobre cómo fueron repartidos los elementos del conjunto uni-
verso X en los diferentes CBMDs obtenidos en el proceso de agrupamiento de datos. In-
tuitivamente, un proceso de generación de CBMDs se considera más acertado, cuanto más
diferenciados sean los CBMDs descubiertos. Aunque será una noción evaluada para cada
CBMD, y a diferencia de la compacidad absoluta, el solapamiento absoluto de un CBMD
es una característica que depende de la ubicación y configuración de los otros CBMDs del
sistema, es decir, el solapamiento absoluto es una propiedad intergrupal, mientras que la com-
pacidad absoluta es una característica intragrupal. Al igual que ocurrió con la compacidad,
al solapamiento también se le propone una visión relativa; tanto el enfoque absoluto como el
relativo del solapamiento, serán presentados a continuación.
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Para que una función pueda emplearse para el cálculo del solapamiento absoluto de un
CBMD, requiere definirse una serie de condiciones matemáticas. La condición más importante
es que cumpla con un requerimiento de monotonía respecto a una relación de preorden entre
conjuntos. Esta relación, $Sa , define el criterio de solapamiento entre dos conjuntos A y B,
donde A $Sa B significa que el conjunto B está por lo menos tan solapado con otros conjuntos
como el conjunto A. La función de solapamiento absoluta
Sa : P (X)→ R+
debe cumplir con:
(solap1) Sa (∅) = 0;
(solap2) ∀A,B ∈ P (X), A $Sa B ⇒ Sa(A) ≤ Sa(B)
La condición (solap1) establece que el conjunto vacío no presenta valor de solapamiento.
El requerimiento (solap2) determina que si bajo algún criterio de solapamiento se establece
una relación de preorden tal que el conjunto A se encuentre a lo sumo igual de solapado que
B, la función debe estimar un valor de solapamiento para A a lo sumo igual que el de B. El
criterio de solapamiento absoluto a emplear es: un CBMD se encuentra más solapado cuanto
más elementos sean compartidos con otros CBMDs.
Formalización y proposiciones matemáticas de solapamiento absoluto
Definición 4.3 Solapamiento absoluto entre dos CBMDs
Para empezar se propone estimar el solapamiento entre dos CBMDs empleando la conocida
medida de inclusión entre dos conjuntos borrosos. Se define el grado de solapamiento del
CBMD Ai respecto del CBMD Aj:
Sij =
|Ai ∩ Aj|
|Ai| (4.6)
Proposición 4.18 El valor Sij ∈ [0, 1]
Observación 4.5 El valor cero en Sij se presenta cuando |Ai ∩ Aj| = 0, caso en que Ai∩Aj =
∅. El valor uno se obtiene cuando |Ai ∩ Aj| = |Ai|, evento en el cual Ai ⊆ Aj.
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Definición 4.4 Solapamiento absoluto de un CBMD
En esta Tesis se propone el solapamiento absoluto del CBMD Ai, Sai, como la suma de
los solapamientos de Ai con los otros CBMDs, luego:
Sai =
L∑
j=1;j 	=i
Sij (4.7)
Proposición 4.19 El solapamiento absoluto de un CBMD Ai es cero si y sólo si no se inter-
secta con algún otro CBMD, o sea:
∀j = i, Ai ∩Aj = ∅ ⇔ Sai = 0
Proposición 4.20 El solapamiento absoluto de un CBMD Ai es, a lo más, L− 1 si y sólo si
él está incluido en el resto de CBMDs.
∀j = i, Ai ⊆ Aj ⇔ Sai ≤ L− 1
Proposición 4.21 El solapamiento absoluto de la unión de dos CBMDs disyuntos, Ai y Ak,
es menor que la suma de los solapamientos absolutos de cada CBMD.
Sai∪k ≤ Sai + Sak
Observación 4.6 El resultado de la anterior proposición significa que la función definida
para calcular el solapamiento absoluto es una medida subaditiva.
Formalización y proposiciones matemáticas de solapamiento relativo
Definición 4.5 Solapamiento relativo de un CBMD
Tal y como se hizo con la noción de compacidad, se propone el solapamiento en términos
relativos. Así pues, se establece el solapamiento relativo del CBMD Ai así:
Sri =
Sai
L∑
j=1
Saj
(4.8)
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Proposición 4.22 La suma de los solapamientos relativos de todos los CBMDs de un SIB
T-S es 1.
L∑
i=1
Sri = 1.
Proposición 4.23 El solapamiento relativo de un CBMD Ai es cero si y sólo si no comparte
elementos con los otros CBMD.
∀j = i, Ai ∩ Aj = ∅ ⇔ Sri = 0
Observación 4.7 La situación expuesta en la Proposición 4.23, indica que el CBMD Ai es
el único que se encuentra en posibilidad de representar el comportamiento de los datos que
contiene, pues no los comparte con algún otro CBMD.
Proposición 4.24 El solapamiento relativo de un CBMD Ai alcanza el valor máximo de 1
si los otros CBMDs se solapan completamente con el CBMD Ai y si entre estos últimos no se
comparten elemento alguno.
(∀j = i, Aj ⊆ Ai) ∧ (∀k, j, k = j, Aj ∩ Ak = ∅)⇔ Sai = 1
0 ≤ Srk ≤ 1, ∀k, k = 1; . . . , L
Observación 4.8 El contexto descrito en la Proposición 4.24 indica que el CBMD Ai (que
contiene la unión de los demás CBMD, disyuntos entre ellos por demás), podría estar en
capacidad de representar o agrupar el comportamiento de todos los datos de X.
Proposición 4.25 El valor del solapamiento relativo de cualquier CBMD varía en el intervalo
[0, 1] .
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Interpretación de algunos aspectos de las nociones propuestas
A continuación se hará una interpretación sobre las posibles combinaciones de los resulta-
dos obtenidos en las Proposiciones 4.16, 4.15, 4.23 y 4.24. Aunque estos son casos extremos,
tal interpretación será de utilidad para la toma de decisiones acerca de la permanencia o com-
binación (integración) de CBMDs, que han sido obtenidos en la etapa de agrupamiento de
datos dentro de un proceso de identificación. Suponga el caso en que un CBMD Ai, posee muy
bajas compacidad y solapamiento relativos, es decir, Sri → 0 y Cri → 0. Un solapamiento
relativo con tendencia o igual a cero significa que el CBMD Ai casi no comparte elementos
con otros CBMD Aj, j = i, o sea que la zona de operación del sistema identificada por este
CBMD está muy bien definida. Sin embargo, una Cri → 0 se interpreta como que muy pocos
elementos del conjunto de datos entrada-salida se ven reflejados o situados en esa zona. La
importancia o no de esa zona de operación para el modelado del sistema quedaría sujeta a
un análisis más profundo, de modo que pueda establecerse si ese CBMD Ai está identificando
alguna dinámica secundaria, o aún extraña, o si se originó por causa de datos espúrios (o
outliers).
Considérese ahora el evento en que Sri → 0 y Cri → 1. La interpretación previa para
Sri → 0 seguiría siendo válida, sin embargo ahora Cri → 1 señala que el comportamiento de la
mayoría de los datos entrada-salida presentados en el proceso de agrupamiento se ve reflejado
en la zona determinada por el CBMD Ai. Esta situación plantea el asunto de la “necesidad”
de los otros CBMD Aj, j = i, y por tanto de un estudio más detallado del conjunto de datos
del proceso que se modela.
Para los dos casos siguientes se supondrá que Sri → 1, lo que significa que el CBMD
Ai incluye a los demás CBMD Aj, j = i y que estos últimos definen zonas separadas de
operación. Si se tiene un valor Cri → 1 significa que la casi totalidad de los datos entrada-
salida se encuentran apropiadamente representados por medio de la zona determinada por el
CBMD Ai, y que los otros CBMD (incluidos en Ai) podrían ser innecesarios para modelar
el sistema. Si Cri → 0 puede entenderse como que los CBMD Aj, j = i son mucho más
específicos que el CBMD i y han distinguido zonas de operación más delimitadas al interior
de la zona señalada por el CBMD Ai. Esta situación suscita un examen sobre la necesidad del
CBMD Ai y, obviamente, de la zona de operación definida por él.
84
CAPÍTULO 4 AGRUPAMIENTO E INCERTIDUMBRE EN UN PROCESO DE
IDENTIFICACIÓN DE SIB T-S
En la Capítulo 9 se muestra un análisis sobre el comportamiento de los valores de compaci-
dad y de solapamiento propuestos en esta sección, empleando datos de un modelo semifísico
de base fenomenológica.
4.4. Definición de una función que evalúa la calidad de
una partición borrosa con base en las nociones de
compacidad y solapamiento
Uno de los subprocesos comunes a todos los métodos de identificación de modelos usando
SIB T-S, es la definición de una partición borrosa de datos en el espacio entrada-salida, a lo
que se ha denominado proceso de agrupamiento borrosa de datos.
Una noción importante para el desarrollo del índice propuesto en esta Tesis Doctoral dentro
de un proceso de identificación, es la de adecuación o calidad del agrupamiento. La calidad de
un agrupamiento contemplará dos aspectos. Uno da cuenta de la repartición o distribución de
los datos del sistema en los CBMDs. El segundo alude a la congruencia o cohesión de cada
CBMD con los datos que agrupa.
Un buen proceso de agrupamiento debe producir CBMDs que cubran adecuadamente
la región de los datos del sistema, al tiempo que en cada conjunto se ubiquen datos con
características o comportamientos similares.
La evaluación de la repartición de los datos en los CBMDs tomará en consideración el grado
de solapamiento de cada CBMD. Mientras menos solapados se encuentren los conjuntos, menos
incertidumbre habrá acerca de la pertenencia de los elementos en los CBMDs y, posiblemente,
mejor cobertura habrá de la región de los datos ofrecidos por el sistema. La valoración de la
congruencia de cada CBMD con sus datos será obtenida a través del cálculo de la compacidad.
Mientras más compacto sea un conjunto, más similitud habrá entre sus elementos, y a la vez
entre estos elementos y el prototipo del CBMD.
En adelante al valor de la calidad del CBMD Ai relacionada con la distribución de los
datos, se lo representa como Qdi y al valor asociado con la calidad por cohesión como Qci.
Por cada uno de estos aspectos de la calidad del CBMD, se definen en esta Tesis ciertos
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requerimientos o principios que los relacionan con el solapamiento y la compacidad relativos,
respectivamente; de manera que pueda establecerse una función Qc que relacione valores Qci
con valores Cri, Qci = Qc(Cri); y una función Qd tal que Qdi = Qd(Sri). A través de estos
principios se hará una exploración de algunas funciones matemáticas que formalicen dichas
relaciones. Este será el tema a tratar a continuación.
4.4.1. Funciones matemáticas que pueden establecer la relación en-
tre Qci y Cri.
Cualquier función Qc que pretenda establecer una relación entre la calidad de la cohesión
del CBMD Ai con su compacidad relativa, Cri, debe exhibir un comportamiento monótona-
mente creciente con respecto a esta última, luego:
Qc : (0, 1)→ R+
donde:
(coh1) Cri < Crj ⇒ Qc(Cri) ≤ Qc(Crj), ∀i, j ∈ {1, 2, . . . , L} donde L es el número
de CBMD obtenidos.
(coh2) l´ım
Cri→0
Qc(Cri) = 0
El requerimiento (coh1) hace referencia a la monotonicidad creciente de la cohesión res-
pecto de la compacidad. El requerimiento (coh2) plantea que la calidad del CBMD Ai debida
a la cohesión de los datos, debe tender a cero cuando el valor de la compacidad tiende a un
valor nulo.
Existe un amplio espectro de funciones que podrían explorarse como candidatas para el
cálculo de la calidad asociada con la cohesión de datos: polinómicas, logarítmicas, trigonomé-
tricas, etc.. En esta Tesis serán analizadas las funciones tipo exponencial debido al análisis
sencillo que puede efectuarse sobre su comportamiento y, además, su directa relación con
las funciones algorítmicas empleadas en la estimación de la incertidumbre, lo que facilita la
integración de ambas en el índice final propuesto en esta Tesis.
Con base en los requerimientos axiomáticos (coh1) y (coh2) se exploraron dos funciones
para estimar la calidad por cohesión de datos a partir de la compacidad relativa.
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Figura 4.2: Función candidata 1 para estimar la cohesión de un CBMD con base en su
compacidad.
Función candidata 1. Qc (Cri) = exp−1
(
1
Cri
)
, cuyo comportamiento se muestra en la
Figura 4.2
La primera derivada para esta función es: Qc′ (Cri) = 1
exp
(
1
Cri
)
Cr2i
= Qc(Cri)
Cr2i
. Y la segun-
da derivada es Qc(Cri) =
exp
(
1
Cri
)
(1−2Cri)
Cr4i
= Qc
′(Cri)(1−2Cri)
Cr2i
. El comportamiento de ambas
derivadas se muestra en la Figura 4.3.
Esta función candidata 1 cumple con los requerimientos establecidos en (coh1) y (coh2).
Sin embargo tiene un comportamiento poco justificable para representar el valor de calidad
de la cohesión, detectable en su primera derivada, en la que aparece un punto de inflexión en
Cri = 0,5. Esto sugiere que el incremento del valor de la cohesión respecto del incremento de
la compacidad es positivo hasta este valor, y a partir de él se vuelve negativo. O sea, todo
valor de compacidad relativa superior a 0,5, trae asociado una reducción en el incremento de
la cohesión correspondiente. Ello no parece ser un comportamiento intuitivamente aceptable.
Función candidata 2. Qc(Cri) = exp (Cri) − 1. El desarrollo de esta función en (0, 1)
puede observarse en la Figura 4.4:
Dada la naturaleza trivial de la primera y segunda derivadas de la función exp (Cri) − 1
no se consideró necesario efectuar alguna exposición sobre ellas. Esta función satisface las
condiciones impuestas. Por lo tanto se conserva como la opción válida, dentro de las dos
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Figura 4.3: (a) Primera derivada de la función candidata 1; (b) Segunda derivada de la función
candidata 1.
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Figura 4.4: Función candidata 2 para estimar la cohesión de un CBMD con base en su
compacidad.
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alternativas exploradas, para estimar la propiedad de cohesión a partir de la compacidad.
4.4.2. Funciones matemáticas que pueden establecer la relación en-
tre Qdi y Sri
Para relacionar la calidad del CBMD Ai referida con la distribución de los datos, Qdi, y
la noción de solapamiento relativa, Sri, es plausible pensar, tomando a Qdi como variable
dependiente, que la función propuesta debería decrecer monótonamente con el incremento en
el valor del solapamiento relativo del CBMD Ai, Sri. Así pues:
Qdi : [0, 1]→ R+
donde:
(distr1) Sri < Srj ⇒ Qd(Sri) ≥ Qd(Srj), ∀i, j ∈ {1, 2, . . . , L} donde L es el número
de CBMD obtenidos.
(distr2) Sri = 0⇒ Qd(Sri) = 1
El requerimiento (distr1) hace referencia a la monotonicidad decreciente. El requerimiento
(distr2) plantea que la calidad del CBMD debida a la distribución de los datos debe ser uno,
cuando el valor del solapamiento relativo es un valor nulo. La misma razón establecida para la
elección del tipo de función exponencial para la concreción de la estimación de la calidad por
cohesión de datos, es adoptada para justificar la exploración de las funciones para la calidad
por distribución de datos.
De acuerdo con estos requerimientos, se han estudiado dos funciones como opciones para
la estimación de la distribución de los datos en el CBMD Ai, de acuerdo con el valor del
solapamiento relativo del mismo.
Función candidata 1. Qd (Sri) = exp
(
1
Sri
)
. La Figura 4.5 presenta el desarrollo de esta
función en el intervalo [0, 1].
Como puede observarse, esta función cumple con los requerimientos (distr1) y (distr2),
pero su evolución en el intervalo no es suave, es decir, el paso del estado de contribuir al-
tamente al valor de la calidad a no contribuir significativamente, se hace en un intervalo
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Figura 4.5: Función candidata 1 para estimar la calidad de la distribución de datos con base
en el solapameinto relativo.
demasiado estrecho de Sri. Un comportamiento como éste es muy difícil de respaldar desde
las características de un CBMD real.
Función candidata 2. Qd (Sri) = 1exp(Sri) . En la Figura 4.6 se muestra el desenvolvimien-
to de la función en el intervalo [0, 1]. El comportamiento de esta función se aprecia adecuado,
no sólo porque satisface los requerimientos fijados (distr1) y (distr2), si no porque su desen-
volvimiento es suave en el intervalo de interés.
Como resultado de lo descrito en la Sección 4.4 se empleará la función exp(Cri)− 1 para
calcular la calidad de un CBMD Ai asociada con la cohesión de sus elementos Qci, mientras
que para estimar la calidad del CBMD Ai con respecto a la distribución de los datos de X,
Qdi, se utilizará la función 1exp(Sri) .
Las demostraciones de las siguientes Proposiciones 4.26 y 4.27 se efectúan bajo el supuesto
que no se considera una posible restricción o relación entre Qc(Cri) = exp (Cri) − 1 y
Qd (Sri) =
1
exp(Sri)
.
Proposición 4.26 La calidad de un CBMD Ai asociada con la cohesión de sus datos, Qci,
asume valores en el intervalo (0, e− 1).
Prueba. En la Proposición 4.17, se demostró que 0 < Cri < 1 y además satisface la
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Figura 4.6: Función candidata 2 para estimar la calidad de la distribución de datos con base
en el solapamiento relativo.
restricción (coh1) (monotonicidad creciente). Por tanto, Qc (0) < Qc (Cri) < Qci (1). Ahora:
l´ım
Cri→0
Qc (Cri) = l´ım
Cri→0
(exp(Cri)− 1) = l´ım
Cri→0
exp(Cri)− 1 = 0
y
l´ım
Cri→1
Qc (Cri) = l´ım
Cri→1
(exp(Cri)− 1) = l´ım
Cri→1
exp(Cri)− 1 = e− 1
Proposición 4.27 La calidad de un CBMD Ai asociada con la distribución de los datos de
X, Qdi, asume valores en el intervalo
[
1
e
, 1
]
.
Prueba. Mediante la Proposición 4.25, se estableció que 0 ≤ Sri ≤ 1. Adicionalmente, al
cumplir la restricción (distr2) se tiene que Qd (0) ≥ Qd (Sri) ≥ Qd (1). De este modo:
Qd (0) =
1
exp (0)
= 1
y
Qd (1) =
1
exp (1)
=
1
e
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Capítulo 5
Expresiones matemáticas propuestas
como Índice Incertidumbre -
Disconformidad, IUD
El objetivo general de esta Tesis Doctoral es plantear un criterio de evaluación de SIBs
T-S en un proceso de identificación. Este criterio pretende ayudar en la determinación de
particiones borrosas apropiadas. Lo apropiado de cada partición dependerá tanto de la correc-
titud, precisión y completez de los datos suministrados al algoritmo de agrupamiento, como
de qué tan “adecuados” han sido los grupos arrojados en la partición. Planteando el supuesto
de “calidad garantizada ” de los datos, entonces lo apropiado de la partición descansará en el
algoritmo y la adecuación de los grupos o CBMDs que produce.
La propuesta de identificación de SIB T-S, formulada por Peña, M., Álvarez, H., Carelli,
R. y di Sciascio, F. a través de [44], [45], [46], [47] y [48] utiliza el algoritmo de agrupamiento
borroso de datos Fuzzy C-Means -FCM- [56], y el índice de Cubrimiento Espacial -Ce- [57],
con el propósito de encontrar una partición borrosa adecuada para los datos presentados al
proceso de identificación. El análisis expuesto en el Apéndice H, detalla el papel desempeñado
por la función objetivo del algoritmo FCM y por el índice Ce. El algoritmo FCM determina la
partición borrosa más adecuada con base en el valor de una función objetivo evaluada en las
diversas particiones exploradas. El algoritmo procede definiendo distintas particiones con el
mismo número de grupos. La función objetivo del algoritmo FCM puede interpretarse como la
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suma de las “varianzas”1 de cada grupo de la partición. Cada “varianza” puede ser apropia-
damente entendida como una medida de la similitud de los datos del grupo correspondiente.
El algoritmo evoluciona hasta que se encuentren una pareja de particiones consecutivas en las
que la diferencia del valor de la suma de las “varianzas” de sus respectivos grupos, sea a lo
sumo igual a un valor umbral establecido. Ahora, el hecho de haber encontrado una partición
conveniente con un número fijo de grupos no es garantía de que se hubiese determinado una
partición adecuada, pues ésta podría encontrarse con un número diferente de grupos. En esta
situación debe complementarse el algoritmo con una medida de validez de agrupamiento, es el
caso, por ejemplo, del índice Ce. Este índice se calcula a través de la diferencia entre el valor
de la función objetivo del FCM y el de la varianza de los centros de cada grupo con respecto
al centro de datos. La varianza citada puede entenderse como una medida de la diferencia
de los grupos, mientras mayor sea esta término más diferenciados son los grupos y ello, a
su vez, informa de una adecuada distribución de los datos en los distintos grupos. Así pues,
la varianza de los centros de grupo puede pensarse como una medida de la inadecuada (o
adecuada) distribución de los datos en los grupos, la que al ser tenida en cuenta en el índice
Ce, complementa la información suministrada por la función objetivo del FCM, y se emplea
para hallar un apropiado número de grupos en un proceso de agrupamiento de datos.
5.1. Aspectos generales para las expresiones matemáti-
cas propuestas
El análisis recién efectuado sobre los papeles jugados por la función objetivo del algoritmo
FCM y del índice Ce, motivó a proponer un índice que lleve a cabo algo similar al Ce, pero que
incorpore un elemento nuevo: la preservación de información en el proceso de agrupamiento.
El índice a proponer evaluará, entonces, dos aspectos: la disposición espacial de los datos y
la preservación de la información en los CBMDs producidos por el algoritmo de partición.
El propósito al plantear estos dos matices del criterio es hallar CBMDs que se correspondan
con las principales dinámicas del sistema, al tiempo que se estime la cantidad de incer-
1No es estrictamente el concepto de varianza propio de la estadística.
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tidumbre que los CBMDs introducen cuando se reduce la complejidad2 del modelo inicial de
datos.
La incertidumbre es un fenómeno que no es posible evitar en un proceso de identificación;
uno de los propósitos del índice será observar su comportamiento. El índice, en lugar de cuidar
la preservación de la información, mostrará la agregación de incertidumbre en cada modelo
o partición generada. Similarmente, el índice no mostrará qué tan acertadamente dispuestos
quedaron los datos en los CBMDs, sino el fenómeno contrario, o sea, cuan mal dispuestos
o desubicados resultaron, a lo que se llamará disconformidad espacial. En las próximas sec-
ciones se efectúa una presentación y análisis de expresiones algebraicas candidatas a índice
incertidumbre - disconformidad.
El índice se materializará a través de una función matemática que se denominará índice
incertidumbre - disconformidad, que será denotado como IUD, que complementa al conocido
índice de desempeño; este último usado en la evaluación de la capacidad de aproximación y
generalización de un modelo.
5.1.1. Comportamiento funcional
Con el fin de evitar confusiones futuras es obligatorio unificar algunas nociones aparecidas
en secciones previas con el propósito de ganar claridad en la discusión. Las expresiones in-
certidumbre total e incertidumbre agregada fueron empleadas indistintamente para referirse a
la incertidumbre ligada con la ambigüedad, esta última conocida también como incertidumbre
basada en información deficiente. En adelante, el término ambigüedad será sinónimo único de
incertidumbre basada en información deficiente. La expresión incertidumbre total se usará ex-
clusivamente para referirse a la incertidumbre que toma en consideración tanto la ambigüedad
como la vaguedad; en la que vaguedad es sinónimo de incertidumbre lingüística. La expresión
más trivial incertidumbre agregada deberá entenderse como la incertidumbre introducida en
un modelo intermedio o final durante el proceso de identificación. En cualquier modelo siem-
pre se agregará incertidumbre, pues se establece como premisa que sólo el modelo inicial,
conformado por el conjunto de datos entrada-salida, conserva toda la información disponible
del sistema y no exhibe incertidumbre.
2La complejidad, o grado de complejidad, de un sistema cualquiera es discutido en la Sección 2.3.
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Esta Tesis plantea el uso de un índice incertidumbre - disconformidad IUD para evaluar los
modelos o SIB T-S que van surgiendo en un proceso de identificación. La evaluación de cada
SIB T-S se concentrará exclusivamente en los antecedentes de las reglas que lo componen; el
resto de la estructura del SIB T-S, y la información respectiva, localizada en las funciones
matemáticas lineales que hacen parte del consecuente de sus reglas no serán consideradas.
Cada modelo a evaluar es una partición borrosa en el espacio entrada-salida de los datos
generados en el proceso de identificación. Para formalizar matemáticamente un índice IUD es
conveniente precisar la noción de partición borrosa.
Siendo que P˜ (X) está constituido por cada conjunto borroso posible del universo X, el
conjunto P
(
P˜ (X)
)
está conformado por todas las familias de conjuntos borrosos de X. Sólo
algunas de estas familias, cuya colección se reseña como FP˜ (X), cumplen con los reque-
rimientos para ser particiones borrosas del universo X. Luego, el conjunto de particiones
borrosas es un subconjunto de P
(
P˜ (X)
)
, es decir FP˜ (X) ⊂ P
(
P˜ (X)
)
. Las particiones
borrosas satisfacen un requisito: los grados de pertenencia de cada elemento x ∈ X a los con-
juntos borrosos de la partición, suman 1. Sintetizando, suponga que m ∈ P
(
P˜ (X)
)
donde
m =
{
A
∣∣∣A ∈ P˜ (X)}, entonces m ∈ FP˜ (X) si, y sólo si, ∀x ∈ X,∑A∈m µA (x) = 1.
Al inicio de la Sección 5.1, se expresó que la propuesta de índice incertidumbre - discon-
formidad integraría dos aspectos: 1) el contenido de incertidumbre de cada CBMD Ai ∈ m,
i = 1, . . . , Lm, Lm es el número de CBMDs en la partición m; 2) la inadecuada disposición
espacial de los datos en cada CBMD Ai.
Se podrían definir dos comportamiento opuestos de las expresiones matemáticas candidatas
a índice IUD, con respecto al aumento de los valores tanto del contenido de incertidumbre como
con el de la inadecuada disposición espacial de los datos: uno de los comportamientos sería
creciente y el otro decreciente. Formalmente, para el comportamiento creciente se establecería.
Sea mi ∈ FP˜ (X) cualquier partición borrosa sobre X; entonces,
(m1 $U m2) ∧ (m1 $D m2)⇒ IUD (m1) ≤ IUD (m2);
En palabras, se establece que el índice incertidumbre - disconformidad debe ser no decre-
ciente con el incremento tanto de la incertidumbre como de la disconformidad espacial de los
datos en las particiones.
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Donde IUD (mi) es el valor del índice incertidumbre - disconformidad para la partición
mi; $U es una relación de orden parcial en FP˜ (X) definida con base en los valores de incer-
tidumbre de cada CBMD Ak ∈ mi k = 1, . . . , Lmi; $D es una relación de orden parcial en
FP˜ (X) definida con base en el grado de disconformidad espacial de los datos distribuidos en
los distintos CBMDs Ak ∈ mi.
Mientras que la estipulación matemática para el comportamiento decreciente sería:
(m1 $U m2) ∧ (m1 $D m2)⇒ IUD (m1) ≥ IUD (m2);
Según esta formulación, el índice incertidumbre - disconformidad debe ser no creciente con
el incremento tanto de la incertidumbre como de la disconformidad espacial de los datos en
las particiones.
Con base en estos dos requerimientos axiomáticos alternativos, se podrían proponer una
cantidad ilimitada de expresiones matemáticas para concretar el índice buscado. Sin embargo,
e independiente de la ley del comportamiento a la que obedezcan, la elección de la expresión
final para IUD se regirá por los criterios que se definen en la Sección 7.
Antes de emprender la exploración y descripción de distintas funciones matemáticas can-
didatas a índice incertidumbre - disconformidad, IUD, se detalla una expresión que considera
exclusivamente los valores de ambigüedad y vaguedad presentes en cada CBMD de una par-
tición particular con el objeto de estimar la cantidad de incertidumbre global de la misma.
Esta función es presentada sólo con fines comparativos posteriores, pero no será tomada como
una expresión candidata a índice incertidumbre - disconformidad. Las razones de este descarte
serán obvias posteriormente.
Expresión para efectuar un estimativo de la incertidumbre global de un modelo
Esta expresión, que será simbolizada como U , tiene como fin estimar la incertidumbre
global contenida en la partición m, con base en los valores calculados de los tres tipos especí-
ficos de incertidumbre presentes en los CBMDs Ai i = 1, . . . , Lm. Una estructura general para
esta expresión se muestra a continuación:
U = G (u1, . . . , uLm) (5.1)
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La función G tiene como objetivo agregar los valores ui i = 1, . . . , Lm. Cada ui es definido
como el valor de la cantidad de incertidumbre del CBMD Ai.
La operación
∑
se ha planteado para llevar a cabo la pretendida operación de agregación;
es decir,
G (·) =
∑
(·) (5.2)
Por tanto, la expresión para U es la siguiente:
U =
Lm∑
i=1
ui (5.3)
En (5.3) los términos de ui se calculan según los valores normalizados de las componentes
de incertidumbre que aparecen en cada CBMD.
La cantidad de incertidumbre en cada CBMD, será estimada con base en la función cre-
ciente, h, de los valores de ambigüedad Bin y vaguedad Vin, presentes en cada CBMD Ai. Se
propone que la función h sea la adición de sus argumentos:
ui = h (Bin, Vin)
= Bin + Vin (5.4)
El valor de Bin se calcula de acuerdo con los valores de normalizados de conflicto CFin y
no-especificidad NEin , generados en cada CBMD Ai. Luego, Bin = CFin +NEin , Bin ∈ [0, 1];
similarmente, Vin ∈ [0, 1].
En adelante, y con fines de economía notacional, las expresiones Bin+Vin o CFin+NEin+
Vin, se representarán como Ui.
El índice U se expresa finalmente como:
U =
Lm∑
i=1
Ui (5.5)
A continuación son presentados dos grupos de expresiones matemáticas candidatas a ser
índice de incertidumbre - disconformidad. Estas no fueron las únicas exploradas, de hecho
muchas fueron descartadas por no cumplir satisfactoriamente las condiciones deseables del
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índice. Las distintas expresiones matemáticas candidatas al índice incertidumbre - discon-
formidad, como acaba de ser mencionado, han sido ubicados en dos grandes categorías: las
disyuntivas y las conjuntivas. El uso de estos nombres intenta describir la manera en que
son combinados -operados- matemáticamente los valores de incertidumbre y disconformidad
espacial de cada CBMD Ai. Conjuntivas son aquellas expresiones que combinan los valores de
incertidumbre y de disconformidad en cada CBMD, antes de ser agregados sobre todos los CB-
MDs, para obtener un valor global en la partición. Las disyuntivas combinan separadamente
las incertidumbres de todos los CBMDs, paralelamente se hace con las disconformidades y,
finalmente, se combinan esos dos resultados.
5.1.2. Índices de disyunción incertidumbre - disconformidad
La nominación de disyunción para esta familia de expresiones matemáticas, pretende enfa-
tizar la independencia en el aporte, al valor final de la expresión, de los valores de los términos
ui y qi. Los términos ui i = 1, . . . , Lm , en los que Lm es la cantidad de CBMDs que aparecen
en la partición borrosa m, se calculan con base en los valores de incertidumbre producidos
en cada CBMD Ai de una partición m. Los términos qi, por su parte, se estimarán según los
valores de la inadecuada disposición de los datos en cada CBMD Ai, a lo que también se le
denominará disconformidad espacial. Esta independencia se verifica cuando se aplica una fun-
ción G sobre los valores ui, mientras que la función H lo hace sobre el conjunto de valores qi.
Esta familia de índices se comporta de acuerdo con una función matemática cuya estructura
general es:
I = F (G (u1, . . . , uLm) , H (q1, . . . , qLm)) (5.6)
Donde:
I: valor de la expresión matemática candidata a IUD para una partición borrosa m, donde
m ∈ FP˜ . En adelante será representado como I (m).
ui: valor calculado con base en el valor de incertidumbre presente en el CBMD Ai, donde
Ai ∈ m.
qi: valor que se obtiene por la inadecuada disposición de los datos en el CBMD Ai -
disconformidad espacial- según la partición borrosa m.
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G: función que agrega los valores asociados con las incertidumbres presentes en los CBMDs
Ai.
H: función que agrega los valores asociados con las disconformidades de los CBMDs Ai.
F : función que agrega los valores estimados por las funciones de G y H.
Lm: cantidad de CBMDs que aparecen en la partición borrosa m.
En todas las funciones disyuntivas los términos ui obedecen a la Expresión (5.4); la función
G se define según la Fórmula (5.2). Ello significa que:
G (u1, . . . , uLm) =
Lm∑
i=1
ui =
Lm∑
i=1
Ui = U.
La función H (q1, . . . , qLm), a diferencia de la función G, se manifestará en diferentes con-
figuraciones.
De acuerdo con lo anterior, las expresiones matemáticas candidatas pertenecientes a la
familia disyuntiva presentan la siguiente estructura funcional:
I = U ⊛H (q1, . . . , qLm) (5.7)
Donde la operación ⊛ corresponde a la función F .
En las próximas secciones serán presentadas las expresiones candidatas correspondientes
a esta familia. Las primeras 4 expresiones disyuntivas definen la operación ⊛ mediante la
multiplicación (·), las restantes la definen mediante la adición (+).
En varias de las expresiones disyuntivas a plantear, la definición del término qi pretende
aplicar los conceptos formulados y desarrollados en las Secciones 4.3 y 4.4. Ello porque se
pretende considerar el concepto de disconformidad espacial de los datos en una partición
cualquiera m, como una noción antónima a la de calidad de la misma. Para comprender la
razón de esta propuesta es necesario recordar las tareas que desempeñan la función objetivo
del algoritmo FCM y el Índice de Cubrimiento Espacial Ce. Se mencionó al inicio de la Sec-
ción 5.1 que la función objetivo del algoritmo FCM se encarga de determinar una partición
con una apropiada similitud intragrupo, mientras que el índice Ce se preocupa por comple-
mentar la información de la función del FCM, ubicando grupos suficientemente diferenciados.
Los conceptos de similitud intragrupo y diferenciación intergrupos pueden ser interpretados,
entonces, como dos aspectos de la calidad de una partición.
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Para la mayoría de las expresiones candidatas, se habla de una mala disposición espacial de
los datos en una partición m cuando los CBMDs Ai son poco compactos y cuando no es clara
la pertenencia de los elementos a los diferentes CBMDs - característica fundamental de los
CBs. Se propone especificar el término qi a través de una función monótona no-creciente de los
valores de Qci (la calidad de un grupo i debida a la compacidad del mismo) y Qdi (la calidad
del grupo i respecto de la distribución que le ha correspondido de los datos); ello implica
la determinación de particiones con buenos valores de compacidad o similitud intragrupo;
al tiempo que de cuenta de la diferenciación intergrupos. Así pues, qi informa de una mala
disposición de datos en el CBMD Ai, cuanto menos cohesivos y homogéneamente distribuidos
hubiesen quedado los datos. La representación de esta correspondencia es formulada a través
de una función monótona no-creciente, l, con respecto a la calidad normalizada por cohesión
Qcin , y la calidad normalizada por distribución de datos Qdin, del CBMD Ai. TantoQcin como
Qdin fueron definidas en la Sección 4.4. La expresión empleada para varias de las funciones
candidatas será:
qi = l (Qcin , Qdin)
l es una función de los valores de Qcin y Qdin .
Expresión candidata EUDcd. En la expresión EUDcd se tiene que,
H (q1, . . . , qLm) =
Lm∑
i=1
(
1
Qcin
+
1
Qdin
)
= Dcd (5.8)
La estructura de EUDcd es:
EUDcd = U Dcd (5.9)
Expresión candidata EUDt. Para la función EUDt, se especifica a H así:
H (q1, . . . , qLm) =
1
Lm∑
i=1
Qcin +Qdin
= Dt (5.10)
La función EUDt es:
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EUDt = U Dt (5.11a)
Expresión candidata EUD. La función H en este caso es
H (q1, . . . , qLm) =
Lm∑
i=1
1
Qcin +Qdin
= D (5.12)
El índice EUD se calcula de la siguiente forma:
EUD = U D (5.13a)
Expresion candidata EUDr. Se define:
H (q1, . . . , qLm) =
1
Lm∑
i=1
Qcin
+
1
Lm∑
i=1
Qdin
= Dr (5.14)
La expresión EUDr se estructura así:
EUDr = U Dr (5.15)
En las restantes expresiones matemáticas disyuntivas, la función F (o lo que es igual, el
operador ⊛) se define como la adición (+) de sus argumentos.
Expresión candidata EU+Dcd. A esta expresión se la define así:
EU+Dcd = U +Dcd (5.16)
Expresión candidata EU+Dt. La estructura de EU+Dt es:
EU+Dt = U +Dt (5.17)
Expresión candidata EU+D. Esta expresión se estima como:
EU+D = U +D (5.18)
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Expresion candidata EU+Dr. A la expresión EU+Dr se la calcula como:
EU+Dr = U +Dr (5.19)
Expresión candidata EU+SC. Para esta expresión, el término qi se calcula como:
qi = l (Sri, Cri)
y,
H (q1, . . . , qLm) =
Lm∑
i=1
Sri
Cri
La estructura matemática es:
EU+SC = U +
Lm∑
i=1
Sri
Cri
(5.20a)
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5.1.3. Índices de conjunción incertidumbre - disconformidad
Este primer grupo de índices obedecen a una clase de funciones matemáticas cuya estruc-
tura general es la siguiente:
I = F (G (u1, q1) , . . . , G (uLm , qLm)) (5.21)
El rótulo “conjunción” usado para caracterizar esta colección de índices se debe a la
combinación de los valores ui y qi en cada CBMD Ai antes de obtener el valor global de
la expresión conjuntiva. La combinación previa de los valores ui y qi en cada CBMD Ai
mencionada, se establece según la función G, mientras que el valor global se estima según el
operador F .
Donde:
I: valor arrojado por la expresión matemática conjuntiva candidata para una partición
borrosa particular, o modelo m, donde m ∈ FP˜ .
ui: valor calculado con base en el valor de incertidumbre presente en el CBMD Ai, donde
Ai ∈ m. Conserva las definiciones de sus componentes CFin , NEin y Vinestablecidas desde la
descripción de la expresión U .
qi: valor que se obtiene con la inadecuada disposición de los datos en el CBMD Ai según
la partición borrosa m.
G: función que evalúa el aporte combinado de la incertidumbre y la calidad del CBMD Ai
al índice I.
F : función de agregación de los aportes de los CBMDs Ai.
Lm: cantidad de CBMDs que aparecen en la partición borrosa m.
Las funciones F y G se determinan conforme con ciertos requerimientos para su compor-
tamiento. La función G debe ser monótonamente no-decreciente tanto con respecto al valor
de ui, como con el valor de qi. La función F tiene la tarea de agregar los valores G (ui, qi),
i = 1, . . . , Lm.
Aunque pueden plantearse variadas expresiones matemáticas que cumplan con los requi-
sitos de F y G, se escogerán el tipo de funciones que facilite el cumplimiento del Principio de
Parsimonia el cual establece muy suscintamente: la solución más simple suele ser la mejor ;
este principio es empleado para la elección de funciones sencillas que satisfagan los requeri-
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mientos para F y G. Expresiones más complejas no pueden ser desechadas como alternativas
de solución al problema, sin embargo, estás pueden explorarse en investigaciones posteriores.
Las siguientes definiciones generales para las funciones F y G serán usadas para varias de
las expresiones matemáticas candidatas a IUD 3.
G (ui, qi) = ui qi (5.22)
F (·) =
∑
(·) (5.23)
Lo anterior implica que las expresiones conjuntivas presentadas obedecerán a la estructura
general:
I =
Lm∑
i=1
ui qi (5.24)
Lo que hará diferente a cada una de las expresiones candidatas es la manera cómo definen
ui y qi.
Expresión candidata Eud. En esta expresión, los valores de ui se estiman de acuerdo con
la Fórmula (5.4); mientras que los valores de qi lo harán según:
qi =
1
Qcin +Qdin
(5.25)
En lo que sigue, y por conveniencia en la economía notacional, la expresión Qcin + Qdin
será reemplazada por Qi. El valor de la expresión se obtendrá como:
Eud =
Lm∑
i=1
(Bin + Vin)
1
(Qcin +Qdin)
(5.26a)
=
Lm∑
i=1
Ui
Qi
(5.26b)
3Cuando sea necesario, será informado el cambio de las operaciones para G y F .
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Expresión candidata Eudr . En el índice Eudr , qi se plantea como la relativización del valor
1
Qi
, es decir:
qi =
1
Qi∑Lm
i=1
1
Qi
(5.27)
Es fácilmente demostrable que una propiedad de la operación de relativización es: ∀xi, xi ≥
0⇒
(
0 ≤ xi∑L
i=1 xi
≤ 1 ∧∑Li=1 xi∑L
i=1 xi
= 1
)
.
El valor de ui se calcula a través de la Fórmula (5.4); luego el valor del índice Eudr se
obtiene de:
Eudr =
Lm∑
i=1
Ui
1
Qi∑Lm
i=1
1
Qi
(5.28a)
=
1∑Lm
i=1
1
Qi
Lm∑
i=1
Ui
Qi
(5.28b)
Luego, y según (5.12),
Eudr =
1
D
Lm∑
i=1
Ui
Qi
(5.29)
Eudr =
1
D
Eud (5.30)
Expresión candidata Eurd. En esta expresión el término qi retoma la expresión definida
en (5.25), pero ahora es ui el término que se relativiza:
ui =
Ui∑Lm
i=1 Ui
(5.31)
El valor del índice Eurd se calcula así:
Eurd =
Lm∑
i=1
Ui∑Lm
i=1 Ui
1
Qi
(5.32a)
=
1∑Lm
i=1 Ui
Lm∑
i=1
Ui
Qi
(5.32b)
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Eurd =
1
U
Lm∑
i=1
Ui
Qi
(5.33)
Eurd =
1
U
Eud (5.34)
Expresión candidata Eurdr . En esta función, ui y qi corresponden a la condiciones (5.31)
y (5.27), respectivamente. Por tanto:
Eurdr =
Lm∑
i=1
Ui∑Lm
i=1 Ui
1
Qi∑Lm
i=1
1
Qi
(5.35a)
=
1∑Lm
i=1 Ui
1∑Lm
i=1
1
Qi
Lm∑
i=1
Ui
Qi
(5.35b)
Eurdr =
1
U D
Lm∑
i=1
Ui
Qi
(5.36)
Eurdr =
1
U D
Eud (5.37)
Expresión candidata Eud2. Para esta expresión, el término qi se expresa como:
qi =
1
Qcin
+
1
Qdin
(5.38)
Luego, Eud2 exhibe la siguiente estructura:
Eud2 =
Lm∑
i=1
Ui
(
1
Qcin
+
1
Qdin
)
(5.39)
Las 3 expresiones siguientes fueron definidas de manera análoga a las expresiones Eudr,
Eurd y Eurdr.
Expresión candidata Eudr2. Esta expresión matemática muestra la siguiente configu-
ración:
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Eudr2 =
Lm∑
i=1
Ui
1
Qcin
+ 1
Qdin∑Lm
i=1
1
Qcin
+ 1
Qdin
(5.40)
=
1∑Lm
i=1
1
Qcin
+ 1
Qdin
Lm∑
i=1
Ui
(
1
Qcin
+
1
Qdin
)
(5.41)
Ahora, de acuerdo con (5.8), se tiene:
Eudr2 =
1
Dcd
Lm∑
i=1
Ui
(
1
Qcin
+
1
Qdin
)
Observando la expresión (5.39), entonces:
Eudr2 =
1
Dcd
Eud2 (5.42)
Expresión candidata Eurd2. La estructura algebraica de esta expresión es:
Eurd2 =
Lm∑
i=1
Ui∑Lm
i=1 Ui
(
1
Qcin
+
1
Qdin
)
(5.43)
=
1∑Lm
i=1 Ui
Lm∑
i=1
Ui
(
1
Qcin
+
1
Qdin
)
(5.44)
De acuerdo con (5.39), entonces:
Eurd2 =
1
U
Eud2 (5.45)
Expresión candidata Eurdr2. La expresión Eurdr2 tiene la siguiente estructura:
Eurdr2 =
Lm∑
i=1
Ui∑Lm
i=1 Ui
1
Qcin
+ 1
Qdin∑Lm
i=1
1
Qcin
+ 1
Qdin
(5.46)
=
1∑Lm
i=1 Ui
1∑Lm
i=1
1
Qcin
+ 1
Qdin
Lm∑
i=1
Ui
(
1
Qcin
+
1
Qdin
)
(5.47)
Las Fórmulas (5.5), (5.8) y (5.39), implican que:
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Eurdr2 =
1
U Dcd
Eud2 (5.48)
Como puede observarse, las expresiones (5.26a), (5.32a), y (5.35a) concretan el concepto
de “inadecuada disposición de los datos en los CBMDs” usando las nociones de calidad es-
tablecidas en la Sección 4.3. Pueden plantearse otras maneras de estipular la inadecuación de
la disposición de los datos: 1) emplearse el valor obtenido mediante el Índice de Cubrimiento
Espacial Ce, 2) aplicar directamente las nociones solapamiento y compacidad relativos. Con
base en estas posibilidades se proponen las siguientes dos expresiones matemáticas.
Expresión candidata EUCe. El término qi se formula mediante una función decreciente, l,
del valor relativizado que obtenga el Índice de Cubrimiento Espacial, Ce. Específicamente,
qi = l (Ceir) =
1
Ceir
(5.49)
De manera que EUCe se calcula como:
EUCe =
Lm∑
i=1
Ui
1
Ceir
(5.50)
El uso del valor relativizado de Cei se justifica en que el valor absoluto no presenta teórica-
mente ni máximos ni mínimos; una forma sencilla de mapear cualquier valor Cei al intervalo
[0, 1] es llevar acabo un proceso de relativización de los valores.
Expresión candidata EUSC. Expresión representada como EUSC . La noción de compaci-
dad relativa Cri se asocia con la noción de similitud de los datos del CBMD Ai; luego una
mayor compacidad relativa da la idea de que los datos son más similares entre sí, y por ende
han quedado adecuadamente dispuestos. Según lo motivado en la Sección 4.3.2 y especifi-
cado en la Sección 4.5, el solapamiento relativo Sri es una característica que da cuenta de
lo inapropiadamente repartidos que quedaron los datos en los distintos CBMDs. Entre más
solapados sean los conjuntos, más datos comparten; lo que implica que no se diferenciarían
las distintas dinámicas que propone el modelo. Es plausible, por tanto, plantear una relación
proporcional entre el valor de qi y el del Sri, mientras resulta inversamente proporcional al
valor de la Cri. Concretamente, el valor de qi se calcula a través de la fórmula:
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qi =
Sri
Cri
(5.51)
La expresión matemática que calcula el valor del índice EUSC es:
EUSC =
Lm∑
i=1
Ui
Sri
Cri
(5.52)
La Figura 5.1 tiene el propósito de visualizar las relaciones y la taxonomía presentes en el
conjunto de índices planteados en esta sección.
( )
mL
uuG ,...,1
∑  iu
I
( ) ( )( )
mm LL
quGquGF ,,...,, 11
∑ ii qu  
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Figura 5.1: Taxonomía de expresiones matemáticas a explorar.
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Capítulo 6
Tres sistemas para simulación y
comparación del comportamiento
típico de las expresiones candidatas
Con el fin de observar el desenvolvimiento típico de cada una de las expresiones matemáti-
cas, disyuntivas y conjuntivas, planteadas en la sección previa, se propone aplicar un proceso
de identificación de un SIB T-S para un sistema real. El método de identificación del que se ha
servido este propósito es el que aparece descrito en la Sección 3.3; este método fue alimentado
con datos sintéticos producidos por el modelo semifísico de base fenomenológica presentado
en (6.1) y desarrollado para el sistema caldereta-condensador detallado en la Sección 6.1.
Con el fin de corroborar el análisis de los resultados obtenidos para el mencionado sistema,
se aplicó el mismo método de identificación en la simulación de los modelos matemáticos de
otros dos sistemas: el sistema Reactor Continuo de Tanque Agitado (CSTR por las siglas del
inglés Continuous Stirred Tank Reactor ), descrito en la Sección 6.2; y el sistema Proceso
de Transferencia de Calor (HTP Heat Transfer Process), cuya descripción se localiza en la
Sección 6.3.
CAPÍTULO 6 TRES SISTEMAS PARA SIMULACIÓN Y COMPARACIÓN DEL
COMPORTAMIENTO TÍPICO DE LAS EXPRESIONES CANDIDATAS
6.1. Modelo semifísico de base fenomenológica para el
sistema caldereta-condensador
Con el fin validar algunas propuestas formuladas en esta tesis, se tomará como fuente de
datos y objeto de modelado, un sistema a pequeña escala para un intercambiador de calor
caldereta-condensador que se describe detalladamente en [9]. Este ensamblaje está ubicado
en el Laboratorio de Control de Procesos y Operaciones Unitarias, Facultad de Minas, Uni-
versidad Nacional de Colombia, Medellín. El equipo mostrado en la Figura 6.1 es un tanque
metálico térmicamente aislado y cubierto externamente con lámina de aluminio. El tanque
tiene 42 cm de altura y un diámetro interno de 40 cm., ofreciendo una capacidad total de 52.8
litros. y operado hasta 40 litros. como máximo. Al interior del tanque, se encuentra instalado
un serpentín de cobre d el cual circula vapor saturado. A la salida del serpentín existe una
trampa de vapor. El fluido del proceso (en este caso agua) se desplaza en el tanque alrededor
del serpentín. El serpentín está compuesto por 5 espirales elaboradas en un tubo de cobre
con un diámetro nominal de 1
2
” y 5.1 metros de longitud total. Además, el equipo posee un
sistema neumático de agitación por burbujeo de aire. La alimentación de aire proviene de
un compresor, ingresando por el fondo del tanque donde se distribuye mediante un anillo
perforado agitador. Las burbujas de aire ascienden desde el fondo del tanque produciendo
un movimiento turbulento en el sistema para garantizar homogeneidad en la temperatura del
líquido. El vapor que pasa a través del serpentín, proveniente de un caldereta eléctrica que lo
produce. La presión de servicio del vapor es 15 psig y la descarga de vapor máxima es 33 lbm
por hora.
Sobre el sistema descrito se llevaron a cabo 18 experimentos, tomando como variables:
temperatura del agua a la salida del tanque, medida con un sensor de temperatura PT-100 más
un transmisor 4-20 mA; flujo de entrada de agua y flujo de entrada de vapor, ambos medidos
con medidores tipo venturiy una celda de presión diferencial. Todos los valores de las variables
fueron obtenidos usando un sistema de adquisición de datos con un tiempo de muestreo de
1.0 s. Las señales de entrada en escala 4-20 mA son convertidas a unidades de ingeniería en
porcentaje (0-100%) del rango de cada variable. La duración de los experimentos varió entre
30 y 50 minutos bajo diferentes condiciones de operación, determinadas por el tiempo “on-off”
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Figura 6.1: Diagrama de flujo del proceso de intercambiador de calor tipo caldereta -
condensador.
de la válvula a solenoide del vapor (bajo=6s, medio=10s y alto=16s, con 20s como ciclo de
servicio de la vávula), flujo de entrada del agua (bajo=0.2 l/min, medio=3.0 l/min y alto=5.0
l/min), y flujo de burbujeo de aire (bajo=0.4 scfm, medio=0.9 scfm y alto=1.3 scfm). Los
valores de las variables de entrada fueron ordenadas previamente para cada experimento
buscando señales de excitación persistente. Luego de la ejecución de cada experimento se
dispuso de un conjunto de 37515 puntos-dato que contenían información válida y ruido típico
en un proceso hidráulico.
En [9] se presenta en detalle la determinación de un modelo semifísico de base fenome-
nológica para este sistema, con base en la leyes de conservación de materia y energía. A
continuación se suministra la ecuación obtenida para la dinámica Temperatura del agua a la
salida del tanque.
dT4
dt
=
(
1
mA Cp (T4)
) (
1
1 + T4
Cp(T4)
dCp(T4)
dT4
) m˙3 T3∫
0
Cp (T ) dT (6.1)
− (1− α)
T4∫
0
Cp (T ) dT
+ m˙v λ (T1)− h A (T4 − T∞) + α m˙3 β

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donde:
T4 : Temperatura del agua a la salida del tanque.
T1 : temperatura del vapor a la entrada del sistema.
T∞ : temperatura del ambiente.
m˙3 : flujo másico de agua a la entrada del sistema.
mA : masa de agua en el tanque.
m˙v= flujo másico de vapor.
α = cantidad de masa de agua evaporada por cada unidad de masa de agua que entra al
sistema.
β : energía contenida en la masa de agua que se evapora.
Cp (·) : es el calor específico de la sustancia a presión constante, y es función de la tempe-
ratura.
λ (·) : calor latente de vaporización.
A : área de la superficie lateral externa del tanque.
h : coeficiente convectivo de transferencia de calor (se recurre a una correlación empírica
para calcularlo).
Además, el calor específico para el agua se calcula a través de un polinomio de orden 3
cuyos coeficientes se tomaron de [58].
Cp (T4) = a+ b T4 + c T
2
4 + d T
3
4
donde: a = 18,2964; b = 4,72118E − 1; c = −1,33878E − 3; d = 1,31142E − 6.
Las figuras 6.2 a 6.4 muestran los comportamientos y valores de las señales de entrada y
salida del sistema. En la Figura 6.5 se expone el comportamiento de los valores normalizados
de todas las señales.
En la Figura 6.6 se muestra la salida (Temp. agua) producida por el modelo semifísico,
calculada con la Ecuación (6.1). Empleando el 70% de los datos sintéticos del modelo (6.1) se
identificó un SIB conformado por 10 CBMDs; la Figura 6.7 presenta la respuesta de tal SIB
con los datos restantes, es decir, 30% de los datos para validación.
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Figura 6.2: Comportamiento variable entrada: Flujo de vapor. Sistema caldereta.
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Figura 6.3: Comportamiento variable entrada: Flujo de agua. Sistema caldereta.
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Figura 6.4: Comportamiento variable salida: Temp. de Agua. Modelo semifísico del sistema
caldereta.
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Figura 6.5: Comportamiento escalado entrada-salida. Sistema caldereta.
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Figura 6.6: Respuesta del modelo semifísico.
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Figura 6.7: Respuesta del SIB con 10 CBMDs.
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Figura 6.8: Esquema del sistema Reactor Contínuo de Tanque Agitado.
6.2. Modelo matemático del sistema Reactor Contínuo
de Tanque Agitado (CSTR, Continuous Stirred Tank
Reactor)
El sistema CSTR es un reactor químico que opera en continuo (entra y sale sustancia per-
manentemente) con agitación mecánica para homogeneizar todo en un tanque. Las variables
de entrada son: el Nivel del Líquido (L) y la Temperatura del liquido (T ) ambos en el tanque
reactor. La salida es la Concentración de la sustancia de interés (CA) a la salida del tanque
reactor. En la Figura 6.8 se suministra un esquema de la configuración general del sistema;
sin embargo, en [59] se puede consultar una descripción detallada de este sistema.
Como resultado de un proceso de modelado, la Ecuación (6.2) revela la dinámica de la
variable de salida CA:
dCA
dt
=
F0
V
CA0 −
Cv
√
g
V
L1/2CA − k0CAe− EaR T − 1
V
CA
dV
dt
(6.2)
donde:
CA: concentración del compuesto A en el reactor
(
kgmol
m3
)
T : temperatura media del fluido en la chaqueta
L: Nivel del líquido
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Figura 6.9: Comportamiento variable entrada: Nivel de líquido. Sistema CSTR.
F0: caudal de entrada del líquido
(
m3
s
)
V : volumen de masa reactiva (m3)
k0: constante cinética de la reacción.
Cv: coeficiente de descarga de la válvula.
R: constante universal de los gases ideales.
Ea: energía de activación de la reacción.
Empleando a (6.2) se efectuó una simulación que quedó estipulada en una matriz de 3
columnas, las dos primeras para L y T , respectivamente; la tercera para CA, con 1501 filas
(muestras). Las Figuras 6.9, 6.10 y 6.11, exhiben los comportamiento de las señales recién
referenciadas. En la Figura 6.12 se expone el comportamiento de los valores normalizados de
todas las señales.
La Figura 6.13 enseña los valores y el comportamiento de la salida (Concentración de
la sustancia) obtenida mediante el modelo (6.2). Valiéndose del 70% de los datos sintéticos
producidos por este modelo se identificó un SIB compuesto por 10 CBMDs; la Figura 6.14
presenta el comportamiento de la respuesta alcanzada por tal SIB con los datos restantes
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Figura 6.10: Comportamiento variable entrada: Temp. de líquido. Sistema CSTR.
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Figura 6.11: Comportamiento variable salida: Concentración Sust.. Sistema CSTR.
119
CAPÍTULO 6 TRES SISTEMAS PARA SIMULACIÓN Y COMPARACIÓN DEL
COMPORTAMIENTO TÍPICO DE LAS EXPRESIONES CANDIDATAS
0 2000 4000 6000 8000 10000 12000 14000 16000
0
0.2
0.4
0.6
0.8
1
Comportamiento entrada-salida
Muestra
V
al
or
 n
or
m
al
iz
ad
o 
S
eñ
al
 
 
Nivel (in)
Temp. (in)
Concent. (out)
Figura 6.12: Comportamiento escalado entrada-salida. Sistema CSTR.
(30% datos para validación).
6.3. Modelo matemático del sistema Proceso de Trans-
ferencia de Calor (HTP, Heat Transfer Process)
El sistema es un ducto secador que tiene en la entrada una válvula que permite la entrada
de más o menos aire y un ventilador que impulsa el aire desde la entrada hasta la salida
del ducto haciéndolo pasar por una resistencia eléctrica que lo calienta. Las variables que se
manipulan son: en amarillo la apertura de la válvula de entrada del aire (A), en azul el voltaje
que se le suministra a la resistencia (V ) y la salda está en rojo y es la temperatura (T ). Todo
está normalizado de 0 a 1.0. El proceso se modeló aplicando señales de excitación persistente
en las dos entradas y capturando los cambios en la temperatura del aire a la salida del ducto.
Esto produjo una matriz de 8176 filas y tres columnas, las dos primeras A y V , mientras que
la última es T . Un esquema del sistema HTP es presentado en la Figura 6.15. Una descripción
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Figura 6.13: Salida del modelo semifísico.
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Figura 6.14: Respuesta del SIB con 10 CBMDs.
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Figura 6.15: Esquema del sistema Proceso de Transferencia de Calor.
detallada de este sistema se encuentra en [60].
La expresión matemática que describe el proceso, obtenida mediante modelamiento de
base fenomenológica, consúltese [60], se presenta a continuación:
ρV cp
d
dt
T (t) = ρcpq (v (t− τ v)) (T0 − T (t)) (6.3)
+U (T1 − T (t)) +Gu2 (t− τu) +Q
Los valores y comportamiento de las señales del sistema son exhibidas en las Figuras
6.16.a 6.18 . El comportamiento entrada-salida en el espacio normalizado puede observarse en
la Figura 6.19.
La salida (Temp. aire) conseguida a través del modelo (6.3) es revelado por la Figura 6.20.
El 70% de los datos sintéticos producidos por este modelo fueron dedicados al proceso de iden-
tificación de un SIB constituido por 10 CBMDs; la Figura 6.21 evidencia el comportamiento
de la respuesta alcanzada por tal SIB con los datos restantes (30% datos para validación).
6.4. Simulación y obtención de información sobre las
expresiones candidatas a IUD
Los modelos descritos en las Secciones 6.1, 6.2 y 6.3 tienen un propósito instrumental,
pues se emplearán para comparar varias características o comportamientos de las funciones
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Variable Valor Unidad
ν Apertura válvula ◦
ρ Densidad de la masa de aire 1.2 g/l
V Volumen del tubo 0.7 l
cp Cap. calor espec. del aire 1.0 J/g K
q Flujo de aire volumétrico l/s
k “Coeficiente secador” l/s
G Conductancia de la resistencia Ω−1
U Coefic. de transferencia de calor J/K s
Q Calor a través del secador W
T Temp. del aire en el tubo ◦C
T0 Temp. del aire en el ambiente 24 ◦C
T1 Temp. del equipo 28 ◦C
τ v Retardo 0.55 s
τu Retardo 0.44 s
Cuadro 6.1: Símbolos, constantes y variable usadas en el modelo HTP
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Figura 6.16: Comportamiento variable entrada: Apertura vávula. Sistema HTP.
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Figura 6.17: Comportamiento variable entrada: Voltaje resistencia. Sistema HTP.
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Figura 6.18: Comportamiento variable salida: Temper. Aire. Sistema HTP.
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Figura 6.19: Comportamiento escalado entrada-salida. Sistema HTP.
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Figura 6.20: Salida del modelo semifísico.
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Figura 6.21: Respuesta del SIB con 10 CBMDs.
candidatas a IUD, expuestas en la Sección 5. Esas caracterísiticas y el proceso planteado para
poder contrastarlas se detallan en la Seccíón 7; no obstante, es necesario realizar algunas
definciones.
Sea el conjunto B aquel conformado por todas las expresiones de la Sección 5: B =
{f |f es cualquiera de las expresiones exploradas}. Para revelar el comportamiento típico ∀f ∈
B, se fija el siguiente procedimiento:
1. Inicialice i = 2 donde i es el número de CBMDs en los que se particionará el espacio
entrada-salida. Fije L (≥ 2) como el número máximo de CBMDs que aparecerán en una
partición borrosa.
2. If i > L detenga el proceso. De lo contrario, ejecute el método de identificación, en
nuestro caso el método expuesto en la Sección 3.3, y halle una partición borrosa “óptima”
de i grupos.
3. Calcule el valor de f para la partición óptima de i grupos encontrada en 2.; denótese
como fi.
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4. i = i+ 1, y vaya a 2.
La cantidad L es arbitraria y puede ser tan grande como se juzgue adecuado. Para propósito
de análisis y comparación del comportamiento de las funciones se consideró que “alrededor
de cincuenta” CBMDs es un número suficiente para obtener la información pertinente a ser
graficada y estudiada.
Obtenidos los valores fi i = 2, . . . , L, para cada f ∈ B, efectúe normalización de f cuando
sea requerido1, y obtenga las funciones asociadas: diferencias de primer orden, d1(f); valor
absoluto de las diferencias de primer orden, abs(d1(f)); diferencias de segundo orden, d2(f);
valor absoluto de las diferencias de segundo orden, abs(d2(f)).
Para la obtención de la función con las diferencias de primer orden asociada con f, use la
siguiente fórmula para el cálculo de los valores componentes fi:
d1(fi) =
fi+1 − fi
(i+ 1)− i = fi+1 − fi (6.4)
Donde:
fi: valor de la función f obtenida con un número i de CBMDs, i = 2, . . . , (L− 1)
d1(fi): valor de la diferencia de primer orden asociada con f cuando se ha hallado una
partición con i CBMDs.
Las funciones con las diferencias de segundo orden de f , se calculan a través de:
d2(fi) =
d1(fi+1)− d1(fi)
(i+ 1)− i = d
1(fi+1)− d1(fi) (6.5)
i = 2, . . . , (L− 2)
Cada valor absoluto de la función correspondiente a las diferencias de primer asociada
con f , se obtiene :
abs(d1(fi)) =
{
d1(fi) si (fi+1 − fi) ≥ 0
−d1(fi) si (fi+1 − fi) < 0
De manera análoga se procede para obtener los valores de abs(d2(fi)).
Empleando los datos sintéticos suministrados por la expresión matemática que modela
cada uno de los 3 sistemas expuestos en las Secciones 6.1, 6.2 y 6.3, se llevaron a cabo una
1Esta normlización puede llevarse a cabo mediante la fórmula (7.1).
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cantidad de simulaciones. Las simulaciones se distinguen no sólo por el valor particular de L
sino por otras condiciones de ensayo, las cuales pueden ser observadas en las Tablas prototipo
8.1, 8.2 y 8.3.
En particular, las Figuras 6.22 - 6.41 muestran el comportamiento típico de todas las expre-
siones candidatas a IUD luego de realizar una simulación en el sistema Caldereta-Condensador
expuesto en la Sección 6.1. Los resultados de estas simulaciones, algunos de los cuales se ob-
servan en tales figuras, serán objeto de estudio en la Sección 7, en donde se elegirá una de las
funciones candidatas a índice IUD. Con el propósito de ahorrar espacio en este documento, no
se incluyeron los resultados y gráficas de las simulaciones efectuadas con los sistemas descritos
en 6.2 y 6.3. No significa que tales resultados se hubiesen omitido; ellos se incluyen dentro del
disco compacto anexado con este documento de Tesis. Los resultados obtenidos por los otros
dos sistemas corroboran los comportamientos mostrados por las figuras referenciadas al inicio
de este párrafo.
Las figuras tipo a) muestran el comportamiento exhibido por la expresión candidata f du-
rante la aplicación del procedimiento descrito líneas arriba en alguno de los sistemas incluidos
en la Sección 6; en las de tipo b) y d), se presentan las diferencias de primer y segundo orden,
respectivamente, asociadas con cada expresión f ; en las figuras c) y e), se enseñan las funciones
correspondientes a diferencias absolutas de primer y segundo orden, respectivamente.
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Figura 6.22: Comportamiento de U : a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.23: Comportamiento de EUDcd: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.24: Comportamiento de EUDt: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.25: Comportamiento de EUD: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.26: Comportamiento de EUDr: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.27: Comportamiento de EU+Dcd: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
134
CAPÍTULO 6 TRES SISTEMAS PARA SIMULACIÓN Y COMPARACIÓN DEL
COMPORTAMIENTO TÍPICO DE LAS EXPRESIONES CANDIDATAS
0 10 20 30 40 50
0
5
10
15
20
25
30
35
Núm. grupos
V
al
o
r
a) EXPRESION CANDIDATA
U+Dt
0 10 20 30 40 50
-0.2
0
0.2
0.4
0.6
0.8
1
1.2
Núm. grupos
V
a
lo
r
b) DIFERS. ORDEN 1
U+Dt
0 10 20 30 40 50
0
0.2
0.4
0.6
0.8
1
Núm. grupos
V
a
lo
r
c) DIFERS. ABS. ORDEN 1
U+Dt
0 10 20 30 40 50
-1.5
-1
-0.5
0
0.5
1
Núm. grupos
V
al
o
r
d) DIFERS. ORDEN 2
U+Dt
0 10 20 30 40 50
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Núm. grupos
V
al
o
r
e) DIFERS. ABS. ORDEN 2
U+Dt
Figura 6.28: Comportamiento deEU+Dt: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
135
CAPÍTULO 6 TRES SISTEMAS PARA SIMULACIÓN Y COMPARACIÓN DEL
COMPORTAMIENTO TÍPICO DE LAS EXPRESIONES CANDIDATAS
0 10 20 30 40 50
0
10
20
30
40
50
60
70
80
90
Núm. grupos
V
a
lo
r
a) EXPRESION CANDIDATA
U+D
0 10 20 30 40 50
0.8
1
1.2
1.4
1.6
1.8
2
2.2
Núm. grupos
V
a
lo
r
b) DIFERS. ORDEN 1
U+D
0 10 20 30 40 50
0.8
1
1.2
1.4
1.6
1.8
2
2.2
Núm. grupos
V
a
lo
r
c) DIFERS. ABS. ORDEN 1
U+D
0 10 20 30 40 50
-1.5
-1
-0.5
0
0.5
1
Núm. grupos
V
a
lo
r
d) DIFERS. ORDEN 2
U+D
0 10 20 30 40 50
0
0.2
0.4
0.6
0.8
1
1.2
1.4
Núm. grupos
V
a
lo
r
e) DIFERS. ABS. ORDEN 2
U+D
Figura 6.29: Comportamiento de EU+D: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.30: Comportamiento de EU+Dr: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.31: Comportamiento de EU+SC : a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.32: Comportamiento de Eud: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.33: Comportamiento de Eudr: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.34: Comportamiento de Eurd: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.35: Comportamiento de Eurdr: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.36: Comportamiento de Eud2: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.37: Comportamiento de Eudr2: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.38: Comportamiento deEurd2: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.39: Comportamiento deEurdr2: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.40: Comportamiento de EUCe: a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Figura 6.41: Comportamiento de EUSC : a) Original. b) Diferencias de primer orden. c) Valor
absoluto de diferencias primer orden. d) Diferencias de segundo orden. e) Valor absoluto de
diferencias segundo orden.
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Se recuerda que las figuras recién presentadas en esta sección, serán uno de los insumos
empleados en la Sección 7 para tomar una decisión sobre cuál de las expresiones candidatas
será la que al final asumirá el papel de índice IUD.
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Capítulo 7
Selección del Índice incertidumbre -
disconformidad, IUD.
Como fue señalado en la Sección 5.1.1, el requerimiento axiomático allí definido puede
ser satisfecho por un número ilimitado de expresiones matemáticas. La existencia de una
cantidad desbordada de funciones exigió restringirse a dos subconjuntos de ellas: aquel que
agrupa las denominadas expresiones conjuntivas, y el que lo hace con las llamadas expresiones
disyuntivas; cada subconjunto determinó el tipo de estructura matemática propio que debía
ser obedecido por sus funciones miembro. Ello, no obstante, es insuficiente para determinar
una expresión matemática para el buscado índice de incertidumbre - disconformidad IUD. Es
preciso, entonces, formular un procedimiento para seleccionar una función de entre aquellas
establecidas en esos dos subconjuntos. Este procedimiento se desarrollará por etapas; en cada
una se definen unos criterios de selección que determinan las funciones sobrevivientes para la
etapa posterior. La siguiente es la secuencia de etapas que se plantea para realizar el proceso
de selección.
7.1. Etapa de agrupamiento de funciones por similitud
El objetivo de esta etapa es el de encontrar grupos de funciones cuyo comportamiento sea
similar. Para estimar la similitud entre funciones, se propone analizar el desenvolvimiento de
cada una de ellas durante un proceso específico de identificación. Con el fin de generar datos
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y gráficas que puedan examinarse, se puso en marcha el método de identificación descrito en
la Sección 3.3, al que se alimentó con datos sintéticos producidos por el modelo semifísico
de base fenomenológica descrito matemáticamente a través de (6.1) y desarrollado para el
sistema caldereta-condensador detallado en la Sección 6.1.
El proceso que establece la secuencia de los resultados de cada una de las expresiones inicia
ejecutando el método de identificación y halla una partición borrosa “óptima” de dos grupos;
posteriormente se ejecuta de nuevo el método de identificación y encuentra una partición para
tres grupo, luego una de cuatro, y así sucesivamente hasta que se halla una partición apropiada
para un número máximo de grupos previamente fijado. Este número máximo es arbitrario y
puede ser tan grande como se juzgue adecuado. Para el propósito de esta etapa se consideró
que “cincuenta o más” grupos borrosos en una partición es un número suficiente para estudiar
el comportamiento de las funciones y efectuar las comparaciones requeridas.
Las Figuras 6.22 - 6.41 mostraron el comportamiento típico de las funciones planteadas
en las Secciones 5.1.2 y 5.1.3. Estas figuras son el resultado de aplicar el proceso especificado
en el párrafo anterior. Una revisión visual, y obviamente de carácter cualitativo, ayuda a
establecer una aproximación de familia de conjuntos de índices que son similares. Un primer
grupo parece estar conformado por las expresiones: Eud, EU+D, EU+Dt, EU+Dr y EUDr. Este
conjunto de expresiones parece estar bastante influenciado por el comportamiento del término
de incertidumbre, como queda al descubierto cuando se observa la Figura 6.22 correspondiente
a la expresión para U . Un segundo conjunto de expresiones afines está compuesto por: Eud2,
Eurd2, EUDcd, EU+Dcd, EUSC y EU+SC . Una expresión que podría pertenecer a este último
conjunto es EUD. Una tercera agrupación de expresiones semejantes está formada por: Eurdr,
Eurdr2, Eurd, y EUDt. Un par de expresiones que podrían ser parte de este grupo son: Eudr
y Eudr2. La expresión EUCe despliega un comportamiento tan singular que genera un grupo
unitario.
Las Figuras 7.1 a 7.4 muestran los comportamientos de expresiones que visualmente se
aprecian semejantes, y por tanto pueden agruparse.
Puesto que la observación visual del comportamiento de las expresiones matemáticas debe
ser complementada con un análisis matemáticamente evaluable, se efectúa el siguiente pro-
cedimiento con ese propósito.
Se establece primero el conjunto B con todas las expresiones que serán agrupadas, definido
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Figura 7.1: Un primer grupo de expresiones matemáticas normalizadas con comportamiento
similar.
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Figura 7.2: Un segundo grupo de expresiones matemáticas normalizadas con comportamiento
similar.
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Figura 7.3: Un tercer grupo de expresiones matemáticas normalizadas con comportamiento
similar.
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Figura 7.4: Expresión matemática normalizada UCe.
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de la siguiente forma: B = {f |f es cualquiera de las expresiones exploradas}.
Trasládese cada expresión matemática f ∈ B al intervalo unidad [0, 1] a través de
una normalización lineal min-max. La intención es concentrarse en la determinación de
similitud de formas sin dejarse apartar de ello por los rangos originales que exhiben las
funciones. La normalización efectúa un mapeo de cada valor original fi ∈ [fmı´n, fma´x] en
un valor normalizado fin ∈ [0, 1]. Donde fi es el valor de la función f en la aplicación del
método de identificación con i grupos; los valores fmı´n y fma´x son los valores mínimo y
máximo, respectivamente, de la función f , obtenidos después que el método de identifi-
cación con un número máximo de grupos L ha sido llevado a cabo. El valor normalizado
fin se calcula de la siguiente manera:
fin =
fi − fmı´n
fma´x − fmı´n (7.1)
Calcúlese para cada expresión matemática normalizada fn ∈ Bn, donde Bn es un con-
junto de funciones definido como:
Bn = {fn |fn es la expresión normalizada de f ∈ B}, lo siguiente:
• Su diferencia con cada una de las restantes funciones, o sea con cada una de las
funciones en el conjunto obtenido como Bn − {fn}. Supóngase que gn ∈ Bn y
gn = fn, entonces la diferencia entre fn y gn será estimada así:
dfg =
L∑
i=1
(fin − gin)2
• La máxima diferencia de la expresión f con las demás expresiones, así:
df ma´x = ma´x
gn
{dfg |gn ∈ Bn − {fn}}
Hállese el mayor valor de los máximas diferencias encontradas en el paso anterior:
dma´x = ma´x
f
{df ma´x}
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Ce U U +Dcd UDcd U +Dt UDt U +D
Ce 1 0.1684 0.5987 0.6448 0.177 0.9762 0.2279
U 0.1684 1 0.7689 0.679 0.9998 0.0626 0.9967
U +Dcd 0.5987 0.7689 1 0.9918 0.779 0.4984 0.8187
UDcd 0.6448 0.679 0.9918 1 0.6905 0.5491 0.7375
U +Dt 0.177 0.9998 0.779 0.6905 1 0.0695 0.9979
UDt 0.9762 0.0626 0.4984 0.5491 0.0695 1 0.1203
U +D 0.2279 0.9967 0.8187 0.7375 0.9979 0.1203 1
Cuadro 7.1: Grados de similaridad entre las expresiones candidatas.
UD U +Dr UDr UCe U + SC USC
UD 1 0.9174 0.9222 0.8927 0.9891 0.9899
U +Dr 0.9174 1 0.9999 0.8646 0.9016 0.9266
UDr 0.9222 0.9999 1 0.8664 0.9061 0.9305
UCe 0.8927 0.8646 0.8664 1 0.9072 0.909
U + SC 0.9891 0.9016 0.9061 0.9072 1 0.9979
USC 0.9899 0.9266 0.9305 0.909 0.9979 1
Cuadro 7.2: Continuación. Grados de similaridad entre las expresiones candidatas.
Calcúlese por cada expresión matemática fn ∈ Bn, lo siguiente:
• ◦ La razón de cada diferencia respecto de la máxima; será llamada grado de
diferencia, Gdfg, así: .
Gdfg =
dfg
dma´x
◦ El grado de similitud entre fn y gn , Gsfg, así:
Gsfg = 1−Gdfg
Ejecutando el procedimiento descrito en los dos primeros párrafos de la Sección 7.1 y los
pasos recién detallados, se efectuaron cálculos de similitud presentados en las Tablas 7.1 a 7.3
(debido al formato de página, los resultados debieron ser mostrados en tablas separadas). Así
que cuando se hable de fila (columna), se hace referencia a aquella que resultaría de “juntar”
las Tablas 7.1, 7.2 y 7.3.
Teóricamente, la inspección de cualquier fila (o columna) de la tabla resultante de unir las
3 tablas, podría servir para descubrir grupos de expresiones matemáticas similares, en donde
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ud udr urd urdr ud2 udr2 urd2 urdr2
ud 1 0.089 0.0016 0.0072 0.8192 0.1285 0.9213 0.0092
udr 0.089 1 0.9775 0.9442 0.4248 0.9981 0.3451 0.9448
urd 0.0016 0.9775 1 0.9882 0.4423 0.9641 0.3281 0.9884
urdr 0.0072 0.9442 0.9882 1 0.487 0.9255 0.3611 1
ud2 0.8192 0.4248 0.4423 0.487 1 0.4294 0.978 0.4878
udr2 0.1285 0.9981 0.9641 0.9255 0.4294 1 0.3611 0.9263
urd2 0.9213 0.3451 0.3281 0.3611 0.978 0.3611 1 0.3623
urdr2 0.0092 0.9448 0.9884 1 0.4878 0.9263 0.3623 1
Cuadro 7.3: Continuación. Grados de similaridad entre las expresiones candidatas.
1 indica similitud total y 0 revela la diferencia más grande posible. Se muestra en la Figura
7.5, la fila 6 que corresponde a los valores de similitud de todas las expresiones respecto de la
expresión UDt. En tal figura se pueden descubrir grupos de expresiones semejantes, tal y como
las que se presentan mediante rectángulos. Se incluye la Figura 7.6, correspondiente a la fila
17, los valores de similitud estimados de las expresiones con respecto a la función Eurdr, con
el objeto de ratificar las agrupaciones mostradas en la Figura 7.5. Como puede observarse, los
grupos obtenidos corresponden a aquellos propuestos desde el inicio de esta sección, hallados
por inspección.
7.2. Etapa de análisis de convergencia en valores abso-
lutos de la diferencia de primer orden
El método de identificación descrito en la Sección 3.3, emplea como criterio de parada en
la obtención de una cantidad de grupos para una partición óptima, el valor absoluto de la
diferencia de primer orden de la función de cubrimiento espacial Ce. La misma cantidad, el
valor absoluto de la diferencia de primer orden, pero calculada en las expresiones matemáti-
cas candidatas servirá de criterio de comparación en esta etapa; con ello desea analizarse el
escenario en que la función de incertidumbre - disconformidad IUD que se elija fuese empleada
como un criterio opcional de parada al interior del método de identificación. El objetivo de
esta etapa es el de abandonar grupos de índices con un comportamiento oscilatorio, o no con-
vergente. En las Figuras 7.7 a 7.11 se muestran los comportamientos de los valores absolutos
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Figura 7.5: Agrupamiento de expresiones matemáticas normalizadas, según los valores de
semejanza respecto de UDt
de las diferencias de primer orden de cada expresión matemática, pues son las análogas al cri-
terio de parada del método de identificación (el índice Ce). Como es visible, el grupo formado
por las expresiones EU+Dcd, EUDcd, EUD, EU+SC , EUSC , Eud2, Eurd2, Figura 7.9, muestran un
comportamiento incrementalmente oscilatorio, lo que es una característica inconveniente para
la función buscada. Un comportamiento aún más errático ocurre con el grupo de expresiones
EU+Dt, EU+D, EU+Dr, EUDr, Eud, Figura 7.7. Como consecuencia de lo anterior, todas las
expresiones aludidas no deben ser consideradas en adelante como posibles IUD. La expresión
EUCe, Figura 7.11, exhibe un desarrollo más extraño todavía, pues se observa fundamental-
mente invariable en un buena parte de su evolución, con la presencia de unos pocos cambios
muy pronunciados y oscilantes en algunos intervalos.
Las expresiones EUDt, Eurd, Eudr2 aunque despliegan un comportamiento más conveniente
que las expresiones recién abandonadas, ver Figura 7.8, presentan una evolución algo errática
comparadas con las de las expresiones Eudr, Eurdr y Eurdr2, lo que se evidencia en la Figura
7.10. Este hecho sólo deja a estas últimas como candidatas a expresión útil para el índice
incertidumbre - disconformidad IUD.
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Figura 7.6: Agrupamiento de expresiones matemáticas normalizadas, según los valores de
semejanza respecto de urdr
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Figura 7.7: Valor absoluto de las diferencias de primer orden (escaladas). Expresiones: U ,
EU+Dt, EU+D, EU+Dr, EUDr, Eud.
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Figura 7.8: Valor absoluto de las diferencias de primer orden (escaladas). Expresiones: ECe,
EUDt, Eudr, Eurd, Eurdr, Eudr2, Eurdr2.
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Figura 7.9: Valor absoluto de las diferencias de primer orden (escaladas). Expresiones: EU+Dcd,
EUDcd, EUD, EU+SC , EUSC , Eud2, Eurd2.
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Figura 7.10: Valor absoluto de las diferencias de primer orden (escaladas). Expresiones: Eurd,
Eurdr, Eurdr2.
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Figura 7.11: Valor absoluto de las diferencias de primer orden (escaladas). Expresión EUCe.
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7.3. Etapa de análisis según características deseables de
la expresión matemática de incertidumbre - discon-
formidad
En esta fase nos resta estudiar y comparar las expresiones Eudr, Eurdr y Eurdr2, Figura 7.10.
Este análisis recurrirá al estudio de algunas características deseables: el amplitud de variación,
la monotonicidad, y la suavidad del valor absoluto de la diferencia de orden 1 asociada con
cada expresión. Todos los rasgos son prácticamente indistinguibles en las expresiones Eurdr y
Eurdr2 como puede verificarse en las Figuras 6.35 y 6.39. El criterio de comparación es pues la
suavidad de las funciones; para ello se efectuará la estimación de esta característica apelando
a la función raíz media cuadrática (Root Means Square, RMS) que es una medida estadística
de la magnitud de una cantidad variante.
La función RMS, en el contexto de las cantidades discretas, se expresa de la siguiente
manera:
RMS =
2
√
1
N
∑N
i=1
y2i (7.2)
Donde yi es el valor de la cantidad en la muestra i; N es el número de muestras de la
cantidad analizada.
Los valores1 de la función RMS para las expresiones Eudr, Eurdr y Eurdr2 son mostrados
en la Tabla 7.6 y la Figura 7.12; en ellas se presentan, incluso, los valores de la función RMS
para las expresiones matemáticas descartadas en las etapas previas. La observación de los
resultados muestran que las expresiones Eurdr y Eurdr2 arrojan valores bastante similares,
lo que ha sido una constante durante todo el análisis previo para estas dos expresiones. La
elección entre éstas puede hacerse subjetivamente pues sus diferencias en la práctica son casi
inapreciables; sin embargo, y tomando en consideración los valores arrojados por la función
RMS, en su orden de predilección las expresiones serían: Eurdr, Eurdr2 y Eudr.
Por último, y de acuerdo con lo producido por el proceso estipulado previamente, la expre-
sión matemática que corresponde a Eurdr será la que asumirá en adelante el papel de índice
incertidumbre - disconformidad IUD.
1Calculados con base en la información producida por el procedimiento descrito al inicio de la Sección 7.1.
161
CAPÍTULO 7 SELECCIÓN DEL ÍNDICE INCERTIDUMBRE -
DISCONFORMIDAD, IUD.
Expresión EU ECe
RMS 0.5328 0.1805
Cuadro 7.4: Valor de la función RMS. Indices: EU y ECe.
Expresión EU+Dcd EUDcd EU+Dt EUDt EU+D EUD EU+Dr EUDr EU+SC EUSC
RMS 0.2946 0.3265 0.6017 0.2281 0.4554 0.5827 0.5941 0.6616 0.2709 0.2643
Cuadro 7.5: Valor de la función RMS.
Expresión EUCe Eud Eudr Eurd Eurdr Eud2 Eudr2 Eurd2 Eurdr2
RMS 0.2252 0.4868 0.2237 0.31 0.1935 0.2911 0.2403 0.2848 0.1939
Cuadro 7.6: Valor de la función RMS.
Ce U U+DcdU*Dcd U+Dt U*Dt U+D U*D U+Dr U*Dr UCe U+SC U*SC ud udr urd urdr ud2 udr2 urd2 urdr2
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Figura 7.12: Valor de la función RMS para las diferencias de primer orden absolutas escaladas.
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Inclusión del índice IUD en el proceso
de identificación
En esta sección se describe una posible utilización del índice incertidumbre - disconformi-
dad, IUD, en un proceso de identificación de SIBs T-S; el índice IUD acompañará al conocido
índice de desempeño. El resultado de estos dos índices debe ser sopesado por el usuario quien
con base en su pretensión particular decidirá con cuál modelo trabajará. La manera en la cual
el índice será integrado en el proceso de identificación es el tema a ser tratado a continuación.
En todo proceso de identificación se emplea un subconjunto de las parejas entrada - salida
obtenidas del sistema y con ellas se procede a generar modelos intermedios que se evalúan de
acuerdo con algún criterio1, hasta obtener un modelo que luego es puesto a prueba usando los
datos entrada-salida no usadas previamente2. El índice de desempeño se usa para determinar
qué tan distintos son los resultados producidos por un modelo respecto de aquellos que se
poseen en los datos entrada-salida. Aunque el índice de desempeño tradicional ha probado su
utilidad, él no da cuenta de otros aspectos de un modelo, como pueden ser la incertidumbre
generada en él o la evaluación de la calidad de un proceso de agrupamiento de datos, cuando
este último aspecto es considerado en el proceso de identificación.
Esta Tesis propone incluir en un método de identificación de SIBs T-S, el cálculo de la in-
certidumbre y la calidad del agrupamiento obtenidos en cada modelo intermedio mediante una
1Frecuentemente se usa como criterio el denominado índice de desempeño.
2Este proceso de “prueba” del modelo es conocido como validación.
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sóla función matemática, el IUD. Tomando como base el método de identificación presentado
en la Sección 3.3, esta Tesis propone modificar el paso: agrupamiento de las reglas básicas, cru-
cial para la determinación de los parámetros estructurales y funcionales del modelo, mediante
la inclusión del cálculo del índice IUD definido al final de la Sección 7. La inserción de IUD
implicaría la exclusión del Índice de Cubrimiento Espacial ,Ce, para comparar y evaluar una
partición borrosa “óptima” con un número determinado de CBMDs, respecto de la “óptima”
previa, la cual aparece con un CBMD menos.
Para efectuar el estudio de ambos índices se ha optado por estudiar el comportamiento
de ellos sin tomar partido por alguno; es decir, ambos son calculados y comparados cada vez
que el algoritmo FCM es aplicado. Como el papel de Ce es precisamente servir de criterio de
finalización de la etapa de agrupamiento de datos, significa que para efectos de la comparación
pretendida en esta Tesis, la nueva forma cómo será finalizada la etapa de agrupamiento de
datos será cuando se alcance una cantidad máxima de CBMDs, Nma´x 3; es decir, la etapa de
agrupamiento de reglas básicas se repetirá hasta que sea alcanzada una partición con Nma´x
grupos o CBMDs.
Para estudiar el desenvolvimiento del índice IUD se aplicó nuevamente el proceso detallado
en la Sección 7, a saber: se corre el método de identificación descrito en la Sección 3.3, al que
se alimentó con datos sintéticos producidos por el modelo semifísico de base fenomenológica
representado mediante la fórmula (6.1) y desarrollado para el sistema caldereta-condensador
detallado al interior de la Sección 6.1. El proceso que establece la secuencia de los resultados de
cada una de las funciones Ce y IUD , ejecuta el método de identificación y halla una partición
borrosa “óptima” de dos grupos usando el algoritmo de agrupamiento borroso de datos FCM;
se aplica de nuevo el método de identificación y encuentra una partición “óptima” de tres
grupos, luego una de cuatro, y así sucesivamente hasta llegar a la cantidad Nma´x, fijada desde
un inicio. La cantidad Nma´x es arbitraria y puede ser tan grande como se juzgue adecuada.
Para el propósito planteado, se consideró que “alrededor de cincuenta” CBMDs es un número
más que suficiente para obtener la información pertinente a ser graficada y analizada en el
estudio comparativo de Ce y IUD.
Cada vez que se obtiene para el número actual de CBMDs una partición “óptima”, se
3Esta cantidad también será simbolizada en algunas otras partes del texto como L.
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calculan los índices IUD, Ce y también el índice de desempeño. Un aspecto que se estudió al
comparar las expresiones IUD y Ce, fue la condición de terminación del proceso de agru-
pamiento que hubiese indicado cada una de ellas. Esta condición de terminación “hipotética”
en la expresión IUD, y Ce, se establece cuando el valor de su incremento absoluto entre dos
particiones óptimas consecutivas, produjera un valor menor o igual a un valor umbral definido.
Puesto que las dos expresiones poseen rangos de variación diferentes, el umbral se estimó según
un porcentaje de la variación máxima alcanzada durante los (Nma´x − 1) procesos de agru-
pamiento. En las Figuras 9.12 y 9.13 el eje de las abcisas estipula el número de CBMDs que
posee una partición borrosa, y sobre ella son resaltadas usando círculos las “particiones de
parada o terminación”, a las que también se denominaron “mejores particiones”. Paralela-
mente, se observó el valor del error cuadrático entre los valores de la salida arrojados por el
SIB T-S y los producidos mediante la fórmula del modelo semifísico (6.1). El error cuadrático
fue empleado para determinar el índice de desempeño de cada partición obtenida, véase las
Figuras 9.12 b) y 9.13 b). Como información adicional, se anexan la evolución de la diferencia
máxima alcanzada por alguna muestra o dato de identificación Figuras 9.12 a) y 9.13 a), y el
valor del error cuadrático medio, Figuras 9.12 c) y 9.13 c). Se presentan en las Figuras 9.13
d) y 9.12 d), el desarrollo de los valores de los 3 tipos de error recién mencionados.4
En las simulaciones realizadas se observaron los datos incluidos en los 3 tipos de tablas
presentados a continuación:
Condiciones de ensayo Ensayo 1 · · · Ensayo n
Nombre archivo(s) datos
Número datos
T.M.E. (s)
V.m. Flujo Vapor (l/s)
V.m. Flujo Agua (l/s)
V.m. Temp. Agua (oc)
V.M. Flujo Vapor (l/s)
V.M. Flujo Agua (l/s)
V.M. Temp. Agua (oc)
Cuadro 8.1: Prototipo Tabla. Condiciones de ensayo
4Tanto el valor del error cuadrático medio como la diferencia máxima alcanzada en alguna muestra de
identificación, también podrían haberse empleado como índice de desempeño.
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Convenciones para prototipo de Tabla 8.1:
T.M.E. : Tiempo de muestreo experimental. (en segundos).
V.m.N : Valor mínimo Normalizado de una variable.
V.M.N. : Valor Máximo Normalizado de una variable.
Condiciones simulación Ensayo 1 · · · Ensayo n
T.M.S.(s)
V.F. Flujo Vapor (T.M.S.)
V.F. Flujo Agua (T.M.S.)
V.F. Temp. Agua (T.M.S.)
R. Flujo Vapor (V.F.)
R. Flujo Agua (V.F.)
R. Temp. Agua (V.F.)
M.S.D.V.
D. V. (%)
Nma´x
N.P.O.C.
O.D.A.
U. D.A. (%)
Cuadro 8.2: Prototipo de tabla. Condiciones de simulación para el SIB T-S
Convenciones para prototipo de Tabla 8.2:
T.M.S. : Tiempo de muestreo de simulación (en segundos).
V.F.: Ventana de Filtrado de una variable (en segundos).
R.: Cantidad de Retardos de una variable (en segundos).
M.S.D.V.: Método de Selección de Datos para Validación. 1: Los datos para identificación
y validación se seleccionan de cada archivo disponible. 2: Los datos se seleccionan luego de
integrar todos los archivos disponibles. 3: Se elijen de entre los archivos de datos disponibles,
aquellos archivos para validación y los restantes serán para identificación.
D. V.: Datos para Validación.
N.P.O.C.: Número de Particiones Óptimas Consecutivas.
O.D.A.: Orden de la Diferencia Absoluta empleada. 1: diferencias de primer orden, 2:
diferencias de segundo orden.
U.D.A.: Umbral para Diferencia Absoluta
Convenciones para prototipo de Tabla 8.3:
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Resultados Ensayo 1 · · · Ensayo n
P.P.P. IUD
P.P.P. Ce
I.D. IUD
I.D. Ce
P.P. IUD
P.P. Ce
Amb.
Conf.
No-Esp.
Vag.
E.M.M.N.
E.C.M.N.
Cuadro 8.3: Prototipo de Tabla. Resultados de simulación para el SIB T-S.
P.P.: Partición(es) de Parada. Estás particiones cumplen que k (O.D.A.) ≤ U.D.A. en las
N.P.O.C. particiones previas +1. k puede ser o la operación máximo o la operación promedio.
P.P.P. : Primera Partición de Parada. La primera de las particiones que aparecen en P.P.
E.C.N. : Error cuadrático en espacio Normalizado.(Índice de Desempeño)
E.M.M.N.: Error Máximo Muestral en espacio Normalizado. Se obtiene como la máxima
de las diferencias encontradas entre el valor producido por el modelo SIB T-S y el dato de
validación.
E.C.M.N: Error Cuadrático Medio en espacio Normalizado. Se calcula como el valor prome-
dio de la suma de las diferencias cuadráticas encontradas entre el valor producido por el modelo
SIB T-S y el dato de validación.
Amb.: Suma de los valores de Ambigüedad normalizada de los CBMDs en una partición.
Conf.: Suma de los valores de Conflicto normalizado de los CBMDs en una partición.
No-Esp.: Suma de los valores de No-Especificidad normalizada de los CBMDs en una
partición.
Vag.: Suma de los valores de Vaguedad normalizada de los CBMDs en una partición.
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Capítulo 9
Análisis de Resultados
El estudio del desenvolvimiento de las distintas expresiones matemáticas analizadas en
esta sección, se efectúa con base en el proceso detallado en la Sección 7, y que ha sido referido
en varias ocasiones, a saber: se corre el método de identificación descrito en la Sección 3.3,
al que se alimentó con datos sintéticos producidos por la fórmula (6.1) asociado al modelo
semifísico de base fenomenológica que representa el sistema caldereta-condensador detallado
en la Sección 6.1. El proceso que establece la secuencia de los resultados de cada una de las
cantidades, ejecuta el método de identificación y halla una partición borrosa “óptima” de dos
grupos usando el algoritmo de agrupamiento borroso de datos FCM; se aplica de nuevo el
método de identificación y encuentra una partición “óptima” de tres grupos, luego una de
cuatro, y así sucesivamente hasta llegar a la cantidad Nma´x, previamente fijada. Esta cantidad
es arbitraria y puede ser tan grande como se juzgue adecuada.
9.1. Comportamiento de los valores de compacidad y
de solapamiento
Es de interés observar el comportamiento de las funciones de compacidad absoluta y relati-
va, y las correspondientes para solapamiento, mediante gráficas trazadas con datos obtenidos
de un sistema real durante un proceso de identificación. En las Figuras 9.1 - 9.5 1 cada ele-
1Las Figuras a), b) y c) son generadas con los datos arrojados por el modelo semifísico de base fenomeno-
lógica en diferentes condiciones de simulación.
CAPÍTULO 9 ANÁLISIS DE RESULTADOS
mento del eje de las abcisas (Num. grupos) representa una partición borrosa. Dicha partición
es obtenida mediante el algoritmo FCM cuando el proceso de identificación de un SIB T-S es
llevado a cabo. El algoritmo FCM procede iterativamente para una cantidad fija de CBMDs
intentando encontrar una partición que cumpla con un criterio de optimización. Para deter-
minar cada elemento de las abcisas ha debido “ejecutarse” el algoritmo FCM de manera que
ubique una nueva partición con un nuevo número de grupos o CBMDs. Interesa observar cómo
varían las diferentes cantidades de compacidad y solapamiento con el aumento del número de
CBMDs en las particiones.
9.1.1. Comportamiento de los valores de compacidad absoluta y
relativa
La Figura 9.1 a), muestra la variación del valor de la suma de las compacidades absolutas
de los CBMDs que conforman cada partición borrosa hasta llegar a 40 CBMDs por partición.
Se muestran en b) y c) los comportamientos análogos con particiones generadas hasta 50 y
60 CBMDs, respectivamente Como es notorio en la Figura 9.1 a), el valor de la suma de
las compacidades absolutas de los CBMDs se incrementa a medida que aumenta el número
de grupos por partición; ello es corroborado en las Figuras 9.1 b) y c). La Figura 9.2 a)
presenta los valores máximo, promedio y mínimo de las compacidasdes absolutas alcanzados
por algún(os) CBMD(s) de la partición. También se muestran las Figuras b) y c) que se
generaron para particiones de hasta 50 y 60 grupos, respectivamente. Aunque no es conocida
la cantidad exacta de CBMDs, en una partición particular, que alcanzan el valor máximo de
compacidad absoluta y tampoco es sabido cuántos obtienen el valor mínimo, la comparación
del comportamiento de los valores máximo y mínimo con el de la variación del valor promedio,
sí permite derivar la tendencia de los valores de aquellas cantidades (las correspondientes al
número de CBMDs con los valores máximos y mínimos).
Siguiendo la evolución de la Figura 9.2, para la variación de los valores mínimos de com-
pacidad absoluta, y la Figura 9.1 de la suma de compacidades de los grupos, no permite
establecer con certeza una relación entre las mismas. Bastante diferente es lo que ocurre con
las gráficas de los valores máximo y promedio con la suma de compacidades. Es visible que los
aumentos o disminuciones de valores máximos coinciden con comportamientos análogos de los
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valores promedio. Mucho más evidente es, incluso, la relación de las variaciones de los valores
máximo y el de la suma de las compacidades, mostrando un comportamiento casi paralelo
pero en escalas distintas. Todo lo anterior indica que aunque se hubiese(n) generado algún(os)
CBMD(s) de una partición a otra con notorio mejoramiento en el valor de la compacidad y que
ese valor se viese reflejado en el valor de las compacidades agregadas, el impacto en los valores
individuales promedio no fue tan sustantivo. De hecho, revisando la Figura 9.3 se observa
cómo los valores de compacidad en términos relativos van reduciéndose con el incremento de
CBMDs; son reducciones fuertes en una zona inicial, y luego mucho menos abruptas.
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Figura 9.1: Suma de compacidades absolutas y suma de solapamientos absolutos: a) hasta 40
CBMDs, b) hasta 50 CBMDs y c) hasta 60 CBMDs.
9.1.2. Comportamiento de los valores de solapamiento absoluto y
relativo.
El análisis de las variaciones de los valores de la suma de solapamientos: máximo, promedio
y de mínimo absolutos, llevan a interpretaciones similares a las de sus homólogas en las
compacidades. Según la Figura 9.4 a), b) y c), la cantidad con más fuerte variación es la de
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Figura 9.2: Compacidad absoluta máxima, promedio y mínima: a) hasta 40 CBMDs., b) hasta
50 CBMDs. y c) hasta 60 CBMDs.
los valores máximos, siguiendo la línea del comportamiento de la suma de los solapamientos
de los CBMDs, ver Figura 9.1 a), b) y c). A diferencia de lo ocurrido con sus correspondientes
en la noción de compacidad, no puede evidenciarse una relación fuerte entre las variaciones de
los valores máximo absolutos y los de la suma de los solapamientos absolutos. Por su parte, el
desenvolvimiento de los cambios de los valores promedio y mínimo es distendido, incluso muy
bajo en el caso de los valores mínimos. Es justificable, entonces, una interpretación semejante
a la ofrecida para el comportamiento de las compacidades: un aumento del valor de la suma de
los solapamientos parece ser redistribuido en los conjuntos generados en la nueva partición con
más CBMDs, de modo que el impacto en cada conjunto no es demasiado significativo; de hecho
revisando la Figura 9.5 a), b) y c), y tal como se evidenció en el contexto de las compacidades,
los valores de los solapamientos máximo y mínimos relativos exhiben una reducción bastante
notoria en una zona inicial, y menos en la restante.
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Figura 9.3: Compacidad relativa máxima y mínima: a) hasta 40 CBMDs., b) hasta 50 CBMDs.
y c) hasta 60 CBMDs.
9.2. Comportamiento de los valores de calidad por co-
hesión Qc y de calidad por distribución Qd
El estudio del comportamiento a través de muchas simulaciones, ha mostrado un desarrollo
de los valores de Qc y Qd como el presentado en la Figura 9.6. Esta figura muestra cómo los
valores de Qd tiene un comportamiento típicamente creciente y lo hacen aproximándose a un
comportamiento lineal; por su parte, los correspondientes a Qc evolucionan hacia la reducción,
bastante fuerte en las primeras particiones exploradas.
Lo que significa que segúnQd la distribución de los datos a medida que se requiere partición
con un número mayor de CBMDs tiende a mejorar, ello puede explicarse en que al aumentar
el número de CBMDs los prototipos de estos, tienden a concentrarse en zonas de datos más
específicas, es decir, menos elementos le pertenecen en mayor grado, observe su coherencia
con lo mostrado por la Figura 9.5; esto a su vez explica el comportamiento de los valores de
Qc ya que entonces se aumenta el número de elementos que le pertenecen en menor grado a
cada CBMD, disminuyendo de esa forma el valor de Cr de cada uno de ellos, y estos son los
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Figura 9.4: Solapamiento absoluto máximo, promedio y mínimo: a) hasta 40 CBMDs., b)
hasta 50 CBMDs. y c) hasta 60 CBMDs.
argumentos para el cálculo de Qc. Esto también es confirmado al observar la Figura 9.3.
9.3. Comportamiento de los valores de ambigüedad y
de vaguedad
Uno de los aspectos relevantes de esta Tesis doctoral fue tener en cuenta la incertidumbre
de cualquier modelo para la valoración del mismo. La ambigüedad (junto con sus componentes
el conflicto y la no-especificidad) y la borrosidad o vaguedad fueron evaluadas en cada CBMD
de todas las particiones generadas. En la Figura 9.7 a) se muestra el desenvolvimiento típico
de la suma de los valores de ambigüedad y de la borrosidad de los CBMDs de cada partición,
hasta llegar a una partición de 40 CBMDs. En 9.7 b) se amplía la gráfica correspondiente a
la vaguedad calculada con la fórmula normalizada de Yager, Ecuación (2.75). De la Figura
9.7 a) se observa que los valores de la suma de las ambigüedades, y los de sus incertidumbres
componentes (el conflicto y la no - especificidad) son crecientes, casi que pudiese ajustarse
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Figura 9.5: Solapamiento relativo máximo, promedio y mínimo: a) hasta 40 CBMDs., b) hasta
50 CBMDs. y c) hasta 60 CBMDs.
a una ecuación lineal, a medida que se aumenta el número de CBMDs en las particiones.
Mientras De la Figura 9.8 a) se observa que la ambigüedad junto con sus componentes (el
conflicto y la no-especificidad) tienen un desarrollo creciente cuando los valores de ellas en
los distintos CBMDs de la partición son agregadas. Sin embargo, al estudiar las Figuras 9.9
a), c) se advierte, que los valores máximo y mínimo de las ambigüedades en una partición
cualquiera, al igual que el de su componente la no-especificidad, disminuyen. Lo que significa
que el valor de la suma va en aumento debido al incremento en el número de CBMDs mas no
por el aumento de esa cantidad en los CBMDs que conforman las particiones. Tal y como se
esperaba, Figura 9.8 a) y b), el aporte en valor numérico de la suma de los conflictos presentes
en cada CBMD de una partición a la suma de las ambigüedades es mucho menor que el de
la no-especificidad; pero, a diferencia de la no-especificidad, los valores máximo y mínimo del
conflicto presente en algún CBMD de una partición cualquiera aumenta hasta cuando se ve
estabilizar el primero y disminuir el segundo, Figura 9.9 b). La estabilización del valor máximo
y la reducción del valor mínimo sólo se explica como consecuencia de encontrar menos CBMDs
con bastantes elementos compartidos con los demás.
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Figura 9.6: Comportamiento típico de la suma de los valores normalizados de los CBMDs de
cada partición; hasta 40 CBMDs por partición: a) de las calidades por cohesión Qc b) de las
calidades por distrib. Qd.
El desenvolvimiento de la suma de las borrosidades de cada CBMD de un partición muestra
un comportamiento no monótono, de hecho tiene un comportamiento ascendente y luego
descendente, Figura 9.7 b); esta información combinada con la obtenida de la Figura 9.9
d), donde los valores máximo y mínimo de la borrosidad decrecen con el aumento en el
número de CBMDs, permite afirmar que con el incremento inicial en el número de CBMDs
también se aumenta la cantidad de CBMDs con valores de borrosidad más próximos al máximo
encontrado en la partición; luego esa cantidad de CBMDs con valores próximos al máximo
disminuye y por ello la suma también lo hace.
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Figura 9.7: a) Comportamiento típico de la suma de valores de: ambigs. norm., y vaguedad
norm. de los CBMDs presentes en cada partición. Hasta 40 CBMDs. b) Ampliación del com-
portamiento para la vaguedad usando la fórmula de Yager.
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Figura 9.8: a) Comportamiento típico de la suma de valores de: ambigs. norm., conflicto
norm. y no-especif. norm de los CBMDs presentes en cada partición. Hasta 40 CBMDs. b)
Ampliación del comportamiento para el conflcito.
9.4. Comportamiento de los valores de IUD y Ce
Se inicia esta sección retomando las definiciones matemáticas para las expresiones para U ,
Ce y IUD. U es una expresión que efectúa una agregración de los valores de incertidumbre
que se generan en los CBMDs que aparecen en una partición borrosa cualquiera; su fórmula
es:
U =
L∑
i=1
Ui
=
L∑
i=1
CFin +
L∑
i=1
NEin +
L∑
i=1
Vin
donde L: número de CBMDs que constituyen la partición borrosa, Ui : valor que corres-
ponde a la incertidumbre presente en el CBMD Ai, Bin : valor normalizado de ambigüedad
presente en el CBMD Ai, Vin : valor normalizado de vaguedad presente en el CBMD Ai,
CFin : valor normalizado de conflicto presente en el CBMD Ai y NEin : valor normalizado de
no-especificidad presente en el CBMD Ai
El Índice de Cubrimiento Espacial, Ce, se define matemáticamente así:
Ce =
L∑
i=1
Cei
Cada componente Cei se obtiene de la siguiente forma:
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Figura 9.9: Valores máx. y mín. encontrada en algún CBMD de cada partición;.hasta 40
CBMDs: a) Amb. norm. b) Conf. norm. c) No-espc. norm. d) Vag. norm.
Cei =
n∑
k=1
(µik)
m (‖vi − xk‖2 − ‖x¯− vi‖2)
donde x¯: valor medio de los elementos de X:
x¯ =
∑n
k=1 xk
n
vi: prototipo del CBMD Ai; se determina como su valor medio:
vi =
∑n
k=1 µikxk∑n
k=1 µik
n: número de elementos de X.
µik: grado de pertenencia del elemento dato xk de X, al CBMD Ai.
m: modificador o exponente de peso, tal que m ∈ [1,∞).
‖·‖: norma inducida por un producto interno. Esta se emplea para calcular la distancia
métrica existente entre el elemento xk al CBMD Ai.
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La expresión matemática Eurdr se estableció luego de un proceso de selección, remitirse a
la Sección 7, como el índice de incertidumbre - disconformidad IUD; el índice IUD es uno de
los aportes y el objetivo de esta Tesis Doctoral La fórmula para Eurdr es:
Eurdr =
L∑
i=1
Ui∑L
i=1 Ui
1
Qi∑L
i=1
1
Qi
=
1∑L
i=1 Ui
1∑L
i=1
1
Qi
L∑
i=1
Ui
Qi
donde: Qi = Qcin +Qdin .
Qci : calidad de un CBMD Ai debida a la compacidad del mismo.
Qdi : calidad de un CBMD Ai respecto de la distribución que le ha correspondido de los
datos x ∈ X.
El análisis de los resultados obtenidos en las diferentes simulaciones muestran que, en
general, el índice Ce detendría más tempranamente que IUD el proceso de encontrar una
cantidad de CBMDs para una partición que agrupe los datos empleados en la identificación
de un SIB T-S. La explicación se encuentra en el comportamiento de la gráfica de las diferencias
absolutas de primer orden de cada índice, como se vio en la Figura 7.8, en la que se muestra
el comportamiento obtenido para las diferencias mencionadas en las expresiones Ce y Eurdr
(esta última elegida a la postre para desempeñarse como IUD). Este resultado fue reiterativo,
sobre todo cuando los valores umbrales (criterio de parada) se estipulaban pequeños, de un
orden menor a 0.1. Es conveniente recordar que el método propuesto para comparar estas
cantidades requirió normalizar los valores obtenidos por cada índice, y de ellas obtener las
diferencias absolutas de primer orden. De esa manera se podía fijar un valor umbral común
como criterio de parada, éste se definió como un valor entre 0 y 1. Los resultados mostrados
en las Figuras 9.10 y 9.11 son fruto de una simulación para particiones de hasta 60 CBMDs
y un valor umbral de 0.01.
Dado que las diferencias absolutas de primer orden de Ce y de IUD están sujetas a los
valores de Ce y IUD, y el comportamiento de Ce es más oscilatorio que el de IUD (Eurdu),
Figura 7.8, entonces lo más probable es que las diferencias absolutas de Ce puedan alcanzar
valores inferiores al del umbral, antes que los de IUD. La situación se atenúa cuando los valores
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del umbral aumentan, de hecho con valores iguales o superiores a 0.1 le da la oportunidad
a IUD de obtener valores de diferencias absolutas por debajo del umbral en particiones con
una menor cantidad de CBMDs. No obstante, y por la misma razón aducida al fenómeno de
umbral inferior a 0.1, los valores de las diferencias absolutas de primer orden de Ce obtendrían
valores más bajos que el umbral antes que los de IUD. En las Figuras 9.12 y 9.13 se muestra
el resultado de una simulación con particiones desde 2 hasta 40 CBMDs y un valor umbral de
0.1.
De las Figuras 9.10 y 9.11, 9.12 y 9.13 se observa que los valores del índice de desempeño
son de un orden bastante bajo, y ello fue repetidamente encontrado en todas las simulaciones
efectuadas. Es apropiado recalcar que el índice de desempeño empleado en las simulaciones
de este trabajo doctoral se obtiene como la suma de las diferencias cuadráticas de los valores
de la variable de salida obtenidas por cada dato de identificación obtenido desde el modelo
semifísico de base fenomenológica y calculado con el modelo SIB T-S. También en esas figuras
se enseñan los valores de la diferencia más alta de la variable de salida encontrada en alguna
muestra o dato de identificación en cada partición entre el valor suministrado por el modelo
semifísico y aquel proporcionado por el SIB T-S. También se muestra el valor que se obtendría
al dividir el índice de desempeño por el número de muestras de identificación, a esta cantidad
se le denominó Error cuadrático medio.
Por último, en la Figura 9.14 se ofrece la misma información para la expresión U que
aquella suministrada para Ce y IUD. Lo anterior con el fin de mostrar que esta expresión no
brindaría, en general, la posibilidad de obtener particiones con un número razonablemente bajo
de CBMDs en los que el proceso de agrupamiento de datos se detendría. La razón para ello
se deriva del comportamiento oscilatorio y lentamente decreciente de U , que puede observarse
en la simulación presentada en la Figura 7.7, incluso en situaciones donde se definan valores
de umbral no muy bajos.
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Figura 9.10: Particiones de parada para Ce, y comportamiento para cada partición (particiones
desde 2 hasta 60 CBMDs), de: a) los valores de maxímo error en alguna muestra para cada
partición; b) índ. desemp. (error cuadrát.); c) error. cuadrát. medio; d) gráfica comparativa
de los errores mostrados en a), b) y c).
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Figura 9.11: Particiones de parada para IUD, y comportamiento para cada partición (par-
ticiones desde 2 hasta 60 CBMDs), de: a) los valores de maxímo error en alguna muestra
para cada partición; b) índ. desemp. (error cuadrát.); c) error. cuadrát. medio; d) gráfica
comparativa de los errores mostrados en a), b) y c).
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Figura 9.12: Particiones de parada para Ce, y comportamiento para cada partición (particiones
desde 2 hasta 40 CBMDs), de: a) los valores de maxímo error en alguna muestra para cada
partición, índ. desemp. (error cuadrát.), error. cuadrát. medio; b) Ampliación para error.
cuadrát. medio; c) Ampliación para máx. error. muestral.
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Figura 9.13: Particiones de parada para IUD, y comportamiento para cada partición (parti-
ciones desde 2 hasta 40 CBMDs), de: a) los valores de maxímo error en alguna muestra para
cada partición, índ. desemp. (error cuadrát.), error. cuadrát. medio; b) Ampliación para error.
cuadrát. medio; c) Ampliación para máx. error. muestral.
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Figura 9.14: Particiones de parada para U , y comportamiento de: a) los valores de índ. desemp.
(error cuad.); maxímo error en alguna muestra para cada partición; error. cuad. medio para
cada partición; hasta 50 CBMDs por partición. b) Ampliación para error. cuad. medio c)
Ampliación para máx. error muestral.
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Capítulo 10
Conclusiones
Se propuso un índice de incertidumbre - disconformidad, IUD, con el objetivo de conver-
tirse en una opción cuando se pretende hallar una partición adecuada durante el proceso de
identificación de un SIB T-S de un sistema real. El rasgo que diferencia a éste de otros índices
que cumplen un objetivo similar (como es el caso del Índice de Cubrimiento Espacial, Ce),
es la inclusión de un aspecto no considerado en aquellos otros: la evaluación de incertidumbre
originada en los CBMDs que componen una partición borrosa cualquiera. Además, trata de
conservar un aspecto que en los demás índices ha sido el que los ha originado: la evaluación de
naturaleza estadística de la distribución de los datos en los CBMDs que conforman la parti-
ción. El índice IUD exploró varias alternativas para concretar esta última característica; para
ello, finalmente, se propusieron y definieron matemáticamente las nociones de compacidad
absoluta y relativa, solapamiento absoluto y relativo, calidad por cohesión de datos y calidad
por distribución de datos. IUD es , por tanto, una expresión que pretende integrar los dos
aspectos recién nombrados en una sola fórmula matemática.
El índice IUD propuesto puede ser considerado como un criterio de parada de una etapa
de agrupamiento borroso de datos al interior de un proceso de identificación de SIBs T-S. Tal
afirmación está soportada en el análsis de resultados efectuado en la Seccioón 9. De hecho,
y dados los órdenes de magnitud que se manejan para el índice de desempeño y si éste fuese
un criterio para elegir uno sobre el otro, no existiría una razón por la cual no se pudiese
reemplazar el índice Ce por el IUD. Lo que significa que la expresión matemática Eurdr puede
ser empleada como un criterio de parada cuando se pretende encontrar una partición con un
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número adecuado de CBMDs con el que se identificará un SIB T-S. Como complemento del
aspecto considerado en el índice Ce1, el índice IUD (Eurdr) incorpora información sobre la
incertidumbre presente en un modelo.
Una expresión, como la U , que sólo agregue los valores de los diferentes tipos de incer-
tidumbre presente en cada CBMD de cualquier partición borrosa, es insuficiente como criterio
para ayudar a identificar el número de CBMDs apropiado para una partición borrosa que se
emplee para concretar parte de la estructura de un SIB T-S.
Se exploraron varias expresiones como candidatas para desempeñar el papel de IUD, pero no
lograron satisfacer las condiciones requeridas y estipuladas para ser elegidas. Otras resultaron
ser fuertes aspirantes y opino que no son descartables como tales: Eurdr2, por ejemplo.
Los conceptos de solapamiento relativo Sr y compacidad relativa Cr no son suficientes para
representar la calidad de agrupamiento de una partición borrosa y, de esa forma pretender
desempeñar una función como la del índice Ce, ello pudo evidenciarse en la eliminación del
índice EUSC o EU+SC .
El índice Kaufmann (2.69) para la estimación de la borrosidad de un conjunto es inapro-
piada y no debe emplearse con tal fin. Se demostró en el Apéndice F que ese índice contraría
las condiciones establecidas para cualquier expresión matemática que pretenda estimar la
borrosidad de un conjunto.
En el mismo Apéndice F se probó que el índice de borrosidad lineal (2.65) y el Índice de
Borrosidad Normalizado formulado por Yager (2.75), son algebraicamente iguales cuando ellas
emplean la fórmula de Hamming para calcular normas. Este resultado implica que estas dos
medidas producen respuestas numéricamente iguales y, por ende, difumina la aparentemente
nítida distinción entre las dos clases en las que cada una está ubicada.
La fórmula de Shannon para la estimación de conflicto puede emplearse para generar un
mapa de este tipo de incertidumbre en el espacio del regresor de un SIB T-S. La noción
fundamental detrás de esta afirmación es que puede interpretarse al coeficiente o ponderador
ϕ(i)(x), donde x es un punto del espacio del regresor, como el valor de asignación de pro-
babilidad básica para la salida y(i), m
({
y(i)
})
, correspondiente a la regla i; así se establece
que m
({
y(i)
})
define la proporción de credibilidad que y(i) sea la salida del modelo, y sólo él,
1La distribución de los datos de identificación en conjuntos borrosos.
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cuando x es el valor de entrada suministrado al SIB T-S.
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Capítulo 11
Ideas para trabajos futuros
Para hallar una expresión con la misma función que la de Ce o IUD, puede ser de interés
seleccionar sólo aquellas componentes de la incertidumbre y de la calidad de agrupamiento
que muestren comportamientos apropiados para tomar decisiones más informativas. Aspectos
como la vaguedad en cuanto al componente de la incertidumbre, y el de la calidad por cohesión
Qc como el de calidad de agrupamiento, serían dignos de revisar sea independientes o en
combinación.
El éxito o no de los resultados suministrados por cualquier expresión que pretenda desem-
peñar la función de Ce dependerá de la información que le provea el algoritmo de agrupamiento
borroso de datos FCM, o en términos más generales, el algoritmo de agrupamiento borroso
de datos que se utilice. Y aunque esta afirmación no se produce como resultado de simula-
ciones de diferentes técnicas de agrupamiento que fuesen probadas en esta Tesis doctoral, es
un hecho que diferentes técnicas de agrupamiento borroso se basan en diferentes concepciones
de “prototipo” de grupo borroso, o producen grupos con formas diferentes a la esférica, o
emplean diferentes fórmulas para estimar la norma entre datos en un espacio n-dimensional.
Será de interés observar los resultados con otros algoritmos de agrupamiento borroso.
Otro tema de exploración son combinaciones o expresiones matemáticas diferentes para
agregar las componentes de incertidumbre en cada CBMD, las distintas formas de combinar
las componentes de calidad de agrupamiento y la manera de agregar los aportes de estas
cantidades cuando se refiera a la partición completa. Como se expresó en la Tesis, existen
incontables expresiones matemáticas que podrían ser planteadas para integrar estos compo-
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nentes y estimar la agregación de las las mismas. En este trabajo sólo se formularon dos
grupos, las que se denominaron expresiones conjuntivas y las disyuntivas, y en cada una sólo
se plantearon algunas de las innumerables posibles.
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Apéndice A
Teoría para la representación de la
vaguedad (Teoría de conjuntos
borrosos)
La teoría que ha sido desarrollada para la representación de la vaguedad fue cimentada
por Lofti Zadeh desde su artículo [18]. En él se instituyó la formalización matemática de los
conjuntos borrosos, y con estos una herramienta apropiada para ampliar las posibilidades
ofrecidas por los conjuntos concretos; conjuntos a los que también se les ha apartado un
Apéndice para su descripción, observe el Apéndice B. A continuación serán presentados los
principales conceptos de la Teoría de los Conjuntos Borrosos.
A.1. Nociones fundamentales
Para obtener unamejor comprensión del concepto de conjunto borroso y percibir su diferen-
ciación respecto de los conjuntos concretos, se juzga apropiado repasar la concepción intuitiva
y la formalización matemática correspondiente a los últimos mencionados.
Definición A.1 Conjunto concreto (conjunto clásico)
Sea X un conjunto universo o de discurso, la pertenencia o no de un elemento x a un
subconjunto A de X, se formaliza mediante la denominada función característica o función
APÉNDICE A TEORÍA PARA LA REPRESENTACIÓN DE LA VAGUEDAD
(TEORÍA DE CONJUNTOS BORROSOS)
discriminante, µA,
µA : X → {0, 1}
La no pertenencia de un elemento x a A, simbolizado x /∈ A, se establece como µA(x) = 0;
la pertenencia de x a A, denotado x ∈ X, se determina como: µA(x) = 1.
Definición A.2 Conjunto borroso
En la teoría de conjuntos borrosos la pertenencia de un elemento x a un conjunto A
del universo de discurso X, puede ser parcial. Este tipo de conjuntos es una extensión de
la clase de conjuntos concretos. La membresía de un elemento a un conjunto borroso A, se
define empleando una generalización de la función de discriminación, denominada función de
pertenencia. Al igual que la función discriminante, esta última puede ser definida como un
mapeo unívoco desde el universo de discurso X en una estructura algebraica M :
µA : X →M
Un valor particular de la función de pertenencia se denomina grado de pertenencia, y
la estructura algebraica M se denomina conjunto de pertenencia asociado. Cuando M es el
intervalo [0, 1] a los conjuntos borrosos se los denomina estándar.1
Un conjunto borroso A, también puede definirse como un conjunto de parejas ordenadas
A = {(x, µA (x))} , ∀x ∈ X
Definición A.3 Conjunto unitario borroso.
Es un conjunto borroso que posee sólo un elemento y, además, ese elemento presenta grado
de pertenencia 1. Según la convención establecida, este conjunto sería representado como:
{(x, 1)} = {x}
1En lo que sigue, será entendido que los conjuntos borrosos son estándar, a no ser que se especifique otra
cosa.
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que puede simplificarse a x.2
Una forma alternativa de representar un conjunto borroso unitario es:
{1/x} = 1/x
el símbolo / no refiere a la operación división, se usa para separar el elemento de su grado
de pertenencia.
Un conjunto borroso A del universo de discurso X, discreto de n elementos, se simbolizará
como:
A = µA (x1) /x1 + · · ·+ µA (xn) /xn =
n∑
i=1
µA (xi) /xi
donde el signo + representa la operación unión; cada xj representa los conjuntos unitarios
borrosos de A.
Cuando el conjunto X es continuo, se emplea la notación:
A =
∫
X
µA (x) /x
los símbolos
∑
y
∫
, denotan la unión de conjuntos unitarios.
Definición A.4 Altura
La altura de un conjunto borroso A, Alt (A), es el grado de pertenencia más grande que
presenta algún elemento x en A; en el domino continuo se expresa:
Alt (A) = sup
x
µA (x)
Para el dominio discreto la fórmula es: Alt (A) = ma´x
x
µA (x). Donde sup y max determinan
el supremo y máximo de los valores µA (x), en el dominio continuo y discreto, respectivamente.
Definición A.5 Conjunto soporte.
2Estrictamente hablando si x ∈ X, entonces {x} es diferente de x. El primero representa un subconjunto,
el segundo hace referencia a un elemento.
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El conjunto soporte de un conjunto borrosoA, Sop(A), es el conjunto concreto de elementos
x de X que tienen grado de pertenencia mayor que cero, osea:
Sop(A) = {x |µA (x) > 0}
Definición A.6 Núcleo
El núcleo de un conjunto borroso A, Nuc (A), es el conjunto concreto de elementos x de
X que tienen grado de pertenencia igual a 1, es decir:
Nuc(A) = {x |µA (x) = 1}
Definición A.7 Alfa corte
El α-corte o conjunto nivel α de un conjunto borroso A, dentado como αA, es un conjunto
concreto cuyos componentes son los elementos x que tienen un grado de pertenencia mayor o
igual a α, es decir:
αA = {x |µA (x) ≥ α}
Definición A.8 Conjunto de niveles
Es el conjunto de todos los valores α ∈ [0, 1] que se usan para representar los distintos
α-corte de A, ΛA; formalmente:
ΛA = {α| (∃x ∈ X) (µA (x) = α)}
Definición A.9 Conjunto concreto más cercano.
El grado de pertenencia al Conjunto Concreto Más Cercano (CCMC) asociado con un
conjunto borroso A, C (A), se obtiene como:
µC(A)(x) =
{
0, si µA(x) ≤ 0,5
1, si µA(x) > 0,5
(A.1)
Definición A.10 Conjunto producto o producto cartesiano
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El producto cartesiano de A1, . . . , An, indicado por A1 × · · · ×An, es un conjunto borroso
obtenido como:
A1 × · · · ×An =
∫
X
(
µA1 (x) ∧ · · · ∧ µAn (x)
)
/x
para el dominio continuo, donde ∧ representa la operación que obtiene el mínimo de los
µAi (x), i = 1, . . . , n. En el dominio discreto se expresa como:
A1 × · · · × An =
∑
x∈X
(
µA1 (x) ∧ · · · ∧ µAn (x)
)
/x
La expresión A1 × · · · ×An puede simplificarse como:
n×
i=1
Ai.
Definición A.11 Normalidad
Se dice que un cojunto borroso A es normal si y sólo si su altura es 1; de lo contrario, se
dice que el conjunto A es subnormal.
Definición A.12 Convexidad
Un conjunto borroso A se dice convexo si cumple: ∀x1, x2 ∈ X y cualquier λ ∈ [0, 1]
mı´n {µA (x1) , µA (x2)} ≤ µA (λx1 + (1− λ)x2)
donde la función min determina el valor mínimo entre sus argumentos.
Otra forma de definir la convexidad de un conjunto borroso A se hace a través de sus αA.
Así, un conjunto borroso es convexo si todos sus α-corte son convexos. La convexidad de los
conjuntos de nivel α (igual que la de cualquier subconjunto concreto de X y X = RN), se
establece como:
∀x1, x2 ∈ αA⇒ (λx1 + (1− λ)x2) ∈ αA
Definición A.13 Conjunto potencia de X (conjunto de partes de X)
Para un conjunto referencia X, el conjunto potencia, P (X), se define como la familia
de todos los posibles subconjuntos de X. Si X es un conjunto discreto y finito, se puede
determinar el número de elementos de P (X), |P (X)| . Si el conjunto de pertenencia asociado,
M , es discreto y finito, con |M | = m, entonces |P(X)| = mn, donde n = |X|.
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A.2. Operaciones entre conjuntos borrosos
Definición A.14 Igualdad de conjuntos borrosos
Dos conjuntos borrosos A y B son iguales si y sólo sus elementos poseen el mismo grado
de pertenencia:
A = B ⇔ ∀x (µA (x) = µB (x))
Definición A.15 Inclusión de conjuntos
Un conjunto borroso A está incluido en otro conjunto borroso B, cuando el grado de
pertenencia de un elemento en A, es a lo sumo igual al grado de pertenecia de elemento en B:
A ⊆ B ⇔ ∀x (µA (x) ≤ µB (x))
Definición A.16 Complemento estándar de un conjunto borroso
El complemento de un conjunto borroso A de X, simbolizado por A¯, queda definido a
través de su función de pertenencia como:
µA¯ = 1− µA
Luego, el grado de pertenencia de cualquier elemento de X en A¯, se calcula como:
µA¯ (x) = 1− µA (x) , ∀x ∈ X
La definición estándar de complemento de un conjunto borroso es sólo una de las posibles
definiciones que pueden emplearse para establecer dicha operación. En la literatura se ha
planteado una familia de funciones matemáticas que pueden emplearse para establecer el
complemento de un conjunto borroso. Los requerimientos matemáticas que sirven para definir
estas funciones son los siguientes. Suponga que Cpt es una función matemática que se empleará
para establecer el complemento de un conjunto borroso, luego:
Cpt : [0, 1]→ [0, 1]
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Cpt(0) = 1 y Cpt(1) = 0.
Si a ≥ b, entonces Cpt (a) ≤ Cpt (b) .
Otro requerimiento opcional es:
Cpt(Cpt(a)) = a.
Definición A.17 Unión estándar de conjuntos borrosos
La unión de una familia de conjuntos {Ai|i ∈ I}, simbolizado a través de
⋃
i∈I
Ai, es un
conjunto borroso en el que el grado de pertenencia se determina como:
µ⋃
i∈I Ai
(x) = sup
i∈I
µAi (x)
Una representación alternativa es:
µ⋃
i∈I Ai
(x) = ∨
i∈I
µAi (x)
donde sup y ∨ representan la operación que obtiene el supremo de los µAi (x), i ∈ I.
Cuando la unión se efectúa sobre un número discreto de conjuntos, o sea: I = 1, . . . , n,
entonces
µ⋃
i=1,..,nAi
(x) = ma´x
i=1,...,n
µAi (x)
La definición estándar de unión de conjuntos borrosos es sólo una de las concepciones que
pueden utilizarse para establecer esta operación. Otras definiciones recurren a una familia
general de funciones conocidas como t-conorma.
Definición A.18 Intersección estándar de conjuntos borrosos
La intersección de una familia de conjuntos {Ai|i ∈ I}, representado por
⋂
i∈I
Ai, es un
conjunto borroso en el que el grado de pertenencia se determina como:
µ⋂
i∈I Ai
(x) = inf
i∈I
µAi (x)
Otra representación empleada es:
µ⋂
i∈I Ai
(x) = ∧
i∈I
µAi (x)
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donde inf y ∧ representan la operación que obtiene el ínfimo de los µAi (x), i ∈ I.
Cuando la intersección se lleva a cabo en un número discreto de conjuntos , o sea: I =
1, . . . , n, entonces
µ⋂
i=1,..,nAi
(x) = mı´n
i=1,...,n
µAi (x)
La definición estándar de intersección de un conjunto borroso es sólo una de las nociones
que pueden usarse para definir esta operación entre conjuntos borrosos. Otras definiciones
usan la familia general de funciones conocidas como t-norma.
Definición A.19 Producto
El producto de n subconjuntos borrosos A1,...,An de X, A1 · · · An, está definido como:
A1 · · · An =
∫
X
(
µA1 (x) · · · µAn (x)
)
/x
Luego, si A1 = · · · = An = A, entonces
An =
∫
X
(µA (x))
n /x
Para el caso discreto, se tienen las expresiones:
A1 · · · An =
∑
x∈X
(
µA1 (x) · · · µAn (x)
)
/x
y
An =
∑
x∈X
(µA (x))
n /x
A.3. Relación y algunas nociones asociadas
Definición A.20 Relación borrosa
Intuitivamente, una relación borrosa es un subconjunto del producto cartesiano de varios
universos de discurso. Formalmente, sea X = X1 × · · · × XN un universo de discurso; una
relación borrosa R sobre X, se define como un mapeo:
R : X → [0, 1]
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Otras formas de simbolizar una relación borrosa R, son:
R =
∫
X
µR(x)/x
para el dominio continuo; mientras que para el caso discreto es:
R =
∑
x∈X
µR(x)/x
Es importante destacar que el elemento x es la n-tupla ordenada (x1, . . . , xN), donde
xi ∈ Xi.
Definición A.21 Relación de similitud.
Definición A.22 Proyección de una relación borrosa
Supóngase que se ha definido una relación R en el conjunto X. Si se emplea la noción de
índices, el conjunto X puede representarse como X = ×
i∈I
Xi. 3
Sea R una relación borrosa definida en el espacio X = ×
i∈I
Xi. Una proyección de R sobre
cualquier subconjunto ordenado de X, dígase XJ , es la relación RXJ tal que,
RXJ : ×
i∈J
Xi → [0, 1]
donde J ⊆ I.4
El grado de pertenencia para cualquier elemento en la proyección de R, µRXJ (xJ), se
calcula como:
µRXJ
(xJ) = ma´x
x
µR (x)
donde x es cada elemento de ×
i∈I
Xi que produce el elemento xJ cuando son eliminadas sus
componentes en las posiciones J¯ .
Definición A.23 Extensión cilíndrica de una relación borrosa R
3Otras formas comunes de representar un conjunto producto empleando el concepto de índice, es: X = ×XI
o X = XI . Lo normal es que I = In = Nn.
4Un ejemplo. Suponga que R esta definida en X = XI10 = ×
i∈N10
Xi = X1 × ... ×X10. Se puede pensar en
encontrar su proyección en el espacio ×
i∈J
Xi. donde J = {2, 4, 7}, o sea en X2 ×X4 ×X7.
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La extensión cilíndrica es un proceso en sentido inverso al de la proyección de una relación.
En este caso se pretende abstraer una relación, a partir de la relación R, en un espacio
que incluye a aquel en el que fue definida originalmente la relación R. Suponga que R fue
establecida en un espacio ×
i∈J
Xi; y se desea abstraer, a partir de R, una relación en el espacio
×
i∈I
Xi, donde J ⊆ I. El grado de pertenencia de un elemento en la relación abstraída, o sea en
la Extensión Cilíndrica de R, EC (R), se obtiene como:
µEC(R) (x) = µR (xJ)
donde xJ es el elemento en ×
i∈J
Xi que se amplía al agregar elementos en las componentes
J¯ , y produce el elemento x de ×
i∈I
Xi.
Definición A.24 Composición
Sea R una relación borrosa definida en X × Y y Q una relación borrosa definida en el
espacio Y ×Z. La composición de estas dos relaciones borrosas, R◦Q, es una relación borrosa
definida en X × Z, tal que, para el dominio continuo:
R ◦Q =
∫
X×Z
(
µR (x, y) ∧ µQ (y, z)
)
/ (x, z)
En el dominio discreto, la composición se representa como:
R ◦Q =
∑
(x,z)∈X×Z
(
µR (x, y) ∧ µQ (y, z)
)
/ (x, z)
La composición de dos relaciones adquiere una interesante interpretación bajo las nociones
de proyección y de extensión cilíndrica. Sean EC (R) y EC (Q) las extensiones cilíndricas de
R y Q en X × Y × Z, respectivamente. La composición R ◦Q puede obtenerse así5:
R ◦Q = (EC (R) ∩ EC (Q))X×Z .
Definición A.25 Join
5En términos prácticos R ◦Q = (R×Q)
X×Z
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Sean R y Q dos relaciones definidas en X y Y , respectivamente. Además, sean X = ×
i∈I
Xi
y Y = ×
i∈J
Yi que comparten componentes definidas a través de una subsecuencia K ⊆ I y
K ⊆ J , tal que: RXK = QYK . El Join de R y Q, Join(R,Q), se establece sobre X × Y , donde
se han eliminado de X × Y las componentes redundantes declaradas en K, así:
Join(R,Q) = EC (R) ∩EC (Q)
A.3.1. Propiedades en relaciones binarias
Supóngase que se establece el conjunto producto X ×X. Las siguientes son algunas de las
propiedades que puede cumplir alguna una relación borrosa R ⊆ X ×X.
Definición A.26 Reflexividad
Una relación binaria borrosa es reflexiva cuando:
R es reflexiva⇔ (∀x) (µR (x, x) = 1)
Definición A.27 No reflexividad
Una relación binaria borrosa es no reflexiva, cuando:
R es no reflexiva⇔ (∃x) (µR (x, x) = 1)
Definición A.28 Antireflexividad
Una relación es antireflexiva cuando:
R es antireflexiva⇔ (∀x) (µR (x, x) = 1)
Definición A.29 Simetría
Una relación binaria borrosa es simétrica cuando:
R es simétrica⇔ (∀x) (∀y) (µR (x, y) = µR (y, x))
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Definición A.30 No simetría
Una relación es no simétrica cuando:
R es no simétrica⇔ (∃x) (∃y) (µR (x, y) = µR (y, x))
Definición A.31 Antisimetría
Una relación es antisimétrica cuando:
R es antisimétrica⇔ (∀x) (∀y) (µR (x, y) > 0 ∧ µR (y, x) > 0⇒ x = y)
Definición A.32 Max-min transitividad
Una relación binaria borrosa es transitiva cuando cumple:
R es transitiva⇔ (∀x) (∀z)
(
µR (x, z) ≥ ma´x
(
mı´n
y
(µR (x, y) , µR (y, z))
))
Definición A.33 No max-min transitividad
Una relación binaria borrosa es no transitiva cuando si:
R es no transitiva⇔ (∃x) (∃z)
(
µR (x, z) < ma´x
(
mı´n
y
(µR (x, y) , µR (y, z))
))
Definición A.34 Max-min antitransitividad
Una relación binaria borrosa es antitransitiva cuando:
R es antitransitiva⇔ (∀x) (∀z)
(
µR (x, z) < ma´x
(
mı´n
y
(µR (x, y) , µR (y, z))
))
Con base en estas propiedades, pueden definirse varios tipos de relaciones borrosas binarias.
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A.3.2. Algunos tipos de relación
Definición A.35 Una relación de similitud
Es una relación borrosa que cumple con las propiedades de reflexividad, simetría y tran-
sitividad borrosas. Puede ser entendida como la contraparte de la relación de equivalencia en
el contexto de las relaciones concretas. Las relaciones de similitud pueden ser interpretadas
de dos formas. Una de ellas define una familia de particiones concretas del siguiente modo:
π (R) = {π (Rα) |α ∈ ΛR}
Donde Rα es la relación de equivalencia obtenida de R así: Rα = {(x, y) |µR (x, y) ≥ α∧
α ∈ ΛR}; ΛR es el conjunto de niveles de la relación R; π (Rα) es una partición de la relación
de equivalencia Rα determinada como π (Rα) = {Gi |Gi ⊆ Rα, i ∈ I } donde Gi ∩Gj = ∅, i =
j, i, j ∈ I;∪i∈IGi = Rα.
Las particiones π (Rα) son anidadas en el sentido que π (Rα) es un refinamiento de π (Rβ)
si y sólo si α ≥ β.
Definición A.36 Relación de proximidad
Es una relación R que satisface las propiedades de reflexividad y simetría borrosas. En este
tipo de relaciones pueden encontrarse o definirse clases de α- compatibilidad. Cada clase α-
compatibilidad se establece como una relación concreta Rα tal que: Rα = {(x, y) |µR (x, y) ≥ α
∧α ∈ ΛR}. Donde, ΛR es el conjunto de niveles de la relación R. Aquella clase de α- com-
patibilidad que no es subconjunto propio de ninguna otra de estas mismas, se denomina clase
de α- compatibilidad maximal. El conjunto formado por todas las clases de α- compatibili-
dad maximal forman una α- cobertura completa. Las clases de α- compatibilidad maximal no
requieren constituir particiones, pero pueden hacerlo.
A.4. Nociones adicionales
Definición A.37 Identidad de resolución
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Un conjunto borroso puede ser descompuesto en sus conjuntos nivel a través de la expre-
sión:
A =
∫
[0,1]
α αA
y para el dominio discreto:
A =
∑
α∈ΛA
α αA
Definición A.38 Familia de conjuntos
Una familia de conjuntos es un conjunto cuyos elementos son a su vez conjuntos. Puede
definirse como:
A = {Ai|i ∈ I}
donde cada i es llamado identificador de conjunto; a I se le denomina conjunto de identi-
ficación. Puesto que los índices i son empleados para referenciar los conjuntos Ai, al conjunto
A se le llama conjunto indexado. Un conjunto de identificación frecuentemente empleado es
el conjunto In = {i|i ∈ Nn} donde Nn = {1, . . . , n}.6 Se puede extraer una subsecuencia or-
denada de índices de I, dígase J , J ⊆ I.7. La subsecuencia complemento de J , respecto de la
secuencia I, es J¯ donde J¯ = {i|i ∈ I ∧ i /∈ J}.
Definición A.39 Combinación convexa.
Si A1, . . . , An, son subconjuntos borrosos de X, y w1, . . . , wn, son ponderaciones no negati-
vas tales que
∑n
i=1wi = 1, entonces la combinación convexa de A1, . . . , An, es un subconjunto
borroso A, de X, tal que el grado de pertenencia de un elemento se obtiene como:
µA (x) =
n∑
i=1
wiµAi (x)
donde
∑
es el símbolo de sumatoria aritmética.
Definición A.40 Producto por un escalar
6O sea, In = Nn
7Sea I = {2, 5, 6, 8, 10}. Una posible subsecuencia es J = {2, 5, 8}.
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El conjunto que resulta de multiplicar por un escalar α ∈ [0,∞) al conjunto borroso A,
αA, es para el caso continuo:
αA =
∫
X
(αµA (x)) /x
y para el dominio discreto:
αA =
∑
x∈X
(αµA (x)) /x
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Apéndice B
Teoría de conjuntos concretos
B.1. Nociones fundamentales
Definición B.1 Conjunto concreto (conjunto clásico)
De manera intuitiva, se puede establecer que un conjunto es: una colección de objetos o
elementos. Cuando un elemento forma parte de un conjunto se dice que pertenece a él, y se
acostumbra a representar mediante el símbolo ∈; si no pertenece, se representa por /∈ .
El conjunto donde se encuentran todos los elementos de donde se pueden constituir otros
conjuntos, se denomina universo, de discurso, o referencia.
Hay dos formas de definir los conjuntos, por compresión y por extensión.
Se define un conjunto A por compresión cuando se define una propiedad o característi-
ca p de tal forma que los elementos que la cumplen quedan perfectamente determinados y
pertenecen al conjunto, y los que no la cumplen quedan por fuera de él. Una definición formal
de un conjunto A por comprensión es: A = {x|x ∈ X ∧ p(x)} donde X representa el universo
de discurso.
Se define un conjunto por extensión cuando se listan todos y cada uno de los elementos
que pertenecen a él; por ejemplo en A = {a, b, c, d, e, f}.
Una definición formal alterna de conjunto concreto es la siguiente. Sea X un conjunto
universo o de discurso, la pertenencia o no de un elemento x a un subconjunto A de X, se
formaliza mediante la denominada función característica o función discriminante, µA,
APÉNDICE B TEORÍA DE CONJUNTOS CONCRETOS
µA : X → {0, 1}
La no pertenencia de un elemento x a A, simbolizado x /∈ A, se establece como µA(x) = 0;
la pertenencia de x a A, denotado x ∈ X, se determina como: µA(x) = 1.
Definición B.2 Conjunto vacío
Es un conjunto que carece de elementos; se representa por el símbolo ∅. Formalmente, sea
A cualquier subconjunto de X, entonces:
∅ = {x|x ∈ A ∧ x /∈ A}
Definición B.3 Familia de conjuntos
Una familia de conjuntos es un conjunto cuyos elementos son a su vez conjuntos. Puede
definirse como:
A = {Ai|i ∈ I}
donde i e I son llamados identificador del conjunto y el conjunto de identificación, res-
pectivamente. Puesto que los índices i son empleados para referenciar los conjuntos Ai, al
conjunto A se le llama conjunto indexado. Un conjunto de identificación frecuentemente em-
pleado es el conjunto In = {i|i ∈ Nn} donde Nn = {1, . . . , n}.1 Además, se puede extraer una
subsecuencia ordenada de índices de I, dígase J , o sea J ⊆ I.2. La subsecuencia complemento
de J , respecto de la secuencia I, es J¯ donde J¯ = {i|i ∈ I y i /∈ J}.
Definición B.4 Conjunto potencia de X (conjunto de partes de X)
Para un conjunto referencia X, el conjunto potencia, P (X), se define como la familia de
los subconjuntos posibles de X, así :
P (X) = {A|A ⊆ X}
Si X es un conjunto discreto y finito, se puede determinar el número de elementos de
P (X) como: |P (X)| = 2|X|.
1O sea, In = Nn
2Sea I = {2, 5, 6, 8, 10}. Una posible subsecuencia es J = {2, 5, 8}.
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Definición B.5 Conjunto convexo
La convexidad de un conjunto A se define como:
∀x1, x2 ∈ A⇒ (λx1 + (1− λ)x2) ∈ A
donde λ ∈ [0, 1].
B.2. Operaciones entre conjuntos concretos
Definición B.6 Igualdad de conjuntos
Dos conjuntos A y B son iguales si y sólo si poseen los mismos elementos.
A = B ⇔ (∀x) (x ∈ A⇔ x ∈ B)
Definición B.7 Inclusión de conjuntos
Un conjunto A está incluido en otro conjunto B, si todos los elementos de A, se encuentran
en B.
A ⊆ B ⇔ (∀x) (x ∈ A⇒ x ∈ B)
Se dice que A es un subconjunto propio de B, si A es un subconjunto de B pero B posee
por lo menos un elemento que no tiene A, así:
A ⊂ B ⇔ (∀x) (x ∈ A⇒ x ∈ B) ∧ (∃x) (x /∈ A ∧ x ∈ B)
Definición B.8 Unión
La unión de una familia de conjuntos {Ai|i ∈ I}, se simbolizado como
⋃
i∈I
Ai, es un conjunto
que se compone de los elementos que pertenecen a alguno, o a todos los conjuntos.
⋃
i∈I
Ai = {x| (∃i) (x ∈ Ai)}
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Definición B.9 Intersección
La intersección de una familia de conjuntos {Ai|i ∈ I}, se simbolizado como
⋂
i∈I
Ai, es un
conjunto que se compone de los elementos que pertenecen a todos esos conjuntos.
⋂
i∈I
Ai = {x| (∀i) (x ∈ Ai)}
Definición B.10 Complemento
El conjunto complemento de un conjunto A, A¯, se compone de los elementos del conjunto
de universo que no se encuentran en A.
A¯ = {x|x ∈ X ∧ x /∈ A}
Definición B.11 Producto cartesiano (conjunto producto)
El producto cartesiano de los conjuntos Ai i = 1, . . . , n, Ai × · · · × An, es un conjunto
compuesto por n-tuplas ordenadas de elementos:
Ai × · · · × An = {(x1, . . . , xn) |xi ∈ Ai}
Se puede simplificar la expresión Ai × · · · × An mediante
n×
i=1
Ai. Cuando A1 = A2 = · · · =
An = A, entonces el conjunto producto se representa como An.
B.3. Relación y algunas nociones asociadas
Definición B.12 Relación
Intuitivamente, cuando los elementos de un conjunto X se asocian con elementos de otro
conjunto Y mediante el cumplimiento de una propiedad, regla, característica o atributo, p,
se dice que se ha establecido una relación R de X en Y . Desde el punto de vista de la teoría
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de conjuntos, una relación R de X en Y , representado como R (X,Y ) 3, es un conjunto de
parejas ordenadas definido en el espacio X × Y así:
R = {(x, y) |x ∈ X ∧ y ∈ Y ∧ p ((x, y))}
Dado que no todos los elementos de X requieren estar relacionados con elementos de Y , a
través de la propiedad p, el conjunto R es un subconjunto de X × Y , o sea R ⊆ X × Y .
El conjunto de todos los elementos de X que aparecen en la relación se conoce como
dominio, y se define así:
dom(R) = {x|x ∈ X ∧ (∃y) ((x, y) ∈ R)}
Aquellos elementos de Y que hacen parte de las parejas de R, se conoce como rango,
formalmente:
ran(R) = {y|y ∈ Y ∧ (∃x) ((x, y) ∈ R)}
La anterior definición de relación es un caso de una familia general de relaciones; así, se
habla de relaciones n-arias cuando R se establece como un subconjunto del espacio
n×
i=1
Xi,
quedando definido el conjunto relación como R = {(x1, . . . , xn) |xi ∈ Xi ∧p ((x1, . . . , xn))}
cuando n = 2 la relación se denomina binaria, y cuando n = 3 se llama ternaria, para
mencionar dos de los tipos de relaciones frecuentemente empleados.
Adicionalmente, y para mostrar casos más complejos, se puede establecer relaciones bina-
rias de X en Y , donde X =
n×
i=1
Xi y Y =
m×
i=1
Yi
4. Cuando se establece una relación en
n×
i=1
Xi en
las que X1 = · · · = Xn, es decir en Xn, se dice que se ha definido una relación n-aria en X.
Un tipo de relación bastante referenciada es la relación binaria, y en especial la relación
binaria en X, es decir R ⊆ X ×X.
Definición B.13 Proyección
Sea R una relación definida en el espacio X = ×
i∈I
Xi, donde I es cualquier conjunto de
identificación definido en general como I ⊆ N. La proyección de R sobre cualquier subconjunto
ordenado de X, dígase XJ = ×
i∈J
Xi donde J ⊆ I , es la relación RJ tal que,
RJ = {xJ |xJ ∈ XJ ∧ (∃xI ∈ XI) (xI ∈ R ∧ xJ ⊆ xI)}
3Otra forma usual de representar una relación es: RXY .
4Igual puede ocurrir con las relaciones ternarias o de cualquier otro orden.
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Definición B.14 Composición
Sean dos relaciones binarias R(X, Y ) y Q(Y,Z). La composición de las relaciones R y Q,
es una relación Q ◦R(X,Z) establecida como5:
Q ◦R = {(x, z) |x ∈ X ∧ z ∈ Z ∧ (∃y ∈ Y ) ((x, y) ∈ R ∧ (y, z) ∈ Q)}
Definición B.15 Inversa
SeaR una relación binaria deX en Y ,R(X,Y ), dondeX y Y pueden ser a su vez productos
cartesianos. La relación inversa de R, R−1, es una relación R(Y, X) tal que:
R = {(y, x) |y ∈ Y ∧ x ∈ X ∧ (x, y) ∈ R}
Dada la importancia y uso de las relaciones binarias enX, se establecen ciertas propiedades
que al ser cumplidas determinan subcategorías de estas relaciones. Así que, a continuación, se
definirán las mencionadas propiedades.
B.3.1. Propiedades en relaciones binarias
Definición B.16 Reflexividad
Una relación binaria es reflexiva cuando todos los elementos se relacionan consigo mismo.
Formalmente;
R es reflexiva⇔ (∀x) ((x, x) ∈ R)
Definición B.17 Antireflexividad
Una relación es antireflexiva cuando ningún elemento se relaciona consigo mismo
R es antireflexiva⇔ (¬∃x) ((x, x) ∈ R)
El signo  se usa para representar la negación de una proposición.6
5La composición también puede ser definida sobre tres relaciones binarias de la siguiente manera. Sean
R(W,X), S(X,Y ) y T (Y,Z), La composición de R, S y T es la relación determinada como: T ◦ S ◦ R =
{(w, z) |w ∈W, z ∈ Z, (∃x ∈ X,∃y ∈ Y ) ((w, x) ∈ R ∧ (x, y) ∈ S ∧ (y, z) ∈ T )}
6De manera alternativa, R es antireflexiva ⇔ (∀x) ((x, x) /∈ R)
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Definición B.18 No reflexividad
Una relación binaria es no reflexiva, cuando no todos los elementos se relacionan consigo
mismo.
R es no-reflexiva⇔ (¬∀x) ((x, x) ∈ R)
Definición B.19 Simetría
Una relación es simétrica cuando la relación entre dos elementos, si se presenta, se cumple
en ambos sentidos:
R es simétrica⇔ (∀x, y) ((x, y) ∈ R⇒ (y, x) ∈ R)
Definición B.20 No simetría
Una relación es no simétrica cuando la relación entre dos elementos, si se presenta, no
necesariamente se hace en ambos sentidos7:
R es no-simétrica⇔ (∃x, y) ((x, y) ∈ R ∧ (y, x) /∈ R)
Definición B.21 Antisimetría
Una relación es antisimétrica cuando la relación entre dos elementos, si se presenta en un
sentido, impide su aparición en el sentido contrario:
R es anti-simétrica⇔ (∀x, y) ((x, y) ∈ R ∧ (y, x) ∈ R⇒ x = y)
Definición B.22 Transitividad
Una relación es transitiva cuando la asociación entre dos elementos se presenta necesaria-
mente cuando ambas están relacionadas con un tercer elemento común. Formalmente,
7también puede definirse como: (∀x, y) ((x, y) ∈ R⇒ (y, x) ∈ R)
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R es transitiva⇔ (∀x, y, z) ((x, y) ∈ R ∧ (y, z) ∈ R⇒ (x, z) ∈ R)
Con base en estas propiedades, pueden definirse varios tipos de relaciones binarias. Dos
de esas clases de relaciones son las relaciones de equivalencia y las relaciones de orden. A
continuación, se detallarán estos tipos de relaciones.
B.3.2. Algunos tipos de relación
Definición B.23 Relación de preorden
Es una relación binaria R que es reflexiva y transitiva.
Definición B.24 Relación de orden débil
Es una relación binaria R reflexiva, transitiva y en la cual
(∀x, y) ((x, y) ∈ R ∨ (y, x) ∈ R)
Es decir, todas las parejas de elementos se relacionan (sea en un sólo sentido o en ambos).
Definición B.25 Relación de compatibilidad o tolerancia
Es una relación binaria R reflexiva y simétrica. Las relaciones de tolerancia generan clases
de compatibilidad o de tolerancia. Cada clase de compatibilidad es un subconjunto A de X
tal que todos los elementos de la misma están relacionados unos con otros (en la práctica
se pueden entender como submatrices de R conformados sólo por 1’s). Una clase compatible
máxima es aquella que no es un subconjunto propio de otra clase de compatibilidad. Una
cobertura completa de X con respecto a R es una familia de clases compatibles máximas que
cubren todos los coeficientes de valor 1 en la matriz original que representa a R.
Para hallar las compatibles máximas puede aplicarse el algoritmo propuesto por Y. Mal-
grange o el método formulado por M. Etienne Pichat.
Algoritmo de Malgrange
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Las siguientes definiciones son necesarias para describir la aplicación del algoritmo de
Malgrange en una matriz booleana M , donde M represente una relación cualquiera R. Una
submatriz completa es una submatriz de M en la que todos sus elementos sin excepción son
1’s. Una submatriz principal, o submatriz máxima, es una submatriz completa de M que no
es subconjunto propio de ninguna otra submatriz completa. Una cobertura de una matriz
booleana es un subconjunto de submatrices completas que cubren todos los coeficientes de
valor 1 en la matriz M .
Sea I el conjunto de filas y J el conjunto de columnas de una matriz booleana M . Cada
submatriz completa está definida por la pareja ordenada (Ip, Jq), con Ip ⊂ I y Jq ⊂ J .
Defínase las operaciones ⊔ y ⊓ entre dos submatrices completas M1 = (I1, J1) y M2 =
(I2, J2) de M , así:
M1 ⊔M2 = (I1 ∪ I2, J1 ∩ J2)
M1 ⊓M2 = (I1 ∩ I2, J1 ∪ J2)
Aplique de manera alternada las siguientes dos reglas sobre coberturas de M , hasta que
se obtenga una cobertura de submatrices principales:
Regla 1: Suprima toda submatriz completaMk contenida en otra submatriz de la cobertura
actual.
Regla 2: Agregue a la cobertura actual las submatrices obtenidas por las operaciones ⊔ y ⊓
aplicadas a todas las parejas de matricesMk yMl que quedaron en la cobertura (a menos que
la submatriz completa resultante esté contenida en una submatriz que aparece en la cobertura,
lo cual evita un proceso infinito).
Método de Pichat
Este método es exclusivo para matrices cuadradas y simétricas. El método de Pichat es
en general mucho más rápido que el de Malgrange, y aplica los siguientes pasos:
1. Obtenga la semimatriz superior o inferior de M .
2. Asocie por cada columna de M , un símbolo que represente una variable boolena.
217
APÉNDICE B TEORÍA DE CONJUNTOS CONCRETOS
3. Fila a fila, considere todos los ceros; defina la suma booleana de: la variable asociada
con la columna de su diagonal principal, y el producto booleano de las variables a las
que les correspondieron los ceros. Si no hay ceros en una fila, considere que la suma
booleana produce un 1.
4. Forme el producto booleano de los resultados de las sumas booleanas
5. Simplifique hasta dejarlos en forma normal disyuntiva
6. Obtenga el complemento de cada término de la anterior expresión
Con las varibles que aparecen en cada uno de los términos encontrados en la última ex-
presión, se forma una matriz cuadrada. Esta matriz corresponde a una submatriz principal de
M .
Definición B.26 Relación de orden
Es una relación binaria R reflexiva, transitiva y antisimétrica. El término usual para
referirse a este tipo de relación es relación de orden parcial y se simboliza como ≤R. Es
común denotar (x, y) ∈ R como x ≤R y. Una relación es de orden total cuando,
(∀x, y) ((x, y) ∈ R ∨ (y, x) ∈ R)
Implica que se puede establecer la relación entre todas las parejas de elementos (aunque
en un sólo sentido).
Definición B.27 Relación de equivalencia
Una relación de equivalencia es una relación binaria R que es reflexiva, simétrica, y tran-
sitiva. Debido al cumplimiento de estas propiedades, el conjunto X se divide en subconjunto
mutuamente excluyentes; y se dice que se ha efectuado una partición de X. Cada uno de
estos subconjuntos, Ci, se denomina clase de equivalencia. Suponga que existen n de clases de
equivalencia, estos subconjuntos cumplen las siguientes características:
Ci = ∅
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Ci ∩ Cj = ∅, i = j
n⋃
i=1
Ci = X
La familia de estas clases de equivalencia se denomina conjunto cociente de X respecto de
la relación R, denotado como X/R, es decir: X/R = {Ci|i = 1, . . . , n}.
B.4. Nociones adicionales
Definición B.28 Correspondencia
Una correspondencia de A a B, es un subconjunto del producto cartesiano de esos dos
conjuntos. Al conjunto A se lo denomina conjunto inicial y a B, conjunto final. La correspon-
dencia se representa a través de: f : A→ B o A f→ B 8. Al subconjunto de elementos de A que
aparecen en la correspondencia se lo llama conjunto original, mientras que al subconjunto de
elementos de B que aparecen en la correspondencia se le llama conjunto imagen. Al conjunto
de elementos de B que están relacionados con un elemento a de A, se representa como f (a);
los elementos de f (a) se denominan las imágenes de a 9. Los elementos de A con los que está
relacionado un elemento b de B, se representa como f−1 (b); cada elemento de f−1 (b) se le
llama preimagen de b.
Una correspondencia en la que el conjunto imagen es igual al conjunto final, se le conoce
como correspondencia sobre o exhaustiva. Una correspondencia en o inyectiva es una en la
que cada elemento del conjunto imagen está relacionado con un sólo elemento del conjunto
original. La correspondencia inversa de f , f−1 , es aquella que tiene como conjunto original el
conjunto imagen de f y por conjunto imagen el conjunto original de f . Una correspondencia
unívoca se presenta cuando cada elemento del conjunto original tiene una sola imagen. Si una
correspondencia es unívoca su inversa no tiene por que serlo; pero cuando la inversa también
lo es, se dice que la correspondencia es biunívoca.
Definición B.29 Mapeo
8Otra expresión empleada para representar una correspondencia es f (A→ B).
9También se les conoce como sus elementos homólogos.
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Es una correspondencia cuyo conjunto original coincide con el inicial10. Para los mapeos
existe la misma clasificación presentada para las correspondencias.
Definición B.30 Aplicación
Una aplicación es un mapeo unívoco.
Definición B.31 Función
Es una aplicación en la que los conjuntos inicial y final son conjuntos de números.
Definición B.32 Función convexa
Una función f (x) es convexa si y sólo si: ∀x1, x2 ∈ X y cualquier λ ∈ [0, 1]
f (λx1 + (1− λ) x2) ≥ λf (x1) + (1− λ) f (x2)
Definición B.33 Operación
Es una aplicación de An en (o sobre) Am. Algunas operaciones especiales son: operación
monaria f : A→ A ; operación binaria f : A2 → A ; operación ternaria f : A3 → A 11.
Definición B.34 Homomorfismo
Sea una aplicación f de X en (sobre) Y ; sean R (X,X) y Q (Y, Y ) dos relaciones binarias
en X y Y , respectivamente. Se dice que esta aplicación es un homomorfismo de X en (sobre)
Y si:
(∀x1, x2 ∈ X) ((x1, x2) ∈ R→ (f (x1) , f (x2)) ∈ Q)
Un homomorfismo se dice fuerte cuando:
10Cuando el conjunto inicial coincide con el conjunto original, se dice que ha quedado completamente
específicada.
11De acuerdo con esta convención, una operación monaria se representa por una relación binaria, una
operación binaria a través de una relación ternaria, etc.
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(∀x1, x2 ∈ X) ((x1, x2) ∈ R→ (f (x1) , f (x2)) ∈ Q) ∧
(∀y1, y2 ∈ Y ) ((y1, y2) ∈ Q→ (x1, x2) ∈ R)
donde x1 ∈ f−1 (y1) y x2 ∈ f−1 (y2)12
En un homomorfismo fuerte, se dice que f impone una partición X|f sobre X, porque
cualquier par de elementos x1, x2 ∈ X pertenecen al mismo bloque de la partición si y sólo
si f los mapea al mismo elemento de Y . En un homomorfismo fuerte, Q representa una
simplificación de R, pues los elementos que pertenecen al mismo bloque ya no son distinguidos.
Definición B.35 Isomorfismo
Es un homomorfismo biunívoco.
Definición B.36 Endomorfismo
Es un homomorfismo de un conjunto A en (sobre) sí mismo.
Definición B.37 Automorfismo
Es un endomorfismo biunívoco.
Definición B.38 Transformación isométrica13
Una transformación isométrica es un movimiento que se efectúa sobre una figura de manera
que no se cambia ni la forma ni el tamaño de la misma. Existen 3 tipos de isometrías: traslación,
simetría y rotación.
Traslación. Es el cambio de posición de la figura en el espacio.
Reflexión o simetría Axial. Es una transformación respecto de un eje de simetría, en la
cual cada punto de una figura se asocia a otro punto llamado imagen, que cumple con las
siguientes condiciones:
12En realidad la expresión debería ser: (∀x1, x2 ∈ X) ((x1, x2) ∈ R→ (f (x1) , f (x2)) ∈ Q) y
donde x1 ∈ f−1 (y1) y x2 ∈ f−1 (y2)
13Definición tomada de la página http://es.wikipedia.org/
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a) La distancia del punto y su imagen al eje de simetría es la misma.
b) El segmento que une el punto con su imagen es perpendicular al eje de simetría.
Simetría Central. Transformación en que a cada punto se le asocia otro punto del plano
llamado imagen, que debe cumplir con las siguientes condiciones:
a) El punto y su imagen están a igual distancia de un punto llamado centro de simetría.
b) El punto, su imagen y el centro de simetría pertenecen a una misma recta.
Rotación. Es un movimiento en el plano que tiene las siguientes características:
a) Un punto denominado centro de rotación.
b) Un ángulo.
c) Un sentido de rotación.
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Apéndice C
Teoría de la Medida
Siendo el tema de la medida un aspecto importante en esta Tesis, es apropiado presentar
en este apéndice una síntesis sobre él. Son dos las referencias bibliográficas fundamentalmente
consultadas para la elaboración de este resumen, el libro [27] y el artículo [61]. Un conjunto
importante de medidas junto con la jerarquía existente entre ellas son mostradas en la Figura
C.1, aunque no todos los tipos de medidas son detallados en este Apéndice.
Definición C.1 Espacio medible.
Es una pareja 〈X,C〉, donde X es un conjunto y C es una familia de subconjuntos de X
con una estructura algebraica apropiada (generalmente una σ-álgebra).
Definición C.2 σ-álgebra.
Es un conjunto C que posee las siguientes características
X ∈ C
Si A ∈ C entonces A¯ ∈ C
Si A1, A2,...es una sucesión contable de C entonces
∞⋃
i=1
Ai ∈ C
En adelante se considerará que C es una σ-álgebra, a no ser que se diga lo contrario.
Definición C.3 Medida clásica (medida aditiva)
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Sea 〈X,C〉 un espacio medible. Una medida clásica es una función
ν : C → [0,∞)
que satisface las siguientes propiedades:
ν (∅) = 0
Si A1, A2,...es una sucesión contable de conjuntos disyuntos de C entonces ν
(
∞⋃
i=1
Ai
)
=
∞∑
i=1
ν (Ai)
Definición C.4 Médida ⊆-monótona
Sea 〈X,C〉 un espacio medible. Una medida ⊆-monótona es una función
ν : C → [0,∞)
que satisface los siguientes requerimientos:
ν (∅) = 0
∀A,B ∈ C, Si A ⊆ B entonces puede ocurrir que
• ν (A) ≤ ν (B) (monótona creciente), o
• ν (A) ≥ ν (B) (monótona decreciente)
Definición C.5 Medida normal o regular
Sea 〈X,C〉 un espacio medible. Una medida normal es una función
ν : C → [0, 1]
que satisface las siguientes propiedades:
Existe un conjunto minimal A0 ∈ C tal que ν (A0) = 0
Existe un conjunto maximal A1 ∈ C tal que ν (A1) = 1
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Definición C.6 Medida Sugeno1
Sea 〈X,C〉 un espacio medible. Una medida Sugeno es una función
ν : C → [0, 1]
que satisface los siguientes requerimientos:
ν (∅) = 0, ν (X) = 1
∀A,B ∈ C, Si A ⊆ B entonces ν (A) ≤ ν (B)
Para cualquier secuencia creciente de A1 ⊆ A2 ⊆ · · ·de conjuntos en C,
l´ım
i→∞
ν (Ai) = ν
(
∞⋃
i=1
Ai
)
(continuidad inferior)
Para cualquier secuencia decreciente de A1 ⊇ A2 ⊇ · · ·de conjuntos en C,
l´ım
i→∞
ν (Ai) = ν
(
∞⋂
i=1
Ai
)
(continuidad superior)
Las últimas dos condiciones son aplicables sólo para conjuntos universo X infinitos; para
conjuntos finitos se cumplen trivialmente. Cuando X es infinito y sólo se cumple la tercera
de las dos últimas restricciones, ν es llamada medida monótona semicontinua inferior ; alter-
nativamente, cuando sólo la última restricción es satisfecha, ν es llamada medida monótona
semicontinua superior.
Una medida ν es subaditiva si:
ν(A ∪ B) ≤ ν(A) + ν(B), ∀A,B ∈ C y A ∩ B = ∅ (C.1)
Dos instancias de medidas subaditivas son las medidas de plausibidad y posibilidad.
Una medida ν es superaditiva si:
ν(A ∪ B) ≥ ν(A) + ν(B), ∀A,B ∈ C y A ∩ B = ∅ (C.2)
Dos casos principales de medidas superaditivas son las medidas de credibilidad y necesidad.
1Klir denomina a esta medida: “medida monótona” donde la única diferencia es que ν : C → [0,∞)
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Una medida ν es aditiva si:
ν(A ∪ B) = ν(A) + ν(B), ∀A,B ∈ C y A ∩ B = ∅ (C.3)
Un ejemplo de esta clase de medidas es la medida de la probabilidad.
Definición C.7 Medida λ-Sugeno
Sea 〈X,C〉 un espacio medible. Una medida λ-Sugeno es una función
ν : C → [0, 1]
que cumple las siguientes condiciones:
medida monótona creciente normal
∀A,B ∈ C, donde A ∩ B = ∅, νλ (A ∪ B) = νλ (A)+ νλ (B) + λνλ (A) νλ (B) con
λ ∈ (−1,∞)
Definición C.8 Medida S-descomponible
Sea 〈X,C〉 un espacio medible. Una medida S-descomponible es una función
ν : C → [0, 1]
que cumple las siguientes condiciones:
ν (∅) = 0, ν (X) = 1
∀A,B ∈ C, donde A y B son disyuntos, ν(A ∪ B) = S (ν (A) , ν (B)) donde S es una
t-conorma
Si X es un conjunto finito con n elementos:
∀A ∈ C, ν (A) = S
x∈A
(ν ({x}))
Definición C.9 Medida ≺-monótona (medida preorden-monótona )
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Sea 〈X,C〉 un espacio medible y sea ≺ una relación de preorden definida en X ×X para
la cual 0 es un elemento minimal y 1 es un elemento maximal. Una medida ≺-monótona (o
≺-medida)es una función
ν : C → [0, 1]
que cumple las siguientes condiciones:
ν (0) = 0, ν (1) = 1
Si A ≺ B entonces ν (A) ≤ ν (B)
-monótonap
⊆-monótona
borrosidad
especificidad
T-transitividad
µ-T-incondicionalidad
convergentes
subaditivas
aditivas superaditivas
S-descomponibles
λ-Sugeno
Plausibidad
Posibilidad
Probabilidad
Lebesgue
Credibilidad
Necesidad
normales
Sugeno
Figura C.1: Relación entre diferentes tipos de medida
Definición C.10 Operador t-norma
Un operador t-norma es una función
T : [0, 1]× [0, 1]→ [0, 1]
que satisface:
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T (0, 0) = 0, T (a, 1) = T (1, a) = a (condiciones de borde)
T (a, b) ≤ T (c, d), Si a ≤ b y c ≤ d (monotonicidad)
T (a, b) = T (b, a), (conmutatividad)
T (a, T (b, c)) = T (T (a, b), c), (asociatividad)
Cuatro operadores t-norma
Minimum: Tm´ın(a, b) = mı´n(a, b) = a ∧ b
Producto algebraico: Tap(a, b) = ab
Producto acotado: Tbp(a, b) = ma´x {0, a+ b− 1} = 0 ∨ (a+ b− 1)
Producto drástico: Tdp(a, b) =

a b = 1
b a = 1
0 a, b < 1
A continuación se muestran las gráficas de tales operadores2:
0 0.5
10
0.5
1
0
0.5
1
X = a
(c) Bounded Product
Y = b 0 0.5
10
0.5
1
0
0.5
1
X = a
(d) Drastic Product
Y = b
0 0.5
10
0.5
1
0
0.5
1
a
(a) Min
b 0 0.5
10
0.5
1
0
0.5
1
X = a
(b) Algebraic Product
Y = b
Figura C.2: Cuatro operadores T-norma
Definición C.11 Operador t-conorma (S-norma)
Un operador t-conorma es una función
S : [0, 1]× [0, 1]→ [0, 1]
2Gráficas tomadas del repositorio http://www.cs.nthu.edu.tw/~jang/soft.htm
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que satisface:
S(0, 0) = 0, S(a, 0) = S(0, a) = a (condiciones de borde)
S(a, b) ≤ S(c, d), Si a ≤ b y c ≤ d (monotonicidad)
S(a, b) = S(b, a), (conmutatividad)
S(a, S(b, c)) = S(S(a, b), c), (asociatividad)
Cuatro operadores t-conorma
Maximum: Smı´n(a, b) = ma´x(a, b) = a ∨ b
Suma algebraica: Sas(a, b) = a+ b− ab
Suma acotada: Tbs(a, b) = mı´n {1, a+ b} = 1 ∧ (a+ b)
Suma drástica: Tds(a, b) =

a, si b = 0
b, si a = 0
1, si a, b > 0
A continuación se muestran las gráficas de tales operadores3:
0 0.5
10
0.5
1
0
0.5
1
X = a
(a) Max
Y = b 0 0.5
10
0.5
1
0
0.5
1
X = a
(b) Algebraic Sum
Y = b
0 0.5
10
0.5
1
0
0.5
1
X = a
(c) Bounded Sum
Y = b 0 0.5
10
0.5
1
0
0.5
1
X = a
(d) Drastic Sum
Y = b
Figura C.3: Cuatro operadores T-conorma
3Gráficas tomadas del repositorio http://www.cs.nthu.edu.tw/~jang/soft.htm
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Apéndice D
Teorías para la representación de la
Ambigüedad
D.1. Teoría de la Evidencia (Teoría Dempster-Shafer)
Esta teoría para la modelación de la incertidumbre fue formulada originalmente en [2]
y luego fue refinada y complementada en [3]. La Teoría de la Evidencia Dempster-Shafer
(TDS) (conocida también como Teoría de la Evidencia, o Teoría Dempster-Shafer) cimienta
su desarrollo en dos medidas no-aditivas: la credibilidad y la plausibidad. Estas dos medidas
serán presentadas a continuación.
Medida de Credibilidad.
Dado un conjunto universo finito X, una medida de credibilidad es una función
Bel : P(X)→ [0, 1] (D.1)
donde P(X) es el conjunto potencia de subconjuntos concretos de X, tal que:
(cred1) Bel(∅) = 0 y Bel(X) = 1
(cred2) Para cualquier posible familia de subconjuntos de X:
Bel(A1 ∪ · · · ∪ An) ≥
∑
j
Bel(Aj)−
∑
j<k
Bel(Aj ∩Ak) + (D.2)∑
j<k<l
Bel(Aj ∩Ak ∩ Al)− · · ·+ (−1)n+1Bel(A1 ∩ . . . ∩An)
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Cuando X es infinito, Bel requiere cumplir con la condición de continuidad superior de las
medidas Sugeno, ver Apéndice C.
La desigualdad (D.2) implica que la medida de credibilidad es superaditiva, de modo que:
Bel(A ∪ B) ≥ Bel(A) + Bel(B), A,B ∈ P(X) y A ∩ B = ∅. (D.3)
Medida de Plausibidad
Suponga un conjunto universo finito X. Una medida de plausibidad es una función
Pl : P(X)→ [0, 1] (D.4)
que cumple con los siguientes requerimientos:
(pl1) Pl(∅) = 0, y Pl(X) = 1
(pl2) Para cualquier posible familia de subconjuntos de X:
Pl(A1 ∩ · · · ∩An) ≤
∑
j
Pl(Aj)−
∑
j<k
Pl(Aj ∪Ak) + (D.5)∑
j<k<l
Pl(Aj ∪Ak ∪ Al)− · · ·+ (−1)n+1Pl(A1 ∪ · · · ∪ An)
Cuando X es infinito, Pl precisa satisfacer el requerimiento de continuidad inferior de las
Medidas Sugeno, ver Apéndice C.
La desigualdad (D.5) implica que la medida de plausibidad es subaditiva, de manera que
Pl(A ∪ B) ≤ Pl(A) + Pl(B), ∀A,B ∈ P(X) y A ∩ B = ∅ (D.6)
Las medidas de credibilidad y plausibidad son dos cantidades duales, pues
Pl(A) = 1− Bel(A¯), ∀A ∈ P(X) (D.7)
La siguiente desigualdad también relaciona las dos medidas
Pl(A) ≥ Bel(A), ∀A ∈ P(X) (D.8)
En la TDS se define una función, con base en la cual se pueden expresar las medidas de
credibilidad y plausibidad.
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Defínase una función, m:
m : P(X)→ [0, 1] (D.9)
que obedece las siguientes requerimientos:
(mab1) m(∅) = 0
(mab2)
∑
A∈P(X)
m(A) = 1
Esta función es denominada asignación de probabilidad básica (o asignación básica). El
valorm(A) es considerado como la proporción a la cual toda la evidencia disponible y relevante
apoya la afirmación que un elemento particular de X, cuya caracterización en términos de
atributos relevantes es deficiente, pertenece al conjunto A, y solo al conjunto A.
Dada una asignación de probabilidad básica m, las correspondientes medidas de credibili-
dad y plausibidad pueden determinarse de la siguiente manera:
Bel(A) =
∑
B|B⊆A
m(B), ∀A ∈ P(X) (D.10)
Pl(A) =
∑
B|B∩A	=∅
m(B), ∀A ∈ P(X) (D.11)
La medida Bel, en términos de una asignación básica de probabilidad m, puede interpre-
tarse como el grado de credibilidad mínima al cual puede afirmarse que un elemento particular
pertenece al subconjunto A. Este grado de credibilidad recibe los aportes de los grados de
credibilidad de él mismo y de sus subconjuntos propios.
La medida Pl, en términos de una asignación básica de probabilidadm, puede interpretarse
como el grado de credibilidad máximo al cual puede afirmarse que un elemento particular
pertenece al subconjunto A. Este grado de credibilidad recibe los aportes de los grados de
credibilidad de él mismo, de sus subconjuntos propios y de los subconjuntos con los que se
intersecta.
Conforme con lo anterior, Bel(A¯) puede entenderse como el grado mínimo en que puede
refutarse la afirmación de que un elemento particular pertenece al subconjuntoA. Así entonces,
Pl(A) también puede entenderse como el grado de credibilidad en que no se refuta a A.
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Según la Ecuación (D.8) y las interpretaciones dadas a (D.10) y (D.11), a cada subconjunto
A de X puede asociarse un intervalo de credibilidad :
[Bel(A),Pl(A)] (D.12)
La cantidad
Pl(A)− Bel(A) (D.13)
se conoce como Ignorancia sobre el grado de credibilidad respecto de la pertenencia del ele-
mento específico al conjunto A.
En [3] se probó que a partir de una de las medidas monótonas Bel o Pl, se puede obtener
la asignación de probabilidad básica m. Supóngase conocida la medida de credibilidad Bel, la
asignación de probabilidad básica m, se calcula como
m(A) =
∑
B|B⊆A
(−1)|A−B| Bel(B), ∀A ∈ P(X) (D.14)
donde |A− B| es la cardinalidad del conjunto diferencia de A y B.
Cada conjunto A para el que m(A) = 0, se denomina elemento focal. Se conoce como
cuerpo de evidencia a la pareja 〈F ,m〉 donde F es el conjunto de todos los elementos focales
producidos por la asignación de probabilidad básica m.
Una asignación de probabilidad básica m que se efectúa sobre un espacio t-dimensional, se
denomina conjunta. En estos casos, los elementos focales son relaciones que se presentan en el
producto cartesiano de las t dimensiones. Considérese una asignación básica de probabilidad
conjunta m sobre un espacio bi-dimensional X × Y . Cada elemento focal es una relación
binaria R ⊆ X × Y .
Se denotará mediante RX la proyección de R sobre X, y se define de la siguiente forma:
RX = {x | x ∈ X, (∃y ∈ Y )(〈x, y〉 ∈ R)} (D.15)
De igual modo, la proyección RY de la relación R sobre Y , se determina:
RY = {y | y ∈ Y, (∃x ∈ X)(〈x, y〉 ∈ R)} (D.16)
Se determinan las asignaciones básicas de probabilidad marginales mX ymY , de la siguiente
manera:
mX(A) =
∑
R|A=RX
m(R), ∀A ∈ P(X) (D.17)
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mY (B) =
∑
R|B=RY
m(R), ∀B ∈ P(Y )
Las parejas 〈FX ,mX〉 y 〈FY ,mY 〉 donde FX y FY es el conjunto de todos los elementos
focales en el espacio X e Y , respectivamente, se denominan cuerpos de evidencia marginales.
Se dice que dos cuerpos de evidencia marginales son no-interactivos si y sólo si ∀A ∈ FX y
∀B ∈ FY :
m(R) = 0, ∀R = A× B (D.18)
y
m(A×B) = mX(A) mY (B) (D.19)
De acuerdo con las Ecuaciones (D.18) y (D.19), dos cuerpos de evidencia marginales son
no-interactivos si y sólo si los únicos elementos focales del cuerpo de evidencia conjunto son los
productos cartesianos de los elementos focales de los cuerpos de evidencia marginales, además
la asignación básica conjunta se obtiene mediante la multiplicación de las asignaciones básicas
marginales.
Ejemplo D.1 Cuerpo de evidencia interactivo.
Suponga, con base en la Figura D.1 que se ha efectuado una asignación de probabilidad
básica en el espacio X × Y , sobre las relaciones R1, R2 y R3., o sea: F = {R1, R2, R3} .
Los valores de la asignación de probabilidad básica fueron: m(R1) = 0,3, m(R2) = 0,4,
m(R3) = 0,3. Las asignaciones de probabilidad básicas en los espacios X y Y , corresponderían
a las de los conjuntos asociados con las proyecciones de cada una de las relaciones. Luego los
únicos elementos focales en X son: R1X , R2X y R3X ., de modo que FX = {R1X , R2X , R3X}.
Los únicos elementos focales en el espacio Y son: R1Y = R2Y y R3Y ., luego: FY = {R1Y , R3Y } .
Los valores de la asignaciones básicas para las proyecciones serían: mX(R1X) = m(R1) = 0,3,
mX(R2X) = m(R2) = 0,4, mX(R3X) = m(R3) = 0,3, mY (R1Y ) = m(R1) + m(R2) = 0,7
y mY (R3Y ) = m(R3) = 0,3. Puede verificarse que los dos cuerpos de evidencia marginales
son interactivos, ya que de acuerdo con (D.18) el conjunto de elementos focales debería ser
{R1X ×R1Y , R1X × R3Y , R3X ×R1Y , R3X × R3Y , R2X × R1Y , R2X ×R3Y } = F .
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X
R1Y=R2Y
R3Y
R1
Y
R2
R3
R1X R2X
R3X
Figura D.1: Representación de elementos focales en X × Y . Representación de los elementos
focales en X e Y
Ejemplo D.2 Cuerpo de evidencia no interactivo.
Suponga que en la Figura D.2 las asignaciones de probabilidad básica conjunta en el espacio
X×Y se realiza sobre el conjunto F = {R1, R2, R3, R4} donde: m(R1) = 0,28, m(R2) = 0,42,
m(R3) = 0,18, m(R4) = 0,12. Ahora, R1X = R4X = A, R2X = R3X = B, R1Y = R2Y = D
y R4Y = R3Y = C. De esta manera. FX = {A,B} y FY = {C,D}. Ahora, los valores de
las asignaciones básicas marginales en X son: mX(A) = m(R1) + m(R4) = 0,28 + 0,12 =
0,4 y mX(B) = m(R2) + m(R3) = 0,42 + 0,18 = 0,6. Las asignaciones de probabilidad
básica marginales en Y son: mY (C) = m(R4) + m(R3) = 0,12 + 0,18 = 0,3 y mY (D) =
m(R1) +m(R2) = 0,28 + ,42 = 0,7. De donde puede verificarse que: m(R1) = m(A) ·m(B),
m(R2) = m(B) ·m(D), m(R3) = m(B) ·m(C), y m(R4) = m(A) ·m(C). Puede verse, además,
que los únicos elementos focales en X × Y son R1 = A × D, R2 = B × D, R3 = B × C y
R4 = A × C. Luego, los cuerpos de evidencia 〈{A,B} , {0,4, 0,6}〉 y 〈{C,D} , {0,3, 0,7}〉 son
no-interactivos.
Supóngase que el problema consiste en ubicar un elemento específico en el subconjunto
que le corresponde, pero ahora se tiene más de un cuerpo de evidencia, independientes unos
de otros. Una situación como la planteada se presenta cuando, por ejemplo, más de un experto
suministra su juicio respecto a la ubicación del elemento. Sean 〈F1,m1〉 y 〈F2,m2〉 dos cuerpos
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X
Y
R2
R3
A B
D
C
R1
R4
Figura D.2: Representación de cuerpos de evidencia no-interactivos
de evidencia independientes, una de las formas más conocidas para estimar una asignación
básica de probabilidad combinada m1,2, es la regla de combinación de Dempster :
m1,2(A) =
∑
B∩C=A
m1(B) m2(C)
1−K , ∀A = ∅ (D.20)
K =
∑
B∩C=∅
m1(B) m2(C) (D.21)
m1,2(∅) = 0 (D.22)
D.2. Teoría de la Probabilidad
Es la teoría más antigua para la representación de la incertidumbre. Ella se originó con
los estudios desarrollados por Pascal y Fermat en 1654, y su aplicación inicial en el contexto
de los juegos de azar, ver [1]. La Teoría de la Probabilidad se basa en la medida del mismo
nombre. La medida de probabilidad, Pr, se define de la siguiente manera:
Dado un conjunto universo finito X, una medida de probabilidad es una función:
Pr : P(X)→ [0, 1] (D.23)
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tal que:
(prob1) Pr(∅) = 0 y Pr(X) = 1
(prob2) Para todas las posibles familias de subconjuntos de X.
Pr(A1 ∪ · · · ∪An) =
∑
j
Pr(Aj)−
∑
j<k
Pr(Aj ∩Ak) (D.24)
+
∑
j<k<l
Pr(Aj ∩Ak ∩ Al)− · · ·+ (−1)n+1Pr(A1 ∩ · · · ∩ An)
Cuando X es infinito, Pr requiere ser continua (desde arriba y desde abajo).
La igualdad (D.24) implica que la medida de credibilidad es aditiva, de modo que:
Pr(A ∪B) = Pr(A) + Pr(B), A,B ∈ P(X) y A ∩ B = ∅. (D.25)
D.2.1. Interpretación de la Teoría de la Probabilidad bajo el con-
texto de la Teoría de la Evidencia
La Teoría de la Probabilidad puede verse como un caso especial de la TDS. Ello ocurre
cuando la función de credibilidad, Bel (o plausibidad, Pl) asociada con un cuerpo de evidencia
〈F ,m〉, es aditiva. Eso quiere decir que:
Bel(A ∪ B) = Bel(A) + Bel(B), A,B ∈ P(X) y A ∩ B = ∅ (D.26)
Bajo esta condición particular, se dice que se tiene un tipo particular de medida denomi-
nada medida de probabilidad, Pr, (conocida también como medida de credibilidad Bayesiana).
En [3] se demostró que cuando las asignaciones básicas se realizan sobre subconjuntos
unitarios de X, las medidas asociadas Bel y Pl se igualan generando una sola medida. Además,
mostró que esa medida satisface la condición de aditividad, lo que implica la obtención de una
medida de probabilidad. Bajo este nuevo contexto, las medidas de credibilidad, plausibidad y
probabilidad de cualquier subconjunto A, se determinan mediante:
Bel(A) = Pl(A) = Pr(A) =
∑
x∈A
m({x}) (D.27)
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Debido a que los elementos focales en una medida de probabilidad son unitarios, una
medida de probabilidad, Pr, sobre un conjunto finito X, puede ser definida de manera única
mediante una función de distribución de probabilidad
p : X → [0, 1] (D.28)
de modo que
Pr(A) =
∑
x∈A
p(x) (D.29)
en la que, desde la visión de la TDS: p(x) = m({x}), ∀x ∈ X. Al conjunto p = (p(x) | x ∈
X) se le conoce como distribución de probabilidad.
Una consecuencia importante de la igualdad de las dos medidas, Bel y Pl, es que el intervalo
de credibilidad (definido en la TDS) (D.12) para cada subconjunto A de X, degenera en un
punto, y el valor de ignorancia (D.13) es nulo. Esto implica que en la Teoría de la Probabilidad
no existe ignorancia respecto de la credibilidad de la pertenencia de un punto a un subconjunto
dado.
A continuación se muestran algunas nociones básicas en la Teoría de la Probabilidad,
cuando se trata de un conjunto finito X.
p(x, y) representa la probabilidad conjunta sobre X × Y .
Si x ∈ X, y ∈ Y , las probabilidades marginales se representan y estiman como:
pX(x) =
∑
y∈Y
p(x, y), ∀x ∈ X (D.30)
pY (y) =
∑
x∈X
p(x, y), ∀y ∈ Y (D.31)
Las probabilidades condicionales se simbolizan y calculan a través de:
pX|Y (x|y) = p(x, y)
pY (y)
, ∀x ∈ X, ∀y ∈ Y (D.32)
pY |X(y|x) = p(x, y)
pX(x)
, ∀x ∈ X, ∀y ∈ Y (D.33)
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Las notaciones correspondientes a las distribuciones de probabilidad conjunta y marginales,
son:
p = (p(x, y) | (x, y) ∈ X × Y ) (D.34)
pX = (pX(x) | x ∈ X) (D.35)
pY = (pY (y) | y ∈ Y ) (D.36)
Dos conjunto X y Y se dicen no interactivos uno con el otro si:
p(x, y) = p(x) p(y), ∀x ∈ X, ∀y ∈ Y (D.37)
Se dice que X es independiente de Y , en sentido probabilístico, si:
pX|Y (x|y) = pX(x), ∀x ∈ X, ∀y ∈ Y (D.38)
De igual manera, se dice que Y es independiente de X, en sentido probabilístico, si:
pY |X(y|x) = pY (y), ∀x ∈ X, ∀y ∈ Y (D.39)
Según (D.32) y (D.33) , p(x, y) = pX|Y (x|y) p(y) = pY |X(y|x) p(x). Luego los conjuntos X
y Y son independientes el uno del otro, si y sólo si ellos son no-interactivos.
D.3. Teoría de la Posibilidad
La Teoría de la Posibilidad se encuentra fundamentada en una medida no-aditiva semi-
continua inferior conocida como medida de la posibilidad, Pos. La medida Pos es una función
para la cual:
(pos1) Pos(∅) = 0 y Pos(X) = 1
(pos2) Para cualquier familia de subconjuntos de un conjunto infinitoX, {Ai|Ai ∈ P(X), i ∈ I} :
Pos
(⋃
i∈I
Ai
)
= sup
i∈I
Pos(Ai) (D.40)
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donde I es un conjunto indexado arbitrario. La propiedad (pos2) puede ser expresada de
manera alternativa mediante:
Pos(A) = sup
x∈A
r(x), ∀A ∈ P(X) (D.41)
donde:
r(x) = Pos ({x}) , ∀x ∈ X (D.42)
Cuando el conjunto X en (pos2) es finito, I ⊂ N, entonces:
Pos
(⋃
i∈I
Ai
)
= ma´x
i∈I
Pos(Ai) (D.43)
y:
Pos(A) = ma´x
x∈A
r(x), ∀A ∈ P(X) (D.44)
Otra medida no-aditiva semi-continua superior que se utiliza en la Teoría de la Posibilidad,
se conoce como medida de Necesidad, Nec. La medida Nec es una función para la cual:
(nec1) Nec(∅) = 0 y Nec(X) = 1
(nec2) Para cualquier familia de subconjuntos de X, {Ai|Ai ∈ P(X), i ∈ I} :
Nec
(⋂
i∈I
Ai
)
= inf
i∈I
Nec(Ai) (D.45)
Cuando el conjunto X en (pos2) es finito, I ⊂ N, entonces:
Nec
(⋂
i∈I
Ai
)
= mı´n
i∈I
Nec(Ai) (D.46)
y:
Nec(A) = mı´n
x/∈A
(1− r(x)) (D.47)
Las medidas Pos y Nec se encuentran ligadas a través de la relación de dualidad:
Nec(A) = 1− Pos(A¯), ∀A ∈ P(X) (D.48)
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Las siguientes son otras expresiones que cumplen las medidas de necesidad y posibilidad:
Pos(A ∩B) ≤ mı´n [Pos(A),Pos(B)] , ∀A,B ∈ P(X) (D.49)
Nec(A ∪B) ≥ ma´x [Nec(A),Nec(B)] , ∀A,B ∈ P(X) (D.50)
Nec(A) ≤ Pos(A), ∀A ∈ P(X) (D.51)
Pos(A) + Pos(A¯) ≥ 1, ∀A ∈ P(X) (D.52)
Nec(A) + Nec(A¯) ≤ 1, ∀A ∈ P(X) (D.53)
ma´x
[
Pos(A),Pos(A¯)
]
= 1, ∀A ∈ P(X) (D.54)
mı´n
[
Nec(A),Nec(A¯)
]
= 0, ∀A ∈ P(X) (D.55)
Pos(A) < 1 =⇒ Nec(A) = 0, ∀A ∈ P(X) (D.56)
Nec(A) > 0 =⇒ Pos(A) = 1, ∀A ∈ P(X) (D.57)
D.3.1. Interpretación de la Teoría de la posibilidad bajo el contexto
de la Teoría de la Evidencia
Antes de ser conocida como Teoría de la Posibilidad, y planteada formalmente como tal en
[31], en [3] y [62] ya se habían planteado las nociones básicas de la que él denominó teoría de las
funciones de credibilidad consonantes en la TDS. Una función de credibilidad es consonante
cuando los elementos focales de un cuerpo de evidencia 〈F ,m〉 son anidados. Una colección
de conjuntos se denominan anidados si y sólo si pueden ordenarse de tal forma que cada uno
esté contenido en otro: A1 ⊂ A2 ⊂ · · · ⊂ An.
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Cuando ocurre que todos los elementos focales de un cuerpo de evidencia 〈F ,m〉 son
anidados, tanto el cuerpo de evidencia como las medidas de credibilidad y de plausibidad se
denominan consonantes. En este caso a las medidas de credibilidad y de plausibidad conso-
nantes se las llama necesidad, Nec, y posibilidad, Pos, respectivamente.
Puede demostrarse que dado un cuerpo de evidencia consonante 〈F ,m〉, las medidas de
necesidad y posibilidad asociadas poseen las siguientes propiedades:
Nec(A ∩B) = mı´n[Nec(A),Nec(B)], ∀A,B ∈ P(X) (D.58)
Pos(A ∪ B) = ma´x[Pos(A),Pos(B)], ∀A,B ∈ P(X) (D.59)
Dado que las medidas de necesidad y posibilidad son casos específicos de medidas de
credibilidad y plausibidad, respectivamente, ellas son duales entre sí. Esto significa que se
encuentran relacionadas por medio de
Pos(A) = 1− Nec(A¯), ∀A ∈ P(X) (D.60)
Al igual que ocurre con las medidas de probabilidad, puede demostrarse que cada medida
de posibilidad Pos sobre P(X) puede ser determinada de forma única por medio de una
función de distribución de posibilidad
r : X → [0, 1] (D.61)
a través de:
Pos(A) = ma´x
x∈A
r(x), ∀A ∈ P(X) (D.62)
Sea X = {x1, x2, . . . , xn} un conjunto universo finito, y r una función de distribución de
posibilidad sobre X. Se define una distribución de posibilidad asociada con r como
r = 〈r1, r2, . . . , rn〉 (D.63)
donde ri = r(xi), ∀xi ∈ X.
Suponga ahora, sin pérdida de generalidad, que los elementos focales son algunos o todos
los subconjuntos de la secuencia completa de subconjuntos anidados
A1 ⊂ A2 ⊂ · · · ⊂ An(= X) (D.64)
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en la que Ai = {x1, x2, . . . , xi}, i ∈ Nn, de este modo F = {A1, A2, . . . , An} y se cumple que
m(A) = 0, ∀A = Ai (i ∈ Nn) y
∑
A∈F m(A) = 1; ver Figura D.3. Sin embargo, no se requiere
que m(Ai) = 0, ∀i ∈ Nn. Así, cada medida de posibilidad puede ser caracterizada por la
n-tupla:
m = 〈m1,m2, . . . ,mn〉 (D.65)
para algún n ∈ N, y mi = m(Ai), ∀i ∈ Nn.
El cálculo de las posibilidades ri se hace mediante
ri =
n∑
k=i
mk, ∀i ∈ Nn (D.66)
Resolviendo las n ecuaciones, se obtiene:
mi = ri − ri+1, ∀i ∈ Nn (D.67)
donde por convención rn+1 = 0.
x1 x2 x3 xn
r1
r2 r3
rn
m1
m2 m3
mn
...
X
xn-1
rn-1
Figura D.3: Diagrama de Ben de una secuencia completa de subconjuntos anidados
La disposición anidada de los elementos focales (D.64) y la asignación básica asociada
(D.65), implican que la distribución de posibilidad se ordene de manera decreciente, o sea:
ri ≥ ri+1, ∀i ∈ Nn−1.(Adicionalmente, puede mostrarse que r1 = 1)
Sea una función de distribución de posibilidad conjunta r definida sobre el producto carte-
siano finito X×Y . Las funciones de distribución de posibilidad marginal se estiman mediante:
rX(x) = ma´x
y∈Y
r(x, y) ∀x ∈ X (D.68)
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y
rY (y) = ma´x
x∈X
r(x, y) ∀y ∈ Y (D.69)
Los conjuntos X y Y se dicen no interactivos en el sentido posibilístico si y sólo si
r(x, y) = mı´n [rX(x), rY (y)] , ∀x ∈ X y ∀y ∈ Y (D.70)
En la Figura D.4 se ofrece un mapa conceptual con la relación entre las distintas medidas
expuestas en la Sección D.
Medidas Monótonas
Medida de Credibilidad Medida de Plausibidad
Medida de probabilidad
(elementos focales: conjuntos
unitarios
Clase_de
Clase_de Clase_de
Dual_de
Se funden_en
Dual_de
Medida de Necesidad
(elementos focales:
conjuntos anidados)
Medida de Posibilidad
(elementos focales:
conjuntos anidados)
Figura D.4: Relación entre las medidas ⊆-monótonas empleadas en esta Tesis para la repre-
sentación de la incertidumbre basada en información deficiente.
D.3.2. Revisión de la Teoría de la Posibilidad en la Teoría de Con-
juntos Borrosos
Antes de la propuesta presentada en [33] para superar la dificultad de la presencia de
conjuntos borrosos subnormales, fueron planteadas diferentes formulaciones en: [63], [64] y
[65]. Sin embargo, el inconveniente de todas ellas fue modificar la Teoría de la Posibilidad
para trabajar con conjuntos borrosos sub-normales. Klir en cambio, deja intacto el aparato
matemático de la Teoría de la Posibilidad pero replantea la función que se asigna a la función
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de distribución de posibilidad. Klir propone:
rA(x) = µA(x) + 1−Alt(A) (D.71)
Con esta nueva interpretación de la función de distribución de posibilidad, la Ecuación
(2.41) asume el siguiente aspecto
PosA(B) = sup
x∈X
mı´n [µA(x) + 1− Alt(F ), µB(x)] , ∀B ∈ P˜(X) (D.72)
Observe dos casos de interés. Supóngase que A = X, o A = ∅, se tiene
rX(x) = r∅(x) = 1, ∀x ∈ X (D.73)
Lo anterior implica que
PosX(B) = Pos∅(B)
{
1 si B = ∅
0 si B = ∅
(D.74)
NecX(B) = Nec∅(B)
{
0 si B = X
1 si B = X
(D.75)
D.4. Nociones compartidas por las diversas teorías de
las Probabilidades Imprecisas. Caso: conjuntos con-
cretos finitos.
Se inicia esta sección mencionando algunas de las teorías de probabilidades imprecisas
más conocidas. Un conjunto de esas teorías se basan en medidas monótonas especiales. Esas
teorías son: las λ−medidas Sugeno, las distribuciones de probabilidad evaluadas en intervalos
factibles y las capacidades Choquet de varios órdenes. En lo que sigue se describirán algunas
características y conceptos que se encuentran en el fundamento de las diversas teorías de
probabilidades imprecisas.
Una característica común de estas teorías de probabilidades imprecisas es que la evidencia
se describe completamente mediante una función de probabilidad inferior g
¯
, o alternativa-
mente, mediante una función de probabilidad superior g¯. Las funciones g
¯
y g¯ son funciones
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monótonas regulares super y sub-aditivas, respectivamente, que cumplen con:∑
x∈X
g
¯
({x}) ≤ 1,
∑
x∈X
g¯ ({x}) ≥ 1 (D.76)
Si se asume en un primer enfoque que la evidencia se expresa mediante un conjunto
convexo y cerrado D de funciones de distribución de probabilidad p en un conjunto finito X,
las funciones de probabilidad inferior y superior asociadas con D, se determinan para cada
subconjunto A ∈ P(X) así:
g
¯D
(A) = inf
p∈D
[∑
x∈A
p(x)
]
, y g¯D(A) = sup
p∈D
[∑
x∈A
p(x)
]
(D.77)
Las funciones g
¯D
y g¯D se relacionan mediante la siguiente fórmula:
g¯D(A) = 1− g
¯D
(A¯) (D.78)
Ahora bien, cualquier función de probabilidad inferior g
¯D
puede ser representada de manera
única por medio de una función conjunto-evaluada1 mD para la que
mD(∅) = 0 y
∑
A∈P(X)
mD(A) = 1 (D.79)
Tal y como es definido al interior de la TDS, los conjuntos A para los que mD(A) > 0, se
denominan conjuntos focales.
Cuando la función mD se obtiene a partir del conocimiento de g
¯D
, se le denomina repre-
sentación Möbius de g
¯D
. La transformación Möbius es la fórmula empleada para calcular el
valor de mD(A),
mD(A) =
∑
B|B⊆A
(−1)|A−B|g
¯D
(B), ∀A ∈ P(X) (D.80)
donde |A− B| es la cardinalidad del conjunto finito A−B.
La transformación inversa es:
g
¯D
(A) =
∑
B|B⊆A
mD(B), ∀A ∈ P(X) (D.81)
1Una función conjunto evaluada, es aquella en la que los elementos del conjunto inicial, son a su vez
conjuntos.
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La expresión que calcula a la función de probabilidad superior es:
g¯D(A) =
∑
B|B∩A	=∅
mD(B), ∀A ∈ P(X) (D.82)
Ahora supóngase que la evidencia se expresa en términos de una función de probabilidad
inferior dada g
¯
. Entonces el conjunto de funciones de distribución de probabilidad consistentes
con g
¯
, Dg
¯
, que es siempre cerrado y convexo, se define como:
Dg
¯
=
〈
p | p(x) ∈ [0, 1] , x ∈ X,
∑
x∈X
p(x) = 1 y g
¯
(A) ≤
∑
x∈A
p(x), ∀A ∈ P(X)
〉
(D.83)
Según las dos formas expuestas para una representación inicial de la evidencia, cada función
dada g
¯
está asociada con un único conjunto D, y viceversa.
Un caso: las distribuciones de probabilidad evaluadas en intervalo
factibles
La noción de intervalos de probabilidad se formuló desde finales de los años 1960 con
las definiciones de probabilidad inferior y superior propuestas en [2]. A principios de los
90´s, en [66] y [67], se introdujeron e investigaron las operaciones básicas sobre intervalos de
probabilidad.
Sea S un espacio muestral con medida de probabilidad Pr, y V una variable aleatoria
definida sobre los elementos de S. Los valores posibles para V son v1, v2, . . . , vs. Para cualquier
subconjunto A, A ⊆ S, Pr(A) denota la medida de probabilidad del evento A. Si se denota
Pr(V = v) = Pr({v}) = p(v), entonces la s-tupla p = 〈p(v1), p(v2), . . . , p(vs)〉 es la distribución
de probabilidad sobre V . Por conveniencia Ns denota el conjunto de índices {1, 2, . . . , s}.
Una Tupla de Intervalos de Probabilidad (TIP), es una colección de intervalos [li, ui],
i ∈ Ns, tal que p(vi) ∈ [li, ui]. El conjunto de funciones de distribución de probabilidad
PL =
〈
p | li ≤ p(vi) ≤ ui, ∀i ∈ Ns y
s∑
i=1
p(vi) = 1
〉
(D.84)
se denomina el conjunto asociado de funciones de distribución de probabilidad de la TPI
L.
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Una TPI L es razonable si PL = ∅. Una TPI L razonable es factible (o alcanzable) si para
i ∈ Ns y cada pi con pi ∈ [li, ui], existe al menos una función de distribución de probabilidad
p en PL tal que p(vi) = pi; o lo que es lo mismo, para cada pi ∈ [li, ui] debe haber una
colección de pj ∈ [lj , uj ], j ∈ Ns, j = i, tal que pi +
∑
pj = 1.
Si L es una TIP, entonces la probabilidad de cualquier evento A cae en el intervalo [l∗, u∗],
donde:
l∗(A) = ma´x
∑
vi∈A
li, 1−
∑
vi /∈A
ui
 (D.85)
u∗(A) = mı´n
∑
vi∈A
ui, 1−
∑
vi /∈A
li
 (D.86)
De esta forma, la probabilidad de cualquier evento A puede ser representado de manera
única por vi en V .
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Apéndice E
Medidas formuladas para la
estimación de la incertidumbre
E.1. Medidas para estimar la incertidumbre basada en
información deficiente
Hasta este punto del informe se han descrito varios marcos matemáticos para la repre-
sentación y manipulación de la incertidumbre basada en información deficiente. Sin embargo,
eso no es suficiente cuando se requiere estimar la cantidad de incertidumbre existente en un
sistema. La labor de calcular la cantidad de incertidumbre de un tipo dado la llevan a cabo las
denominadas medidas de incertidumbre. Estas medidas son funciones matemáticas que obede-
cen a una serie de requerimientos axiomáticos. Una colección de requerimientos axiomáticos
fueron presentados en [34]; este conjunto de axiomas se describen usando un lenguaje no
matemático, pues una representación matemática formal se da cuando la medida particular
es presentada dentro de un marco específico para la modelación de la incertidumbre.
Subaditividad. La cantidad de incertidumbre en un representación conjunta de la evi-
dencia (o sea, definida en un producto cartesiano) no puede ser mayor que la suma de las
cantidades de incertidumbre en las representaciones de evidencia marginales asociadas.
Aditividad. La cantidad de incertidumbre conjunta iguala a la suma de las marginales
si y sólo si las representaciones marginales de evidencia son no-interactivas (la concepción de
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no-interactividad estará de acuerdo con las reglas del cálculo de la incertidumbre involucrada).
Rango. El rango de incertidumbre es [0,M ], donde M depende de la cardinalidad del
conjunto universo comprendido y de la unidad de medida elegida.
Continuidad. Cualquier medida de incertidumbre debe ser una función continua.
Expansibilidad. Al expandir el conjunto universo con alternativas que no están apoyadas
con evidencia alguna, no debe alterarse la cantidad de incertidumbre.
Ramificación/Consistencia. Cuando la incertidumbre puede ser calculada en más de
una manera, todas intuitivamente aceptables, los resultados deben ser los mismos (consis-
tentes).
Los siguientes dos requerimientos, son aplicables sólo a algunas teorías de incertidumbre.
Monotonicidad. Cuando la evidencia pueda ser ordenada en la teoría de incertidumbre
empleada, la medida de incertidumbre relevante debe preservar este orden.
Invarianza de coordenadas. Cuando la evidencia es descrita dentro de un espacio eu-
clidiano n-dimensional (n ≥ 1), la medida de incertidumbre relevante no debe cambiar bajo
alguna transformación isométrica de coordenadas.
Antes de abordar las distintas medidas de incertidumbre, es preciso recordar que en la
Sección 2.2 fueron referidas y explicadas la ambigüedad y la vaguedad como las dos grandes
clases de incertidumbre reconocidas en la actualidad. También fueron presentados dos tipos
de ambigüedad: el conflicto y la no-especificidad. En lo que sigue, se presentarán distintas
medidas que se han propuesto en la literatura para medir el conflicto y la no-especificidad
en la evidencia. Son varias las medidas que se han formulado para el cálculo de estos dos
tipos de incertidumbre, y algunas no han pasado el examen que le imponen los requerimientos
axiomáticos que se acaban de describir cualitativamente. Por esta razón, sólo se presentarán
aquellas medidas que han aprobado los requerimientos axiomáticos referidos. Los varios fun-
cionales que serán presentados, responden a la teoría de incertidumbre en la que se ubican
(Teoría de la Posibilidad, TDS) y las restricciones en los dominios de aplicación (dominios
finitos o espacios euclidianos).
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E.1.1. Medidas para estimar la no-especificidad
El primer funcional que se formuló para estimar la no-especificidad fue planteado en [30].
La función Hartley se encuentra asentada en lo que en [31] se denominó Teoría de la
Posibilidad. Considérese una situación en la que se necesita identificar la verdadera, de entre
un conjunto finito X de alternativas mutuamente excluyentes. Asúmase que de acuerdo con la
evidencia disponible, se conoce que las alternativas posibles se encuentran en un subconjunto
concreto E (E ⊆ X) mientras que aquellas alternativas imposibles, se hallan por fuera de E.
Lo anterior se puede formalizar mediante una distribución de posibilidad rE = (rE(x) | x ∈ X)
definida de la siguiente manera:
rE(x) =
{
1 si x ∈ E
0 si x /∈ E
, ∀x ∈ X (E.1)
y
PosE(A) = ma´x
x∈A
rE(x), ∀A ∈ P(X) (E.2)
donde P(X) es el conjunto de subconjuntos concretos de X; rE es una función de posibili-
dad sobre X; PosE(A) es la Medida de Posibilidad evaluada en cualquier subconjunto A de X.
Tanto rE como PosE(A) son inducidas por la evidencia disponible. Es claro que cuanto más
grande sea el conjunto E, menos específica es la evidencia y más incierto se está en cuanto
a la alternativa verdadera. De este modo, la incertidumbre es causada por la no-especificidad
de la evidencia.
Para darse una idea del caso propuesto, es apropiado remitirse a la TDS. Supóngase
que |E| = s, luego la distribución de posibilidad ordenada sería: rE = 〈1, 1, . . . , 1, 0, . . . , 0〉
donde los primeros s elementos son “uno” y los restantes n − s elementos son “cero”. De
acuerdo con la Ecuación (D.67) se obtiene la siguiente n-tupla de asignaciones de probabilidad
básicas: mE = 〈0, 0, . . . , 1, 0, . . . , 0〉, en la que sólo la posición s-ésima (correspondiente al
subconjunto As = E) posee asignación de probabilidad básica y además es total (o sea, 1). La
Figura E.1 representa la distribución de posibilidad y las asignaciones de probabilidad básicas
correspondientes.
Hartley propone calcular la cantidad de incertidumbre asociada con un conjunto E de
251
APÉNDICE E MEDIDAS FORMULADAS PARA LA ESTIMACIÓN DE LA
INCERTIDUMBRE
x1 x2 xs xn
r1=1 r2=1 rs=1
rn=0
m1=0
m2=0 m s=1 mn=0
...
X
xn-1
rn-1=0
mn-1=0m s+1=0
xs+1...
rs+1=0
Figura E.1: Diagrama para el caso de la incertidumbre Hartley
alternativas posibles, a través del funcional:
H(rE) = c logb
∑
x∈X
rE(x) (E.3)
que también puede expresarse como:
H(rE) = c logb |E| (E.4)
Cada elección de c y b determina la unidad de medición. Lo común es emplear c = 1 y
b = 2, de manera que la unidad de medición es el bit. El bit es la palabra empleada en el
sistema binario de enumeración para referirse a cualquiera de los dos dígitos que componen
este sistema: {0, 1}. En tal sistema la base es el número 2, y cualquier número se representa
como una secuencia de los dos dígitos 1. Abstrayendo el concepto de bit y aplicándolo al
dominio de la información, un bit representa la elección entre dos posibilidades; por ello la
expresión log2 2 calcula el número de bits para elegir entre dos posibilidades, y se usa al bit
como unidad de información.
1La traducción del número 0110 del sistema binario al sistema decimal, se hace como: 0 ∗ 23 + 1 ∗ 22 + 1 ∗
21 + 0 ∗ 20 = 6.
Además, en el sistema decimal la base es el número 10, y cualquier número de n cifras se representa como
una secuencia de n valores ∈ {0, ..., 9}. Cualquier secuencia representa el resultado de la operación suma sobre
una de multiplicaciones sobre potencias crecientes hacia la izquierda de la base. Así, el número 2367, simboliza:
2 ∗ 103 + 3 ∗ 102 + 6 ∗ 101 + 7 ∗ 100.
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La unicidad de la medida Hartley fue probada mediante fundamentos axiomáticos en [68].
El valor numérico que puede tomar la medida Hartley se encuentra en el intervalo:
0 ≤ H(rE) ≤ log2 |X| (E.5)
Además, la cantidad de información contenida en la evidencia, Inf(rE), se calcula mediante
la fórmula:
Inf(rE) = log2 |X| − log2 |E| (E.6)
Considérese dos conjuntos X y Y que se encuentran asociados a través de una relación
R ⊆ X × Y . Ello quiere decir que las selecciones en el conjunto X quedan sujetas a las
selecciones del conjunto Y , y viceversa.
Sean RX y RY las proyecciones de R sobre los conjuntos X y Y , determinadas tal y como
se establece en el Apéndice D, Ecuaciones (D.15) y (D.16), respectivamente.
Sea rR una distribución de posibilidad conjunta en X × Y . Cada elemento de las distribu-
ciones de posibilidad marginales rRX y rRY , se obtienen a través de:
rRX (x) = ma´x
y∈Y
rR(x, y), ∀x ∈ X (E.7)
rRY (y) = ma´x
x∈X
rR(x, y), ∀y ∈ Y (E.8)
Con base en estas ecuaciones, pueden determinarse las siguientes medidas de incertidumbre
Hartley:
Medida Hartley conjunta.
H(rR) = log2 |R| (E.9)
Medidas Hartley marginales
H(rRX ) = log2 |RX | (E.10)
H(rRY ) = log2 |RY | (E.11)
Medidas Hartley condicionales.
H(rRX |rRY ) = log2
|R|
|RY | (E.12)
H(rRY |rRX ) = log2
|R|
|RX | (E.13)
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donde, por ejemplo |R|
|RY |
es el número promedio de elementos de X que pueden ser selec-
cionados bajo la condición de que un elemento de Y ha sido previamente elegido.
Una práctica común en la literatura es escribir H(X), H(Y ), y H(X, Y ) en lugar de
H(rRX ), H(rRY ), y H(rR). De la misma forma se emplean H(X|Y ) y H(Y |X) en reemplazo
de H(rRX |rRY ) y H(rRY |rRX ).
Supóngase ahora, que las elecciones entre las alternativas del conjunto X no dependen de
las de Y , y viceversa. Dicho de otra manera, los conjuntos X y Y son no interactivos, luego:
R = X × Y . Así entonces
H(X|Y ) = H(X) (E.14)
H(Y |X) = H(Y ) (E.15)
H(X, Y ) = H(X) +H(Y ) (E.16)
Los intentos posteriores en la medición de la no-especificidad han sido funcionales que gene-
ralizan la medida Hartley. Uno de esos funcionales fue planteado en [35], al que denominaron
U-incertidumbre. Esta medida presenta varias instancias conforme se ubique en diferentes
teorías de incertidumbre: la Teoría de los Conjuntos Borrosos, la Teoría de la Posibilidad y la
TDS y las teorías de las Probabilidades Imprecisas.
Bajo el contexto de los conjuntos borrosos normales estándar, un conjunto borroso A se
descompone en sus α-cortes, αA con α ∈ [0, 1]. Dichos α-cortes forman una familia anidada:
αA ⊂β A siempre que α > β. La secuencia completa de valores α ∈ ΛA se toma como una
distribución de posibilidad, rA, inducida por el conjunto borroso A.
Para el funcional de U-incertidumbre, cada α-corte se considera un elemento focal en el
que su asignación de probabilidad básica es la diferencia entre los valores α del α-corte dado
y el del α-corte inmediatamente precedente. La medida U-incertidumbre es:
U(rA) =
1∫
0
log2 |αA| dα (E.17)
donde |αA| es la cardinalidad del α-corte αA.
Para el caso de conjuntos borrosos subnormales estándar, esta medida se modifica de
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Figura E.2: α-cortes del conjunto borroso A
acuerdo con lo establecido en (D.71), de manera que el funcional U-incertidumbre será:
U(rA) =
Alt(A)∫
0
log2 |αA| dα + (1− Alt(A)) log2 |X| (E.18)
donde Alt(A) es la altura de A.
El planteamiento de la U-incertidumbre en la Teoría de la Posibilidad es la siguiente. Sea
r = 〈r1, . . . , rn〉 una distribución de posibilidad ordenada tal que 1 = r1 ≥ · · · ≥ rn y por
convención: rn+1 = 0. La fórmula para este caso es:
U(r) =
n∑
i=2
(ri − ri+1) log2 i (E.19)
Cuando la distribución de posibilidad se origine a partir de conjuntos borrosos subnormales,
la fórmula a emplear es:
U(r) =
n∑
i=2
(ri − ri+1) log2 i+ (1− r1) log2 n (E.20)
La medida U-incertidumbre en la TDS, [36], exhibe la siguiente forma:
U(m) =
∑
A∈F
m(A) log2 |A| (E.21)
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E.1.2. Cálculo de la No-especificidad en el ámbito de las Probabi-
lidades Imprecisas
Dominio discreto
En [69] los autores formulan la denominadaN-incertidumbre,N(.), con base en un conjunto
convexo de funciones de distribución de probabilidad, C, sobre un universo finito X.
C =
〈
p|p(x) ∈ [0, 1] , ∀x ∈ X
∑
x∈X
p(x) = 1,Bel(A) ≤
∑
x∈A
p(x) ≤ 1− Bel(A¯)
〉
(E.22)
Además se define la función:
f(A) = inf Pr(A), ∀A ∈ P(X) (E.23)
donde el infimum se toma sobre todas las medidas de probabilidad asociadas con las distribu-
ciones en C. Seguidamente se calcula la asignación de probabilidad básica de cada subconjunto
de X:
m(A) =
∑
B|B⊆A
(−1)|A−B|f(B), ∀A ∈ P(X) (E.24)
Con base en estas definiciones, la medida de no-especificidad, N(.), se calcula:
N(C) =
∑
A∈P(X)
m(A) log2 |A| (E.25)
Dominio continuo
Una generalización de la Medida Hartley, conocida como Hartley-Like,HL(.), se efectúa en
conjuntos infinitos. La fórmula que calcula la no-especificidad para subconjuntos del espacio
Euclidiano n-dimensional Rn (n ≥ 1), sugerida en (Klir and Yuan, 1995), es:
HL(PosE) = mı´n
i∈T
c logb
[
n∏
i=1
(1 + ϑ(Eit)) + ϑ(E)−
n∏
i=1
ϑ(Eit)
]
(E.26)
donde:
E: un subconjunto convexo en Rn
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T : el conjunto de todas las transformaciones isométricas desde un sistema coordenado
ortogonal a otro.
Eit: i-ésima proyección de E en el sistema coordenado ortogonal t.
ϑ: medida Lebesgue.
b, c: constantes positivas cuya elección define una unidad de medición. Una elección fre-
cuente es b = 2, c = 1.
E.1.3. Medidas para estimar el Conflicto
La primera estimación formal de la incertidumbre asociada con el conflicto se realizó con
la denominada Entropía Shannon [29]. Esta medida del conflicto se obtiene a través de:
S(p) =
∑
x∈X
p(x) u(p(x)) (E.27)
en el que p = 〈p(x) | x ∈ X〉 es una distribución de probabilidad sobre un conjunto finito
X, p(x) es la probabilidad de x, u(·) es una función que estima la incertidumbre anticipatoria
de la ocurrencia de x. La entropía Shannon calcula el valor esperado de la incertidumbre
anticipatoria en el conjunto X. Shannon consideró que la función u, entre otros requerimientos,
debería ser una función continua y decreciente con respecto a la probabilidad de ocurrencia
de x. De ese modo estableció que:
u(p(x)) = c logb p(x) (E.28)
donde c es una constante perteneciente a R, que debe ser negativa pues u debe ser de-
creciente. Definiendo a c = −1, b = 2 y agregando el requerimiento de u(1/2) = 1, la
incertidumbre anticipatoria de seleccionar un elemento x queda medida en bits. La fórmula
para u es entonces:
u(p(x)) = − log2 p(x) (E.29)
Así pues, la expresión más conocida para la entropía Shannon es:
S(p) = −
∑
x∈X
p(x) log2 p(x) (E.30)
El valor de la entropía Shannon varía según:
0 ≤ S(p) ≤ log2 |X| (E.31)
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Una expresión alternativa, que pone en evidencia la razón por la cual la entropía de
Shannon estima la incertidumbre relacionada con el conflicto, es la siguiente:
S(p) = −
∑
x∈X
p(x) log2 p(x) = −
∑
x∈X
p(x) log2
(
1−
∑
y 	=x
p(y)
)
(E.32)
La explicación de la afirmación previa es la siguiente. Si se supone que el resultado cierto
es x, entonces el hecho de asignar probabilidades a otros resultados y, distintos de x, genera
conflicto en el observador. Luego, una medida que estime este conflicto debe ser proporcional a
s =
∑
y 	=x
p(y). La expresión − log2
(
1− ∑
y 	=x
p(y)
)
para cada valor x, es una función monótona
creciente respecto a la cantidad s. Dicha expresión se emplea para estimar la cantidad de
conflicto con cada elemento x. En consecuencia, la entropía Shannon puede entenderse como
el conflicto promedio de los conflictos generados en cada resultado.
Se presentarán a continuación las expresiones que estiman las entropías Shannon para
distribuciones de probabilidad conjunta, marginales y condicionales, definidas sobre dos con-
juntos X y Y .
Entropía Shannon conjunta:
S(p) = −
∑
(x,y)∈X×Y
p(x, y) log2 p(x, y) (E.33)
Entropías Shannon marginales:
S(pX) = −
∑
x∈X
p(x) log2 p(x) (E.34)
S(pY ) = −
∑
y∈Y
p(y) log2 p(y) (E.35)
Entropías Shannon condicionales:
S(pX |pY ) = −
∑
y∈Y
pY (y)
∑
x∈X
pX|Y (x|y) log2 pX|Y (x|y) (E.36)
S(pY |pX) = −
∑
x∈X
pX(x)
∑
y∈Y
pY |X(y|x) log2 pY |X(y|x) (E.37)
Tal y como sucedió con la función Hartley, los intentos posteriores se centraron en formular
una medida que estimase el conflicto en escenarios o situaciones más generales. Sin embar-
go, cada vez que se encontró alguna expresión matemática candidata, ella presentaba algún
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inconveniente para cumplir con algunos de los requerimientos axiomáticos establecidos para
cualquier medida de incertidumbre. De hecho en [34] fueron presentados casos que implican
la inexistencia de algún funcional que pueda estimar el conflicto generalizando la expresión
Shannon. Una solución a este inconveniente fue estimar este tipo de incertidumbre de una
manera indirecta. El procedimiento consiste en estimar una medida de incertidumbre total
(o sea, una función que calcule la cantidad de conflicto y no-especificidad como un todo) de
la cual se sustraiga la estimación de la no-especificidad para obtener, por tanto, el valor del
conflicto.
Varios funcionales para medir la incertidumbre total, conocida también como incertidumbre
agregada, fueron propuestos, pero al igual que sucedió con la medida para calcular el conflicto,
fallaban en el cumplimiento de alguna condición axiomática. Sin embargo, varios grupos de
investigación efectuaron casi al tiempo la siguiente formulación para medir la incertidumbre
agregada al interior de la TDS:
AU(Bel) = ma´x
DBel
{
−
∑
x∈X
p(x) log2 p(x)
}
(E.38)
donde AU(.) es la medida de incertidumbre agregada, y
DBel :
〈
p|p(x) ∈ [0, 1] ∀x ∈ X,
∑
x∈X
p(x) = 1,Bel(A) ≤
∑
x∈A
p(x) ≤ 1− Bel(A¯)
〉
es un conjunto de todas las funciones de distribución de probabilidad p que son consis-
tentes con una función de credibilidad Bel asociada con P(X) de acuerdo con la evidencia
disponible. La Fórmula (E.38) establece que la incertidumbre agregada se calcula como la
máxima entropía Shannon de todas las distribuciones de probabilidad compatibles con la me-
dida de credibilidad Bel. Así entonces, una medida generalizada para el conflicto se obtiene
como:
GS = AU −GH (E.39)
donde GS representa la estimación de incertidumbre para el conflicto, AU es una medida
agregada (conflicto y no-especificidad) de incertidumbre y GH es una medida generalizada
para estimar la no-especificidad. Para el cálculo de GH se pueden usar medidas como: U(rF )
Fórmulas (E.17) y (E.18), U(r) Fórmulas (E.19) y (2.50) y U(m) expresión (E.21).
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La incertidumbre agregada se encuentra en el rango:
0 ≤ AU ≤ log2 |X| (E.40)
E.1.4. Un algoritmo general para computar la incertidumbre total,
AU, en la Teoría de la Posibilidad
En [37] se formula un algoritmo completamente general para calcular el valor de la función
AU(Bel) en la TDS. Sin embargo, a continuación se presenta la versión de este algoritmo
en la Teoría de la Posibilidad, AU(Pos). Se hace así, porque en esta Tesis las mediciones de
incertidumbre de un SIB T-S dependen de grupos o conjuntos borrosos, los que, a su vez,
pueden interpretarse como la unión de la secuencia anidada de sus α-cortes.
Entradas: n ∈ N, r = 〈r1, r2, . . . , rn〉 .
Salidas: AU(Pos), 〈pi| i ∈ Nn〉 tal que: AU(Pos) = −
∑n
i=1 pi log2 pi; pi ≥ 0 para i ∈ Nn;∑
x∈A px ≤ Pos(A) para A ⊂ X, A = ∅.
Paso_1. Haga j = 1 y rn+1 = 0
Paso_2. Encuentre el valor máximo i ∈ {j, j + 1, . . . , n} tal que rj−ri+1
i+1−j
sea máximo
Paso_3. Para k ∈ {j, j + 1, . . . , i} haga pk = rj−ri+1i+1−j .
Paso_4. Haga j = i+ 1.
Paso_5. If i < n, entonces vaya al Paso_2.
Paso_6. Calcule AU(Pos) = −∑ni=1 pi log2 pi.
E.1.5. Estimación del Conflicto en el ámbito de las Probabilidades
Imprecisas
Puesto que no puede determinarse una formula que estime el conflicto en escenarios o
situaciones más generales que la Teoría de la Probabilidad, se han planteado la alternativa
de calcular la incertidumbre total (la cantidad de conflicto y no-especificidad agregadas como
un todo), de la que se sustraerá el valor de la no-especificidad para obtener el valor del
conflicto. Este es el planteamiento actual para obtener una medida generalizada del conflicto.
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Así entonces,
GS = AU −GH (E.41)
donde GS representa la estimación de incertidumbre para el conflicto, AU es una medida
agregada (conflicto y no-especificidad) de incertidumbre y GH es una medida generalizada
para estimar la no-especificidad. Para el cálculo de GH se pueden usar medidas como: U(rF )
fórmulas: (E.17) y (E.18), U(r) fórmulas: (E.19) y (2.50) y U(m) expresión: (E.21).
Varios funcionales para medir la incertidumbre total, conocida también como incertidumbre
agregada, fueron propuestos, pero al igual que sucedió con la medida para calcular el conflicto,
fallaban en el cumplimiento de alguna condición axiomática.
La fórmula utilizada para el cálculo de AU(.) en las teorías de las Probabilidades Impre-
cisas, no es muy diferente de la presentada en (E.38). Específicamente, dada una función de
probabilidad inferior g
¯
, que cumple: ∑
x∈X
g
¯
({x}) ≤ 1 (E.42)
y
g
¯
(A) = inf
p∈Dg
¯
{∑
x∈A
p(x)
}
(E.43)
la función de incertidumbre agregada en la Teoría de las Probabilidades Imprecisas, se
obtiene como:
AU(g
¯
) = ma´x
Dg
¯
{
−
∑
x∈X
p(x) log2 p(x)
}
(E.44)
donde:
Dg
¯
:
〈
p|p(x) ∈ [0, 1] ∀x ∈ X;
∑
x∈X
p(x) = 1; g
¯
(A) ≤
∑
x∈A
p(x), ∀A ∈ P(X)
〉
(E.45)
es un conjunto cerrado y convexo de distribuciones de probabilidad consistentes con la
función g
¯
.
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E.2. Medidas para estimar la Incertidumbre Lingüística
Dado que ya se precisó la noción de vaguedad en la Sección 2.2, queda sólo presentar
algunas de las maneras en puede ser medida a través de las denominadasmedidas de borrosidad.
Una medida de borrosidad f , es una función:
f : P˜(X)→ [0,∞] (E.46)
donde P˜(X) denota el conjunto de todos los subconjuntos borrosos del conjunto universo
X. Para calificar como medida de borrosidad, f debe satisfacer tres requerimientos axiomáti-
cos:
(borr1) f(A) = 0 si y solo si A es un conjunto concreto (no-borroso).
(borr2) Si A ≺ B, entonces f(A) ≤ f(B). A ≺ B denota que B es más borroso que A, lo
cual depende de la definición de “más borroso que”.
(borr3) f(A) asume el máximo valor si y sólo si A es máximamente borroso.
Sólo el primero de estos axiomas es único, los dos restantes dependen de las definiciones
dadas al grado de borrosidad (o nitidez), y de acuerdo con ellos se establecen las distintas
clases de medidas de borrosidad.
E.2.1. Una primera concepción de los axiomas (borr2) y (borr3).
Se presentarán unas medidas de borrosidad que obedecen a unas concreciones de los axio-
mas borrosidad (borr2), y máxima borrosidad (borr3). Se describen, primeramente, esas con-
cepciones.
Para (borr2), la relación de borrosidad A ≺ B se define como: ∀x ∈ X :
µA(x) ≤ µB(x), para µB(x) ≤ 0,5 (E.47)
µA(x) ≥ µB(x), para µB(x) ≥ 0,5 (E.48)
donde µA(x) y µB(x) son los grados de pertenencia del elemento x en los conjuntos borrosos
A y B, respectivamente.
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Figura E.3: Una concepción de borrosidad. A es menos borroso que B.
Para (borr3), un conjunto A es máximamente borroso cuando
µA(x) = 0,5, ∀x ∈ X (E.49)
X
0.5
1
A
Figura E.4: Una concepción de máxima borrosidad. A es un conjunto máximamente borroso.
Un conjunto de medidas de borrosidad que cumplen las nociones de los axiomas (borr2)
y (borr3), se expresan de la siguiente manera:
f(A) = h
(∑
x∈X
gx(µA(x))
)
(E.50)
donde A es un conjunto borroso de X, gx (x ∈ X) es un tipo de funciones:
gx : [0, 1]→ [0,∞] (E.51)
(diferente, en general, para diferente x), que son todas monótonamente crecientes en [0, 0,5],
monótonamente decrecientes en [0,5, 1], gx(0) = gx(1) = 0, y gx(0,5) sea un único máximo de
gx. Por su parte, h es una función monótonamente creciente de [0,∞] en [0,∞].
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Una medida de este tipo fue propuesta por DeLuca y Termini:
fDT (A) = −
∑
x∈X
(µA(x) log2 µA(x) + [1− µA(x)] log2 [1− µA(x)]) (E.52)
donde:
gx(µA(x)) = − (µA(x) log2 µA(x) + [1− µA(x)] log2 [1− µA(x)]) , ∀x ∈ X (E.53)
h es la función identidad en [0,∞]. Puede verificarse que:
0 ≤ fDT (A) ≤ |X| (E.54)
La versión normalizada es:
fˆDT (A) =
− ∑
x∈X
(µA(x) log2 µA(x) + [1− µA(x)] log2 [1− µA(x)])
|X| (E.55)
Luego,
0 ≤ fˆDT (A) ≤ 1 (E.56)
Otro conjunto de medidas de borrosidad fundadas en las concepciones de (borr2) y (borr3),
y que obedecen a (E.50) son conocidas como índices de borrosidad. La definición de estas
medidas requiere establecer la distancia entre el conjunto borroso en cuestión y su conjunto
concreto más cercano2.
Donde µC(A)(x) es el grado de pertenencia del elemento x al conjunto concreto más cercano
al conjunto borroso A, C (A).
Para calcular la distancia entre dos conjuntos borrosos cualquiera A y B del conjunto
universo X, puede emplearse la fórmula de Distancia Minkowski, Dw:
Dw(A,B) =
[∑
x∈X
|µA(x)− µB(x)|w
] 1
w
(E.57)
donde: w ∈ [1,∞).
Existen, entonces, tantas distancias como valores posibles de w.
2Ver definición en Apéndice A
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Figura E.5: Conjunto concreto más cercano al conjunto borroso A.
Cuando w = 1, D1(A,B) se conoce como Distancia de Hamming.
Cuando w = 2, D2(A,B) se conoce como Distancia Euclidiana,
Cuando w =∞, D∞ = ma´xx∈X |µA(x)− µB(x)|.
Además, el valor de la Distancia Minkowski para algún valor particular w, queda inscrita
en el intervalo 0 ≤ Dw(A,B) ≤ |X|1/w.
El índice de borrosidad de A, fw(A), se calcula como:
fw(A) = Dw(A,C (A)) (E.58)
Puede demostrarse que: 0 ≤ Dw(A,C (A)) ≤ 1/2 |X|1/w
Luego:
0 ≤ fw(A) ≤ 1/2 |X|1/w (E.59)
o
0 ≤ fˆw(A) ≤ 1 (E.60)
donde: fˆw(A) =
fw(A)
1/2|X|1/w
es el valor normalizado de fw(A).
Si se considera que:
gx (µA(x)) =
∣∣µA(x)− µC(A)(x)∣∣w (E.61)
gx (µA(x)) =
{
µA(x)
w si µA(x) ∈ [0, 0,5]
[1− µA(x)]w si µA(x) ∈ [0,5, 1]
, ∀x ∈ X (E.62)
y que
h(b) = b1/w, b =
∑
x∈X
gx(µA(x)) (E.63)
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luego
h(b) = b1/w = Dw(A,C (A)) (E.64)
En conclusión, las distancias Minkowski de un conjunto borroso respecto a su conjunto con-
creto más cercano, servirían como medidas de borrosidad de acuerdo con las restricciones
impuestas: las concepciones establecidas para los axiomas (borr2) y (borr3), y pertenecer a la
clase de funciones (E.50).
A este tipo de medidas de borrosidad, tipo distancias Minkowski, pertenecen dos medidas
reseñadas en [38]. Ellas son el índice de borrosidad lineal y el índice de borrosidad cuadráti-
co. Estos índices no son más que versiones normalizadas de las distancias de Hamming y
Euclidiana, respectivamente.
Índice lineal de borrosidad . Este índice normaliza la distancia de Hamming entre un
conjunto borroso y su conjunto borroso concreto más cercano.
νˆ(A) = fˆ1(A) =
1
1/2 |X| D1(A,C (A)) (E.65)
en el que entonces:
0 ≤ νˆ(A) ≤ 1
Índice cuadrático de borrosidad . Emplea la distancia euclidiana.
ηˆ(A) = fˆ2(A) =
1
1/2 |X|1/2
D2(A,C (A)) (E.66)
en el que:
0 ≤ ηˆ(A) ≤ 1 (E.67)
Otra medida de borrosidad también es planteada en [38]. El autor efectúa un símil numérico
entre el cálculo de la borrosidad y el que estima la entropía de un sistema. En esa propuesta,
para un conjunto borroso finito con |X| elementos, la evaluación de la borrosidad se efectúa
mediante:
K(A) = −
∑
x∈X
γA(x) ln γA(x) (E.68)
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donde γA(x) =
µA(x)∑
x∈X
µA(x)
Puede verificarse que:
0 ≤ K(A) ≤ ln |X|
La versión normalizada de esta medida de borrosidad es:
Kˆ(A) =
K(A)
ln |X| (E.69)
o
Kˆ(A) = − 1
ln |X|
∑
x∈X
γA(x) ln γA(x) (E.70)
en el que entonces:
0 ≤ Kˆ(A) ≤ 1
E.2.2. Una segunda concepción de los axiomas (borr2) y (borr3)
Esta visión de los axiomas de nitidez y máxima borrosidad, se fundan en que el grado
de borrosidad (o su antónimo, la nitidez) de un conjunto borroso A puede ser expresado en
términos de la falta de distinción entre él y su complemento A¯. Este planteamiento fue hecho
en [39]. De acuerdo con Yager, el axioma (borr2)3 se define como:
A ≺ B si y sólo si |µA(x)− µA¯(x)| ≥ |µB(x)− µB¯(x)| , ∀x ∈ X (E.71)
donde µA¯(x) es el valor de pertenencia de x en el conjunto complemento de A, A¯. En la
Figura E.6 se muestra que el conjunto borroso A es más nítido que el conjunto borroso B. En
este caso la función complemento utilizada es la conocida µA¯ = 1− µA.
Ahora, el axioma (borr3)4, se establece así: El conjunto borroso A es máximamente borroso
cuando ∀x ∈ X, µA(x) = eq, es decir, todo punto de X en A alcance un punto de equilibrio,
eq. Un punto de equilibrio, eq, es un grado de pertenencia en un conjunto borroso A tal que:
µA(x) = µA¯(x).
3B es más borroso que A
4máxima borrosidad.
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X
0.5
1
AA
µµ −=1Aµ
X
0.5
1
Bµ BB µµ −=1
Figura E.6: Un concepto de nitidez. A es más nítido que B
Para una distancia métrica general D, la medida de borrosidad propuesta por Yager tiene
la forma:
fY,D(A) = D(Z, Z¯)−D(A, A¯) (E.72)
en la que fY es la medida de borrosidad propuesta por Yager con base en la distancia
métrica general D y Z denota cualquier subconjunto concreto arbitrario del conjunto universo
X de manera que D(Z, Z¯) es la distancia más grande posible estimada con la operación
complemento utilizada. Se puede observar que:
0 ≤ fY,D(A) ≤ D(Z, Z¯) (E.73)
La versión normalizada de la Fórmula Yager es:
fˆY,D(A) = 1− D(A, A¯)
D(Z, Z¯)
(E.74)
Luego,
0 ≤ fˆY,D(A) ≤ 1 (E.75)
Usando la clase de distanciaMinkowski:Dw(A, A¯) =
∣∣∣∣ ∑
x∈X
|µA(x)− µA¯(x)|w
∣∣∣∣1/w,Dw(Z, Z¯) =
|X| 1w
Por tanto:
fY,Dw(A) = |X|
1
w −Dw(A, A¯) (E.76)
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y
fˆY,Dw(A) = 1−
Dw(A, A¯)
|X| 1w
(E.77)
Una de las propuestas para determinar una “unidad” de borrosidad es aquella en la que
un conjunto borroso A tenga exactamente sólo un elemento x˙ de X, máximamente borroso (o
sea, µA(x˙) = eq) y los demás son dígitos binarios. Para este caso, se pretende que:
fY,Dw(A) = |X|
1
w − (|X| − 1) 1w = 1 (E.78)
De la única manera que esto se cumple es para w = 1, luego:
fY,D1(A) = |X| −
∑
x∈X
|µA(x)− µA¯(x)| (E.79)
La unidad de esta medida de borrosidad es el bit.
De esta manera, el intervalo en el que toma valor la función Yager, bajo las condiciones
expuestas, es:
0 ≤ fY,D1(A) ≤ |X| (E.80)
Por último, cuando la función de complemento de un conjunto borroso es µA¯ = 1− µA, se
tiene:
fY,D1(A) = |X| −
∑
x∈X
|µA(x)− (1− µA(x))|
= |X| −
∑
x∈X
|2µA(x)− 1| (E.81)
El Índice de Borrosidad Yager Normalizado es:
fˆY,D1(A) =
|X| − ∑
x∈X
|2µA(x)− 1|
|X| (E.82)
= 1−
∑
x∈X
|2µA(x)− 1|
|X| (E.83)
En la Figura E.7, se hace una síntesis de los diferentes índices y medidas que pueden
estimar la ambigüedad y la vaguedad.
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incertidumbre 
Fórmula de medida de incertidumbre Nombre de medida 
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Figura E.7: Varias medidas de incertidumbre para ambigüedad y vaguedad.
270
271
Apéndice F
Observaciones sobre algunos índices de
borrosidad
F.1. La no aplicabilidad de Índice de Borrosidad Kauf-
mann
La intención de esta sección es demostrar que el índice Kaufmann o de “entropía en la
borrosidad”, como también podría llamarse, no puede ser empleado para medir el fenómeno
de la borrosidad. En el libro: “Introduction to the Theory of Fuzzy Subsets” [38], páginas
25-27, se proponen las funciones mostradas en (E.68) y (2.69) para estimar la borrosidad de
conjuntos borrosos estándar finitos. Una revisión superficial de cualquiera de ellas, permite
identificar la evidente analogía con la Fórmula (E.30), establecida en [29] para calcular la
incertidumbre en un sistema dado. La formulación de Shannon mide, como se ha establecido
desde la Sección E.1.3, el conflicto presente en un sistema. Antes de ahondar en el asunto
de las consecuencias de la adaptación que efectuó Kaufmann de la Fórmula Shannon para
estimar la borrosidad de un conjunto borroso, es conveniente presentar una asociación de la
Fórmula de Shannon con la noción de la entropía en sistemas.
Supóngase que un sistema puede asumir un estado cualquiera x ∈ X, donde el número
posible de estados está determinado por |X|. Adicionalmente, considere que se estableció una
distribución de probabilidad p = 〈p(x) | x ∈ X〉 para el conjunto X, donde p(x) es la medida
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de probabilidad para el estado x. El grado de incertidumbre acerca del estado que alcanzará
el sistema, lo calcula Shannon a través de la Fórmula (E.30):
S(p) = −
∑
x∈X
p(x) logb p(x) (F.1)
El valor S(p) también es conocido como entropía, debido a que es obtenido mediante una
expresión que es algebraicamente igual a la empleada para calcular la entropía en los sistemas
físicos. Hay dos propiedades interesantes de la entropía Shannon:
Un sistema con un sólo estado posible no exhibe entropía. Para un sistema de un sólo
estado la fórmula se presenta como:
S(p) = − p(x) logb p(x)
donde p(x) = 1. Luego S(p) = 0.
Un sistema presenta entropía máxima cuando todos los estados posibles del sistema
tienen la misma probabilidad, 1
|X|
, de ser alcanzados. Para este caso:
S(p) = −
∑
x∈X
1
|X| logb
1
|X| = logb |X|
De acuerdo con las dos propiedades mostradas: 0 ≤ S(p) ≤ logb |X| .
En un ejemplo presentado en [38], página 26, el profesor Kaufmann normaliza la formu-
lación Shanonn (F.1), define b = exp(1) , y plantea una forma de reemplzar el valor de la
medida de probabilidad p(x) por un término que utilice el grado de pertenencia µA(x); así
obtiene a (E.70) y lo propone como un posible índice de borrosidad. A continuación se pre-
sentan varias observaciones sobre el inadecuado comportamiento de dicho índice, lo que hace
inconveniente su aplicación para calcular la borrosidad de un conjunto borroso.
Proposición F.1 El índice Kaufmann asigna valor de borrosidad a conjuntos concretos de
X.
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Prueba. Sea A un conjunto concreto definido sobre el universo de discurso finito X, luego
∀x ∈ A, µA(x) = 1 y γA(x) = 1|A| . Por tanto:
Kˆ(A) = − 1
ln |X|
∑
x∈A
γA(x) ln γA(x) (F.2)
= − 1
ln |X|
∑
x∈A
1
|A| ln
1
|A|
= − 1
ln |X| |A|
(
1
|A| ln
1
|A|
)
= − 1
ln |X| (ln 1− ln |A|)
=
ln |A|
ln |X| ≥ 0
El resultado de esta proposición implica que todos los conjuntos concretos donde |A| ≥ 2
poseen valor de borrosidad, razón por la cual la condición (borr1) es violada. Conforme con
(F.2), el único tipo de conjunto concreto que satisface la condición (borr1) es aquel en el que
|A| = 1 (o sea, conjuntos unitarios).
Proposición F.2 Según el índice Kaufmann, puede compararse la borrosidad de dos conjun-
tos concretos. De hecho, el grado de borrosidad de conjuntos concretos es monótonamente
creciente con el número de elementos.
Prueba. La demostración de esa proposición se fundamenta en el resultado de la Proposi-
ción F.1. Sean A y B dos conjuntos concretos donde |A| ≤ |B|. Luego, Kˆ(A) = ln|A|
ln|X| y
Kˆ(B) = ln|B|
ln|X| . Dada la naturaleza creciente de la función ln(·) se tiene que Kˆ(A) ≤ Kˆ(B).
Esta proposición incluye el caso A ⊆ B.
Proposición F.3 El índice Kaufmann asigna el máximo valor de borrosidad independien-
temente de los criterios más conocidos: la diferencia respecto al correspondiente conjunto
concreto más cercano o la diferencia respecto al conjunto complemento asociado. El criterio
de máxima borrosidad está asociado con funciones de pertenencia uniformes.
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Lineal Cuadrático De Luca-Termini Norm. Yager Norm. Kaufmann Norm.
A 0.2000 0.2449 0.4150 0.2000 0.9978
B 0.3500 0.3873 0.6353 0.3500 0.9963
Cuadro F.1: Comparación valores de borrosidad. Caso 1.
Prueba. Suponga un conjunto borroso A de X, donde ∀x ∈ X, µA(x) = c.; luego ∀x ∈ X,
γA(x) =
µA(x)∑
x∈X
µA(x)
=
c∑
x∈C
c
=
c
c |X| =
1
|X|
Reemplazando en (E.70) se obtiene: Kˆ(A) = 1.
Según el resultado anterior, el conjunto concreto X presenta máxima borrosidad, pues
X ⊆ X y su función de pertenencia es ∀x ∈ X, µX(x) = 1.
Finalmente, la dudosa aplicabilidad de índice Kaufmann para medir la borrosidad es evi-
dente cuando es comparada con otros índices: Índice Lineal (E.65), Índice Cuadrático (2.66),
Índice De Luca-Termini (E.55), y el Índice Yager (E.82), a través de dos ejemplos.
Caso F.1 Sean dos conjuntos borrosos A =
{
1
x1
, 0,9
x2
, 0,9
x3
, 0,8
x4
}
y B =
{
0,9
x1
, 0,8
x2
, 0,9
x3
, 0,7
x4
}
definidos
sobre el universo X = {x1, x2, x3, x4}. Dado que ∀x ∈ X, µA (x) ≥ µB (x), entonces A ⊇ B;
además ∀x ∈ X, µA (x) , µB (x) ≥ 0,5. De esta manera, A exhibe menor diferencia con su
conjunto concreto más cercano, y a su vez, presenta mayor diferencia con su conjunto com-
plemento, ver Figura F.1. Por tanto calquier índice de borrosidad debería asignar un mayor
valor al conjunto borroso B que al conjunto borroso A. Sin embargo, como se ve en la Tabla
F.1, el índice Kaufmann muestra un resultado contrario a los demás índices, que sí muestran
lo esperado.
Caso F.2 Sean dos conjuntos borrosos C =
{
0,2
x1
, 0,3
x2
, 0,1
x3
, 0,2
x4
}
yD =
{
0,4
x1
, 0,3
x2
, 0,1
x3
, 0,4
x4
}
definidos
sobre el universo X = {x1, x2, x3, x4}. Se puede constatar que ∀x ∈ X, µC (x) ≤ µD (x) ,o sea
C ⊆ D, y ∀x ∈ X, µC (x) , µD (x) ≤ 0,5., ver Figura F.2. Basado en justificaciones similares
a las presentadas en el caso F.1, cualquier índice de borrosidad debería asignar menor valor
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B
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A
c(A)
B
¬B
B
c(B)
Figura F.1: Caso 1. a) Conj. Borrs. A y B. b) Conj. Borr. A y su complemento c) Conj. Borr.
A y su CCMC. d) Conj. Borr. B y su complemento c) Conj. Borr. B y su CCMC.
Lineal Cuadrático De Luca-Termini Norm. Yager Norm. Kaufmann Norm.
C 0.4000 0.4243 0.6985 0.4000 0.9528
D 0.6000 0.6481 0.8230 0.6000 0.9277
Cuadro F.2: Comparación valores de borrosidad. Caso 2.
al conjunto C que al D. No obstante, ver Tabla F.2,el índice Kaufmann muestra un resultado
contrapuesto.
F.2. Igualdad algebraica del Índice de Borrosidad Lin-
eal y del Índice de Borrosidad Yager normalizado
Una característica de los índices para el cálculo de la borrosidad es su correspondencia
completa a una de las dos maneras de medir la borrosidad de un conjunto borroso, como:
diferencia a su conjunto concreto más cercano o diferencia con su conjunto complemento. Sin
embargo, se puede probar que los índices de borrosidad lineal y el índice Yager son alge-
braicamente iguales, aunque están clasificados en grupos distintos. Este resultado implica que
275
APÉNDICE F OBSERVACIONES SOBRE ALGUNOS ÍNDICES DE
BORROSIDAD
x1 x2 x3 x4
0
0.2
0.4
0.6
0.8
1
X
u
a)
 
 
x1 x2 x3 x4
0
0.2
0.4
0.6
0.8
1
X
u
b)
 
 
x1 x2 x3 x4
0
0.2
0.4
0.6
0.8
1
X
u
c)
 
 
x1 x2 x3 x4
0
0.2
0.4
0.6
0.8
1
X
u
d)
 
 
x1 x2 x3 x4
0
0.2
0.4
0.6
0.8
1
X
u
e)
 
 
C
D
C
c(C)
C
¬C
D
¬D
D
c(D)
Figura F.2: Caso 2. a) Conj. Borrs. C y D. b) Conj. Borr. C y su complemento c) Conj. Borr.
C y su CCMC. d) Conj. Borr. D y su complemento c) Conj. Borr. D y su CCMC.
estas dos medidas producen respuestas numéricamente iguales y, por ende, difumina la nítida
distinción entre las dos clases de índices de borrosidad descritas previamente en este párrafo.
Proposición F.4 Si se utiliza como distancia métrica la Distancia Hamming, y se emplea
la definición estándar de complemento de un conjunto borroso, el Índice de Borrosidad Lineal
(E.65) propuesto por Kaufmann y el Índice de Borrosidad Normalizado formulado por Yager
(2.75), son algebraicamente idénticos y, por tanto, producen el mismo valor de borrosidad para
cualquier conjunto borroso A.
Prueba. Cuando se estima la borrosidad de un conjuntoA a partir del índice de borrosidad
lineal, deben considerarse los valores de pertenencia al conjunto concreto más cercano a A,
C (A).
Sean A> =
{
x
∣∣µC(A)(x) = 1} y A≤ = {x ∣∣µC(A)(x) = 0}, o lo que es lo mismo, los con-
juntos concretos que contienen los elementos x de X cuyo grado de pertenencia a A superan
a 0.5, y los que son inferiores a ese valor, respectivamente. Con base en este criterio, estos dos
conjuntos forman una partición de X, luego A> ∪ A = X y A> ∩ A≤ = ∅ y de esta manera
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|A>|+ |A≤| = |X|. Así en la Fórmula (E.65), se tiene:
νˆ(A) =
2
|X| D1(A,C (A)) (F.3)
=
2
∑
x∈X
∣∣µA(x)− µC(A)(x)∣∣)
|X|
=
2
( ∑
x∈A>
(1− µA(x)) +
∑
x∈A≤
µA(x)
)
|X|
=
2
(
|A>| −
∑
x∈A>
µA(x) +
∑
x∈A≤
µA(x)
)
|X|
Ahora, desarrollando unas cuantas manipulaciones algebraicas sobre (2.75),
fˆY (A) = 1−
∑
x∈X
|2µA(x)− 1|
|X| (F.4)
= 1−
∑
x∈A>
(2µA(x)− 1) +
∑
x∈A≤
(1− 2µA(x))
|X|
= 1−
[ ∑
x∈A>
2µA(x)− |A>|
]
+
[
|A≤| −
∑
x∈A≤
2µA(x)
]
|X|
= 1−
2
∑
x∈A>
µA(x)− |A>|+ |A≤| − 2
∑
x∈A≤
µA(x)
|X|
= 1−
2
∑
x∈A>
µA(x)− 2
∑
x∈A≤
µA(x)− |A>|+ |X| − |A>|
|X|
=
|X| − 2 ∑
x∈A>
µA(x) + 2
∑
x∈A≤
µA(x) + |A>| − |X|+ |A>|
|X|
=
−2 ∑
x∈A>
µA(x) + 2
∑
x∈A≤
µA(x) + 2 |A>|
|X|
=
2
(
|A>| −
∑
x∈A>
µA(x) +
∑
x∈A≤
µA(x)
)
|X|
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Como puede observarse, la última expresión de (F.3) es algebraicamente igual a la co-
rrespondiente en (F.4). Esta proposición indica que a pesar de usar dos medidas basadas en
concepciones diferentes de borrosidad, el resultado es el mismo.
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Apéndice G
Nociones sobre modelado borroso
G.1. Sistemas de inferencia borrosa
Un Sistema Borroso (SB) es una formulación matemática que emplea la Teoría de los
Conjuntos Borrosos o sus desarrollos asociados (la lógica borrosa, la matemática borrosa,
entre otros) en la representación de un fenómeno; así entonces, un sistema borroso es un
modelo. Cuando estos modelos borrosos utilizan la lógica borrosa como herramienta principal
de representación, las formulaciones generadas se conocen como Sistemas de Inferencia Borrosa
(SIB).
La modelación de un fenómeno a través de los SIB lleva a cabo un mapeo inherentemente
estático T : X → Y ; donde X es un espacio en RM y Y es un espacio en RQ; así, X =
X1 × · · · × XM , Y = Y1 × · · · × YQ. La mayoría de los SIB definen ese mapeo en términos
de una estructura y de un procedimiento, o inferencia; la inferencia dispone de la estructura
para procurar un resultado cuando se le ingresan al modelo un conjunto de datos que actúan
como entradas del sistema modelado.
La estructura más frecuentemente empleada para realizar el mapeo son reglas parecidas
a las condicionales lógicas “Si...Entonces”. El mapeo de RM → RQ, conocido como modelo
MIMO (Multiple Inputs Multiple Outputs) no es la manera más común de utilizar un SIB.
De hecho todo modelo MIMO puede ser expresado en términos de un conjunto de modelos
MISO (Multiple Inputs Single Output). En los modelos MISO se efectúa un mapeo de RM en
R.
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Se han efectuado varias propuestas de SIB; estas propuestas se distinguen, por ejemplo,
en la utilización de reglas o en el uso de relaciones como estructura principal del modelo; en
la necesidad o no de interpretación lingüística del modelo; en la naturaleza borrosa o concreta
del consecuente; en el empleo de Conjuntos Borrosos Multi-Dimensionales (CBMD) en el
antecedente o en el enlace lógico de Conjuntos Borrosos Uni-Dimensionales (CBUD) en el
mismo.
En cuanto al método de inferencia puede decirse que se encuentra relacionado con la
estructura empleada, aunque el diseñador del SIB puede definir sus características propias.
A continuación se describen los SIB más comúnmente referenciados en la literatura.
G.1.1. SIB lingüísticos
Con este nombre se designan a aquellos SIB que utilizan reglas con proposiciones borrosas
en el antecedente y el consecuente como estructura fundamental del modelo. Los conjuntos
borrosos que se asignan a las variables, se encuentran ligados a etiquetas lingüísticas que
poseen significado para un intérprete del modelo o un experto en el sistema real. Este tipo de
SIB, fue inspirado en el trabajo pionero [6].
La estructura de un modelo lingüístico es un conjunto de reglas, denominado base de reglas,
que tienen la forma general:
Ri : Si X es A(i) Entonces Y es B(i), i = 1, . . . , L (G.1)
donde Ri es la i-ésima regla del modelo; L es el número total de reglas. La proposición
borrosa “X es A(i)” es el antecedente de la regla y la proposición borrosa “Y es B(i)” es el
consecuente; X y Y representan variables que se vinculan con palabras o términos lingüísticos,
de ahí la denominación de variables lingüísticas. Para X y Y existe un conjunto de términos
lingüísticos asociado T (X ) = {A1, . . . , Am} y T (Y) = {B1, . . . , Bn}, respectivamente. Los
símbolos A(i) ∈ T (X ) yB(i) ∈ T (Y). Cada término lingüístico Ai (Bi) establece una restricción
sobre los valores del universo de discurso X (Y ). La restricción impuesta por el término
lingüístico Ai (Bi) se establece a través de un conjunto borroso Ai ⊆ X (Bi ⊆ Y ). La familia
de conjuntos borrosos A = {A1, . . . ,Am}, constituye una partición borrosa de X (igual se
concibe para la familia de conjuntos borrosos B = {B1, . . . ,Bn}). La cardinalidad de A, o
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sea m, se conoce como granularidad, este mismo nombre se asigna a n. La granularidad se
relaciona estrechamente con la precisión del sistema de inferencia. A los elementos de A y B
se les suele denominar conjuntos borrosos de referencia. El efecto de una proposición borrosa
“X es A(i)” es la asignación: X = Ai.
Adicionalmente, se establecen los términos x y y, conocidos como variables base definidas
en X y Y , respectivamente; ellas son las versiones no lingüísticas de X y Y . La función de x
y y, es la misma de las que se emplean normalmente en modelos no borrosos.
Aunque la anterior convención se ajusta a la planteada en Zadeh (1975), lo habitual es
modificarla para tornarla más simple. Así, las reglas se expresarán de la siguiente forma:
Ri : Si x es A(i) Entonces y es B(i), i = 1, . . . , L (G.2)
donde Ri, L, X, Y , conservan sus definiciones. El antecedente “x es A(i)” y consecuente
“y es B(i)”, están ahora en función de x y y, y de los términos A(i) ∈ {A1, . . . , Am} y
B(i) ∈ {B1, . . . , Bn}. Bajo la nueva notación la letra x, al igual que y, se empleará indis-
tintamente como variable base y como variable lingüística. Cada Ai se referirá tanto a un
término lingüístico como al conjunto borroso asociado Ai (del mismo modo se conciben los
Bi); luego A = {A1, . . . , Am} y B = {B1, . . . , Bn}. Por último, la noción de variable borrosa
no es empleada más.
Puesto que la intención con los SIB lingüísticos es la de definir un modelo de un sis-
tema en términos cercanos al lenguaje natural, la estructura del antecedente de las reglas se
establece en términos de enlaces u operaciones lógicas entre sus proposiciones borrosas. En
este último caso es frecuente encontrar antecedentes con tantas proposiciones como variables.
Asociados con el tipo de enlace lógico de las proposiciones, se encuentra una operación de
combinación de sus conjuntos borrosos (en este caso CBUD). Las operaciones de combinación
de los conjuntos borrosos son: la unión (para el enlace lógico disyuntivo entre proposiciones),
la intersección (para el enlace lógico conjuntivo) y el complemento (para la operación ne-
gación de una proposición). Existen varias formulaciones para las operaciones entre conjuntos
borrosos; ellas pueden consultarse en [41].
Operación de SIB Lingüístico con CBUD en el antecedente enlazados por ope-
radores lógicos tipo T-norma y S-norma. Aproximación para sistemas estáticos
tipo MISO
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Figura G.1: SIB Lingüístico de dos reglas. Dos variables en el antecedente, una variable en el
consecuente
Antes de efectuar la descripción del método de operación, o inferencia, se presenta la
estructura de este tipo de SIB:
Ri : Si x1 es A
(i)
1 ∗ · · · ∗ xM es A(i)M Entonces y es B(i), i = 1, . . . , L (G.3)
donde ∗ es un conectivo lógico.
Una representación de un SIB con dos reglas y dos variables en el antecedente, puede
observarse en la Figura G.1.
A continuación se describe el procedimiento que emplea un SIB lingüístico para mapear
una entrada al sistema, en la salida correspondiente.
Paso 1. Cálculo del grado de compatibilidad de la entrada. El valor asumido por cada
variable del antecedente del modelo, A
′
j, j = 1, . . . ,M , adquiere un grado de compatibilidad
en cada regla i, ci(A
′
j). Ese grado de compatibilidad se establece como la posibilidad (en el
sentido de Zadeh) de ese valor con el CBUD asociado con su variable.
Paso 2. Cálculo del grado de cumplimiento de cada regla. De acuerdo con los grados de
compatibilidad obtenidos en el paso anterior y el tipo de conectivo lógico que une los términos
del antecedente de cada regla, se calcula un grado de cumplimiento, wi; este valor se determina
aplicando un operador T-norma sobre los grados de compatibilidad en caso de que los términos
estén enlazados por el conectivo lógico conjunción; o a través de un operador S-norma en caso
de que el conectivo sea el de disyunción.
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Figura G.2: Esquema de razonamiento de SIB Lingüístico con CBUD.
Paso 3. Obtención del conjunto borroso ”resultante” del consecuente de cada regla. La fun-
ción de pertenencia del conjunto borroso del consecuente de cada regla, se modifica utilizando
un operador T-norma cuyos argumentos serán los valores de pertenencia de cada elemento de
Y y el grado de cumplimiento de la regla.
Paso 4. Obtención del conjunto borroso del consecuente. Este conjunto borroso se obtiene
como una agregación o unión de los conjuntos borrosos obtenidos en el paso 3. Para este paso
se aplica un operador S-norma.
Paso 5. (opcional). Concreción de la salida. En caso de requerir una salida concreta del
SIB, se emplea un método de concreción de conjuntos borrosos; para ello existen diversas
alternativas. (método de centroide, el mínimo de los máximos, el máximo de los máximos
etc.)
La Figura G.2 es una representación del razonamiento de un SIB lingüístico compuesto por
dos reglas. Se han considerado dos variables en el antecedente de cada regla enlazadas mediante
el operador conjuntivo, y una proposición en el consecuente. Igualmente se ha supuesto que
el operador T-norma es el mínimo y el operador S-norma es el máximo.También se consideró
que la entrada al SIB son dos valores borrosos y la salida del mismo es también borrosa.
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Operación de SIB lingüístico con CBMD en el antecedente. Aproximación para
sistemas estáticos tipo MISO
Una regla de este tipo de SIB tiene la forma:
Ri : Si x es A(i) Entonces y es B(i), i = 1, . . . , L (G.4)
El procedimeinto es bastante similar al anterior. Las diferencias se encuentran sólo en los
dos primeros pasos.
Paso 1. Cálculo del grado de compatibilidad de la entrada. El valor asumido por la variable
multidimensional del antecedente adquiere un grado de compatibilidad en cada regla.i, c(i)(A
′
).
Ese grado de compatibilidad se establece como la posibilidad de ese valor respecto del CBMD
asociado con su variable.
Paso 2. Cálculo del grado de cumplimiento de cada regla. Puesto que no existe enlace lógico
de proposiciones, el grado de compatibilidad obtenido en el paso anterior, es a su vez, el grado
de cumplimiento de la regla, w(i).
G.1.2. SIB relacionales
Los modelos relacionales fueron propuestos en [7]. En este tipo de modelos, el mapeo de
los conjuntos borrosos Ai en los conjuntos borrosos Bi se realiza a través de una relación
borrosa R = [rij]mxn. De este modo, para una entrada numérica concreta x, cada elemento
del conjunto borroso A = {µA1(x), µA2(x), . . . , µAm(x)} representa el grado con el cual la
entrada numérica concreta x es compatible con los términos lingüísticos asociados conAi. Cada
elemento del conjunto borroso de salida, representa el grado de compatibilidad de la salida
numérica concreta y con el término lingüístico correspondiente a cada Bi, denotado como
B = {µB1(x), µB2(x), . . . , µBn(x)}. El conjunto borroso B se obtiene mediante la operación
composición “◦” :
B = A ◦R (G.5)
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G.1.3. SIB Takagi-Sugeno (SIB T-S)
Los SIB T-S emplean reglas Si-Entonces para representar un fenómeno. Sin embargo, la
característica fundamental yace en la naturaleza y la forma en que se determina el consecuente
de cada regla.
En los SIB T-S [8], las reglas se expresan de la siguiente manera:
Ri : Si x es A(i)Entoncesy(i) = f (i)(x), i = 1, . . . , L (G.6)
Donde el significado de todos los términos ya han sido definidos en el modelo lingüístico,
excepto aquellos que aparecen en el consecuente de la regla i. y(i), es un vector de valores
concretos del dominio Y1 × · · · × YQ. Lo común es tratar con sistemas MISO, lo cual reduce
el problema a un consecuente con una función escalar f (i), y así será considerado en adelante.
En general, la función que calcula la salida de la regla i, es lineal:
f (i)(x) = p
(i)
0 + p
(i)
1 x1 + · · ·+ p(i)M xM (G.7)
o
f (i)(x) = p
(i)
0 + p
(i)Tx (G.8)
donde p(i) =
[
p
(i)
1 , . . . , p
(i)
M
]T
, p(i)k es el valor del k -ésimo parámetro de la función de salida,
en la regla i. Dado que el consecuente es un valor concreto calculado a través de una fun-
ción lineal de sus argumentos, también concretos, los valores de las variables de entrada del
antecedente de las reglas son igualmente concretos.
La salida y del modelo, se calcula como la suma ponderada de las salidas obtenidas en
cada regla:
y =
L∑
i=1
ϕ(i)(x) y(i) (G.9)
Donde ϕ(i)(x) es la ponderación correspondiente a la salida producida mediante la regla i,
calculada como:
ϕ(i)(x) =
w(i)(x)∑L
i=1w
(i)(x)
(G.10)
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En el que w(i)(x) es el grado de cumplimiento de la i-ésima regla respecto a la entrada x.
Operación de SIB T-S con CBUD en el antecedente enlazados por operadores
lógicos tipo T-norma y S-norma. Aproximación para sistemas estáticos tipo MISO
Una regla típica de este tipo de SIB, se presenta a continuación:
Ri : Si x1 es A
(i)
1 ∗ · · · ∗ xM es A(i)MEntoncesy(i) = p(i)0 + p(i)1 x1 + · · ·+ p(i)M xM , i = 1, . . . , L
(G.11)
El proceso de razonamiento que se sigue en un SIB T-S de esta clase, se describe suscin-
tamente en los siguientes pasos:
Paso 1. Cálculo del grado de compatibilidad de la entrada. El valor concreto (no-borroso)
obtenido por cada variable, xj, j = 1, . . . ,M , adquiere un grado de compatibilidad en cada
regla i, c(i)(xj). Ese grado de compatibilidad se establece como la posibilidad (en el sentido de
Zadeh) de ese valor al CBUD asociado con su variable. En este caso, el grado de compatibilidad
es el grado de pertenencia del valor en el CBUD correspondiente.
Paso 2. Cálculo del grado de cumplimiento de cada regla. De acuerdo con los grados de
compatibilidad obtenidos en el paso anterior y el tipo de conectivo lógico que une los térmi-
nos del antecedente de cada regla, se calcula un grado de cumplimiento, w(i); este valor se
determina aplicando un operador T-norma sobre los grados de compatibilidad en caso de que
los términos estén enlazados por el conectivo lógico conjunción; o a través de un operador
S-norma en caso de que el conectivo sea el de disyunción.
Paso 3. Cálculo del valor de la variable de salida en cada regla. Empleando los valores
concretos asumidos por las variables de entrada, se calcula el valor de la variable de salida del
modelo arrojado por cada regla, para ello se emplea la función que aparece en el consecuente.
Paso 4. Cálculo del valor de la variable de salida del modelo. Este valor se calcula como la
suma ponderada de los valores aportados en cada regla. Los ponderadores son los valores w(i)
obtenidos en cada regla.
Operación de SIB T-S con CBMD en el antecedente. Aproximación para sis-
temas estáticos tipo MISO
Una regla para este tipo de SIB se representa por:
Ri : Si x es A(i)Entoncesy(i) = p
(i)
0 + p
(i)
1 x1 + · · ·+ p(i)M xM , i = 1, . . . , L (G.12)
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El razonamiento de este tipo de SIB, procede de la siguiente forma:
Paso 1. Cálculo de los grados de compatibilidad de los valores de entrada. Los valores
concretos (no-borrosos) obtenidos por cada variable que compone la variable multidimensional
de entrada del modelo, son agregados en una M -tupla x = [x1, . . . , xM ]
T . Esta M -tupla posee
un grado de compatibilidad en cada regla i, c(i)(x), definido como la pertenencia de ella al
CBMD que aparece en el antecedente.
Paso 2. Estimación del grado de cumplimiento de cada regla. Dado que el antecedente no
se compone de una serie de proposiciones borrosas enlazadas mediante algún conectivo lógico,
el grado de cumplimiento de la regla, w(i)(x), es el grado de compatibilidad obtenido por la
M -tupla en ella. (calculado en el paso anterior).
Los pasos 3 y 4 que aparecen en la operación del SIB T-S con CBUD en el antecedente,
son los mismos que hacen falta para describir el razonamiento de los SIB T-S con CBMD.
Un esquema del razonamiento es presentado en la Figura G.3, donde se ha supuesto un
sistema compuesto por dos reglas, dos variables en el antecedente de cada una de ellas.
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Figura G.3: Esquema de razonamiento de SIB T-S con CBMD.
Operación de SIB T-S. Aproximación para sistemas dinámicos tipo MISO
Hasta el momento la descripción y operación de los dos tipos de SIB T-S (con CBUD
y con CBMD) se ha hecho para modelar sistemas estáticos. La variación fundamental que
habría que hacer en ellos para que modelen sistemas dinámicos es la incorporación de un
regresor. La salida de un sistema dinámico (lineal, invariante en el tiempo y recursivo, tipo
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Figura G.4: Esquema de las nociones ndj y nuj
ARX) modelado a través de un SIB T-S, calculado por la regla i es:
y(i)(k) = p
(i)
0 + p
(i)
11 x1(k − nd1) + · · ·+ p(i)1nu1 x1(k − (nd1 + nu1 − 1))
+ p
(i)
21 x2(k − nd2) + · · ·+ p(i)2nu2 x2(k − (nd2 + nu2 − 1)) + · · ·
+ p
(i)
M1 xM(k − ndM) + · · ·+ p(i)MnuM xM(k − (ndM + nuM − 1))
+ b
(i)
1 y(k − nv) + · · ·+ b(i)n y(k − (nv + ny − 1)) (G.13)
donde y(i)(k) es el valor de la variable de salida arrojada por la regla i en el tiempo k; p(i)o
es el valor inicial de la salida en la regla i; xj(k) es el valor, en el momento k, de la variable
de entrada j, j = 1, . . . ,M ; y(k) es el valor, en el momento k, de la variable de salida del
sistema; xj(k−n) es el valor, n instantes antes de k, de la variable de entrada j, n ∈ {0 ∪ Z+};
y(k − n) es el valor, n instantes antes de k, de la variable de salida del sistema, n ∈ Z+ ;
p
(i)
j es el valor del parámetro sociado con la variable j en la regla i, j = 1, · · · ,M ; b(i)j es el
valor del parámetro asociado con la variable de salida del sistema retardada j tiempos; ndj
∈ {0 ∪ Z+} es el tiempo que demora en hacer efecto un valor previo de una entrada j, en el
valor de la salida del sistema; nv ∈ Z+ es el tiempo que demora en hacer efecto el valor de
una salida previa del sistema, en el valor de la salida del sistema; nuj (≥ ndj) es el número de
valores previos de la variable de entrada j, a considerar en el regresor; ny (> nv) es el número
de valores previos de la salida del sistema, a considerar en el regresor.
Un diagrama que representa las nociones nuj y ndj se muestra en la Figura G.4:
Utilizando notación vectorial para la expresión (G.13) se tienen:
y(i)(k) = p
(i)
0 + p
(i)T
1 x1k + · · ·+ p(i)
T
M xMk + b
(i)Tyk (G.14)
y(i)(k) = p
(i)
0 +
M∑
j=1
p
(i)T
j xjk + b
(i)Tyk (G.15)
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donde: p(i)j =
[
p
(i)
j1 , . . . , p
(i)
jnuj
]T
es el vector de parámetros asociado con el vector de va-
lores “actual y retardos”de la variable de entrada j, j = 1, . . . ,M ; xjk = [xj(k − ndj), . . . ,
xj(k − (ndj + nuj − 1))]T es el vector de los valores ”actual y retardos” de la variable de en-
trada xj.en el instante k El espacio donde se define la variable xj , en cualquier instante, es
Xj × · · · × Xj, la dimensión de este espacio es nuj. De igual manera b(i) =
[
b
(i)
1 , . . . , b
(i)
ny
]T
es el vector de parámetros asociado con el vector de valores “retardados” de la variable de
salida en un tiempo k; yk = [y(k − nv), . . . , y(k − (nv + ny − 1)]T .es el vector de los valores
”retardados” de la variable de salida y.en el instante k; el espacio donde se define la variable
de salida yk es Y × · · · × Y , la dimensión de este espacio es ny. Finalmente, la dimensión del
espacio del regresor es
∑M
j=1 nuj + ny.
Descripción y operación de SIB T-S con CBUD en el antecedentes enlaza-
dos por operadores lógicos tipo t-norma y s-norma. Aproximación para sistemas
dinámicos tipo MISO
Con base en la formulación y notación empleada para calcular la salida del modelo en la
i-esima regla, Fórmulas (G.15), se explicarán a continuación los modelos SIB T-S con CBUD
(también se empelarán para describir los SIB T-S con CBMD).
Las reglas para un SIB T-S con CBUD tomarían la siguiente forma:
Ri : Si x1(k−nd1) es A(i)11 ∗· · ·∗x1(k−(nd1+nu1−1)) es A(i)1nu1∗· · ·∗xM(k−ndM) es A(i)M1∗· · ·
∗ xM(k− (ndM + nuM − 1)) es A(i)MnuM ∗ y(k− nv) es B
(i)
1 ∗ · · · ∗ y(k− (nv + ny − 1)) es B(i)ny
Entonces y(i)(k) = p(i)0 + p
(i)T
1 x1k + · · ·+ p(i)
T
M xMk + b
(i)Tyk (G.16)
donde A(i)jp es el conjunto borroso asociado con el retardo p de la variable de entrada xj en
la regla i, p = 1, . . . , nuj, j = 1, . . . ,M ; B
(i)
p es el conjunto borroso asociado con el retardo p
de la variable de salida y, p = 1, . . . , ny.
Teniendo en cuenta los valores de entrada y salida previos (conforme con las ventanas
temporales especificadas) en el cálculo de la salida en un instante de tiempo k, el modo de
operar de esta clase de SIB T-S se conserva inalterado respecto del procedimiento descrito
para un sistema estático.
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Descripción y operación de SIB con CBMD. Aproximación para sistemas dinámi-
cos tipo MISO
Las reglas para un SIB T-S con CBMD presentaría la siguiente estructura:
Ri : Si r(k) es R(i) Entonces y(i)(k) = p
(i)
0 + p
(i)T
1 x1k + · · ·+ p(i)
T
M xMk + b
(i)Tyk (G.17)
donde el espacio de entrada del sistema se representa mediante el vector:
r(k) = [x1(k − nd1), . . . , x1(k − (nd1 + nu1 − 1)), . . . , xM(k − ndM), . . .
. . . , xM(k − (ndM + nuM − 1)), y(k − nv), . . . , y(k − (ny + nv − 1))] (G.18)
R(i) es un CBMD sobre el universo: X1 × · · · ×X1 × · · · ×XM × · · · ×XM × Y × · · · × Y ,
con dimensión
∑M
j=1 nuj + ny.
Contando con los valores de entrada y salida previos (conforme con las ventanas temporales
especificadas) en el cálculo de la salida en un instante de tiempo k, el modo de operar de este
tipo SIB T-S se conserva inalterado respecto del procedimiento descrito para un sistema
estático.
G.2. Propuesta original de identificación de sistemas a
través de SIB T-S
Tanto la estructura y operación de los SIB T-S como una propuesta de identificación de
estos, fue presentada originalmente en [8]. Dado que los temas concernientes a la estructura y
operación de este tipo de SIB fueron expuestos en la Sección G.1.3, este apartado será dedicado
a una presentación sintética de la propuesta de identificación formulada en el artículo original.
El método de identificación formulada por Takagi y Sugeno requiere resolver los siguientes
tres problemas:
Determinar las variables xj que integrarán el antecedente de las reglas Ri.
Precisar la función de pertenencia del conjunto borroso que se asocia con cada proposi-
ción borrosa (premisa) que aparece en el antecedente de cada regla; a estas funciones se
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les denominará parámetros de las premisas y se simbolizan por µ
A
(i)
j
; donde A(i)j es un
conjunto borroso correspondiente a una premisa j en la regla i.
Definir los parámetros que aparecen en las funciones lineales del consecuente; para abre-
viar serán referenciados como parámetros del consecuente: p(i)j es el valor del parámetro
j, en la ecuación que calcula el valor de la salida en la regla i.
A continuación se presenta un esquema que describe un algoritmo muy general para ab-
solver las tareas formuladas. Este algoritmo no procede de manera secuencial, es, fundamen-
talmente, recursivo.
Pruebe combinación de variables en  el
antecedente
Establezca parámetros de las premisas
Identifique los parámetros del consecuente
Figura G.5: Bosquejo del algoritmo de identificación de SIB, propuesto por Takagi y Sugeno
El algoritmo requiere una designación inicial de las variables del modelo (dentro del con-
junto de variables disponibles); con este conjunto de variables se efectúa una definición de los
parámetros de las premisas. Las dos definiciones anteriores son necesarias para la estimación
de los parámetros del consecuente. La optimalidad de los valores de los parámetros del conse-
cuente (y, por tanto, de las definiciones efectuadas previamente) depende de la reducción del
índice de desempeño del modelo; este índice se toma como el valor de la raíz cuadrada de la
media de los cuadrados de los errores de las salidas del modelo.
En caso de no ser obtenido un óptimo con los valores actuales de los parámetros del
consecuente, deben abandonarse y volver un paso atrás en el algoritmo, de manera que deben
ensayarse otros valores de los parámetros de las premisas y retomar el paso 3. Agotadas las
291
APÉNDICE G NOCIONES SOBRE MODELADO BORROSO
distintas posibilidades de valores en los pasos 2 y 3, debe regresarse al paso 1 y tantear otra
elección de las variables de las premisas.
A continuación se detallan cada uno de los pasos planteados en este algoritmo de identifi-
cación.
Identificación de los parámetros del consecuente
Para estimar los parámetros del consecuente debe contarse con un conjunto de datos de
entrada-salida del sistema [x(k), y(k)] con k = 1, . . . , N ; donde x(k) = [x1(k), . . . , xM(k)]
T .
Teniendo en cuenta la formulación matemática de un SIB T-S, se tiene que la salida del
modelo se calcula como:
y(k) =
L∑
i=1
ϕ
(i)
k (p
(i)
0 + p
(i)
1 x1(k) + · · ·+ p(i)M xM(k))
=
L∑
i=1
p
(i)
0 ϕ
(i)
k + p
(i)
1 ϕ
(i)
k x1(k) + · · ·+ p(i)M ϕ(i)k xM(k))
k = 1, . . . , N (G.19)
ϕ
(i)
k =
w(i)(x(k))
L∑
i=1
w(i)(x(k))
(G.20)
en la que:
w(i)(x(k)) = mı´n
1≤j≤M
µ
A
(i)
j
(xj(k)) (G.21)
Ahora, defínase la matriz X así:
X =

ϕ
(1)
1 · · · ϕ(L)1 ϕ(1)1 x1(1) · · · ϕ(L)1 x1(1) · · · ϕ(1)1 xM(1) · · · ϕ(L)1 xM(1)
...
... · · · ... ... ... ... ... ... ...
ϕ(1)N · · · ϕ(L)N ϕ(1)N x1(N) · · · ϕ(L)N x1(N) · · · ϕ(1)N xM(N) · · · ϕ(L)N xM(N)

(G.22)
El vector de salidas: y = [y(1), . . . , y(N)]T .
y, el vector de parámetros: p =
[
p
(1)
0 , . . . , p
(L)
0 , p
(1)
1 , . . . , p
(L)
1 , . . . , p
(1)
M , . . . , p
(L)
M
]T
Así: y = Xp.
292
APÉNDICE G NOCIONES SOBRE MODELADO BORROSO
Empleando el método de los mínimos cuadrados, se calcula el vector de parámetros: p =(
XTX
)−1
XTy
Es necesario advertir, que para calcular los valores de los parámetros del consecuentes de
las reglas, es indispensable haber definido previamente las variables de las premisas, al igual
que conocer los valores de los parámetros de las premisas.
Identificación de los parámetros de la premisas.
Efectuar la identificación de los parámetros de las premisas es determinar las funciones de
pertenencia de los conjuntos borrosos de las variables que aparecen en el antecedente. Este
proceso implica particionar el espacio de las variables en sub-espacios borrosos.
El proceso pasa por dos etapas:
1. Asumir los parámetros de los conjuntos borrosos en las premisas.
2. Obtener los valores óptimos de estos parámetros, comparando los resultados del índice
de desempeño del modelo; aquellos que arrojen un valor menor son los deseados.
Elección de las variables que aparecen en las premisas de las reglas.
Este es un problema bastante complejo debido principalmente a su carácter combinatorio;
por ello, los autores proponen una solución heurística.
Supóngase que las variables de las premisas pueden ser elegidas de un conjunto x1, x2, . . . , xn.
De acuerdo con ello, no es necesario que todas las n variables aparezcan en los antecedentes
de las reglas. Una variable no aparece en un antecedente cuando no se encuentra condicionada
1 en ese antecedente.
A continuación se detalla la heurística planteada para determinar las variables.
1. Divida el dominio de cada variable xi, i = 1, .., n, en dos sub-espacios borrosos2. Cada
sub-espacio servirá como antecedente de una regla. De este modo se formarán dos reglas por
cada variable. Los autores denominan modelo 1− j al par de reglas producidas con la variable
j. Existirán, por tanto, n modelos 1− j.
2. Calcule para cada modelo los parámetros del consecuente y el índice de desempeño
respectivo. Aquel con menor valor del índice de desempeño será el modelo 1− j óptimo y se
denominará modelo estable.
1no condicionada significa que todos los elementos del espacio o universo donde se define la variable, no
provocan una diferencia sustancial en el comportamiento del sistema.
2Es decir, genere una partición borrosa con dos subconjuntos borrosos.
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3. El conjunto de variables que aparecen en el modelo estable anterior, se combina con
cada una de las variables xi, i = 1, .., n. Cada combinación será un modelo K − j (K: número
de variables presentes en el modelo estable del paso anterior + 1); serán así n modelos K − j,
Divida en dos sub-espacios borrosos, el dominio de cada una de las variables que aparecen en
cada modelo K−j, (las variables que aparezcan en el modelo estable anterior no tiene por qué
particionarse igual a como se haya hecho antes). Cuando la variable j se encuentra presente en
el modelo estable, entonces se efectúa una nueva partición donde el número de sub-espacios se
incrementa en dos. Así entonces, cada modelo estará compuesto por 2K reglas. Calcule para
cada modelo los parámetros del consecuente y el índice de desempeño respectivo. Aquel con
menor valor del índice de desempeño será el óptimo y será un nuevo modelo estable.
4. Repita el paso tres.
5. La búsqueda se detiene si algunos de los siguientes criterios se satisface:
El índice de desempeño de un estado estable llega a ser menor que un valor predetermi-
nado.
El número de implicaciones de un estado estable excede un valor predeterminado.
Estudiando el algoritmo de identificación propuesto, se hace evidente que el paso corres-
pondiente a la elección de las premisas de los antecedentes, es el que influye primordialmente
en el resultado del proceso. Los pasos de identificación de los parámetros de las premisas y
del consecuente dependen totalmente de las definiciones tomadas en el primero.
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Apéndice H
Análisis del algoritmo Fuzzy C-Means
y del Índice de Cubrimiento Espacial
A continuación se analiza muy brevemente la función objetivo del algoritmo de agru-
pamiento borroso de datos Fuzzy C-Means FCM [56], y el índice de Cubrimiento Espacial Ce
[57], utilizados en el proceso de optimización para encontrar una partición borrosa de datos.
H.1. Función Objetivo del algoritmo FCM
La función objetivo del algoritmo de agrupamiento borroso de datos FCM, J , puede ex-
presarse en términos de valores Ji, así:
J =
L∑
i=1
Ji (H.1)
Los valores Ji se obtienen así,
Ji =
n∑
k=1
(µik)
m ‖vi − xk‖2 (H.2)
Donde:
L: número de grupos o conjuntos borrosos.
n: número de elementos de X, denotado también por: |X|
µik: grado de pertenencia del elemento dato xk de X, al grupo o conjunto borroso Ai.
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m: modificador o exponente de peso, tal que m ∈ [1,∞).
‖·‖: norma inducida por un producto interno. Esta se emplea para calcular la distancia
métrica existente entre el elemento xk al conjunto borroso Ai.
vi: prototipo del grupo o conjunto Ai. Lo común es que el prototipo se determine como el
valor medio del conjunto, empleando la siguiente fórmula:
vi =
∑n
k=1 µikxk∑n
k=1 µik
La fórmula (H.2) puede interpretarse como una aproximación al concepto de la “varianza
estadística”1 de los datos del conjunto borroso Ai. Así, J es la suma de las “varianzas” de los
L conjuntos borrosos presentes en la partición. Mientras más pequeño sea un valor Ji, más
cerca parecen encontrarse los datos a su valor prototipo vi y, por tanto, el grupo se percibe
más denso.
Entendida de esa forma, la función J indica qué tan adecuados son los conjuntos pues
valores bajos de Ji implican alta semejanza de sus elementos con su prototipo; es decir, Ji
puede emplearse para estimar la noción de similitud intragrupo, es decir, la semejanza entre
los elementos de un conjunto. Es debido a esta interpretación, que los valores Ji se emplean
como indicadores de la calidad de cada conjunto, calidad que puede relacionarse con aquella
planteada en el cuerpo principal de la Tesis, Sección 4.4, calidad por cohesión de datos.
La Figura H.1 a) muestra el comportamiento típico del valor de la función objetivo cuando
es ejecutado el algoritmo FCM para encontrar una adecuada disposición de 5 centros de
CBMDs. en una partición borrosa. Los datos empleados para la construcción de la figura son
producidos por un modelo semifísico de base fenomenológica, el cual se encuentra definido en la
Sección 6.1, que representa al sistema caldereta-condensador cuya descripción es suministrada
en la Sección 6.1. El algoritmo FCM procede iterativamente para una cantidad fija de CBMDs
intentando encontrar una partición que cumpla, con base en valores consecutivos de la función
objetivo, un criterio de parada. Se observa que la función es decreciente con tramos estables
(unos tramos más cortos que otros) hasta que encuentra una ubicación de los centros que
cumple con el criterio de parada. Como se puede verificar visualmente, las transiciones de un
tramo a otro coinciden con alteraciones fuertes en los valores de los centros de los CBMDs.
cuando ellos exploran una mejor localización. En la Figura H.2 a), b) y c), es notorio que el
1Estrictamente no es una varianza.
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algoritmo FCM se desarrolla de tal forma que los valores de centros de grupo fluctúan hasta
que se estabilizan alrededor de sus propios valores centrales.
H.2. Índice de Cubrimiento Espacial (Ce)
El Índice de Cubrimiento Espacial, Ce, se define matemáticamente así:
Ce =
L∑
i=1
Cei (H.3)
Cada componente Cei se obtiene de la siguiente forma:
Cei =
n∑
k=1
(µik)
m (‖vi − xk‖2 − ‖x¯− vi‖2) (H.4)
Donde:
x¯: valor medio de los elementos de X; luego,
x¯ =
∑n
k=1 xk
n
La fórmula (H.4), se puede expresar como:
Cei =
n∑
k=1
(µik)
m ‖vi − xk‖2 −
n∑
k=1
(µik)
m ‖x¯− vi‖2 (H.5)
=
n∑
k=1
(µik)
m ‖vi − xk‖2 − ‖x¯− vi‖2
n∑
k=1
(µik)
m (H.6)
= Ji − |Ami | ‖x¯− vi‖2 (H.7)
Donde:
|Ami | =
∑n
k=1 (µik)
m: cardinalidad escalar del conjunto borroso Ami . El conjunto A
m
i se
obtiene de modificar al conjunto borroso original Ai mediante el exponente m.
La fórmula (H.3) puede escribirse, por tanto, como:
Ce =
L∑
i=1
Ji −
L∑
i=1
|Ami | ‖x¯− vi‖2 (H.8)
= J −
L∑
i=1
|Ami | ‖x¯− vi‖2 (H.9)
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Como puede observarse en (H.9), el índice Ce incluye en su estructura a la función
objetivo del algoritmo FCM, J ; el segundo término es una aproximación al concepto de la
varianza de los prototipos de los grupos respecto del valor medio de todos los elementos de
X. Entre mayor sea el valor de este término, más alejados se encuentran los prototipos vi del
centro x¯. Esta es una propiedad conveniente, pues ello significa que los elementos de X se han
distribuido en grupos suficientemente diferenciados.
De lo anterior se observa que el índice Ce da cuenta de los dos aspectos fundamentales en
una partición: la estimación de las similaridades intragrupos, y la de la diferencia intergrupos.
En la Figura H.1 b) se muestra el comportamiento típico del índice de cubrimento espacial
(Ce), cuando se está en curso el método de identificación detallado en [44], [45], [46],[47], ,
[42], [70] y . El método se alimenta con datos producidos por el modelo semifísico de base
fenomenológica mencionado cuando se detalló la función FCM.
En la Figura H.1 b) cada elemento del eje de las abcisas -Num. grupos- representa una
partición borrosa; dicha partición es obtenida mediante el algoritmo FCM cuando el proceso
de identificación de un SIB T-S es llevado a cabo. Para determinar cada elemento de las
abcisas ha debido “ejecutarse” el algoritmo FCM de manera que ubique una nueva partición
con un nuevo número de grupos o CBMDs. Los valores del índice Ce pueden tomar, y de
hecho lo hacen, valores negativos; esto ocurre cuando la separación entre los centros de cada
CBMD de la partición es tal que el valor del concepto de “varianza” de los prototipos de
los CBMDs respecto del valor medio de todos los elementos de X, supera a aquel que está
relacionado con la suma de las “varianzas” de los datos a cada prototipo de los L CBMDs
presentes en la partición.
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Figura H.1: Evolución típica de: a) el valor de la función objetivo en medio del algoritmo
FCM. Caso: Partición borrosa con 5 CBMDs; b) el valor de la función objetivo del algoritmo
FCM y el índice Ce durante un proceso de identificación.
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Figura H.2: Evolución típica de los valores escalados de los centros de grupo por cada variable
considerada en el modelo. Caso: partición borrosa con 5 CBMDs.
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Apéndice I
Una propuesta para la definición de
los conceptos de compacidad y
solapamiento
Este Apéndice contiene las demostraciones correspondientes a las proposiciones formuladas
en la Sección 4.3. Para facilitar los procesos demostrativos, las definiciones de las nociones
básicas volverán a ser enseñadas.
I.1. Compacidad
Se postularán dos definiciones para la compacidad de un CBMD, una absoluta y otra
relativa. A continuación serán definidas matemáticamente ambas nociones y se presentarán
varias propiedades de ellas.
I.1.1. Formalización y proposiciones matemáticas de compacidad
absoluta
Definición I.1 Compacidad absoluta de un CBMD
Suponga un SIB T-S con L CBMDs que conforman una partición borrosa, donde cada
conjunto es visto como un grupo (o cluster) borroso de elementos de X. Sea Ai, i = 1, . . . , L
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cada uno de los grupos o CBMDs del SIB T-S; se propone estimar la compacidad absoluta
del CBMD Ai, Cai, de la siguiente manera:
Cai =
|Ai|
d¯ 2i
(I.1)
donde |Ai| es la cardinalidad escalar del CBMD Ai; d¯ 2i es la diferencia cuadrática media
de los elementos de X al prototipo del CBMD Ai. Es bastante común, y así es considerado
en esta Tesis, utilizar al centroide del CBMD como el prototipo del mismo.
La cardinalidad escalar se obtiene como:
|Ai| =
∑
x∈X
µAi(x) =
∑
x∈Sop(Ai)
µAi(x) (I.2)
Donde Sop(Ai) es el conjunto concreto de elementos x deX que tienen grado de pertenencia
mayor que cero, osea:
Sop(A) = {x |µA (x) > 0}
La distancia cuadrática media de los elementos de X al prototipo del CBMD Ai, se define
así:
d¯ 2i =
∑
x∈X
µAi(x) d
2(x,vi)
|Ai| (I.3)
d(x,vi) es una distancia métrica entre el elemento x y el centroide del CBMD Ai, vi. El
centroide se determina a través de:
vi =
∑
x∈X
µAi(x) x
|Ai| (I.4)
Las Proposiciones I.1 a 4.10, que son demostradas a continuación, explicitan algunas
propiedades de la compacidad absoluta de un CBMD.
Proposición I.1 El centroide de cualquier CBMD cuya función de pertenencia sea homogénea,
coincide con el centroide de los datos del conjunto universo X.
Prueba. Sea el CBMD A cuya función de pertenencia homogénea se estipula mediante:
∀x ∈ X,µA(x) = c. El centroide del CBMD A, vA, se obtiene como:
vA =
∑
x∈X
µA(x) x∑
x∈X
µA(x)
=
∑
x∈X
c x∑
x∈X
c
=
c
∑
x∈X
x
c |X| =
∑
x∈X
x
|X| = vX
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vX simboliza el centroide del conjunto de datos contenidos por X.
Proposición I.2 El valor de la diferencia cuadrática media para todos los CBMDs con fun-
ción de pertenencia homogénea es el mismo.
Prueba. Sea el CBMD A cuya función de pertenencia homogénea se estipula mediante:
∀x ∈ X,µA(x) = c. . Luego
d¯2A =
∑
x∈X
µA(x) d
2(x,vA)∑
x∈X
µA(x)
=
∑
x∈X
c d2(x,vA)∑
x∈X
c
=
c
∑
x∈X
d2(x,vA)
c |X| =
∑
x∈X
d2(x,vA)
|X|
Según la proposición I.1 vA = vX , así:
d¯2A =
∑
x∈X
d2(x,vX)
|X| = d¯
2
X
d¯2X es el valor de la distancia cuadrática media de los datos de X a su centroide vX .
Proposición I.3 Cuando las distancias individuales de los elementos de X al prototipo de
un CBMD Ai son muy pequeñas, comparadas con las distancias de esos elementos a los otros
CBMDs, el valor de la cardinalidad de Ai tiende al valor de la cardinalidad de X, empleando
la fórmula para el cálculo de grados de pertenencia en [47].
Prueba. Sea |X| el número de elementos del universo X. La fórmula empleada en [47]
para el cálculo del valor de pertenencia de un elemento de X a un CBMD Ai, es
µAi(x) =
1
d2(x,vi)
L∑
j=1
1
d2(x,vj)
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Luego, la cardinalidad del CBMD Ai se determina así:
∑
x∈X
µAi(x) =
∑
x∈X
1
d2(x,vi)
L∑
j=1
1
d2(x,vj)
=
∑
x∈X
1
d2 (x,vi)
L∑
j=1
1
d2(x,vj)
=
∑
x∈X
1
L∑
j=1
d2(x,vi)
d2(x,vj)
(I.5)
=
∑
x∈X
1
d2(x,vi)
d2(x,vi)
+
L∑
j=1;j 	=i
d2(x,vi)
d2(x,vj)
=
∑
x∈X
1
1 +
L∑
j=1;j 	=i
d2(x,vi)
d2(x,vj)
(I.6)
Ahora,
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→0
∑
x∈X
µAi(x) = l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→0
∑
x∈X
1
1 +
L∑
j=1;j 	=i
(
d(x,vi)
d(x,vj)
)2
=
∑
x∈X
l´ım
∀j 	=i,
d(x,vi)
d(x,vj)
→0
1
1 +
L∑
j=1;j 	=i
(
d(x,vi)
d(x,vj)
)2
=
∑
x∈X
1
l´ım
∀j 	=i,
d(x,vi)
d(x,vj)
→0
(
1 +
L∑
j=1;j 	=i
(
d(x,vi)
d(x,vj)
)2)
=
∑
x∈X
1
1 + l´ım
∀j 	=i,
d(x,vi)
d(x,vj)
→0
L∑
j=1;j 	=i
(
d(x,vi)
d(x,vj)
)2
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l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→0
∑
x∈X
µAi(x) =
∑
x∈X
1
1 +
L∑
j=1;j 	=i
l´ım
d(x,vi)
d(x,vj)
→0
(
d(x,vi)
d(x,vj)
)2
=
∑
x∈X
1
1 +
L∑
j=1;j 	=i
 l´ım
d(x,vi)
d(x,vj)
→0
(
d(x,vi)
d(x,vj)
)
2
=
∑
x∈X
1
1 +
L∑
j=1;j 	=i
02
=
∑
x∈X
1
1 + (L− 1) 02
= |X| 1
= |X|
Proposición I.4 Cuando las distancias individuales de los elementos de X al prototipo de
un CBMD Ai son muy altas, comparadas con las distancias de esos elementos a los otros
CBMDs, el valor de la cardinalidad de Ai tiende a cero, empleando la fórmula para el cálculo
de grados de pertenencia en [47].
Prueba. Recurriendo a la expresión (I.6), entonces
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
∑
x∈X
µAi(x) = l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
∑
x∈X
1
1 +
L∑
j=1;j 	=i
(
d(x,vi)
d(x,vj)
)2
=
∑
x∈X
l´ım
∀j 	=i,
d(x,vi)
d(x,vj)
→∞
1
1 +
L∑
j=1;j 	=i
(
d(x,vi)
d(x,vj)
)2
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l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
∑
x∈X
µAi(x) =
∑
x∈X
1
l´ım
∀j 	=i,
d(x,vi)
d(x,vj)
→∞
(
1 +
L∑
j=1;j 	=i
(
d(x,vi)
d(x,vj)
)2)
=
∑
x∈X
1
1 + l´ım
∀j 	=i,
d(x,vi)
d(x,vj)
→∞
L∑
j=1;j 	=i
(
d(x,vi)
d(x,vj)
)2
=
∑
x∈X
1
1 +
L∑
j=1;j 	=i
l´ım
d(x,vi)
d(x,vj)
→∞
(
d(x,vi)
d(x,vj)
)2
=
∑
x∈X
1
1 +
L∑
j=1;j 	=i
 l´ım
d(x,vi)
d(x,vj)
→∞
(
d(x,vi)
d(x,vj)
)
2
=
∑
x∈X
1
1 +
L∑
j=1;j 	=i
∞2
=
∑
x∈X
1
1 + (L− 1) ∞2
= |X| 0
= 0
Proposición I.5 El valor de la diferencia cuadrática media de los elementos de X a un
CBMD Ai tiende a valores muy grandes, empleando la fórmula para el cálculo de grados de
pertenencia en [47], cuando las distancias individuales de tales elementos al prototipo de ese
CBMD, comparadas con las distancias a los otros CBMDs, tienden a valores muy grandes.
Prueba. El valor de la diferencia cuadrática media de los elementos de X a un CBMD Ai
es:
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d¯2i =
∑
x∈X
µAi(x) d
2 (x,vi)∑
x∈X
µAi(x)
=
∑
x∈X
µAi(x) d
2 (x,vi)∑
x∈X
µAi(x)
Si se usa la fórmula para el cálculo de grados de pertenencia que aparece en [47], se tiene:
d¯2i =
∑
x∈X
1
d2(x,vi)
L∑
j=1
1
d2(x,vj)
d2 (x,vi)
∑
x∈X
1
d2(x,vi)
L∑
j=1
1
d2(x,vj)
=
∑
x∈X
1
L∑
j=1
1
d2(x,vj)∑
x∈X
1
d2(x,vi)
L∑
j=1
1
d2(x,vj)
=
∑
x∈X
1
L∑
j=1
1
d2(x,vj)
∑
x∈X
1
d2(x,vi)
L∑
j=1
1
d2(x,vj)
(I.7)
=
∑
x∈X
1
L∑
j=1
1
d2(x,vj)
∑
x∈X
1
d2(x,vi)
L∑
j=1
1
d2(x,vj)
=
∑
x∈X
1
L∑
j=1
1
d2(x,vj)
∑
x∈X
1
L∑
j=1
d2(x,vi)
d2(x,vj)
(I.8)
=
∑
x∈X
1
L∑
j=1
1
d2(x,vj)
∑
x∈X
1
1+
L∑
j=1;j =i
d2(x,vi)
d2(x,vj)
(I.9)
=
∑
x∈X
1∑
x∈X
1
d2(x,vi)
=
|X|∑
x∈X
1
d2(x,vi)
(I.10)
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Haciendo uso de la fórmula (I.9), entonces
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
d¯2i = l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
∑
x∈X
1
L∑
j=1
1
d2(x,vj)
∑
x∈X
1
1+
L∑
j=1;j =i
d2(x,vi)
d2(x,vj)
=
∑
x∈X
1
l´ım
∀j 	=i,
d(x,vi)
d(x,vj)
→∞
L∑
j=1
1
d2(x,vj)
∑
x∈X
1
1+
L∑
j=1;j =i
d2(x,vi)
d2(x,vj)
=
∑
x∈X
1
L∑
j=1
1
d2(x,vj)
l´ım
∀j 	=i,
d(x,vi)
d(x,vj)
→∞
∑
x∈X
1
1+
L∑
j=1;j =i
d2(x,vi)
d2(x,vj)
=
∑
x∈X
1
L∑
j=1
1
d2(x,vj)
∑
x∈X
1
1+ l´ım
∀j =i,
d(x,vi)
d(x,vj)
→∞
L∑
j=1;j =i
d2(x,vi)
d2(x,vj)
=
∑
x∈X
1
L∑
j=1
1
d2(x,vj)
∑
x∈X
1
1+
L∑
j=1;j =i
l´ım
d(x,vi)
d(x,vj)
→∞
d2(x,vi)
d2(x,vj)
=
∑
x∈X
1
L∑
j=1
1
d2(x,vj)
∑
x∈X
1
1+
L∑
j=1;j =i
 l´ımd(x,vi)
d(x,vj)
→∞
d(x,vi)
d(x,vj)

2
=
∑
x∈X
1
L∑
j=1
1
d2(x,vj)
∑
x∈X
1
1+(L−1) ∞2
=
∑
x∈X
1
L∑
j=1
1
d2(x,vj)
(|X| 0)
=
∑
x∈X
1
L 0
= |X| ∞
= ∞ (I.11)
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Proposición I.6 El valor de la diferencia cuadrática media de los elementos de X a un
CBMD Ai, tiende a cero, cuando las distancias individuales de tales elementos al prototipo de
ese CBMD tienden a valores muy pequeños.
Prueba. Con base en (I.10)
l´ım
∀x∈X,d(x,vi)→0
d¯2i = l´ım
∀x∈X,d(x,vi)→0
|X|∑
x∈X
1
d2(x,vi)
=
|X|∑
x∈X
l´ım
d(x,vi)→0
1
d2(x,vi)
=
|X|∑
x∈X
(
l´ım
d(x,vi)→0
1
d(x,vi)
)2
=
|X|
|X| ∞
=
1
∞
= 0 (I.12)
Proposición I.7 El valor de |Aj |
|Ai|
tiende a cero cuando las distancias de los elementos de X
al prototipo del CBMD Ai son muy bajas comparadas con las distancias de esos elementos a
los otros CBMDs.
Prueba. Suponga que ∀x ∈ X, y ∀j = i, d(x,vi)
d(x,vj)
→ 0. Según (I.6), la razón entre las
cardinalidades de los CBMD Aj y Ai, se calcula de la siguiente manera:
|Aj|
|Ai| =
∑
x∈X
1
1+
L∑
k=1;k =j
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1+
L∑
k=1;k =i
(
d(x,vi)
d(x,vk)
)2
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|Aj|
|Ai| =
∑
x∈X
1
1+
(
d(x,vj)
d(x,vi)
)2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1+
L∑
k=1;k =i
(
d(x,vi)
d(x,vk)
)2
=
∑
x∈X
1
1+
 1d(x,vi)
d(x,vj)

2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1+
L∑
k=1;k =i
(
d(x,vi)
d(x,vk)
)2 (I.13)
Asi entonces,
l´ım
∀x∈X,∀k 	=i,
d(x,vi)
d(x,vk)
→0
|Aj|
|Ai| = l´ım∀x∈X,∀k 	=i, d(x,vi)
d(x,vk)
→0
∑
x∈X
1
1+
 1d(x,vi)
d(x,vj)

2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1+
L∑
k=1;k =i
(
d(x,vi)
d(x,vk)
)2
=
l´ım
∀x∈X,∀k 	=i,
d(x,vi)
d(x,vk)
→0
∑
x∈X
1
1+
 1d(x,vi)
d(x,vj)

2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
l´ım
∀x∈X,∀k 	=i,
d(x,vi)
d(x,vk)
→0
∑
x∈X
1
1+
L∑
k=1;k =i
(
d(x,vi)
d(x,vk)
)2
=
∑
x∈X
1
l´ım
∀k =i,
d(x,vi)
d(x,vk)
→0
1+
 1d(x,vi)
d(x,vj)

2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2∑
x∈X
1
l´ım
∀k =i,
d(x,vi)
d(x,vj)
→0
(
1+
L∑
k=1;k =i
(
d(x,vi)
d(x,vk)
)2)
=
∑
x∈X
1
1+ l´ım
d(x,vi)
d(x,vj)
→0
 1d(x,vi)
d(x,vj)

2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1+ l´ım
∀k =i,
d(x,vi)
d(x,vk)
→0
L∑
k=1;k =i
(
d(x,vi)
d(x,vk)
)2
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l´ım
∀x∈X,∀k 	=i,
d(x,vi)
d(x,vk)
→0
|Aj|
|Ai| =
∑
x∈X
1
1+( 10)
2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1+
L∑
k=1;k =i
l´ım
d(x,vi)
d(x,vk)
→0
(
d(x,vi)
d(x,vk)
)2
=
∑
x∈X
1
1+( 10)
2
+
L∑
k=1;k =j;k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1+(L−1) 02
=
∑
x∈X
1
1+∞2+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1
=
∑
x∈X
1
∞
|X|
=
|X| 0
|X|
= 0
Proposición I.8 El valor de |Aj |
|Ai|
tiende a infinito cuando las distancias de los elementos de
X al prototipo del CBMD Ai son muy altas comparadas con las distancias de esos elementos
a los otros CBMDs.
Prueba. Suponga que ∀x ∈ X, y ∀j = i, d(x,vi)
d(x,vj)
→∞. Con base en (I.13) se tiene:
l´ım
∀x∈X,∀k 	=i,
d(x,vi)
d(x,vk)
→∞
|Aj|
|Ai| = l´ım∀x∈X,∀k 	=i, d(x,vi)
d(x,vk)
→∞
∑
x∈X
1
1+
 1d(x,vi)
d(x,vj)

2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1+
L∑
k=1;k =i
(
d(x,vi)
d(x,vk)
)2
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l´ım
∀x∈X,∀k 	=i,
d(x,vi)
d(x,vk)
→∞
|Aj|
|Ai| =
l´ım
∀x∈X,∀k 	=i,
d(x,vi)
d(x,vk)
→∞
∑
x∈X
1
1+
 1d(x,vi)
d(x,vj)

2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
l´ım
∀x∈X,∀k 	=i,
d(x,vi)
d(x,vk)
→∞
∑
x∈X
1
1+
L∑
k=1;k =i
(
d(x,vi)
d(x,vk)
)2
=
∑
x∈X
1
l´ım
∀k =i,
d(x,vi)
d(x,vk)
→∞
1+
 1d(x,vi)
d(x,vj)

2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2∑
x∈X
1
l´ım
∀k =i,
d(x,vi)
d(x,vk)
→∞
(
1+
L∑
k=1;k =i
(
d(x,vi)
d(x,vk)
)2)
=
∑
x∈X
1
1+ l´ım
d(x,vi)
d(x,vj)
→∞
 1d(x,vi)
d(x,vj)

2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1+ l´ım
∀k =i,
d(x,vi)
d(x,vk)
→∞
L∑
k=1;k =i
(
d(x,vi)
d(x,vk)
)2
=
∑
x∈X
1
1+( 1∞)
2
+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1+
L∑
k=1;k =i
l´ım
d(x,vi)
d(x,vk)
→∞
(
d(x,vj)
d(x,vk)
)2
=
∑
x∈X
1
1+0+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
1+(L−1) ∞2
=
∑
x∈X
1
1+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
∑
x∈X
1
∞
=
∑
x∈X
1
1+
L∑
k=1;k =j,k =i
(
d(x,vj)
d(x,vk)
)2
|X| 0
= ∞
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Proposición I.9 El valor de d¯
2
i
d¯2j
tiende a cero, cuando las distancias de los elementos de X
al prototipo del CBMD Ai son muy bajas comparadas con las distancias de esos elementos a
los otros CBMDs.
Prueba. Suponga que ∀x ∈ X, y ∀j = i, d(x,vi)
d(x,vj)
→ 0. Empleando (I.10), la razón entre las
distancias cuadráticas medias de los CBMD Ai y Aj, se obtiene de la siguiente forma:
d¯2i
d¯2j
=
|X|∑
x∈X
1
d2(x,vi)
|X|∑
x∈X
1
d2(x,vj)
=
∑
x∈X
1
d2(x,vj)∑
x∈X
1
d2(x,vi)
=
1∑
x∈X
1
d2(x,vi)
( ∑
x∈X
1
d2(x,vj)
)
=
1∑
x∈X
1∑
x∈X
d2(x,vi)
d2(x,vj)
(I.14)
Luego,
l´ım
∀x∈X,j 	=i,
d(x,vi)
d(x,vj)
→0
d¯2i
d¯2j
= l´ım
∀x∈X,j 	=i,
d(x,vi)
d(x,vj)
→0
1∑
x∈X
1∑
x∈X
(
d(x,vi)
d(x,vj)
)2
=
1
l´ım
∀x∈X,j 	=i,
d(x,vi)
d(x,vj)
→0
∑
x∈X
1∑
x∈X
(
d(x,vi)
d(x,vj)
)2
=
1∑
x∈X
l´ım
j 	=i,
d(x,vi)
d(x,vj)
→0
1∑
x∈X
(
d(x,vi)
d(x,vj)
)2
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l´ım
∀x∈X,j 	=i,
d(x,vi)
d(x,vj)
→0
d¯2i
d¯2j
=
1∑
x∈X
1∑
x∈X
l´ım
j =i,
d(x,vi)
d(x,vj)
→0
(
d(x,vi)
d(x,vj)
)2
=
1∑
x∈X
1∑
x∈X
l´ım
j =i,
d(x,vi)
d(x,vj)
→0
(
d(x,vi)
d(x,vj)
)2
=
1∑
x∈X
1∑
x∈X
02
=
1∑
x∈X
1
|X| 0
=
1∑
x∈X
∞
=
1
|X| ∞
= 0
Proposición I.10 El valor de d¯
2
i
d¯2j
tiende a infinito cuando las distancias de los elementos de
X al prototipo del CBMD Ai son muy grandes comparadas con las distancias de esos elementos
a los otros CBMDs.
Prueba. Suponga que ∀x ∈ X, y ∀j = i, d(x,vi)
d(x,vj)
→∞. Empleando (I.14), se tiene:
l´ım
∀x∈X,j 	=i,
d(x,vi)
d(x,vj)
→∞
d¯2i
d¯2j
= l´ım
∀x∈X,j 	=i,
d(x,vi)
d(x,vj)
→∞
1∑
x∈X
1∑
x∈X
(
d(x,vi)
d(x,vj)
)2
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l´ım
∀x∈X,j 	=i,
d(x,vi)
d(x,vj)
→∞
d¯2i
d¯2j
=
1
l´ım
∀x∈X,j 	=i,
d(x,vi)
d(x,vj)
→∞
∑
x∈X
1∑
x∈X
(
d(x,vi)
d(x,vj)
)2

=
1
∑
x∈X
l´ım
j 	=i,
d(x,vi)
d(x,vj)
→∞
 1∑
x∈X
(
d(x,vi)
d(x,vj)
)2

=
1∑
x∈X
1∑
x∈X
l´ım
j =i,
d(x,vi)
d(x,vj)
→∞
(
d(x,vi)
d(x,vj)
)2
=
1∑
x∈X
1∑
x∈X
∞2
=
1∑
x∈X
1
|X| ∞
=
1
|X| 0
= ∞
Las proposiciones (I.1) a (4.10), se usan para evidenciar algunas propiedades de la compaci-
dad absoluta de un CBMD. Estas propiedades serán objeto de demostración en las proposi-
ciones que son descritas a continuación.
Proposición I.11 Un CBMD Ai con función de pertenencia homogénea tiene menor com-
pacidad absoluta que otro CBMD Aj con función de pertenencia homogénea si y solo si el
CBMD Ai está incluido en Aj.
Prueba. Sea µAi (x) = a el grado de pertenencia para todo elemento de X en el CBMD
Ai, y µAj (x) = b el grado de pertenencia para todo elemento de X en el CBMD Aj y suponga
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que Ai ⊆ Aj; así ∀x, µAi (x) ≤ µAj (x). Además,
Cai =
|Ai|
d¯2i
=
∑
x∈X
µAi(x)∑
x∈X
µAi (x) d
2(x,vi)∑
x∈X
µAi(x)
=
(∑
x∈X
µAi(x)
)2
∑
x∈X
µA(x) d
2(x,vi)
=
(∑
x∈X
a
)2
∑
x∈X
ad2(x,vi)
=
(|X| a)2
a
∑
x∈X
d2(x,vi)
Considerando la proposición I.2 en la última expresión, se tiene:
Cai =
|X|2 a∑
x∈X
d2(x,vX)
Usando la misma argumentación, se puede afirmar que
Caj =
|X|2 b∑
x∈X
d2(x,vX)
Luego
Caj
Cai
=
b
a
≥ 1
Proposición I.12 La compacidad absoluta de un CBMD Ai tiende a infinito cuando las
distancias individuales de los elementos de X al prototipo de ese CBMD tienden a cero.
Prueba. Utilizando las Ecuaciones (I.5) y (I.10) en la de compacidad absoluta, se obtiene:
315
APÉNDICE I UNA PROPUESTA PARA LA DEFINICIÓN DE LOS
CONCEPTOS DE COMPACIDAD Y SOLAPAMIENTO
Cai =
|Ai|
d¯2i
=
∑
x∈X
1
L∑
j=1
(
d(x,vi)
d(x,vj)
)2
|X|∑
x∈X
1
d2(x,vi)
=
∑
x∈X
∑
x∈X
1
d2(x,vi)
L∑
j=1
(
d(x,vi)
d(x,vj)
)2
|X|
Si ∀x ∈ X, d (x,vi)→ 0, entonces:
l´ım
∀x∈X,d(x,vi)→0
Cai = l´ım
∀x∈X,d(x,vi)→0
∑
x∈X
∑
x∈X
1
d2(x,vi)
1+
L∑
j=1;j =i
(
d(x,vi)
d(x,vj)
)2
|X|
=
l´ım
∀x∈X,d(x,vi)→0
∑
x∈X
∑
x∈X
1
d2(x,vi)
1+
L∑
j=1;j =i
(
d(x,vi)
d(x,vj)
)2
|X|
=
∑
x∈X
l´ım
∀x∈X,d(x,vi)→0
∑
x∈X
1
d2(x,vi)
1+
L∑
j=1;j =i
(
d(x,vi)
d(x,vj)
)2
|X|
=
∑
x∈X
l´ım
∀x∈X,d(x,vi)→0
∑
x∈X
1
d2(x,vi)
1+ l´ım
∀x∈X,d(x,vi)→0
L∑
j=1;j =i
(
d(x,vi)
d(x,vj)
)2
|X|
=
∑
x∈X
∑
x∈X
l´ım
d(x,vi)→0
1
d2(x,vi)
1+
L∑
j=1;j =i
l´ım
d(x,vi)→0
(
d(x,vi)
d(x,vj)
)2
|X|
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l´ım
∀x∈X,d(x,vi)→0
Cai =
∑
x∈X
|X| ∞
1+(L−1)0
|X|
=
∑
x∈X
∞
1
|X|
=
|X| ∞
|X|
= ∞
Proposición I.13 La compacidad absoluta de un CBMD Ai tiende a cero cuando las dis-
tancias individuales de los elementos de X al prototipo de ese CBMD tienden a valores muy
grandes, comparadas con las distancias a otros CBMDs.
Prueba. Si ∀x ∈ X, y ∀j = i, d(x,vi)
d(x,vj)
→∞ entonces:
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
Cai = l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
∑
x∈X
∑
x∈X
1
d2(x,vi)
1+
L∑
j=1;j =i
(
d(x,vi)
d(x,vj)
)2
|X|
=
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
∑
x∈X
∑
x∈X
1
d2(x,vi)
1+
L∑
j=1;j =i
(
d(x,vi)
d(x,vj)
)2
|X|
=
∑
x∈X
∑
x∈X
1
d2(x,vi)
1+ l´ım
∀j =i,
d(x,vi)
d(x,vj)
→∞
L∑
j=1;j =i
(
d(x,vi)
d(x,vj)
)2
|X|
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l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
Cai =
∑
x∈X
∑
x∈X
1
d2(x,vi)
1+
L∑
j=1;j =i
l´ım
d(x,vi)
d(x,vj)
→∞
(
d(x,vi)
d(x,vj)
)2
|X|
=
∑
x∈X
∑
x∈X
1
d2(x,vi)
1+(L−1) ∞2
|X|
=
∑
x∈X
0
|X|
=
|X| 0
|X|
= 0
I.1.2. Formalización y proposiciones matemáticas de compacidad
relativa
Definición I.2 Compacidad relativa de un CBMD.
En esta Tesis más que tratar con la compacidad como un concepto o valor absoluto, se
considera adecuado hacerlo en términos relativos. De acuerdo con esta intensión, se define la
compacidad relativa del CBMD Ai, Cri, como:
Cri =
Cai
L∑
i=1
Cai
(I.15)
donde L es el número de CBMDs.
Proposición I.14 La suma de todas las compacidades relativas de un SIB T-S es 1.
Prueba. Efectuando la suma sobre los términos definidos por la Ecuación (4.5) se tiene:
L∑
i=1
Cri =
L∑
i=1
Cai
L∑
i=1
Cai
=
1
L∑
i=1
Cai
L∑
i=1
Cai = 1.
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Proposición I.15 La compacidad relativa de un CBMD tiende a uno si y sólo si las distancias
de los elementos de X a su prototipo son muy pequeñas comparadas con las distancias de esos
elementos a los otros CBMDs.
Prueba.
Cri =
Cai
L∑
i=1
Cai
=
|Ai|
d¯2i
L∑
j=1
|Aj |
d¯2j
=
1
d¯2i
|Ai|
L∑
j=1
|Aj |
d¯2j
=
1
L∑
j=1
d¯2i
|Ai|
|Aj |
d¯2j
=
1
L∑
j=1
|Aj |
|Ai|
d¯2i
d¯2j
=
1
|Ai|
|Ai|
d¯2i
d¯2i
+
L∑
j=1;j 	=i
|Aj |
|Ai|
d¯2i
d¯2j
=
1
1 +
L∑
j=1;j 	=i
|Aj |
|Ai|
d¯2i
d¯2j
(I.16)
Luego, si ∀x ∈ X, ∀j = i, d(x,vi)
d(x,vj)
→ 0 , y utilizando los resultados de las proposiciones 4.7
y 4.9, se obtiene:
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→0
Cri = l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→0
1
1 +
L∑
j=1;j 	=i
|Aj |
|Ai|
d¯2i
d¯2j
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l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→0
Cri =
1
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→0
(
1 +
L∑
j=1;j 	=i
|Aj |
|Ai|
d¯2i
d¯2j
)
=
1
1 +
L∑
j=1;j 	=i
 l´ım
∀x∈X,
d(x,vi)
d(x,vj)
→0
|Aj |
|Ai|

 l´ım
∀x∈X,
d(x,vi)
d(x,vj)
→0
d¯2i
d¯2j

=
1
1 +
L∑
j=1;j 	=i
0 0
=
1
1 + (L− 1) 0
= 1
Proposición I.16 La compacidad relativa de un CBMD tiende a cero si y sólo si las distan-
cias de los elementos de X a su prototipo son muy grandes comparadas con las distancias de
esos elementos a los otros CBMDs.
Prueba. Suponga que ∀x ∈ X, y ∀j = i, d(x,vi)
d(x,vj)
→∞. Además, usando la expresión (I.16),
y los resultados de las Proposiciones 4.8 y 4.10,se obtiene:
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
Cri = l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
1
1 +
L∑
j=1;j 	=i
|Aj |
|Ai|
d¯2i
d¯2j
=
1
l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
(
1 +
L∑
j=1;j 	=i
|Aj |
|Ai|
d¯2i
d¯2j
)
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l´ım
∀x∈X,∀j 	=i,
d(x,vi)
d(x,vj)
→∞
Cri =
1
1 +
L∑
j=1;j 	=i
 l´ım
∀x∈X,
d(x,vi)
d(x,vj)
→∞
|Aj |
|Ai|

 l´ım
∀x∈X,
d(x,vi)
d(x,vj)
→∞
d¯2i
d¯2j

=
1
1 +
L∑
j=1;j 	=i
∞ ∞
=
1
1 + (L− 1) ∞
=
1
∞
= 0
Proposición I.17 El valor de la compacidad relativa de cualquier CBMD varía en el intervalo
(0, 1)
Prueba. La demostración se basa en los resultados de las Proposiciones 4.16 y I.15
I.2. Solapamiento
Al igual que ocurrió con la compacidad, al solapamiento también se le propone una visión
relativa; tanto el enfoque absoluto como el relativo del solapamiento serán presentados a
continuación.
I.2.1. Formalización y proposiciones matemáticas de solapamiento
absoluto
Definición I.3 Solapamiento absoluto entre dos CBMDs
Para empezar se propone estimar el solapamiento entre dos CBMDs empleando la conocida
medida de inclusión entre dos conjuntos borrosos. Se define el grado de solapamiento del
CBMD Ai respecto del CBMD Aj.
Sij =
|Ai ∩ Aj|
|Ai| (I.17)
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Proposición I.18 El valor Sij ∈ [0, 1]
Prueba. Dado que ∅ ⊆ (Ai ∩ Aj) ⊆ Ai entonces 0 ≤ |Ai ∩ Aj| ≤ |Ai|, luego:
0
Ai
≤ |Ai ∩ Aj||Ai| ≤
|Ai|
|Ai| . (I.18)
Reemplazando la Identidad (I.17) en la Inecuación (I.18) se tiene:
0 ≤ Sij ≤ 1
Definición I.4 Solapamiento absoluto de un CBMD
En esta Tesis se propone el solapamiento absoluto del CBMD Ai, Sai, como la suma de
los solapamientos de Ai con los otros CBMDs, luego:
Sai =
L∑
j=1;j 	=i
Sij (I.19)
Proposición I.19 El solapamiento absoluto de un CBMD es cero si y sólo si no se intersecta
con algún otro CBMD.
Prueba. Suponga que Sai = 0. De acuerdo con (I.19) eso equivale a
L∑
j=1,j 	=i
Sij = 0.Ya que
Sij ≥ 0, según la Proposición I.18, la única manera de cumplir lo estipulado por la sumatoria
es que Sij = 0, ∀j = i. Conforme con la nota presentada en la Proposición I.18, esta situación
corresponde al caso en que el conjunto no se intersecta con algún otro conjunto.
Proposición I.20 El solapamiento absoluto de un CBMD es, a lo más, L − 1 si y sólo si
él está incluido en el resto de CBMDs.
Prueba. Suponga que el CBMD Ai está incluido en los demás CBMDs. Esto significa,
según la nota formulada en la Proposición 4.18, que Sij = 1, ∀j = i, por tanto
L∑
j=1;j 	=i
Sij =
L− 1.
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Proposición I.21 El solapamiento absoluto de la unión de dos CBMDs disyuntos, Ai y Ak,
es menor que la suma de los solapamientos absolutos de cada CBMD.
Prueba. Sea Sai el solapamiento absoluto del CBMD Ai; sea Sak el solapamiento absoluto
del CBMD Ak. Es un hecho que:
|Ai| ≤ |Ai|+ |Ak|
1
|Ai|+ |Ak| ≤
1
|Ai|
Luego:
|Ai ∩Aj|
|Ai|+ |Ak| ≤
|Ai ∩Aj|
|Ai|
y
L∑
j=1;j 	=i
|Ai ∩Aj|
|Ai|+ |Ak| ≤
L∑
j=1;j 	=i
|Ai ∩Aj|
|Ai|
De la misma manera se puede probar que,
L∑
j=1;j 	=k
|Ak ∩Aj|
|Ai|+ |Ak| ≤
L∑
j=1;j 	=k
|Ak ∩Aj|
|Ak|
Además,
L∑
j=1;j 	=i
|Ai ∩ Aj|
|Ai|+ |Ak| +
L∑
j=1;j 	=k
|Ak ∩ Aj|
|Ai|+ |Ak| ≤
L∑
j=1;j 	=i
|Ai ∩ Aj|
|Ai| +
L∑
j=1;j 	=k
|Ak ∩ Aj|
|Ak|
L∑
j=1;j 	=i
|Ai ∩ Aj|
|Ai|+ |Ak| +
L∑
j=1;j 	=k
|Ai ∩Aj|
|Ai|+ |Ak| ≤ Sai + Sak (I.20)
Ahora,
Sai∪k =
L∑
j=1; j 	=i,j 	=k
|(Ai ∪Ak) ∩ Aj|
|Ai ∪Ak|
=
L∑
j=1;j 	=i,j 	=k
|(Ai ∩ Aj) ∪ (Ak ∩Aj)|
|Ai ∪ Ak|
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Dado que Ai y Ak son disyuntos,
Sai∪k =
L∑
j=1;j 	=i,j 	=k
|Ai ∩ Aj|+ |Ak ∩Aj|
|Ai|+ |Ak|
=
L∑
j=1;j 	=i,j 	=k
|Ai ∩Aj|
|Ai|+ |Ak| +
L∑
j=1;j 	=i,j 	=k
|Ak ∩ Aj|
|Ai|+ |Ak| (I.21)
Por la misma razón, |Ai ∩Ak| = 0 y |Ai∩Ak||Ai|+|Ak| = 0. Así entonces, retomando la expresión
(I.21)
Sai∪k =
L∑
j=1;j 	=i,j 	=k
|Ai ∩Aj|
|Ai|+ |Ak| +
L∑
j=1;j 	=i,j 	=k
|Ak ∩ Aj|
|Ai|+ |Ak|
=
L∑
j=1;j 	=i,j 	=k
|Ai ∩Aj|
|Ai|+ |Ak| +
|Ai ∩Ak|
|Ai|+ |Ak| +
L∑
j=1;j 	=i,j 	=k
|Ak ∩ Aj|
|Ai|+ |Ak| +
|Ak ∩Ai|
|Ai|+ |Ak|
=
L∑
j=1;j 	=i
|Ai ∩ Aj|
|Ai|+ |Ak| +
L∑
j=1;j 	=k
|Ak ∩ Aj|
|Ai|+ |Ak| (I.22)
Reemplazando (I.22) en el lado izquierdo de la desigualdad (I.20), se obtiene la expresión:
Sai∪k ≤ Sai + Sak
I.2.2. Formalización y proposiciones matemáticas de solapamiento
relativo
Definición I.5 Solapamiento relativo de un CBMD
Tal y como se hizo con la noción de compacidad, se propone el solapamiento en términos
relativos. Así pues, se establece el solapamiento relativo del CBMD Ai así:
Sri =
Sai
L∑
j=1
Saj
(I.23)
Proposición I.22 La suma de los solapamientos relativos de todos los CBMD de un SIB T-S
es 1.
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Prueba. Efectuando la suma sobre los términos definidos por la Fórmula (4.8) se tiene:
L∑
i=1
Sri =
L∑
i=1
Sai
L∑
i=1
Sai
=
1
L∑
i=1
Sai
L∑
i=1
Sai = 1.
Proposición I.23 El solapamiento relativo de un CBMD Ai es cero si y sólo si no comparte
elementos con los otros CBMD.
Prueba. Suponga que Sri = 0. Según la ecuación (I.23) Sri = SaiL∑
j=1
Saj
. Ahora, Sri = 0, si
y sólo si Sai = 0.
Conforme con la Proposición I.20 Sai = 0 si y sólo si Sij = 0 y j = 1, . . . , i−1, i+1, . . . , L.
Según la Proposición I.18, Sij = 0 si y sólo si |Ai ∩Aj| = 0, j = 1, . . . , i − 1, i + 1, . . . , L.
Finalmente |Ai ∩ Aj| = 0 equivale Ai ∩ Aj = ∅.
Proposición I.24 El solapamiento relativo de un CBMD Ai alcanza el valor máximo de 1 si
los otros CBMDs se solapan completamente con el CBMD Ai y si entre estos últimos no se
comparten elemento alguno.
Prueba. Suponga, que todo CBMD se solapa con el CBMD Ai. Ello significa que Sai ≥ 0.
Ahora, (I.23) puede expresarse también como:
Sri =
Sai
L∑
j=1
Saj
=
Sai
Sai +
L∑
j=1;j 	=i
Saj
=
Sai
Sai +
L∑
j=1;j 	=i
Sji
(I.24)
Esta expresión alcanza su máximo cuando la razón entre el numerador y el denominador
es máxima. Dado que el término que aparece como numerador hace parte de la expresión
del denominador, el problema de encontrar la razón máxima se reduce a determinar el valor
mínimo posible para el denominador, con la restricción que Sai alcance el valor más grande
posible.
La condición para que Sai +
L∑
j=1;j 	=i
Saj asuma el valor más pequeño posible, con Sai
máximo, es cuando
L∑
j=1;j 	=i
Saj alcanza su valor más bajo.
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Es un hecho que Sai ya da cuenta de los solapamientos del CBMD Ai con los demás
CBMDs (a través de los Sij = 0). Además, de acuerdo con la suposición y por la Ecuación
(I.19), se establece que cada Saj, j = i, tiene por lo menos el componente Sji = 0.
Si se da el caso que Sjk = 0 , k = i, en Saj se obtendría el valor más bajo posible. De
acuerdo con lo anterior:
Saj =
L∑
k=1,k 	=j
Sjk = Sj1 + · · ·+ Sji + · · ·+ SjL = 0 + · · ·+ Sji + · · ·+ 0 = Sji, ∀j = i.
La situación descrita establece que el único CBMD que se solapa con los demás es el i, es
decir: Aj ∩ Ak = ∅, ∀j, k = i y Ai ∩ Aj = ∅ ∀j = i .
El valor más alto que podría asumir Sai se da cuando el CBMD Ai incluye a todos y cada
uno de los demás CBMDs (o sea, todos los CBMDs se solapan completamente con el CBMD
i.), lo que significa que: Aj ⊆ Ai., o Aj ∩ Ai = Aj .
Así pues,
Sij =
|Ai ∩ Aj|
|Ai| =
|Aj|
|Ai| (I.25)
Sji =
|Aj ∩Ai|
|Aj| =
|Aj|
|Aj| = 1, ∀j = i (I.26)
Sjk =
|Aj ∩Ak|
|Aj| =
|∅|
|Aj| = 0,∀j, k = i (I.27)
Sai =
L∑
j=1;j 	=i
Sij =
L∑
j=1;j 	=i
|Aj|
|Ai| = (L− 1)
1
|Ai|
L∑
j=1;j 	=i
|Aj| (I.28)
Saj =
L∑
k=1;k 	=j
Sjk = Sji +
L∑
k=1;k 	=j,k 	=i
Sjk = 1 +
L∑
k=1;k 	=j,k 	=i
0 = 1, ∀j = i (I.29)
Reemplazando (I.28) y (I.26) en la última expresión de (I.24) para Sri:
Sri =
(L− 1) 1|Ai|
L∑
j=1;j 	=i
|Aj|
(L− 1) 1|Ai|
L∑
j=1;j 	=i
|Aj|+
L∑
j=1;j 	=i
1
=
(L− 1) 1|Ai|
L∑
j=1;j 	=i
|Aj|
(L− 1) 1|Ai|
L∑
j=1;j 	=i
|Aj|+ (L− 1)
= (I.30)
=
1
1 + |Ai|L∑
j=1;j =i
|Aj |
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Srj =
1
Sai +
L∑
j=1;j 	=i
Saj
=
1
(L− 1) 1
|Ai|
L∑
j=1;j 	=i
|Aj|+
L∑
j=1;j 	=i
1
=
1
(L− 1)
 L∑j=1;j =i|Aj |
|Ai|
+ 1

, ∀j = i
(I.31)
Para encontrar las cotas de las Ecuaciones (I.30) y (I.31) se puede usar:
Aj ⊆ Ai ⇒ |Aj| ≤ |Ai| ⇒
L∑
j=1;j 	=i
|Aj| ≤ (L− 1) |Ai| .
De manera que:
L∑
j=1;j 	=i
|Aj|
|Ai| ≤ (L− 1) (I.32)
|Ai|
L∑
j=1;j 	=i
|Aj|
≥ 1
(L− 1) (I.33)
Reemplazando la Inecuación (I.33) en (I.30):
Sri =
1
1 + |Ai|L∑
j=1;j =i
|Aj |
≤ 1
1 + 1
(L−1)
=
L− 1
L
Además:
l´ım
L→∞
L− 1
L
= l´ım
L→∞
L
L
− 1
L
1
L
= l´ım
L→∞
1− 1
L
1
= l´ım
L→∞
1− 0
1
= 1
Luego.
l´ım
L→∞
Sri ≤ 1 (I.34)
Reemplazando la Inecuación (I.32) en (I.31):∀j = i
Srj =
1
(L− 1)
 L∑j=1;j =i|Aj |
|Ai|
+ 1
 ≥
1
(L− 1) [(L− 1) + 1] =
1
(L− 1)L
Además:
l´ım
L→∞
1
(L− 1)L = l´ımL→∞
1
L2 − L = l´ımL→∞
1
L2
L2
L2
− L
L2
= l´ım
L→∞
1
L2
1− 1
L
= l´ım
L→∞
0
1− 0 = 0
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Por tanto:
l´ım
L→∞
Srj ≥ 0, ∀j = i (I.35)
Según (I.34) y (I.35) se ha definido que:
0 ≤ Srk ≤ 1, ∀k, k = 1, . . . , L
Proposición I.25 El valor del solapamiento relativo de cualquier CBMD varía en el intervalo
[0, 1] .
Prueba. La demostración se basa en los resultados de las Proposiciones 4.23 y I.24
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Apéndice J
Generación de un Mapa de Conflicto
para el regresor de un SIB T-S
Ya se ha dicho en otras Secciones de esta Tesis que un SIB T-S puede ser interpretado como
un modelo que luego de pasar por un proceso de identificación a partir de los datos entrada-
salida con que se disponga, establece zonas de operación del sistema modelado mediante grupos
borrosos; estos grupos o conjuntos borrosos conforman una partición del espacio entrada-
salida. Para cada zona de operación se determina una función lineal (hiperplano) que calculará
la respuesta que ella produciría. El resultado arrojado por un SIB T-S para una entrada
específica se obtiene mediante la suma ponderada de las respuestas determinadas por cada zona
de operación, por los puntos correspondientes en sus hiperplanos de salida. La ponderación
de cada respuesta se establece como el grado de pertenencia de la entrada en el grupo borroso
que representa la respectiva zona de operación.
Es evidente que, en general, los SIB T-S exhiben el fenómeno de ambigüedad cuando
suministran varias respuestas alternativas a una misma entrada; ambigüedad que es eliminada
con la aplicación del método de concreción. A pesar de evadir el problema de la ambigüedad
mediante la obtención de una sóla respuesta, el fenómeno está presente. Puede ser de gran
interés práctico efectuar una estimación del valor de la ambigüedad para los valores posibles
en el espacio del regresor. Con base en este cálculo puede elaborarse un mapa de ambigüedad
para el regresor del modelo. Una posible aplicación de este mapa, puede avisorarse en el ámbito
de control basado en modelos.
APÉNDICE J GENERACIÓN DE UN MAPA DE CONFLICTO PARA EL
REGRESOR DE UN SIB T-S
J.1. Formalización matemática
Como ha sido explicado en la Sección G.1.3, cuando un SIB T-S es usado como modelo de
un sistema, se obtiene una cantidad de reglas, Ri, de la forma
Ri : Si x es A(i) Entonces y(i) = f (i)(x), i = 1, . . . , L
Donde L es el número de reglas del modelo.
La salida del modelo T-S es estimada según la Ecuación (3.7), donde los coeficientes
ϕ(i)(x) se calculan con (G.10). Según la propuesta de identificación de SIB T-S presentada en
la Sección 3.3, los grados de cumplimiento la i-ésima regla respecto a la entrada x, w(i)(x), se
calculan así:
w(i)(x) =

1
d(i)(x)∑L
j=1
1
d(j)(x)
x = v(i)
1 x = v(i)
(J.1)
Donde d(i) (x) =
(
x− v(i))T (x− v(i)) es la distancia cuadrática desde x al prototipo del
CBMD i, v(i).
Puede ser probado que
L∑
i=1
w(i)(x) = 1 (J.2)
y por tanto:
ϕ(i)(x) = w(i)(x) (J.3)
Si algún valor particular del espacio del regresor le es suministrado al modelo, antes que
sea calculada la salida del mismo a través de (G.9), cada regla arroja un posible resultado
y(i). Esta situación recién ilustrada es un caso típico de incertidumbre: un estado en el que
se ofrecen varias alternativas excluyentes; este tipo de incertidumbre fue denominado en la
Sección 2.2 como ambigüedad. Dado que cada una de las salidas alternativas y(i), i = 1, . . . , L,
puede interpretarse como un subconjunto unitario, ellas son mutuamente excluyentes; ello
implica descartar el fenómeno de la no-especificidad y considerar sólo al conflicto como el tipo
de ambigüedad que se manifiesta en esa situación.
La propuesta planteada en esta sección es interpretar al coeficiente o ponderador ϕ(i)(x)
como el valor de asignación de probabilidad básica para y(i), m
({
y(i)
})
, el cual establece la
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proporción de credibilidad que y(i) sea la salida del modelo, y sólo él, cuando x es el valor de
entrada suministrado.
Es fácil observar que para cada valor x perteneciente al espacio del regresor, ϕ(x) =〈
ϕ(i)(x) |i = 1, . . . , L〉 satisface todas las condiciones requeridas para ser una asignación de
probabilidad básica: i) de acuerdo con (J.1) y (J.3), ϕ(i)(x) ∈ [0, 1]; ii) tomando en cuenta (J.2)
y (J.3)
∑L
i=1 ϕ
(i)(x) = 1; finalmente, iii) por definición ϕ(i)(∅) = 0.
Consecuencia del anterior planteamiento, se puede estimar la cantidad de conflicto en cada
elemento del espacio del regresor adaptando y usando la fórmula de la Entropía Shannon
presentada en (E.30), de la siguiente manera:
S (ϕ(x)) = −
L∑
i=1
ϕ(i)(x) log2 ϕ
(i)(x) (J.4)
La versión normalizada es:
Sˆ (ϕ(x)) = −
∑L
i=1 ϕ
(i)(x) log2 ϕ
(i)(x)
log2 L
(J.5)
A continuación será suministrado un ejemplo teórico con el objetivo de enseñar gráfica-
mente el mapa de conflicto formulado en esta propuesta.
Ejemplo J.1 Suponga que ha sido definido un SIB T-S de un sistema cualquiera, donde el
vector de regresión está compuesto por las variables x1 y x2, y x1 × x2 = [0, 100] × [0, 100].
Asuma que han sido determinados tres puntos como centros para sendos conjuntos borrosos
bi-dimensionales1: v(1) = (3, 15), v(2) = (90, 46) y v(3) = (53, 81).
Tomando en cuenta cada centro y usando (J.1), se definen los conjuntos borrosos corres-
pondientes, que forman una partición de x1 × x2. La Figura J.1 muestra los tres conjuntos
borrosos bi-dimensionales obtenidos; la Figura J.2 ilustra algunos α−corte para cada uno de
esos conjuntos borrosos. La Figura J.3 presenta el mapa de conflicto generado a través de
(J.5).
Proposición J.1 Los valores más bajos del conflicto se presentan en puntos del espacio del
regresor que coinciden con los centros de los grupos borrosos que conforman la partición.
1Posiblemente mediante algún algoritmo de agrupamiento borroso de datos.
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Figura J.1: Conjs. Borrosos en x1 × x2. Centro1: (3,15); Centro2: (90,46); Centro3: (53,81).
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Figura J.2: Algunos α-cortes de los conjs. borrosos determinados en x1 × x2.
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Figura J.3: Mapa de conflicto normalizado en x1 × x2.
Prueba. De acuerdo con (J.1) y (J.3): si x = v(i), entonces ϕ(i)(x) = 1 y:
Sˆ (ϕ(x)) = −
∑L
i=1 ϕ
(i)(v(i)) log2 ϕ
(i)(v(i))
log2 L
= −
∑L
i=1 log2 1
log2 L
= 0
Proposición J.2 Los puntos del espacio del regresor con valores máximos de conflicto son
aquellos que se encuentran igualmente separados de cada uno de los centros de los distintos
CBMDs.
Prueba. Suponga que x es un elemento del espacio del regresor tal que i = 1, . . . , L
d(i) (x) = c. Haciendo uso de (J.1), puede verificarse que: c = 1
L
.
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Establecida la igualdad numérica mostrada en (J.3), entonces:
Sˆ (ϕ(x)) = −
∑L
i=1 ϕ
(i)(x) log2 ϕ
(i)(x)
log2 L
= −
∑L
i=1
1
L
log2 ϕ
(i) 1
L
log2 L
= −L
1
L
(log2 1− log2 L)
log2 L
= 1
J.2. Interpretación de resultados
De acuerdo con las proposiciones recién establecidas, los centros de los CBMDs obtenidos
en una partición borrosa coinciden con los puntos del regresor con mínimo conflicto, y aquellos
que se encuentran a distancias muy similares de cada uno de esos centros exhiben el valor
máximo. Ello es intuitivamente plausible, si se piensa que cuando los grados de pertenencia
son obtenidos en términos de diferencias respecto de prototipos de los conjuntos borrosos,
aquel(los) que se acerque(n) bastante a uno de esos centros se hace(n) prácticamente indis-
tinguibles de ellos. En tal caso, no habría incertidumbre de cuál sería la regla que dispararía
su resultado con mayor fortaleza. Caso contrario ocurre con puntos localizados en medio de
todos los CBMDs a igual distancia; o con aquellos que se encuentran tan lejanos, que las di-
ferencias de sus distancias pueden considerarse nulas. Para estos tipos de puntos es imposible
determinar a cuál de los CBMDs pertenece en mayor grado, y por lo mismo, establecer cuál
de las reglas asociadas debería contribuir con mayor fortaleza al resultado final.
Un característica a resaltar de la propuesta formulada en este Apéndice, es que se integran
los dos contextos de la incertidumbre: la ambigüedad y la vaguedad en la determinación de
un mapa de incertidumbre global. Por un lado se requiere la Medida Shannon para calcular
el fenómeno de conflicto, y por él otro son imprescindibles los grados de pertenencia de los
CBMDs de una partición para que definan los valores asignación de probabilidad básica en el
cálculo de la Medida de Shannon.
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