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2 SAHARON SHELAH
Anotated Content
§1 Other variants of “G.C.H. holds almost always”
[We give another way to prove that for every λ ≥ iω for every large enough
regular κ < iω we have λ[κ] = λ, dealing with sufficient conditions for
replacing iω by ℵω.]
§2 Large pcf(a) implies the existence of free sets
[A nice example of the implication stated in the title is that if pp(ℵω) > ℵω1
then for every algebra M of cardinality ℵω with countably many functions
(or just < ℵω many), for some an ∈M (for n < ω) we have an /∈ cℓM ({aℓ :
ℓ 6= n, ℓ < ω}). Generally if pcf(a) is not just of cardinality > |a|, but
〈J<θ[a] : θ ∈ pcf(a)〉 has large rank (as defined below) than a relevant
instance of IND connected to sup(a) holds.]
§3 Existence of free subsets implies restrictions on pcf
[We have results of forms complementary to those of §2 (though not close
enough). So if IND(µ, σ) (in every algebra with universe λ and≤ σ functions
there is an infinite independent subset) then for no distinct regular λi ∈
Reg\µ+ (for i < κ) does
∏
i<κ
λi/[κ]
≤σ have true cofinality. We also look at
IND(〈Jbdκn : n < ω〉), Jn an ideal on κn (we ask for α¯ ∈
∏
n<ω
κn such that
n < ω ⇒ αn > sup cℓµ({αℓ : ℓ ∈ (n, ω)}) and more general version, and
from assumptions as in §2 get results even for the non stationary ideal.]
§4 Sticks and Boolean Algebras
[We deal with some other measurements of [λ]≥θ and give an application
by a construction of a Boolean Algebra.]
§5 More on independence
§6 Odds and ends
[In 6.1 we deal with a replacement for ∆-system lemma. We have > 2κ
sequences of length κ. In 6.3 we look at how we can divide F ⊆ Πα to
few bounded sets. In 6.4 we relook at the characterization of a property
of [GHS], generalizing the questions somewhat. We then deal with freeness
properties for F ⊆ δOrd (modulo an ideal) and we give a correct version of
[Sh:g, Ch.IX,3.5] on characterizing cov(λ, λ, θ, σ) when σ > ℵ0 concerning
the obtainment of the pp version. We shall continue in [Sh 589].]
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§1 Other variants of “G.C.H. holds almost always”
We essentially redo the proof of [Sh 460], §2 in another more general way.
1.1 Notation. 1) Fκ(A) is the family of κ-complete filters D on P(A) (so D ⊆
P(P(A)) (so the points are subsets of A, and the members of D (which are ⊆
P(A)) which we shall be most interested in are ideal and their compliments.
2) We say D ∈ Fκ(A) has σ-complete character if for any Y ⊆ P(A) we have:
Y ∈ D iff filσ(Y ) ∈ D where filσ(Y ) is the σ-complete ideal on A generated by Y .
For an ideal I on X, I+ = P(X)\I, similarly for a filter.
1.2 Definition. 1) For D ∈ Fκ(A), cardinals µ < λ and σ such that |A| < µ < λ,
we say that λ is (D, µ, σ)-inaccessible when: if at ⊆ (µ, λ)∩ Reg for t ∈ A, |at| < σ
then {B ⊆ A : pcfσ-complete(∪{at : t ∈ B}) ⊆ λ} ∈ D.
2) If we omit µ we mean: for µ = (|A|+ σ)+.
1.3 Theorem. Suppose 〈κn : n < ω〉 is a strictly increasing sequence of regular
cardinals > ℵ2. Stipulate κ−1 = ℵ1 and assume Dn ∈ Fκn−1(κn) for n < ω and
κ =
∑
n<ω
κn satisfies:
⊗ if n < ω,ℵ0 < θ = cf(θ) < κn, h : κn=1 → θ and
Y ∈ D+n+1 (so Y ⊆ P(κn+1)) then for some ζ < θ we have
(∗)y,ζ {B ∈ Y : sup Rang(h ↾ B) < ζ} ∈ D
+
n+1.
If λ > κ then for every n < ω large enough, λ is (Dn, κ,ℵ1)-inaccessible.
1.4 Remark. 1) We can replace ω,ℵ1 by θ, θ+ or < θ, θ (when θ is regular uncount-
able) respectively (so κ =
∑
i < θκi, etc.) (why? repeat the proof or force by
Levy(ℵ0, < σ)). Of course, we can replace F(κn) by F(A) if |A| = κn.
2) Note that the set defined in 1.2(2) is always an ideal on A.
Proof. We prove this by induction on λ. If λ = κ+ this is empty (as (κ, λ) = ∅).
Also if λ < κ+ω1 this is trivial, as
⋃
t∈A
at is countable (⊆ {κ+(α+1) : α < ω1} ∩ λ)
hence pcfℵ1-complete(
⋃
t∈A
at) =
⋃
t∈A
at ⊆ {κ
+(α+1) : α < ω1} ∩ λ. Also if this holds
for λ it holds for λ+ because pcf(a ∪ {λ}) ⊆ pcf(a) ∪ {λ}. So we can assume
that λ is a limit cardinal. If the conclusion fails then for some infinite W ⊆ ω,
for n ∈ W we have a sequence 〈anα : α < κn〉 (where a
n
α ⊆ (κ, λ) ∩ Reg) which
is a counterexample, i.e. Yn =: {B ⊆ κn : λ + pcfℵ1-complete(
⋃
α∈B
anα)} ∈ D
+
n . If
cf(λ) > κ then ∪{anα : n < ω, α < κn} is a subset of λ of cardinality ≤ κ, hence is
bounded by some λ′ < λ, so apply the induction hypothesis on λ′. If ℵ0 < cf(λ) < κ
let λ =
∑
{λζ : ζ < cf(λ)},
∧
ζ<ξ
λζ < λξ < λ. Now as cf(κ) = ℵ0 and κ =
∑
n<ω
κn,
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for some n(∗) < ω we have cf(λ) < κn(∗). For every n ∈ W\(n(∗) + 2), we define
a function hn : κn → cf(λ) by hn(α) = Min{ζ < κn(∗) : aα ⊆ λζ}. Hence
by the assumption ⊗, as cf(λ) < κn(∗) < κn−1, for some ζn < cf(λ) we have
{B ⊆ κn :
∧
α∈B
aα ⊆ λζn} ∈ D
+
n . Now we can contradict the induction hypothesis
for λ′ = sup{λζn : n ∈ W\(n(∗) + 2)}. We are left with the case cf(λ) = ℵ0 so
let λ =
∑
n<ω
λn, λ0 = κ
+, λn < λn+1. Note that as our Dm is κm−1-complete (see
1.1) hence is ℵ1-complete, without loss of generality for some 〈λk : k < ω〉 strictly
increasing and λ =
∑
k<ω
λk, λ0 = κ
+ define for each n, k < ω, Y kn = {B ⊆ κn :
λ + pcfℵ1-complete(
⋃
α∈B
ani ∩ [λk, λk+1)}. So Yn =
⋃
k<ω
Y kn , but Yn ∈ D
+
n , and D
+
n
is ℵ1- complete hence for some kn < ω, Y knn ∈ D
+
n , so possibly shrinking W we get
〈kn : n ∈W 〉 is constant or strictly increasing, the former contradicts the induction
hypothesis on λk
Min(W )+1
. Now renaming the λk’s we get kn = n and we can replace
anα by a
n
α ∩ [λn, λn+1). So without loss of generalityMin(W ) > 4 and for n ∈W we
have
⋃
α
anα ⊆ [λn, λn+1) and λn < λ, of course.
Let n(∗) = min(W ). We try to define by induction on k < ω, 〈θt : t ∈ ωk〉, wk =⋃
i<κn(∗)
wk,i, Jk and hk−1 if k > 0 such that:
(a) θt ∈ Reg ∩ λ\κ for t ∈ wk
(b) wk =
⋃
i<κn(∗)
wk,i is disjoint to
⋃
ℓ<k
wℓ
(c) 〈wk,i : i < κn(∗)〉 is a sequence of pairwise disjoint, countable sets sn
(d) w0,i = {i} × a
n(∗)
i and θ(i,τ) = τ for τ ∈ a
n(∗)
i
(e) hk is a function from wk+1 to wk mapping wk+1,i into wk,i
(f) Jk = {w ⊆ wk : λ ⊇ pcfℵ2-complete({θt : t ∈ w})} is a proper ideal
(g) if w ∈ J+k then {t ∈ wk+1 : hk(t) ∈ w} ∈ J
+
k+1
(h) t ∈ wk+1 ⇒ θt < θhk(t).
During the induction, hk is defined in the k-th step.
If we succeed, we shortly get a contradiction (by observation [Sh 460, 2.2]). For
k = 0 define w0,i, θτ for τ ∈ w0 =
⋃
i<κn(∗)
w0,i by clause (d) and the clause (f) holds
as otherwise {θt : t ∈ w0} can be represented as
⋃
ε<ω1
bε with max pcf(bε) < λ,
let h : κn(∗) → ω1 be h(i) = sup{min{ε : τ ∈ bε} : τ ∈ a
n(∗)
i } and apply ⊗ from
the hypothesis to get Y ⊆ Yn(∗) and ζ < ω1 such that Y ∈ D
+
n(∗) and {B ∈ Y :
sup Rang(h ↾ B) < ζ} ∈ D+
n(∗), but B ∈ Y implies λ + pcfℵ1-complete(
⋃
α∈B
an(∗)α )
because B ∈ Yn(∗) and
pcfℵ1-complete(
⋃
α∈B
an(∗)α ) ⊆ pcfℵ1-complete(
⋃
ε<ζ
bε) ⊆
⋃
ε<ζ
pcfℵ1-complete(bε) ⊆ λ;
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contradiction. So assume wk, 〈wk,i : i < κn(∗)〉, Jk are as required and we shall
define wk+1, 〈wk+1,i : i < κn(∗)〉, Jk+1, hk.
Now for any t ∈ wk by the induction hypothesis for some g(t) < ω we have
(∗)1 if m ∈ [g(t), ω) and bi ⊆ Reg ∩ θt\κ is countable for i < κm then
{B ⊆ κm : pcfℵ1-complete(∪{bi : i ∈ B}) ⊆ θt} ∈ Dm
(∗)2 g(t) > n(∗) + 1.
Let uk,m = {t ∈ wk : g(t) = m and θt > κ+}. We shall prove
⊠k,m if u = uk,m /∈ Jk, then we can find 〈ct : t ∈ uk,m〉, ct ⊆ Reg ∩θt\k countable
such that:
u ⊆ uk,m, u ∈ J+κ implies pcfℵ1-complete(
⋃
t∈u
ct) * λ.
As Jk is ℵ1-complete (by its definition; even more) this suffices for carrying the
induction.
[Why? Let 〈cmt : t ∈ uk,m〉 for m < ω such that uk,m /∈ Jk be as above, let
wk+1,i =
⋃
{{t} × cmt : for some m,uk,m /∈ Jk and t ∈ uk,m ∩ wk,i},
θ(t,τ) = τ, wk+1 =
⋃
i<kn(∗)
wk+1,i and we define the function hk+1 : wk+1 → wk
by hk+1((t, σ)) = t (note: every t belongs to at most one uk,m (m < ω) and
wk\ ∪ {uk,m : uk,m /∈ Jk} = ∅ mod Jk.]
Proof of ⊠k,m. For each τ ∈ am, we apply [Sh:g, Ch.I,1.6] or [Sh:g, Ch.IX,4.1] on
〈θt : t ∈ uk,m〉, J = Jk ↾ uk,m and τ (possible as |uk,m| < κ < min{θt : t ∈ uk,m}),
each θt(t ∈ uk,m) regular and
∏
t∈uk,m
θt/J is λ
+-directed, τ < λ+ (the cases τ < θt
can be ignored for several reasons, e.g.
⋃
α
amα ⊆ [λm, λm+1)). So we can find
〈θt,τ : τ ∈ am〉 such that:
(α) θt,τ is regular κ
+ ≤ θt,τ < θt
(β)
∏
t∈uk,m
θt,τ/Jk has true cofinality τ
(note that t ∈ uk,m ⇒ κ+ < θt, so we can assume θt,τ ≥ κ+).
Now for each t ∈ uk,m, θt,τ ∈ Reg ∩θt\κ for τ ∈ am, but g(t) = m (as t ∈ uk,m),
hence by the definition of g, letting am,ti = {θt,τ : τ ∈ a
m
i }, for i < κm, we have
Γmt =: {B ⊆ κm : θt ⊇ pcfℵ1-complete(
⋃
i∈B
a
m,t
i )} ∈ Dm.
But Dm is κn(∗)+1-complete (as m = g(t) > n(∗)+ 1) and |uk,m| ≤ κn(∗) < κn(∗)+1
hence Γ∗ =
⋂
t∈uk,m
Γmt ∈ Dm. On the other hand (by the choice of am)
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Γm =: {B ⊆ κm : λ ⊇ pcfℵ1-complete(
⋃
i∈B
amt )} /∈ Dm.
So there is B ∈ Γm ∩ Γ
∗ = Γm ∩
⋂
t∈uk,m
Γmt .
Let
a∗ = {θt : t ∈ uk,m} ∪ {θt,τ : t ∈ uk,m, τ ∈ am} ∪ am,
and for simplicity assume λ ∩ pcf(a∗)| < min(a∗) hence there is a smooth close
generating sequence 〈bσ[a∗] : σ ∈ λ ∩ pcf(a∗)〉 (see e.g. [Sh 430, 6.7], if not use
[Sh 430], 6.7 - ?). Clearly B 6= ∅. For each t ∈ uk,m we know B ∈ Γmt hence
—> scite{6.7F} undefined
θt ⊇ pcfℵ1-complete(
⋃
i∈B
a
m,t
i ). So we can find countable ct ⊆ θt∩ pcf(
⋃
i∈B
a
m,t
i ) such
that
⋃
i∈B
a
m,t
i ⊆
⋃
σ∈ct
bσ[a
∗].
The pcf calculus verifies clause (g) (as in [Sh 460, §2]). 1.3
It is now natural to look for suitable filters D, the simplest ones are.
1.5 Definition. For σ < θ < κ and µ ≤ κ (always σ, θ regular) let D = Dσ,θ,κ,µ
be the following filter on P(κ) : Y ∈ D iff there are functions fα : κ → θα for
α < χ(∗) < θ where θα ∈ [σ, θ)∩ Reg such that Y ⊇ {a ⊆ κ : |a| ≥ µ and for every
α < θ for some ζ < θα we have Rang(fα ↾ a) ⊆ ζ}. If µ = θ we may omit it.
1.6 Observation. 1) If σ < θ < κ1 ≤ κ2 and ∅ ∈ Dσ,θ,κ1,µ then ∅ /∈ Dσ,θ,κ2,µ.
2) Dσ,θ,κ is a θ-complete filter.
3) If 2<θ < κ then ∅ /∈ Dσ,θ,κ and this is preserved by σ-c.c. forcing.
Proof. Straight.
1.7 Conclusion. Let µ be a limit singular cardinal of cofinality < σ < µ and:
⊗ for every θ ∈ (σ, µ) for some κ ∈ (θ, µ) we have: ∅ /∈ Dσ,θ,κ.
Then for every λ > µ, for some θ = θµ ∈ (σ, µ) for every κ ∈ (θ, µ) we have
(∗) if λi ∈ (µ, λ) ∩ Reg for i < κ then
{a ⊆ κ : pcfσ-complete{λi : i ∈ a} ⊆ λ} ∈ Dσ,θ,κ.
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Proof. Assume λ is a counterexample. Without loss of generalityσ is regular, choose
by induction on ζ < σ, κζ ∈ (σ, µ) ∩ Reg as follows
κ0 ∈ (σ, µ)∩ Reg arbitrary;
κζ ∈ (
⋃
ǫ<ζ
κ+ǫ , µ)∩ Reg is minimal κ which is a counterexample to ⊗ for
θ =
⋃
ǫ<ζ
κ+ǫ (in particular ∅ /∈ Dσ,∪{κ+ǫ :ǫ<ζ},κζ , so κζ < µ).
Let κ =
⋃
ζ<σ
κζ and apply 1.3 for D
σ,
⋃
ǫ<ζ
κ+ǫ , κζ
from Definition 1.5, more exactly
the variant with σ instead ℵ1 (see 1.4). 1.7
1.8 Remark. 1) In the proof of 1.3 we can change the universe during the proof, so
weaken the demand ⊗.
2) The problematic example is: T ⊆ ω1ω a Kurepa tree, say T ∩α2 = {γα(n) : m <
ω}, ηj ∈ limω1(T ) for j < j
∗ and {a ⊆ ω1 ∪ j∗ : δ =: a ∩ ω1 a limit ordinal and for
every n < ω for some j ∈ j∗ ∩ a we have γα(n) = ηj(α)} ∈ D<ℵ1(ω1 ∪ j
∗).
3) We can replace in 1.7 above cf(µ) < σ by cf(µ) 6= σ. We can replace ∅ /∈ Dσ,θ,κ
by ∅ ∈ Dσ,θ,κ;Υ for any fix Υ ∈ [σ, µ). Note that the case Υ < σ is not interesting.
4) Note that the meaning of ∅ ∈ Dσ,θ,κ;Υ is that there are α(∗) < θ and functions
fα : κ → θα where θα ∈ Reg ∩ [σ, θ) such that for no u ∈ [κ]Υ do we have
α < α(∗)⇒ sup Rang(fα ↾ u) < θα. Recall if Υ is omitted it means Υ = θ.
1.9 Definition. Assume J ⊆ Id(κ) (= the family of ideals on κ).
1) We say (λ, µ) is J-inaccessible if κ ≤ µ < λ and there are no λi ∈ Reg ∩ (µ, λ)
for i < κ and J ∈ J such that
∏
i<κ
λi/J is λ-directed (equivalently for some such
λi’s,
∏
i<κ
λi/J has true cofinality and it is ≥ λ).
2) (λ, ∗) means (λ, µ) for some µ ∈ [κ, λ), λ means (λ, κ).
3) J is σ-indecomposable when: if J ∈ J and h : Dom(J)→ σ then for some ζ < σ
and I ∈ J we have J ↾ h−1{ε : ε < ζ} ≤∗ I (see below).
4) For ideals Iℓ, on Aℓ (ℓ = 0, 1)I0 ≤∗ I1 if there is B0 ∈ I
+
0 and B1 ∈ I
+
1 and
one-to-one function g from B0 into B1 such that
Y ∩B0 ∈ I0 ⇒ g
′′(Y ∩B0) ∈ J1
5) J is [σ, κ)-indecomposable if it is θ-indecomposable for every θ ∈ [σ, κ)∩ Reg.
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§2 large pcf(a) implies the existence of free sets
2.1 Definition. 1) Let A¯ = 〈Aα : α < α∗〉 be a sequence of subsets of κ, no Aα
in the ideal generated by {Aβ : β < α}. We define functions rk = rkA¯, rk
′ = rk′
A¯
from P(κ) to the ordinals by:
rk(A) ≥ ζ iff for every ξ < ζ for some α,A 6= A ∩Aα and rk(A ∩ Aα) ≥ ζ
rk′(A) ≥ ζ iff for every ξ < ζ for some α, we have rk′(A ∩ Aα) ≥ ξ and
A\Aα, A ∩ Aα are not in idA¯↾α = the ideal generated by {Aβ : β < α}.
2) Let J¯ = 〈(Jα, J ′α) : α < α
∗〉 be a sequence of pair of ideals on κ such that
[α < β ⇒ Jα ⊆ J ′α ⊆ Jβ ⊆ J
′
β] and for some Aα ∈ J
+
α , J
′
α = Jα + Aα we define
rk′
J¯
(A) for A ⊆ κ by:
rk′
J¯
(A) ≥ ζ iff for every ξ < ζ for some α < α∗ we have: rk′
J¯
(A ∩ Aα) ≥ ξ
and A\Aα, A ∩ Aα are not in Jα.
3) We identify A¯ with 〈(idA¯↾α, idA¯↾(α+1)) : α < α
∗〉 (see 2.2(3) below). If J¯ =
〈(Jα, Jα+1) : α < α
∗〉 is as required in (2) we may write 〈Jα : α < α
∗〉 instead J¯ .
We can replace κ by any other set. We may write rk(′)(A, A¯) or rk′(A, J¯) instead
rk
(′)
A¯
(A) or rk′
J¯
(A).
2.2 Claim. 1) rkA¯,rk
′
A¯
are well defined (values: ordinals or ∞) and nondecreasing
in A (under ⊆).
2) rkA¯(A) ≥ rk
′
A¯
(A).
3) rk′
A¯
depend just on 〈idA¯↾α : α ≤ α
∗〉 and for A ⊆ κ, we have rk′
A¯
(A) = rk′
J¯
(A)
where J¯ = 〈(idA¯↾α, idA¯↾(α+1)) : α ≤ α
∗〉 (so we may write rk′〈Jα:α≤α∗〉(A) with
Jα = idA¯↾α).
4) If rk′
A¯
(κ) = ζ, then we can find Y¯ = 〈Yε : ε < ζ〉, an increasing sequence of
subsets of α∗,
⋃
ε<ζ
Yε = α
∗ and {Aα : α ∈ Yε\
⋃
ξ<ε
Yξ} are almost disjoint modulo the
ideal generated by {Aα : α ∈
⋃
ξ<ε
Yξ}.
5) If J¯ = 〈(Jα, J ′α) : α < α
∗〉 is as in 2.1(2), where Jα, J ′α are ideals on κ, J
′
α =
Jα+Aα and A¯ = 〈Aα : α < α∗〉 then for every B ⊆ κ we have rkA¯(B) ≥ rk
′
A¯
(B) ≥
rk′
J¯
(B).
Proof. Straight: e.g. for the fourth part use Yε =: {α : rk′A¯(Aα) ≤ ε}. 2.2
2.3 Claim. 1) If rkA¯(κ) ≥ κ
+ then for some α¯ = 〈αn : n < ω〉 we have αn <
αn+1 < κ and for every ℓ < k < ω for some α < α
∗ we have Aα∩{αℓ, αℓ+1, . . . , αk} =
{αℓ+1, . . . , αk}.
2) If rk′
J¯
(κ) ≥ β and J¯ = 〈(Jα, J
′
α) : α < α
∗〉 as in 2.1(2) then for some
Γ ⊆ α∗, |Γ| ≤ |β| we have rk′
J¯↾Γ
(κ) ≥ β.
3) If rkJ¯(B) ≥ β, J¯ = 〈(Jα, J
′
α) : α < α
∗〉 as in 2.1(2) and J ′α = Jα + Aα then we
can find Γ ⊆ α∗ such that
(∗) |Γ| ≤ |β|+ℵ0 (even |Γ| < |β|
++ℵ0) and if Aα ⊆ A
′
α ∈ J
′
α then rk〈A′α:α∈J〉(B) ≥
β.
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Proof. 1) Let rk = rkA¯; choose by induction on n an ordinal αn < κ and for every
ζ < κ+ a decreasing sequence 〈Bnζ,0, . . . , B
n
ζ,n〉 of sets such that
(α) (∀ℓ ≤ n)(∀m ≤ n)[αℓ ∈ Bnζ,m ⇔ ℓ > m],
(β) rk(Bnζ,n) ≥ ζ
(γ) each Bmζ,n is the intersection of finitely many Aα’s
For n = 0, for every ζ < κ+ there is αζ < α
∗ such that κ∩Aαζ 6= κ, rk(κ∩Aαζ ) ≥ ζ,
and choose α0ζ ∈ κ\Aαζ . So for some α0 < κ, κ
+ = sup{ζ < κ+ : α0ζ = α0} and
let B0ζ,0 = Aαξ(ζ) where ξ(ζ) < κ
+ is the minimal ξ > ζ such that α0ξ = α0, as in
demand (β) we ask “≥ ζ” not “= ζ”, we succeed. If we have defined for n, for
each ζ < κ+, as rk(Bnζ+1,n) ≥ ζ + 1, there is β(ζ, n) < ℓg(A¯) such that ¬[B
n
ζ+1,n ⊆
Aβ(ζ,n)] but rkA¯(B
n
ζ+1,n ∩ Aβ(ζ,n)) ≥ ζ, and choose γ(ζ, n) ∈ B
n
ζ+1,n\Aβ(ζ,n) so for
some αn+1 < κ, the set Sn = {ζ < κ+ : γ(ζ, n) = αn+1} is unbounded in κ+.
For every ζ < κ+ let ξ(ζ, n) = min{ξ : ξ ∈ Sn, ξ > ζ}, let B
n+1
ζ,ℓ be B
n
ξ(ζ,n),ℓ
if ℓ ≤ n and Bn
ξ(ζ,n)+1,n ∩ Aβ(ζ,n) if ℓ = n + 1. In the end we know that for
ℓ < k < ω, for every ζ < κ+ we have Bkζ,ℓ ∩ {αℓ, αℓ+1, . . . , αk} = {αℓ+1, . . . , αk};
also Bkζ,ℓ has the form
⋂
m<m(∗)
Aα(m) for some α(m) < ℓg(A¯), so for some m we
have αℓ /∈ Aα)(m), but {αℓ+1, . . . , αk} ⊆ B
k
ζ,ℓ ⊆ Aα(m) so α(m) is as required
in 2.3(1) for our ℓ < k < ω. Lastly
∧
n<m
αn 6= αm hence by Ramsey theorem
without loss of generalityαn < αn+1 and we are done.
2) By induction on β or by part (3).
3) We can find 〈(Bη, jη) : η ∈ ds(β)〉 where ds(β) = {η : η is a (strictly) decreasing
sequence of cardinals < β}, B<> = B,rk′J¯(Bη) ≥ min({β} ∪ {η(ℓ) : ℓ < ℓg(η)}
and jη < α
∗ and if ν = ηˆ〈γ〉 ∈ ds(β) then Bν 6= βη, Bν = Bη ∩ Ajη /∈ Jjη
and Bη\Bν /∈ Jjη . Let Γ = {jη : η ∈ ds(η)}, now if Aα ⊆ A
′
α ∈ Jα for α ∈ Γ
then we can prove by induction on γ < β that: η ∈ ds(β) ⇒ rk′〈A′α:α∈Γ〉
(Bη) ≥
max({β} ∪ {η(ℓ) : ℓ < ℓg(η)}. 2.3
2.4 Definition. 1) For λ¯ = 〈λn : n < ω〉 strictly increasing, let IND(λ¯) mean:
(∗)λ¯ for every algebra M with universe
⋃
n<ω
λn and ℵ0 functions (all finitary)
there is α¯ = 〈αn : n < ω〉 such that:
(a) αn < λn
(b) αn is not in the M -closure of
{αℓ : ℓ ∈ (n, ω)} ∪ {i :
∨
m<n
i < λm}.
2) IND(λ) means that λ > cf(λ) = ℵ0 and for every (equivalently some, see below)
λ¯ = 〈λn : n < ω〉 strictly increasing with limit λ we have
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(∗)′
λ¯
for every algebra M with universe λ and countably many functions there is
〈αn : n ∈ ω〉 such that:
(a) w ⊆ w is infinite
(b) αn < λn for n ∈ w
(c) for n ∈ w,αn is not in the M -closure of
{αℓ : ℓ ∈ w, ℓ > n} ∪ {i :
∨
ℓ∈n∩w
i < λℓ}
3) IND(λ, κ) = IND0(λ, κ) means: ifM is a model with universe λ and κ functions
we can find α¯ = 〈αn : n < ω〉 such that
αn < λ, αn /∈ cℓM{αℓ : ℓ < ω, ℓ > n}.
4) IND1(λ, κ) is defined similarly but demanding
αn /∈ cℓM{αℓ : e, s, p, r, < ω, ℓ 6= n}.
2.5 Observation. 1) In 2.4(2), if (∗)′
λ¯
holds for one λ¯ with limit λ, then it holds for
every λ¯′ = 〈λ′n : n < ω〉 with limit λ.
2) If λ is uncountable with cofinality ℵ0, P a forcing notion of cardinality≤ µ < λ or
satisfying the µ+-c.c. for some µ < λ, or λ-complete then: IND(λ)⇔P “IND(λ)”
and if κ ∈ [µ, λ), µ as above then IND(λ, κ) ⇔P “IND(λ, κ)” and if in addition
µ < λn < λn+1, then IND(〈λn : n < ω〉)⇔P “ IND(〈λn : n < ω〉)”.
3) IND(λ¯) ⇒ IND(
∑
n<ω
λn) ⇒ IND
1(λ, κ) ⇒ IND0(λ, κ) if λ =
⋃
n<ω
λn and
λn < λn+1 and λ0 > κ. If κ < λ ≤ λ′ then
INDi(λ, κ)⇒ INDi(λ′, κ).
4) If (i ∈ {0, 1} and) INDi(λ, κ), λ minimal for this κ then
(a) κ ≤ κ1 < λ⇒ INDi(λ, κ1)
(b) cf(λ) = ℵ0 and IND1(λ, κ) or λ is inaccessible
(c) if λ =
∑
n<ω
λn and λn < λn+1 then not only (∗)′λ¯ (where λ¯ = 〈λn : n < ω〉)
but if P is a c.c.c. forcing adding a dominating real then in V P for some
infinite w ⊆ ω we have (∗)λ¯↾w holds.
5) IND1(λ, κ) is equivalent to IND0(λ, κ).
Proof. 1, 2), 3) Check.
4) Clause (a) of (a): Assume not and first let i = 0. Let χ = i3(λ)+ and let M
be the model with universe λ and the functions (n-place from λ to λ for some
n) definable in (H (χ),∈, <∗χ) with the parameters λ, κ, κ1. Clearly (M,α)α<κ1
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exemplifies ¬INDi(λ, κ1). Let F−n , F
+
n be such that for β¯ = 〈βℓ : ℓ < n〉, βℓ < λ
we have: F+n (−, β¯) is a one-to-one function from cℓM ({β0, . . . , βn−1} ∪ κ1) onto κ1
and F−n (−, β) is its inverse. We can apply the assumption IND
i(λ, κ) to the model
(M,F+n , F
−
n , β)n<ω,β<κ, so there are αn(n < ω) as in 2.4(3). By the assumption
for no infinite w ⊆ ω is {αn : n ∈ w} as required in 2.4(3) for (M,β)β<κ1 hence for
some infinite w ⊆ ω,
∧
n∈w
αn ∈ cℓM ({αℓ : n < ℓ ∈ w}∪κ1), just choose by induction
on ℓ < ω, uℓ, nℓ such that:
∧
m<ℓ
nm < nℓ < ω, uℓ ⊆ (nℓ, ω) is infinite, uℓ+1 ⊆ uℓ ⊆ w
and αnℓ /∈ cℓM ({αn : n ∈ uℓ}), we cannot succeed so w or some uℓ is as required.
By renaming w = ω, so for every n for some kn ∈ (n + 1, ω) we have αn ∈
cℓ)M({αn+1, . . . , αkn} ∪ κ1); as we can increase kn, without loss of generalitykn <
kn+1 hence m ≤ n⇒ αm ∈ cℓM ({αn+1, . . . , αkn}∪κ1) (just prove this by induction
on n), so γn,m =: F
+
kn−n
(αm, αn+1, . . . , αkn) < κ1 and for each n we have: 〈γn,m :
m ≤ n〉 is with no repetitions. Choose by induction on ℓ,mℓ ∈ [ℓ2, (ℓ + 1)2) such
that γ(ℓ+1)2,mℓ /∈ {γ(q+1)2,mq : q < ℓ}. But as ¬ IND
i(κ1, κ) (because λ > κ1 was
minimal such that ...) for some ℓ < p < ω we have γ(ℓ+1)2,mℓ ∈ cℓM ({γ(q+1)2,mq :
ℓ < q < p} ∪ κ) and using some F−
p2−(ℓ+1)2 we have αmℓ ∈ cℓM ({αq : q is ≥
(ℓ+ 1)2 but ≤ k(p2)} ∪ κ).
[Why? First note that γ(q+1)2,mq belong to this model for q = ℓ + 1, . . . , p − 1,
(using Fk(q+1)2 ) hence also γ(ℓ+1)2,mℓ belongs to this model by the choice of ℓ and
p; a contradiction.]
If i = 1 the proof is similar: choose, by induction on ℓ, kℓ,mℓ,mℓ such that
kℓ < mℓ < kℓ+1 and αmℓ ∈ cℓM ({αn : n ∈ [kℓ,mℓ) or n ∈ (mℓ, kℓ+1)} ∪ κ1), this is
possible as otherwise {αn : n ∈ [kℓ, ω)} contradict “M exemplifies ¬IND1(λ, κ1)”.
Let
γℓ = F
+
kℓ+1−kℓ−1
(αmℓ ;αkℓ , αkℓ+1, . . . , αmℓ−1, αmℓ+1, . . . , αkℓ+1−1) < κ1.
For some ℓ < ℓ(∗) < ω we have γℓ ∈ cℓM ({γ0, . . . , γℓ−1, γℓ+1, . . . , γℓ(∗)−1} ∪ κ)
(because ¬ IND1(κ1, κ) as λ is first and the choice of M), hence αℓ ∈ cℓM ({αn :
n < ω, n ≤ ℓ} ∪ κ); a contradiction.
Clause (b) of (4): By the definition easily ℵ0 < cf(λ) ≤ κ is impossible.
[Why? Let λ =
∑
i<κ
λi, with λi < λ, and by the minimality of λ let Mi be a model
with universe λi and ≤ κ functions exemplifying ¬IND(λi, κ) and lastly let M be
the model with universe λ and the functions of all theMi; check thatM exemplifies
¬ IND(λ, κ).]
By 2.5(4) clause (a) it follows that
[cf(λ) > ℵ0 & κ1 < λ⇒ κ1 < cf(λ)].
So if cf(λ) > ℵ0 then λ is regular, it is inaccessible as it is not a successor as trivially
¬INDi(µ, κ)⇒ ¬IND(µ+, κ).
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We still have to prove IND1(λ) when cf(λ) = ℵ0; if i = 1 this is trivial so assume
i = 0. So assume cf(λ) = ℵ0, λ¯ = 〈λn : n < ω〉, λn < λn+1 and λ =
∑
n<ω
λn.
We should prove IND1(λ, κ), so let us be given M as in 2.4(4). Without loss of
generality, expanding M by examples to ¬IND(λn, κ), we get M+.
As IND0(λ, κ) there are αn < λ (for n < ω) such that αn /∈ cℓM+{αℓ : ℓ <
ω, ℓ > n}. Without loss of generality 〈αℓ : ℓ < ω〉 is strictly increasing, and letting
mn = min{m : λm > αn}, without loss of generality 〈mn : n < ω〉 is constant or
strictly increasing. If
∧
n
M − n = m(∗) we get a contradiction to “M+ expand a
counterexample to IND0(λm(∗), κ)”, so
∧
n
mn < mn+1. It suffices to prove that for
every n1 < ω there is n2 ∈ (n1, ω) such that αn2 /∈ cℓM ({αℓ : ℓ < ω, ℓ > n2} ∪ λn1 )
as then we can produce an example for (∗)′
λ¯
. But if for some n1 there is no n2 as
above the proof of clause (a) gives a contradiction.
Clause (c) of (4): Left to the reader.
5) By 2.5(3),
IND1(λ, κ)⇒ IND0(λ, κ) and λ ≤ λ′ & INDi(λ, κ)⇒ INDi(λ, κ).
Hence it suffices to prov: if λ is minimal such that IND0(λ, κ) then IND1(λ, κ). let
M be a model with universe λ and vocabulary of cardinality ≤ κ and we shall prove
the conclusion of 2.4(4) (= the Definition of IND1(λ, κ)). Let for n < ω, F+n , F
−
n
be (n+ 2)-place functions from λ to λ such that
(∗) if γ < λ and β¯ ∈ nλ then F+n (−, β¯, γ) is a one-to-one function from cℓM ({βℓ :
ℓ < ℓg(β¯)}∪{i : i ≤ γ or i < κ}) onto |κ+γ| and F−n (−, β¯, γ) be the inverse
function.
Let M∗ = (M,F+n , F
−
n )n<ω,M
+ = (M∗, i)i<κ but as IND(λ, κ) we can apply Defi-
nition 2.4(4) and get 〈αn : n < ω〉, αn < λ, αn /∈ cℓM+({αℓ : ℓ ∈ (n, ω)}). Without
loss of generality 〈αn : n < ω〉 is strictly increasing; αn > κ (as without loss of
generality each i ≤ κ is an individual constant of M), clearly it suffices to prove
(∗∗) for any n < ω for some m ∈ (n, ω),
αm /∈ cℓM ({αℓ : ℓ < n or ℓ > m}) hence it suffices to prove
(∗∗)′ for any n < ω for some m ∈ (n, ω),
αm /∈ cℓM ({αℓ : ℓ > m} ∪ {i : i ≤ αm}).
But here we can repeat the proof of clause (a) of 2.4(4) for the case i = 0. 2.5
2.6 Claim. 1) Assume λ > cf(λ), |a| < min(a) and sup(a) = λ and
rk′〈J<θ[a]:θ∈pcf(a)〉(a) ≥ |a|
+. Then IND(λ, |a|).
2) Moreover, for any model M with universe λ and |a| functions and c such that
a ⊆ c ⊆ pcf(a), |c| < min(a) and 〈bθ[a] : θ ∈ pcf(a)〉 a generating sequence we can
find α¯ = 〈αθ : θa〉 ∈ Πa such that, defining for b ⊆ a:
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cℓM,α¯(b) = b ∪ {θ ∈ a : αλ ∈ cℓM ({αµ : µ ∈ b})};
we have
⊗1 [θ ∈ c⇒ cℓM,α¯(bθ[a]) ∈ J≤θ[a]];
⊗2 cℓM,α¯(−) is a closure operation on a, i.e.
b1 ⊆ b2 ⇒ cℓM,α¯(b1) ⊆ cℓM,α¯(b2),
b ⊆ cℓM,α(b),
cℓM,α¯(cℓM,α¯(b)) = cℓM,α¯(b).
Remark. See 3.14 - 3.17 for more.
Proof. 1) Let us define J¯ = 〈(J<θ[a], J≤θ[a]) : θ ∈ pcf(a)〉. We prove part (1)
assuming part (2). Choose c ⊆ pcf(a), |c| = |a|+ such that rk′
J¯↾c
(a) ≥ |a|+ (this is
possible by 2.3(2) and without loss of generalitya ⊆ c and let 〈bθ[a] : θ ∈ pcf(a)〉
be a generating sequence for a (exists by [Sh 371, 2.6]). For proving IND(λ, |a|)
let M be a model with universe λ and ≤ |a| functions, by part (2) there is a
sequence λ¯ = 〈ατ : τ ∈ c〉 as there. Let for θ ∈ c, dθ =: cℓM,α¯(bθ[a]) ⊆ a (as
defined in part (2)) so bθ[a] ⊆ dθ ∈ J≤θ[a] hence J<θ[a] + dθ = J≤θ[a]. So by
2.2(5) we know rk〈dθ:θ∈c〉(a) ≥ rk
′
〈dθ :θ∈c〉
(a) ≥ rk′
J¯↾c
(a) ≥ κ+ (by the choice of
c above). Now by 2.3(1) we can find τn ∈ a for n < ω, pairwise distinct and
strictly increasing with n such that for every n < m < ω for soe θn,m ∈ c we
have {τn, τn+1, . . . , τm} ∩ dθn,m = {τn+1, . . . , τm}, note: as τm ∈ dθn,m necessarily
θn,m ≥ τm. So by the choice of α¯, we have ατn /∈ cℓM ({ατn+1, ατn+2, . . . , ατm}). So
〈ατn : n < ω〉 are as required in the definition of IND(λ, |a|).
2) Let b¯ = 〈bθ[a] : θ ∈ pcf(a)〉 be the generating sequence for a; without loss of generalitymax
pcf(a) ∈ c and θ ∈ c\{max pcf(a)} ⇒ min(pcf(a)\θ+) ∈ c. We know that
(∗)a there is F¯ = 〈Fθ : θ ∈ pcf(a)〉 such that:
(a) Fθ ⊆ Πa and |Fθ| ≤ θ
(b) {f ↾ b : f ∈ Fθ} is cofinal in Πb for every b ∈ J≤θ[a]
(c) Fθ includes ∪{Fτ : τ ∈ θ ∩ pcf(a)} and is closed under some natural
operations
(d) if τ ∈ θ ∩ c then f ∈ Fθ ⇒ (∃g ∈ Fτ )(f ↾ bτ [a] = g ↾ bτ [a]).
[Why? E.g. the proof of [Sh 355],3.5.]
Let M be a model with universe λ and vocabulary of cardinality |a|. For ev-
ery f ∈ Πa (e.g., f ∈ Fθ, θ ∈ pcf(a)) we define gf ∈ Πa by gf (τ) =: sup[τ ∩
cℓM (Rang f)]. For every θ ∈ c ∩ pcf(a), {gf : f ∈
⋃
τ∈θ∩c
Fτ} is a subset of Πa of
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cardinality < θ (here instead |c| < min(a), just θ ∈ c⇒ |c∩ θ| < θ suffice), so there
is gθ ∈ Fθ such that:
(∗)1 f ∈
⋃
τ∈θ∩c
Fτ ⇒ gf < g
θ mod J<θ[a].
Define g∗ ∈ Πa by g∗(τ) = sup{gθ(τ) + 1 : θ ∈ c} (remember |c| < min(a)). So
there is h ∈ Fmax pcf(a) such that g
∗ < h (see (∗)a(b)); we shall show that:
(∗)2 for any such h the sequence 〈h(τ) : τ ∈ a〉 is as required.
Proof of (∗)2. So let ατ = h(τ). Note that ⊗2 from 2.6(2) is trivial so we shall
prove ⊗1. Assume θ ∈ c and let b = bθ[a] ∈ J≤θ[a] so by clause (d) of (∗)a for some
f1 ∈ Fθ we have
⊕1 h ↾ b = f1 ↾ b;
we can assume θ < max pcf(a) (otherwise conclusion is trivial) and let σ =
min(pcf(a)\θ+), by an assumption made in the beginning of the proof σ ∈ c and so
as f1 ∈ Fθ by the choice of gσ we have:
gf1 < g
σ mod J<σ[a]
but by the choice of g∗
gσ < g∗
and by the demand of h
g∗ < h
together
gf1 < h mod J<σ[a]
so for some d ∈ J<σ[a] = J≤θ[a] we have:
⊕2 gf1 ↾ (a\d) < h ↾ (a\d).
Now for any τ ∈ b
⊕3 τ ∈ cℓM,α¯(b) ⇒ ατ ∈ cℓM [{ακ : κ ∈ b}] ⇒ ατ ∈ cℓM [Rang(h ↾ b)] ⇒ ατ ∈
cℓM [(Rang(f1 ↾ b)]⇒ ατ ∈ cℓM (Rang(f1))⇒ ατ ≤ gf1(τ).
By ⊕2 +⊕3 the required conclusion follows. 2.6
E.g.
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2.7 Claim. If pp(ℵω) > ℵω1 then IND(ℵω).
Proof. Let pp(ℵω) = ℵα∗ (so α∗ < ω4, α∗ = β∗ + 1, see [Sh:g, Ch.IX,2.1]) let
a = {ℵi+1 : 5 ≤ i < ω} so we know pcf(a) = {ℵi+1 : 5 ≤ i < α∗} and
let b¯ = 〈bλ : λ ∈ pcf(a)〉 be a normal generating sequence for pcf(a) (not a!);
without loss of generality bℵα∗ = pcf(a). Let c¯ = 〈bλ ∩ a : λ ∈ pcf(a)〉. Now by
localization ([Sh:g, Ch.VIII], 2.6) we know that for some club E of ω1 : δ ∈ E ⇒
pp(ℵδ) > ℵω1 (so we can assume ω ∈ E).
Let E = {βζ : ζ < ω1} (increasing in ζ). Hence by [Sh:g, Ch.II], 1.5A we have
(∗)0 for limit δ < ω1, δ < β < ω1, δ ∈ E, for some unbounded d ∈ ℵδ ∩ Reg, we
have ℵβ+1 ∈ pcfJbd
d
(d).
Hence we can prove by induction on ε < ω1 that:
(∗) if βε ≤ ζ < ω1, b ⊆ a and b = a ∩ bℵζ+1 mod J<ℵζ+1 [a] then rk
′
c¯
(b) ≥ ε.
[Why? For ε = 0 this is trivial and also for ε limit. If ε = ξ + 1 we can find
d ∈ ℵβε ∩ Reg\ℵβξ such that ℵζ+1 ∈ pcfJbd
d
so without loss of generalityℵζ+1 =
max pcf(d). By [Sh:g, Ch.I], ? we have that the set d′ of θ ∈ d such that bθ ∩
—> scite{1.12} undefined
a ⊆ b mod J<θ[a] is = d mod J<ℵζ+1 [d] hence is not bounded in d, hence is not
bounded in ℵβε . But d
′ ⊆ d ⊆ ℵβε ∩ Reg\ℵβε , hence by the induction hypothesis
θ ∈ d′ ⇒ rk′
c¯
(bθ ∩ b) ≥ ξ, but of course b\bθ 6= ∅.]
Now apply 2.6. 2.7
2.8 Proclaim. If |a| < min(a), λ = sup(a) is singular and pcfJbd
a
(a) contains an
interval of Reg of cardinality |a|+ then IND(λ).
Proof. Similar to the proof of 2.7.
2.9 Discussion. We can also prove e.g.: if λ = tcf(
∏
ε<κ
λε/[κ]
<ℵ0), satisfies λ >
λε = cf(λε) > κ, then for every algebra M on
∑
ε<κ
λε with < min{λε : ε < κ}
functions there are αε < λε(ε < κ) such that: for finite u ⊆ κ we have {ζ : αζ ∈
cℓM ({αε : ε ∈ u})} is finite (and more). Not clear how interesting is this statement
and where it leads.
2.10 Claim. Assume a ⊆ c ⊆ pcf(a) and |c| < min(a) (or c ∈ J∗[pcf(a)], see [Sh:g,
Ch.VIII,§3] and [Sh:E11]), so pcf(a) = pcf(c). Then
rk′〈J<θ [a]:θ∈pcf(a)〉(a) = rk
′
〈J<θ [c]:θ∈pcf(a′)〉
(c).
Proof. Let b¯ = 〈bθ[a] : θ ∈ pcf(a)〉 be a generating sequence for a, hence we know
that letting bθ[c] =: c∩ pcf(bθ[a]), we have: b¯′ = 〈bθ[c] : θ ∈ pcf(a)〉 is a generating
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sequence for c. Without loss of generality bθ[c] ∩ a = bθ[a] and bmax pcf(a)[a] = a
hence bmax pcf(a)[c] = a. So we can prove easily:
d ⊆ a⇒ rk′〈J<θ[a]:θ∈pcf(a)〉(d) ≤ rk
′
〈J<θ[c]:θ∈pcf(a)〉
(d)
(as J<θ[a] = J<θ[c] ↾ a).
For the other direction we prove
(∗) if n < ω, {θ1, . . . , θn} ⊆ pcf(a) then
rk′〈J<θ[c]:θ∈pcf(a)〉(
n⋂
ℓ=1
bθℓ [c]) ≤ rk
′
〈J<θ[c]:θ∈pcf(a)〉
(
n⋂
ℓ=1
bθℓ [a]).
2.10
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§3 existence of free sets implies restrictions on pcf
3.1 Definition. Suppose I¯ = 〈(κn, In) : n < ω〉 is such that: In is an ideal on
κn.
1) We define Jn = J
I¯
n an ideal on
∏
ℓ<n
κℓ:
(∗)0 J0 = the empty ideal on {<>}
(∗)1 Jn+1 = {A ⊆
∏
ℓ≤n
κℓ : {α < κn : {η ∈
∏
ℓ<n
κℓ : ηˆ〈α〉 ∈ A} /∈ Jn} ∈ In}
we let J¯ I¯ = 〈J I¯n : n < ω〉.
2) We say 〈Jn : n < ω〉 is a candidate (for I¯ ) if in (∗)1 we weaken “Jn+1 = . . . ”
to “Jn ⊆ . . . ”. [So there may be many candidates.]
3.2 Fact. 1) In definition 3.1(1) above, each Jn is an ideal on
∏
ℓ<n
κℓ.
2) If I0, . . . , In−1 are σ-complete then so is Jn.
3) If 〈J ′n : n < ω〉 is a candidate for I¯ , then
∧
n<ω
J ′n ⊆ J
I¯
n .
3.3 Claim. For I¯ , J¯ I¯ as in 3.1(1), A ∈ Jn iff for some functions f0, . . . , fn−1
we have:
Dom(fℓ) =
n−1∏
m=ℓ+1
κm and Rang(fℓ) ⊆ Iℓ,
and A ⊆
⋃
ℓ<n
Anℓ (fℓ) where
Anℓ (fℓ) = {η ∈
∏
m<n
κm : η(m) ∈ fℓ(η ↾ (m,n))}.
Proof. By induction on n.
3.4 Theorem. Let I¯ = 〈(κn, In) : n < ω〉 be as in 3.1, κ =
∑
n<ω
κn ≤ µ0 =
cf(µ0) < µ1 < µ = cf(µ). Then ⊗1 ⇒ ⊗2 where
⊗1 for each n there is 〈λni : i < κn〉 such that:
λni ∈ [µ0, µ1) ∩ Reg and
∏
i<κn
λni /In is µ-directed
⊗2 for some I¯ -candidate, J¯ = 〈Jn : n < ω〉 (except for clause (δ), Jn = J
I¯
n is
O.K.) we have:
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⊗2
J¯
there are λ¯n = 〈λη : η ∈
∏
ℓ<n
κℓ〉 for n ∈ (0, ω) such that for each n:
(α) (
∏
η∈
∏
ℓ<n
κℓ
λη)/J
I¯ has true cofinality µ
(β) µ0 ≤ λη = cf(λη) < µ1 (note that by clause (α) we have
{η ∈
∏
ℓ<n
κℓ : λη = µ0} ∈ Jn)
(γ) if 0 < n < ω, α < κn and η ∈
∏
ℓ<n
κℓ then λη > µ0 ⇒ λη > ληˆ〈α〉 so
{η ∈
∏
ℓ<n
κℓ : ληˆ〈α〉  λη} ∈ Jn hence
(γ)′ {η ∈
∏
ℓ≤n
κℓ : λη  λη↾n} ∈ Jn+1
(δ) Jn = {A ⊆
∏
ℓ<n
κℓ : max pcf{λη : η ∈ A} < µ}.
Question: Can we prepare the ground to 3.8 with IND+ instead IND?
Proof. We choose λ¯n by induction on n. For n = 1 apply [Sh:g, Ch.II,1.5A] to the
sequence 〈λ1i : i < κ0〉, the ideal {A ⊆ κ1 : max pcf{λ
1
i : i < κ0} < µ0} and the
cardinal µ and get 〈λ<i> : i < κ0〉. For n + 1 for each i < λn we apply [Sh:g,
Ch.II,1.5A] to 〈λn : η ∈
∏
ℓ<n
κℓ〉, the ideal {A ⊆
∏
ℓ<n
κℓ : max pcf{λη : η ∈ A} < µ}
and the cardinal λni and we get 〈ληˆ<i> : η ∈
∏
ℓ<n
κℓ〉. 3.4
3.5 Claim. In 3.4, from ⊗2 we can deduce
⊗3 there are functions fℓ,n :
n∏
m=ℓ+1
κm → Iℓ (for ℓ < N < ω) such that for
every η ∈
∏
m<ω
κm for some ℓ < n < ω we have η(ℓ) ∈ fℓ, n(η ↾ (ℓ, n)).
Proof. Otherwise 〈λη↾n : n < ω〉 is a strictly decreasing sequence of cardinals.
3.5
3.6 Definition. 1) IND(〈Jε : ε < ε∗〉) (note that |Dom(Jε)| is not necessarily
increasing with ε) means that eac Jε is an ideal on Dom(Jε), say κε and
(∗) for every sequence 〈fε,u : ε < ε∗, u ⊆ ε∗\(ε + 1) finite〉 such that fε,u a
function from
∏
ζ∈u
κζ to Jε there is an increasing sequence ε0 < ε1 < . . . <
εn < . . . < ε
∗ (for n < ω) and αℓ ∈ κεℓ (for ℓ < ω) such that:
(∗∗) for ℓ < n < ω we have αℓ /∈ fεℓ,u(〈αεℓ+1 , . . . , αεn〉) for u = {αεℓ+1 , . . . , αεn}.
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2) IND+(〈Jε : ε < ε∗〉) means Jε is an ideal (on Dom(Jε) which is say κε) such
that:
(∗) for every sequence 〈fε,u : ε < ε∗, u ⊆ ε∗\(ε+ 1) finite〉 such that
fε,u :
∏
ζ∈u
κζ → Jε there is 〈αε : ε < ε
∗〉 ∈ Πκε such that
(∗∗) for ε < ε∗, u ⊆ ε∗\(ε+ 1) finite we have: αε /∈ fε,u(. . . , αζ , . . . )ζ∈u.
3) Let function 〈Jε : ε < ε
∗〉 be the set of f¯ as in (∗) of part (1), i.e. f¯ = 〈ε,u: ε < ε
∗
and u ⊆ ε∗\(ε+ 1) is finite〉 where fε,u ∈
∏
ζ∈u
κζ . We say for f¯ ∈ function〈Jε : ε <
ε∗〉, that ε¯ is candidate if ε¯ is an increasing sequence of length ω of ordinals < ε∗.
In this case we say that α¯ is (f¯ , ε¯)-free if α¯ ∈
∏
n,ω
Dom(Jεn) and the statement (∗∗)
of part (1) holds.
3.7 Observation. 1) If IND(J¯) where J¯ = 〈Jε : ε < ε∗〉 is as in 3.6, each Jε is
(|ε∗|ℵ0)+-complete, then for some ε0 < ε1 < . . . < ε∗ we have IND+(〈Jεn : n < ω〉).
2) If IND(J¯) where J¯ = 〈Jε : ε < ε∗〉 as in 3.6, each Jε is cov(|ε∗|, µ,ℵ1, 2)+-
complete then for some infinite u ∈ S<µ(ε∗) we have IND(J¯ ↾ u).
Before we prove 3.7
3.8 Conjecture. if IND(〈Jε : ε < ε∗〉), ε∗ < ω1 and each Jε is ℵ1-complete then for
some c.c.c. forcing P we have:
P “ for some ε0 < . . . < εn < εn+1 < . . . < ε
∗, IND(〈Jεn : n < ω〉)”.
3.9 Remark. In the proof of 3.7(2) it is enough to demand on P:
(∗) if ε0 < ε1 < . . . < εn < . . . < ε∗ (for n < ω) then for some b ∈ P,
(∃∞n)εn ∈ b
this seems to weaken cov(. . . ) but does not.
Proof of 3.7. 1) Similar to the proof of part (2), as cov(λ,ℵ1,ℵ2, 2) ≤ |ε∗|ℵ0 .
2) Let µ =: cov|ε∗, µ,ℵ1, 2) and let P ⊆ [ε∗]<µ be of cardinality µ exemplifying
its definition i.e. (∀a)[a ⊆ ε∗ & |a| = ℵ0 ⇒ (∃b ∈ P)[a ⊆ b]].
If for some b ∈ P, IND(J¯ ↾ u) hold then we are done. Otherwise for each b ∈ P,
we can find f¯ b = 〈f bε,u : ε ∈ b and b ⊆ u\(ε + 1) is finite〉 ∈ function(J ↾ u) such
that for no ε¯ = 〈εn : n < ω〉 strictly increasing sequence of ordinals from b and
αn ∈ Dom(Jεn) (for n < ω) do we have n < ω & u ⊆ {εn+1, εn+2, . . . } ⇒ αn /∈
f bε,u({αm : m ∈ u}). Let us define for ε < ε
∗ and u ⊆ ε∗\(ε + 1) finite a function
fu,ε from
∏
ζ∈u
Dom(Jζ) to Jε by:
(∗) if αζ ∈ Dom(Jζ) for ζ ∈ u then fζ,u(. . . , αζ , . . . )ζ∈u =⋃
{f bζ,u : ζ ∈ b and u ⊆ b and b ∈ P}.
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(As each Jζ is µ
+-complete (by assumption) Rang(fζ,u) ⊆ Jζ . As IND(〈Jε : ε <
ε∗〉) necessarily there is a strictly increasing 〈εn : n < ω〉, εn < ε∗, and αn ∈
Dom(Jεn) (for n < ω) such that:
(∗∗) n < ω, u ⊂ {εn+1, εn+2, . . . } finite, implies αn /∈ fεn,u(. . . , αm, . . . )εm∈u.
By the choice of P for some b ∈ P we have {εn : n < ω} ⊆ b, but then 〈(εn, αn) :
n < ω〉 contradict the choice of f¯ b = 〈f bζ,u : ζ ∈ b, u ⊆ b\(ζ + 1) finite〉. 3.7
3.10 Conclusion. 1) If IND+(〈In : n < ω〉) and Dom(In) = κn then
(a) the conclusion of 3.5 (i.e. ⊗3 there) fails, hence ⊗2 of 3.4 fails hence ⊗1 of
3.4 fails
(b) if λ >
∑
n<ω
κn, κn < cf(κn+1), then for every n large enough for no λi ∈
(
∑
n<ω
κn, λ) ∩ Reg (for i < κn) is
∏
i<κn
λi/Inλ-directed.
2) If we weaken the assumption to IND(〈In : n < ω〉) then in (b) we have just for
arbitrarily large n < ω.
Proof. 1) ?
(a) straight
(b) our problem is to get µ1, which is not serious.
2) Similarly. 3.10
3.11 Conclusion. 1) Assume 〈κε : ε < δ〉 is strictly increasing, |δ| ≤ σ < κ0, κ =∑
i<δ
κi and IND(κ, σ). If λ > κ then for every large enough ε < δ, there are no
λα ∈ (κ, λ) ∩ Reg for α < κε such that
∏
α<κε
λα/[κε]
≤σ is λ-directed recalling
[κε]
≤σ = {a ⊆ κε : |a| ≤ σ}.
2) If IND(κ), cf(κ) = ℵ0 = σ, κ =
∑
n<ω
κn, κn < κn+1 then the conclusion of 1)
holds.
3) If IND(κ, σ), δ = ω, κε = κ, then the conclusion of (1) holds.
4) If ε < λ0, 〈λε : ε < ε∗〉 is a strictly increasing sequence of regular cardinals, Jε is
an ideal on λε extending J
bd
λε
and we have IND(〈Jε : ε < ε∗〉) then for some ε′ ≤ ε∗,
cf(ε′) = ℵ0 and not only IND(〈Jε : ε′〉) but we can even demand ε′ =
⋃
n<ω
εn.
5) IND(〈λn : n < ω〉) iff IND+(〈[λn]≤λn−1 : n < ω〉) (stipulating λ−1 = ℵ0).
6) If IND0(λ, σ) then IND+(〈λ : n < ω〉).
Proof. Check.
3.12 Discussion: Let J¯ = 〈Jε : ε < ε
∗〉 and assume IND(J¯).
1) Note that if P is a θ-c.c. forcing notion, each Jε is θ-complete then for any
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f¯ = 〈fε,u : ε < ε∗, u ∈ [ε∗\(ε + 1)]<ℵ0〉 ∈ V P as in Definition 3.6 we can find
f¯ ′ = 〈f ′ε,u : ε < ε
∗, u ∈ [ε∗\(ε+ 1)]<ℵ0〉 ∈ V such that for every α¯ ∈
∏
ζ∈u
Dom(Jζ)
we have fε,u(α¯) ⊆ f ′ε,u(λ¯), so we can consider only f¯ ∈ V . For each such f¯ let
Af¯ = {v : for some strictly increasing sequence ε¯ = 〈εn : n < ω〉 of ordinals< ε
∗ and
α¯ ∈
∏
n<ω
Dom(Jεn) the conclusion (∗∗) of Definition 3.6 holds and v = {εℓ : ℓ < m}
for some m < ω}.
For g¯, f¯ ∈ function(J¯) where J¯ = 〈Jε : ε < ε∗〉, let g¯ ≤ f¯ iff for every ε < ε∗
and u ∈ [ε∗\(ε + 1)]<ℵ0 we have α¯ ∈
∏
ε∈u
Dom(Jε) ⇒ gε,u(α¯) ⊆ fε,u(α¯). Clearly
g¯ ≤ f¯ ⇒ Af¯ ⊆ Ag.
2) In V we can define a filter D on [
⋃
ε<ε∗
Dom(J¯ε)]
<ℵ0 :
A ∈ D iff for some f¯ ∈ function(〈Jε : ε < ε
∗〉) we have Af ⊆ A.
Now D ⊆ P([
⋃
ε<ε∗
Dom(Jε)]
<ℵ0) and D is upward closed trivially. Also D is closed
under intersection of countable many members if each Jn is ℵ1-closed (similarly σ-
closed) because if An ∈ D let f¯n ∈ function(J¯) be such that Af¯n ⊆ A. Now for
some g ∈ function(J)[n < ω ⇒ f¯n ⊆ g¯], hence Ag ⊆ Af¯n , so Ag¯ ⊆ An for n < ω
and obviously Ag¯ ∈ D. Lastly ∅ /∈ D as IND(J¯) holds.
3.13 Claim. Suppose for α < α∗, I¯α = 〈Iαn : n < ω〉, κ = sup{|Dom(I
α
n )| : α <
α∗}, IND+(〈Iαn : n < ω〉), and:
(∗) if α < α∗, fn : Dom(Iαn ) → Ord then for some n(∗) < ω, β < α
∗ and
ordinal γ
Iβ1+n
∼= Iαn(∗)+1+n ↾ {x ∈ Dom(I
α
n(∗)+1+n) : f1+n(x) > γ}
Iβ0 = I
α
n(∗) ↾ {x ∈ Dom(I
α
n(∗)) : f0(x) < γ}.
Then for no λ > κ and α < α∗ do we have for every n < ω:
x ∈ Dom(Iαn )⇒ λ
n
x ∈ (κ, λ) ∩ Reg and
∏
x∈ Dom(Iαn )
λnx/I
α
n is λ
+-directed.
Proof. No new point, like the proof of 2.6.
Remark. 1) This claim is used in the proof of 5.4.
2) If in 3.13, α∗ = 1 and Iαn+1 is λn-complete, λn > |Dom(I
α
ℓ ))| for ℓ < n then (∗)
there holds.
Question: If IND(λ, σ), cf(λ) = ℵ0 do we have IND(〈Jbdλn : n < ω〉) for some
λn = cf(λn) < λ, σ < λn?
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3.14 Claim. In 2.6(1) we can deduce even IND(〈Jbdθ : θ ∈ a〉).
Proof. Reread the proof of 2.6: let fu,ε be as in Definition 3.6, so without loss of
generality Rang(fε,u) ⊆ κε (as α = {β : β < α}) and M = (κ, κε, fu,ε)ε,u. Now
repeat the proof of 2.6. 3.14
Next we improve the ideals from “bounded” to “nonstationary”
3.15 Claim. 1) Assume λ > cf(λ), |a| < min(a) and λ = sup(a) and
rk′〈J<θ[a]:θ∈pcf(a)〉(a) ≥ |a|
+, σ∗ ∈ (|a|,min(a)) ∩ Reg, and
Iθ =: {S : S ⊆ θ and {δ ∈ S : cf(δ) = σ
∗} is not stationary}
then IND(〈Iθ : θ ∈ a〉).
2) Moreover for any sequence H¯ = 〈Hθ : θ ∈ a〉, where a ⊆ λ,Hθ a function from
[λ]<ℵ0 to Iθ and c, a ⊆ c ⊆ pcf(a), |c| < min(a) we can find α¯ = 〈ατ : τ ∈ a〉 ∈ Πa
such that defining for b ⊆ a
cℓH¯,α¯(b) = {τ ∈ a, ατ ∈ Hτ (α¯ ↾ e) for some finite e ⊆ b}
we have
(∗) θ ∈ c & b ∈ J<θ[a]⇒ cℓH¯,α¯(b) ∈ J<θ[a].
Proof. 1) We can prove it from part 2) exactly as in the proof of 2.6(1).
2) Let b¯ = 〈bθ[a] : θ ∈ pcf(a)〉 be a generating sequence for a, without loss of
generality max pcf(a) ∈ c and
[θ ∈ c\ max pcf(a)⇒ min(pcf(a)\θ+) ∈ c].
Before we continue, recall that we know:
3.16 Fact If |a| < min(a), a ⊆ Reg and 〈bσ[a] : σ ∈ pcf(a)〉 a generating sequence
for a then
(∗)a there is 〈f¯θ : θ ∈ pcf(a)〉 such that
(a) f¯θ = 〈fθα : α < θ〉 is <J<θ[a]-increasing
(b) f¯θ is cofinal in (Πa, <Jθ[a]) where Jθ[a] =: J<θ[a] + (a\bθ[a])
(c) if σ ∈ θ ∩ c, a < θ and b = bσ[a] then for some n < ω and αℓ < θℓ ≤ σ
(for ℓ ≤ n) we have fθδ ↾ b = (max{f
θℓ
αℓ
: ℓ < n}) ↾ b (the max is
pointwise)
(d) if δ < θ ∈ pcf(a), cf(δ) ∈ (|a|,min(a)) then for every τ ∈ a
fθδ (τ) = min{∪{f
θ
α(τ) : α ∈ C} : C a club of δ}
provided that the function defined satisfies condition (c) above
(exist by [Sh:g, Ch.VIII,§1] or [Sh 430, 6.7x] we choose by induction on θ).
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Let
Sgdθ =:
{
δ < θ : cf(δ) ∈ (|a|,min(a)), fθδ is a <Jbd
<θ
[a] -eub of f¯
θ ↾ δ and
{τ ∈ a : cf(fθα(τ)) = cf(δ)} = bθ[a] mod J<θ[a]
}
(alternatively use simultaneous witnesses for I[θ] as in [Sh 420, §1].
Note:
(∗)a (e) if Eτ is a club of τ for τ ∈ a and θ ∈ pcf(a) then for some club E
of θ:
δ ∈ E ∩ Sgdθ ⇒ {τ ∈ a : f
θ
δ (τ) ∈ Eτ} = a mod Jθ[a].
Let H¯ = 〈Hτ : τ ∈ a〉 be as in the claim, so Hτ is a function from [λ]<ℵ0 to Iτ .
Now for every θ ∈ pcf(a) and α < θ and τ ∈ a we define Aθ,τα = A
τ (fθα) ∈ Iτ as
⋃
{Hτ (u) : u ⊆ Rang(f
θ
α) is finite}
(as Iτ is τ -complete, τ > |a| = |{u : u ⊆ Rang(fθα) finite}|, really A
θ
α ∈ Iτ ).
Now for each α < θ ∈ pcf(a) and σ ∈ pcf(a) by (∗)a(e) applied with σ, 〈Aθ,τα :
τ ∈ a〉 here standing for θ, 〈Eτ : τ ∈ a〉 there, we get a club Cθ,σ,α of σ.
For each σ ∈ pcf(a) let Cσ =
⋂
θ∈c∩σ,α<θ
Cθ,σ,α (note: |c ∩ σ| < σ), so Cσ is a
club of σ. Lastly let σ∗ = cf(σ∗) ∈ (|a|,min(a)) and 〈Ni : i ≤ σ∗〉 be as in [Sh:g,
Ch.VIII,1.2,1.4], so
⊕1 Ni ≺ (H (χ),∈, <∗χ) is increasing continuous, for i ≤ σ
∗, ‖Ni‖ = σ∗,
〈Nj : j ≤ i〉 ∈ Ni+1.
Let αθ =: sup(Nσ∗ ∩ θ) for θ ∈ c; so αθ ∈ S
gd
θ for every θ ∈ c, and we shall show
that α¯ = 〈ατ : τ ∈ a〉 is as required.
For each σ, θ ∈ c, σ < θ we have: αθ ∈ Cθ hence αθ ∈ Cθ,σ,ασ hence
{τ ∈ a : fσασ(τ) ∈ τ\A
σ,τ
ασ
} = bτ [a] mod Jσ[a].
The rest should be clear. 3.15
We next point out another connection; if the rank is small and |pcf(a)| is large,
then we have a case of “Πd/S≤λ(d) has large true cofinality”.
3.17 Claim. If ζ > rk′(a, 〈J<θ[a] : θ ∈ pcf(a)〉) and λ¯ = 〈λε : ε ≤ ζ〉 is strictly
increasing and |pcf(a)| ≥ λζ then for some ε < ζ and c ⊆ a we have |pcf(c)| ≥ λε+1
and d ∈ J∗[pcf(c) ⇒ Πd/S≤λε(d) has the true cofinality which is max pcf(c).
Proof. If not, prove by induction on ε ≤ ζ that
(∗) if c ⊆ a, ε = rk′(c, 〈J<θ [a] : θ ∈ pcf(a)〉) then |pcf(c)| < λε+1.
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Let J0 = {d : d ⊆ c, ε > rk′(d, 〈J<θ[a] : θ ∈ pcf(a)〉)}. By the induction hypothesis
[d ∈ J0 ⇒ |pcf(d) ≤ λε]. Let J be the ideal on c which J0 generates. We have:
[d ∈ J ⇒ |pcf(d)| ≤ λε], so by the assumption toward contradiction c /∈ J . Let θ =
max pcf(c). So by the definition of rk′ : J<θ[c] ⊆ J . Hence (see [Sh:g, Ch.VIII,§3]
or [Sh:E11] for d ⊆ pcf(c), d ∈ J∗[pcf(a)] we have Πd/J∗<θ[pcf(c)] has the true
cofinality θ and J∗[pcf(a)] is generated by {pcf(b) : b ∈ J<θ[c]}. So the conclusion
holds. 3.17
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§4 Sticks and BA’s
4.1 Lemma. Assume θ ≤ µ < λ ≤ λ∗, J an ideal on θ and assume
⊗Jθ,µ,λ,λ∗ if n < ω, ai ∈ [Rang ∩ λ
+\µ+]n for i < θ then
{a ∈ J : max pcf(
⋃
i∈a
ai) ≤ λ
∗} is generated by ≤ µ sets.1
Then there is a set H such that
(a) H a set of partial functions from θ to [λ]≤µ
(b) |H | ≤ λ∗
(c) for every function g : θ → λ we can find h and a¯ = 〈ai : i < θ〉 such that
(i) ai is a finite set of regular cardinals from (θ, λ]
(ii) h is a function from θ to [λ]≤µ such that
∧
i
g(i) ∈ h(i)
(iii) for any n < ω and a ⊆ θ:
if (∀i ∈ a)[|ai| ≤ n] and max pcf(
⋃
i∈a
ai) ≤ λ
∗ then for some b satisfying
a ⊆ b ⊆ θ we have h ↾ b ∈ H.
Proof. Like [Sh 430, §2].
4.2 Remark. 1) But we can then change the bound (in clause (c)(ii)) to h(i) ∈ [λ]<µ.
Then ⊗θ,µ,λ,λ∗ is changed to
⊗′θ,µ,λ,λ∗ if n < ω, ai ∈ [Reg ∩ λ
+]n for i < θ then
{a ∈ J : for some µ0 < µ,max pcf(
⋃
i∈a
ai\µ
+
0 ) ≤ λ
∗}
is generated by < µ sets.
2) We can weaken ⊗ to
⊗Jθ,µ,λ,λ∗ if n < ω, ai ∈ [Reg ∩ λ
+]n for i < θ then
{a ∈ J : max pcf(
⋃
i<a
ai) ≤ λ
∗}
is generated (as an ideal) by some P ⊆ J such that
κ ∈
⋃
i<θ
ai ⇒ κ < {a ∈ P : κ ∈
∨
i∈a
ai}.
1see 4.2(3)
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3) Instead ⊗θ,µ,λ,λ∗ we can define a game
⊗θ,µ,λ,λ∗ [D] First player has no winning strategy in the game defined below
GM ′θ,µ,λ,λ∗ [D] The play lasts ω moves, in the n-th move:
first player chooses λ¯n = 〈λni : i ∈ An〉, A0 = θ,
∧
m<n
Am ⊆ An,
∧
m<n
∧
i∈An
λni <
λmi , λ
n
i = cf(λ
n
i ) ∈ (µ, λ] and
second player chooses an ideal Jn on An, Jn ⊆ {a ⊆ An : max pcf{λ
n
i : i ∈
a} ≤ λ∗}, Jn generated by ≤ θ sets.
In the end (clearly
⋂
n<ω
An = ∅) they produce the ideal J , the one generated
by {a ⊆ θ : for some n, a ⊆ An\An+1 and a ∈ Jn}.
Second player wins if J ∈ D.
4.3 Definition. Assume J¯ = 〈Jℓ : ℓ < 3〉, where J0 ⊆ J1 ⊆ J2 ⊆ P(θ), each Jℓ is
downward closed (usually is an ideal); we let J+ℓ =: P(θ)\Jℓ.
1) dcfJ¯(λ < µ) = min
{
|F :F is a family of functions each with domain from
J+1 and range included in [λ]
<µ such that:
(∗)F for every b ∈ J
+
2 and f ∈
bλ for some a ∈ J+1
and g ∈ F ∩ aλ we have (∀J0 i ∈ a)(i ∈ b & g(i) ∈ f(i))
i.e. {i : i ∈ a and i /∈ b ∨ g(i) /∈ f(i)} ∈ J0
}
2) ecfJ¯(λ < µ) = min
{
|F :F is a family of functions each with domain from
J+1 and range included in [λ]
<µ such that:
(∗)F for every b ∈ J
+
2 and f ∈
bλ for some a ∈ S+1
and g ∈ F ∩ αλ we have
(∃J0 i ∈ a)(i ∈ b & g(i) ∈ f(i))
i.e. {i : i ∈ a, i ∈ b and g(i) ∈ f(i)} /∈ J0
}
3) xcfJ¯ (λ,< µ
+) is written xcfJ¯(λ,≤ µ) or xcfJ¯(λ, µ). Also xcfJ¯ (λ, 1) is written
xcfJ¯(λ). Also xcf<[λ]<σ,[λ]<θ,[λ]<χ(λ,< µ) is written xcfχ,θ,σ(λ,< µ), etc.
4.4 Definition. •
λ,µ,θ
=: min{|P| : P ⊆ [λ]θ is such that for every A ∈ [λ]µ for
some a ∈ P we have a ⊆ A}. If µ = λ we may omit it. Let •
λ
mean •
λ,ℵ1
and
• = •
ℵ1
.
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4.5 Claim. 1) •
λ,µ,θ
= dcf〈{∅},[λ]<θ,[λ]<µ〉(λ) when θ ≤ µ ≤ λ.
2) ecfµ,θ,σ(λ, θ) = min{|P| : P ⊆ [λ]θ and for every A ∈ [λ]µ for some a ∈ P we
have |A ∩ a| ≥ σ}.
Now we can phrase the analog of 4.1 for dcf.
4.6 Lemma. Assume θ < µ < λ ≤ λ∗, J an ideal on θ and assume
⊗Jθ,µ,λ,λ∗ if n < ω, ai ∈ [Rang ∩ λ
+\µ+]n for i < θ then
{a ∈ J : max pcf
⋃
i∈a
ai ≤ λ
∗} is generated by ≤ µ sets.2
Then there is a set H such that
(a) H a st of partial functions from θ to [λ]≤µ
(b) |H | ≤ λ∗
(c) for every function g : θ → λ we can find h and a¯ = 〈ai : i < θ〉 such that
(i) ai is a finite set of regular cardinals from (µ, λ]
(ii) h is a function from θ to [λ]≤µ such that
∧
i
g(i) ∈ h(i)
(iii) for any n < ω and a ⊆ θ:
if (∀i ∈ a)[ai| ≤ n] and max pcf(
⋃
i∈a
ai) ≤ λ
∗ then for some b, a ⊆ b ⊆ θ
we have h ↾ b ∈ H.
4.7 Claim. Assume:
(∗)0 ℵ0 < ℵα(∗) ≤
• and: ℵα(∗) < ℵω2 or at least
cov(ℵα(∗),ℵ2,ℵ2,ℵ1) ≤
•
(∗)1 a ⊆ Reg ∩
•\ℵα(∗)+1 & |a| ≤ ℵ0 ⇒ |pcf(a)| ≤ ℵα(∗)
(∗)2 if λi ∈ (ℵ1,
•)∩ Reg for i < ω1 then for some a ∈ [ω1]ℵ1 , for every b ∈ [a]ℵ0
we have max pcf({λi : i ∈ b}) ≤
• then •• =
•.
4.8 Remark. 1) This means that the conclusion holds except when some dubious
statements on pcf, ones which have high consistency strength (or are inconsistent)
and • is somewhat large.
2) There are obvious monotonicity properties and ecfJ¯ (λ,< µ) ≤ dcfJ¯(λ,< µ).
Proof. Let θ = ℵ1, µ = ℵα(∗), λ =
•, λ∗ = •, J = [ω1]≤ℵ0 . Apply 4.2, more exactly
the variant 4.2(2). The assumption ⊗Jθ,µ,λ,λ = ⊗
J
ℵ1,ℵα(∗),
•
,
• holds by (∗)1. So
let H ⊆ {h : h : ℵ1 → [
•]µ}, |H | = λ∗ = λ be as in the conclusion there. Let
2see 4.2(3)
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χ = i+7 ,B ≺ (H (χ),∈, <
∗
χ), |B| = λ, λ + 1 ⊆ B, H ∈ B. We want to show P =
B∩[λ]ℵ0 exemplifies •
λ
= λ. So let g : θ → λ, so there are h, 〈〈λni : n < ni〉 : i < ω1〉,
as there. Let n∗ be such that B0 =: {i < ω1 : ni = n∗} is uncountable. By using
(∗)2 n times we can find an uncountable B ⊆ B0(⊆ ω1) such that
(∗) a ⊆ B & a ∈ J ⇒ max pcf{λni : n < n
∗, i ∈ a} ≤ λ.
So for every a ∈ [B]ℵ0 , for some b ∈ [ω1]ℵ0 we have a ⊆ b and h ↾ b ∈ H ⊆ B.
Let for a set b ∈ H(χ) of ordinals, fb be the <∗χ-first one- to-one function from
|b| onto b, let g′(i) = f−1
h(i)(g(i)), so g
′ is a function from θ = ℵ1 to µ = ℵα(∗)
(as |h(i)| ≤ µ). Now cov(ℵα(∗),ℵ2,ℵ2,ℵ1) ≤
• so cov(ℵα(∗),ℵ2,ℵ2,ℵ1) ≤ λ (the only
property of α(∗) we use) so there is P ′ ⊆ [ℵα(∗)]
≤ℵ1 , |P ′| ≤ λ exemplifying this
and without loss of generalityP ′ ⊆ B & P ′ ∈ B. So the set {g′(i) : i ∈ B}
is included in a countable union of members of P ′, so for some Y ∈ P ′ (so
Y ∈ [ℵα(∗)]
≤ℵ1 , Y ∈ B) we have B∗ =: {i ∈ B : g′(i) ∈ Y } is uncountable.
Define h′:
Dom(h′) = ω1, h
′(i) = {α ∈ h(i) : fh(i)(α) ∈ Y }.
So h′ is a function from ω1 to [λ]
≤ℵ1 (as |Y | ≤ ℵ1) and i ∈ B∗ ⇒ g(i) ∈ h′(i);
remember a ∈ [B∗]≤ℵ0 ⇒ (∃b)[a ⊆ b ⊆ ω1 & h ↾ b ∈ B].
Let Z =: {(i, f−1
h′(i)(g(i))) : i ∈ B}, it is a subset of ω1 × ω1 of cardinality λ, but
• = λ, λ+1 ⊆ B, so for some infinite z ∈ B, z ⊆ Z. Let z0 = {i < ω1 :
∨
j
(i, j) ∈ z},
so z0 ∈ B, z0 ∈ [ω1]ℵ0 and even z0 ⊆ B∗, hence h′ ↾ z0 ∈ B. So as h′ ↾ z0 ∈ B
and {(i, f−1
h′(i)(g(i))) : i ∈ z0} ∈ B also g ↾ z0 ∈ B, so Rang(g ↾ z0) ∈ B, so
Rang(g ↾ z0) ∈ P and we are done. 4.7
4.9 Definition.
St3λ,κ = min
{
|P| :(a) P ⊆ [λ]ℵ0
(b) (∀A ∈ [λ]κ)(∃b ∈ P)(b ∩A infinite)
(c) P is AD which means a 6= b ∈ P ⇒ a ∩ b finite
}
(main case κ = ℵ1).
4.10 Definition.
St4λ,κ = min
{
|P| :(a) P ⊆ [λ]ω
(b) (∀A ∈ [λ]κ)(∃b ∈ P)(b ∩ A infinite)
(c) sup{otp(a) : a ∈ P} < ω1
}
.
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4.11 Definition.
St5λ,κ = min
{
P :(a) P ⊆ [λ]ω
(b) (∀A ∈ [λ]κ)(∃b ∈ P)(b ∩A infinite)
(c) the BA of subsets of λ which P and the singletons
generate is superatomic of rank < ω1
}
.
4.12 Fact: dcfκ,ℵ0,ℵ0 ≤ St
ℓ
λ,κ.
∗ ∗ ∗
4.13 Claim. 1) Given λ ≥ κ = cf(κ) > ℵ0, the following cardinals are equivalent
for k < ω, k > 0:
(a) ecfκ,ℵ0,ℵ0(λ)
(b)k min{|F | :
(i) F is a family of partial functions f from λ to k
(ii) f ∈ F ⇒ |Dom f | = ℵ0,
(iii) f ∈ F , ℓ < k ⇒ f−1({ℓ}) is infinite
(iv) if 〈A0, . . . , Ak−1〉 are pairwise disjoint subsets of λ each of cardinality
κ then for some f ∈ F we have ℓ < k ⇒ f−1({ℓ}) ∩ Aℓ is infinite}
(c)k like (b)k replacing (iii), (iv) by
(iii)+ if 〈αε,ℓ : ε < κ, ℓ < k〉 is a sequence of ordinals, with no repetitions
then for infinitely many ε < κ, for some ℓ < k, f(αε,ℓ) = ℓ
(so αε,ℓ ∈ Dom(f)).
Proof. Let λbκ, λ
c
k be the cardinal from (b)k, (c)k respectively and λ
∗ the cardinal
from (a). Clearly λbk ≤ λ
b
k+1, λ
c
k ≤ λ
c
k+1, λ
b
k ≤ λ
c
k, λ
c
1 = λ
b
1 = λ
∗. So it suffices to
prove λck ≤ λ
∗, assume P exemplifies λ∗ = ecfκ,ℵ0,ℵ0(λ) by 4.5 (2). If λ
∗ ≥ 2ℵ0
let F ∗ = {f : for some a ∈ P, f is a function from a to k such that ℓ < k ⇒
|f−1({ℓ})| = ℵ0} clearly it exemplifies λck ≤ |F
∗| = 2ℵ0 × λ∗ = λ∗. So assume
λ∗ < 2ℵ0 , hence λ∗ < 2ℵ0 and let η¯ = 〈ηi : i < λ∗〉 be a sequence of pairwise
distinct members of ω2. Let g¯ = 〈gℓ : ℓ < k〉 be such that: gℓ : λ → λ and
(∀α0 . . . αk−1 < λ)(∃β < λ)[
∧
ℓ<k
gℓ(β) = αℓ]. Let P
′ = {ag¯ : a ∈ P} where
ag¯ = {gℓ(x) : ℓ < k, x ∈ a} and let F = {fb,h : b ∈ P and for some n we have
h ∈
n2)k and ℓ < k ⇒ |f−1b,h ({ℓ}) = ℵ0} where fb,h is the function with domain
bg¯, fb,h(i) = h(ηi ↾ n) where h ∈ (
n2)k.
Clearly F has the right cardinality and form. Let us show that it satisfies
the main requirement: let 〈A0, . . . , Ak−1〉 be a sequence of subsets of λ each of
cardinality κ. Let Aℓ = {γℓ,ε : ε < κ} (no repetition). Let γε < λ be such that
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∧
ℓ<k
gℓ(γε) = γℓ,ε. For each ε for some n(ε) we have: 〈ηγℓ,ε ↾ n(ε) : ℓ < k〉 is with no
repetitions. As κ = cf(κ) > ℵ0 without loss of generality for some ν¯ = 〈νℓ : ℓ < k〉
and n(∗) we have ε < κ ⇒ ηγℓ,ε ↾ n(∗) = νℓ, ε < κ ⇒ n(ε) = n(∗). Now by
the choice of P for some a ∈ P,W = {ε : γε ∈ a} is infinite. Let b = ag¯, let
h : n(∗)2→ k be such that h(νℓ) = ℓ, now fb,h ∈ F is as required. 4.13
4.14 Claim. Assume λn+1 ≥ ecfκ,ℵ0,ℵ0(λn,ℵ0) for n < ω, λ0 ≥ κ = cf(κ) > ℵ0.
Then there is a Boolean Algebra B of cardinality
∑
n<ω
λn into which the free Boolean
algebra generated by
∑
n<ω
λn elements can be embedded but such that there is no
homomorphism from B onto the free Boolean Algebra generated by κ elements.
4.15 Remark. 1) So we can find quite many pairs λ =
∑
n<ω
λn and κ as required
in 4.14 (or 4.15). E.g. any λ = λn > iω and large enough κ = cf(κ) ≤ iω is as
required by [Sh 460]; also λ = λn = ℵκ+4 > κ = cf(κ) > ℵ0 is as required by [Sh
400, §4].
2) On the problem see Fuchino, Shelah, Soukup [FShS 543], [FShS 544].
3) From the proof we can strengthen the last phrase in the conclusion to “no
homomorphism from B into Fr(κ) with range of cardinality κ”. Similarly in 4.17.
Proof. Let Fα = {fnα : α < λn+1} be as required in clause (b)2 of 4.13 (exists as
λn+1 ≥ ecfκ,ℵ0,ℵ0(λn)).
Remember the variety of Boolean rings has the operation x ∪ y, x ∩ y, x− y and
constant 0 (but no 1 and no −x), so any ideal of a Boolean algebra is a Boolean
ring and if the ideal is maximal, the Boolean algebra is definable in the Boolean
ring.
Let B0 be the Boolean ring freely generated by {x0i : i < λ0}. Let B1 be the
Boolean ring generated by B0 ∪ {x1i : i < λ1} freely except:
(a) the equations which holds in B0
(b) x12α ∩ x
0
i = 0 if f
n
α (i) = 0 (so i ∈ Dom(f
n
α ))
(c) x12α ∩ x
0
i = x
0
i if f
n
α (i) = 1 (so i ∈ Dom(f
n
α )).
(Why x12α and not x
1
α? to embed Fr(
∑
n<ω
λn) into the Boolean Algebra we are
constructing.)
Similarly let Bn+1 be the Boolean ring generated by Bn ∪ {xn+1α : α < λn+1}
freely except
(a) the equations which holds in Bn
(b) xn+12α ∩ x
n
i = 0 if f
n
α (i) = 0 (if i ∈ Dom(f
n
α ))
(c) xn+1α ∩ x
n
i = x
n
i if f
n
α (i) = 1 (if i ∈ Dom(f
n
α )).
Now Bω =
⋃
n<ω
Bn is a Boolean ring and let B be the Boolean algebra for which
Bω is a maximal ideal. Assume f is a homomorphism from B onto Fr(κ), the
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Boolean algebra freely generated say by {zi : i < κ}. Now B is generated by
{xnα : n < ω, α < λn}. So as f is onto, for some n, for every ζ < κ for some
α, f(xnα,σ0 ) /∈ 〈zε : ε < ζ〉Fr(κ). By the ∆-system lemma, we can find a stationary
S ⊆ κ, Boolean term σ1 = σ1(x0, . . . , xn(∗)−1),m(∗) < n(∗) ordinals ε(0) < . . . <
ε(m(∗) − 1) < min(S), and for each ζ ∈ S, ordinals ε(m(∗), ζ) < . . . < ε(n(∗) −
1, ζ) all in the interval [ζ,min(S\(ζ + 1))] and αζ < λn such that f(xnαζ ,σ) =
σ1(zε(0), . . . , zε(m(∗)−1), zε(m(∗),ζ), . . . , zε(n(∗)−1,ζ)), where all the n(∗) variables are
needed in the term σ1.
Let S = {ζ(i) : i < κ} with ζ(i) increasing in i, let f be the function f(αζ(2i+1)) =
1, f(αζ(2i)) = 0. So for some α < λn+1 for ℓ = 0, 1 the sets Wℓ =: {αζ(2i+ℓ) :
fnα (αζ(2i+ℓ)) = ℓ} are infinite. So z
∗ = f(xn+12α ) ∈ Fr(κ) satisfies
(∗)0 αζ ∈ W0 ⇒ Fr(κ) |= z∗ ∩ f(xnαζ ) = 0
(∗)1 αζ ∈ W1 ⇒ Fr(κ) |= z
∗ ∩ f(xnαζ ) = f(x
n
αζ
).
But for some finite u ⊆ κ, z∗ ∈ 〈zγ : γ ∈ u〉Fr(κ), so there is αζ(2i0) ∈W0, such that
u is disjiont to {ε(m(∗), ζ(2i0)), . . . , ε(n(∗)− 1, ζ(2i0+1))} and there is αζ(2i1+1) ∈
W1 such that u is disjoint to {ε(m(∗), ζ(2i1 + 1)), . . . , ε(n(∗)− 1, ζ(2i1 + 1))}. For
them (∗)0, (∗)1 gives a contradiction. So B is a Boolean algebra, of cardinality ≤ λ
(as it is generated by {xnα : α < λn, n < ω}), we can embed into it the free Boolean
algebra with λ generators {xn2α+1 : α < λn, n < ω}) with no homomorphism onto
the free Boolean algebra with κ generators. 4.14
4.16 Definition. Let Bfcfµ be the Boolean Algebra of finite and cofinite subsets
of µ.
4.17 Claim. Assume λn+1 ≥ ecfκ,ℵ0,ℵ0(λn,ℵ0), κ = cf(κ) > ℵ0 and λ =
∑
n
λn.
Then there is a Boolean Algebra B of cardinality λ into which Bfcfλ can be embedded
but such that there is no homomorphism from B onto Bfcfκ .
Proof. Let
Pn = {a
n
α : α < λn+1} ⊆ [λn]
ℵ0
exemplifies λn+1 ≥ ecfκ,ℵ0,ℵ0(λn,ℵ0) by 4.5(2). We define by induction on n a
countable subset xnα of n × λ for each α < λn. For n = 0 let x
0
α = {(0, α)}. For
n+ 1 let
xn+12α = {(n+ 1, 2α)} ∪
⋃
β∈anα
xnβ and x
2n
2α+1 = {(n+ 1, 2α+ 1)}.
Let B be the Boolean Algebra of subsets of ω×λ generated by {xnα : α < λn, n < ω}.
Clearly |B| ≤
∑
n
λn = λ, also {xn2α+1 : α < λ, n < ω} generate a subalgebra
isomorphic to Bfcfλ hence |B| ≥ λ (so |B| = λ) and B
fcf
λ can be embedded into B.
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Lastly, suppose g is a homomorphism from B onto Bfcfκ . Let zζ =: {ζ} ∈ B
fcf
κ .
For each ζ < κ for some n(ζ) < ω,α(ζ) < λn we have g(x
n(ζ)
α(ζ)) /∈ 〈zζ : ε < ζ〉Bfcfκ , so
for some stationary S ⊆ κ, [ζ ∈ S ⇒ n(ζ) = n(∗)]. If g(xnα) ∈ B
fcf
κ is infinite then
{g(x) : x ∈ B and g(x) ≤ g(xnα)} = {g(x∩x
n
α) : x ∈ B} is countable so g is not onto
B, a contradiction. So possibly shrinking S without loss of generality 〈g(x
n(∗)
α(ζ)) :
ζ ∈ S〉 is a ∆-system of finite subsets of κ with heart called w.
For some β < λn+1 the set u = {ζ ∈ S : α(ζ) ∈ a
n+1
β } is infinite, clearly
ζ ∈ u ⇒ xn
α(ζ) ≤ x
n+1
2β hence g(x
n(∗)
α(ζ)) ≤ g(a
n+1
2β ) hence g(x
n+1
2β ) is infinite hence it
is co-finite, contradicting an earier statement. 4.17
4.18 Definition.
St6λ,κ = min
{
λ∗ :there is P ⊆ [λ]ℵ0 such that
(i) P is ℵ2-free i.e. if ai ∈ P for i < i
∗ < ℵ2 are disjoint
then for some finite bi ⊆ ai, 〈ai\bi : i < i
∗〉
are pairwise disjoint
(ii) for every f : κ→ λ for some a ∈ P
(∃∞α < κ)(f(α) ∈ a)
}
.
4.19 Claim. Assume λn+1 ≤ St6λn,κ for n < ω, λ =
∑
n<ω
λn. Then there is a
Boolean Algebra B as in the previous claim which is superatomic.
Proof. Like the previous claim.
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§5 More on independence
5.1 Claim. If |pcf(a)| ≥ µ = cf(µ) > λ+ > |a|+, σ < λ and cf(χ) = µ, χ =
|χ ∩ pcf(a|, χ is Jbdλ -inaccessible, then for any χ0 < χ there is b ⊆ pcf σ-complete
(a) ∩ (χ0, χ)\λ, |b| < λ, such that pcfσ-complete(b) ∩ χ is unbounded in χ.
Proof. We use [Sh 430], 6.7F(5) (localization for pcfσ-complete), [Sh 420],§1. 5.1
5.2 Claim. Assume IND(〈Jbdλε : ε < ε(∗)〉) and λ =
∑
ε<ε(∗)
λε. If µ > λ and
θi ∈ Reg ∩µ\λ for i < λ, then for some ε we can find c ⊆ µ∩pcf{θi : i < λ}, |c| ≤ λ
and bτ ∈ J≤τ [{θi : i < λ}] for τ ∈ c such that
(∗) there is no a ∈ [λ]λε such that [τ ∈ c⇒ (∀|a|i ∈ a)θi /∈ bτ ]
((∀|a|i ∈ a) means: for all but < |a| members i of a).
Proof. Repeat the proof of ?.
—> scite{3.x} undefined
5.3 Remark. If we deal with a normal ideal it seems that, for a given χ ∈ acc(cℓ(pcf(a))),
we can get long intervals of λ with χ being Jbdλ -inaccessible.
5.4 Claim. 1) If IND(λ, κ), then for every a ⊆ Reg, λ ≤ |a| < min(a) for some
b ⊆ a, κ < |b| ≤ λ,Π(b)/[b]≤κ has true cofinality (so if λ is minimal for this κ, this
holds for any κ′ < λ).
2) If IND(〈Jbdλn : n < ω〉), λn < λn+1, λn regular, |a| < λ0, |a| < min(a) and
µ = sup
n<ω
min{|P| : P ⊆ [λn]
|a|+ and (∀A ∈ [λn]
λn)(∃B ∈ P)[B ⊆ A]}
then |pcf(a) ≤ µ.
3) Assume σ < θ < λn (n < ω). (We can guess filters: which are (< θ)-based.)
IND(〈Jn : n < ω〉), Jn an ideal on λn and µ satisfies:
∧
n
µ > κn and
(∗)µ,Jn there is a set E , |D | ≤ µ, each member of E is an ideal on some bounded
subset of κn such that:
⊗ if Y ∈ J+n (so Y ⊆ λn), and I is a (< θ)-based σ-complete ideal on Y
generated by ≤ µ sets then for some I ′ ∈ E , we have (Dom I ′)∩Y ∈ I+
and Dom(I ′)\Y ∈ I ′, I ′ ↾ (Y ∩ Dom(I ′)) ⊇ I ↾ (Y ∩ Dom(I ′)).
Then for a ⊆ Reg, (pcfσ-complete(a)) ≤ µ.
Proof. 1) Straight.
2) Suppose not. Let 〈τi+1 : i < µ+〉 be the first µ+ members of pcf(a) listed in
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increasing order. Let τδ =
⋃
i<δ
τ1+i for limit δ ≤ µ+. For each limit δ < µ+ for some
n = nδ < ω, τδ is {Jbdλn}-inaccessible (by 3.13?). So for some n(∗) < ω, {δ < µ
+ :
nδ = n(∗)} is stationary, hence
(∗) for no θα ∈ Reg ∩ τµ+ for α < λn(∗), do we have
∏
α<λn(∗)
θα/J
bd
λn(∗)
is τµ+ -directed.
By [Sh 420, §1] we can find 〈Cα : α ∈ S〉, S ⊆ µ+, Cα ⊆ α, otp(Cα) ≤ λn(∗), [β ∈
Cα ⇒ β ∈ S & Cβ = Cα ∩ β] and otp(Cα) = λn(∗) ⇒ α = sup(Cα) and
{α ∈ S : otp(Cα) = λn(∗)} is stationary. Now we imitate [Sh 400, §2].
3) Similar to 2). 5.4
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§6 Odds and ends
As in [Sh 430, §6] this section is dedicated to things I forgot to say. We repeat and
elaborate older things [Sh 430], ?, ?, ?, [Sh 410], 3.7.
—> scite{6.6D} undefined
—> scite{6.6E} undefined
—> scite{6.6F} undefined
6.1 Claim. Suppose D is a σ-complete filter on θ = cf(θ) such that [α < θ ⇒
θ\α ∈ D], σ is regular > κ+ + |α|κ for α < σ, and for each α < θ, β¯ = 〈βαǫ : ǫ < κ〉
is a sequence of ordinals. Then for every X ⊆ θ,X 6= ∅ mod D there is 〈β∗ǫ : ǫ < κ〉
(a sequence of ordinals) and w ⊆ κ such that:
(a) ǫ ∈ κ\w⇒ σ ≤ cf(β∗ǫ ) ≤ θ,
(b) B =: {α ∈ X : if ǫ ∈ w then Bαǫ = β
∗
ǫ and: if ǫ ∈ κ\w then β
α
ǫ is < β
∗
ǫ but
> sup{β∗ζ : ζ < κ, β
∗
ζ < β
∗
ǫ }} is 6= ∅ mod D
(c) if β′ǫ < β
∗
ǫ for ǫ ∈ κ\w then {α ∈ B : if ǫ ∈ κ\w then B
′
ǫ < β
α
ǫ } 6= ∅ mod D.
6.2 Remark. 1) Of course, we can replace κ by any set of this cardinality.
2) May look at [Sh 620], §7, there more is said concerning 6.1.
Proof. Let fα : κ→ Ord be fα(i) = βαi .
Let χ be large enough. We choose by induction on i < σ, a model Ni such that:
Ni ≺ (H (χ),∈, <∗χ);
‖Ni‖ ≤ 2
κ + |i|κ;
2κ ⊆ N0;
κ, σ, θ ∈ N0, 〈fα : α < θ〉 ∈ N0;
i < j ⇒ Ni ≺ Nj ;
〈Nj : j ≤ i〉 ∈ Ni+1;
Ni increasing continuous.
Let δi =: min(∩{B : B ∈ Ni ∩ D}), now δi is well defined (as D is σ-complete
and σ > 2κ + |i|κ ≥ ‖Ni‖, hence the intersection is in D). Now δi ≥ sup(θ ∩Ni).
As α ∈ θ ∩ Ni ⇒ θ\α ∈ D ∩ Ni and as δi ∈ Ni+1 (as {Ni, D, θ} ∈ Ni+1) clearly
〈δi : i < σ〉 is strictly increasing continuous. We define for i < σ, a function gi ∈ κχ
by
gi(ζ) = min(Ni ∩ χ\fδi(ζ))
(it is well defined as
⋃
α<θ
(fα(i)+1) ∈ N0 ≺ Ni). Clearly E =: {α < σ : Nα∩σ = α}
is a club of σ, and as (∀α < σ)[|α|κ < σ] clearly α < β ∈ E & a ⊆ Nα & |a| ≤
κ ⇒ a ∈ Nβ . Now i ∈ E, cf(i) = κ+ implies Ni =
⋃
j<i
Nj and Rang(gi) ⊆
⋃
j<i
Nj
hence
∨
j<i
[Rang(gi) ⊆ Nj]; but by the previous sentence every subset of Nj of
cardinality ≤ κ belongs to Ni, hence gi ∈
⋃
j<i
Nj. So by Fodor Lemma for some
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stationary subset S of {i ∈ E : cf(i) = κ+} and some g∗ : κ→ σ and some u ⊆ κ and
some i(∗) < σ we have: [i ∈ S ⇒ gi = g∗], (∀i ∈ S)(∀ζ < κ)[fδi(ζ) = g
∗(ζ)⇔ ζ /∈ u]
and g∗ ∈ Ni(∗); note u ∈ N0 ⊆ Ni(∗) as u ⊆ κ and we can assume i(∗) < min(S)
and i(∗) ∈ E.
Let w =: κ\u, β∗i =: g
∗(i) for i < κ now we show that w, 〈β∗i : i < κ〉 are as
required.
Clause (b):
The set B is defined from: 〈B∗i : i < κ〉 and w and f¯ = 〈fα : α < θ〉. As all of
them belong to Ni(∗) clearly B ∈ Ni(∗), so if B = ∅ mod D then (θ\B) ∈ D ∩Ni(∗)
hence ζ ∈ S ⇒ δζ ∈ θ\B ⇒ δζ /∈ B; but δζ ∈ B by the definition of B, g∗, gζ , S.
Clause (a):
If ǫ ∈ κ\w, cf(β∗ǫ ) > θ then γ
∗
ǫ =: sup{fα(ǫ) : α < θ, fα(ǫ) < β
∗
ǫ } is < β
∗
ǫ and it
belongs to Ni(∗) (as ǫ, 〈fα : α < λ〉 and β
∗
ǫ belongs to Ni(∗)) and for any ζ ∈ S we
get a contradiction to to gζ(ǫ) = β
∗
ζ .
Clearly ζ ∈ κ\w ⇒ cf[g∗(ζ)] ≥ σ (otherwise g∗(ζ) = sup(Ni ∩ g∗(ζ)) (as Ni ≺
(H (χ),∈, <∗χ) and Ni(∗) ∩ σ = i(∗) because i(∗) ∈ E) and easy contradiction.
Clause (c):
If there is β¯′ = 〈β′ǫ ∈ u〉 contradicting clause (c), then there is such a sequence
defined from B, 〈fα : α < θ〉, d, w, 〈β∗i : i < κ〉, just use the <
∗
χ-first one, hence
without loss of generality β¯′ ∈ Ni(∗), so for any ζ ∈ S we get a contradiction. 6.1
6.3 Observation. If |a| < min(a), H ⊆ Πa, |H | = θ = cf(θ) /∈ pcf(a) and also
θ > sup(θ ∩ pcf(a)) then for some g ∈ Πa, the set Hg =: {f ∈ H : g < g} has
cardinality θ; in face H is the union of ≤ sup(θ ∩ pcf(a)) sets of the form Hg.
[Why? This is as Πa/J<θ[a] is min(pcfa)\θ)-directed and the ideal J<θ[a] is gener-
ated by < θ sets.
In details, let 〈bσ[a] : σ ∈ pcf(a)〉 be a generating sequence for a (exists by [Sh:g,
Ch.VIII], 2.6).
For σ ∈ pcf(a) let fσα ∈ Π(a) for α < σ be such that 〈f
σ
α : α < σ〉 is <Jθ[a]-
increasing and cofinal and moreover {fσα ↾ bσ[a] : α < σ} is cofinal in Πbσ[a] (where
Jσ[a] = J<σ[a] + bσ[a]), exists as (Πbσ, [a], <) has cofinality σ by [Sh:g, Ch.II], 3.1.
Now as Πa/J<θ[a] is min(pcf(a)\θ
+)-directed (as J<θ[a] = J<θ+ [a] = J<min(pcf(a)\θ+)[a]
and by [Sh:g, Ch.I], 1.5) there is g ∈ Πa such that: h ∈ H ⇒ h > g mod J<θ[a];
hence for each h ∈ F for some finite Θ(h) ⊆ θ ∩ pcf(a) we have
{σ ∈ a : h(σ) ≥ g(σ)} ⊆
⋃
{bσ[a] : σ ∈ Θ(h)}.
Also for every σ ∈ pcf(a) we can find ασ(h) (for σ ∈ pcf(a), h ∈ H) such that
h ↾ bσ[a] < f
σ
ασ(h)
↾ bσ[a]. So h < max({g, fσασ(h) : σ ∈ Θ(h)}). Let
G =:
{
max{g, fσ1α1 , . . . , f
σn
αn
} :n < ω, {σ1, . . . , σn} ⊆ θ ∩ pcf(a)
and α1 < σ1, . . . , αn < σn
}
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it has cardinality ≤ ℵ0+sup(θ∩ pcf(a) < θ and θ = cf(θ) = |H | and ∀h ∈ H∃g′ ∈
G(h < g).
So for some g∗ ∈ G the set {h ∈ H : h < g∗} has cardinality θ as required.] 6.3
We comment to [Sh 410], 3.7 (which solve a problem from Gerlits Hajnal Szent-
miklossy [GHS]).
6.4 Claim. 1) Suppose γ∗ and i∗ = i(∗) are ordinals and χ¯ = 〈χi : i < i∗〉 is a
sequence of infinite cardinals; so of course we can find n, w¯ = 〈wℓ : ℓ < n〉, κ¯ = 〈κℓ :
ℓ < n〉, σ¯ = 〈σℓ : ℓ < n〉 such that w¯ is a partition of i∗, |wℓ| = κℓ,
∧
i∈wℓ
χi ≤ σℓ, and
(∀χ < σℓ)(∃
κℓ i)(i ∈ wℓ & χ < χi ≤ σℓ)
and κ¯ is strictly increasing, σ¯ is strictly decreasing, in fact w¯, κ¯, σ¯ are unique. Then
the following are equivalent
(A)χ¯,γ∗ there are fα ∈
∏
i<i(∗)
χi for α < γ
∗ satisfying α < β ⇒ (∃i < i∗)[fα(i) >
fβ(i)]
(B)χ¯,γ∗ for some ℓ < n we have: 2
κℓ ≥ |γ∗| or for every regular µ1 ∈ (γ∗ + 1)\σ
+
ℓ
for some singular λ∗ ≤ σℓ we have
(∗) cf(λ∗) ≤ κℓ, λ∗ > 2κℓ and pp+(λ∗) > µ1
2) If
⊗ (∀µ1)(µ1 = cf(µ1) ≤ |γ∗| → (∃µ2)[µ2 = cf(µ2) & µ1 ≤ µ2 ≤ |γ∗| &
(∀α < µ2)|α|
ℵ0 < µ2]),
then in part (1), (B)χ¯,γ∗ the demand (∗) on λ∗ can be replaced by
(∗)′ cf(λ∗) ≤ κℓ, λ∗ > 2κℓ and (∀µ < λ∗)(µκℓ < λ∗).
Now we call it (B)′χ¯,γ∗ (so if ⊗ then (A)χ¯,γ∗ ⇔ (B)χ¯,γ∗ ⇔ (B)
′
χ¯,γ∗).
3) If ⊗ from part (2) holds, then also (A)χ¯,γ∗ ⇔ (B)′′χ¯,γ∗ ⇔ (B)
+
χ¯,γ∗ where
(B)′′c¯hi,γ∗ |γ
∗| ≤ max
ℓ<n
(σℓ)
κℓ
(B)∗ for some ℓ < n we have: 2κℓ ≥ |γ∗| or for every regular µ1 ∈ (γ∗ + 1)\σ
+
ℓ
for some singular λ∗ we have
(∗)+ cf(λ∗) ≤ κℓ, λ∗ > 2κℓ and (∀µ < λ∗)(µκℓ < λ∗) and pp+(λ∗) > µ1.
4) In part (2), (3) instead ⊗ we may let λ0 = max{2
κℓ : ℓ < n}, λ1 = |γ
∗|, demand
⊕λ0,λ1 if λ0 < µ ≤ λ1, cf(µ) = ℵ0 and (∀λ < µ)(|λ|
ℵ0 < µ) then pp(µ) =+ µℵ0 .
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Remark. 1) On ⊕λ0,λ1 from 6.4(4), see [Sh 430],§1.
2) Note that we could in 6.4(1) demand
(∀χ < σℓ)(∃
κℓ i)(i ∈ wℓ & χ ≤ χ1 < σℓ)
and can allow χi (hence σi) to be any ordinal, and even let κi be ordinal so the
demand is (∀α < σℓ)[κℓ = otp{i ∈ wℓ : α ≤ χi < σℓ}]. This causes no serious
change.
Proof. 1) (B)χ¯,γ∗ ⇒ (A)χ¯,γ∗ .
Let ℓ < n exemplifies (B)χ¯,γ∗ so there are f
′
α ∈
κℓ)(σℓ) for α < γ
∗ such that
α < β < γ∗ ⇒ (∃j < κℓ)[f ′α(j) > g
′
β(j)].
[Why? Easy by cases.]
Let h : wℓ → κℓ be such that:
(∀j < κℓ)(∀σ < σℓ)(∃
κℓ i)[i ∈ wℓ & σ < χi ≤ σℓ & h(i) = j].
Let fα ∈
∏
i<i(∗)
χi be: fα(i) = f
′
α(h(i)) if i ∈ wℓ, f
′
α(h(i)) < χi and fα(i) = 0
otherwise; so if α < β < γ∗ then for some j < κℓ, f
′
α(j) < f
′
β(j) < σℓ so for some
i ∈ wℓ we have: h(i) = j & χi > f
′
β(j). So fα(i) = f
′
α(j) < f
′
β(j) < fβ(i) as
required.
(A)χ¯,γ∗ ⇒ (B)χ¯,γ∗
Assume this fails, note that clearly γ1 < γ2 & (A)χ¯,γ2 ⇒ (A)χ¯,γ1 and γ1 <
γ2 & (B)χ¯,γ2 ⇒ (B)χ¯,γ1 .Without loss of generality γ
∗ is minimal (for our c¯hi) for
which this fails; so γ∗ is minimal such that (B)χ¯,γ∗ fails inspecting (B)χ¯,γ∗ as n is
finite, clearly γ∗ is a regular cardinal, call it θ. By renaming we can assume that
i∗ is a cardinal. Now let 〈fα : α < θ〉 exemplifies (A)χ¯,θ; now apply 6.1 above with
i∗, 〈fα : α < θ〉, Dcbθ the filter of cobounded subsets of θ,max
ℓ<n
(2κℓ)+ = (2|i
∗|)+ here
standing for κ, 〈〈βαi : i < κ〉 : α < θ〉 , D, σ there.
So we get w, 〈β∗i : i < i
∗〉, B as there, and let a = {cf(β∗i ) : i ∈ i
∗\w}, so
a ⊆ Reg ∩ (max
ℓ<n
σℓ)\(2|i
∗|)+ (see clause (a) of 6.1) and |a| ≤ |i∗|. Now if θ ≤
max pcf(a) then for some ℓ, θ ≤ max pcf{cf(β∗i ) : i ∈ wℓ\w}, and so (B)χ¯,θ
does not fail, contradicting an earlier assumption. So θ > max pcf(a), so there
is a cofinal H ⊆
∏
i∈(i∗\w)
β∗i of cofinality < θ, so there are hα ∈ H such that
fα ↾ (i
∗\w) < hα but |B| = θ > |H | (by the choice of Dcbθ as D) so for some h
∗ ∈ H
the set B1 = {α ∈ B : hα = h∗} is unbounded in θ. By clause (c) of the conclusion
of 6.1 for some α ∈ B we have i ∈ i∗\w ⇒ h∗(i) < fα(i). Choose β ∈ B1\(α+ 1),
so α < β are in B, hence fα ↾ w = fβ ↾ w and i ∈ i∗\w ⇒ fβ(i) < h∗(i) < fα(i), so∧
i
fβ(i) ≤ fα(i), a contradiction to 〈fγ : γ < θ〉 exemplifies (A)χ¯,θ.
2), 3) Clearly (B)+χ¯,γ∗ ⇒ (B)χ¯,γ∗ ⇒ (B)
′′
χ¯,γ∗ by checking. So we should just prove:
(B)′′χ¯,γ∗ ⇒ (B)
′
χ¯,γ∗
We can assume |γ∗| > 2κℓ for ℓ < n (otherwise the conclusion is trivial). We know
by (B)′′χ¯,γ∗ that for some ℓ, (σℓ)
κℓ ≥ |γ∗|. Let us check now (B)′χ¯,γ∗ so let a regular
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µ1 ∈ (γ∗ + 1)\σ
+
ℓ be given. So (σℓ)
κℓ ≥ |γ∗| ≥ µ1 hence λ =: min{λ : λκℓ ≥ µ1} is
≤ σℓ but is > 2κℓ , hence it is singular, cf(λ) ≤ κℓ and (∀α < λ)(|α|κℓ < λ), i.e. as
required in (∗)′.
(B)′χ¯,γ∗ ⇒ (B)
+
χ¯,γ∗
Again we can assume |γ∗| > 2κℓ for ℓ < n. Let us check (B)χ¯,γ∗ , so let a
regular µ1 ∈ (γ∗ + 1)\σ
+
ℓ be given. As we are assuming ⊗ from 6.4(2) there
is µ2 ∈ Reg ∩ (γ∗ + 1)\µ1 such that (∀α < µ2)(|α|ℵ0 < µ2). Apply (B)′χ,γ∗
for µ2 and get λ
∗
2 as in (∗) for µ2 instead of µ1. Clearly (λ
∗
2)
κℓ ≥ µ2 and let
λ∗ = min{λ : λκℓ ≥ µ2}, so λ∗ ≤ λ∗2 ≤ σℓ, λ
∗ > 2κℓ and (∀µ < λ∗)[µκℓ < λ∗], and
clearly cf(λ∗) ≤ κℓ, so (λ
∗)κℓ = (λ∗)cf(λ).
By the choice of µ2 necessarily cf(λ
∗) > ℵ0 (otherwise µ2 ≤ (λ∗)κℓ = (λ∗)ℵ0 <
µ2). By [Sh:g], (see 6.5 below), pp(λ
∗) =+ (λ∗)cf(λ
∗) = (λ∗)κ as required in (∗)+.
4) The only place we use was in choosing µ2 in the proof of (B)
′
χ¯,γ∗ ⇒ (B)
+
χ¯,γ∗ and
the use of its property is to show cf(λ∗) > ℵ0 (to be able to use [Sh:g, Ch.VIII],§1)
but we can use instead ⊕λ0,λ1 . 6.4
Remember that by [Sh:g]:
6.5 Observation. If µ is singular, cf(µ) > ℵ0 and α < µ ⇒ |α|
cf(µ) < µ then
µcf(µ) = pp(µ).
Proof. By [Sh 430], 3.5, [Sh:g, CH.VIII], 1.8, [Sh:g, Ch.II], ?. 6.5
—> scite{5.6} undefined
6.6 Definition. 1) For F ⊆ δOrd, we say F is freeℓ when we can find ζf < δ for
f ∈ F such that:
(a) if ℓ = 1 then
f 6= g ∈ F, ζ = max{ζf , ζg} ⇒ f ↾ ζ 6= g ↾ ζ
(b) if ℓ = 2 then
f 6= g ∈ F, δ > ζ ≥ max{ζf , ζg} ⇒ f(ζ) 6= g(ζ)
(c) if ℓ = 3 then
f 6= g ∈ F, δ > ζ > ε = max{ζf , ζg}, f(ε) ≤ g(ε)⇒ f(ζ) ≤ g(ζ)
(d) if ℓ = 4 then for f, g ∈ F, f ≤ g (i.e.
ζ < δ ⇒ f(ζ) ≤ g(ζ)) or g ≤ f
(e) if ℓ = 5 then for some ζ and h we have
f ∈ F ⇒ f ↾ ζ = h
{f(ζ) : f ∈ F} is with no repetition.
2) Let freeℓ,m means freeℓ and freem. For J an ideal on δ we write J-freeℓ if ζf < δ
is replaced by sf ∈ J .
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6.7 Definition. For F ⊆ δOrd:
1) We say F is µ-freex if every F ′ ∈ [F ]µ is freex.
2) We say F is (µ, κ)-freex if every F ′ ∈ [F ]µ there is F ′′ ∈ [F ′]κ which is freex.
6.8 Fact: 1) “F is freeℓ implies F is freem” when (ℓ,m) is one of (2,1), (4,3), (5,1).
2) Similarly for µ-freex and (µ, κ)-freex.
Proof. Straight.
On 6.9 see [Sh:g, Ch.II],§1, [Sh:g, Ch.II],§3, [Sh 282], [Sh:g, Ch.II], 4.10, Shelah
Zapletal [ShZa 561].
6.9 Claim. 1) If Jbdδ ⊆ J, J an ideal on δ,
∏
i<δ
λi/J is λ
+-directed, 〈λi : i < δ〉
an increasing sequence of regulars > δ with limit µ, µ < λ = cf(λ), then there are
regulars λ′i < λi with tlim(λ
′
i) = µ and fα ∈ Πλ
′
i for α < λ such that 〈fα : α < λ〉
is <J -increasing cofinal in
∏
i<δ
λ′i and {fα : α < λ} is µ
+ − J-free.
2) Assume a is a set of regular > |a| with no last element, J an ideal on a extending
Jbd
a
and c = {θ ∈ a : θ > max pcf(θ ∩ a)} and λ = max pcf(a). Then there is
〈fα : α < λ〉 cofinal in Πa, <J -increasing, such that:
(∗) if θ ∈ c then {fα ↾ (θ ∩ a) : α < λ} has cardinality < θ.
3) If µ > µ0 ≥ κ ≥ cf(µ), λ = µ+ (or just µ < λ = cf(λ) < pp+κ (µ) then for some
a ⊆ (µ0, µ) ∩ Reg, |a| ≤ κ, [θ ∈ a ⇒ max pcf(θ ∩ a) < θ] and λ = max pcf(a) (if
[α < µ ⇒ |α|κ < µ] we can have µ = sup(a), otp(a) = cf(µ) (so part (2) is not
empty)).
4) If J is an ideal on a, 〈fα : α < λ〉 is <J -increasing <J -cofinal in Πa and J is
generated by < min(a) sets (as an ideal) then every A ∈ [λ]λ for some d ∈ J we
have: for every g ∈ Πa for λ ordinals α ∈ A, g ↾ (a\d) < fα ↾ (a\d). Hence f¯ is
(λ,min(a)− J-free {2,3}.
5) Assuming |a| < min(a), λ = tcf(Πa, <Jbd
a
), c = {θ ∈ a : max pcf(θ ∩ a)} is
unbounded in a and 〈fα : α < λ〉 as in part 2. Then not only for each θ ∈ a is
{fα : α < λ}, (λ, θ)-free{2,3}, but for any A ∈ [λ]λ for every large enough θ ∈ c there
is B ∈ [A]θ such that 〈fα ↾ (θ ∩ a) : α ∈ B〉 is constant and 〈fα ↾ (a\θ) : α ∈ B〉 is
strictly increasing.
6) Assume λ = tcf(Πa, <J), J
bd
a ⊆ J, λ > µ = sup(a) and 〈fα : α ∈ λ〉 is <J -
increasing and <J -cofinal
(a) if κ ≤ µ+ and3 {δ < λ : cf(δ) < κ} ∈ I[λ], then for some A ∈ [λ]λ we have
{fα : α ∈ A} is µ-free1, also we can find f¯ = 〈fα : α < λ〉 as above with
A = λ, such that f¯ is b continuous (see [Sh:g, Ch.I,§3])
(b) if κ = cf(κ) < µ+ and {δ < λ : cf(δ) < κ} we get similar results for
(κ, κ)-free1.
3note: if λ is a successor of regular > κ+ then this holds
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7) Assume 〈µi : i ≤ κ〉 is an increasing continuous sequence of singulars > κ, κ =
cf(κ) > ℵ0, θ ∈ Reg ∩ µ0\κ+ and4 δ < µ
+
i : cf(δ) = θ} ∈ I[µ
+
i ] for i ≤ κ and
ppκ(µi) < µ
+
i+1 for each i ≤ κ. Then <JbdC -increasing and cofinal and is (θ, θ)-free
1.
If we demand in addition {δ < µ+i : cf(δ) ≤ θ} ∈ I[µ
+
i ] then F is θ
+-free 1.
Proof. 1) By [Sh:g, Ch.II],§1.
2) By [Sh:g, Ch.II], 3.5.
3) By [Sh:g, Ch.II],§3.
4) Can prove as in [Sh 282]. Or as in 6.1, as below.
Let A ∈ [λ]λ and let {dζ : ζ < ζ∗} ⊆ J be a family generating J closed under
finite union such that ζ∗ < λ0. We shall prove that for some ζ < ζ
∗ we have
(∀g ∈ Πa)(∃λα ∈ A)(g ↾ (a\dζ) < fα ↾ (a\dζ)). If not, for each ζ < ζ∗ some
gζ ∈ Πa and αζ < λ exemplifies it, i.e. α ∈ A\αζ ⇒ ¬(g ↾ (a\dζ) < fα ↾ (a\dζ)).
So defined by the function g ∈ Πa, g(θ) =: sup[{gζ(θ) : ζ < ζ∗} ∪ {fα∗(θ) + 1}] is
well defined and let α∗ = sup{αζ : ζ < ζ∗} < λ. Now {fα : α < λ} is <J -increasing
and <J -cofinal in Πa so for some α ∈ A\(α
∗ + 1), g <J fα, so for some ζ < ζ
∗ we
have {θ ∈ a : ¬(g(θ) < fα(θ))} ⊆ dζ , so for dζ , the pair (gζ , αζ) is not as required,
a contradiction.
5), 6, 7) Left to the reader. 6.9
6.10 Definition. We say (Πa, <J) is X-free
y if there is a <J -increasing <J -cofinal
〈fα : α < λ〉 from Πa which is y-freex.
6.11 Fact: If y ∈ {1, 2, 3, {2, 3}}, x ∈ {µ− J, (µ, θ)− J} and (Πa, <J) is x-freey and
〈fα : α < λ〉 is <J -increasing <J -cofinal in Πa then for some A ∈ [λ]
λ we have
{fα : α ∈ A} is x-freey.
Proof. Straight.
6.12 Question: Let µ > κ ≥ cf(µ). For how many a ⊆ Reg ∩ µ, µ = sup(a), Jbd
a
⊆
J, J an ideal on a, λ = tcf(Πa, <J), is (Πa, <J) not µ-free?
The proof of [Sh:g, Ch.IX], 3.5 has a gap (in the reference to [Sh:g, Ch.IX], ?).
—> scite{3.3A} undefined
What we know is only
6.13 Lemma. 1) Assume cf(λ) ∈ [σ, θ), λ > θ > cf(λ) ≥ σ = cf(σ) > ℵ0. Then
cov(λ, λ, θ, σ) =+ sup{pcfΓ(θ,σ),Jbd
a
(a) : a ⊆ Reg ∩ λ, λ = sup(a), |a| < min(a)}
where
pcfΓ(θ,σ),J(a) =
{
tcf(Πa, <I) :I an ideal on a extending J, tcf(Πa, <I) well defined,
I is σ-complete and for some b ∈ I, |a\b| < θ
}
4note: if λ is a successor of a regular > κ+ then this holds
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(the =+ means that if the left side is regular then the supremum in the right side
is obtained).
2) If in addition (∀µ < λ)(cov(µ, θ, θ, σ) < λ), (θ, σ regular) then
cov(λ, λ, θ, σ) =+ ppΓ(θ,σ)(λ).
3) So for Y = Yµ, Eq = Eqµ be as in [Sh 420, §3- §5], cf(µ) = σ > ℵ0 for simplic-
ity, µ > θ > cf(µ).
If a ⊆ Reg \µ, |a| < µ, |a| < min(a), λ inaccessible, J = Jbda , λ = sup pcfΓ(θ,σ),Jbd(a),
then we can find e ∈ Eq, λ¯ = 〈λx : x ∈ Yµ/e〉 and D ∈ FIL(Yµ) such that:
λ = tcf(Πλ¯/D)
limD(λ¯) = µ
λx = cf(λx).
Proof. As in [Sh 410],§1 (replacing normal by σ-complete) or make the following
changes in the proof of [Sh:g, Ch.IX], 3.5: ‖Nxk ‖ = µk, µk + 1 ⊆ N
x
k .
6.14 Claim. 1) Assume
(i) λ is inaccessible
(ii) |a|+ < min(a), µ =: sup(a) < λ
(iii) R ⊆ λ ∩ Reg \µ, |R| = λ,
(iv) for τ ∈ R, bτ ⊆ a, sup(bτ ) = µ, Jτ an ideal on bθ including Jbdbθ , τ =
tcf(Πbθ, <Jθ).
Then for some 〈λθ : θ ∈ a〉 we have
(a) λθ = cf(λθ) < θ, λθ > |a|
(b) limJτλθ = µ
(c) λ = tcf(
∏
θ∈a
λθ, <J<λ[a])
(d) {min pcfJτ (
∏
θ∈bτ
λθ, <Jτ ) : τ ∈ R} is unbounded in λ.
So a′ =: {λθ : θ ∈ a} satisfies (ii), (iii), (iv) and
(i)− |a′|+ < min(a′) instead
(i) |a|+ < min(a), immaterial and
(v) max pcf(a′) = λ.
2) Assume (i)−, (ii), (iii), (iv), (v) are satisfied by a, R, bτ , Jτ . Then for some fτ ∈
Πbτ for τ ∈ R we have:
(∗) for every g ∈ Πa for some τ, g ↾ bτ <Jτ fτ .
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Proof. 1) By [Sh:g, Ch.II], ? we can find 〈λθ : θ ∈ a〉 satisfying (a), (b), (c). If
—> scite{1.5A} undefined
(d) fails choose for each τ ∈ R, b′τ ∈ J
+
τ such that χτ = tcf(
∏
θ∈b′τ
λθ, <Jτ↾b′τ
) is well
defined and equal to min pcfJτ (
∏
θ∈bτ
λθ, <Jτ ). So {χτ : τ ∈ R} is unbounded in λ
hence for some χ,R′ = {τ ∈ R : χτ = χ} is unbounded in λ. Hence we can find
ζ∗ < |a|+ and τζ ∈ R′ for ζ < ζ∗ such that λ ≤ max pcf{τζ : ζ < ζ∗} (choose by
induction on ζ < |a|+, τζ ∈ R′, τζ > max pcf{τε : ε < ζ} and use localization). Let
Dζ be an ultrafilter on a, b
′
τζ
∈ Dτ , Jτζ ∩D = ∅, so tcf(Πa, <Dζ ) = τζ , and E is an
ultrafilter on {τζ : ζ < ζ∗} such that tcf(
∏
ζ
τζ , <E) ≥ λ. Let D = {c ⊆ a : {ζ : c ∈
Dζ} ∈ E}, so tcf(Πa, <D) ≥ λ hence D ∩ J<λ[a] = ∅. Apply this to 〈λθ : θ ∈ a〉, by
[Sh:g, Ch.I], ? - ? we get a contradiction.
—> scite{1.10} undefined
—> scite{1.11} undefined
3) Let 〈f∗α : α < λ〉 be <J<λ[a]-increasing and cofinal. Let fα = f
∗
α ↾ bα. 6.14
Concerning [Sh 430],3.1 we comment
6.15 Theorem. 1) Assume λ > θ > ℵ0 are regular and
(∗)θ,κ if a ⊆ Reg ∩ λ\θ and |a| < θ then there are ζ∗ < θ and bζ ∈ J<λ[a] for
ζ < ζ∗ such that for every b ⊆ a, |b| < κ for some ζ < ζ∗, b ⊆ bζ.
Then the following conditions are equivalent:
(A) = (A)λ,θ,κ for every µ < λ we have cov(µ, θ, κ, 2) < λ
(B) = (B)λ,θ,κ if µ < λ and aα ∈ S<κ(µ) for α < λ then for some W ⊆ λ of cardinality λ
we have |
⋃
α∈W
aα| < θ
(C) = (C)λ,θ,κ if aα is a set of cardinality < κ for α < λ and W0 ⊆ {δ < λ : cf(δ) ≥ κ}
then for some stationary W ⊆ W0 and set b of cardinality < θ we have
〈aα\b : α ∈ W 〉 is a sequence of pairwise disjoint sets.
2) If λ > θ1 > θ2 ≥ κ > ℵ0 where λ, κ are regular, (A)λ,θ,κ ⇔ (B)λ,θ1,κ and
cov(θ1, θ2, κ, 2) < λ then (A)λ,θ2,κ ⇔ (B)λ,θ2,κ (so if for some θ1, (∗)θ1,κ, λ > θ1 >
θ2 = cf(θ) ≥ κ and cov(θ1, θ, κ, 2) < λ then the conclusions holds).
Proof. 1) Read the proof of [Sh 430], 3.1 (which was written in a way appropriate
to this generalization), but defining the Mn, 〈Nnζ : ζ < θ〉, we omit clause (d), that
is, Nnζ ∈ Aδ(∗) and instead demand
(d)′ for each n we can find Pn ⊆ [θ]<θ such that (∀a ∈ [θ]<κ)(∃b ∈ P)(a ⊆ b)
and 〈Nnb : b ∈ Pn〉 such that N
n
b ≺ B, N
n
ζ =
⋃
{Nnb : b ∈ Pn, b ⊆ ζ} and
b1 ⊆ b2 ⇒ Nnb1 ≺ N
n
b2
.
2) Left to the reader.
44 SAHARON SHELAH
6.16 Question: Can we in [Sh 430], 4.2(1) weaken clause (β) in the conclusion to
“λx > µ0 for D-almost all x ∈ Y /e” then we can weaken the hypothesis [Sh 420],
? (was stated in [Sh 430], earlier version clear).
—> scite{6.1C} undefined
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