Receiver algorithms which combine belief propagation (BP) with the mean field (MF) approximation are well-suited for inference of both continuous and discrete random variables. In wireless scenarios involving detection of multiple signals, the standard construction of the combined BP-MF framework includes the equalization or multi-user detection functions within the MF subgraph. In this paper, we show that the MF approximation is not particularly effective for multi-signal detection. We develop a new factor graph construction for application of the BP-MF framework to problems involving the detection of multiple signals. We then develop a low-complexity variant to the proposed construction in which Gaussian BP is applied to the equalization factors. In this case, the factor graph of the joint probability distribution is divided into three subgraphs: (i) a MF subgraph comprised of the observation factors and channel estimation, (ii) a Gaussian BP subgraph which is applied to multi-signal detection, and (iii) a discrete BP subgraph which is applied to demodulation and decoding. Expectation propagation is used to approximate discrete distributions with a Gaussian distribution and links the discrete BP and Gaussian BP subgraphs. The result is a probabilistic receiver architecture with strong theoretical justification which can be applied to multi-signal detection.
I. Introduction
Belief propagation (BP)-also known as the sum-product algorithm-is an effective inference tool for many of the tasks performed by a communications receiver. Notable examples include decoding, demodulation, and multi-user detection [1] - [3] . In the Bayesian framework, the data (e.g., symbols) and the parameters (e.g., channel coefficients) of the received signal are modeled as random variables. This results in a non-linear observation model which, along with the fact that the model variables are both continuous and discrete, makes exact application of BP infeasible. To handle the non-linear observation model, some of the work in the literature has approximated the BP messages by making Gaussian assumptions on the message distributions where needed [4] , [5] . However, a more common approach has been to work with parameter estimates (rather than distributions) computed from "soft" symbol estimates. The expectation maximization (EM) algorithm was shown to provide theoretical justification for this approach where soft symbols estimates take the form of posterior expectations [6] - [9] . The trade-off with these approaches is the loss of probabilistic information. While the estimates (i.e., the messages) are computed taking into account the underlying probability distributions, they do not convey probabilistic information (e.g., our confidence in the estimate).
Variational message passing based on the MF approximation is another viable alternative to BP for estimation of continuous variables and for handling the non-linear observation model [10] , [11] . In contrast to EM, messages computed according to the MF approximation do convey probabilistic information. In fact, EM is a special case of the MF approximation where the messages are given by Dirac delta functions [12] . A disadvantage of the MF approximation is that it is not suited for demodulation and decoding tasks where the factor nodes contain hard constraints. Recognizing that BP and the MF approximation have complementary strengths, receiver algorithms have been developed which combine these algorithms [12] - [14] . Riegler et al. provided a theoretical justification for the combined BP-MF message passing framework in [11] . The justification is based on the construction of a region-based free energy approximation analogous to that given for BP by Yedidia et al. in [15] . Specifically, in [11] it is shown that fixed points of the combined message passing algorithm correspond to stationary points of a constrained region-based free energy approximation. A notable result from Riegler's work is that the BP-MF framework provides a consistent rule for when to pass a posteriori probabilities (posterior beliefs) and when to pass extrinsic messages based on the constructed model. 3 The combined message passing algorithm is particularly applicable to communications receivers. In this setting, BP is a generalization of iterative decoding of error correction codes and the MF approximation is applicable to the estimation of parameters such as coefficients of a wireless multipath channel. The combined message passing algorithm is demonstrated in [11] for channel estimation and equalization in an orthogonal frequency-division multiplexing (OFDM) system with demodulation and decoding. Subsequent works have applied the BP-MF framework to various channel estimation scenarios [16] - [23] . Combined BP-MF message passing has also been applied to multi-user code-division multiple access (CDMA) [12] , multiple-input multipleoutput (MIMO) systems [13] , [14] , [24] , [25] , co-channel interference [26] , and frequencydomain equalization [27] . 1 Joint channel estimation is included in the majority of these works as well [12] - [14] , [24] - [26] . In scenarios involving detection of multiple signals, the standard application of the BP-MF framework is to include the equalization task within the MF subgraph. 2 As we will show in this paper, the MF approximation is a poor choice for detection tasks involving signal separation (i.e., signal models with interference-corrupted observations). In [14] , the BP-MF framework was applied to MIMO-OFDM where multi-stream equalization is within the MF subgraph, but the algorithm relies upon a generous initialization point.
In this paper, we develop a receiver architecture for multi-signal detection based on the BP-MF framework. We show how factorization of the joint distribution into distinct observation factors and equalization factors greatly improves the detection capability of the structure. This is because the equalization function of the receiver is now chosen to be within the BP subgraph. A consequence of this factorization is that the computational complexity of BP-based equalization is exponential in the number of arriving signals components and the modulation order. This problem may be circumvented by approximating the domain of the symbol variables to be continuous random variables and the messages returned from BP-based demodulation and decoding as Gaussian distributions. These two approximations lead to Gaussian BP for the equalization factors which has a complexity independent of the modulation order and which is polynomial with respect to the number of interfering signal components. Thus, in the proposed receiver architecture the factor graph is divided into three subgraphs:
1 Some of these works pre-date [11] and have used the terms variational message passing / sum-product algorithm (VMP-SP) and divergence minimization (DM) to refer to algorithms that similarly combine BP and the MF approximation. 2 We use the term equalization to refer to the un-doing of both multi-stream and multi-user interference.
• MF subgraph: applied to the observation factors and parameter estimation. The MF algorithm can also serve as a link to BP based estimation of parameters.
• Gaussian BP: when the complexity of discrete BP is too high, Gaussian BP is applied to multi-signal detection. The symbol variables are treated as continuous random variables.
• Discrete BP: the sum-product algorithm is applied to demodulation and decoding where the factor functions have hard constraints and the variables are discrete.
The question that remains is how to approximate the discrete distributions passed from the symbol variables to the equalization factors with Gaussian distributions. A common approach in the technical literature is to match the mean and variance of the approximating Gaussian distribution with those of the discrete extrinsic or posterior distribution [28] - [33] . However, expectation propagation (EP) [34] , [35] provides a theoretically justified approach to computing Gaussian approximations which has been shown to outperform extrinsic and posterior approximations [36] , [37] . Combined BP-EP has also been applied more broadly to OFDM channel estimation [38] and massive MIMO [39] , but lacks the flexibility of the MF approximation (for example, to incorporate estimation of the noise variance [22] ). In our receiver architecture, EP is used to link the Gaussian and discrete BP subgraphs. From these developments, we propose a probabilistic message passing receiver architecture for multi-signal detection which utilizes BP (both discrete and Gaussian), MF, and EP. Very recently a pre-print has appeared which combines BP, the MF approximation, and EP for the purpose of joint phase noise estimation and equalization of inter-symbol interference [40] . While [40] bears a conceptual similarity to our work, it differs substantially in that it does not handle multi-signal detection and assumes knowledge of the channel coefficients.
Our proposed receiver architecture is suitable for multi-signal detection in a variety of scenarios including co-channel interference (CCI), MIMO, multi-user MIMO, and non-orthogonal multiple access (NOMA). Reasonable complexity is maintained through the use of the MF approximation for the observation factors and Gaussian BP for the equalization factors. Parameter estimation may be included in the MF subgraph or, using MF as a link across the non-linear observation model, other algorithms such as BP or generalized approximate message passing (GAMP) [41] may be applied to estimation [22] .
The contributions of our paper are summarized as follows:
• Development of a factor graph construction for applying BP-MF to multi-signal detection
• Development of a low-complexity variant of the proposed construction combining BP (both Gaussian and discrete), the MF approximation, and EP.
• Derivation of a new MF-based time-domain channel estimator for OFDM signals.
In presenting these contributions, the paper is organized as follows. We begin in Section II by providing background on the BP-MF framework and multi-signal system model. In Section III, we develop a factor graph construction which maintains the benefits of the MF approximation and BP in the case of the multi-signal model. In Section IV, we develop a receiver architecture based on MF, Gaussian BP, and Discrete BP. Although the architecture makes an approximation on the domain of the symbol variables, a solid theoretical foundation is maintained by applying EP to compute messages between the Gaussian and Discrete BP subgraphs. In Section V, we apply the developed receiver architecture to a MIMO-OFDM signal and in Section VI numerical
results are provided that demonstrate the performance of the approach. Finally, the paper is concluded in Section VII.
Notation: Column vectors and matrices are denoted by boldface lowercase and uppercase letters, respectively. We use (·) T and (·) H to denote transpose and conjugate transpose, respectively.
The multivariate complex Gaussian pdf of x is denoted by CN(x; µ, Σ) where µ is a vector of the means and Σ is the covariance matrix. The size of set A is denoted by |A|. The indicator function is denoted I(·) and returns a value of 1 when the argument is true and 0 otherwise.
Messages passed along the edges of a factor graph are denoted by sans-serif fonts where m f a →x denotes the message from factor node f a to variable node x and n x→ f a denotes the message from variable node x to factor node f a .
II. Background

A. BP-MF Framework
T be a vector of random variables and let x i represent a possible realization of random variable χ i . The joint probability distribution p χ 1 ,χ 2 ,...,χ K (x 1 , x 2 , . . . , x K ) is expressed using vector notation as p χ (x). Throughout this work we use x i to represent both the random variable and the possible realizations and write the joint distribution simply as p(x). A region-based free energy is defined with respect to the factorization of the probability distribution.
Consider the following factorization of the probability distribution
where x a (x i |i ∈ N(a)) T with N(a) denoting variables which appear as arguments of factor a (i.e., neighbors in the resulting factor graph). The factor graph (equivalently, the factors) are The region based free energy is given by [11] 
along with constraints for the factorization of the MF portion beliefs, normalization constraints, and marginalization constraints as detailed in [11] .
The combined BP-MF message passing rules are as follows. The messages from factor nodes to variable nodes within the MF subgraph are given by [11] 
for all a ∈ A MF , i ∈ N(a). The messages from factor nodes to variable nodes within the BP subgraph are given by [11] 
for all a ∈ A BP , i ∈ N(a). Finally, messages passed from variable nodes to factor nodes throughout the entire graph are given by [11] 
for all a ∈ A, i ∈ N(a) where N BP (i) = N(i)∩A BP and N MF (i) = N(i)∩A MF . In (5), the messages to factor nodes in the BP subgraph are extrinsic messages (as denoted by the exclusion of i in the first product). On the other hand, the messages to factor nodes in the MF subgraph are posterior beliefs.
B. Exemplary Multi-Signal System Model
Consider the reception of N signals where column vector b i denotes the information bits corresponding to the ith signal. The information bits b i are encoded with an error correction code to produce a vector of coded bits c i and, subsequently, modulated using a digital phase-amplitude modulation. The resulting complex symbol sequence is denoted by
The information bits, coded bits, and symbols for all signals are
The kth observation y k is comprised of N interfering signal components
T and white Gaussian noise as given by 
The joint distribution is factored as follows:
The factors p(x i |c i ) and p(c i |b i ) are hard constraints corresponding to the modulation and code constraints, respectively. Further factorization of these terms are available for common modulations and codes in the literature [3] . The factor graph of the joint distribution is shown in (7) based on standard construction of BP-MF for multi-signal problems. In the graph, f h i labels the
, and f C i labels the factors p(
the standard approach to factor graph construction and partitioning [14] , [25] . The partitioning falls along the symbols variables as shown by the dashed line in Fig. 1 . As a formal definition of this partitioning we have the following sets:
with the associated sets of variables given by
III. Factor Graph Construction for BP-MF
In this section, we develop a new factor graph construction for application of the BP-MF framework to multi-signal detection. We begin by showing the limitations of the standard approach. A summary of notation is provided in Table I for the parameters of the messages used in the following sections. The parameters of the messages have a subscript which identifies the associated variable and an arrow which identifies the associated message according to the direction it is passed in Figs. 2 and 3. 
A. Standard BP-MF Application
Based on the standard approach to applying BP-MF to multi-signal models, a typical observation factor is shown in Fig. 2 as a point of reference for the following work. The reference to subscript k has been removed in order to simply the notation. The factor function for f Y in Fig. 2 is the likelihood function which is given by
According to the MF approximation, the messages from the observation factor to the channel coefficients are given by
The MF rule is less complex than BP because the expectation is taken on the argument of the exponential function due to p(y|x, h) being in the exponential family. After performing the expectations the message is proportional to a complex Gaussian distribution as given by 
where the mean and variance are
Similarly, the messages from the observation factor to the symbols are given by
We conclude from (14) and (15) that the MF approximation leads to an interference cancellation structure when computing the outgoing messages. The uncertainty in the variables (i.e., the variance) is not considered in the interference cancellation part; only the mean is used for terms n n in (13) and (15) . Interference cancellation, which only accounts for the mean, are known to be inferior to approaches which use both the mean and variance of the incoming messages [29] , [31] . When estimation of the noise variance (or precision) is included in the MF framework, it naturally accounts for errors in the interference cancellation and, therefore, indirectly the uncertainty is accounted for. However, a single variance parameter does not effectively capture the variance of each individual symbol when performing cancellation. In simulations, we found that due to the interference cancellation structure, the MF approximation was a particularly poor choice for equalization in the presence of interference. This has motivated us to explore and propose an alternative model for multi-signal detection.
B. Joint Auxiliary Variables
The proposed factor graph model is based on separation of the equalization and channel estimation functions from the observations. The goal is to apply more effective BP for these functions while still maintaining the advantages of the MF approximation in regards to the non-linear observation model. To separate the equalization and channel estimation functions, we introduce two auxiliary variables: a joint channel coefficient variable and a joint symbol variable as defined by
respectively. This enables us to factor the joint distribution into distinct observation, equalization, and channel estimation factors as given by
The factor graph model is shown in Fig. 3 .
With the introduction of joint auxiliary variables, the MF subgraph becomes a link between estimation of the channel coefficients and equalization of the symbols. Summary statistics (i.e., the first and second order moments) of the channel coefficient based on incoming message n q→ f Y are used for detection of the data. Similarly, first and second order moments of the symbols based on the incoming message n s→ f Y are used for channel estimation. The key difference is that joint distributions for all symbols (or channel coefficients) flow away from the observation nodes. Thus, the interference cancellation structure has been eliminated. As we will show, this allows us to perform equalization or channel estimation using belief propagation which is more successful. These points are demonstrated by the following message derivations.
The likelihood function is expressed in terms of the vector notation defined in (16) and is given by
The message from the observation to the auxiliary symbol variable is derived as follows:
where
. The message from the observation to the auxiliary channel variable is derived similarly as given by
. Descriptions for the parameters can be found in Table I .
C. BP-Based Channel Estimation
In contrast to the interference cancellation structure of the MF approximation, Gaussian BP follows the structure of LMMSE filtering where the incoming messages (n h n → f Q (h n )) are treated as prior distributions. We derive the messages associated with the channel estimation BP subgraph in Appendix A. Rather than rely only on "soft" symbol estimates, the proposed algorithm makes use of first and second order moments of the symbols as a result of the MF approximation.
D. BP-Based Equalization
Because the joint auxiliary symbol variable has a discrete domain, the message m f Y →s (s) is a discrete distribution which is computed by evaluating (19) for all vectors s. The sum-product rule is applied to messages from the factor f S to the neighboring variables. In this context, discrete BP (or the sum-product algorithm) is a (local) joint MAP detector where incoming messages from the symbols are treated as prior distributions. We derive the messages associated with the equalization BP subgraph in Appendix B.
IV. Combined BP-MF-EP Receiver Architecture
In the previous section, we applied the BP-MF framework to detection of multiple signals.
The advancement in our work is a factor graph model that maintains the benefits of the MF approximation and enables BP to be used for equalization and channel estimation. We develop a reduced complexity receiver for the proposed model of Section III by making the assumption that the symbols and the joint auxiliary symbol variable are continuous random variables and that the messages returned from demodulation and decoding are Gaussian distributed. With these assumptions, Gaussian BP is applied to the equalization factor f S and associated variables. The Gaussian BP algorithm for equalization is identical to Gaussian BP for channel estimation. As with channel estimation, the Gaussian BP equalizer has the form of LMMSE filtering with prior information and makes use of first and second order moments of the channel coefficients according to the MF messages. Gaussian BP has been applied to equalization in iterative receivers before and has been shown to be equivalent to LMMSE filtering where feedback from the decoder is treated as prior information [42] .
The question that remains is how to compute Gaussian distributed messages from the discrete messages returned from demodulation and decoding. In similar applications, a Gaussian distribu-tion whose mean and variance match the mean and variance of the extrinsic distribution has been proposed [30] . In some cases it was found to be more effective to match the mean and variance to the posterior discrete distribution [28] . Senst and Ascheid provided a theoretically justified approach to computing the Gaussian messages based on EP [36] . Their work also provides insight into why posterior distributions are more effective than extrinsic distributions.
A. Gaussian Approximation
The joint auxiliary symbol variable is approximated as having a continuous domain. Similarly, the symbols x 1 , . . . , x N are approximated as having continuous domains for factor f S (i.e., p(s|x 1 , . . . , x N )) and maintain a discrete domain in the factors f C 1 , . . . , f C N . The messages from the symbols to the equalization factors n x n → f S (x n ) are now continuous and are approximated as Gaussian distributions. Gaussian BP is used to compute messages involving the equalization factor in a similar manner to Section III-C and Appendix A.
B. Expectation Propagation
From Fig. 4 , messages m f S →x n (x n ) and n x n → f S (x n ) are Gaussian distributions while m f Cn →x n (x n ) and n x n → f Cn (x n ) are discrete distributions. Computing n x n → f Cn (x n ) from m f S →x n (x n ) is straightforward: the Gaussian distribution is evaluated for each value in the domain of the symbol. In order to approximate discrete distribution m f Cn →x n (x n ) with Gaussian distribution n x n → f S (x n ), we apply EP.
EP is implemented by first computing the exact belief from the discrete distributions as given
Subsequently, the belief is approximated with a Gaussian distribution as given bỹ
where µ x n and σ 2 x n without arrows denote parameters of the belief computed from (22) . Finally, the parameters of the Gaussian distribution for n x n → f S (x n ) are computed by dividingb(x n ) by m f S →x n (x n ). Thus, the mean and variance of n x n → f S (x n ) are given by and
respectively. It is possible that the variance computed in (24) is negative. In this case, we apply the solution used in [36] and approximate the message by the Gaussian belief, i.e., we set
C. Receiver Architecture
In summary we propose a receiver architecture for multi-signal detection which combines Gaussian and discrete BP, the MF approximation, and EP. The architecture is built upon the factor graph model of the joint distribution including choice of auxiliary variables and partitioning of the graph into subgraphs. We divide the graph into three regions as follows:
• MF subgraph including the observation and channel estimation factors and corresponding variables.
• Gaussian BP subgraph including the equalization factors, and
• Discrete BP subgraph including the modulation and coding constraint factors.
Channel estimation can be separated into its own subgraph applying Gaussian BP or GAMP.
Additionally, channel estimation can be accomplished using the EM algorithm as a special case of the MF approximation. A diagram of the receiver architecture is shown in Fig. 4 In the next section, we demonstrate this receiver architecture by applying it to MIMO-OFDM.
V. Application to MIMO-OFDM
In this section, the proposed receiver architecture is applied to reception of MIMO-OFDM signals. This model can be used to accomplish multi-signal detection in general (e.g., single
antenna multiuser detection or multiuser MIMO schemes).
A. System Model
Consider a MIMO-OFDM transmission scheme which utilizes N transmit antennas, M receive antennas, and K subcarriers. The information bits, coded bits, and symbols for the ith stream transmitted on the ith antenna (similarly, the ith user) are denoted by b i , c i , and x i , respectively.
The symbols transmitted on the kth subcarrier across all antennas are collected into vector
The multipath channel between each pair of transmitter and receiver antennas is modeled with a conventional tapped delay line with L taps spaced at the OFDM symbol sample rate. The channel coefficients associated with the nth transmitter antenna and the mth receiver antenna are
The collection of the channel coefficients for all pairs of transmitter and receiver antennas is given by
The channel coefficients h mn (l) for all m = 1, . . . , M, n = 1, . . . , N, and l = 0, . . . , L − 1 are assumed to be independent.
The frequency domain channel coefficients for the K subcarriers are obtained through the Fourier transform. We define a K × L DFT matrix D where the k, lth element is given by d kl = e − j2πkl/K . The frequency domain channel coefficients are defined as given bỹ
for all m = 1, . . . , M, n = 1, . . . , N, and k = 0, . . . , K − 1. The M × N MIMO channel matrix for the kth subcarrier is given byH
We define both scalar and vector forms for the received signal as follows. The M × 1 received signal vector for the kth subcarrier is given by
where and w(k) is a M ×1 vector of iid circularly symmetric complex Gaussian random variables representing noise. The per antenna noise precision is denoted by γ (i.e., the noise variance is given by 1/γ). The scalar form of the received signal is given by
where y m (k) and w m (k) are the mth elements of y(k) and w(k), respectively. The concatenation of the received signal vectors and channel matrices for all subcarriers are denoted as
T , respectively.
B. Factor Graph
We introduce an auxiliary variable s(k) for each observation y(k) which represents the joint symbol vector for that observation (i.e., x 1 (k), . . . , x N (k)). The collection of all auxiliary variables
The distributions p(x i , c i , b i ) may be further factored based on the modulation and code constraints which has been considered extensively in past work [3] . The factor graph of the joint distribution is shown in Fig. 5 .
Two receiver architectures are constructed by defining the partitioning of the factor into subgraphs according to the message passing algorithm to be applied. First, the exact implementation applies BP-MF as constructed in Section III. The exact implementation is defined by the following subgraphs: Second, the approximate implementation applies BP-MF-EP as constructed in Section IV. The approximate implementation is defined by the following subgraphs:
where A dBP denotes the discrete BP subgraph and A GBP denotes the Gaussian BP subgraph. We handle channel estimation differently than previous work [11] , [18] , [19] , [22] by estimating the time-domain channel taps with the MF approximation. Derivations for the messages within the MF subgraph are provided in Appendix C.
VI. Numerical Results
In this section, we provide numerical results for the MIMO-OFDM receiver using Monte Carlo simulation in order to validate the proposed probabilistic receiver architecture. The simulation parameters are summarized in Table II . Although internal loops are present within the factor graph, we do not perform any sub-iterations within a full iteration of the receiver. We present simulation results for four receiver algorithms. In all four cases, we use our proposed MF-based MIMO-OFDM channel estimation developed in Section V and Appendix C.
The algorithms differ in how the BP-MF framework is applied to multi-signal detection. A description of each algorithm and the complexity of the equalization function is provided as follows:
(a) BP-MF original: the BP-MF implementation found in the prior art in which multi-signal detection is included in the MF subgraph (e.g., [14] , [25] ). The equalization function has a computational complexity O(N) as shown in (15).
(b) BP-MF exact: our proposed BP-MF implementation in which discrete BP is applied to multisignal detection (subgraphs defined in (31)- (34)). The computational complexity of discrete BP for equalization of multiple signals is O(|X| N ) where |X| is the modulation order.
(c) BP-MF-EP: our proposed low-complexity BP-MF implementation with Gaussian BP and Gaussian approximations based on EP (subgraphs defined in (35)- (40)). The computational complexity is O(N 3 ) due to the matrix inversion required for equalization. (35)- (40)). The computational complexity is also O(N 3 ).
The performance with known channel coefficients and joint MAP (JMAP) detection is also simulated to provide a lower bound. The JMAP receiver with known channel coefficients applies discrete BP and is identical to the BP-MF exact receiver in its equalization, demodulation, and decoding functions.
The bit error rate (BER) performance is shown with respect to SNR and with respect to the number of receiver iterations in Figs. 6 and 7, respectively. The results support our claim that the interference cancellation structure of the MF approximation (used in the standard implementation)
is not ideal for handling multi-signal detection. This is because variance of a symbol's messages (i.e., the degree of uncertainty about a particular symbol's value) is not accounted for when applying the MF approximation to multi-signal detection. Applying BP to the MIMO equalization task (as done in the exact implementation of our proposed BP-MF construction) yields more than 1 dB improvement in performance and is about 1 dB away from the best achievable performance with perfect parameter knowledge. However, our exact implementation of BP-MF comes at the cost of a computational complexity which is exponential in the number of signals. The performance of the receivers which use Gaussian BP lies in between these two.
Specifically, Gaussian BP with extrinsic-based Gaussian approximations does not significantly improve performance versus the BP-MF original. On the other hand, because EP is effective in computing Gaussian messages from the discrete distributions passed to the Gaussian BP subgraph, the BP-MF-EP receiver performs very close to the BP-MF exact receiver with discrete BP. Thus, with polynomial complexity order (like BP-MF original), we are able to achieve nearly the performance of the exact implementation. In fact, we observe in Fig. 7 , that for iterations 1-13, BP-MF-EP slightly out-performs the exact implementation. This is likely due to the fact that BP-MF-EP does not follow a strict use of extrinsic information which leads to faster convergence but an increased chance of "hardening" the distributions toward the wrong decisions (as seen in the cross-over of their BER curves in Fig. 7 ).
The mean square error (MSE) channel estimation performance is shown in Figs. 8 and 9 . The only unexpected result is that, at lower SNR, the standard BP-MF implementation outperforms
Gaussian BP with extrinsic-based Gaussian approximations. This is further evidence that basing the Gaussian messages on the extrinsic distributions is a poor approximation. As all receiver algorithms perform channel estimation in the same way, the difference in channel estimation performance is a consequence of the quality of the information about the data in each receiver.
The BP-MF-EP receiver again converges more quickly than the exact BP-MF receiver. However, both receiver algorithms converge to the same estimation performance after about 12 iterations. 
VII. Conclusion
In this paper, we have developed a probabilistic receiver architecture for detection of multiple signals based on the BP-MF framework. By introducing auxiliary variables into the factor graph model, we maintain the benefits of the MF approximation while avoiding an undesirable interference cancellation structure. In scenarios in which the complexity of discrete BP for equalization is prohibitive, we proposed Gaussian BP for multi-signal detection and a combined BP-MF-EP message passing algorithm. The proposed low-complexity algorithm is shown to perform nearly as well as the exact implementation for a MIMO-OFDM signal detection. As a result of this work, we have developed a probabilistic receiver architecture with strong theoretical justification which can be applied to multi-signal detection and, in general, detection in the presence of interference.
We have also developed a new MF-based time-domain channel estimation approach for MIMO-OFDM. While we have focused on MF-based channel estimation, the factor graph construction also enables BP, GAMP, or EM to be applied to channel estimation.
Appendix A Gaussian BP for Channel Estimation
The factor f Q is within a BP subgraph. Thus, the message passed from the joint auxiliary channel variable to this factor is an extrinsic message as given by
Similarly, the messages from the channel coefficient variables to f Q are extrinsic messages which carry the prior distributions for the channel coefficients. The factor f Q enforces equality between the channel coefficients and the corresponding terms within the joint auxiliary variable.
The factor function is given by the following hard constraint:
When the prior distributions are Gaussian (e.g., for Rayleigh fading channels), Gaussian BP is used to perform the computations for this factor node.
The joint auxiliary variable q is a concatenation of the channel coefficients. Thus, the BP message from f Q to the joint auxiliary variable is given by a concatenation of the input messages from the channel coefficients. That is, the message is given by
and 23 The message from f Q to the channel coefficients is computed according to the sum-product rule. In order to work with vector notation, the incoming messages from the channel coefficients are combined into a mean and covariance matrix as given by
and
where h n is excluded due to the sum-product rule. With these definitions, the sum-product computation is as follows:
An efficient implementation is to compute the joint posterior, marginalize, and remove the input distribution to obtain marginal extrinsic messages for each channel coefficient. The joint posterior is computed once for the messages to all channel coefficient variables and, therefore, a single matrix inversion is required.
Finally, the message from the joint channel auxiliary variable to the observation factor is the posterior distribution for q since f Y is in the MF subgraph. The posterior is given by
and the parameters of the distribution for n q→ f Y (q) are found to be
Appendix B
Discrete BP for Equalization 1) Messages from auxiliary symbol variables to factor nodes: The factors f Y receive posterior beliefs from the auxiliary variables as given by
On the other hand, messages passed from the auxiliary variables to the detection factors f S are in the form of extrinsic distributions as given by
2) Messages from equalization node to auxiliary variables: The BP rule (sum-product algorithm) leads to the following message:
where s i is the ith element of s and p(s|x 1 , . . . , x N ) enforces equality between the symbol variables and the associated components of the auxiliary symbol variable as given by
Appendix C
MF Message Derivations
Here we derive the messages involving the time-domain channel estimation in the MF subgraph for the MIMO-OFDM model.
Observations to channel coefficients: For the derivation of the message m f Y k →h mn (l) (h mn (l)), we first consider the factor function. The factor function for factor node f Y k is the likelihood function of observation y(k). Specifically we consider the likelihood function based on signal model (29) where the channel coefficients are expressed in terms of the time-domain taps as given by (26) .
The likelihood function is given by
The factor function is simplified by removing all terms which are constant with respect to h mn (l)
as given by
The message from observation factor node f Y k to channel coefficient h mn (l) is computed according to the MF approximation. The derivation for the message is as follows:
n s(k)→ f Y k (s(k)) ln (p(y(k)|s(k), h)) m ,n ,l {m ,n ,l } {m,n,l} n h m n (l )→ f Y k (h m n (l ))dh m n (l )
where the mean is given by
and the precision (inverse variance) is given by
In the above expression, the mean 
where the mean and variance of the message are given by 
respectively. It is useful to denote the mean and variance of the frequency-domain channel coefficients per subcarrier. According to 26, the mean and variance ofh mn (k) are given by
respectively.
Observations to auxiliary variables: The likelihood function based on signal model (28) 
In the constructed factor graph, the MF approximation message passing rule leads to the following message:
n h mn (l)→ f Y k (h mn (l)) ln p(y(k)|s(k),H(k))dh
∝ CN s(k); W(k)
where .
In the case in which s(k) is a discrete variable, the message may be determined (up to a multiplicative constant) by evaluating (67) with respect to s(k) which avoids the matrix inversion of (68).
