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その後，Banu 達 [1] は同じ条件の下で，$n>4t$ で
解けるアルゴリズムを示した．これらのモデルでは，
故障が移動するタイミングは，各ラウンドの送信直









$\alpha$ 本存在するグラフの集合を $\mathcal{G}(\alpha, \beta)$ とし，$n>3t$
かつ $\alpha>2(\beta-1)t$ の場合に移動ビザンチン合意問
題を解くアルゴリズムを提案する．次に，$n>3t$ か
っ $k>2t$ を満たすとき，任意のグラフの $k$乗グラフ
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と，ネットワークを単純無向グラフ $G=(\Pi, E)$ に
よって表すことができる．一般性を失うことなく，
$\Pi=\{1,2, \ldots, n\}(|\Pi|=n)$ を仮定し，$i\in\Pi$ を
プロセス $i$ の $ID$ とみなす．また，$N_{i}=\{j\in\Pi$ :
$(i,j)\in E\}\cup\{i\}$ を，プロセス $i$ の隣接プロセス集合
とする．プロセス $i$ は通信リンクを通して，プロセ
ス $i\in$ 瓦とメッセージの送受信を行うことができ






を仮定する．ラウンド $r=1,2,$ $\ldots$ では，各プロセス
$i$ $|$ま各プロセス $j\in N_{i}$ にメッセージ $m$るを送信し，
各プロセス $j\in N_{i}$ からメッセージ $m_{j}^{r_{i}}$ を受け取る．
ただし，$m$あは前ラウンド $r-1$ の内部計算時に計
算されるものとする．内部計算では，自身の新たな
内部状態 $s_{i}^{r}$ と，次のラウンド $r+1$ で隣接プロセス









$i$ がプロセス $i\in$ 瓦にメッセージを送信するとき，















の前に行われる Buhrman 達 [2] のモデルを仮定す
る．ラウンド $r-1$ の受信，内部計算，ラウンド $r$ の
送信時に故障しているプロセスの集合を君とする．








選ばれるが，ある $t$ が与えられ，任意の $r$ }こついて










































[6], MOPT は故障プロセス数 $t$ に関して最適なアル
ゴリズムである．
プロセス $i$ 上のアルゴリズム MOPT の概要を説明
する．MOPT は連続する 3つのラウンドから構成さ
れるフェーズを繰り返すことによって合意を目指す．
各フェーズ s $=$ 1,2, . . . では，プロセス $smod n$ が
コーディネータになる (ただし，smodn $=0$ のとき






数 accept の更新を行う．accept は，他のプロセスか
ら受け取った合意値のほとんどが同じ値 $v\in\{0,1\}$















ると仮定する $($つまり，$i_{0} \not\in\bigcup_{r}F_{r})$ .




するとき，$n\leq 3t$ または $d\leq 2t$ であるとき，アル
ゴリズムは存在しない [4]. 明らかに，この条件を満
たすとき，移動ビザンチン合意問題も非可解である．
系 1 $n\leq 3t$ または $d\leq 2t$ の場合，移動ビザンチン
合意問題を解くアルゴリズムは存在しない．
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Algorithm 1 MOPT on process $i$ Algorithm 2 RECONSTRUCT($EV$ ) on process $i$
$1:v_{i}arrow d_{i}$ $\overline{1:forallj\in\Pi do}$
2: for Phase $s=1$ to $\infty$ do
2: if $w\in\{0,1\}$ occurs at least $n-t$ times in3: $PV_{i}[1..n]arrow[\perp, \ldots, \perp]$ ;
4: (Round 1) column $j$ of $EV_{i}$ then
5: send $v_{i}$ to all processes; 3: $SV_{i}[j]arrow w$ ;
6: for all $j\in\Pi$ do
4: else7: $PV_{i}b]arrow vj$ (if $vj\not\in\{0,1\}$ , store $\perp$ in-
stead of $vj$ ); 5: $SV_{i}[j]arrow 1$ ;
$S$ : if $w\in\{0,1\}$ occurs at least $n-t$ times $\ln$ 6: if $w\in\{0,1\}$ occurs more than $2t$ times in
$PV_{i}$ [1..n] then
9: $v_{i}arrow w$ ; $SV_{i}$ [1..n] then
10: else 7. $v_{i}arrow w$ ;
11: $v_{t}arrow 1$ ;
$S$ : $accept_{i}arrow False$ ;
12: (Round 2)
13: $SV_{l}[1..n]arrow[\perp, \ldots, \perp]$ ; 9: else
14: send $v$. to all processes; 10: $accept_{i}arrow True$ ;
15: for all $j\in\Pi$ do
16: $SV_{l}[j]arrow vj$ (if $vj\not\in\{0,1\}$ , store $\perp$ in-
steadof v $)$ ; 3 高信頼性伝送を用いた移動ビザ17: if $w\in\{0,1\}$ occurs more than $2t$ times in
$SV_{i}[1n]$ then ンチン合意アルゴリズム
$1S$ : $v_{i}arrow w$ ;
19: $accept_{i}=Fal$se 本節では，一般のネットワーク上での移動ビザン
20: else if $w\in\{0,1\}$ occurs more than $t$ times in
$SV_{i}$ [1..n] then チン合意問題について考える．完全ネットワークの
21: $v_{i}arrow w$ ; 場合と違い，一般のネットワークには直接通信でき
22: accept: $=True$ ないプロセスの組が存在する．このようなプロセス23: else
24: $v_{i}arrow\perp$ ; 間で情報伝達を行う場合，複数ラウンドをかけて他
25. $accept_{i}=True$ のプロセスを経由することで情報を伝達しなければ
26: (Round 3)
27. $EV_{\mathfrak{i}}arrow[\perp, \ldots, \perp][\perp, \ldots, \perp]$ ; ならないが，伝達にラウンド数を費やすほど，故障
$2S$ : send $SV_{i}$ [1..n] to all processes; の移動により多くのプロセスが影響を受ける．
29: for all $j\in\Pi$ do 本節では，直接に通信できないプロセス間でも信
30: $EV_{i}[j][1..n]arrow SV_{j}$ [1..n];
31: if $i$ recovers from fault then 頼できる情報伝達を実現する高信頼性伝送アルゴリ
32: RECONSTRUCT$(EV_{i})$ ; ズムを 2つ提案する．これらのアルゴリズムでは，各
33: $c;arrow smod n$ ; 正常プロセス $i$ が，放送したい情報 $m_{i}$ を入力とし34: if $w\in\{0,1\}$ occurs more than $t$ times in
$EV_{1}[c_{i}]$ [1..n] then てある時刻に実行を開始すると，アルゴリズムが終
35: $cu_{i}arrow w$ ; 了した時刻に正常である各プロセス $j$ は $X_{j}[i]=m_{i}$
$36$ : else である配列を保持する．つまり，高信頼性伝送アル37: cv\’i $arrow$ 0;
38: if $accept_{i}=True$ then ゴリズムは完全ネットワーク上での 1 ラウンドの通






グラフの族 $\mathcal{G}(\alpha, \beta)$ を任意のノード間に長さが高々
$\beta$ の素な道が少なくとも $\alpha$ 本存在するグラフの集合
とする．Menger の定理 [3] によると，点連結度が $d$
のグラフの任意のノード間には，少なくとも $d$本の
互いに点素な道が存在するため，$d\geq\alpha$ が成り立っ．
本節で提案する $DP$-Byz (Disjoint Path Byzantine)
は，$n>3t$ かつ $\alpha>2(\beta-1)t$ であるときに任意の
$G\in \mathcal{G}(\alpha, \beta)$ 上で移動ビザンチン合意問題を解くア
ルゴリズムであり，$G\in \mathcal{G}(\alpha, \beta)$ 上の高信頼性伝達ア
ルゴリズム DPT (Disjoint Path Transmission) と
MOPT から構成される．
Dolev[4] は故障が移動しない場合について，点連





この通信アルゴリズムでは，プロセス $i$ から $j$ へ情
報を送信するとき，プロセス $i$ は，Menger の定理に








DPT はこのアイデアを利用する．プロセス $i$ 上の
DPT の，引数は $w_{i}$ と配列 $X_{i}$ である．$w_{i}$ は放送す
るメッセージであり，$X_{i}$ は他のプロセス $i\in\Pi$ から
のメッセージ $w_{j}$ を格納するための配列である．あ
るラウンド $r$ で各正常プロセス $i$ が DPT $(w_{i}, X_{i})$ を
実行した場合，DPT が終了するラウンド $r+\beta$ にお
いて，各正常プロセス $j$ では $X_{j}[i]=w_{i}$ が成立する．
存在すると仮定されている，プロセス $i$ から $i$ へ
の $\alpha$ 本の点素な道を $\pi_{i}^{k_{j}}(1\leq k\leq\alpha)$ と表し，各
$1\leq l\leq|\pi_{ij}^{k}|$ について，$\pi_{ij}^{k}[l]$ を $\pi_{ij}^{k}$ の $l$番目の頂点と
する．道の長さ $(|\pi_{ij}^{k}\vdash 1)$ は高々$\beta$であり，$\pi_{\iota’j}^{k}[1]=i,$








補題 1 $G\in \mathcal{G}(\alpha, \beta)$ とする．$G$上で各プロセス $i$ がラ
ウンド $r_{0}$ で $w_{i}$ を合意値として保持し，DPT $(w_{i}, X_{i})$
を実行した場合，$\alpha>2(\beta-1)t$ ならば任意の $i\not\in$
$F_{r_{0}+\beta}$ と $i\not\in$ Fr。に対して，ラウンド $r_{f}$ 終了時に
$X_{i}[j]=w_{j}$ が成り立つ．ただし，ラウンド $r_{f}=r_{0}+\beta$
は DPT が終了するラウンドである．さらに，ラウン
ド $r_{0}$ から $r_{f}$ の間は，常に合意維持性が満たされる．
Algorithm $DP$-Byz: $DP$-Byz は MOPT の以下の
3つの命令列を DPT の呼び出しに置き換えた
ものである．
. $5-7$ 行目 : $DPT(v_{t}, PV_{i})$. $14-16$ 行目 : $DPT(v_{i}, SV_{l}\prime)$. $28-30$ 行目 :DPT$(SV_{i}, EV_{i})$
定理 3 アルゴリズム $DP$-Byz は $G\in \mathcal{G}(\alpha, \beta)$ 上で




完全 $k$部グラフは，$G=(V_{1}\cup V_{2}\cup\ldots\cup V_{k}, E)$ であ
る．ただし，$E= \bigcup_{i\neq j,i>j}V_{i}\cross$ 巧である．一般性を
失うことな $\langle,$ $|V_{1}|\leq|V_{2}|\leq\ldots\leq|V_{k}|$ を仮定する．
系 2 $k\geq 3$ かつ $|V_{1}|=|V_{2}|=\ldots=|V_{k-1}|=1$ と
1る $n>3t$ かつ $d>2t$ のとき，完全 $k$ 部グラ
フ $G=(V_{1}\cup V_{2}\cup\cdots\cup V_{k}, E)$ 上で，アルゴリズム
$DP$-Byz は移動ビザンチン合意問題を解く．





3: $($Round $r(1\leq r\leq\beta-1))$
4: for $r=1$ to $\beta-1$ do
5: if $r=1$ then
6: for all $j\in\Pi$ do
7: for all $k=1$ to $\alpha$ do
8: send $(w_{i}, k, i,j)$ to $\pi_{ij}^{k}[2]$ ;
9: for all $j\in N_{i}$ do
10: send $v_{i}$ to $j$ ;
11: else
12: for all $(w, k, h,j)\in NEXT_{l}$’do
13: send $(w, k, h,j)$ to $\pi_{hj}^{k}[r+1]$ ;
14: for all $j\in N_{i}$ do
15: send $v_{i}$ to $j$ ;
16: $NEXT_{i}arrow\emptyset$
17: for all messages $(w, k, h,j)$ received do
18: if $(w, k, h,j)$ arrived from $\pi_{hj}^{k}[r-1]$
then
19: if $|\pi_{hj}^{k}|=r+1$ then
20: $LAST_{i} arrow LAST_{i} \cup$
$\{(w, k, h,j)\}$ ;
21: else
22: NEXT$\cdot$ $arrow$ $NEXT_{i}\cup$
$\{(w, k, h,j)\}$ ;
23: if $i$ recovers from fault and $v$ arrived from
more than $t$ processes then
24: $v_{i}arrow v$ ;
25: (Round $\beta$ )
26: for all $(w, k, h, j)\in LAST_{i}$ do
27: send $(w, k, h,j)$ to $\pi_{hj}^{k}[|\pi_{hj}^{k}|]$ ;
$2S$ : for all messages $(w, k, h, i)$ received do
29: if $(w, k, h, i)$ arrived from $\pi_{hi}^{k}[|\pi_{hi}^{k}|-1]$
then
30: $W_{i}[h][k]arrow w$ ;
31: for all $j\in\Pi$ do
32: if $w$ occurs in $W_{i}[j][1..\alpha]$ more than $(\beta-$
$1)t$ times then
33: $X_{i}[j]arrow w$ ;
証明 $G$ の点連結度は $d=n-|V_{k}|$ である．一方，
任意の 2つの頂点について，長さが高々 2の点素な
道が少なくとも $n-|V_{k}|-|V_{k-1}|+1=n-|V_{k}|=d$
本存在するため，このグラフは $\mathcal{G}(d, 2)$ に属する．定
理 3より，$n>3t$ かつ $d>2t$ のとき，$DP$-Byz は
$G$上で移動ビザンチン合意問題を解く．口
3.2 Algorithm $KP$-Byz
グラフ $G$ の $k$ 乗グラフ $G^{k}$ は，$G$ と同じ頂点集合
を持ち，$G$ 上で距離が高々 $k$ であるような任意の 2
つの頂点間に辺を持つグラフである．本節では $G^{k}$
上でのアルゴリズム $KP$-Byz を提案する．$DP$-Byz
と同様に，$KP$-Byz も $G^{k}$ 上で高信頼性伝送を実現
するアルゴリズム Per$T$ (Permeate Transmission) と
MOPT から構成される．
$PerT$ のアイデアを説明する．$G$上でプロセス $i$ か
らの距離が高々 $P$ であるプロセスの集合を $L_{j}^{G}$ (のと
する．プロセス $i$ が全プロセスにある情報 $m_{i}$ を放送
する方法を考える．まず，最初のラウンドで $i$ は $G^{k}$






に着目すると，$G^{k}$ の性質より，$i$ は $L_{i}^{G}(k)$ に属する
プロセスのうち，少なくとも $k$ 個のプロセスと隣接




ウンド $r$ 終了時には，プロセス $j\in L_{i}^{G}(r+k-1)$ は





また，$PerT$ も DPT 同様に，合意維持性を満たす
ための処理を各ラウンドで行っている．
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各プロセス $i$ は値 (あるいはベクトル) $w_{i}$ と配列
$X_{i}$ を引数とする．$w_{i}$ はプロセス $i$ がすべてのプロ
セス $j\in\Pi$ に放送したいメッセージであり，$X_{i}$ は
他のプロセス $j\in\Pi$ から受け取った 5を格納する
ための配列である．高々 $t$ 個の移動ビザンチン故障
が存在するとき，正常プロセス $i$ が DPT$(w_{i}, X_{i})$ を
実行すると，$PerT$ 終了時に各正常プロセス $i\not\in F_{r}$
では $X_{i}[j]=wj$ が成り立つ．各プロセスは $G^{k},$ $G,$
$L_{j}^{G}(\ell)$ , $D_{G}$ を知っているもの仮定する．
補題 2 $k>2t$ を仮定する．ラウンド $r_{0}$ において，各
プロセス $i$ が値 $w_{i}$ を保持し，$G^{k}$ 上で $PerT(w_{i}, X_{i})$ を
実行した場合，任意のプロセス $i\not\in F_{r_{f}}$ と任意のプロ
セス $j\not\in F_{r_{0}}$ について，ラウンド $r_{f}$ では $X_{i}[j]=w_{j}$
が成り立つ．ただし，$r_{f}=r_{0}+D_{G}-k$ は $PerT$ が
終了するラウンドである，また，合意達成後は，ラ
ウンド $r_{0}$ から $r_{f}$ の間では合意維持性は満たされる．
Algorithm $KP$-Byz: $KP$-Byz は MOPT の以下の
3つの命令列を DPT の呼び出しに置き換えた
ものである．. $5-7$行目 : $PerT(v_{i}, PV)$. $14-16$ 行目 : $PerT(v_{i}, SV)$. $28-30$ 行目 : $PerT(SV_{i}, EV)$
定理 4 アルゴリズム $KP$-Byz は任意のグラフ $G$ の






系 3 $G$ が長さ $k$ 以上の “しっぽ” を持つグラフ (lol-
lipop グラフやパスグラフ) とする．$n>3t$ かつ
,
$d>2t$ のとき，$KP$-Byz は $G^{k}$ 上で移動ビザンチ
$($








2: for all $j\in N_{i}^{G^{k}}$ do
3: send $(w_{i}, i)$ and $v_{i}$ to $j$ ;
4: for all messages $(w,j)$ received do
5: if $(w, j)$ arrived from $j$ then
6: $X_{i}[j]arrow w$ ;
7: if $i$ recovers from fault then
8: if $v$ arrived from more than $t$ processes
then
9: $v_{i}arrow v$ ;
10: $($Round $r(2\leq r\leq D_{G}-k+1))$
11: for $r=2$ to $D_{G}-k+1$ do
12: $W_{i}[1..n][1..n]arrow[\perp, \cdots, \perp][\perp, \cdots, \perp]$ ;
13: for all $j\in\Pi$ do
14: if $i\in L_{j}^{G}(k+r-2)$ then
15. send $(X_{i}[j],j)$ to $p\in N_{i}^{G^{k}}$ ;
16: for all $j\in N_{i}^{G^{k}}$ do
17: send $v_{i}$ to $j$ ;
ls: for all messages $(w, j)$ received do
19: if $(w,j)$ arrived from $p\in L_{j}^{G}(k+r-2)$
then
20: $W_{i}[j]\lceil p]arrow w$ ;
21: for all $j\in\{p|i\in L_{p}^{G}(k+r-1)\}$ do
22: if $w$ occurs in $W_{i}[j][1..n]$ more than $t$
times then
23: $X_{i}[j]arrow w$
24: if $i$ recovers from fault then
25: if receive $v$ more than $t$ times then
26: $v_{i}arrow v$ ;
$R\backslash$ ットワークでは $n>3t,$ $\mathcal{G}(\alpha, \beta)$ では $n>3t$ かつ
\alpha>2(\beta-1)t$ , 任意のグラフの $k$ 乗では $n>3t$ か
$ok>2t$ のときに移動ビザンチン合意問題を解くこ
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