Many emerging devices and technologies rely on contacts between nanoscale bodies. Recent analytical theories, experiments, and simulations of nanocontacts have made conflicting predictions about the mechanical response as these contacts are loaded and separated. The present investigation combined in situ transmission electron microscopy (TEM) and molecular dynamics (MD) simulation to study the contact between a flat diamond indenter and a nanoscale silicon tip. The TEM was used to precharacterize the materials, such that an atomistic model tip could be created with identically matched materials, geometry, crystallographic orientation, loading conditions, and degree of amorphization. A large work of adhesion was measured in the experiment and attributed to unpassivated surfaces and a large compressive stress applied before separation, resulting in covalent bonding across the interface. The simulations modeled atomic interactions across the interface using a Buckingham potential to reproduce the experimental work of adhesion without explicitly modeling covalent bonds, thereby enabling larger time-and length-scale simulations than would be achievable with a reactive potential. Then, the experimental and simulation tips were loaded under similar conditions with real-time measurement of contact area and deformation, yielding three primary findings. First, the results demonstrated that significant variation in the value of contact area can be obtained from simulations, depending on the technique used to determine it. Therefore, care is required in comparing measured values of contact area between simulations and experiments. Second, the contact area and deformation demonstrated significant hysteresis, with larger values measured upon unloading as compared to loading. Therefore, continuum predictions, in the form of a Maugis-Dugdale contact model, could not be fit to full loading/unloading curves. Third, the load-dependent contact area could be accurately fit by allowing the work of adhesion in the continuum model to increase with applied force from 1.3 to 4.3 J/m 2 . The most common mechanisms for hysteretic behavior-which are viscoelasticity, capillary interactions, and plasticity-can be ruled out using the TEM and atomistic characterization. Stress-dependent formation of covalent bonds is suggested as a physical mechanism to describe these findings, which is qualitatively consistent with trends in the areal density of in-contact atoms as measured in the simulation. The implications of these results for real-world nanoscale contacts are that significant hysteresis may cause significant and unexpected deviations in contact size, even for nominally elastic contacts.
Introduction
As devices and manufacturing technologies shrink to the nanoscale, there is a growing need to understand, predict, and control the behavior of small-scale contacting interfaces. Examples of this need stem from nanomanufacturing, materials characterization, and nanodevices. Specifically, in tip-based nanomanufacturing [1, 2] and in micro-transfer printing of quantum dots [3] , the behavior of the nanocontact determines reliability and precision. In the vast array of scanning probe microscopy techniques [4, 5] , the contact's size and properties determine both the resolution of the technique and the accuracy of models applied for quantitative analysis. Finally, for nanoscale switches and actuators [6, 7] , the mechanical and transport properties of the contact determine functionality and lifetime of the device.
At present, it is common to use continuum mechanics theories to describe nanoscale contacts. These continuum theories predict the deformation, contact area, and adhesion of contacts under load. A thorough review of contact mechanics models can be found elsewhere [8] ; only a brief summary is presented here. The Hertz model [9] relates deformation and contact area to applied load for two elastic spheres without adhesion. Adhesion was then considered in the Derjaguin-Müller-Toporov (DMT) [10] and Johnson-Kendall-Roberts (JKR) [11] models to describe deformation and contact area. The DMT limit applies to stiff materials with weak and long-range adhesion, whereas the JKR limit applies to compliant materials with strong and short-range adhesion. First Tabor [12] and later Maugis [8] showed that the DMT and JKR are two extreme limits for describing a continuum of contact behavior. The transition region between the limits can be characterized by a dimensionless transition parameter [8, 12] ( T or λ) which is the ratio of elastic deformation to the length-scale of surface forces. In the transition region, Maugis [8] provided expressions for deformation and contact area as functions of applied load. These equations were simplified by Carpick et al. [13] to present a numerical analysis for determining the contact area in the transition region. Similar numerical analysis was extended for determining deformation in the transition region [14] .
These continuum models and their various extensions rely on underlying assumptions that may be violated at nanometer length scales. An alternative to continuum models is atomistic simulations, which are able to track the position of each atom and have been employed to study nanocontacts mimicking experimental conditions [15] [16] [17] [18] [19] . Some such simulations have suggested that contact mechanics may be applied when atomic-scale surface roughness is considered in the model [20] or when modifications of these theories are used, such as thin-coating contact mechanics [16, 21] . In particular, Milne et al. [22] showed that contact mechanics can be modified through the addition of a supplemental "force", which accounts for deviations from ideal geometry. This results in a supplemental work of adhesion term, which includes the effects of topography as well as the contribution to adhesion from covalent bonds at the interface, both of which can change during loading or sliding. However, other studies showed that continuum contact mechanics may break down at the atomic scale [23] [24] [25] [26] [27] . Further, due to the discreteness of atoms at the contact interface, the definition of contact is ambiguous at the atomic scale, which complicates comparison to continuum mechanics predictions [20, 28, 29] . A more in-depth treatment of these considerations can be found in Ref. [30] .
Despite the reasons to doubt the nanoscale applicability of contact mechanics models, there are important reasons this topic requires further investigation. First, there are numerous atomic force microscopy (AFM) investigations where measured data have been accurately fit by applying continuum contact mechanics, as discussed in [13, [31] [32] [33] . Second, the models are still very widely applied in both basic science (e.g., Ref. [34] ) and engineering applications (e.g., Ref. [35, 36] ) to compute contact properties. Third, it is impractical to rely on atomistic simulations in every contact situation because they are typically time-and resource-intensive and are often unique to a particular set of conditions and thus difficult to generalize. As such, there is benefit to having analytical expressions from contact mechanics models, even if they are approximate. The present paper combines the use of in situ transmission electron microscopy and molecular dynamics simulation to study the contact between a flat diamond indenter and a sharp silicon tip. The purpose of the present paper is to perform an in-depth analysis into a single contact experiment. The simulations were designed to faithfully reproduce the key features of the experiments so that the two can be used together to explore the adhesion, deformation, and contact area of the same nanoscale contact.
Methods

In Situ TEM Experimental Measurements
Contact tests were performed inside of a transmission electron microscope (2100F, JEOL, Tokyo, Japan) operated at 200 keV with the use of an in situ nanoindenter (PI-95 Picoindenter, Hysitron Inc., Minneapolis, MN). The experimental setup is similar to that of [37] [38] [39] and is shown in Fig. 1a , b. The tests were conducted by bringing a flat diamond indenter into contact with an AFM probe (PPP-NCLR, Nanosensors, Neuchatel, Switzerland) with real-time TEM video, as shown in Supplementary Movie 1. In contrast to prior in situ TEM investigations of tip/sample contact, the tests were performed under closed-loop displacement control using a capacitive sensor with a feedback rate of 78 kHz. The loading/unloading rate was 1.0 nm/s, and the real-time applied force and displacement were saved at 200 data points per second. High-resolution TEM images of the silicon tip were taken before and after the test to enable the measurement of geometry using image processing. Lower-resolution video was captured during the loading/unloading.
Before testing, the diamond indenter was cleaned with light mechanical abrasion using a cotton swab and acetone. Next, the indenter was sequentially ultrasonicated in isopropanol, acetone, and methanol. This cleaning procedure is recommended by the manufacturer for nanoindentation tips, and has been used in earlier studies (for example [40] ). Further, direct inspection using the TEM verified that there was no significant debris or contamination on the surface. This direct inspection was also used to rule out the possibility of carbonaceous contamination during imaging. While the build-up of carbonaceous contamination has been observed in electron microscopy [41] , this is most problematic for very high electron doses and/or poor vacuum in the chamber. It was not observed in the present study, even after significant additional beam exposure after completion of the test.
The AFM chip body was cleaved and glued to the sample mount of the nanoindenter. The commercial silicon AFM probe had an initial radius of approximately 5 nm, and contained an oxide from the manufacturer's processing that extended to a height of 14 nm on the tip. This oxide was mechanically removed by bringing the indenter into contact with the tip and sliding it in vacuum prior to testing. During the mechanical abrasion, sufficient material was removed that the tip was shortened by 62 nm, confirming the removal of all of the pre-existing oxide. At this point, the crystal lattice of silicon was observed to extend to the apex of the tip. The tip was then pre-loaded seven times to similar or larger stress levels than were planned for the present investigation. These pre-loading events were conducted to ensure that any inelastic deformation or change in small-scale roughness would occur prior to the analyzed test. Indeed, the preloading resulted in amorphization of the outermost 1.2 nm of the tip apex, as seen in Fig. 1b . This amorphization effect has been observed previously [42] , and is often attributed to a transition under load to a metastable β-tin structure. The tip remained in the vacuum environment of the TEM throughout the investigation, such that the newly exposed silicon was not re-oxidized.
Following tip preparation, a loading and adhesion test was conducted and analyzed in depth. For this case, the contact diameter D and deformation δ were measured directly from the experiments, as shown in Fig. 1c . Because of vibration in the contact and Fresnel fringes [41] around the larger-diamond indenter, the resolution of the in-contact videos are lower than the out-of-contact images. Thus, it was necessary to adjust the measured diameter using a correction factor. First, the high-resolution TEM image (Fig. 1b) out-of-contact profile was traced. Second, the in-contact profile was traced using the reduced-resolution in-contact TEM video frame (Fig. 1c) . The mean of the difference between the width of the in-contact and out-of-contact profiles was measured to be 0.3 nm and set as the correction factor. Hence, the corrected contact diameter was calculated as D true = D meas -0.3 nm. Finally, the contact was assumed to be circular, such that the contact area A was D 2 true ∕4 ; this approach to calculating contact area is referred to subsequently as the "side-view diameter" method.
Simulation Methods
The atomistic model of the nanocontact experiment is shown in Fig. 2 . The model consisted of a silicon tip and a rigid substrate. According to the TEM imaging, the tip was composed of crystalline silicon with an amorphous region at the perimeter of its apex. The high-resolution TEM image of the tip in Fig. 2a was traced to extract the 2D profiles of both the crystalline and amorphous regions. The method of disks [37] was used to create 3D surfaces for the tip shape, under the assumption that the 2D profile is representative of the tip shape in all orientations. This assumption is supported by previous work on sliding wear of silicon. For example, Ref. [43] compared side-view TEM images to the results of numerical 3D tip reconstruction from AFM scans; the results (1) is opposite an AFM chip (2) , such that it can be brought into contact with the nanoscale tip (3). During contact, the video frames (c) are used to measure real-time deformation and contact area showed similar radii in all orientations. Further, using calculations for bodies of dissimilar parabolic radii in different directions [44] , it can be shown that even a difference of 5% in tip radii between in-plane and out-of-plane orientations causes an error of less than 1% in computed results.
The crystallographic direction of the crystalline region of the tip was set based on the diffraction pattern from the TEM. The height of the tip model was 10 nm. The substrate consisted of carbon atoms in a diamond lattice and had dimensions of 20 × 20 × 1 nm in the x, y, and z directions, respectively. The substrate atoms were held rigid for computational efficiency. According to the Hertz model, this assumption is expected to introduce differences in contact area and deformation of approximately 7% from the experiment. However, this was accepted since an accurate description of elasticity on both bodies would have required a significant increase in the simulation size. The substrate was modeled as a flat surface because the radius of curvature of the overall shape of the indenter was measured to be 1 μm. Nanoscale roughness on the substrate was neglected because its accurate inclusion would require knowledge of the precise location of the tip contact-including in the outof-plane direction-which cannot be identified with sufficient precision due to the finite resolution in the TEM. Fixed boundary conditions were applied in all directions.
The topmost 1 nm of the tip was treated as rigid. A Nosé-Hoover thermostat was applied to the 4-nm region immediately below the rigid layer to control the temperature of the system at 300 K. The remainder of the tip atoms were integrated using the NVE (constant number of atoms, volume, and energy) ensemble, which enabled the simulation to capture the dynamics of atoms in the contact interface [15] . Simulations were carried out using the molecular dynamics simulation package LAMMPS [45] with a time step of 1 fs.
There were four processes during the simulation: equilibration, loading, relaxation, and unloading. In each process, the interaction force between the tip and substrate was characterized. The interaction force was calculated as the sum of the forces on the tip atoms [27] . The tip was initially placed at a distance of 0.7 nm above the substrate. This distance was greater than the cut-off distance of the empirical potentials. Thus, there was no interaction between the tip and the substrate during the equilibration process. After the system reached stability in temperature and energy, which indicated the system was at equilibrium, a constant downward velocity of 5 m/s was applied to the rigid portion of the tip. The tip moved towards the substrate until it reached the maximum force observed from experiment. After the tip reached the maximum force, it was relaxed for 0.7 ns to ensure stability in energy and force. After relaxation, the tip was retracted from the substrate at 5 m/s to simulate an unloading process. Due to realistic limitations of computation time, the loading and unloading speeds were significantly faster than experiment. However, contact mechanics models do not predict an effect of pull-off speed for hard, non-viscoelastic materials. Further, long-timescale processes such as creep are not expected to play a significant role in the present contact. To verify this, we repeated the simulations at speeds ranging from 0.2 to 10 m/s and observed no statistically significant effect on pull-off force.
The modified Tersoff potential [46] , which is known to be able to accurately capture the mechanical properties of silicon, was employed to simulate the interactions within the silicon tip. The interactions between tip and substrate were modeled by the Lennard-Jones potential with the addition of a Buckingham potential to capture the large short-range adhesive interactions that were observed in the experiment. The determination of interaction parameters is discussed in Sect. 3.1. The deformation of the tip in the simulation was determined by subtracting the sum of the initial heights of the tip and substrate from the instantaneous distance between the top of the tip's rigid layers and the bottom of the substrate. This results in a value that is consistent with the continuum definition of deformation. Contact area in the simulation is calculated as described in Sect. 3.3.
Results and Discussion
Matching Adhesive Interactions Between Simulations and Experiments
To ensure that the simulations and experiments were describing the same nanocontact, it was necessary to match the adhesion strength at the interface, as quantified by the pulloff force. The force-vs-time data from experiment is shown in Fig. 3a where the maximum displacement of the AFM probe corresponds to the maximum force of 408 ± 31 nN achieved in the test. During unloading, the pull-off event can be observed visually in the TEM video (Supplementary Movie 1). The pull-off force is the amount of force required to break the contact; in this case it was found to be 434 ± 31 nN. In the simulations, the adhesive interactions between the atoms in the two surfaces were described using the sum of the Lennard-Jones and Buckingham forces. The LennardJones potential approximated the van der Waals attraction and Pauli repulsion between the materials, and the parameters were set as ε = 0.0024 eV, σ = 0.28 nm [40] . The relatively large adhesion observed in the experiment was likely due to the formation and breaking of covalent bonds during the test. Covalent bonding could be modeled explicitly in the simulation using a reactive potential, but this approach would severely limit the size of the system. Therefore, an approximation was introduced that captured the adhesion in an effective way for a sufficiently large model system. Specifically, the Buckingham potential was used to add an additional attractive force between the tip and the substrate [47, 48] . The Buckingham potential has the form E = − e −r∕ , where α is the maximum attractive energy between two atoms, and is the characteristic short-range decay length. The value of was set to be 0.3 times the value of σ of the Lennard-Jones potential [47, 48] . The pull-off force increased approximately linearly with the magnitude of the parameter α, and the experimental pull-off force was reproduced in the simulation using a value of α = 3.5 eV. This extracted Buckingham parameter α is comparable to the energy of a silicon-carbon bond, which is 3.3 eV [49] . The simulation force-vs-time data is shown in Fig. 3b . The maximum force and the pull-off force in the simulation were 367 ± 2 nN and 457 ± 8 nN, respectively.
Measuring Work of Adhesion from the Experiments
To determine the work of adhesion from the experiments, the method of Ref. [50] was used. Specifically, three steps were performed: (1) evaluate the geometry of the body to confirm a parabolic shape and measure tip radius; (2) compare the shapes of the bodies before and after contact to confirm that there was no change in overall shape due to testing; and (3) determine which of the continuum contact models is predicted to apply by computing the Tabor parameter for the contact.
To evaluate the geometry of the bodies, the outer contour of the tip was traced using image analysis. To verify near-parabolic shape (Step 1), the traced contour was fit to a parabola of the form z = x 2 ∕2R , where z is the vertical height, x is the lateral dimension, and R is the radius. To assess changes with testing (Step 2), the traced contours were compared before and after testing. Before testing, the tip radius was 20.0 ± 1.8 nm (Fig. 4a) and the root-mean-square (RMS) deviation from the paraboloidal shape was 0.17 nm. After testing, the tip radius was 20.7 ± 1.4 nm (Fig. 4b) with an RMS deviation of 0.16 nm. While there were Angstrom-scale modifications to the tip, the tip remained paraboloidal and the radii were indistinguishable within experimental uncertainty. The geometric assessment supports the application of classical contact mechanics models.
To determine which of the contact models is predicted to apply (Step 3), the Tabor parameter [12] was computed [50] . This required first obtaining the work of adhesion, which was calculated from continuum contact mechanics as follows [13] :
where F pull−off is the pull-off force, R is the asperity radius, and is a constant that is equal to 1.5 for the JKR model, 2 for the DMT model, and an intermediate value for Maugis-Dugdale model. Using this equation and measured
parameters, the work of adhesion computed for the diamond and silicon pair was found to be in the range of 3.3 ± 0.2 J/ m 2 (DMT) and 4.4 ± 0.3 J/m 2 (JKR). Using the procedure described in Ref. [13, 50] , with a range of adhesion of 0.2-0.3 nm [32, 40, [50] [51] [52] , the Tabor parameter [12] was found to be T = 0.8 − 1.5 and the work of adhesion was found to be 4.2 ± 0.4 J/m 2 . This indicates that the contact lies in the transition region between the JKR and DMT limits, and should be described using the Maugis-Dugdale model [8] . Here, this model was numerically implemented using the Carpick-Ogletree-Salmeron (COS) method [13] .
The measured work of adhesion was larger than previous measurements. While prior ex situ testing of diamond/ diamond, silicon/silicon, and diamond/silicon contacts have yielded W adh = 0.1-0.7 J/m 2 [40, 43, [53] [54] [55] [56] , prior in situ TEM testing [22] of a silicon/diamond contact demonstrated significantly higher work of adhesion values, due to bonding across the interface and changing interfacial roughness, both of which are modified by loading of the contact. The work of adhesion for an ideally bonded contact can be computed [57] as the product of the areal density of bonds and the bond energy. Using minimum and maximum surface bond densities of approximately 6.8 × 10 18 atoms/m 2 and 9.6 × 10 18 atoms/m 2 (calculated from the surface atom density of silicon in the orientations [100] and [110] respectively) and a bond energy of 318.0 kJ/mol [49] , the covalent work of adhesion is 3.6-5.1 J/m 2 between silicon and diamond. Therefore, the measured work of adhesion is commensurate with covalent bonding across the interface. before and after contact. These results confirm a lack of permanent shape change due to plasticity or fracture (Color figure online) 
Contact Area and Variations with Calculation Technique
To demonstrate the variation in contact area calculated from the simulations, the area of contact at the maximum force was evaluated using a variety of different methods. These methods are discussed in more detail in Ref. [30] . In the simulation, contact area was obtained by first identifying the atoms that are "in contact", which was done using two different criteria: (1) distance; and (2) force. In the distance criterion, if the distance between a tip atom and its nearest substrate atom was less than a pre-defined limit d c , then this tip atom was considered to be in contact with the substrate. The value of d c = 0.25 nm was chosen as it is the distance at which the Si-C interatomic potential energy is a minimum [20, 29, 58] . In the force criterion, the timeaveraged interaction force was calculated between each tip atom and the substrate. If the tip atom experienced a repulsive force from the substrate, this tip atom was considered to be in contact with the substrate [59, 60] . The time-averaged forces on the tip atoms were calculated over different time intervals at steady state, i.e., the observation time interval varied from 1 to 10,000 time steps. The results from both methods are shown in Fig. 5 for the point of maximum force.
Using the force criterion, the number of contact atoms increased with increasing force-averaging time interval and then saturated after approximately 1000 time steps. This time-dependence does not reflect physical changes in the material, but is rather attributed to thermal fluctuations and the fact that short-time fluctuations are averaged out [59, 60] . Therefore, only the longest observation period is reported in the rest of the present discussion, in accordance with Ref. [60] . Using the force criterion with the longest observation period yielded a value of 1383 ± 4 atoms. Using the distance criterion, the mean number of contact atoms was 1672 ± 9. This result is shown as a horizontal bar in Fig. 5a , where the width of the bar represents the standard deviation of the data. Although results from both the force and distance criteria calculations are shown in Fig. 5a , the distance criterion results are inherently time-averaged and so do not depend on observation time.
Then, the number of atoms was converted into a measurement of contact area using each of three different methods: (1) multiplying the number of contact atoms by the area of a single atom (called "atomic area method"); (2) measuring the area of a polygonal region enclosing the contact atoms (called "convex hull method"); and (3) computing the area of a circular contact described by the diameter that is measured in an orientation that corresponds to the viewing direction of the TEM (called "side-view diameter method"). These methods are illustrated in Fig. 5b . As expected, the atomic area method yielded the smallest estimated area (73.1 ± 0.4 nm 2 and 58.8 ± 0.4 nm 2 for the distance and force criterion, respectively). The area from the convex hull method was significantly larger (131.3 ± 0.8 nm 2 and 125.6 ± 1.0 nm 2 for the distance and force criterion, respectively) because this calculation assumes continuous contact [20, 28] . Lastly, the side-view diameter method, which is most similar to the area obtained from TEM images in the experiment, resulted in the largest estimated area (138.5 ± 2.8 nm 2 and 132.8 ± 0.2 nm 2 for the distance and force criterion, respectively). For comparison, at the maximum force, the contact area obtained from the TEM image (Fig. 1c) was 149.8 ± 55.4 nm 2 , where the uncertainty is due to vibration of the indenter. The DMT, JKR and the Maugis-Dugdale theories predict values of 69.1 ± 4.7 nm 2 , 142.2 ± 9.6 nm 2 , and 122.8 ± 7.6 nm 2 , respectively. These are using the radii and works of adhesion as described in Sect. 3.2, and an effective modulus of 126.9 GPa. This effective modulus was
, where the first material is [100] diamond (E = 1050.0 GPa, ν = 0.1) [61] and the second material is silicon, oriented along the loading direction. The latter properties were E = 132.8 GPa and ν = 0.28, which were obtained from elastic constants C 11 = 165.6 GPa, C 12 = 63.9 GPa, C 44 = 79.5 GPa [62] and a loading direction of 22 19 . The results of all contact area calculations are shown in Fig. 6 . The variation in contact area shown for each of the three continuum mechanics models reflects the uncertainty in the radius fit to the pre-test TEM images of the tip. Variation in the side-view diameter contact area corresponds to the resolution of the in-contact TEM images. Comparison of all approaches and the uncertainly associated with each demonstrates the wide range in possible measured values, even for a simulated contact with known atomic positions. This underscores the complexity of defining an accurate value for contact area and the care that is required to do so. It is likely that the "correct" area of contact to use will depend on the intended application. For instance, the rate of atomicscale wear via chemical reactions or the contact conductance for ballistic electron transport [63] will likely depend more strongly on the atomic area of contact. While the electrical transport in the diffusive limit will likely depend more strongly on the size of the contact patch, similar to the side-view diameter. For the remainder of this discussion, the side-view diameter from the TEM experiments will be compared against the side-view diameter method from the simulation, as these are the most directly analogous. Overall, the variability in computed values demonstrates that caution is required whenever the absolute value of contact area is being computed. For a more robust analysis, the contact area must be determined at a variety of applied forces, as is done in the next sub-section.
Contact Area and Deformation as a Function of Force
The contact area and deformation as functions of applied force are shown in Fig. 7 . Experimental and simulated measurements for the area of contact agree within the uncertainty of the measurement. The uncertainty of the experimentally measured values arose due to vibration of the in situ indenter. For deformation, the experiments and simulations agree for the adhesive region only, and differ by more than experimental uncertainty for the compressive region. This difference at high loads may arise due to the finite size of the simulated tip, where the presence of the rigid layer artificially stiffens the contact.
Both the experiments and simulations demonstrate hysteresis in behavior between the loading and unloading portions of the tests. The contact area at zero applied force is larger upon unloading by 88% (in experiments) and 110% (in simulations) as compared to the same value measured during loading. The difference for the deformation is 33% for the experiments and 109% for the simulations. This hysteresis behavior is not predicted by continuum elastic models. While this can be a hallmark of permanent changes within the material, there is no gross shape change observed before/ after testing, as discussed in the previous section.
Quantifying the Hysteresis in Contact Area: Increasing Work of Adhesion as a Function of Maximum Stress
None of the contact mechanics models (JKR, DMT, Maugis-Dugdale) could capture the hysteresis between loading and unloading behavior; therefore, these two segments were . The above analysis assumed an equilibrium separation z o = 2.5 Å. Repeating this analysis using values in the range of 2.0-3.0 Å resulted in small changes of the best-fit effective modulus (± 5.2% for experiment, and ± 5.7% for simulation). The extracted bestfit value for effective modulus from the experiment matches well with that of crystalline silicon, which is 126.9 GPa as computed in a previous sub-section.
By contrast, the Maugis-Dugdale model with the same parameters overestimated the contact area upon loading by 51%. Indeed, the loading portion of the curve could not be accurately fit for any value of E eff . Therefore, the fit was retried allowing for a variable work of adhesion. Specifically, W adh was allowed to vary with force, while the radius was held constant at the measured value (20.7 nm) and the effective modulus was held constant at the best-fit value determined in the previous paragraph (111.4 GPa, the average of the experimental and simulated best-fit values). Figure 8a shows the measured data, alongside curves representing the Maugis-Dugdale model with varying works of adhesion. Figure 8b shows the extracted best-fit work . 8 The data for contact area as a function of force (a) has been fit using the Maugis-Dugdale model with varying work of adhesion. The effective modulus was set using the best-fit value of 111.4 GPa for unloading (see main text), and the work of adhesion is varied to separately match each individual point in the loading curve. The result of this point-by-point fit (b) shows a monotonically increasing value of work of adhesion with increasing mean Hertz stress. The meaning of the symbols in (a) are the same as in Fig. 7 . The simulation results were used to compute the areal density of in-contact atoms (c) in the central region of contact (red circle). The initial contact area shows a lower density of "bonds", which increases monotonically throughout loading. Notably, the high final "bond" density is maintained during unloading to large negative forces (Color figure  online) 97 Page 10 of 12 of adhesion at each value of the stress in the contact. This best-fit value increases monotonically from 1.3 J/m 2 , which accurately fits the contact area and force at the initial point, to 4.3 J/m 2 , which fits well the contact area and force for the unloading data.
The variation between properties measured during loading and unloading has been observed in a variety of materials and is often referred to as adhesion hysteresis [57] . This effect is traditionally attributed to capillary effects [64] or to viscoelasticity in soft materials [65, 66] , or to plasticity in hard materials [67] . Because the present test was performed in a vacuum environment, using hard nonviscoelastic materials (silicon and diamond), capillarity and viscoelasticity can be ruled out. Further, unlike in traditional AFM testing, the in situ TEM images and the MD simulations were used to rule out significant shape change upon testing. Atomic-scale plasticity of the type shown in Ref. [22] was not observed, likely because no sliding was induced and the tip had been pre-loaded to higher loads before these experiments were conducted. Therefore, it is expected that inelastic deformation would have already taken place prior to the present test. Instead, in these silicon/diamond contacts, the origin of the adhesion hysteresis is understood to be covalent bond formation, as discussed in Ref. [22] . As described in that work, this is equivalent to using continuum contact mechanics with a modified W adh , which depends on loading conditions, including the amount of pre-load and speed of lateral sliding. The physical origin of these changes in W adh are increased covalent bond activity from stress in the contact.
Further insight is obtained by combining the in situ experiments with the MD simulations to examine atomic-scale interactions in the contact interface. Specifically, a measurement was taken of the areal density of in-contact atoms, identified using the force criterion. This is loosely analogous to a bond density; however, in the absence of a reactive potential, the concept of a "bond" is not well-defined. For a fixed central region of the contact, this areal density was measured at various points throughout the test, and is shown in Fig. 8c . The result demonstrates a monotonic increase from the initial value to the value at the highest force. In other words, for a given area of contact, the additional loading has pushed a larger number of atoms into close contact and thus into the deepest part of the interatomic potential. Therefore, this region of contact will require more energy to separate, thus corresponding to a larger work of adhesion in a continuum description. Indeed, the high density of incontact atoms achieved at the maximum force (400 nN) was maintained (within 10%) throughout unloading, all the way to the point where a tensile force of approximately 270 nN was applied. Overall, the 65% increase in "bond" density during loading does not fully explain the measured increase in work of adhesion; however, the qualitative trends are similar. Therefore, the present results further elucidate the adhesion hysteresis that arises due to stress-dependent bond formation across the interface. Further simulations with a reactive potential are required to explore the details of the bond formation and breaking under applied force.
Conclusion
This investigation comprised a comprehensive analysis of the loading and separation of a nanocontact using experiments and simulations. The experiment and simulation were matched regarding materials, geometry, structure, crystal orientation, and applied forces. The Buckingham potential was used to model the interactions across the interface, and to reproduce the pull-off force observed in the in situ test. First, it was demonstrated that the choice of method for computing contact area can lead to significant variations in measured results. Second, the experimental and simulated measurements for contact area and deformation as a function of applied force demonstrated hysteretic behavior, with larger values measured upon unloading as compared to loading. Therefore, they could not be accurately fit using a straightforward application of continuum mechanics via the Maugis-Dugdale model. For contact area, the Maugis-Dugdale model could be accurately fit to the unloading portion of the contact area curve with a reasonable value of effective elastic modulus extracted from the fit; however, the same model over-predicted contact area by an average of 51% during loading. Third, a significantly better fit to contact area was found by allowing the work of adhesion to increase with applied force from 1.3 to 4.3 J/m 2 . Traditional explanations for adhesion hysteresis, including viscoelasticity, capillarity, and plastic deformation, were ruled out using in situ observation of geometry and materials in the contact. Rather, variable work of adhesion due to stress-dependent covalent bond formation across the interface was confirmed and further elucidated by atomic-scale observation of the simulated contact and the increase in areal density of incontact atoms.
