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ABSTRACT 
In this paper we investigate a subclass w of the n X n real matrices. A matrix M 
belongs to w if and only if certain pairs of its complementary cones intersect only in 
the zero vector. We show that w 5 I, where Q is the class of matrices M for which 
LCP( 9, M) (the linear complementarity problem) has a unique solution whenever 9 
belongs in the interior of the union of its complementary cones. Membership in %’ 
can be established by solving 2” - ’ systems of linear equations. Finally, several 
sufficient conditions are given on a matrix in %V so that it possesses nonnegative 
principal minors. 
1. INTRODUCTION 
Given a matrix M E(W”~” and a column vector q E Iw nx1, the linear 
complementarity problem, denoted in this paper by LCP(q, M), is to find 
column vectors w E Iw “” and z E Iw “x ’ such that 
q=Zw-Mz, w > 0, z > 0, and wTz =O. (1) 
A number of problems in applied mathematics can be expressed in this form. 
For example, all linear and certain quadratic programming problems can be 
viewed as linear complementarity problems [I, 7, 8, 131. Two of the better- 
known procedures for solving LCP(q, M) are Lemke’s complementary pivot- 
ing algorithm [9] and Dantzig and Cottle’s principal pivoting algorithm [3]. A 
considerable amount of the literature which is devoted to the linear com- 
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plementarity problem deals with the following two questions: 
(a) When does LCP(9, M) have a solution? 
(b) Given that LCP(9, M) has a solution, when is the solution unique? 
Several classes of matrices have special importance regarding these questions. 
The class of all M ER”~” for which LCP(9, M) has a solution for every 
9Elw”x’ is denoted by Q. This class can be described geometrically via 
convex cones. To do this we shall use notation similar to that used by Cottle 
and Stone [2]. First let (Y c 5i := { 1,2,. . . , rt }, and define a matrix C!(a) 
columnwise by 
C(a)*i= 
-M.i if iEa, 
1 
*I 
if iecu, 
where - M .i denotes cohlmn i of the matrix - M, etc. Then the convex 
cone of nonnegative linear combinations of the columns of C(a), denoted by 
pos C(a), is said to be a complementary cone of M. Clearly M E Q if and 
only if the union, K(M), of complementary cones of M is all of BB”‘i, i.e., if 
K(M) = u posC(e) =(WnX1. 
acii 
A number of sufficient conditions for membership in a subclass of Q are 
known. For example, the class of nonnegative Q-matrices has been shown by 
Murty to consist precisely of those M for which mii > 0 for each i [12]. 
Unfortunately, an efficient method for determining membership in the class 
Q has not been discovered. 
Another class of matrices which relates to question (a) is the class Q0 of 
all matrices M for which K(M) is convex. Again membership in Q0 is not 
easily determined. In fact Q = Q. n S, where S is the class of matrices M for 
which the system Mz > 0, z > 0 has a solution. 
As Cottle and Stone [2] and Mangasarian [ll] state, the literature which 
deals with the question of uniqueness of solutions of LCP(9, M) is somewhat 
smaller than that which deals with the question of existence. One of the 
better-known results is by Samelson, Thrall, and Wesler [14]. Namely, the 
class of P-matrices (a P-matrix is one in which all the principal minors are 
positive) is a subclass of Q. In fact, M E P n Rnx" if and only if LCP( 9, M) 
has a unique solution for every 9 E Iw nX1. Determining membership in the 
class P is finite in that one must check the signs of the 2” - 1 nontrivial 
principal minors of M. Unfortunately, as Murty indicates [13], no algorithm 
in which the number of computations is bounded from above by a polynomial 
in n exists at present for determining membership in P. 
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The class of semimonotone matrices, GO, (i.e., those M E lFUnx" for which 
Manx, < 0, x, >, 0 is inconsistent for all (Y C_ ?i) can be characterized in the 
following manner: 
&‘o= {MER"~": LCP( 9, M) has a unique solution 
whenever 9 E int pos C( +)} 
(see Karamardian [6], Eaves [4], and Lemke [lo]). Cottle and Stone recently 
studied two subclasses of gr, for which LCP(9, M) possesses unique solutions 
in the interiors of certain subsets of R nX ‘. The first such one was the class of 
fully semimonotone matrices, denoted by &of. This is the class of M E 88 "x" 
for which LCP(9, M) has a unique solution for each 9 in the interior of any 
full complementary cone [the cone pos C(a) is full if and only if det C(a) f 01. 
Equivalently, M E &of if and only if every legitimate principal pivot trans- 
form of M is semimonotone (see Section 3 for the definition of a principal 
pivot transform of M). The main class studied by Cottle and Stone was the 
subclass ??/ of matrices M for which LCP(9, M) has a unique solution 
whenever 9 belongs to the interior of K(M). Whenever K(M) # If3 n x I, then 
LCP(9, M) has infinitely many solutions for some 9 E bd K(M) [2]. Unfor- 
tunately, membership in either class 6” or @ is often difficult to determine. 
The object of this paper is to study a new class, W, of matrices for which 
LCP(9, M) possesses a unique solution for each 9 in int K(M), and for which 
membership in the class can be finitely determined. In fact, class membership 
can be determined by solving 2”- ’ systems of linear equations. Thus, 
determining membership in this new class compares, somewhat analogously, 
in computational difficulty to that of determining membership in the class P. 
2. BASIC DEFINITIONS AND NOTATIONS 
The linear complementarity problem, along with the paper [2] by Cottle 
and Stone, plays a central role in this work. In fact, most of our notation 
closely parallels that found in [2] and is summarized below: 
5i The set {1,2 ,..., n}. 
(6) The power set of 6. 
B The index set complementary to (Y c 7z, i.e., 5 = 
n \ lx. 
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int(S) 
o&P 
pos c 
pos C,(a) or pos C(a) 
K(M) 
Qo 
Q 
P 
The class of m by n real matrices. 
The submatrix of the matrix M with rows in- 
dexed by OL and columns indexed by p. 
The ith row of the matrix M. 
The jth column of the matrix M. 
The rows of the matrix M indexed by (Y. 
The columns of the matrix M indexed by ~3. 
The complementary submatrix relative to the 
matrix M and the index set (Y. In particular, 
c.j= 
i 
-M., if jEa, 
I 
'I 
if j@a. 
The interior of S. 
The set (cu\p)U(p \ o) (in this paper LX and ,f3 
are subsets of 6). 
Theset{Cx:x>O},whereCisamatrixandxis 
a column vector. 
A complementary cone of the matrix M (here 
acti). 
The union of all 2” complementary cones of 
MERnX". 
The class of all square real matrices M for which 
K(M) is convex [or equivalently the class of all 
square real matrices for which the feasibility of 
nonnegative solutions for the problem Zw - Mz 
= 9 implies the existence of a solution of 
LCP(9, MN. 
The class of all square real matrices M E R nXn 
for which K(M)=RnX'. 
The class of all square real matrices M E 0% "xn 
for which det M,, > 0 whenever LX c 6 (by defini- 
tion det M,, = 1). 
The class of all square real matrices M E R nxn 
for which det M,, >, 0 whenever cx 5 5i. 
The class of all square real matrices M for which 
LCP(9, M) has a unique solution whenever 9 > 0. 
The matrices belonging to this class are called 
semimonotone. 
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42 
w 
R” 
The class of square real matrices M for which 
LCP(9, M) has a unique solution for all 9 in the 
interior of any full complementary cone (the cone 
pos C is full if and only if det C # 0). The matrices 
belonging to this class are called filly semimorw- 
tone. 
The class of all square real matrices M for which 
LCP( 4, M) possesses unique solutions whenever 
9 E int K(M). 
The class of all square real matrices M E Iw nXn 
for which pos C( CX) n pos C( &) = { 0) whenever 
(Y c n. 
The class of all square real matrices M for which 
LCP(0, M) has a unique solution. 
Finally, the matrix a E Iw “x n is coeredient to the matrix M E [w n x n if 
.’ - 
and only if M = PTMP for some permutation matrix P. 
3. THE CLASS %+‘. 
We define the class of wmatrices to be those M E lRnxn for which 
posc(a)nposc(&) = (0) 
whenever (Y G ti. Recall that LCP(q, M) has a unique solution for each 
9Elw”X’ if and only if M E P. It follows immediately that P c W. The 
inclusion can be easily shown to be proper. It is well known that a matrix M 
belongs to P if and only if each principal pivot transform of M is also a 
P-matrix [15]. Our first result shows that the same property holds for 
*matrices. 
First, for the sake of clarity, we shall review the pertinent facts concern- 
ing the principal pivot transform. Suppose that the matrix M has a nonsingu- 
lar principal submatrix Mpp. Since we can permute any two rows and their 
correspondingly numbered columns in the linear system of (1) and obtain a 
problem equivalent to (l), we can assume the linear system in (1) has the 
form 
(2) 
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Next we pivot on Msp. This means essentially that the roles of up and .zp are 
interchanged. That is, [ zi w,$]’ is solved for in terms of [ w$ zi] T, rather 
than [ wi wp’]’ in terms of [ zp’ zj$]’ as is the case in (2). This leads to the 
linear system 
The matrix 
is called a principal pivot transform of M. The two linear systems (2) and (3) 
are equivalent, so LCP(9, M) and LCP(9, A), where 9 is the left side of 
Equation (3), yield the same solutions. There is an obvious relationship 
between the complementary cones of M and A. For instance, 9 E pos C,(p) 
if and only if 9 E pos CA(+). In the same manner, 9 E pos C,W( aAb> if and 
only if 9 E pos C,(a). 
THEOREMS. Let A be any principal pivot transform of M E R n ' *. Then 
M E TV if and only if A E W. 
Proof. Assume that A is the principal pivot transform of M obtained by 
pivoting on the nonsingular submatrix Mpp. Let LY E (?I). The complementary 
cones pos C,(a) and pos C,( (Y A p) correspond to one another under the 
principal pivot transformation. Hence, pos C,( cx) n pos C,( 6) # { 0) if and 
only if pOSC,(CYAp)npOSC,(~Ap)=pOSC,~(aAp)npOSC,M(~)# (0). 
Thus A E W if M E W. The fact that M is a principal pivot of A ensures 
that the converse also holds. n 
The properties P, PO, E,, and 8l are hereditary in the sense that if the 
matrix M has one of these properties, then so does each principal submatrix 
of M. The next result shows that the Wproperty is also hereditary. 
THEOREM 2. lf M E W, then each principal submatrix of M is a 
7Yhatrix. 
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Proof. The proof is by induction on the order of the matrix M. The case 
when the order is one is immediate. Assume the theorem holds for matrices of 
order n. Suppose M E W and has order n + 1. We shall demonstrate that 
each principal submatrix of M of order n belongs to the class YY. By the 
induction hypothesis, we can then infer that each principal submatrix of M 
belongs to the class #‘-, thus completing the inductive step. The class %V is 
invariant under permutation similarity transformations, viz., any matrix 
cogredient to M belongs to the class YY if M does. Hence, there is no loss of 
generality in assuming that M has the form 
M= B ’ 
[ 1 xT b’ 
where BE Iwnx”, x E RnX1, y E [wnxl, and b is a scalar, and then showing 
that B E w. Let (Y E (n), and let & be the complement of (Y in Fr. We shall 
show that if z E pos C,(o) n pos C,(G), then z = 0. A vector z belongs to 
pos C,( (u) fl pos C,( &) if 
z=u-Bv=G--BG, (5) 
where u - Bv, u 2 0, v > 0, and uTv = 0 is a representation of z in pos C*(o), 
and ii - BC, U > 0, V > 0, and UTG = 0 is a representation of z in pos C,(h). 
Define the scalars w+ and w- by w+ = max{ w,O} and w- = - min{ w,O}, 
where w = - xrv + xTG. Then w + - w _ = - xTv + xTG. This implies that 
W -xTv=w+ - xTii. (6) 
Utilizing (5) and (6), we obtain the equality 
k-l-[,4 j[i]=[:+]-[; ;][;;l’ (7) 
Let p=cu if w- >O and p=au{n+l} if w- =O, and let p^ be the 
complement of j3 in n + 1. Then (7) represents a vector in pos C,,(p) n 
pos C,(p). This vector must be the zero vector, since M E W. By inspection 
of (7) and (5) we can see that z must also be zero. This completes the proof. 
COROLLARY 3. If M E W, then each diagonal entry m,, is nonnegative. 
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THEOREM 4. If M E W, then M E &‘,$ 
Proof. It must be shown that if pos C(a) is a full cone (that is, det M,, 
f 0), then int pos C(a) n pos C( j3) = + whenever /? f (Y. Since the class W is 
invariant under principal pivot transformations, there is no loss in generality 
in assuming that C(a) = 1. Suppose C( /3)x = p where x > 0 and p > 0. Then 
MBPxP < 0. But this contradicts the fact that Map E W, and so M E 8{. W 
The containment W 2 8{ is proper. For example, the matrix 
0 -1 
[ I 1 0 E&i\%? 
A matrix MEW”‘” is a %matrix if LCP(q, M) has a unique solution for 
each q E int K(M), where K(M) is the union of all the complementary cones 
of M. Cottle and Stone have characterized this class of matrices (see [2, 
Theorem l]), and this characterization will be used to demonstrate that the 
inclusion W c 3! holds. Their result is recorded below. 
THEOREM (Cottle and Stone). LetMERnX”. ThenME%ifandonly 
if either M E &of or there exist a, j3 E (ii) and i, j E ti such that 
(i) (u#/_i, i+ j, 
(ii) (det M,,)(det Mps) # 0 and there exists a nonzero vector u E E-8” 
such that z?‘C(a).;= uTC(/3).i= 0, 
(iii) there exists x E R”- ’ with x > 0 and C(a).;x E posC(/3).5. 
THEOREM 5. lfMEWnRnxn, thenME@. 
Proof. Since M E c”,f, it is necessary only to show that (i), (ii), and (iii) 
are impossible. Suppose, on the contrary, that there exist (Y, fi E (n) and 
i, j E % such that (i), (ii), and (iii) hold. Th en Cottle and Stone’s proof shows 
that if y = (Y&(i), then 
+#intposC(a).;nintposC(/3).;GposC(Y) 
and rank C(y) = n - 1. The proof is broken into two cases depending on the 
type of linear dependence which prevails among the columns of C(y). 
Cuse1. Theseexistsasubseta,(p+acE,suchthatO#uEposC(y).O 
nposC(y).+ Let 6 := y A u. Then the columns of C(y)., are columns of 
C(S), and the columns of C(Y).~ are columns of C( 8). Thus pos C( 6) n 
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pos C(s^) # (0) since the intersection must contain u. This contradicts the 
assumption that M E W. 
Case 2, The only possible nontrivial linear dependence relation among 
the columns of C(y) is equivalent to 
C(Y>X = 0, O#XXOo. 
The fact that int pos C( (Y).; n int pos C(p).j # (p ensures that there exist posi- 
tive scalars yk and zI such that 
c YkC(4.k = c 4Phl. (8) 
kfi I#j 
Since C(y).{= C(a).; and rankC(a).;= n - 1, it follows, under the hypothe- 
sis of case 2, that 
c(Y)*i = c -Xkc(Y)*k, where each xk 2 0. 
k#i 
Moreover, it is known that C(Y).~ = C( /?).i. Utilizing these facts, we can 
rewrite Equation (8) as 
C Ykc(-f>*k = C z,C(P)*I - k~jzixkc(y)*k* 
k#i l#i,j 
A simple rearrangement leads to 
c bk + Zixk)C(Y)*k = c z,c(n% 
k+i lti,j 
(9) 
Thus, 
C (Yk’ZiXk)C(Y).k+C((Y)i= C z,C(P)-~+c(~)*i* (10) 
k#i l+i,j 
It is implied by the definition of y that C(y).; = C(a). 1, so the left side of 
(10) is a point in intpos C(a). Let u := (j3 \ { i})U ({ i} n (Y). Then u f CX. 
This follows from (9) and the fact that C(Y).~ and C( /3)_G both have full 
rank [which ensures that there exists an index p z i, j such that C(y)., f 
C(p).,]. Hence (10) implies that int pos C(a) n pos C( W) # +. But this con- 
tradicts the fact that M E cf'& n 
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The containment W G @ is proper. For example, the matrix 
1 -1 
[ 1 0 0 E+Y’\w-. 
4. NONNEGATIVE PRINCIPAL MINORS 
In 1971 Eaves proved that if for the matrix M E PO, LCP(q, M) has a 
solution w, .z with w + z > 0, and the columns of [I - M] which correspond 
to that solution are linearly independent, then w, z is the unique solution 
of LCP(o, M) [4]. In their paper [2], Cottle and Stone established that 
Q0 n @ c Pa. In this section we present some conditions which are sufficient 
to ensure that a matrix M belongs to P,. Our first results require the notion 
of a pointed cone. Toward this end, let B E [w ” Xn and r E R nX i. Then the 
cone pos B is pointed if 
{x: Bx=O, x>,o} = (0). 
If the cone is not pointed, it is said to be blunt. It is clear that if pos B is 
blunt, then B is singular. The converse is false in general. However, the 
converse is true if the cone is a complementary cone of a matrix which 
belongs to the class of @matrices. 
THEOREM 6. Let M E W nRnxn and let aE(E). Then posC(a) is full 
if and only if pos C(o) is pointed. 
Proof. Necessity is immediate. In order to demonstrate sufficiency, we 
prove the contrapositive. Suppose that det C(a) = 0. Then there exists a 
column vector x # 0 such that C( (Y)X = 0. This I elationship can be expressed 
in the form 
- c riM++ c riZ+=O. (11) 
iEa iG& 
If each nonzero xi has the same sign, then we are done. Otherwise, we let 
p = {i: xi < 0). Then we can rewrite (11) in the form 
- C ~iM.i + C xiZ.i= C “iMe,- C XiZ.i. (12) 
isank iGhnj iSanD isinp 
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On the left side of (12), we augment the index set (Y I? p to (Y A p and the 
index set 6i n p^ to a Ap. This is done by regarding the coefficients xi of 
- M.i as zero for each i E p^ n (Y and the coefficients xi of I. i as zero for 
each i E (Y n fi. Thus, the left hand side of (12) represents a vector in 
pos C( (Y A/?). In a similar manner, the right hand side of (12) represents the 
same vector in pos C(a A&. This vector must be the zero vector due to the 
assumption that M E W. One side of Equation (12) must contain an xi 
which is nonzero, since x # 0. This ensures that pos C( cr) is blunt. W 
Using the notation of Theorem 6, we can express the familiar fact 
that det C(a) = ( - l)l”ldet M na. This leads us to a simple consequence of 
Theorem 6. 
COROLLARY 7. Let MEWTIIR”~” and let aE(6). Then posC(cu) is 
blunt if and only if det M,, = 0. 
The next theorem examines the consequence imposed on a matrix M E W 
if the number of its blunt complementary cones is at most one. 
THEOREM 8. Zf MEWnIWnXn and the matrix M has at most one 
singular principal submutrir, then M E P,. 
Proof. Suppose that M P P,. Then there is a principal submatrix M,, of 
M such that det M,, < 0. It follows that Maax = Ax for some X < 0 and 
x # 0. There is no loss of generality in assuming that 
M= 
Mm Ma, I 1 Mpa MPP ’ 
since the classes W and P, are both invariant under permutation similarity 
transformations. Let z := [rT OTIT. It is easy to verify that M reverses the 
sign of z [5]. Let w := Mz, and for each i define w+ = max{ wi,O} and 
w; = - min{wi,O}.Thisyieldsthevectors w+=[w: ,..., w:]?‘and w- = 
[w;,..., w,] T. In an analogous fashion using the vector Z, define the vectors 
.z+ and Z- . The fact that M reverses the sign of .z ensures that 
(z+)TW+=(Z-)TW- =o. (13) 
Moreover, w=Mz isequivalent to w+-wW-=M(z+-zz)=Mz+-Mz-. 
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This implies that 
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W+ - Mz+ = w- - Mz- := 2), 
Let y:= {j:zj>O, or zj=Oand wj<O}. Then (13) 
uEposC(y)nposC(q). 
Since M E W, it follows that o = 0. It is also true that 
(14) 
and (14) ensure that 
z+ + 0 and z- # 0. In 
order to see this, suppose z- = 0. Then w- = Mz- = 0. Hence, z = z+ and 
w = w+. From (13) it follows that zTw = 0. But 
This is a contradiction. Therefore, z- + 0. An analogous argument yields that 
z+ # 0. Thus, there are at least two complementary cones of M, pos C(y) and 
pos C(g), which are blunt. That is, there are at least two principal sub- 
matrices, Myy and M,,, of M which are singular. This is a contradiction, and 
so det Ma,2 0. n 
An immediate consequence of Theorem 8 is stated next. 
COROLLARY 9. IfM E W nR,, then M E PO. 
Notice that whenever M E W has exactly one singular principal subma- 
trix, then M E Pa. Moreover, when all principal submatrices are nonsingular, 
then ME P. 
The sufficient conditions given in Theorem 8 for a matrix to belong to the 
class of P, cannot be weakened. Let 
M,=[-i _H] and M2=[y k]. 
By inspection of the complementary cones we conclude that M, E W, each 
of M,'s complementary cones is pointed, and M, 4 I',. In the case of 
M,, M, E W, there are two complementary cones which are blunt, and 
M, 4 PO. 
Theorem 8 does not admit a converse. For instance, let 
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Then M, E P,,, M, 4 W, and it has one complementary cone which is blunt. 
Also, let 0 
M,=o 1 
1 0 
0 1  1.  0 
Then M, E PO and M, E W, but it has six complementary cones which are 
blunt. 
THEOREM 10. Zf M E W and each principal s&matrix of M contains at 
least one row of positive entries, then M E PO. 
Proof. Suppose that det M,, -C 0. Utilizing the notation and argument in 
the proof of Theorem 8, it follows from (14), where v = 0, that w ’ + w = 
M(.z+ + z- ). Thus JwI = MlzJ. From the definition of Z, it is clear that 
Maalxl = IhI 1x1. Recall that Muux = hr with A < 0 and x # 0, so Maalxl = 
IMaarl. At this point there is no loss in generality in assuming that 1x1 > 0. 
For notational convenience, let A := M,, be k X k. Then 
Consider the ith row. If CiCla i jx j > 0, then Cf= lai jx; = 0. On the other 
hand, if E~=laijxj < 0, then C~=la,jr~ = 0. In either case, there is a con- 
tradiction whenever A has at least one row of positive entries, as x+ # 0 and 
xP zo. n 
The assumption made on the rows of the principal submatrices of the 
matrix in Theorem 10 was constrained by the fact that the diagonal entries of 
a %matrix must be nonnegative by Corollary 3. A simple consequence of 
Theorem 10 now follows. 
COROLLARY 11. Zf M E T and M > 0, then M E P,. 
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