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Abstract
We prove the existence of calibrated uniformly continuous subactions
for coercive potentials with bounded variation defined on topologically
transitive Markov shifts with countable alphabet through the construction
of the Peierls barrier in this context. Also, we characterize the existence
of bounded calibrated subactions in the same context.
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1 Introduction
Ergodic theory, optimization and thermodynamic formalism have interesting
connections. As showed in [BLT06, CLT01], some techniques in thermodynamic
formalism allow us to find subactions, a useful tool in ergodic optimization. In
this paper we extend some results well known in BIP Markov shifts and finite
alphabet Markov shifts to noncompact transitive Markov shifts and coercive
potentials with bounded variation.
Given a matrix A : N × N → {0, 1} the Markov shift is constructed as the
set Σ = ΣA of the sequences x0x1 . . . such that A(xi, xi+1) = 1, the dynamic
∗This study was financed in part by the Coordenac¸a˜o de Aperfeic¸oamento de Pessoal de
Nı´vel Superior - Brasil (CAPES) - Finance Code 001. Parts of these results were in the
author’s PhD thesis.
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σ((xi)i≥0) = (xi+1)i≥0 is also called the shift. In this work we assume that σ is
transitive. Additionally, if a continuous potential f : Σ→ R is defined and the
set of σ-invariant probability measuresM is considered, we can study the next
interesting object which is central in ergodic optimization [Jen06]
m(f) := sup
{∫
fdµ : µ ∈ M
}
.
We denote m(f) by m in this paper. Any measure which attains this supre-
mum is called a maximizing measure. Existence and properties of maximizing
measures over noncompact shift spaces have been studied recently. In [BF14],
e.g, it is shown that there exist maximizing measures for coercive potentials
with finite variation. It is also proved that there exists a finite subshift which
supports every maximizing measure.
Given a continuous potential V satisfying
f(x) ≤ V ◦ σ(x)− V (x) +m(f) ,
we say that V is a subaction (for f). The set of points such that f(x) =
V ◦ σ(x) − V (x) + m(f) is called the contact set [GL08, GLT09]. This set is
contained in the set of f -nonwandering points. The set of f -nonwandering points
are the basis on which the Peierls barrier is defined. One important aspect of
subactions is that it allows us to characterize the support of all maximizing
measures: every maximizing measure has its support in the contact set. Also,
if the maximizing measure is unique, then the contact set is uniquely ergodic.
A subaction V is calibrated if for any x ∈ Σ there exists y in the contact
set such that σ(y) = x. Calibrated subactions have been deeply studied, see
[CLT01, GL08]. For example, it has been proved, for the compact and BIP
cases, that when the maximizing measure is unique, there is only one calibrated
subaction up to a constant.
Given x, y ∈ Σ we define the Peierls barrier Sf (y, x) as a measure of the ’best
way to go from y to x maximizing the free energy’ (see [BMP16] and the formal
definition in the following section). This construction has been used in [CLT01,
BMP16] and others in order to construct uniformly continuous subactions. As
we will show, this construction can be done even without the existence of a
Gibbs measure, that is, outside the BIP case [Sar03]: our aim in this paper is
to prove that the notion of Peierls barrier, [CLT01, GL08] for finite alphabet
Markov shift and [BMP16] in the BIP case, can still be well defined in the
general case of transitive Markov shifts. Also, we prove that this barrier, just
as in the previous cases, defines a uniformly continuous subaction generalizing
some of the mentioned results.
From now on, we denote by µmax one of the maximizing measures for f , and
by [BF14] we know it exists since the potential is coercive.
Our first result shows that the Peierls Barrier is well defined when we fix y
in the f -nonwandering set. Also, we prove that the barrier is a bounded above
subaction, which is not obvious from its definition.
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Theorem A. Let Σ be a topologically transitive Markov shift and f be a coercive
potential with bounded variation. Fix y ∈ supp(µmax), then the Peierls barrier
Sf := Sf (y, · ) is a calibrated subaction, which is uniformly continuous and
bounded above.
The following result is a generalization for some of the results in [CLT01,
BMP16]. We prove that the Peierls barrier is an infimum within the set of
continuous subactions and, if there exists an unique maximizing measure, they
are unique up to a constant.
Theorem B. Let Σ be a topologically transitive Markov shift and f be a coercive
potential with bounded variation. Fix y ∈ supp(µmax) and let Sf be the Peierls
barrier Sf (x) = Sf (y, x). Then
1. If V is another continuous subaction, then for any x ∈ Σ
Sf (x) ≤ V (x)− V (y).
2. If f is a Ho¨lder continuous potential, then Sf has bounded variation.
3. If the maximizing measure is unique, then for every bounded calibrated
subaction V ,
Sf (x) = V (x) − V (y) ∀x ,
and in particular, two bounded calibrated subactions differ only by a con-
stant.
Since Σ is noncompact, there is no guarantee that any calibrated subaction
must be bounded. In the next result, we characterize this situation in our
general setting, noticing that boundedness is equivalent to Σ satisfying one part
of the notion of BIP, the BP condition, defined in the next section.
Theorem C. Let Σ be a topologically transitive Markov shift, f a coercive po-
tential with bounded variation and V a continuous and bounded above subaction.
Then, V is bounded if, and only if, Σ satisfies the BP condition.
As a direct consequence of this theorem, when we have uniqueness of the
maximizing measure, we have the following.
Corollary. Let Σ be a topologically transitive Markov shift and f a coercive
potential with bounded variation. If the maximizing measure is unique, then the
next three statements are equivalent:
a) The Peierls barrier is bounded below.
b) Σ is a BP Markov shift.
c) There exists a bounded calibrated subaction.
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This corollary helps us prove in an explicit example, the renewal shift, that
there is no bounded calibrated subactions. This construction and some com-
ments appear in the section 5. To the best of our knowledge, this is the first
time such an example is explicitly shown.
Our technique follows a progressive restriction of the alphabet constructing
a sequence of compact transitive subshifts. This sort of construction has been
used in [MU01] to prove existence of eigenmeasures for the Ruelle operator, in
[BF14] to prove existence of maximizing measure and, recently, in [FV18] to
prove existence of the equilibrium state for summable potentials with bounded
variation in transitive Markov shifts. Such approximation is done by construct-
ing a family of compact subshifts, i.e. a restriction of Σ to a finite alphabet.
There are several difficulties in this kind of strategy, as most thermodynamic
operators are harder to work with in the whole space and we are left to work
with them in the compact subshifts and then deal with limits that are not easily
controlled. As an example in this paper, we recall that for the BIP and compact
cases that, given x, it is well known that any calibrated pre-orbit, i.e. a sequence
zi such that σ
i(zi) = x and zi is in the contact set, is contained in the union
of a finite set of cylinders and that any accumulation point of the sequence is
in the support of a maximizing measure. In our general case, the calibrated
pre-orbit could have large initial letters and no accumulation points, so we will
have to approximate x by points in the compact subshifts, where we can repeat
the previous constructions, and then take care of the limits.
This document is organized as follows: in the next section we set up the
context and make the definitions, in section 3 we prove theorem A, in section 4
we demonstrate theorems B and C and the corollary. Finally, in the last section
we show the example where it is not possible to construct bounded calibrated
subactions.
2 Preliminaries
Given a matrix A : N × N → {0, 1}, which is called the incidence ma-
trix, we define ΣA being the set of sequences x = x0x1 . . . xn · · · ∈ NN such
that A(xj , xj+1) = 1 for any j ≥ 0. The transformation defined on ΣA by
σ(x0x1 . . . xn . . . ) = x1x2 . . . is called the shift. This space has been studied
for instance in [Sar99, MU01, Sav99]. As A is fixed, we write Σ := ΣA for
convenience.
A cylinder in Σ is a set defined by
[y0y1 . . . yn−1] = {x ∈ Σ : x0 = y0, x1 = y1, . . . xn−1 = yn−1}.
This kind of sets are a basis for the topology in Σ. This is the same topology
defined by the distance
dλ(x, y) = λ
infj{xj 6=yj}
where λ ∈ (0, 1) is a fixed parameter. If the concatenation, or the word,
y0y1 . . . yn−1 defines a nonempty cylinder in Σ, it is called an admissible word.
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The length of the cylinder is defined as the length of the corresponding admis-
sible word. The alphabet, in this case N, is denoted by A(Σ).
The Markov shift Σ is transitive if for any i, j ∈ N there exist some n ≥ 0
such that σ−n[j] ∩ [i] 6= ∅. This is equivalent to say that for any i, j there exist
an admissible word v such that ivj is admissible.
Definition 1. The Markov shift is BIP, or satisfies the BIP condition, if it
satisfies the following conditions:
(BP) There exist N such that for any j ∈ N there exist i ≤ N such that ij is
admissible.
(BI) There exist N such that for any j ∈ N there exist i ≤ N such that ji is
admissible.
It is well known that for the topologically mixing case, see [Sar03], that Σ
satisfies the BIP condition if, and only if, there exists Gibbs measures.
Given a bounded above potential f : ΣA → R, we say that f has bounded
variation if
V ar(f) =
∞∑
j=1
V arj(f) <∞,
where V arj(f) = supx,y{|f(x)−f(y)| : d(x, y) ≤ λ
j}. If a potential has bounded
variation, then it is uniformly continuous. The potential f is Ho¨lder continuous
if there exist K > 0 and r ∈ (0, 1) such that Vn(f) ≤ Krn for any n ≥ 1.
The potential f is coercive if
lim
j→∞
sup{f(x) : x ∈ [j]} = −∞.
We notice that any continuous and coercive potential is bounded above.
Given a bounded above potential f , x ∈ Σ and n ≥ 0 we define Snf(x) =∑n−1
j=0 f(σ
j(x)). A periodic point x with period n defines the natural invariant
measure µx:
µx :=
1
n
n−1∑
j=0
δσj(x) ,
where δσj(x) is the Dirac measure on σ
j(x).
Let Σ be a transitive Markov shift and f a bounded above continuous po-
tential, we define
m(f) = sup
{∫
fdµ : µ is an invariant probability measure.
}
The study of m(f) and its properties has been named Ergodic Optimization,
see for example [Jen06]. A probability measure which attains that supreme is
called a maximizing measure. As we have mentioned, existence of maximizing
measures for coercive potential with bounded variation in transitive Markov
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shifts has been proved in [BF14]. In fact, there exists a compact subshift such
that any maximizing measure has to be supported in that subshift.
One of the most useful tools in ergodic optimization is the subaction, which
has been studied in detail in several cases. See, for example [CLT01, GL08] or
[Gar17].
Let f be a potential on a transitive Markov shift Σ. Then V : Σ → R is a
subaction for f if
f(x) ≤ V ◦ σ(x) − V (x) +m
for all x in Σ. In addition, if given x ∈ Σ there exists y such that σ(y) = x and
f(y) = V (x) − V (y) +m, then V is called a calibrated subaction.
Given a finite subset B ⊂ N, the subshift ΣB is the compact shift given by
x ∈ Σ such that xi ∈ B for any i ≥ 0. The dynamic σ can be restricted to this
subshift. We stress that a subshift might not be transitive for any choice of B.
Although, an increasing sequence of transitive compact subshifts, (Σk)k≥0 that
satisfies Σk−1 ⊂ Σk for any k ≥ 1 and any nonnegative integer is in the alphabet
of some Σj can be constructed. For example, this kind of construction has been
used in [MU01] to prove existence of eigenmeasures for the Ruelle operator, in
[BF14] to prove existence of maximizing measure and, recently, in [FV18] to
prove existence of the equilibrium state for summable potentials with bounded
variation in transitive Markov shifts. Also, as in [FV18, BF14] it can be done
such that for a strictly increasing sequence nk the alphabet Ak of the subshift
Σk contains every letter smaller or equal to nk. By [BF14], there is no loss of
generality in assuming that every maximizing measure is supported in Σ0. For
any k ≥ 0 let fk be the restriction of f to Σk, we take notice that m(fk) = m(f)
for every k ≥ 0.
An element y ∈ Σ is f -nonwandering if for all ǫ > 0 there exist z ∈ Σ and a
non negative integer n such that d(y, z) < ǫ, σn(z) = y and
|Sn(f −m)(z)| < ǫ.
The set of f -nonwandering points is denoted by Ω(f).
The existence of f -nonwandering points for the finite alphabet case was
proved in [CLT01]. Also, it is proved that every f maximizing measure has
its support contained in Ω(f). As a consequence, the f -nonwandering set is
non-empty.
Now we introduce the Peierls barrier. We follow the notation and ideas of
[CLT01, GL08] and, particularly, in [BMP16] for a similar construction in the
BIP case.
Definition 2. Let x, y ∈ Σ and ǫ > 0, define
Sǫf (y, x) := sup
n≥0
sup
z
{Sn(f −m)(z) : d(y, z) < ǫ, σ
n(z) = x} (1)
and
Sf(y, x) := lim
ǫ→0
Sǫf (y, x).
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This construction can be done for every x, y in Σ although the most interest-
ing case appears when y is a f -nonwandering point. For example when it belongs
to the support of any maximizing measure. As it is showed in [CLT01], that con-
dition is sufficient in the finite alphabet case to show that Sf (y, x) > −∞. This
observation will be useful in our proof of the same result for the noncompact
case.
As in the finite alphabet case, Sf can be defined with lim supn→∞ instead of
supn in (1). The proof of this assertion can be found in [CLT01] for the Holder
continuous case, a similar argument can be used for our setting.
Proposition 1. Let Σ be a transitive Markov shift and f be a potential with
bounded variation. Given y ∈ Ω(f) we have
Sf (y, x) = lim
ǫ→0
lim sup
n→∞
sup
z
{Sn(f −m)(z)|σ
n(z) = x, d(z, y) < ǫ}
Proof. Given ǫ ∈]0, λ[ and z such that σn(z) = x, d(z, y) < ǫ and Sn(f −
m)(z) ≥ Sǫf(x) − ǫ. For
ǫ
3 there exist z
′ such that d(z′, y) < ǫ3 , σ
k(z′) = y and
|Sn(f −m)(z′)| < ǫ/3. From d(z, y) < λ we have z0 = y0 so z˜ = z′0z
′
1z
′
2 . . . z
′
k−1z
is in Σ and d(z′, z˜) < λk+L where L satisfies λL ≤ ǫ. From its definition
σk+n(z˜) = x and
Sk+n(f −m)(z˜) = Sk(f −m)(z˜) + Sn(f −m)(z)
≥ Sk(f −m)(z
′)−
k∑
j=1
V arj+L(f) + Sn(f −m)(z)
≥ −
ǫ
3
−
k∑
j=1
V arj+L(f) + (S
ǫ
f )(x) − ǫ
and k can be chosen as large as we want, then for the given ǫ we have
lim sup
n→∞
sup
z
{Sn(f −m)(z)|σ
n(z) = x, d(z, y) < ǫ} ≥ Sǫf −
4
3
ǫ+
∞∑
j=L
V arj(f) .
Taking ǫ → 0 we conclude the proof, observe that L depends on ǫ and f have
bounded variation.
3 Proof of the theorem A
We first outline the proof of the main result of the paper. Initially we
prove that Sf (y, x) is well defined when y is a non-wandering point, secondly,
we prove that when restricted to a compact subshift the Peierls barrier on the
entire space coincide with the barrier defined on some subshift that contains the
former compact subshift (lemmas 2 and 3). To conclude the proof of the theorem
A, we use the previous step and results of the compact case [CLT01, GL08].
Now we prove that Peierls barrier is well defined.
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Lemma 1. Let Σ be a transitive Markov shift and f be a coercive potential with
bounded variation. Let y be in the support of any maximizing measure. Then
Sf (x) := Sf (y, x) satisfies −∞ < Sf (x) <∞.
Proof. Let us fix x ∈ Σ and 0 < ǫ < λ. To prove that Sf(y, x) <∞ is sufficient
to show that Sǫf (y, x) <∞, because it is decreasing as ǫ goes to 0. Any z such
that d(y, z) < ǫ and σn(z) = x is in the form
z = y0y1 . . . ylwl+1 . . . wn−1x
where λl+1 ≤ ǫ < λl. By the transitivity of Σ there exists an admissible word
v = v(x0, y0) which connects x0 with y0, it means that x0vy0 is an admissible
word.
Let us define a periodic point z¯ ∈ Σ by
z¯ = y0y1 . . . ylwl+1 . . . wn−1x0vy0y1 . . .
and denote by P the period of z¯, P = n+ |v|. then
SP f(z¯) ≤ Pm ,
and if we write it in a different way, we get
Snf(z¯)− nm ≤ |v|m− S|v|f(σ
n(z¯)). (2)
Define
α := inf
n≤j≤P
inf
x∈[zj]
{f(x)}.
Then
S|v|f(σ
n(z¯)) ≥ |v|α.
From this and (2) we get
Snf(z¯)− nm ≤ |v|(m− α). (3)
On the other hand, d(z, z¯) < λn+1, and since fhas bounded variation, see
[LM10, BMP16] and references therein,
Sn(f −m)(z)− Sn(f −m)(z¯) ≤
n∑
j=0
V arj(f) ≤ V ar(f). (4)
Finally, from (3) and (4)
Snf(z)− nm ≤ Snf(z¯)− nm+ V ar(f) ≤ |v|(m− α) + V ar(f).
Taking supn supz
Sǫf (x) ≤ |v|(m− α) + V ar(f) <∞.
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Note that α and |v| depend only on x0 and y0, that observation will be useful
when we restrict the Peierls barrier to compact subshifts.
We introduce some notation for the Peierls barrier in the sequence (Σk)k≥0
of compacts subshifts:
Sfk(x) = lim
ǫ→0
sup
n
sup
z
{Sn(f −m)(z)| σ
n(z) = x, d(z, y) < ǫ, and z ∈ Σk}.
Now we prove that if y is chosen in the support of a maximizing measure,
then Sf (y, x) > −∞ for all x ∈ Σ. Given x in a compact subshift Σk, it follows
from [CLT01, GL08] and from the fact that y is a non-wandering point that
Sfk(y, x) > −∞ and so is Sf (y, x).
In the general case, given x ∈ Σ let be x˜ in some compact Σk, such that
d(x, x˜) < λ2. For ǫ > 0 and z ∈ Σ in the form
z = y0y1 . . . ylwl+1 . . . wnx ,
let us define
z˜ = y0y1 . . . ylwl+1 . . . wnx˜.
From the bounded variation of f we have that Snf(z) ≥ Snf(z˜)−V ar(f), then
Sf (y, x) ≥ Sf (y, x˜) − V ar(f). By the first step we have Sf (y, x˜) > −∞, so
Sf (y, x) > −∞.
From now on we fix y in the support of a maximizing measure. As we
mentioned before y ∈ Ω(f). In order to simplify the notation we denote Sf (y, x)
by Sf (x). The following two lemmas allow us to show that the Peierls barrier
restricted to a compact subshift matches the Peierls barrier of some compact
subshift that contains the former one.
Lemma 2. Let Σ be a transitive Markov shift and f be a coercive potential with
bounded variation. Then for any a ∈ N there exists J = J(a) such that, for any
x ∈ [a]
Sǫf (y, x) = sup
n
sup
z
{Sn(f−m)(z) : d(y, z) < ǫ, σ
n(z) = x, and ∃i ∈]l, n[ s.t. zi < J}
where l is such that λl < ǫ ≤ λl−1.
Proof. Without loss of generality we can assume that m = m(f) = 0. Let a ∈ N
and Σk a compact subshift such that Ak contains all letters less or equal to a.
Note that y ∈ Σk0 . As Σk is transitive, if b ∈ Ak, there exists w
a
b an admissible
word in Σk which connects b to a. Let us fix W = {wai |i ∈ A}, a finite set
of needed words for make those connections, for each i it is chosen only one
connecting word. We define Lw as the biggest length of words in W .
Consider J such that, for any j > J and any i ∈ Ak
sup f |[j] < Lw(inf f |[i])− V ar(f). (5)
This can be done because f is coercive. Also, we can suppose that sup f |[j] < 0
for all j > J .
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Given ǫ > 0 and x ∈ [a], if σn(z) = x and d(z, y) < ǫ, then z has the form
z = y0y1 . . . ylwl+1 . . . wn−1x.
Suppose that wj > J for j ∈ {l+1, l+2, . . .n−1}. Define z˜ = y0y1 . . . ylwaylx,
and observe that σn˜(z˜) = x where n˜ = l + |wayl |, and clearly d(z˜, y) < ǫ.
Snf(z) =
n−1∑
j=0
f(σj(z))
=
l∑
j=0
f(σj(z)) +
n−1∑
j=l+1
f(σj(z))
≤
l∑
j=0
f(σj(z˜)) + V ar(f) +
n−1∑
j=l+1
sup f |[wj ],
from (5) we have
Snf(z) ≤
l∑
j=0
f(σj(z˜)) + V ar(f) + sup f |[wl+1]
≤
l∑
j=0
f(σj(z˜) + V ar(f) + (inf
j
inf f |[z˜j])Lw − V ar(f)
≤ Sn˜f(z˜).
Then, for any z such that d(z, y) < ǫ and σn(z) = x there exists z˜ which
satisfies d(z˜, y) < ǫ, σn˜(z˜) = x and Sn˜f(z˜) ≥ Snf(z). Notice that z˜ also satisfies
z˜j < J for some j ∈]l, n[.
Lemma 3. Let Σ be a transitive Markov shift and f be a coercive potential with
bounded variation. Then for any a ∈ N there exists N = N(a) such that, for
any x ∈ [a]
Sǫf (x) = sup
n
sup
z
{Sn(f −m)(z) : d(y, z) < ǫ, σ
n(z) = x, and zi < N ∀i < n}
In particular, Sf (x) = SfJ (x), for any x ∈ [a] ∩ Σk where J is such that
{1, 2 . . .N(a)} ⊂ AJ .
Proof. Without loss of generality we can assume thatm = m(f) = 0. Let a ∈ N,
from lemma 2 there exist J = J(a) such that for any x ∈ [a] and ǫ > 0, Sǫf (x)
is defined by
Sǫf (x) = sup
n
sup
z
{Snf(z) : d(y, z) < ǫ, σ
n(z) = x, with zi < J for some i ∈]l, n[}
10
Consider Σk2 a compact subshift such that Ak2 contains every letter less or
equal to J + 1. Σk0 ⊂ Σk ⊂ Σk2 and {0, 1, 2, 3 . . .J} ⊂ Ak2 . Since f is a
coercive potential, there exists I such that for any i ∈ Ak2 and j > I
sup f |[j] < L2 inf f |[i] − V ar(f). (6)
L2 is defined by the next construction. Given i1, i2 ∈ Ak2 define w
i2
i1
some
connecting word in Σk2 from i1 to i2. Define the finite set of those connecting
words W2 = {w
i2
i1
| i1, i2 ∈ Ak2}. Denote by L2 the biggest length of words in
W2.
If x ∈ [a] and ǫ > 0. Given z ∈ Σ such that d(z, y) < ǫ, σn(z) = x, and
zk > I for some k < n, we can find iI < k, iD > k with iI , iD ∈ Ak2 and
zi /∈ Ak2 for iI < i < iD. This implies that z can be written in the form
z = y0 . . . ylzl+1 . . . ziI−1ziI ziI+1 . . . zk . . . ziD−1ziDziD+1 . . . zn−1x.
Define, by substitution of the connecting word between ziI and ziD ,
z˜ = y0 . . . ylzl+1 . . . ziI−1ziIw
iD
iI
ziDziD+1 . . . zn−1x.
Then z˜ satisfies d(z˜, y) < ǫ, σn˜(z˜) = x. Where n˜ = iI + |w
iD
iI
| + (n − iD).
Our next aim is to prove that Snf(z) ≤ Sn˜f(z˜).
Snf(z) =
n−1∑
j=0
f(σj(z))
=
iI∑
j=0
f(σj(z)) +
iD−1∑
j=iI+1
f(σj(z))) +
n−1∑
j=iD
f(σj(z))).
In the first term we have d(z, z˜) < λiI , then
iI∑
j=0
f(σj(z)) ≤
iI∑
j=0
f(σj(z˜)) + V ar(f). (7)
For the second term,
iD−1∑
j=iI+1
f(σj(z))) ≤ f(σk(z)))
therefore, by (6),
f(σk(z)) ≤ L2( inf
i∈Ak2
inf
y∈[i]
f(y))− V ar(f).
Define C = |wiDiI |, then
L2
(
inf
j
inf
y∈[z˜j]
f(y)
)
≤
iI+C∑
j=iI
f(σj(z˜)),
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We obtain
iD−1∑
j=iI+1
f(σj(z))) ≤
iI+C∑
j=iI
f(σj(z˜)). (8)
Now observe that σiD (z) = σiI+C(z˜), then
n−1∑
j=iD
f(σj(z))) =
n˜−1∑
iI+C
f(σj(z˜)). (9)
From (7), (8) and (9), we obtain
Snf(x) ≤ Sn˜f(z˜).
The same argument can be repeated finite times in order to obtain z′ ∈ Σ
such that σn
′
(z′) = x, d(z′, y) < ǫ, z′i < J2 for any j < n and Sn′f(z
′) ≥ Snf(z).
As a direct consequence of lemma 3 he have
Proposition 2. For every J ∈ N, there exists K ≥ J such that Sf |ΣJ = SfK .
In addition, if x ∈ ΣJ , there exists y ∈ ΣK such that σ(y) = x and
Sf (y) = Sf (x)− f(y) +m.
Proof. Let us consider I(i) an integer from lemma 3, and define I = max{I(j), j ∈
Ak}, to complete the first part of the proof, consider ΣJ such that i ∈ AJ for
any i ≤ I.
To prove the second part, for any x ∈ ΣJ consider y ∈ ΣK such that σ(y) = x
and SfJ (y) = SfJ (x) − f(y) +m, for such y we have
Sf (y) = Sf (x)− f(y) +m.
This proposition implies that Sf is calibrated on any compact subshift. Now
we prove the same result in our setting.
Lemma 4. Let Σ be a transitive Markov shift and f be a coercive potential with
bounded variation. Then the Peierls barrier is a calibrated, uniformly continuous
subaction.
Proof. As we have already proved that Sf is a well defined function, we show,
based on the argument for the compact case, that it is a uniformly continuous
function and by using the previous lemmas we prove the calibrated part of the
result.
Let x ∈ Σ and y ∈ σ−1(x), for any ǫ > 0 and n ≥ 2
sup{Sn(f −m)(z) : σ
n(z) = x, d(z, y) < ǫ} ≥
sup{Sn−1(f −m)(z) : σ
n−1(z) = y, d(z, y) < ǫ}+ f(y)−m.
12
Taking sup in n and then the limit in ǫ we obtain Sf (x) ≥ Sf (y)+ f(y)−m, so
Sf is a subaction.
As we mentioned before, Sf is calibrated for points in compact subshifts. In
the general case, we use lemma 3. Consider x ∈ Σ and construct a sequence
zk such that, σnk(zk) = x for some sequence nk and limk→∞ Snk(f −m)(z
k) =
Sf (x). We can assume that z
k
j < N(x0) for every j ≤ nk, see lemma 3. Then
there exist a subsequence nkj such that z
kj
nkj
= L for a fixed L ≤ N(x0). To
simplify the notation we write kj by j.
Define y := Lx0x1 . . . , observe that σ
nj−1(zj) = y, then
Sf (y) ≥ lim
j→∞
Snj−1(f −m)(z
j) ,
and adding f(y)−m to this inequality we obtain
Sf(y) + f(y)−m ≥ lim
j→∞
Snj (f −m)(z
j) = Sf (x) .
On the other hand, as Sf is a subaction we get the opposite inequality. Then
Sf (y) + f(y)−m = Sf (x), then Sf is calibrated.
On the regularity of Sf , we prove that, as in the compact case, Vn(Sf ) ≤∑∞
j=n Vj(f) and by the fact that f has bounded variation, Vn(Sf ) → 0 as
n→∞.
Consider x,w ∈ Σ such that d(x,w) < λn and ǫ > 0, then for any zx such
that d(y, zx) < ǫ and σ
m(zx) = x define zw such that d(zx, zw) < λ
n+m and
σm(zw) = w, then d(zw, y) < ǫ, and
Sm(f)(zw) ≤ Smf(zx) +
∑
j≥n
V arj(f) (10)
changing the order between x and w and taking supreme in n and z we get
|Sǫf (w) − S
ǫ
f (x)| <
∑
j≥n
V arj(f)
This inequality holds for any ǫ > 0, so V arn(Sf ) ≤
∑
j≥n V arj(f). Obviously,
this implies that Sf is uniformly continuous.
Finally, to complete the proof of theorem A we have the following.
Lemma 5. Let be Σ a transitive Markov shift and f be a coercive potential with
bounded variation, then Sf is a bounded above subaction.
Proof. We fix λ > ǫ > 0 and we consider J ∈ N such that sup f |[i] < −V ar(f)
for i > J . Let us consider Σk such that {1, 2, 3, ..., J} ⊂ Ak and for each j ≤ J
a point xj ∈ Σk ∩ σ([j]), those points exist because Σk is transitive.
Given x ∈ Σ for any z ∈ Σ such that σn(z) = x and d(z, y) < ǫ we have two
options:
• zn−1 = j ≤ J or
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• zn−1 > J .
For the first case we define z˜ = z0z1 . . . zn−1x
j we observe d(z, z˜) ≤ λn−1
so Snf(z) ≤ Snf(z˜) + V ar(f). Also we observe that z˜ satisfies σn(z˜) = xj ,
d(z˜, y) < ǫ, then Snf(z˜) ≤ Sǫf (x
j). Then
Snf(z) ≤ S
ǫ
f (x
j) + V ar(f). (11)
In the second case, let j ∈]l, n − 1[ the maximum integer such that zj ≤ J
where λl ≤ ǫ. Then Snf(z) = Sj(z)+Sn−j(σj(z)) and notice that Sn−j(σj(z)) <
−(n− j)V ar(f), and also σj(z) is in the first case. Then
Snf(z) < S
ǫ
f (x
zj+1 ) + V ar(f)− (n− j)V ar(f). (12)
If for all j ∈]l, n[ we have zj > J it is clear that
Snf(z) < sup
l
Slf(y) + V ar(f)− (n− l)V ar(f). (13)
From 11, 12, 13 and by defining ∆1 = max{Sǫf(x
j) : j ≤ J} and ∆2 =
sup{Slf(y) : l ∈ N}. We have
Snf(z) ≤ max{∆1,∆2}
This implies that Sǫf (x) ≤ max{∆1,∆2} for all x ∈ Σ
4 Proof of theorems B and C
In this section we discuss some quotes on the Peierls barrier. Initially we
prove theorem B.
Recall that a calibrated pre-orbit is a sequence (xk) such that σ
k(xk) =
x and Sf (xk) = Sf (xk−1) + f(xk) − m. When the alphabet is finite, it is
shown in [CLT01] that every accumulation point of a calibrated pre-orbit belongs
to the support of a maximizing measure. By using lemma 3 we prove the
analogous result in our context. Currently we cannot control the possibility
that a calibrated sequence have a non-bounded initial letter. Also we point out
that by lemma 4, every x ∈ Σ has a calibrated pre-orbit.
Lemma 6. Let be Σ a transitive Markov shift and f be a coercive potential with
bounded variation. Given x ∈ Σk for some k ≥ 0, then there exists a calibrated
pre-orbit contained in a compact subshift. Any accumulation point of such a
calibrated pre-orbit belongs to the support of a maximizing measure.
Proof. Given x ∈ Σk for some k ∈ N, let be ΣJ such that Sf |Σk = SfJ |Σk . For
that restriction there exists y ∈ ΣJ such that SfJ (y) = SfJ (x) − f(y) +m =
Sf (x)− f(y) +m ≥ Sf (y). So SfJ (y) = Sf (y), i.e. y satisfies
Sf (y) = Sf (x)− f(y) +m.
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Note that y ∈ ΣJ and SfJ is a calibrated subaction for fJ . This implies that
there exist y2 ∈ ΣJ such that σ(y2) = y and
SfJ (y
2) = SfJ (y)− f(y
2) +m = Sf (y)− f(y
2) +m ≥ Sf (y
2).
On the other hand, Sf ≥ SfJ , so Sf (y
2) = SfJ (y
2) and
Sf (y
2) = Sf (y)− f(y
2) +m.
This argument can be applied for y2 to find a y3 also in ΣJ . Recursively,
we can construct a calibrated pre-orbit contained in ΣJ . To show that any
accumulation point of the sequence yk belongs to a maximizing measure we
observe that this is true for ΣJ , as in [BMP16]. Notice that any maximizing
measure for fJ is a maximizing measure for f .
Next, we prove theorem B. We emphasize that in this setting, it might not
exist a bounded calibrated subaction, see section 5
Proof of Theorem B. Let V be a continuous subaction and x ∈ Σ. For each
y ∈ Σ such that σ(y) = x, V (y) ≤ V (x) − f(y) + m. In the same way, if
σ(y2) = y,
V (y2) ≤ V (y)− f(y2) +m
≤ (V (x)− f(y) +m)− f(y2) +m
= V (x) −
1∑
j=0
(f(yj)−m).
This implies that for any y ∈ Σ satisfying σn(y) = x, we have
V (y) ≤ V (x)−
n−1∑
j=0
f(σj(y))−m. (14)
By definition of Sf there exists a sequence (y
k)k∈N such that σ
nk(yk) = x,
d(yk, y)→ 0, and limk→∞ Snk(f −m)(y
k) = Sf(x), because of (14) we have
lim
k→∞
V (yk) ≤ lim
k→∞
V (x)−
nk−1∑
j=0
f(σj(yk))−m.
On the left hand we obtain V (y), by continuity of V . So
V (y) ≤ V (x)− Sf (x).
This proves the first part of the theorem.
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For the second part of the theorem, as we have shown, V arl(Sf ) ≤
∑∞
j=l V arj(f).
If f is Ho¨lder continuous, V arj(f) ≤ Aθj . Then
V ar(Sf ) =
∑
l≥1
V arl(Sf ) ≤
∑
l≥1
l−1∑
j=0
V arj(f) =
∑
l≥1
l−1∑
j=0
Aθj .
That last series is convergent because it can be written in the form
∞∑
j=0
Ajθj .
This proves the second part of the theorem.
For the last part of the theorem we use the known result in compact shifts
[BLT06] and an approximation argument. This argument uses the density of
the union of compact sub-shifts in the whole space.
Proposition 3. In the hypothesis of theorem B, let V be a bounded calibrated
subaction. Then, there exists K such that for any k ≥ K, the restriction V |Σk
is a calibrated subaction.
Proof. Given V a bounded calibrated subaction and x ∈ Σ, if σ(y) = x e
V (y) = V (x)− f(y) +m,
then
f(y) = V (x)− V (y) +m ≥ inf V − supV +m. (15)
On the other hand f is a coercive potential, then there exists J such that if
j > J ,
sup f |[j] < inf V − supV +m.
therefore, any y that satisfies (15) also satisfies y0 ≤ J . So, if Σk satisfies
{0, 1, . . . , J} ⊂ Ak, then for any x ∈ Σk there exists y ∈ Σ such that σ(y) = x
and V (y) = V (x)−f(y)+m. for the previous observations y0 ≤ J , then y ∈ Σk.
This proves that V |Σk is a calibrated subaction.
For any k, fk is a potential with unique maximizing measure. Then for any
j > J , V |Σj is a calibrated subaction in Σj . By using results in [BLT06] we
have that for any x ∈ Σj and y ∈ supp(µmax)
V (x) = Sfk(y, x) + V (y). (16)
This equality is true in the dense set ∪j>JΣj , by continuity of V and Sf , we
can conclude that for all x ∈ Σ, equation 16 is satisfied.
16
Let us consider V1 and V2 two calibrated bounded subactions and x ∈ Σ,
(16) implies
V1(x)− V1(y) = V2(x) − V2(y).
Then
V1(x)− V2(x) = V2(y)− V1(y).
In other words, two bounded calibrated subactions differ by a constant.
Theorem B is proved. Let us now prove the last theorem.
proof of theorem C. By the part (a) of theorem B, it is sufficient to prove the-
orem C for V = Sf .
Let us suppose that Sf is a bounded potential.
Given x ∈ Σ consider y ∈ Σ such that σ(y) = x and Sf(y) = Sf (x)−f(y)+m.
On one hand
f(y) ≥ inf Sf − supSf +m := K > −∞.
On the other hand, f is a coercive potential. Let J be such that for any j > J ,
sup f |[j] < K. Then for all x ∈ Σ there exists y such that σ(y) = x and y0 < J ,
this is, Σ satisfies BP property.
Now, let us suppose that Σ is a BP shift. Let us consider I such that for
any x ∈ Σ there exist i < I with ix ∈ Σ. Given i < I let us define xi ∈ ΣJ such
that ixi ∈ ΣL, L is chosen such that i ∈ AL for any i < I. Given ǫ > 0, for any
x ∈ Σ, there exists z such that σn(z) = x and d(z, y) < ǫ. In addition zn−1 < I
and there exists z˜ such that σl(z˜) = x and z˜i < I for any i < l. Then
Sf (x) ≥ SfL(x
zn−1)− V ar(f) > −∞.
So, if x ∈ Σ
Sf (x) ≥ inf
i<I
SfL(x
i)− V ar(f) > −∞.
Then Sf is a bounded bellow potential, which concludes the proof.
If we assume the uniqueness of the maximizing measure, by the last part of
theorem B we get the corollary, as follows.
Proof. Equivalence of (a) and (b) is theorem C.
We know (a) implies (c), since the barrier is always a calibrated subaction
by theorem A.
Finally, by the last part of theorem B (and the uniqueness of the maximizing
measure), we have (c) implies (a).
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Figure 1: Renewal shift
5 Renewal shifts
In this section we construct a family of examples where there is not any
bounded calibrated subaction. These examples are based on the Renewal shifts
as described in [Iom07, Sar01] and references therein.
From the corollary, we know that in order to find an example in which
no bounded calibrated subaction exists, it is sufficient to consider a non BP
transitive Markov shift.
Renewal shifts form a class of topologically mixing (hence, topologically
transitive) systems that does not satisfy the BIP condition. We use them to
construct examples with the BI property but without the BP property. If the
transition matrix is the transpose of the previous one we obtain a BP shift that
is not BI.
A Renewal shift is a topologically mixing Markov shift such that for each
n there exist at most one periodic orbit x = x0x1 . . . xn−1 of period n where
xj = 0 if, and only if j = kn for some k ∈ N.
Let A be a transition matrix defined by A(i, j) = 1 if, and only if i, j are in
the next cases
1. i = j = 0,
2. i = j + 1
3. i = 0, j = dn for some n ∈ N.
By this construction and recalling the definition of the BP condition in the
preliminaries, notice that a Renewal shift satisfies the BP condition if, and only
if, there is J ∈ N such that 0j is an admissible word for all j ≥ J .
Let, for example, Σ be a Renewal shift with di = 2i. As a consequence of
theorem C, for any coercive potential f with bounded variation defined on Σ,
any bounded calibrated subaction cannot exist.
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