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Abstract. Reliable hand gesture recognition is an important problem
for automatic sign language recognition for the people with hearing and
speech disabilities. In this paper, we create a new benchmark database
of multi-oriented, isolated ASL numeric images using recently launched
Kinect V2. Further, we design an effective statistical-topological feature
combinations for recognition of the hand gestures using the available
V1 sensor dataset and also over the new V2 dataset. For V1, our best
accuracy is 98.4% which is comparable with the best one reported so far
and for V2 we achieve an accuracy of 92.2% which is first of its kind.
Keywords: Hand Gesture Recognition, Sign Language, Kinect, Statistical-
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1 Introduction
Hand gesture recognition is of great importance due to its potential applications
in contactless human-computer interaction (HCI). In particular, reliable hand
gesture recognition is crucial for many applications, including automatic sign
language recognition for the HCI of hearing and speech impaired persons. Some
of these techniques require wearing of an electronic glove [5] so that the key
features of hand can be accurately measured, but the device is somewhat costly
and inconvenient for domestic applications. Another class of methods uses optical
markers [8] instead of electronic gloves but it requires rather complex configu-
ration. On the other hand, affordable depth-based systems are coming up with
promising results in the field of depth-based hand gesture recognition. Microsoft
Kinect [15] is one such RGB-D sensor providing synchronized color and depth
images. It was launched as a gaming device, but computer vision research com-
munity has taken interest into it and extended it for a lower cost replacement for
traditional 3D cameras, such as stereo cameras and time-of-flight (TOF) cam-
eras. In just two years after Kinect V1 was released, a large number of scientific
papers with technical demonstrations have started appearing in diverse publica-
tion venues. Recently, the new version of the Kinect sensor V2 has been launched
with more accurate depth sensing technology. The work presented in this paper
involves both V1 and V2 sensors for recognition of isolated depth images of ASL.
Literature Survey and Our Contributions. Many vision based hand gesture
recognition algorithms have been proposed in the past years and comprehensive
reviews can be found in [9]. Methods based on skin color model [21] and hand
shape model [20] have also been proposed. However, they are not robust in the
dynamic environment and rely significantly on the models. The recent develop-
ment of depth cameras, such as Microsoft Kinect [15], Creative Senz3D or Mesa
Swiss-Ranger etc., opens up new avenues for hand gesture recognition. Therefore,
how the depth information can be efficiently utilized and how the depth camera
can be incorporated in the hand gesture recognition system is an active topic
of research [17]. In early studies, hand detection mainly relies on vision-based
features which was sensitive to variations of skin colors and lighting. On the
other hand, depth camera offers a much simpler way of isolating hands by depth
thresholding. After the hand localization and segmentation, various hand fea-
tures can be extracted from either the depth maps, e.g. Histogram of 3D Facets
(H3DF) [22], or the corresponding color images such as Histogram of Oriented
Gradients (HOG) [3], which will then be used for hand gesture recognition.
We have already explored that depth based image recognition has more advan-
tage over vision based systems. Within depth based systems, recent trend is to
use low cost device like Kinect V1 to input images, which gives a color image of
640 x 480 resolution and depth map of 320 x 240 at 30 FPS. Whereas recently
launched V2 has better RGB resolution 1920 X 1080 and depth resolution 512 x
424 at 30 FPS. Not only that, the field of view (i.e., the solid angle through which
the detector is sensitive to electromagnetic radiation) has also been expanded,
skeleton joint point has also been upgraded from 20 to 26 and most importantly,
with USB 3.0, the speed has been increased to get more support for real time
applications. A detailed comparison of Kinect V1 and V2 can be found in [16].
With the use of depth data we can detect hand gestures robustly in the
cluttered background independent of lighting conditions. So the objective of our
proposed work is to, 1) create a new challenging benchmark of multi-oriented,
isolated ASL numeric image dataset using recently launched Kinect V2, 2) design
an effective statistical-topological feature combinations for recognition of the
hand gestures using the available V1 sensor dataset and also the new V2 dataset.
2 Tools to Study Discrete Contours
In this section, we recall a method of contour simplification based on selected
dominant points. They are computed thanks to a discrete structure, named
adaptive tangential cover (ATC) [11], well adapted to analyse irregular noisy
contours.
2.1 Adaptive Tangential Cover [11]
An adaptive tangential cover (ATC) is composed of a sequence of maximal
straight segments, called maximal blurred segments, of the studied contour. The
notion of maximal blurred segment has been introduced in [4] as an extension of
arithmetical discrete line [14] with a width parameter for noisy or disconnected
digital contours.
Definition 1. An arithmetical discrete line D(a, b, µ, ω), with a main vector
(b, a), a lower bound µ and an arithmetic thickness ω (with a, b, µ, ω ∈ Z and
gcd(a, b) = 1) is the set of integer points (x, y) verifying µ ≤ ax− by < µ+ ω.
Definition 2. A set Sf is a blurred segment of width ν if the discrete
line D(a, b, µ, ω) containing Sf has the vertical (or horizontal) distance d =
ω−1
max (|a|,|b|) equal to the vertical (or horizontal) thickness of the convex hull of
Sf , and d ≤ ν (see Fig. 1).
Let C be a discrete curve and Ci,j a sequence of points of C indexed from i to
j. Let denote the predicate “Ci,j is a blurred segment of width ν” as BS(i, j, ν).
Definition 3. Ci,j is called a maximal blurred segment (MBS) of width
ν and denoted MBS(i, j, ν) iff BS(i, j, ν), ¬BS(i, j + 1, ν) and ¬BS(i− 1, j, ν)
(see Fig. 1).
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Fig. 1. (a) Example of arithmetical discrete line D(2,−3,−5, 5) (grey and blue points)
and a blurred segment of width ν = 1.4 (grey points) bounded by D. (b) Maximal
blurred segment of width ν = 1.4 (green points) - color figure online.
An ATC consists of MBS’s of different widths, which are a function of the
noise perturbations of the studied contour. In particular, we use the local noisy
estimator, namely meaningful thickness [6, 7], to determine the significant
width locally at each point of the contour. This meaningful thickness is used as
an input parameter to compute the ATC with appropriate widths w.r.t. noise.
A non-parametric algorithm is developed in [11] to compute the ATC of a given
discrete curve. In the ATC, the obtained MBS decomposition of various widths
transmits the noise levels and the geometrical structure of the given discrete
curve (see Fig. 2(a,c)).
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Fig. 2. (a,c): adaptive tangential cover , (b,d): polygonal representation (in red) using
the dominant points and polygonal simplification results (in green) - color figure online.
2.2 Polygonal Simplification [10–12]
Dominant points are significant points on a curve with local maximum cur-
vature. Such points contain a rich information which allows to characterize and
describe the curve. Issued from the dominant point detection proposed in [10,
12] and the notion of ATC, an algorithm is developed in [11] to determine the
dominant points of a given noisy curve C. The main idea is that the candidate
dominant points are localized in the common zones of successive MBS of the
ATC of C. An angle measure m is used to determine the dominant points with
local extreme curvature in the common zones. More precisely, this measure m
is the angle between the considered point and the two left and right endpoints
of the left and right MBS involved in the studied common zone. When the con-
sidered point varies, m becomes a function of it. A dominant point is defined
as a local minimum of m. Dominant points are illustrated in Fig. 2 (b,d) in red
points. Red lines represent the polygonal representation of the shape.
First goal of finding the dominant points is to have an approximate descrip-
tion of the input curve, called polygonal simplification. Dominant points are
sometimes redundant or stay very near, which is presumably undesirable in par-
ticular for polygonal simplification. So, we associate to each detected dominant
point a weight, i.e, the ratio of integral sum of square errors and the angle with
the two dominant point neighbours, indicating its importance with respect to
the approximating polygon of the curve. Polygonal simplification is illustrated
in Fig. 2 (b,d) with green lines.
3 Feature Descriptors
In this work, we are using a combination of topological, statistical and geometric
features. In the following, we describe each feature descriptor in details.
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Fig. 3. Histogram of Contour Angles and Contour Distances
3.1 Histogram of Contour Angles (HoCa) and Contour Distances
(HoCd)
Suppose there are m contour points (X1, Y1), . . . , (Xm, Ym) and n convex hull
points (X ′1, Y
′
1), . . . , (X
′
n, Y
′
n).
The image moments with pixel intensity f(x, y) at location (x, y) are given
by
Mij =
∑
x,y
xiyjf(x, y). (1)
For a contour or a set of points without any associated intensity, f(x, y) is taken
to be 1.
In our case, let M cij denote the moments of the contours and let M
h
ij be the
moments of the convex hull points. Then the center C = (Xc, Yc) of the contour
points is given by
Xc =
M c10
M c00
, Yc =
M c01
M c00
, (2)
and the center H = (X ′c, Y
′
c ) of the convex hull is given by
X ′c =
Mh10
Mh00
, Y ′c =
Mh01
Mh00
. (3)
Then we fix the line segment LCH between the points C and H. Let Li be
the line segment joining C to the contour point Pi = (Xi, Yi) and let ai be the
angle between LCH and Li formed at the point C, for i = 1, . . . ,m.
Now we create a histogram with 10 bins from these m angles a1, . . . , am and
get 10 descriptors say h1, . . . , h10.
Let |Li| be the length of the line segment Li, i = 1, . . . ,m. We create a his-
togram with 10 bins from these m lengths and thus get 10 descriptors l1, . . . , l10.
In Fig. 3 we explain the above set of descriptors.
3.2 Moments
We use different kinds of moments as follows.
Raw or spatial moments We use Equation (1) on the entire image, where
(x, y) denotes a pixel location and f(x, y) denotes the corresponding greyscale
intensity value. From this, we generate 10 descriptors Mij , with 0 ≤ i + j ≤ 3.
More explicitly, we use M00,M01,M10, . . . ,M03,M30.
Central moments First we calculate the spatial moments as above. Then we
define
x =
M10
M00
and y =
M01
M00
. (4)
Now, the central moments are given by
µij =
∑
x,y
(x− x)i(y − y)jf(x, y), (5)
where (x, y) denotes a pixel location and f(x, y) denotes the corresponding
greyscale intensity value. From this, we generate 7 descriptors µij , with 2 ≤
i+ j ≤ 3. More explicitly, we use µ11, . . . , µ03, µ30.
Central standardized or normalized or scale invariant moments These
moments are normalized versions of the central moments, defined as follows:
νij =
µij
(M00)
i+j
2 +1
. (6)
From this, we generate 7 descriptors ν11, ν12, ν02, ν20, ν21, ν03, ν30.
3.3 Geometric Descriptors from Polygonal Simplification of Shape
Contours
We propose different descriptors from the selected dominant points (DP), ob-
tained with the method presented in Sec.3.3, applied on a shape S. The polygon
obtained with the DP is called DP (S). Let per(DP (S)) and area(DP (S)) be
respectively the perimeter and the area of DP (S). Let ch(DP (S)) be the convex
hull of DP (S). The following descriptors give indications about compacity and
convexity of the shape S:
per(DP (S))2
area(DP (S))
(7)
per(ch(DP (S)))2
area(ch(DP (S)))
(8)
area(ch(DP (S)))
area(DP (S))
(9)
We compute descriptors that indicate if the contour of the shape S is regular or
contains big irregularities :
– mean value of angle between two successive segments formed by three suc-
cessive dominant points of DP (S)
– variance value of angle between two successive segments formed by three
successive dominant points of DP (S)
– minimum distances from the centroid of S to the dominant points of S
– maximum distances from the centroid of S to the dominant points of S
– the difference between minimum and maximum distances
– variance of segment lengths in DP (S)
– number of peaks detected in S
We should notice that the centroid of S is the centroid of the polygonal
simplification of the shape S. All our geometric descriptors are based on the
dominant points selected by the polygonal simplification process. We do not
work with all points of the contour S.
Moreover we detect the number of “peaks” in each shape contour.
A peak is a dominant point located in a convex part of the shape contour with
an angle greater than a given threshold. We fix this threshold angle to 1,38. Fig.4
shows that in this convex part, point Pi+1 is considered as a peak point because
its angle is greater than the threshold and angle at point Pi+2 is less than the
threshold.
4 Dataset and Pre-processing for Experimental
Evaluation
This section describes the collection of dataset and pre-processing that we per-
formed to extract stong features.
4.1 Dataset from Kinect V1
As a benchmark dataset for Kinect V1, we are using the NTU dataset [13]. This
dataset is collected from 10 subjects and it contains 10 gestures for numbers
0 to 9. Each subject performs 10 different poses for the same gesture. Thus
this database has 1000 cases in total and it consists of a color image and the
corresponding depth map.
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Fig. 4. Convex part of a shape contour shows the angle at each dominant points (Pi,
Pi+1, Pi+2, Pi+3) to determine peak points.
4.2 Development of New Benchmark Dataset from Kinect V2
We are proposing a new hand gesture dataset using Kinect V2. In this dataset
we have collected standard ASL hand gestures from 10 subjects for numbers 0
to 9. Each subject performs 10 different poses for the same gesture. Thus in
total the dataset has 10 people × 10 gestures/people × 10 cases/gesture = 1000
cases, each of which consists of a contour map and the corresponding depth map.
This dataset is a real-life dataset, which is collected in cluttered backgrounds.
Besides, for each gesture, the subject poses with variations in hand orientation
(almost 180 degree variation), scale, articulation, etc.
4.3 Data Collection
For NTU dataset collected from Kinect V1, we have Annotated the ROI region
in RGB images. Then after depth thresolding, we have cropped the exact ROI
regions from depth images by comparing it with the RGB images. For V1 dataset,
it was not a problem because depth resolution is 320 x 240 and RGB resolution is
640 x 480 which is just the double. Whereas, in our proposed database collected
from Kinect V2, RGB resolution is 1920 x 1080 and Depth resolution is 512 x
424. So in our database, we collected a joint color-depth hand gesture along with
wrist joint point. This gives us the flexibility of locating the ROI in the whole
frame. Gesture samples are shown in Fig. 5 which are labeled from 0 to 9. It
should be noted that this dataset is a real life dataset collected in uncontrolled
environment with different illumination and different orientations.
4.4 Hand Localization and Segmentation
In previous depth camera-based approaches [17], the hand is required to be the
front-most object from the depth camera. Moreover, a black belt on the gesturing
hands wrist is also required in some cases [13], which is rather inconvenient for
real world applications. In our system, we relax these restrictions by utilizing
the rather stable joints from Kinects skeleton tracking. The Kinect joints are
directly used to locate the hands, wrists and elbows. By assuming that the hand
is visible to the camera without any occlusion, it allows us to quickly separate
the hands from background objects using depth information alone. Using the
hand joint point as the center, a pair of color texture and depth map blocks
is extracted first and then the hand shape is segmented quickly using a depth
threshold value.
4.5 Noise Removal
In practical applications, the extracted hand gestures usually have different scales
due to various distances from the camera to hand, or different rotations caused
by the body postures. Moreover, different people’s hands always have distinct
characteristics even for the same gesture. Hence it is necessary to perform some
pre-processing to normalize and align the shape representation before recogni-
tion. However, the palm size varies from one person to another, which affects the
recognition between different subjects. So instead of depth thresholding in our
dataset, We have done histogram thresholding calculating mean and standard
deviation of the depth values and extracted gray scale cropped hand shapes,
shown in Fig. 5. In Fig. 5, it also can be seen that the hand shapes from differ-
ent persons are correctly segmented, even when the hands are cluttered by the
face or background.
5 Performance Evaluation
Now we evaluate the performance of the proposed system from mean accuracy,
time efficiency and comparisons with other methods. We are using Random
Forest classifier on extracted features using the Weka version 3.6.12 (c) 1999-
2014 [19] machine learning tool. We performed all experiments on an Intel i7-
6500U CPU @2.50 GHz processor with 8 GB RAM and 64-bit Windows 8.1 Pro
OS.
In our experiments, leave-p-out (LpO) cross-validation (CV) is conducted to
evaluate the recognition performance, where with M instances, p < M subjects
are used for testing and the remaining for training. This process is repeated for
every combination of subjects so that the average accuracy can be computed.
For NTU dataset, we only calculated LOO CV to compare the results. In our
dataset, two values of (1 and 100) are considered, which are respectively referred
to as leave-one-out CV (LOO CV) and 10-fold CV. Experiments based on these
two CVs are presented in next section.
5.1 Results and Comparison
Here we produce comparative results (see Table 1) between our proposed work
and other different algorithms on standard V1 NTU hand digit dataset. Our
mean accuracy is 98.4% which outperforms all other works mentioned in the
table. Fig. 5 shows our proposed benchmark V2 dataset containing ASL gestures
Table 1. Comparison between Mean Accuracy of Shape Contexts, Skeleton Matching,
HOG, H3DF, FEMD and our methods on the NTU HAND DIGIT DATASET
Algorithms Mean Accuracy
Skeleton Matching[1] 78.6%
Shape Context with bending cost[2] 79.1%
Shape Context without bending cost[2] 83.2%
HOG[3] 93.1%
Thresholding Decomposition+FEMD[13] 93.2%
Near-convex Decomposition+FEMD[13] 93.9%
H3DF[22] 95.5%
Current Work 98.4%
(a) (b) (c) (d) (e)
(f) (g) (h) (i) (j)
Fig. 5. Gesture samples (0-9) of ASL captured in Kinect V2
0 to 9 captured using Kinect V2. On this dataset, we get an accuracy of 92.2%
with the same feature set as V1.
Fig. 6 illustrates the confusion matrix of hand gesture recognition on stan-
dard V1 dataset and our benchmark V2 dataset (Fig. 5) using our feature set
presented in Sec. 4.
6 Conclusion
In this work, a hand gesture recognition system from depth data using topological-
statistical features for contactless HCI has been proposed. It is based on an ef-
ficient feature extraction and classification which recognizes gestures based on
the shape and depth features. The effectiveness of the system is illustrated by
(a) (b)
Fig. 6. The confusion matrices of hand gesture recognition using with our feature set:
(a) LOO CV on NTU hand digit dataset, (b) 10-fold CV on our own V2 benchmark
dataset
extensive experiments on two real-life datasets, NTU hand digit dataset [13]
and our own V2 dataset (achieving high mean accuracies 98.4%, 92% respec-
tively). In comparison with previous distance measures such as FEMD [13], shape
context[2], Skeleton Matching[1], H3DF [22], HOG [3], our feature set achieves
comparable performance for hand gesture recognition. Recently, another work of
SPEMD [18] has been proposed with 99.1% (LOO CV) accuracy on their own
dataset. We are still to compare our features with their dataset. Our proposed
descriptors are computationally efficient and thus suitable for fast gesture recog-
nition. As this work has only been done using depth map, so our future research
will focus on exploring robust color features and extending it to dynamic hand
gesture, body posture and generic object recognition.
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