Previous empirical models for describing the temperature-dependent development rates for insects include the Brié re, Lactin, Beta, and Ratkowsky models. Another nonlinear regression model, not previously considered in population entomology, is the Lobry-Rosso-Flandrois model, the shape of which is very close to that of the Ratkowsky model in the suboptimal temperature range, but which has the added advantage that all four of its parameters have biological meaning. A consequence of this is that initial parameter estimates, needed for solving the nonlinear regression equations, are very easy to obtain. In addition, the model has excellent statistical properties, with the estimators of the parameters being "close-to-linear," which means that the least squares estimators are close to being unbiased, normally distributed, minimum variance estimators. The model describes the pooled development rates very well throughout the entire biokinetic temperature range and deserves to become the empirical model of general use in this area.
presented the most extensive comparative study to date of various models available to describe the effect of temperature on the development rate of insects. Among the six models that they considered, all of which are nonlinear regression models, the one based on the beta function and another based on the square-root model (the latter model also known as the Ratkowsky model and widely used by microbiologists) were previously ignored by zoologists. Shi et al. (2016b) found that the square root model described the pooled developmental rates well throughout the entire biokinetic temperature range, and concluded that it merits wider use in entomology.
In addition to the Ratkowsky model for the effect of temperature on bacterial population growth, there is another model for population growth that has not been generally applied outside of food microbiology, and that is the model developed by Lobry and coworkers (see equation 4) that has the attractive feature that all four of its parameters have biological meaning, and which also enables initial parameter estimates to be readily obtained. In the present study, we examine how this model compares with the behavior of four of the models studied by Shi et al. (2016b) .
Materials and Methods

Data
We use the same 10 datasets on invertebrates (9 insects and 1 mite) that were employed by Shi et al. (2016b) . These are summarized in Table 1 .
Models
The formulae for the five models being compared in this study are as follows, where T is temperature in degrees absolute and r is the developmental rate. In the Lactin and Ratkowsky models, e denotes the base of natural logarithms. All of the other symbols represent model parameters.
Beta model (Yin et al. 1995 (Yin et al. , 2003 Shi et al. 2016a, b) :
Brière-2 model (Brière et al. 1999) :
Lactin model (Lactin et al. 1995) :
Lobry-Rosso-Flandrois (LRF) model (Lobry et al. 1991; Rosso et al. 1993) :
Ratkowsky model ): 
A common feature of the five models is that they all have four parameters, which makes it easier to compare their performance since they all have the same degrees of freedom. Therefore, there is no need to make the kinds of adjustments that are necessary when there are differing degrees of freedom. Irrespective of the criteria used to make decisions such as which model is best from the point of view of goodness-of-fit, and which has better estimation properties, the fact that all have four parameters guarantees that the comparisons will be made on a "level playing field," which gives each model an equal chance of success and thereby removes the possibility that any one model will be advantaged by the choice of the criteria used for comparing the models.
In addition to each model having four parameters, there are some other features that are comparable among the five models. Four of the models, viz. the Beta, Brière-2, LRF, and Ratkowsky models, have, respectively, a "notional" minimum and a "notional" maximum temperature for growth (T 1 and T 2 , respectively). Mathematically, when T¼ T 1 , or when T¼ T 2 , the development rate is zero, as these are points on the graphs at which the curves intersect the temperature axis. This is not necessarily the observed minimum or the observed maximum temperature for growth, which is usually several degrees above T 1 or several degrees below T 2 , respectively. Of the five models, only the Lactin model lacks a parameter that is interpretable in this manner. It does have a "temperature" parameter T u , described as the "upper lethal temperature," but its estimated value from data is too high for it to be of any practical use. However, although the Lactin model lacks a T 1 or T 2 parameter, the model has two intersections with the temperature axis, so that the equivalent of these notional temperatures can be evaluated numerically.
Stochastic Assumption
In fitting a mathematical model using the criterion of least squares, as is the case in the present study, it is necessary to make a stochastic assumption, one which describes how the variability of the response variable, in this case the developmental rate, changes as the temperature changes. This question was dealt with in detail by Ratkowsky (2003) , to which the reader is referred. Briefly, in fitting data for bacterial growth, previous experience showed that the variability (or variance, as is the more formal term used in statistics) was homogeneous (i.e., approximately constant) if square root of rate rather than rate was used as the response variable. Some other workers, e.g., Schaffner (1998) , have used logarithm of rate rather than square root of rate. Often there is not a great difference between the results obtained using these two approaches, but either transformation often gives different results than when the untransformed rate is used. Shi et al. (2016b) used the untransformed rate; in this study we will use the square root of rate as the response variable, and we may expect to get results that differ, to some extent at least, from what was obtained in that study. Note that the Ratkowsky model (equation 5) already has the square root of rate on the left-hand side of the "¼" sign. Therefore, no further transformation is necessary, and the least squares procedure is applied to the model as it stands. For the other four models (equations 1-4), it is necessary to take the square root of both sides of each of the expressions. For example, the Brière-2 model would be fitted in the following form, after the square root function has been applied to both sides of the equation:
Similar transformations are applied to the Lactin, Beta, and LRF models, so that the left-hand side of each model is the square root of the rate rather than the rate itself.
Measures of Nonlinear Behavior
Nonlinear regression models differ from linear regression models in a number of important ways. The first difference is in the manner in which the least squares estimates of the model's parameters are obtained. For a linear model, there is an explicit noniterative solution leading directly to the least squares estimates of the parameters. In contrast, a nonlinear regression model employs iteration with the hope that successive solutions will improve upon the solution obtained in the previous step and that eventually convergence to the least squares estimates will be obtained. Convergence is usually considered to have occurred when the sum of squares of the differences between the observed and predicted values of the response variable (which, in this study is the square root of developmental rate) is a minimum and changes by only a minute amount with each iteration. In theory, if the error term (the difference between the observed and fitted transformed rates) is assumed to be an independent and identically distributed normal random variable, then the least squares estimators of the parameters of a linear regression model are unbiased, jointly normally distributed, and have minimum variance among the class of regular estimators (see Seber and Wild 1989) . That is, their variance meets the minimum variance bound given by the Cramér-Rao inequality, which establishes that no set of unbiased estimators can be "better" than the least squares estimators. For a nonlinear regression model, the least squares estimators do not have those desirable properties for small sample sizes. Only when the sample sizes become large can one say that the least squares estimators approach the so-called "asymptotic" property of being unbiased, normally distributed minimum variance estimators. The question is "How large is large?", which is not easily answered. It all depends upon the model/data set combination. Some model/data set combinations Trpis (1972) achieve the desirable properties with very small sample sizes, and these have been labeled "close-to-linear" by Ratkowsky (1983) . Other model/dataset combinations are so "far-from-linear" that the "asymptotic" properties are approximated only for unrealistically large samples. Therefore, the focus of attention of the approach of Ratkowsky (1983 Ratkowsky ( , 1990 ) has been to seek out models that, in combination with data of a reasonably small sample size, result in closeto-linear estimators, leading to ready interpretation of the results.
Curvature Measures of Nonlinearity Bates and Watts (1980) proposed the curvature measures of nonlinearity, the intrinsic and the parameter-effects curvatures, which are global measures of assessing whether a model/data set combination is close-to-linear or not. The intrinsic nonlinearity is determined by the curvature of the "solution locus" (also known as the expectation surface) at the least squares estimates of the parameters, and is an inherent property of the model that cannot be altered by reparameterization. Fortunately, most nonlinear regression models have low intrinsic nonlinearity, which means that if the original parameterization is not close-to-linear, parameterizations may be found (referred to as model reparameterization) which have close-to-linear behavior, even if the original parameterization exhibits far-from-linear behavior. The Bates and Watts (1980) intrinsic and parameter-effects curvatures are assessed using a readily calculated critical curvature value, which is a function of the sample size, the number of parameters of the model, and a user-chosen significance level, commonly a ¼ 0.05, which we also use here.
Bias, Excess Variance, Skewness, Kurtosis
In addition to the global curvature measures of nonlinearity, other measures of nonlinear behavior are available that focus on the model's individual parameters. These include measures of the bias (Box 1971) , the skewness (Hougaard 1985) , and the kurtosis (Haines et al. 2004 ) in the least squares estimators. Except for the measure of bias in the least squares estimator derived by Box (1971) , it is only recently that they have become available in standard statistical packages. The Hougaard skewness measure was incorporated into PROC NLIN in SAS/STAT vers. 7.1 (1999) and thus was the earliest available of the useful statistical measures of nonlinearity. Ratkowsky (1990) suggested that the skewness measure was reasonably close-to-linear if its absolute value was less than 0.25, and that if the measure was greater than 1, considerable nonlinear behavior was present. Haines et al. (2004) felt that the lower cutoff was too liberal, and suggested that the slightly more conservative 0.15 was a more appropriate rule-of-thumb for deciding whether the model was reasonably close-to-linear. In the present work, we adopt a compromise cutoff criterion, where the absolute value of the standardized skewness measure jg 1 j 0.2 indicates "good' behavior, where 0.2<jg 1 j 0.5 indicates "moderate" nonlinearity, and where jg 1 j>0.5 denotes "bad," i.e., far-from-linear, behavior.
Profile t Plots
A profile t plot for a specific parameter of a nonlinear regression model is a plot of the likelihood ratio pivotal statistic versus the Wald pivotal statistic Watts 1988, Cook and Weisberg 1990) . For a linear model, the two statistics are indistinguishable, being a set of points lying on a straight line. For a close-to-linear model, the two statistics differ only slightly, and visually they are close to lying on a straight line that can be included in the graph as a set of "target" values. For a far-from-linear model, the two statistics will differ markedly and deviate greatly from the target straight line.
Although Haines et al. (2004) have done some work using measures based on skewness and kurtosis to predict the closeness or otherwise of the Wald and likelihood-based confidence intervals, there is no agreed objective criterion for judging profile t plots. However, with a little bit of experience, one soon learns to gauge parameter estimator behavior by visual assessment of the profile t plots.
Confidence Curves
A confidence curve contains a scatter plot of constrained parameter values plotted against the t value. For a close-to-linear model, the graph will appear to be wedge-shaped, with the points on the plot closely matching the pair of straight lines that intersect at a t value of zero. For a far-from-linear model, the graph will diverge sharply from this wedge-shaped appearance. Visually, therefore, in the absence of an objective criterion, it is straightforward to distinguish the different degrees of model behavior ranging from close-to-linear to far-from-linear, as is also the case with profile t plots.
Histograms of Parameter Estimates
Further indicators of nonlinear behavior are histograms of the estimators of the individual parameters. A close-to-linear model will produce histograms that very closely resemble those of normal distributions. Far-from-linear models invariably have long-tailed distributions, in which the bias, the skewness and the kurtosis are readily discerned.
Pairwise Scatter Plots
For normally distributed random variables, pairwise scatter plots of the parameter estimates are elliptical in shape. This contrasts clearly with far-from-linear models, which are curved and elongated, rather than elliptical in shape. Gebremariam (2014) describes in detail the code (SAS statements) that is necessary to generate output which enables the user to make decisions about whether a model/dataset combination is closeto-linear or not. In this paper, we will give many such instances of such output, for the 10 datasets in combination with the five different models studied.
Results
The 10 graphs depicted in Fig. 1 show how the five models in this study fit the data for each of the 10 datasets. The red dots represent the raw data, and the solid lines are the fitted curves after the least squares estimates of the parameters are obtained. Broadly, a specific model tends to behave in a similar way for each of the datasets. In the following paragraphs, it is possible to make the following general observations about the results of fitting the five models to the 10 datasets of Fig. 1 . 1] The worst-fitting model is unquestionably the Brière-2 model, as its error mean square (EMS) is generally higher, often much higher than for any other model, ranking fifth (i.e. the worst) for 8 of the 10 datasets, and ranking fourth for the remaining two datasets (Table 2 ). Although this model fits the data comparably to the other models in the suboptimal temperature region, it does very badly in the vicinity of the optimal temperature for growth. Compared to the other four models, it has the highest T opt value for each of the 10 datasets (Table 3) . At temperatures not greatly in excess of T opt , the model plunges downwards to intersect the temperature axis to give a notional maximum temperature for growth, T 2 , such that T 2 -T opt is smaller than for any other model, ranging from 0.4-4.1 K.
2] The Lactin model also tends to be a poor-fitting model in comparison to the other models. From Table 2 , that model ranks fourth in goodness-of-fit for 7 of the 10 datasets and was the thirdworst fitting for two datasets. Its fitted values closely mirror those of the Brière-2 model in the suboptimal region, with the two models giving very similar predictions for all 10 datasets. For some of the datasets, this close agreement between the two models occurs near the optimum temperature for growth and in the superoptimal region as well. The Lactin model was a good-fitting model only for the Bactrocera dorsalis dataset (Table 2) .
3] The Beta model varies greatly in terms of goodness-of-fit, ranging from being the best-fitting model for five of the datasets to being the worst-fitting model for two datasets (Table 2) . For all 10 datasets, this model gives unrealistic estimates of T 1 , the notional minimum temperature for growth (Fig. 1, Table 3 ), the fitted value often being up to 20-30 K below that for any other model. For the Bemisia tabaci dataset, the estimate of T 1 was 0 K, i.e. absolute zero. Similar unrealistic estimates were also obtained by Shi et al. (2016b) for these same datasets using the Beta model, under a different stochastic assumption than in the present study. T. brevipalpis 4] The overall best-fitting models, if performance is judged by consistency over the whole of the datasets, are the Ratkowsky model, which ranked best once, second-best eight times, and thirdbest once, to give an average rank of 2.0, and the LRF model, which ranked best three times, second-best twice, and third-best five times, for an average rank of 2.2. There was very little difference between the goodness-of-fit for these two models for six of the datasets, if judged by their error mean squares (Table 2) . One consistent difference over all datasets is that T 1 , the notional minimum temperature for growth, is lower for the Ratkowsky model than for the LRF model, ranging from 0.4-2.3 K; also, T 2 , the notional maximum temperature for growth, is higher for the Ratkowsky model than for the LRF model, ranging from 1.5-3.3 K (see Table 3 and Fig. 1 ). The consequence of this is that the biokinetic temperature range is broader for the Ratkowsky model than it is for the LRF model (2.9-4.0 K), but the whole of this difference occurs at temperatures that are well away from where there are actual growth observations.
Nonlinear Behavior of Parameter Estimators
Overall Measures An overall measure of the nonlinear behavior of the least squares estimators of the parameters is provided by the root-mean-square intrinsic (IN) and root-mean-square parameter-effects (PE) nonlinearity measures of Bates and Watts (1980) . These values are summarized for the five models and the 10 datasets in Table 4 . Consistent clear conclusions can be made from the entries in this table. All models, in combination with all datasets, had nonsignificant IN values, meaning that the curvature of the solution locus in the vicinity of the minimum sum of squares is adequately low for each of the models. The models differ greatly in terms of their PE values, however. The worst-behaving model is the Brière-2 model, as it has some conspicuously extreme values for some of the datasets, and was significantly higher than the critical curvature value based on a ¼ 0.05 for all 10 datasets. The other model which was significantly higher than the critical curvature value for all 10 datasets was the Ratkowsky model, which ranked fourth overall. The Beta model exceeded the critical value for nine of the datasets, with one conspicuously large PE value, and ranked third overall. The model which ranked second-best was the Lactin model, whose PE value exceeded the critical value for eight of the datasets, but which never had a conspicuously large PE value. Unquestionably, the best model was the LRF model, which only had a significantly high PE value for three of the datasets, and in no case was its value conspicuously high.
Individual Parameters
The PE value, as used in the previous paragraph, is an overall nonlinearity measure of the full set of four parameters in each model, and does not provide information about any specific parameter. To assess the estimation performance of a specific parameter, it suffices to use the Hougaard (1985) measure of skewness, and results are presented in Table 5 , where G indicates good behavior (absolute value of Hougaard skewness jg 1 j 0.2), M indicates moderate behavior (0.2<jg 1 j 0.5), and B indicates bad behavior (jg 1 j >0.5). The bestbehaving model is the LRF model, which has a preponderance of good (G) scores for three of its parameters, viz. T 1 , T opt and l opt . For T 2 , there are no G values and a preponderance of bad (B) scores, which indicates that estimates of this parameter are likely to be biased and conspicuously nonnormally distributed. All other models have at least two parameters that have a preponderance of B scores. For example, for the Brière-2 model the parameters T 2 and b had high skewness values for each data set, in addition to T 1 having no G scores. The remaining parameter, a, which had five G scores, also had four B scores. Thus, at least two parameters and sometimes all four parameters of the Brière-2 model can be expected to have biased, nonnormal estimators. For the Beta model, parameter T 1 is consistently bad and T 2 is often bad and never good. For the Lactin model, its bad behavior is spread out among all parameters, there being three datasets for which all four parameters are badly behaved. For the Ratkowsky model, only the parameter T 1 has Corroboration of the efficacy of individual parameter estimators is obtained from the profile t plots (Supp. Fig. 1 , see Supp. Material 1 [online only] for details), the confidence curves (Supp. Fig. 2 , see Supp. Material 1 [online only] for details), and the parameter distribution histograms (Supp. Fig. 3 , see Supp. Material 1 [online only] for details). These figures contain results only for the Aedes aegypti dataset, but that is sufficient to establish that there is close agreement between conclusions drawn from use of the Hougaard skewness measure and other measures of nonlinear behavior, as patterns that develop among the parameter estimators for one dataset tend to be consistent over all of the datasets.
Discussion
Decisions about whether or not a nonlinear regression model is a good one have usually been based in the past upon goodness-of-fit considerations only. We argue here that this is inadequate. Of course, a model that does not fit the data well is unlikely to be of further interest to the modeler who wants to determine the relationship between the response variable and the explanatory variable. But goodness-of-fit is only one aspect of a model's efficacy, and there are usually several models, as there are in the present study, which succeed in fitting the data well, at least for some of the data sets. Aside from fitting the data well, a good mechanistic model should have readily interpretable parameters. We believe that the parameters of the model should all be close-to-linear, so that their least squares estimators are almost unbiased, normally distributed, minimum variance estimators. Finally, since nonlinear regression models are generally solved by iteration, it is desirable to have a model for which good initial parameter estimates can be obtained. In the following paragraphs, we discuss how the five models fare according to these various criteria by which good model behavior may be judged.
The five models studied here can be broken down into three groups based upon goodness of fit. Two models stand out as providing very good fits to the data, viz. the Ratkowsky model and the LRF model (Table 2 ). The LRF model has three parameters, T 1 , T opt and l opt , which are close-to-linear, as adjudged by all of the measures employed to assess nonlinear behavior. The estimates of these parameters have low bias, low skewness and their histograms are close to being normally distributed. They have almost linear profile t plots and confidence curves which are indicative of close-to-linear behavior. The fourth parameter, T 2 , does not have a close-to-linear least squares estimator, but the extent of nonlinear behavior is not very large. We will examine this in more detail below. Although the Ratkowsky model fits observed data very well, the estimator of only one of its parameters, viz. T 1 , is consistently close-to-linear. In contrast, the estimators of parameters T 2 and b never scored good ("G") behavior in any dataset. Together with the estimator of c, which scored good behavior for only two datasets, they generally have sufficient bias, skewness, and nonnormal histograms to exclude them as being close-to-linear. At the other end of the goodness-of-fit scale, the Brière-2 and Lactin models fit the data poorly, often producing strings of likesigned residuals and deviating widely from the observed data (Fig.  1) . These two models could be excluded from consideration based upon goodness-of-fit alone, but it is also found that they are inadequate with respect to other considerations as well. For example, the Brière-2 model often produces very high parameter-effects nonlinearity (Table 4) and has two parameters (T 2 and b) that exhibit bad ("B") nonlinear behavior for all 10 datasets (Table 5 ). The Lactin model is more erratic, and has significant parameter-effects curvature for all but two of the datasets (Table 4) .
The third "group" of models based upon goodness-of-fit considerations is the Beta model. It was the best-fitting model amongst all models for half of the datasets (Table 2) , but a serious flaw is that the model produces an unrealistically low notional minimum temperature for growth (T 1 ), as it also did when a different stochastic assumption was made (Shi et al. 2016b) . It is interesting that all four of its parameters have biological meaning, a feature it shares in common with the LRF model. In fact, the four parameters of these two models are the same parameters, viz. a notional minimum temperature for growth, a notional maximum temperature for growth, and an optimal temperature for growth and the growth rate corresponding to that temperature. It is perhaps surprising, or at least instructive, that these models can have such contrasting estimation properties when their parameters have the same meaning.
Based upon the various ways of assessing nonlinear regression models, we can exclude the Beta, the Brière-2 and the Lactin models from further consideration. The choice between models falls to a choice between the good-fitting Ratkowsky and LRF models. However, we have seen that the Ratkowsky model has some failings with respect to the behavior of three of its parameters, with two of them, viz. b and c, being nothing more than "curve-fitting" parameters, devoid of biological meaning. Therefore the LRF model emerges as the clear choice as the most suitable model of the five models studied to be used for modeling the development of insects and mites.
We now briefly have a look at the parameter T 2 of the LRF model, which was the only parameter of that model whose least Brière-2 model, where the scatter plot is boomerang-shaped, indicating very nonnormal and therefore far-from-linear least squares estimators. These scatter plots provide confirmatory information about the behavior of the estimators and reinforce conclusions drawn from such measures as the profile t plots, the confidence curves, and the skewness measure of Hougaard (1985) . Other output provided by PROC NLIN in SAS/STAT, version 9.3, includes bootstrap biascorrected confidence intervals for each of the parameter estimates. When the least squares estimators of the parameters are close-tolinear, these bootstrap confidence intervals are very close to the approximate confidence intervals obtained from asymptotic theory. This is the case for all the parameters of the LRF model, including T 2 . For parameter estimates that have far-from-linear parameter estimators, such as for d in the Lactin model or b in the Brière-2 model, the bias-corrected bootstrap confidence intervals deviate markedly from those based on large-sample theory. Although the bootstrap estimates are more accurate and therefore preferable to the large-sample values, users are unlikely to want to use nonlinear regression models such as the Beta, Lactin, and Brière-2 models, which tend to exhibit such far-from-linear estimation behavior, when a good-fitting, good-behaving model such as the LRF model is available for general use.
We can conclude that the LRF model is the best of the five models studied, providing close-to-linear least squares estimates to data on the development of insects and mites.
