We present a method for modelling and estimating brancbing structures, such as blood vessel bifurcations, from medical images. Branches are modelled as a superposition of Gaussian functions in a local region which describe the amplitude, position and orientations of intersecting linear features. The centroids of component features are separated by applying K-means to the local Fourier phase and the covariances and amplitudes subsequently estimated by a likelihood maximisation. We employ a penalised likelihood test (AIC) to select the best fit model in a region. Results are presented on synthetic and representative 2D retinal images which show the estimation to be robust and accurate in the presence of noise. We compare our results with a curvature scale-space operator method.
INTRODUCTION
The detection of line, comer and branching shllchms is a widely studied problem in computer vision, especially for object recognition, and is an imponant one for tasks such as image registration and segmentation in medical imaging.
In this work, our aim is to derive a reliable method for the quantisation of branching structures from 2D and 3D medical imagery and apply it to problems such as segmenting the blood vessels from retinal images [I] , and characterising the bronchial tree from 3D CT images [2] .
Comer and branch point detection algorithms can be broady classified into those that first estimate image boundaries or curves using image gradient operators of one sort or another and then infer the position of the junction, to those that directly apply a curvature measure or template to the grey level data. Methods that use the intersections of boundaries to label comers necessitate the thinning of curves to a single pixel width e.g. by skeletonisation. Because of ambiguities caused by the line thinning, the subsequent labelling of branch points can be problematic, particularly in 3D. In general. methods that use second or greater order differentials of the image intensity are sensitive to noise, whereas template approaches are limited in the range and type of This w& is suppaned by the UK EPSRC branch points that can be described [3]. Scale-space curvature provides some trade-off between these approaches because of the noise immunity gained by repeated smoothing, plus the ability to naturally model the size of features and, by tracking curvature through scale, allowing labelling decisions to be confirmed by comparing estimates at different scales in the feature space. The disadvantages are that branch points are not modelled explicitly and the implementation does not readily extend to 3D [41.
We propose a model based estimation that operates directly on the image intensities. Regions of the image are modelled locally as a superposition of M Gaussian functions and an iterative, ML estimation used to derive the parameters. Each Gaussian represents a single, approximately linear feature in the region which parameterised by a mean (centroid), an orientation and width (covariance), and an amplitude. Models for A4 = 1 , 2 are fitted separately to the region and a penalised likelihood information measure, the Akakie Information Criteria (AIC), is used to choose the best for a given region size. The feature parameters are first separated using K-means by modelling the local phase-specmun, which is linearly dependent on the component centroids. Having established an initial estimate of the component centroids, the feature covariances and amplitudes are estimated by a weighted maximisation that has similarities to EM.
After a description of the model and estimation algorithms, results are presented on a sample retinal fundus image. We conclude by discussion of the results and make proposals for further work.
FEATURE MODELLING AND SELECTION

Feature Modelling and Estimation
In the spatial domain, if a h e a r feature is windowed by a smooth function such as a cosine square, cos2(). then it can be approximated by a n-dimensional Gaussian:
where A is the amplitude, It is the mean vector and C is the covariance matrix. Multiple features witbin the same region (Figure l(d) ) are modelled as a superposition and the 0-7803-7584-X/02/$17.00 82002 IEEE spectrum is approximated as a sum of component spectra:
In particular, the phase-spectrum of a component exhibits a phase variation which is dependent on the feature centroid.
We assume that this phase variation is independent for each of the M components of the model [5]:
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where t denotes iteration number and 00 is the estimate from the spectrum off^() using Eqns: 3 and 4. Convergence is achieved rapidly in 3-5 iterations. 
Model Selection
Since we have multiple feature models, m = 1,2, once the parameters of each model have been estimated, the accuracy of the hypothesis and the most fit model needs be determined in order to represent a given image region. We use a penalised distance measure, the Akaike information critenon (AIC), to bias the residual fit error which is expected to fall with increasing m. In minimum mean-square estimation, AIC is calculated using residual sums of squares ( R W
where B" is the number of data points in a square image region size B and P i s the number of parameters in the model.
The steps to finding the optimal model mopt is summarised below:. 
AIC, = B" ln(RSS/Bn
EXPERIMENTS AND DISCUSSION
In figure 2 , the results of the ML model estimation and selection algorithm were tested by using a retinal image size 256 x 256. The middle row shows reconstructions of the data using single feature model at two different scales using block sizes B = 32,16. As expected, the model represents well vessel segments except those at or near branch points. The multiple feature model overcomes this (bottom row at figure 2). Overall. after the iterative ML estimation, the orientation, position and width of the features both along blood vessels and near bifurcations are accurately modelled. Based on the AIC selection scheme, we then attempted to select the best fit model, m = 1,2, for each block and produced the data reconstruction shown in figure 3 . Junction points are localised to regions where Gm=2 is optimal. The feature intersection point can be hivially calculated from the model parameters, Qm=1,2, in these blocks. In figure 4 (a)-(b), the regions containing an inferred junction point or point of high curvature are highlighted by drawing a circle centred on the intersection and with the radius BJ2 to indicate the detection scale.
As a means of comparison, we implemented a curvature scale-space method which has been widely used on edge or comer detections problem in computer vision.
Under this representation, for a 2D image f(2)). multiscale spatial derivatives can be defined as
where Gzp denotes a derivative of some order p of a Gaussian kemel [4] . After the whole stack of images is obtained, comer like features can be identified at different scales. In Lindeberg's work, the comer is detected by measuring the curvature of Comparing the results given in figure 4 we observe that using the Gaussian model a greater number of the junction points or comers are detected than by the scale-space curvature. The scale-space method fails to find many of the branches at small scales, although this could be perhaps improved by parameter tuning. We attempted to validate our detector by noting the numbers of false-positive and falsenegative labellings compared with a visual inspection and the curvature scale-space method, table 1. Our estimator prcduces some failures (mostly false-positives) in the retinal image hut compares well with the scale-space results. Also like the curvature scale-space, it does not distinguish between true junctions and points of high curvature (corners). Ig terms of computational efficiency, our estimator is approximately equivalent to a pair of 9 x 9 spatial convolution operators, which is an order or magnitude better than a curvature scale-space implementation.
CONCLUSIONS
We have described a modelling and estimation method that uses a superposition of Gaussian functions to model the lccal image intensity. The methods can be usefully applied to the detection and quantification of tree-like structures in medical images. The estimator is cheap to compute and r e bust in the presence of uncertainties in the image due to low signal to noise ratios and our preliminary results seem to compare favourably with curvature scale-space approaches, although objective validation is necessary. The next steps of this work will consider combining results of the estimator from different region sizes or scales to confirm the junction point detection and determine a 'natural' scale for the features which fit the single or multiple feature model for a given region size. Work toward a complete segmentation of the image will need a neighbourhood linking strategy to track features from region to region, perhaps within a Bayesian framework [6] . We are implementing our estimator in 3D to use on bronchus CT data.
