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ABSTRACT 
For any symmetric matrix A over a field, it is shown there is a permutation matrix 
P such that PAP= has a factorization PAP= = LDLT where L is unit lower triangular 
and D is block diagonal with l-by-l or Z-by-2 blocks. In particular, for the adjacency 
matrix of a bipartite graph G, the vertices of G may be ordered so that adj G = LDLT 
where all diagonal blocks of D are 2-by-2. Furthermore, if G is a tree, this factorization 
may be done with integer matrices. 
INTRODUCTION 
In [I] the authors began an investigation of factorizations A = LDU of an 
integer matrix A into integer matrices L, D, and U where L is lower 
triangular, D is diagonal, and U is upper triangular. An important area of 
interest for such factorizations is the case where A is the adjacency matrix of a 
graph G. Here the basic question remains: for which graphs G is there an 
ordering of the vertices of G such that its adjacency matrix adj G has a 
factorization adj G = LDU into integer matrices? There is a difficulty which 
must be dealt with before much progress can be made on this question. For a 
graph without a loop (an edge from a vertex to itself), the diagonal of the 
adjacency matrix consists of O’s alone, and according to [4, Corollary l] there is 
no LU factorization even with real matrices when the graph has no isolated 
vertices (vertices not adjacent to any other vertex). 
In the absence of isolated vertices, one method of dealing with this 
difficulty is the addition of one or more loops. In [l, Theorem 31 the authors 
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show that if G is a tree with a loop added at one vertex, then the vertices may 
be ordered by a specialized depth-first-search ordering so that adj G = LDLr 
where L is a unit lower triangular integer matrix and D is a diagonal matrix 
with f l’s on the diagonal. Another method of dealing with 0 entries on the 
diagonal of adj G is to allow D to be block diagonal. 
Let A be a symmetric matrix over a field. It is not always possible to find a 
permutation matrix P such that PAPT has a factorization PAPT = LDLT for 
some lower triangular matrix L and diagonal matrix D. For example, consider 
In Section I we show that if D is allowed to be block diagonal with I-by-I or 
2-by-2 blocks, then such a factorization is possible for some permutation 
matrix P, and that the diagonal blocks of D must be Z-by-2 for the adjacency 
matrix of a bipartite graph. In Section II we show that for the adjacency matrix 
of a tree this factorization may be obtained with integer matrices. 
I. BLOCK LDLT FACTORIZATIONS 
We make use of the following result found in [2, Theorem 2.11, where M. 
N. Ellingham noted that it “seems to be a known result from matrix theory, 
although we cannot provide a reference.” 
LEMMA 1. If B is a symmetric rank-r matrix, then there is a permutation 
matrix P such that the leading principal r-by-r submatrix A, of A = PBPT is 
nonsingular. 
Proof. Choose P such that the first r rows of PB are linearly indepen- 
dent, and partition PBPT as 
Now there is some matrix E such that E[ A, NT] = [N C]. Thus N = EA,, 
NT = ArET, and [A,. NT] = A,[ I ET] h as rank r, so that A,. is nonsingular. 
q 
THEOREM 1. Let A be an n-by-n symmetric matrix of rank r > 0. There 
are matrices P, L, and D such that PAP= = LDLT, where P is a permutation 
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matrix, L is an n-by-r lower triangular matrix with a unit diagonal, and D is an 
r-by-r block diagonal matrix. Furthermore, the diagonal blocks of D have the 
l-by-l form [dj] or e-by-2 form 
forsomedi+O. 
Proof. We first obtain the case where r = n by induction on n. For 
n = 1 there is nothing to do. For n = 2 let 
If a = b = 0, then d # 0 and there is nothing to do. If a # 0, then Gaussian 
elimination produces the required factorization with l-by-l blocks. If a = 0 
but b + 0, then interchange the rows and columns to obtain 
and once again Gaussian elimination produces the required factorization. Now 
if A is n-by-n of rank n where n > 2, then for some permutation matrix P 
partition PAPT as 
FAPT = Ai-1 OT 1 1 C 
where A,_, is (n - I)-by-(n - 1). Since A n_lis obtained by deleting a row 
and a column from a rank-n matrix, rank A,_, = n - 1 or n - 2. We assume 
that, if possible, P is chosen such that rank A,_, = n - 1. Otherwise, 
rank A,_, = n - 2 for all choices of the matrix P. Consider the case 
rank A,_, = n - 1. By induction there are matrices I’,,, L, and D of the 
required form such that PO A,_lP: = LDLT. Since DLT is nonsingular, we can 
find a row vector 6 such that @PO’= SDLT. Let 
d = c - 13D6~ and PI = 2 y . [ 1 
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LDLT LDGT 
SDLT 6DhT + d I 
Wh,-& WT MO’ C I 
= P 1 PAPTPT 1’ 
which gives the required factorization. 
Now consider the case where the rank of the leading 
principal submatrix of PAPT is n - 2 for all choices of P, 
(n - 1)-by-( n - 1) 
and partition A as 
A = 4-l fiT 
[ 1 P c’ 
By Lemma 1 there is a permutation matrix QO such that the leading (n - 2)- 
by-( n - 2) principal submatrix A,_, of Q,, A,_ ,Qi is nonsingular. Set 
and partition QAQT as 
QAQT= [;n-2 BCr] 
By induction there is a permutation matrix PO such that PO A,_, Pt = LDLT, 
where L and D have the appropriate forms. Now DLT is nonsingular, so there 
is a matrix G such that PB; = GDLT. Set 
d 
Do= ; b I I = C- GDGT and P, = , 
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where 1, denotes the k-by-k identity matrix. Then 
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[: f,l[,” :,,][r e’] =[z: GDzYD,I 
P,A,_,P,T P,,BT 
= 
BP,T c 1 
= (PIQ)A(P,Q)~ 
gives the required factorization provided a = b = 0 and d z 0. Now 
QAQT= [‘$ ;][i Lo][ ‘3 y2T]. 
By deleting the last row and column of this product we obtain the leading 
(n - 1)-by-( n - 1) principal submatrix of QAQT which has rank 
so that a = 0. Similarly, by deleting the last row and column of (JQ) A(JQ)r, 
where 
with D, = 
0 1 [ 1 10’ 
we obtain the leading (n - l)-by-(n - 1) principal submatrix of (JQ) A(JQ)‘, 
which has rank 
n - 2 = rank D 0 
[ 1 0 b’ 
so that b = 0. Finally, rank A = n implies that d # 0. 
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If A is n-by-n with rank r < 
permutation matrix P such that 
1 Ar ArET 1 PAPT = 
1 EA, EA,ET]’ 
where A, is r-by-r with rank r. 
As in the first part of this proof, there is a permutation matrix Q such that 
QArQT = LDLT, where L and D have the appropriate forms. Set 
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n, then as in the proof of Lemma 1 there is a 
X = EA,QT(DLT)-1 and Qi = 
Then 
LDLT LDXT 
XDLT XDXT I 
I 
= (Q,P)A(Q,P)T 
gives the required factorization. 
For an undirected graph G = (V, E) with vertex set V = { ur, us, . . . , un}, 
the adjacency matrix of G is the n-by-n matrix A = (aij) = adj G with aij = 1 
if (vi. uj) E E is an edge of G and aij = 0 otherwise. The rank of a graph is 
defined to be the rank of its adjacency matrix: rank G = rank adj G. Since G is 
undirected, the adjacency matrix A = adj G is symmetric, and the reordering 
of the rows and columns of A in the product PAPT, where P is a permutation 
matrix, is equivalent to reordering the vertices of G. Thus we obtain 
COROLLARY 1. Let G be a graph with n vertices, and let r = rank G > 0. 
The vertices of G may be ordered so that its adjacency matrix has a factorization 
adj G = LDLT where L and D have the forms given in Theorem 1. 
In a factorization adj G = LDLT of Corollary 1, some blocks of D may, in 
general, be I-by-l while others are 2-by-2. It would be interesting to deter- 
mine which graphs G require that D contain only 2-by-2 blocks. As it turns 
out, there are actually two problems. One may require that all blocks of D be 
2-by-2 in all orderings of the vertices of G or in some ordering of the vertices 
of G for which adj G has an LDLT factorization. Corollaries 2 and 3 give 
sufficient conditions on G for these requirements, but necessary conditions are 
not known. 
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Let A = adj G = LDLT be a factorization given by Corollary 1, and let the 
ordered set of vertices of G be V = {or, us, . . . , on}. For 1 < k < n, let Gk be 
the subgraph of G spanned by the vertex set { ur, us, . . . , q}, and let A,, L,, 
and Dk be the leading principal submatrices of A, L, and D, respectively. 
Now Ak = adj Gk = Lk D, Li and det A, = det D,. A result of F. Harary [3] is 
useful for evaluating these determinants. This result states that the determi- 
nant of the adjacency matrix of a graph may be expanded as the sum of the 
determinants of the adjacency matrices of its linear subgraphs. A linear 
subgraph is a spanning subgraph whose components are edges or cycles. 
Furthermore, the determinant of the adjacency matrix of a linear subgraph is 
(- 1)e2c, where e is the number of components with an even number of 
vertices and c is the number of components with more than two vertices. Now 
if G is bipartite, then each Gk is also bipartite and thus contains no cycles with 
an odd number of vertices. Thus for each odd k, G, has no linear subgraph 
and det D, = 0. Hence rank G is even and we obtain 
COROLLARY 2. If A = adj G is the adjacency matrix of a bipartite graph G, 
then all blocks of D in any factorization of Corollary 1 are 2-by-2, and the 
number of blocks in D is (rank G)/2. 
There are graphs such as the one in Figure 1 for which l-by-l diagonal 
blocks may or may not appear depending on how the vertices are ordered. For 
the given ordering the adjacency matrix of this graph has the factorization 
LDLT, where 
1 0 0 0 
0 1 0 0 
= 
1 0 0 1 
and D 
1 0 1 0 
[ 0  1 0 1 0 1 0 1 I* 
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However, if the vertices are ordered as (2, 5, 6, 1, 3, 4}, the LDLT factoriza- 
tion may contain two I-by-I blocks. The graph of Figure 1 is from a larger 
class of graphs described in Corollary 3. For some ordering of the vertices of a 
graph in this larger class, any LDLT factorization of the adjacency matrix will 
have the property that all diagonal blocks of D are 2-by-2. 
Let G be a graph with n vertices and a vertex u of degree 1, let u be the 
vertex of G incident with U, and let Go be the graph obtained from G by 
deleting u and v. If u and u are ordered as the first and second vertices 
respectively, then the adjacency matrix of G has a factorization of the form 
adj G = 
where Ik is the k-by-k identity matrix, cr is the (n - 2)-column of adjacencies 
between u and Go, 0 is an (n - 2)-column of zeros, and 
A factorization adj G, = L, D, L: of the adjacency matrix of G, thus leads to a 
factorization of the adjacency matrix of G, namely adj G = LDLT, where 
L= L 12 CY 0 OT OT L, ] and D=[~ao~ $1. (2) 
A similar result holds if u and u are ordered as the second and first vertices, 
respectively. Furthermore, if G, has a vertex of degree 1, then (1) can be 
applied with G replaced by G,. 
We will refer to the procedure of removing a pair of adjacent vertices, 
where one of them has degree one, and then recursively applying such 
removals to the resulting subgraph, as recursive removal of end edges. If one 
can remove at most 2p vertices from a graph G by this process, and the 
vertices of G are ordered as {or, u2,. . . , on) where vertices ul, ua, . . . , t)2p 
can be removed and u2i_1,u2i can be removed before uzi+r, u2i+2 for 
1 < i < p, then we say that the ordering is consistent with the recursive 
removal of end edges. From Corollary 2 and (2) we obtain 
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COROLLARY 3. If the recursive removal of end edges from a graph G 
results in a bipartite graph, then all diagonal blocks of D are 2-by-2 and the 
number of blocks in D is (rank G)/2 in any factorization of Corollary 1 in 
which the ordering of the vertices of G is consistent with recursive removal of 
end edges. 
II. INTEGER FACTORIZATIONS 
In this section we note some initial results concerning the question: For 
which graphs G can the vertices be ordered so that the adjacency matrix of G 
has a factorization adj G = LDLT where L is an integer lower triangular matrix 
with a unit diagonal and D is an integer block diagonal matrix with l-by-l or 
e-by-2 blocks? Such an ordering is possible for trees, cycles, and complete 
bipartite graphs, but is not possible for a complete graph with four or more 
vertices. The following theorem, which may be obtained directly from (2), is 
helpful in identifying other graphs whose vertices have such an ordering. 
THEOREMS. Let H be a subgraph of the graph G obtained by the recursive 
removal of end edges. If the vertices of H may be ordered so that the adjacency 
matrix of H has a factorization adj H = L, D, L$ with integer matrices where L, 
is unit lower triangular and DO is block diagonal with l-by-l or 2-by-2 blocks, 
then the vertices of G may be ordered so that the adjacency matrix of G also has 
such a factorization. 
Somewhat more can be said about integer LDLT factorizations of the 
adjacency matrices of trees. The recursive removal of end edges applied to a 
tree results in isolated vertices or a pair of vertices connected by an edge 
(these last two vertices are not removed, since graphs must have a nonempty 
set of vertices). Thus for an ordering of the vertices of a tree which is 
consistent with the recursive removal of end edges, the adjacency matrix has 
the desired integer factorization. In fact, one may note from (2) that the 
subdiagonal of L consists entirely of zeros, and the nonzero diagonal blocks of 
D are all D,. 
However, an ordering consistent with the recursive removal of end edges 
is more restrictive than necessary and does not always include depth-first- 
search orderings of a tree. For example, any depth-first-search ordering of the 
vertices of the tree in Figure 2 which starts with a pair of adjacent vertices, 
one of which has degree one, would require that vertex c be the third vertex 
and is not consistent with the recursive removal of end edges. 
In Theorem 3 we give a more general condition for ordering the vertices of 
a tree for which the adjacency matrix has an integer LDLT factorization with 
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FIG. 2. 
2-by-2 blocks in D. Orderings consistent with the recursive removal of end 
edges satisfy this more general condition. Also, the orderings given by [l, 
Algorithm 21 are specialized depth-first-search orderings which satisfy the 
condition. Recall that a linear subgraph is a spanning subgraph whose compo- 
nents are edges or cycles, and that if (ul, u2. . . . , on} is an ordering of the 
vertices of a tree T, then Tk denotes the subtree spanned by the vertices 
{ Ol,U,2,~ . ., ok}. Also, the rank of any bipartite graph and hence any tree is 
even. 
THEOREM 3. Let T be a tree of rank r. Zf the vertices of T are ordered so 
that each Tzk, k = 1,2,. . . , r/2, has a linear subgraph, then the adjacency 
matrix of T has a factorization adj T = LDLT where L is an integer lower 
triangular matrix with a unit diagonal, and D is an r-by-r block diagonal matrix 
with 2-by-2 blocks 
+D,= f 
Proof. Each Tzk has no cycles, and thus by the hypothesis has exactly one 
linear subgraph consisting of k disjoint edges. By the result of F. Harary [3] 
described earlier, det Azk = (- l)k, k = 1,2, . . . , r/2, where Atk = adj T2k is 
the leading principal 2k-by-2 k submatrix of A = adj T. We first show by 
induction on k that each Azk has a factorization of the required type. For 
k = 1, TSk consists of a single edge and A2k = I, D, I$ gives the required 
factorization. In general partition Azk as 
A,,= [A2;-2 c]. 
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By induction Ask-a has a factorization A2k_2 = L2k_2 D2k_2 L$k_2 of the 
proper form. Now D2k_2 L;k_2 is unimodular so G = B( D,,_, Lik_2)-1 and 
D, = C - GD,k_2GT are integer matrices. Let 
LZk= IL2Gp2 J and Dzk= [“‘ip2 io]. 
Then 
L,rP2/& = 
L21c-2D2k-2k2 L2~2&-2G* G%-&L~ GDsk_2GT + D, 1 = i-&7 
where L2k is an integer lower triangular matrix with a unit diagonal. Now D, 
has the form 
and as in the proof of Theorem 1, a = b = 0, since there are no principal 
leading submatrices with odd rank. Also, det D, = - d2 = 
(det A,,)/(det A2k_2) = - 1, so that d = f 1. The induction yields A,. = 
L,.D,.LT, where L, is an integer unit lower triangular matrix and D, is block 
diagonal with diagonal blocks + D,. Partition A as 
Let X = N(D,LT)-‘, which is an integer matrix, since D,.LT is unimodu- 
lar, and let 
L= Lr. 
[ 1 X 
Now XD,. X T = NAT ‘NT = C, since rank A = rank A,. requires that the Schur 
complement of A, in A be zero, that is, C - NA;‘NT = 0. Finally, 
LD, L= = 
L,.D,L; L,D,X= 
XD,. L; XD,X= 1 =A 
gives the required factorization of A. 
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