In periodic gossip schemes, the calls are periodically repeated according to a proper coloring of the edges of the underlying graph with integers 1; 2; . . . ; c. One period consists of c consecutive rounds 1; . . . ; c each containing time-parallel bidirectional calls on all edges with the same color. The problem is to design colorings which minimize the number of periods until gossiping is completed.
Introduction
For a given simple and connected graph G = (V; E) with V = 1; 2; . . . ; n together with a proper c-edge-coloring ' : E ! f1; 2; . . . ; cg, we consider the following gossip procedure: At the beginning, each of the n vertices knows exactly one item of information not known to any other vertex. Calls are then made in consecutive rounds 1; 2; 3; . .. ; where round t consists of time-parallel calls between two-element subsets of vertices x; y 2 V with fx; yg 2 E and t '(x; y) mod c. During a call both participants exchange all information they know at that moment. Note that a vertex can take part in at most one call per round because ' is a proper coloring. Therefore, this model describes the usual gossiping with bidirectional telephone calls with the additional condition that calls are periodically repeated following the pattern de ned by the coloring. This de nition was introduced by Liestman and Richards in 1], and following a suggestion of R. Klasing we use the term c-periodic gossiping for it. They were interested in counting the number of rounds until gossiping is completed, i.e. every vertex knows every item of information, where the minimum is taken over all proper c-edge-colorings. They determined this number when the graph is a path, and gave upper and lower bounds for trees of bounded degree, cycles, and 4-edge-colored grids. Moreover, they investigated periodic gossiping under strict c-edge-colorings, i.e. '(E) = f1; 2; :::; cg. Note that in our model, the c-edge-coloring ' may not use all of the colors 1,2,...,c.
For s = 1; 2; 3; . .., we de ne the s th period of the gossip procedure to be the collection of c consecutive rounds (s ? 1)c + 1; (s ? 1)c + 2; . . . ; sc. For a given graph G and proper c-edge-coloring ' of G, the periodic gossip time of G with respect to ' is the number PGT(G; ') of periods required until gossiping is completed, i.e. PGT(G; ') = s i after round sc every vertex knows everything, whereas after round (s ? 1) c there is at least one vertex which has not learned all pieces of information. For a given graph G with edge-chromatic number not exceeding c, the c-periodic gossip time of G is PGT c (G) := min ' PGT(G; ') where the minimum is taken over all proper c-edge-colorings of G. It is easier to compute PGT c (G) than the minimum number of rounds. The latter parameter can be calculated from PGT c (G) up to a di erence of at most c ? 1 rounds, which in most non-trivial cases should be small compared with the total number of rounds. Therefore, in this paper we consider the number of periods instead of the number of rounds. From 1] we know :
(1) PGT c (P n ) = d n 2 e where P n is the path on n vertices. In the present paper we only consider periodic gossiping on trees. In Section 2, an algorithm is given which for every tree T and every suitable c, produces a proper c-edge-coloring ' such that PGT(T; ') is a good upper bound for PGT c (T). While for arbitrary T and c, we cannot prove the optimality of this algorithm, in Section 3, several special cases are considered for which the algorithm yields an optimal solution. In such cases PGT c (T) can be computed.
Algorithm
Throughout the next two sections we assume that we are given a tree T = (V; E) with V = f1; 2; . . . ; ng, maximum degree , and diameter d, as well as an integer c . To explain the idea of our algorithm, we recall from 1] that an optimal coloring of a path e 1 ; e 2 ; . . . is given by an alternating coloring of the edges, i.e. '(e 1 ) > '(e 2 ) < '(e 3 ) > . . . or vice versa '(e 1 ) < '(e 2 ) > '(e 3 ) < . . . . As much as possible we follow this pattern in a tree. At vertices of degree 3 or more we must take into consideration distinct paths meeting in that vertex. We color the edges of T in such a way that long paths are colored alternately. As long as this is possible our algorithm yields an optimal solution.
We de ne the weight W(u; v) of vertices u; v 2 V with fu; vg 2 E to be the length of a longest path in T beginning with u; v; . . . (in that order).
We now present Algorithm Color(T; c); which to each edge e 2 E assigns a color '(e) 2 f1; 2; . . . ; cg. 
END.
In the following gures, Color(T; 4) is illustrated for a tree T with d = 7 and = 4. In STEP 1, the diametral path from x 1 to x 2 is colored. Figure 1 shows the coloring ' after STEPs 2, 3, and 4 have been executed once. Note that in STEP 3, colors 2 and 3 are available and '(u; w 1 ) = 2 because '(u; v 0 ) = 1 and indeed W(u; v) = 4 > 3 = W(u; v 0 ). The longest path chosen in STEP 4 is u; w 1 ; . . . ; x 3 . ? ?
? ? Figure 2 shows the next execution of STEPs 2, 3, and 4. Note that this time, we must use colors 1 and 3 in STEP 3, but only color 3 ts into the gap between colors 2 and 4 which are incident to u already. It will turn out later that this situation generates the major di culties. In the rest of this section we show certain properties of the constructed coloring ' which justify all steps of the algorithm. Let every execution of STEPs 2, 3, and 4 be called a loop. In the following, the phrase "after a loop" refers to the situation before STEP 2 resp. after STEP 4 in Color(T; c). The proofs use induction on these loops beginning with "loop 0", i.e. after STEP 1. Here all the asserted properties are easy to see and we omit their proofs. Note that throughout the following proofs we use all notation as introduced in the above description of algorithm Color.
Proposition 1.
After each loop, every non-leaf of T has either none, two or all of its incident edges colored in such a way that no two incident edges have the same color.
Proof: During each loop, edges are colored in STEPs 3 and 4. In STEP 3 edges fu; w 1 g; . . . ; fu; w r g are colored. Note that we have c-2 di erent colors available to color these edges, but r = deg u ? 2 ? 2 c ? 2. Hence all of these edges can be colored di erently. Moreover, none of these edges are colored with either '(u; v) or '(u; v 0 ). Thus, after STEP 3, all edges incident to u are colored di erently.
In STEP 4, we color paths P i beginning at vertex u. It is easy to see that after each loop, all colored edges together with their incident vertices form a connected subtree in T. Hence, no vertex x 6 = u in any of the paths P i either belongs to any other of these paths or is incident to an edge colored earlier. Thus, after STEP 4, these vertices are incident to exactly two colored edges.
It remains to prove that these two edges have di erent colors. This is obvious for all vertices 6 = w 1 ; w 2 ; . . . ; w r , because these vertices are either leaves or are 
Periodic Gossip Time
Although it is a corollary of the result (1) mentioned in the Introduction, we repeat a lower bound for PGT c (T). The proof brie y summarizes the application of ideas from 1] to estimate the number of periods. Lemma 1. Since their sum equals d+1, one of these numbers is at least d d+1 2 e .
To nd an appropriate upper bound for the periodic gossip time of any tree T we investigate the coloring ' produced by Algorithm Color(T; c). We say that a loop runs well if for the vertex u chosen in STEP 2 in the m th execution of the loop, deg u j'(u; v) ? '(u; v Case 2. The path between l 1 and l 2 contains the edge fu; vg.
Let P be that path beginning with u; v 0 ; . . . which was colored in the same step when fu; v 0 g was colored. Further, let x 0 be the endvertex of P which is an endvertex in T. We look at information owing from l 2 to x 0 resp. to l 1 . The item sent from l 2 reaches v 0 and w 1 in the same period but di erent steps only. But starting from v 0 resp. w 1 , P resp. P The path between l 1 and u is colored alternately, and has length at most d d 2 e, i.e. it is no longer than the path between x and y. Consequently, information sent from l 1 reaches u no later than information sent from x. Similarly, information sent from u reaches l 1 no later than it reaches x. To see this, note that by Prop. 3, '(u; w 1 ) < '(u; v). Therefore, C m (l 1 ; l 2 ) C m (x; l 2 ) C and C m (l 2 ; l 1 ) C m (l 2 ; x) C, because both l 2 and x belong to T m?1 .
The next lemma shows the possible in uence of "bad" loops, i.e. loops that do not run well. Proof: We use the same notation as in the proof of Lemma 2. Assume '(u; w 1 ) > '(u; v). This a ects the situations of Cases 2 and 3 only. Since both cases are similar, we will only consider Case 2. Information sent from l 2 reaches u in round '(u; v) of a certain period. Since '(u; w 1 ) > '(u; v) but '(u; v 0 ) = 1 < '(u; v), it is sent to w 1 in the same period but to v 0 in the next period. Hence as before, l 1 is informed no later than x 0 and C m (l 2 ; l 1 ) C m (l 2 ; x 0 ) C. Note that here information is transmitted to l 1 even faster than in the situation of Lemma 2, because of the "long" monotone subpath '(u; v) < '(u; w 1 ) < c.
In considering the reverse direction, this advantage turns into a disadvantage. An item sent from x 0 can pass through u during one period, while an item sent from l 1 can leave u only one period later than it reaches u because '(u; w 1 ) > '(u; v). Therefore we can only ensure only that C m (l 1 ; l 2 ) C m (x 0 ; l 2 ) + 1 C + 1.
On the other hand, the above proof shows that the periodic gossip time is indeed increased by one only if C(x 0 ; l 2 ) = C and W(u; w 1 ) W(u; v 0 ) ? 1.
Hence, for a given tree there might be loops which do not run well but still do not a ect the result.
However, one can organize Algorithm Color(T; c) so that as many loops as possible run well. In order to do this, one can introduce several heuristics. As an example, in STEP 2 we took into consideration the degrees of w 1 ; w 2 ; . . . ; w r . Note that in the proofs, this is not essential even though it might make it easier to construct loops which run well in choosing one of the w i 's as the point u. Along the same line, in STEPs 1 and 4 it may be good to choose paths with many points of large degree if there is no unique longest path.
In the best possible cases, Algorithm Color(T; c) does determine the periodic gossip time of a tree T. (2) for a xed tree T of maximum degree and all c , if in T, no two vertices both of degree greater than 2 are adjacent.
In particular, (2) suggests one way that Algorithm Color can be improved. Recall that in STEP 4, we continued coloring in such a way that paths with larger weight are preferred. This weight is the length of paths beginning at u. Now it seems to be quite natural to work with vertices of degree greater than 2, as well. Finally we should remark that so far we are only able to completely settle cases where PGT c (T) does not depend on c. On the one hand, it is interesting that for many trees the nal answer is of this type, but on the other hand, the solutions for the remaining cases seem to be much more complicated because they can depend on c.
Upper Bounds
In cases not covered by Theorem 2, one can apply Algorithm Color(T; c) to get an upper bound for PGT c (T). As we know from Lemma 3, some of the loops that do not run well must be taken into consideration, but we do not have any general method for doing this. The following lemma provides the best upper bound we have been able to obtain. Moreover, Algorithm Color never produces a worse result. The results of Section 3 show that the tree becomes complicated for Algorithm Color if it has many points of degree greater than 2 forming a "cluster" in the tree. Thus, one of the worst cases to handle is the uniquely determined, maximum size tree of diameter d and maximum degree . As introduced in 1], let T ;d denote this tree. If c 2 ?2, then the corollary of Theorem 3 applies.
It becomes worse if c is closed to . Therefore, let c = in the following.
