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This paper deals with the recovery of band- and energy-limited signals from a finite 
set of their samples taken in a given finite interval. Let m(e) be the minimal number 
of samples required to get an E- accurate approximation of any such signal. We prove 
that 
lim m(~)log log l/c 1 
r-o+ log l/e = ’ 
and, for sufficiently small E > 0, Lagrangian interpolation with m(e)( 1 + o(1)) 
arbitrary nodes yields an l - approximation with almost minimal cost. Q  1986 Academic 
press, Inc. 
1. IN~-R~DUCT~ON 
This paper deals with the recovery of signals 2 of bandwidth [-G, C&l, 
2(t) =I a’ X(ll)exp(iflt)dfl (X E L2(-C& C&I), i = m), -no 
from a set of their samples taken in a given finite interval I = [a - T, a + T]. 
That is, we want to approximate 8 with our sole knowledge of J? being 
information of the form 
iv(Z) = [X(3,), J&92,), . . . ) iq&)p, 
where adaptive choice of the sampling points & E Z is allowed, i.e., 
2% = wm4), . . . 9 aL*)), k = 2, 3, . . . , n. 
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For a practical approximation scheme, it must be finite. Thus Na(X) never 
determines X. In fact matters are even worse, since N”(X) does not determine 
X with a bounded accuracy (measured by any norm). To obtain a meaningful 
problem, we take a uniform bound on the energy of the signals to be consid- 
ered. For simplicity we choose the bound 27r. By the Parseval theorem we 
have 
Hence the resulting class of signals is 
Jo = {Z : x E B(&J}, 
where 
B(fLJ = {Y E L2(--a), n,) : I(YII 5 l}, 
We study the recovery of d E Jo from its samples in the worst-case setting 
(see Traub and Woiniakowski, 1980). 
It is known that the adaptive information Na(X) is not more powerful than 
the corresponding nonadaptive information 
Iv? = [xyt,), %((f2), . . . , X(tn)]T, 
where 
t1 = 61, tk = &(O, 0, . . . , 0)) k = 2,3,, , . , n 
(see Traub and Woiniakowski, 1980). Thus we assume that the sampling 
points are simultaneously (nonadaptively) chosen. 
Given E > 0, let m(e) denote the minimal number of samples required to 
find a set of functions {a,,x}xEg satisfying 
sup(pf(t) - a,,&) 1 : t E I, x E Jo} 5 E. 
We call a,,x(t) an e-approximation to if(t). Assume that the cost of the 
arithmetic operations (+ , - , X , /) and the cost of the signal evaluation are 
taken as unity and c, respectively. Let camp(e) be the minimal computing 
cost (complexity) of u,,,(t). 
The main result of this paper is the following theorem. 
THEOREM 1. 
(9 J&t? m(ENog 1% l/E = 1. log l/E 
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(ii) camp(e) = 0 as E * O+. 
(iii) For sufficiently small E > 0, Lagrangian interpolation with 
m(e)(l + o( 1)) arbitrary distinct nodes from I yields an e-approximation 
with almost minimal cost. 
The e-notation used in (ii) can be thought as a “two-sided” O-notation, 
i.e., p = 8(q) iff p = O(q) and q = O(p). 
2. AUXILIARY LEMMAS AND REMARKS 
Let t1, t2, . . . ) tn be arbitrary distinct points from the interval I. Define 
uk(Q) = exp(-it&), k=l,2 ,..., n, 
and denote by G = G(ur, ~2, . . . , u,) the Gram matrix ((u!, uk))q+,, 
where ( , ) is the inner product in L2( -&,, 42,). 
Suppose that for any 8 E Jo and any t E I we wish to recover x (t) as good 
as possible from 
zvaf = LG,), xct21, . . . 7 mlT = [WY 4, cc u2)9 . . . 7 @, U”)P. (1) 
That is, we are looking for a mapping (algorithm) 
which minimizes the worst-case error 
Define 
e(q) = sup{e(cp; t) : t E I}, 
e(qo; t) = sup{lZ(t) - cp(ti)(t)( : X E JO). 
r(t) 3 r(t; t,, t2, . . . , t,) = sup(pz(t) ) : 2 E Jo, ti = 0) (2) 
and 
R = R(t,, t2, . . . , tn) = sup(r(t) : t E I}. 
As a consequence of Micchelli and Rivlin (1977, Theorem 3, Ex. 1.1) we 
have 
r(t) = inf e(cp; t) and 
‘p 
R = i;f e(cp), 
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where the infima are taken over all algorithms cp: N(J,J + V and achieved 
by 
Q*: Q*(M) = i (G-‘A@),ii,. 
k=l 
Alternately, we may write 
where 
sa(x) = 1 sin(x)/x ifx # 0, 1 ifx = 0 
and coefficients @ are determined by the linear system 
i UkSa(f&(tj - tk)) = d(tj), j = 1, 2, . . . , 12. 
k=l 
We remark that if tk = (IQ -t k)r/& k = 1, 2, . . . , n, then cp*(iV@(t) 
is a partial sum of the Whittaker cardinal series 
T?(t) = 2 J?(kr/fl,Jsa(kr - tll,,) 
k= --a 
(see Butzer, 1983). Note that in this case the error of ‘p* is large, since 
e(Q*) 2 r(tn - 7r/2QJ 2 (2Q))-“2 e 
= 2(2&)“2/7r 
(see Landau, 1985, for related results). 
To prove Theorem 1 we need a few lemmas. 
Fix to E Z\{t,, t2, . . . , t,} and define 
uo(fl) = exp( -it&), 
r = r(trJ; t1, t2, . . . , tJ 
M = (2&-‘G(u,, ul, . . . , U,) = (Sa(&(tl - tk)))Ifk=O. 
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Let (M-r),, denote the first diagonal coefficient of the matrix M-‘. 
LEMMA 1. r2 = 2!&,/(M-‘),,0. 
Proof. By (I), (2), and X(&J) = (X, uO) we get 
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r = sup(l (X, uo) 1 : x E B(a)) n spar&, Uz, . . . I u,Y) = )I P&II, 
where PuO is the orthogonal projection of ~0 on spar&, UZ, . . . , u,)‘. 
Thus, r measures how accurately ~0 can be approximated by functions from 
span(ul, uz, . . . , u,), i.e., 
In its dual version, this is the problem of finding the norm II L )I of the unique 
linear functional L on G, = span(uO, ul, . . . , u,) satisfying 
L&)=1 and L(U,) = 0 for k=l,2 )...) II. (3) 
More precisely, we have 
t- = WJII (4) 
(see Kowalski and Sawod, 1983, or Krein and Nudelman, 1973). By the 
Riesz representation theorem there exists a unique function gL E G, such that 
L(f) = kL,f) and IILII = IlgLII. 
Thus, (3) can be rewritten in the form 
(a, uo) = 1 and kL, 4 = 0 for k = 1, 2, . . . , 12. (5) 
This means that the coefficients ak such that gL = C& a&k satisfy 
II ao, al, . . . , un]G(uo, ~1, . . . , u,) = [l, 0, . . . , 01. 
This and (5) yield 
IlLI) = IIgLl(2 = (2 UkUk, gL) = ao = (Gbo, MI, . . . 3 h-%o 
k=O 
= (M-‘),,/2iL,. 
Applying (4), we complete the proof. w 
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To simplify notation, in what follows we shall write IX& instead of 
&J+o, u > 0 > 1. 
LEMMA 2. 
4x - Y) 
sa(xh( d =l+,g (X-kTyy-k7T)’ 
v x, y E c. 
Proof. Let 
F(x, y) = 1 + 2 ’ 
k=-m (x - k$y - kn) ’ 
Assume without loss of generality that x f y and x, y 65 {kr : k = + 1, *2, 
. . . }. Then 
F(x, y) = 1 + xy lil& 2 ’ 
k=-m (x - Wiy - kr) 
Using the Mittag-Leffler formula (see Saks and Zygmund, 197 1, p. 310), 
1 
z2 - k2,rr2 
= ctg(z) - l/z, 
k=l 
we get 
F(x, Y) = *(,tg x - ctg y) = ;$--(;, 
as claimed. n 
Now define 
tk - t0 
Sk z - 
7 ’ 
k = 0, 1, 2, . . . , n, K = n/fior. 
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LEMMA 3. 
(M-l),, = 1 + inf 
{ 
5 ’ a: : i ’ a,& = l/sl, 1 = 1, . . . , n . 
kc-m &-cc I- 
Proof. Note that (M-L)0o = (.K’),, where 
By Lemma 2 we get 
where 
0 
Sl 
S, +jK 
&I 
S,, + jK 
0 I 
Sl -1 
Sl + K 
%I -1 
S, + K 
0 . . . 
Sl 
. . . 
S, - K 
%I 
. . . 
S,, - K 
0 
Sl 
s,-jK 
%I 
S” - jK 
Thus, (M-1)00 = eT(EET)-‘e, with el = [l, 0, . . . , OIT E R”. Note that 
eT(EEr)-‘eI = sup(ery - ayTEETy : y E R”} 
= sup(aTa + (Eu - eJTy : 2a + ETy = 0, y E R”, 
a = [. . . , u-1, UIJ, a’, . . .I’ E 12) 
= sup(inf{u*u + (Eu - eJTy : a E /2} : y E R”} 
= inf{uTu : Ea = e,‘, u E Z2}. 
(Consult Hestens (1966) for the third equality and Golshtein (1971) for the 
last dual equality.) Since Eu = el implies that a0 = 1 we finally get 
(bf-l)oo = 1 + inf i ’ a: : c ’ ak & = l/s[, 
k=--m k=-cc 
1=1,2 ,..., n, 
I 
as required. n 
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We are now in a position to estimate R (tl, tz, . . . , tn). 
LEMMA 4. 
@o/n ) * w R(h, t2, . . . , t,) ’ (4 + Kn *)n* ’ 
where 
n* = ?I if n is even, 
n+ 1 if n is odd. 
Proof. Suppose first that n = 2m. It is well known that 
sup{(w(x)I :x E l-1, +111 2 2 
for any real polynomial w of the form w(x) = IIizl 2(& - x); see Meinardus 
(1964). Thus, there exists t E [a - 7, a + ~1 such that 
for k = +I, 22,. . . , +m (6) 
and 
fi 2Sk > 1. 
k= -m 
k#O 
By Lemmas 2 and 3 we get 
r(t; tl, . . . 
(7) 
(8) 
where numbers bk satisfy 
2 ’ b,A = l/s,, 1 = 1, 2, . . . , n. 
k=-m si - kK 
To find bk explicitly recall the Cauchy equality 
(9) 
A(cl, . . . , c,; dl, . . . , d,,) = det 
= flk>l (ck - d@k - dl) 
flk,l (ck + d) 
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(see Natanson, 1949). This and (6) imply that (9) is a nonsingular system. By 
Cramer’s rule we get bk = Dk/D, where 
D = A(s,, . . . , s,; -mK, . . . , -K, +K, . . . , mK) 
and Dk is derived from D by replacing ICK with 0. After standard calculations 
we find 
bk = (-l)k+l $0 (1 - Kk/Sj), k = *I, 22, . . . , km. 
J 1 
From ($1) < (” ‘dk’>, (Sjl 5 2, and (7) we see that 
1 bk 1 < (4 + Kn)” < (4 + Ktl)” 
II&l (2Sjl 7 
k = 21, &2,. . . , +m. 
These inequalities and (8) yield 
R (tl, t2, . . . , to) 2 r(t; tl, . . . , t,) > ao/~)1’2 (4 + KT?)” ’ 
which establishes the lemma for n = 2m. 
Suppose now that it = 2m - 1. Then for any t,,+, E Z\{t,, t2, . . . , t,} we 
have 
R(t1, t2, . . 4 ) tn) 2 R(t,, t2, . . f , t,, tn+l) > 
ml(n + w’2 
(4 + K(Tl + I)),+” 
completing the proof. n 
Remark. The estimate in Lemma 4 is evidently not sharp for all n > 0. 
The author believes that for n 5 K-’ , R (t, , t2, . . . , tn) is at least of order 
A-#‘. 
We shall see later on that for sufficiently small E > 0, Lemma 4 yields a 
sharp lower bound on camp(e). 
Let l,(2) be the Lagrange interpolant of 2 E Jo with nodes tl, t2, . . . , t,, 
i.e., 
lnc2)(t) E 2 *[ t l ,  t2, .  .  .  7 tj] fi (t - tk) ,  
j=l k=l 
(10) 
where 
2[t , ,  t2, ,  .  .  7 tj] = 2 8(tk) fi ( tk - tl)-’ 
k=l I=1 
i#k 
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are divided differences of A?. 
Now define the algorithm A, which uses information 
hT2 = [Z(t,), f(t,), . . , X(tJT 
by 
A,(Act) = l,(2). 
LEMMA 5. 
R(t,, t2, . . . , n t ) 5 e(R,) < @-yjnK;y*. n 
Proof. We only need to prove the second inequality. 
Choose any X E B (a,). Then 
X(t) - &(2)(t) = Z[t, tl, . . . ) t,] fi (t - tj). 
j=l 
Since d(t) = J!?A, X(Sl)exp(ifit)dfl we have 
k[t, t1, . . . , tn] = 
I 
no X(LI)(exp(iln*)[t, tl, . . . , t,])dQ. 
-a0 
Consequently, 
e(A,) = s&(X(t) - In( : 2 E JO, t E I} 
I a2 X(fl)exp(ia - )[t, tl, . . . , tnldfl -al = SUP 1 fi (t - tjl SUP j=l x=mo~ 
:t EZ 
I 
=~~P{fJlt-fil(/-~~ 
(11) 
exp(iln*)[t, tl, . . . , tJ12dSl)l12:t El}. 
Note now that I exp(ifl - )[t, tl, . . . , t,,]l 5 ( 0 In/n!. Thus, 
fg+w 
e(ArJ 5 (n + f)1/2n! SUP tilt-tjl:tEI* 
{ 
(12) 
j=l > 
Since the supremum in (12) is less than (27)“, the lemma follows easily. H 
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Remarks. (1). Note that the Stirling formula, n! = (2~n)1’2(n/e)“eS”2”, 
0 < S < 1, gives 
e(h,) < K- 
n (nK$ ’ 
with K, = K/L?crre, K = e-*/‘2(2n)“2. (13) 
Thus for n > K;’ = 2eaor, A, provides an exponentially good approxi- 
mation of any 2 E J,-,, independently of the sample points’ location in the 
interval I. In particular, even if the sample points are concentrated in an 
arbitrarily small subinterval Z, C I, exponentially good extrapolation of 2 on 
ZV, is guaranteed. To understand this, note that by the Paley-Weiner theorem 
JO consists of entire functions with the exponential type & restricted to the 
real line. Hence, the above conclusion is an approximate analog of the fact 
that the restriction of an entire function to any interval determines the function 
everywhere. 
We stress that good extrapolation of signals from Jo is possible only in 
theory. In practice, only inaccurate samples are available. As pointed out by 
Kowalski and Sawori (1983), this makes good extrapolation possible for only 
a bounded distance beyond the interval of observation, regardless of the 
number of samples used. This distance increases with the accuracy of the 
reading of the samples (see Kritikos, 1985). 
(2) Observe now that e(h,) provides a much better estimate for a special 
choice of sampling points. 
Namely, let Ai denote the Lagrange algorithm corresponding to the Che- 
byshev nodes 
t,$ = a + T cos (2k - 1)~ 
2n ’ 
k = 1, 2, . . . , n. 
Then 
- tk*) = 2(7/2)“T, 
k=l 
where T, is the nth Chebyshev polynomial of the first kind, T,(x) = 
cos(n arccos x). Thus, 
sup h (t - tk* ( : t E = 2(T/2)” 
k=l 
and (12) gives 
2(.n,T/2)“np 
e(A:) s (n + 91/2n! . 
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Now applying the Stirling formula we get 
a$’ e(fqJ < 2K- 
?l (nK# ’ 
with ~2 = 4~~. 
Thus, Ai provides an exponentially good approximation of any d E Jo for 
n 7 Kc1 = 1.36&~. 
(3) We point out that for n < 4 = (10/l l)&~, e (A,,) is at least of order. 
o.l(;noT/2)-“2, independently of the sample points chosen. 
To show this, note first that 
e(R,) 2 (2&T)1'2En-,, (14) 
where En-, = E,,-l(sa(f107 * )) is the optimal error of the uniform approxi- 
mation of sa(&~ * ) by polynomials of degree in - 1 on the interval 
[- 1, + 11. Indeed, substitute in (11): 
t = UT + a, tk = ukT + a (k = 1, 2, . . . ) n). 
Then w, u, uk E [-1, +l] and 
Iexp(i&o.)[t, tl, . . . , t,]l = 7-n jexp(i&0T.)[u, ul, . . . , 41 I. 
Consequently, (11) takes the form 
e(R,) = szb” sup { (,I, u - uki(/:, bdi&~T’) n ) 
i 
l/2 
[ u, UI. . . . 7 &I 12dw : u E c-1, +1] 
I 
. 
By the Schwarz inequality we get 
(1 2 ‘, (exp(i&wT*)[u, uI, . . . , u,112dw “* ) 
Ii 
I 
z exp(iaOoT.)[u, ul, . . . , u,]dw 
-1 
I(, 
1 
= exp(i&0T.)dw [u, ul, . . . , u,] 
-1 ) 
= 2 ( sa(fi07* )[u, ul, . . . , u,] (. 
BAND- 
Hence, 
(2C!J-1’2e(A,) 2 sup 
11 
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= s~p(lsa(S2~7u) - ln(sa(&r.))(U)] : u E [-1, +l]} 
2 En-l, 
which proves (14). 
Suppose now that h = [(n - 1)/2] satisfies 
I.117 
ilo7 sin(7r/2(h + 1)) 3 ’ 5 ‘* (15) 
Observe that for sufficiently large &T this means that n I 2h + 1 and 
h 5 m = (5/11)f&~. Define 
P2m(x) = (-- 1)” G.m+w~) 
2(m + 1) s-‘x 
and 6(x) = sa(cnoTx) - J&(x), 
where U,,, is the (2m + 1)st Chebyshev polynomial of the second kind, 
i.e., Uzm+r(z) = sin[2(m + 1)arccos z])(l - z*)-I’*. Since U,+r is odd,p, 
is a polynomial of degree 2m. 
Note that 6(O) = 0 and for 4j = s COS((~~ - l)v/4(m + 1)) (j = 1, 2, 
. . . , 2m + 2) we have - 1 < q2(m+l) < . . . < q,,,+2 -C 0 < q,+l -=c . . . 
< q1 < 1 and 
(- l)m+j+l 
P2m(qj) = (m + l)sin((2j - l)n/2(m + 1)) ’ 
Moreover, 
(Sa(%T$) 1 5 l/l %TqjI 5 - 10 1 
11 2(m + 1) Icos((2j - 1)7r/4(m + 1)) I 
10 =- 
1 sin((2j - 1)7r/4(m + 1)) I 
lo 1 (m + 1) ] sin((2j l)T/2(m 5 - + 1)) I 11 I&m(qj) 1. 
Consequently, 
sgn s(qj) = %nPhh) = 
1 
(-l)m+i+l ifl<j<m+l, 
(-l)m+j ifm+2Ijs2m+2 
252 
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The Remez theorem now implies E 2m 2 B G muj(( S(iTj) 1 + (S(~j+l)O/2v 
where 
1 
4i ifllj<m+l, 
qj= 0 ifj = m + 2, 
@-I ifm+3IjI2(m+ 1) 
(see Meinardus, 1964, or Remez, 1934). By (14), (15), (16), and the obvious 
inequality En-, 2 Ezm we finally get 
e(A,) 2 (2f&,~)‘/*B arcsin z - 1 (2&T)“* 1.1 rr/(fino 7) 
11 2(m + 1) 72 
= 0.1(&7/2)-l’*, 
as claimed. 
3. PRooF OFTHEOREM 1 
As follows from Lemmas 4 and 5 and (13), for any ~~ > K and sufficiently 
large n we have 
.np K- 
n (nK# 
> e(cp*) > (:O’n;I’2, 
nK3 
(17) 
where 4p* is an optimal error algorithm that uses n samples. Thus, if E > 0 
is sufficiently small, m (E) must satisfy 
Kl np 
m (e)(m (e)KJm(‘) 
, E > (&lm(~))1’2 
(m (E)K#‘) ’ 
for some K1 2 K. This yields 
m(e) (log m(e) + log KI i- o(l)) < log l/e 
< m(E) (log m(E) -t log ~~ i- o(l)). 
Substituting m(e) = h (c)log l/e/log log l/e we get 
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Consequently, h (E) = 1 + o (1) and (i) of Theorem 1 follows easily. 
Let m,(e) denote the minimal number of nodes from I such that the corre- 
sponding Lagrange algorithm yields an ~-approximation, regardless of their 
location in I, i.e., 
m,(e) = min{m : e(R,) 5 E, V tl, t2, . . . , tm E I}. 
By Lemmas 4 and 5, if n is sufficiently large, (17) holds for cp* replaced by 
A,,. Proceeding as in the proof of (i) we get 
m,(e) = m(e)(l + o(1)) = 8 ( lo;;o$) - 
Recall now that (10) can be rewritten in the form 
S(t) i JGk) 
h,(ti)(t) = ri(t )k=’ P’(t,)(t - tk) 
if t # tk, 
k if t = tk, 
where P(t) = II;=, (t - tk). Note that numbers 9’(tk) can be precomputed. 
Then, to get R,(ZC?)(t) we need n measurements of 8 and at most 3n arith- 
metic operations. 
Denote by comp(A, ,ccJ the total cost of producing an E- approximation by 
A ml(c). Then 
cm(~) 5 camp(e) 5 comp(A,& 5 W,(E) + 3m,(~). 
Thus, (i) and (18) imply that camp(e) and comp(A,,(,$ are of order 
log l/E 
log log l/E 
as e* O+. 
This proves (ii) and (iii), completing the proof of Theorem 1. n 
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