We give a new, construction-free proof of the associativity of tensor product for modules for rational vertex operator algebras under certain convergence conditions. from the universal property for W 1,23 that there exists a unique L-homomorphism ψ 1 from W 1,23 to W 12,3 such that
Introduction
Vertex operator algebras (or chiral algebras as commonly used in physical references) are closely related to classical mathematical notions such as Lie algebras and associative algebras. The study of tensor products of representations for a vertex operator algebra was initiated by physicists in order to explain fusion rules (cf. [MS] ). Mathematically, a tensor product theory for modules for a vertex operator algebra has been developed in [HL0] - [HL4] and [KL0] - [KL2] , so that the classical Clebsch-Gordon coefficients give the fusion rules.
In classical Lie theory, both the existence and associativity of the tensor product of two modules follow from the Hopf algebra structure of the universal enveloping algebra of a Lie algebra. However, the tensor product theory for vertex operator algebras is much more complicated. Especially, the proof of the associativity is highly nontrivial.
Using the tensor product construction given in [HL0] - [HL4] , Huang has established in [H1] the associativity of tensor products under a certain assumption on convergence of products of two intertwining operators. In the present paper we will give an alternate approach to Huang's result which is based on the definition of tensor product in terms of certain universal properties as developed in [LL] and [L1] . Our formal variable approach yields a proof that is shorter and simpler than that of Huang, and has the advantage of being manifestly construction-free in the sense that it does not depend on the details of the construction of the tensor product. (Huang has pointed out to us that the proof in [H1] may be adapted so that it too is construction-free in this sense.)
Here we explain our approach by using the classical tensor product theory for a Lie algebra L. The reader will find that our proof of associativity of the tensor product for modules for a vertex operator algebra is similar. For three L-modules U i (i = 1, 2, 3), an intertwining operator of type
is a linear map f from U 1 to Hom C (U 2 , U 3 ) such that af (u 1 )u 2 = f (au 1 )u 2 + f (u 1 )au 2 for a ∈ L, u i ∈ U i . A tensor product for (U 1 , U 2 ) can be defined as a pair (U, f ), where U is a L-module and f is an intertwining operator of type U U 1 U 2 satisfying the following universal property: for any L-module W and for any intertwining operator g of type W U 1 U 2 , there exists a unique L-homomorphism ψ from U to W such that g = ψf .
To avoid an explicit construction of the tensor product module, we may interpret U 1 ⊗ (U 2 ⊗ U 3 ) as a quadruple (W 1,23 , W 2,3 , f 1,23 , f 2,3 ), where W 1,23 and W 2,3 are Lmodules and f 1,23 and f 2,3 are intertwining operator of types W 1,23 U 1 W 2,3 and W 2,3 U 2 U 3 respectively. The quadruple satisfies the following universal property: for any quadruple (W 1 , W 2 , f 1 , f 2 ), where W i are L-modules and f 1 is an intertwining operator of type W 1 U 1 W 2 and f 2 is an intertwining operator of type W 2 U 2 U 3 , there exists a unique L-homomorphism ψ from W 1,23 to W 1 such that f 1 (u 1 )f 2 (u 2 )u 3 = ψf 1,23 (u 1 )f 2,3 (u 2 )u 3 for u i ∈ U i . Similarly, we may also interpret the tensor product module (U 1 ⊗ U 2 ) ⊗ U 3 as a quadruple (W 12,3 , W 1,2 , f 12,3 , f 1,2 ). In order to see that W 1,23 and W 12,3 are isomorphic L-modules, we construct two Lhomomorphisms (between W 1,23 and W 12,3 ) which are inverses to each other by using the universal properties for both W 1,23 and W 12,3 . For any u i ∈ U i (i = 2, 3), we obtain an element F (u 2 , u 3 ) ∈ Hom C (U 1 , W 12,3 ) such that F (u 2 , u 3 )u 1 = f 12,3 (f 1,2 (u 1 )u 2 )(u 3 ) for any u 1 ∈ U 1 . Then all these elements form a submodule of Hom C (U 1 , W 12,3 ). Denote this module by W 2 . Then we have an intertwining operator f 2 of type
Then it follows 2 Tensor product and "Hom"-functor
As observed in [DLM1] , axiom (3) is redundant. We define C 0 (V ) to be the category of all weak V -modules (with the obvious morphisms).
It is a full subcategory of C 0 (V ).
For a weak V -module W, 0 = w ∈ W is called a generalized weight vector with generalized weight h if there exists some n such that (L(0)−h) n w = 0. We write gwtw = h in this case and call w a homogeneous vector. We denote by P (W ) the set of all generalized weights of W . Let C 1 (V ) be the category of weak V -modules W such that L(0) acts locally finitely on W (that is, for every w ∈ W there exists a finite-dimensional subspace M of W which contains w and is L(0)-invariant), and such that P (W ) ⊆ ∪ n i=1 (h i + Z + ) for finitely many complex numbers h 1 , · · · , h n . Note that in this case W is a direct sum of generalized eigenspaces for L(0).
where W (n) = 0 by convention if n < 0. Denote by C + (V ) the category of Z + -graded weak V -modules. One can prove that C 1 (V ) is a subcategory of C + (V ). One may define the notions of "submodule"and "irreducible submodule" accordingly. A VOA V is said to be rational if the category C + (V ) is semisimple, i.e., any Z + -graded weak V -module is a direct sum of irreducible Z + -graded weak V -modules. It was proved in [DLM1] that if V is rational then there are only finitely many irreducible Z + -graded weak V -modules up to equivalence and any irreducible weak V -module is a module. Consequently, this definition of rationality agrees with Zhu's definition of rationality [Z] . If V is rational, then C + (V ) = C 1 (V ) contains C(V ) as a subcategory and they have the same irreducible objects. It was proved in [DLM2] that C 0 (V ) = C + (V ) = C 1 (V ) for almost all known rational vertex operator algebras such as V L , associated with a positive definite even lattice L; L(ℓ, 0), associated with an affine Lie algebra with a positive integral level ℓ; L(c p,q , 0), associated with the Virasoro algebra with a central charge c p,q in the minimal series; and V ♮ , the moonshine module.
as defined in [FHL] , is a linear map I(·, z) from W 1 to (Hom C (W 2 , W 3 )){z} satisfying the truncation condition (2), the L(−1)-derivative property (3), and the Jacobi identity (4), where Y M is replaced by I. Lemma 2.2 Let (W, F (·, z)) be a tensor product for the ordered pair (W 1 , W 2 ). Then F (·, z) is surjective in the sense that all the coefficients of the formal series F (u 1 , z)u 2 for u i ∈ W i linearly span W .
Remark 2.4 Just as in the classical algebra theory, it follows from the universal property that if there exists a tensor product (M, F (·, z)) for the ordered pair (W 1 , W 2 ), then it is unique up to V -isomorphism, i.e., if (W, G(·, z)) is another tensor product, then there is a V -isomorphism ψ from M to W such that G = ψ • F . Conversely, let (M, F (·, z)) be a tensor product for the ordered pair (W 1 , W 2 ) and let σ be a V -isomorphism from M to W . Then (W, σ • F (·, z)) is a tensor product for (W 1 , W 2 ).
Remark 2.5 Assuming that V is a rational vertex operator algebra such that the fusion rules among any three irreducible V -modules are finite, the existence of a tensor product in the category C(V ) for any pair (W 1 , W 2 ) has been proved in [HL1] - [HL4] and [LL] . On the other hand, it follows from [LL] that tensor products exist in the category C + (V ) without assuming the finiteness of fusion rules.
Sometimes, even if V is not rational, tensor products for certain categories may still exist. For instance, let g be a simple Lie algebra with dual Coxeter number Ω and let L(ℓ, 0) be the vertex operator algebra associated with the affine Lie algebraĝ of level ℓ. If ℓ + Ω / ∈ Q + , then L(ℓ, 0) is not rational. In [KL0] - [KL2] , tensor products for a certain subcategory of the category C 1 (V ) have been constructed, although the whole setting is at the level of affine Lie algebras rather than vertex operator algebras.
Remark 2.6 Let V be a vertex operator algebra. Then any weak
Let W 1 and W 2 be objects in the categories C λ 1 (V ) and C λ 2 (V ), respectively. From Theorem 5.2.17 [L2] , for any λ
satisfying the following universal property: for any W 3 from C λ (V ) and any intertwining operator I(·, z) of
Assume that there are finitely many complex numbers
is closed under the operation of finite sum, it is clear that tensor products exist for any pair of weak modules from C 1 (V ) under the above assumption.
For our purposes we need to reformulate the notion of generalized intertwining operator and some related results as follows:
(Gl3) For any a ∈ V , there exists a positive integer k such that
A sufficient condition for this to occur is that Φ(z) satisfies the following equation:
A generalized left intertwining operator Φ(z) of weight h is said to be primary if the following condition holds:
(2.5)
Denote by G l (W 1 , W 2 ) (h) the space of all homogeneous generalized left intertwining operators of weight h from W 1 to W 2 and set
or equivalently Define a linear map F l (·, z) from G l (W 1 , W 2 ) to (Hom C (W 1 , W 2 )) {z} as follows:
(2.10)
It is well-known that this iterate formula implies associativity [FHL] . Furthermore, (Gl3) gives the commutativity for F l (·, x). Therefore, F (·, z) satisfies the Jacobi identity ( [DL] , [FHL] , [L1] ).
. Then we have [LL] Theorem 2.9 Let W 1 and W 2 be weak V -modules in the category D. Then for any weak V -module M in the category D and any intertwining operator I(·, z) of type
Remark 2.10 Suppose that V satisfies the following conditions: (1) There are only finitely many inequivalent irreducible V -modules;
(2) Any V -module is completely reducible;
(3) The fusion rules for any three modules are finite. Then it was proved in [LL] that for any pair of V -modules W 1 and W 2 , there exists a unique maximal module
, the contragredient module of which is isomorphic to the tensor product of W 1 with the contragredient module of W 2 .
Let I(·, z) be an intertwining operator of type 
(Gr3) For any a ∈ V, u 1 ∈ W 1 , there exists a positive integer k such that 14) or equivalently
(2.16)
Proof. Since T (Φ(z))u = e zL(−1) Φ(e πi z)u for any u ∈ W 1 , we see that T (Φ(z)) satisfies (Gr1) if and only if Φ(z) satisfies (Gr1). For u ∈ W 1 , by definition we have
For any a ∈ V, u ∈ W 1 , suppose there is a positive integer m such that
That is,
Therefore Φ(z) satisfies (Gl3). Since every step in the proof can be reversed, Φ(z) satisfies (Gl3) if and only if T (Φ(z)) satisfies (Gr3). 2
Proof. By definition we have
Define a linear map T as follows:
T : 
is linearly isomorphic to I W 2 W 1 M .
The associativity of tensor products
The main goal of this section is to prove the associativity of tensor products of three modules for a vertex operator algebra V under Huang's convergence condition. Throughout this section, V is a fixed vertex operator algebra and we assume the existence of tensor products in either of the categories C(V ) or C 1 (V ). We denote either one by D. Propositions 3.1 and 3.2 immediately follow from the universal property of tensor product in Definition 2.1.
Proposition 3.1 Let W i (i = 1, 2, 3) be weak V -modules in the category D. Let (W 23 , F 23 ) be a tensor product of (W 2 , W 3 ) and let (W 1,23 , F 1,23 ) be a tensor product of (W 1 , W 23 ). Then the quadruple (W 23 , W 1,23 , F 23 , F 1,23 ) satisfies the following universal property: For any quadruple (M 1 , M 2 , I 1 , I 2 ), where M 1 , M 2 are weak V -modules in the category D and I 1,23 , I 23 are any intertwining operators of types
It is easy to see that this universal property characterizes W 1,23 uniquely. Similarly, we have Proposition 3.2 Let (W 12 , F 12 ) be a tensor product of (W 1 , W 2 ) and let (W 12,3 , F 12,3 ) is a tensor product of (W 12 , W 3 ). Then the quadruple (W 12 , W 12,3 , F 12 , F 12,3 ) satisfies the following corresponding universal property: For any quadruple (M 1 , M 2 , I 12 , I 12,3 ), where M 1 , M 2 are weak V -modules in the category D and I 12 , I 12,3 are intertwining operators
for any u i ∈ W i (i = 1, 2, 3).
Our main goal is to prove that the tensor product modules W 1,23 and W 12,3 are isomorphic under Huang's convergence assumptions [H1] - [H2] :
Convergence and extension property for products: Let W i (i = 1, 2, 3, 4) be weak V -modules in the category D and let Y 1 , Y 2 be intertwining operators of types W 4 W 1 W 5 and W 5 W 2 W 3 , respectively. There exists an integer N such that for homo-
and analytic functions f i (z) on |z| < 1 such that Re(gwtw 1 + gwtw 2 + s i ) > N and that
converges in the domain |z 1 | > |z 2 | > 0 to a function which can be analytically extended to the multi-valued function
in the domain |z 2 | > |z 1 − z 2 | > 0. Let f (z 1 , z 2 ) = m,n a m,n z m 1 z n 2 be a formal series which is convergent in the domain |z 1 | > |z 2 | > 0 and can be analytically extended to the multi-valued function (3.3) in the domain |z 2 | > |z 1 − z 2 | > 0. Then we define
as a formal series. It is clear that 1, 2, 3) , w ′ 4 ∈ W ′ 4 , there exist k ∈ N,r i ,s i ∈ C, i = 1, · · · , k and analytic functionsf i (z) on |z| < 1, i = 1, · · · , k, satisfying Re(gwtw 2 + gwtw 3 +s i ) >Ñ , i = 1, · · · , k, (3.5) such that
is convergent when |z 2 | > |z 1 −z 2 | > 0 and can be analytically extended to the multi-valued function
when |z 1 | > |z 2 | > 0. For convenience we write
as formal power series. The following proposition can be found in [H1] .
Proposition 3.3 The convergence and extension property for products is equivalent to the convergence and extension property for iterates.
Remark 3.4 For most of the known examples, one can check that the convergence follows from the KZ equations ( [KZ] , [TK] ) or from free field realizations (cf. [BF] , [Fe] ).
For any fixed w i ∈ W i (i = 1, 2), we define a linear map ψ(w 1 , w 2 ; z 0 , z 2 ) from W 3 to W 4 {z 0 , z 2 } as follows:
(3.9) By definition, w ′ 4 , ψ(w 1 , w 2 ; z 0 , z 2 )w 3 is a formal series in z 0 and z 2 , which is convergent in the domain |z 2 | > |z 0 | > 0.
For any w 1 ∈ W 1 , w 2 ∈ W 2 , we set
Remark 3.5 From the assumption that Re(gwtw 1 + gwtw 2 + s i ) > N for i = 1, · · · , k, we see that there exists a real number h such that ψ n (w 1 , w 2 , z 2 ) = 0 whenever Re n > h.
Proposition 3.6 For any w 1 ∈ W 1 , w 2 ∈ W 2 , n ∈ C, we have
Suppose that w 1 , w 2 , w 3 have generalized weights h 1 , h 2 , h 3 , respectively. Then we obtain
Then it follows that ψ n (w 1 , w 2 ) m is homogeneous of generalized weight h 1 +h 2 −n−1−m−1 for m, n ∈ C. (Note that ψ n (w 1 , w 2 ) m is an eigenvector for L(0) if both w 1 and w 2 are.) Since the generalized weights of W 4 are truncated from below by definition (recall that D = C(V ) or C 1 (V )), it follows that ψ n (w 1 , w 2 , z 2 ) satisfies (Gl1). Similarly, we have
Then ψ n (w 1 , w 2 , z 2 ) satisfies (Gl2). Suppose that ψ m (w 1 , w 2 , z 2 ) = 0 whenever Re m > h for some real number h. Then
For any a ∈ V, n ∈ C, suppose that k is a positive integer such that k + n > h and that
Then we have
Now the lemma follows immediately. 2 It follows from Lemma 3.7 that W is a weak V -submodule of G o l (W 1 , W 2 ). Then we obtain a natural intertwining operator Y 5 (·, z) of type
(3.20)
Proposition 3.8 The linear map Y 4 is an intertwining operator of type
Proof. For any w 1 ∈ W 1 , w 2 ∈ W 2 , it follows from the assumption that there exists a real number h such that ψ n (w 1 , w 2 , z 2 ) = 0 whenever Re n > h. Then it follows from the definition that Y 4 satisfies the truncation condition (I1). For w i ∈ W i (i = 1, 2, 3), w ′ 4 ∈ W ′ 4 , by definition we again have
Then Y 4 (·, z) satisfies the L(−1)-derivative property (I2). It remains to prove the Jacobi identity. For a ∈ V,
Let (W 12 , F 12 (·, z)) and (W 12,3 , F 12,3 (·, z)) be tensor products of ordered pairs (W 1 , W 2 ) and (W 12 , W 3 ), respectively. For any w 2 ∈ W 2 , w 3 ∈ W 3 ∈ W 3 , we define φ(w 2 , w 3 ; z 1 , z 2 ) ∈ (Hom C (W 1 , W 12,3 ) ) {z 1 , z 2 } as follows:
for any w 2 ∈ W 2 , w 3 ∈ W 3 . Then it follows from the assumptions that there exists a real number h such that φ n (w 2 , w 3 , z 1 ) = 0 whenever Re n > h.
Proof. For any n ∈ C, we can prove as in Proposition 3.6 that φ n (w 2 , w 3 , z 1 ) satisfies the axiom (Gr1). Let w 1 ∈ W 1 , w ′ 4 ∈ W ′ 12,3 . Then
This implies that φ n (w 2 , w 3 , z 1 ) satisfies the axiom (Gr2). For any a ∈ V, n ∈ C, let k be a positive integer such that φ h (w 2 , w 3 , z 1 ) = 0 whenever Re h > k + n;
(3.36)
for any w 1 ∈ W 1 , w ∈ W 12 . Then we obtain
·E 12 w ′ 4 , F 12,3 (F 12 (Y (a, z − z 1 )w 1 , z 0 )w 2 , z 2 )w 3 | z 0 =z 1 −z 2 = Res z 2 z 3k z n 2 E 12 w ′ 4 , F 12,3 (F 12 (Y (a, z − z 1 )w 1 , z 0 )w 2 , z 2 )w 3 | z 0 =z 1 −z 2 = Res z 2 z 3k z n 2 w ′ 4 , φ(w 2 , w 3 ; z 1 , z 2 )Y (a, z − z 1 )w 1 = z 3k w ′ 4 , φ(w 2 , w 3 ; z 1 , z 2 )Y (a, z − z 1 )w 1 .
(3.39)
Then φ n (w 2 , w 3 , z 1 ) satisfies the axiom (Gr3). Thus φ n (w 2 , w 3 , z 1 ) ∈ G r (W 1 , W 12,3 ). 2 As in Lemma 3.7 we have Lemma 3.12 For a ∈ V, m ∈ Z, w 2 ∈ W 2 , w 3 ∈ W 3 we have a m • r φ(w 2 , w 3 ; z 1 , z 2 ) = φ(w 2 , a m w 3 ; z 1 , z 2 ) + ∞ j=0 m j z m−j 2 φ(a j w 2 , w 3 ; z 1 , z 2 ). (3.40)
Proof. For any w 1 ∈ W 1 , w ′ 4 ∈ W ′ 12,3 , we have w ′ 4 , (a m • r φ(w 2 , w 3 ; z 1 , z 2 )) w 1 = w ′ 4 , a m φ(w 2 , w 3 ; z 1 , z 2 )w 1 − ∞ i=0 m i w ′ 4 , z m−i 1 φ(w 2 , w 3 ; z 1 , z 2 )a i w 1 = E 12 w ′ 4 , a m F 12,3 (F 12 (w 1 , z 0 )w 2 , z 2 )w 3 | z 0 =z 1 −z 2 − ∞ i=0 m i E 12 w ′ 4 , z m−i 1 F 12,3 (F 12 (a i w 1 , z 0 )w 2 , z 2 )w 3 | z 0 =z 1 −z 2 = E 12 w ′ 4 , F 12,3 (F 12 (w 1 , z 0 )w 2 , z 2 )a m w 3 | z 0 =z 1 −z 2
Then the lemma follows immediately. 2 It follows from Lemma 3.12 that the space M linearly spanned by all φ n (w 2 , w 3 , z 1 ) is a weak submodule of G o r (W 1 , W 12,3 ). Then we obtain a natural intertwining operator I 1 (·, z) of type W 12,3 W 1 M such that I 1 (w 1 , z)A = A(z)w 1 for any w 1 ∈ W 1 , A ∈ M.
(3.42)
Next we define a linear map I 2 (·, z) from W 2 to (Hom C (W 3 , M)) {z} as follows:
(I 2 (w 2 , z 2 )w 3 ) (z 1 ) = φ(w 2 , w 3 ; z 1 , z 2 ) (3.43) for any w 2 ∈ W 2 , w 3 ∈ W 3 .
Proposition 3.13 The map I 2 (·, z) is an intertwining operator of type M W 2 W 3 .
Proof. Since there exists a real number h such that φ n (w 2 , w 3 , z 1 ) = 0 whenever n > h, I 2 (·, z) satisfies the axiom (I1). Let w i ∈ W i (i = 1, 2, 3), w ′ 4 ∈ W ′ 12,3 . Then we have w ′ 4 , φ(L(−1)w 2 , w 3 ; z 1 , z 2 )w 1 = E 12 w ′ 4 , F 12,3 (F 12 (w 1 , z 0 )L(−1)w 2 , z 2 )w 3 | z 0 =z 1 −z 2
Proof. The existence of tensor product of any two modules is given in [HL1] - [HL4] and [LL] (cf. Remark 2.5). By Theorem 3.16 it remains to show that both W and M are in C(V ). By assumption (3), G 0 l (W 1 , W 2 ) and G 0 r (W 1 , W 2 ) are ordinary V -modules. So are W and M.
Theorem 3.16 has been proved in [H1] using Huang-Lepowsky's approach to the tensor product.
