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Introduction 
The problem of a significant increase in the energy efficiency of using electric 
energy - electric consumption is one of the main problems at the current stage of 
development of the electric power industry. The possibility of its effective imple-
mentation is directly related to the solution of the complex of tasks of managing 
electric consumption planning by electricity supplier companies - subjects of the 
organizational management system of the wholesale electricity market (WEM) [1]. 
These tasks also include the preparation of a daily schedule of electric con-
sumption by wholesale suppliers, which they must submit to the WEM in the form 
of an hourly request for the amount of electric consumption in accordance with the 
regulations of its Rules. This schedule is used as input data for the sequential solu-
tion of subsequent tasks of the organizational and operational dispatch management 
aimed at ensuring reliable and cost-effective coverage of the declared volume of 
capacity by generating companies - electric power producers. 
The technological process of electric consumption planning includes two 
levels. At the first level, planning is carried out directly by enterprises - end users. At the 
second level, planning is carried out by electric suppliers based on the use of data on the 
forecast of electric consumption received from enterprises of the first level. The plan of 
electricity consumption drawn up by them is drawn up in the form of an application and 
is submitted to the WEM at the time of day determined by the regulations. 
The problem of planning electric consumption has been studied for many years 
in relation to enterprises in various industries. And in recent years, quite a lot of works 
has been devoted to solving this problem, as applied to the peculiarities of their func-
tioning in market conditions [2-5]. The proposed methods of planning electric con-
sumption are currently used in many industrial enterprises. Usually they are focused 
on a certain period of time during which no significant changes in production volumes 
occur in accordance with the prevailing conjuncture in the industry markets. 
However, the peculiarity of market relations is that these changes may occur 
at different times in different industries. Therefore, to solve the problem of plan-
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ning electric consumption, it is necessary to apply methods that use mathematical and 
information technological tools for the current assessment of electric consumption, 
taking into account the influence of market conditions on the functioning of enter-
prises [6]. The issues of systematization, analysis of existing methods of electric 
consumption planning at enterprises of various sectors of the economy and the 
creation of sound calculation methods that meet modern requirements for the accu-
racy of electric consumption planning is the subject of an self study. And in this 
paper they will not be considered. 
The forecast data of electric consumption of a separate regional supplier con-
stitutes the basic source information for carrying out all subsequent calculations 
in forecasting and planning deliveries by electricity producers to the WEM with the 
aim of forming trading and dispatching active load schedules for the «day-ahead» 
market [7]. 
1. Problem analysis and formulation of research objectives 
In condition of operation of the electricity market, which received the mean-
ingful name of the bilateral contracts market and the balancing market, mechanisms 
are provided to compensate for additional expenses in the power system by those 
suppliers whose declared volumes exceed the absolute value of the tolerances from 
actually volumes of consumed electricity. This circumstance should encourage 
electricity suppliers to use modern tools for modeling and forecasting electric con-
sumption, used in the preparation of hourly planned electric consumption schedules 
for the next day to improve the quality of the forecast. Such hourly electricity plan-
ning based on the use of modern forecasting tools by suppliers is of interest not 
only for them, but also for large enterprises - qualified end-users of electricity. 
When solving the problem of daily electric consumption planning at the level 
of electricity suppliers, certainly, a more detailed structure of electric consumption 
in the region of a particular supplier should be taken into account. According 
to various studies, it is the daily irregularity of electric consumption, along with 
seasonal irregularity, that largely determines the forecasting accuracy of electric 
consumption schedules [8]. 
The structure of the regional industries for a separate supplier is usually 
known. Planning of electric consumption by suppliers, taking into account the pe-
culiarities of electric consumption in the production process by enterprises of these 
industries, is a rather difficult task [9]. Quite a large number of papers, the analysis 
of which is given in [10], are devoted to research related to electric consumption 
planning at the supplier level. Basically, they are designed to solve very important 
and complex tasks of medium-term and long-term forecasting of electric consump-
tion. However, not always the data of such a forecast can be used to plan electric 
consumption for the coming day. 
Determination, further study and consideration of the multifaceted influence 
of deterministic, quasi-deterministic and random factors on the results of electric 
consumption forecasting, in order to improve their quality, necessitates the devel-
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opment of new tools for mathematical and computer modeling based on the inte-
gration of statistical analysis methods, expert and artificial intelligence methods. 
Therefore, the main objective of this paper is the development of mathematical 
modeling tools for dynamic, operational hourly forecasting for the coming day and plan-
ning electric consumption by electricity suppliers a day ahead in the wholesale market. 
Currently, in many power systems of the world, when creating forecasting mod-
els, statistical methods are used to analyze dynamic time series, reflecting an or-
dered sequence of observations of a time-varying process [11]. Their practical im-
plementation to reduce the error of calculations requires the collection, storage and 
further use of significant amounts of the original historical data of hourly actual 
electricity production. And to identify and correct errors, maintain a certain level 
of correctness, the implementation will require taking into account other factors 
that affect the forecast result, and as a result, the use of additional data. 
An analysis of a number of studies carried out in [12] allows us to conclude 
that there is no universal method that could solve the problem of forecasting 
the characteristics of random processes of various natures. However, approaches 
have been developed, the use of which in solving specific applied problems makes 
it possible to build a prognostic model that provides reasonable reliability and accu-
racy for practice [13]. 
One of these is an approach based on the use of hybrid methods for construct-
ing the forecasting models. To determine the numerical values of the predicted val-
ues at given points, an unformalized mathematical model of the required depend-
ency is used, the constructing possibility of which is provided by applying a hybrid 
computational algorithm based on the joint use of the artificial neural network ap-
paratus (ANN) and the genetic algorithm (GA). The experience of developing and 
applying such a technique for building the forecasting models is described in [14]. 
However, the quality of ANN application essentially depends on the completeness 
and reliability of the training sample, which is formed from the prepared initial ret-
rospective data. Therefore, retrospective data must be first processed, i.e. filtering 
and normalization to ensure the specified conditions of use. 
The aim of this paper is to improve the hybrid approach to the development 
of non-formalized mathematical models of electric consumption forecasting of a 
large regional supplier based on the combined use of modern information technolo-
gies deals with the ANN apparatus, GA and Kalman filters, which provide the re-
quired quality level of the forecasting process. 
The need to improve the quality of forecasting the production and consump-
tion of electricity is due not only to technological, but also economic reasons that are 
no less important in the conditions of market competition. 
2. Time series formalization of electric consumption processes 
As it is known, many authors [15] use the so-called additive form of the 
model to solve the forecasting problems of electric consumption and active load: 
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)()()()()( tEtCtVtUtP  , 
where ( ) ( ( ) | 1, , 1,24)act jiP t P t i N j    is a generalized time series of the actual hourly 
values of electric consumption (for j-th hour of the i-th day) of a regional company that 
supplies electricity for N days; ( )U t  is a trend component; ( )V t  is a seasonal compo-
nent; ( )C t  is a cyclic component; ( )E t  is a random component of the time series. 
The selection of interrelated trend, seasonal and cyclical components of the 
time series is a separate and very difficult task. The assumption of their additivity 
in the distribution, and further use of these components for solving problems of 
electric consumption forecasting, may introduce an additional error, which is diffi-
cult to take into account. Therefore, in this paper, in order to solve the problem 
of forecasting electric consumption, studies have been conducted of the possibility 
of using the time series model in the form: 
)())(),(),(()( tEtCtVtUFtP  , 
where ( ( ), ( ), ( ))F U t V t C t  is a unknown function of the three components. 
To determine the numerical values of the predicted values at given hour points 
j, we will use a non-formalized mathematical model of the unknown function F, the 
possibility of constructing which is provided by applying a hybrid computational 
algorithm based on the sharing of the ANN apparatus, GA and Kalman filter. 
Obviously, the members of the time series formed from the actual electric 
consumption data, in addition to the trend, seasonal, cyclical components, also con-
tain a random component, which reflects the influence of hard-to-count factors on 
the electric consumption process. Its presence in the training sample data when 
building an ANN can significantly affect the result of network training, and, there-
fore, the quality of the forecast. Therefore, before using the actual data for the train-
ing process of a neural network, it is necessary to carry out their preliminary prepa-
ration as filtering, in order to eliminate the influence of random parts of the time 
series members on the training process. 
It is known that the use of statistical methods for these purposes provides only 
the alignment of the time series components. At the same time, their random com-
ponents are definitely distributed, but not separated from the main component. 
Therefore, at this stage of the study, a simplified version of the Kalman filter [16] 
was used to filter the time series members in order to precisely separate the random 
component of the time series components. 
An example of the manifestation of a random component can be the case 
when an unknown value of the control action of the dispatch control of electric 
consumption leads to a deviation of the actual dispatching schedule of electric con-
sumption from the planned one. We will carry out the further reasoning for a one-
dimensional time series constructed for the j-th hour for i days of observations. 
Let ( ( ) | )act jj iX P t i I   is the actual electric consumption data of the j-th 
hour for I days and ( ( ) | )pred jj iY P t i I   is the forecast electric consumption data 
and ( ( ) | )plan jj iZ P t i I   is the planned schedule of electric consumption. 
Міжвідомчий науково-технічний збірник «Адаптивні системи автоматичного управління» № 1’ (34) 2019 
 
ISSN 1560-8956 46 
According to the WEM Rules, the planned schedule of electric consumption is 
compiled on the following day based on the data of the electric consumption fore-
cast by large regional consumers and suppliers taking into account the meteorological 
conditions for the next day, current and retrospective weather conditions, actual 
data of electric consumption in previous periods and other external factors that may 
affect on electric consumption process. The actual schedule of electric consumption 
is implemented on the basis of the planned schedule by dispatch center during the 
implementation of the centralized operational and technological management of the 
integrated power system. Dispatch center on the basis of the online network status 
information and producers accident information should change the specified 
planned schedule. As a result, we present the forecast, planned and actual data 
of electric consumption in the following form: 
),,( jjj
Y
j CVUFY  , XjjXj EYFZ  )( , jjj DZX  , 
where XF , YF  are the values formed from the main components of the time series 
of the actual and forecast electric consumption schedules, XjE  is the random com-
ponent of external factors affecting the electric consumption process, jD  is the ran-
dom component of the deviation of actual dispatch schedule from the planned one. 
It is necessary to select time series of actual data, the filtered components of 
which do not contain random components. Denote this data as main Xj j j jX X E D   , 
which will be used for training the neural network. 
To form the series mainjX , we will use the simplified Kalman filter of the fol-
lowing form: 
main
jj
main
j XKXKX *)1(* 11      (1) 
The coefficient K must be determined from the condition 1 1min | |mainj jX X  . 
At the same time, we will take into account the fact that the actual electric con-
sumption data is much more accurate than the forecast one, although they contain 
a random component. Based on the same considerations, we assume that 
1 1 1 1* (1 )*mainX K X K X X    . And all the following components of the desired 
series are determined by the formula (1). 
3. Technique for constructing a non-formalized hybrid forecasting model 
In general, the electric consumption forecasting model is represented by the 
following dependency:  ij niactmainjiactmainjipred TtPtPFtP ),(),...,()( 1  , 
where ( )pred jiP t  is the forecast value of electric consumption, 1( ),..., ( )act j act jmain main i niP t P t   
are the filtered actual values of electric consumption for n N  previous days of 
observations, iT  is the set of external factors affecting electric consumption. 
The use of external factors in forecasting improves the accuracy of the fore-
cast. In this case, the more factors taken into account, the higher the accuracy of the 
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forecast. The categories of groups of days of the week, temperature and climatic 
factors, seasonality, etc. are considered as external factors. 
Taking into account the fact that on different days of the week, electric con-
sumption schedules may differ significantly, we select from the series ( )P t  the fol-
lowing sample of values for groups of days of the week, during which daily con-
sumption schedules can be taken such that they have approximately the same, both 
quantitative and qualitative changes: 
1)   ( ) | | 1,24M act j Mmain iX P t i I j    is an array of 24 time series for mon-
days and before holiday days MI ; 
2)   24,1||)(  jIitPX WjiactmainW  is an array of 24 time series for working 
(regular) days WI ; 
3)   24,1||)(  jIitPX HjiactmainH  is an array of 24 time series for week-
ends and holidays HI . 
A distinctive feature of the proposed technique for building a hybrid forecast-
ing model is that for each selected group of days, a separate sample of 24 daily-
hour time series is constructed on actual historical data on electrical consumption 
for a certain number of days, which is determined by the forecast quality require-
ments. Moreover, a mathematical model of the total daily consumption 
},,{,|)(~
24
1
HWMrIitPY r
j
j
i
act
main
r 


  

 for each of the days of the selected 
group’s r is being built simultaneously. 
The idea of building such a horizontal-vertical structure (Fig. 1) of a mathe-
matical model of a time series system was used in [17, 18]. The choice of just such 
a method of forming a sample of initial data is due both to the technological fea-
tures of the wholesale electricity market operation in its purchase mode for the day 
ahead, as well as the methodological features of building a neural network model 
when choosing an activation function and the need to check the adequacy of net-
work training in the hourly and daily consumption for each selected groups of days. 
Thus, for the purpose of forecasting electric consumption of a regional sup-
plier, it is necessary to form three groups of time series rX  - training samples of 24 
representative hourly series in each, as well as three series rX  - daily volumes of 
actual electric consumption for training in the corresponding neural networks. 
Next, the GA is used to search for a solution to the optimal ANN topology in 
order to accelerate the process of its learning. Using the GA, a population of neural 
networks is distinguished in which each individual represents a separate ANN [19]. 
During population initialization, one half of the individuals are randomly assigned. 
The genes of the second half of the population are defined as the inversion of the 
genes of the first half of the individual (genome). This allows to evenly distributing 
the bits "1" and "0" in the population to minimize the likelihood of early conver-
gence of the algorithm. 
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Fig. 1 Hybrid scheme of a complex of mathematical tools for constructing generalized 
nonlinear multifactor models 
After initial initialization, networks without hidden neurons are encoded in the 
genes of all individuals. Moreover, all input neurons are connected to each output neu-
ron. That is, at first all presented ANNs differ only in weights of interneuron con-
nections. In the evaluation process, based on the genetic information of the individ-
ual being considered, a neural network is first constructed, and then its performance 
is checked, which is determined by the individual's fitness. After evaluation, all in-
dividuals are sorted in order of decreasing fitness. A more successful half of the 
sorted population is allowed to cross. And the best individual immediately goes 
into the next generation. In the reproduction process, each individual is crossed 
with a randomly selected individual from among the selected individuals for cross-
ing. Two formed descendants are added to the new generation. After the new gen-
eration is formed, the mutation operator starts working. Since the selection made by 
cutting significantly weakens the diversity within the population [20] and leads to 
the early convergence of the algorithm, the probability of mutation about 15-25% is 
quite large. If the best individual in the population does not change for more than 7 
generations, the algorithm is restarted. During the restart, the entire population is 
reinitialized and the process of finding a solution starts from the beginning. Thus, 
there is a way out of local minima due to the relief of the objective function, as well 
as a large level of individuals in one generation [21]. 
A distinctive feature of this algorithm is that the number of hidden neurons 
is theoretically unlimited, unlike the one proposed in [21, 22]. To regulate the size 
of the resulting networks, two coefficients are used, which allow, at the mutation 
stage, to adaptively choose which type of structure transformation is more suitable 
for this network. 
In practice, several methods are used to encode information about the neural 
network in the individual’s genotype [23]. The presented algorithm uses link cod-
ing. In addition, each gene contains information about the indices of the initial and 
final neuron of the link, as well as the weight of their link (Fig. 2). 
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Fig.2 ANN Coding 
It is obvious that the chosen coding technique requires special genetic opera-
tors that implement crossing and mutation. When performing the crossing, two par-
ents are used, which produce two descendants. Common neurons and links are in-
herited by both descendants, and the value of links in the network of descendants is 
formed using a two-point crossover [24]. ANN elements that differ are distributed 
among descendants. The example of crossing is shown in Fig. 3. The solid lines 
show the common neurons and links, the dotted ones are those that differ. An im-
portant feature is that neurons with the same indices are considered identical, de-
spite the different placement and number of links in the network. It is also impor-
tant that one of these neurons may have a different index, which will change as a 
result of the correction of the indices after mutation. 
 
Fig.3 Example of Crossing 
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Mutation can be of several types: 
- adding a hidden neuron with the assignment of the index [N-1], where N is 
the number of hidden neurons in the network after the addition; 
- deleting a randomly selected hidden neuron along with all input and output 
links; 
- adding a link; 
- deleting a randomly selected link; 
- changing in the weight of a randomly selected link by a random value from 
the range [-0.5; 0.5]. 
Thus, using a mutation, one can change the parameters of the ANN structure 
point by point. Accidental addition or removal of neurons and links can lead to 
situations where there will be many neurons and few links in the network. There-
fore, it will be more logical to apply different types of mutations depending on the 
characteristics of the network architecture that an individual represents after a mu-
tation. To do this, you must enter the coefficients that regulate the size and direc-
tion of network change. 
One of them characterizes the degree of "connectivity" of neurons in the net-
work and is calculated by the formula: 
 )1()1()1()1(2 1   OOIINNFB
C
C NNFBNNNN
Nf   (2) 
where CN  is the number of links in the network; IN , ON , NN  are the number of in-
put and output neurons and the total number of neurons in the network, respectively; 
FB  is the flag indicating the presence ( 1FB ) or absence ( 0FB ) of feedback. 
It is worth noting that links from hidden neurons to output neurons may ap-
pear randomly. Thus, the smaller the coefficient Cf , the more likely a new link will 
be added as a result of the mutation. 
The use of the second coefficient is based on the assumption that the more 
elements as a result in the input and output vectors of the training sample (input and 
output neurons), the more likely it is that a more complex network will be required 
to solve the problem. The second coefficient is calculated by the following formula: 
N
OI
N N
NNf       (3) 
Thus, the more neurons in the network, the lower the coefficient Nf  will be, 
and, consequently, the less likely the mutation will be chosen, which will add a new 
hidden neuron. 
The algorithm uses a pack of coefficients *N Cf f  in order to take into account 
the degree of connectivity of already existing neurons. 
Deleting links in the ANN generates a side effect: “hanging” neurons may ap-
pear that have no input links, as well as “dead-end” neurons that do not have output 
links. In such cases, when the value of the neuron activation function is not zero for 
a zero weighted sum of its inputs (for example, logistically and sigmoid function), the 
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presence of “hanging” neurons provides the ability to adjust the neural displa-
cements. On the other hand, it should be noted that the removal of links can help 
to remove some non-informative or little informative input attributes (neurons) and 
thus optimize the structure of the ANN and improve the quality of its learning. 
Conclusion 
As show analysis of the use of modeling methods in solving the problem of 
choosing and building a model for forecasting electric consumption confirms the thesis 
that it is impossible to build a universal prognostic model devoid of the shortcomings 
of individual modeling methods. As a result, preference is given to the approach to the 
hybrid use of a complex of mathematical tools based on the apparatus of ANN, GA, 
Kalman filters for constructing generalized nonlinear multifactor models, which will 
increase the efficiency of the process of their construction and subsequent use for 
searching both short-term and long-term forecasts. 
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