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Abstract. Let M be a locally compact metric space endowed with
a continuous ow ' : M  R ! M . Assume that K is a stable attractor
for ' and P  A(K) is a compact positively invariant neighbourhood of
K contained in its basin of attraction. Then it is known that the inclu-
sion K ,! P is a shape equivalence and the question we address here is
whether there exists some relation between the shapes of @K and @P . The
general answer is negative, as shown by example, but under certain hy-
potheses on K the shape domination Sh(@K)  Sh(@P ) or even the equa-
lity Sh(@K) = Sh(@P ) hold. However we also put under study interesting
situations where those hypotheses are not satised, albeit other techniques
such as Lefschetz's duality render results relevant to our question.
1. Introduction
1.1. General setting. Let ' : Rn  [0;+1) ! Rn be a continuous semiow
such that there exists a compact n{manifold P  Rn with the property that
every orbit through @P enters P (for increasing time). This situation was
considered by Hastings in his paper [15], and he proved {as some kind of gene-
ralized Poincare{Bendixson theorem{ that there exists a compact invariant
set K  int(P ) which is positively asymptotically stable and such that the
inclusion K ,! P is a shape equivalence.
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The result of Hastings was the rst one of a series of papers by dierent
and unrelated authors (for example [2, 12, 14, 25, 26]) who analyze similar
situations. Although all of them have dierent goals in mind, they share an
underlying idea which can be considered a variant of Hasting's argument: if
' : M  R ! M is a continuous ow dened on a locally compact metric
space M and K is an attractor in M , then for every positively invariant
neighbourhood P of K contained in its basin of attraction A(K) the inclusion
i : K ,! P is a shape equivalence. This will be, therefore, our general setting.
In view of the result about the shapes of K and P stated in the previous
paragraph, it is only natural to ask whether any relation can be ascertained
between the shapes of their boundaries @K and @P . Let us remark that in [24],
some topological properties of the boundary of the region of attraction A(K)
were studied and the present article could be considered a continuation of [24].
The paper by Robinson and Tearne [22] contains a proof of the fact that @K
agrees with the !{limit of @P , which shows a dynamical connection between
them. However we want our point of view to be more shape theoretical in
nature, and this is what we develop in this article.
1.2. Preliminary denitions and results. We shall devote some short lines to
recall the basic tools and notions which will be needed. The reader should be
aware that due to the lack of a universally accepted notation, ours can depart
from the one used in the cited references.
For any subset S  M , its alpha and omega{limit sets are dened by
(S) =
T
t0 S  ( 1; t] and !(S) =
T
t0 S  [t;+1) respectively, they are
always closed and invariant. It is not dicult to show that when S is a
compactum and (S) (respectively !(S)) is compact, then it is connected
too.
A compact invariant set K is an (asymptotically stable) attractor if it
possesses a neighbourhood U such that K = !(U), and in this case its basin
of attraction A(K) = fx 2 M : ; 6= !(x)  Kg is an open neighbourhood
of K containing U . A useful characterization of attractors (see [1, Theorem
2.13, p. 73] for a precise statement) is by means of Lyapunov functions. A
Lyapunov function for K is a continuous  : A(K) ! [0;+1) such that (1)
jK  0, (2)  is strictly decreasing along trajectories in A(K) K (explicitly,
(x  t) < (x) for any x 2 A(K) K and t > 0). A good reference for this
elementary theory is [1].
Following Conley we shall deal only with isolated compact invariant sets.
These are compact invariant sets K which possess a so{called isolating neigh-
bourhood, that is, a compact neighbourhood N such that K is the maximal
invariant set in N . An isolating block N is an isolating neighbourhood such
that there are compact sets N i; No  @N , called the entrance and exit sets,
satisfying
1. @N = N i [No,
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2. for every x 2 N i there exists " > 0 such that x  [ "; 0) M  N and
for every x 2 No there exists  > 0 such that x  (0; ] M  N ,
3. for every x 2 @N  N i there exists " > 0 such that x  [ "; 0)  int N
and for every x 2 @N No there exists  > 0 such that x(0; ]  int N .
These blocks form a neighbourhood basis of K in M (see [8, 10]). Moreover,
when M is a dierentiable n{manifold and the ow is also dierentiable, there
exist isolating blocks N which are n{manifolds (with boundary @N) and such
that N i; No  @N are also (n 1){manifolds with common boundary N i\No
(in @N).





, where N is any isolating block for N ; this
can be shown to be independent of the particular N chosen. The monography
of Conley [9] is probably the most readable reference although correct proofs
should be sought for in [23]. In a similar fashion one can dene the shape










The book by Spanier [27] is our main reference for algebraic topology.
Let us note here that whenever cohomology or homology are used, reduced
Cech theory is intended. This theory agrees with the singular one when
the underlying space is an ANR (for information about them see [3, 16]), in
particular a dierentiable manifold. Finally, the essentials of shape theory
are contained in [5] or, for more exhaustive information, [11, 18, 19] and the
books [17, 20].
2. Sufficient conditions for the domination Sh(@K)  Sh(@P )
Let us start our programme by showing that, in a general case, no relation
can be expected to hold between the shapes of @K and @P . The following
example furnishes a proof of this fact.
Example 2.1. Consider a three dimensional solid torus P  R3 and a
necklace K  int(P ) consisting of innitely many solid balls, tangent to each
other and centered at the core circumference of P , which we shall denote L (see
Figure 1). It is not dicult to construct a dierentiable ow which enters P
transversally through its boundary @P and has K as a stable attractor. Here
the boundary @K of K consists of innitely many hollow spheres (tangent
to each other) and H1(@K) = Z, whereas H2(@K) is not nitely generated.
Hence, since H1(@P ) = Z  Z and H2(@P ) = Z, neither @K dominates @P
nor the latter dominates the former.
There is a natural way to move points of @P into any neighbourhood
of @K, just by pushing them with the ow (this denes a shape morphism
from @P to @K). But to obtain some domination relation another shape
morphism in the opposite sense is needed, and this cannot be aorded by the




Figure 1. An attractor K with complicated @K.
ow alone. Therefore let us introduce the following denition, whose interest
will be justied by Theorem 2.3.
Definition 2.2. Let P  M be a compact set. A homotopical spine for
P is a compact set L  int(P ) such that the inclusion @P ,! P   L is a
homotopy equivalence.
The notions of spine and pseudospine of a manifold make frequent appea-
rance in mathematical literature, but there does not seem to be a universally
accepted denition of them. However it appears that any of the classical
denitions which can be found imply that any spine or pseudospine is a ho-
motopical spine. Hence the latter is the less restrictive of the three, although
it will be powerful enough for our purposes.
Theorem 2.3. Let K be an attractor in a locally compact metric space M
and P  A(K) a positively invariant compact neighbourhood of K. Assume
that int(K) contains a homotopical spine L of P . Then Sh(@K)  Sh(@P ).
Proof. Consider a basis of open neighborhoods
P   L W1 W2  : : : Wn  : : :  @K
of @K in M . Each union Un = Wn [ K is an open neighborhood of K in
M and, since P is contained in the basin of attraction of K, there exists
an increasing sequence of times 0  t1  t2  : : :  tn  : : : such that
P  [tn;+1)  Un. Moreover, since M   K is invariant by the ow and
@P M  K we necessarily have that @P  [tn;+1)  Un \ (M  K) Wn.
Thus, setting
fn(x) = x  tn
for every x 2 @P we obtain a family of maps fn : @P ! Wn which dene an
approximative map
f = ffn : @P ! @Kg
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in the sense of K. Borsuk [5]. As P is positively invariant we have that
jn  fn ' k
where jn : Wn ,! P   L and k : @P ,! P   L are inclusions.
Since L is a homotopical spine for P , the inclusion k is a homotopy
equivalence and has a homotopy inverse  : P   L ! @P which induces by
restriction a map g =  j@K : @K ! @P . Let us call  and  the shape
morphisms induced by f and g respectively. Observe that f jWn  fn : @P !
@Pg is an approximative map for the composition    and
 jWn  fn =   jn  fn '   k ' id@P
whence we deduce that    is the identity shape morphism in @P . This
proves the claim that Sh(@K)  Sh(@P ).
It is clear that any ball in Rn has any interior point as a homotopical
spine. Therefore the following corollary holds:
Corollary 2.4. Let K be an attractor in Rn contained in the interior
of a positively invariant n{ball B. If int(K) 6= ; then Sh(@K)  Sh(Sn 1).
Another natural situation where the hypotheses of Theorem 2.3 above
hold can be described thus:
Corollary 2.5. Let K be an attractor such that @K can be bicollared
(for example, this happens if the phase space is a dierentiable manifold and
@K is an orientable hypersurface). Then Sh(@K)  Sh(@P ) for any positively
invariant compact neighbourhood P  A(K) of K.
Proof. We shall assume without loss of generality (by Proposition 5.1)
that @P is a section of the ow in A(K)   K. Let int(P )  U  @K be
the bicollar for @K, which means that there exists a homeomorphism h :
@K  ( 1; 1) ! U such that h(x; 0) = x for all x 2 @K and U is an open
neighbourhood of @K. Denote 12U the image under h of the set @K
   12 ; 12,
which is half the bicollar U : then it is easy to construct a homeomorphism
k : P ! P such that k K[ 12U  K and k is the identity outside U . Observe








  intP (K) = int(K).
Now K [ 12U is an open neighbourhood of K so there exists T > 0 such
that P  [T;+1)  K [ 12U . Let L = k
 
P  [T;+1)  k K [ 12U  int(K),
which is clearly a compact set. We assert that L is a homotopical spine
for P . In fact, the assumption that @P be a section of the ow implies
P   P  [T;+1) = @P  [0; T ) which deformation retracts onto @P , hence the
inclusion @P ,! P   P  [T;+1) is a homotopy equivalence. Then in turn
@P = k(@P ) ,! k P   P  [T;+1) = P   L is a homotopy equivalence too
and L is a homotopical spine for P . The theorem above applies and thus the
corollary follows.
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Example 2.1 shows an instance where K contains a homotopical spine
of P (the core circumference L) but the domination relation does not hold.
Observe however that it is not possible to nd a homotopical spine for P
entirely contained in int(K), as required by Theorem 2.3.
3. Sufficient conditions for the equality Sh(@K) = Sh(@P )
Theorem 3.1. Let K be an attractor in a locally compact metric space M
and P  A(K) a positively invariant compact neighbourhood of K. Assume
that @K is an attractor for the ow restricted to K whose dual repeller in K
is contained in some homotopical spine L  int(K) of P . Then Sh(@K) =
Sh(@P ).
Proof. Let us show that the hypotheses guarantee that @K is an
attractor in A(K)   R, where R denotes the dual repeller of K for the ow
restricted to @K. A very short way of proving this is via Lyapunov func-
tions: since K is an attractor in A(K), there exists a continuous function
1 : A(K) ! [0;+1) which is strictly decreasing along the segments of tra-
jectories contained in A(K) K and identically zero on K. Similarly, another
Lyapunov function 2 : K  R ! [0;+1) can be found with analogous pro-
perties because @K is an attractor in K with basin of attraction K R. Now
1 agrees with 2 on @K (both are identically zero), hence they can be glued




1(x) if x 62 K
2(x) if x 2 K
which is still strictly decreasing along trajectory segments contained inA(K) 
R and disjoint from @K, for any such segment is connected and must lie
either in K   R or in A(K)  K. Therefore @K is an attractor whose basin
of attraction contains A(K)   R, and in fact agrees with it because R and
@A(K) are invariant and so not attracted by @K.
We shall keep the notations of Theorem 2.3 and let j : @K ,! P L be the
inclusion. Observe that, by the very denition of k and  , the composition
k  g = k    j 'H j via a homotopy H : @K  [0; 1] ! P   L. More
explicitly stated, H is a continuous map such that H(x; 0) = (k g)(x) = g(x)
and H(x; 1) = j(x) = x for all x 2 @K.
Since @K is an attractor in A(K)   R, we can assume without loss of
generality that the neighbourhoods Wn considered in Theorem 2.3 are posi-
tively invariant. This, together with the fact that im(H) is a compact set in
P  L  A(K) R, implies that there exists an increasing sequence of times
0  s1  s2  : : :  sn  : : : which satises im(H)  [sn;+1)  Wn. Letting
Hn : @K [0; 1]!Wn be the continuous map given by Hn(x; t) = H(x; t) sn,
we have Hn(x; 0) = H(x; 0) sn = g(x) sn and Hn(x; 1) = H(x; 1) sn = x sn
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for every x 2 @K. Because of the positive invariance of Wn and the
invariance of @K it is easily seen that x 7! Hn(x; 0) = g(x)  sn and
x 7! (fn  g)(x) = g(x)  tn, as well as x 7! Hn(x; 1) = x  sn and id@K ,
are homotopic in Wn. Therefore fn  g ' id@K in Wn for every n 2 N so
   = id@K in the shape category. In Theorem 2.3 it was proved that
   = id@P , hence  is a shape equivalence between @P and @K.
Remark 3.2. It is clear that a result analogous to the previous one could
be obtained if @K were a repeller for the ow restricted to K whose dual
attractor A was contained in a homotopical spine L  int(K) of P .
Just as we did above, we shall present the reader with some suggestive
situations where Theorem 3.1 holds. Let us begin with a situation where
dynamical (Conley index{type) conditions are imposed on @K. This is moti-
vated by previous work contained in [24].
Corollary 3.3. Let P  A(K) be a positively invariant compact
neighbourhood of an attractor K for a dierentiable ow in an orientable
n{manifold M . Assume that @K is isolated with cohomological (n   1){
dimensional Conley index C Hn 1(@K) = 0 and that the maximal compact
invariant set A  int(K) (which always exists under the present hypotheses, as
will be shown below) is a homotopical spine L for P . Then Sh(@K) = Sh(@P ).
Proof. Let   A(K)   K be any section of the ow: since  is a
compact retract of the ANR A(K)   K, it is a compact ANR (see [28]).
Therefore it has nitely many compact connected components 1; : : : ;k.
The equality @K = !() which follows from [22, Theorem 2.1] implies that
@K = !(1)[ : : :[!(k) has at most k components, because the !{limit of a
compactum, when compact, is connected. This allows us to assume that @K
is connected without any loss of generality because in other case the following
argument should be applied to each one of its components.
Since the ow is dierentiable and A(K)   A is an open neighbourhood
of the isolated invariant set @K, there exists a connected isolating block
N  A(K) A which is an n{manifold and such that N i and No are (n 1){
submanifolds of @N , too. Observe moreover that, since both N and M are
n{dimensional,N @N is an open submanifold ofM , hence orientable. There-
fore we can apply Lefschetz's duality to obtain H1(N;N
i) = Hn 1(N;No) =
0. Now from the exact sequence
0! H0(N;N i)! H0(N)! H0(N i)! H1(N;N i) = 0! : : :
and the assumption that N is connected (hence H0(N) = 0, recall we are
using reduced Cech cohomology) it follows that N i is connected. Since K is
an attractor in A(K), it is clear that  A(K) K)\N i 6= ; and this implies
that every point in @N \ int(K) belongs to N o, hence @K is a repeller in K.
Now its dual attractor (@K) agrees with A (it is clear that (@K)  A, for
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the other inclusion note that A = !(A)  (@K)). Then apply Theorem 3.1
or Remark 3.2 and the conclusion follows.
Remark 3.4. If the assumption on the orientability of M is dropped the
whole argument goes through just taking coecients in Z2.
Just as an illustration of how the combination of the dierent techniques
we have been using can yield interesting results in our context let us include
this corollary.
Corollary 3.5. Let P  A(K) be a positively invariant compact neigh-
bourhood of an attractor K for a dierentiable ow in an orientable n{
manifold M . Assume that @K is an orientable (n   1){manifold which is
isolated and C Hn 1(@K) = 0. Then @K and @P are homotopy equivalent.
Proof. The fact that C Hn 1(@K) = 0 implies that @K is a repeller in
K, just as in the preceding corollary, denote A  int(K) its dual attractor.
Now use the fact that @K is an orientable (n   1){manifold to construct a
bicollar for it and make minor adjustments to the proof of Corollary 2.5 to
deduce that there exists a homotopical spine L  int(K) which contains A.
Finally recall that @K and @P are ANR's (the former because it is a manifold,
the latter because of Corollary 5.5), so not only their shapes agree but also
their homotopy types.
4. Another situation of interest
So far we have been assuming (tacitly) that int(K) 6= ;, because a ho-
motopical spine for P was required to be contained in it. In case int(K) 6= ;
but such a spine cannot be found, Example 2.1 shows that nothing can be
asserted. But what if int(K) = ;? The next proposition shows how to resort
to other kind of techniques to render results in this new context.
Proposition 4.1. Let K be a connected attractor for a dierentiable
ow. Suppose that int(K) = ; (thus K coincides with its own boundary) and
let r denote the number of connected components of @P , where P  A(K)
is any positively invariant compact neighbourhood of K. If H1(K) = 0 then
Hn 1(K) = Hn 1(K) = Zr 1.
Proof. We can assume without loss of generality by the remark following
Proposition 5.1 that P is an n{manifold with boundary @P . Let us prove
that H0(P ) = H
0(P ) = Z, H1(P ) = H1(P ) = 0 and Hn(P ) = Hn(P ) = 0.
To this end, recall that the inclusion i : K ,! P is a shape equivalence
(hence it induces isomorphisms in Cech homology and cohomology, which
agree with the singular theory on P ) so the hypotheses that K be connected
and H1(K) = 0 imply that P is connected (therefore H0(P ) = H
0(P ) = Z)
and H1(P ) = H1(P ) = H1(K) = 0. By means of the universal coecient
theorem,H1(P ) = H0(P )H1(P ) = Z0 = 0 (we will use G and G to
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denote the torsion and free parts of an abelian group G, respectively). Finally,
since P is a connected n{manifold with boundary Hn(P ) = H
n(P ) = 0.
Now consider the following portions of the long exact sequences in homo-
logy and cohomology for the pair (P; @P ):
: : :!Hn(P )!Hn(P; @P )! Hn 1(@P )! Hn 1(P )!Hn 1(P; @P )! : : :
: : :!Hn 1(P; @P )!Hn 1(P )!Hn 1(@P )!Hn(P; @P )!Hn(P )! : : :
By Lefschetz's duality Hk(P; @P ) = Hn k(P ) and Hk(P; @P ) = H
n k(P )
together with the homology and cohomology groups calculated above we get
: : :! 0! Z! Hn 1(@P )! Hn 1(P )! 0! : : :
: : :! 0! Hn 1(P )! Hn 1(@P )! Z! 0! : : :
The boundary @P of P is a compact (n   1){manifold (without boundary)
with r connected components, hence Hn 1(@P ) = H
n 1(@P ) = Zr. It
only remains to calculate Hn 1(P ) and Hn 1(P ), since these agree with
Hn 1(P ) = Hn 1(K) and Hn 1(P ) = Hn 1(K). From the second exact
sequence, which is split because Z is free, it is readily deduced that Zr =
Hn 1(@P ) = Hn 1(P )  Z so it must be Hn 1(P ) = Zr 1. For the state-
ment in homology observe that 0 = Hn(P ) = Hn 1(P )  Hn(P ) implies
that Hn 1(P ) is free (because it has no torsion and is nitely generated),
hence from the rst exact sequence it follows that Hn 1(P ) = Zr 1.
5. Addendum: some remarks on @P
We have devoted this paper to obtain results relating the shapes of @K and
@P when K is an attractor and P  A(K) is a positively invariant compact
neighbourhood of K. However @K is uniquely determined, but not so @P
because it depends on the particular neighbourhood of K chosen. Therefore
Proposition 5.1 should be of interest, if only for the sake of completeness,
although in fact it also renders some useful information for our purposes.
Proposition 5.1. Let K be an attractor and P  A(K) any compact
positively invariant neighbourhood of K contained in its basin of attraction.
Then Sh(@P ) = Sh() = Sh
 A(K) K, where   A(K) K is any section
of the ow.
Proof. Step 1. There exists a continuous function  : A(K)! [0;+1)
such that (1) (x) = 0, x 2 P and (2) (x  t) < (x) whenever x  [0; t] 
A(K)  P .
Proof of Step 1. We shall just outline the proof of this step since it
is analogous to the construction of Lyapunov functions. Let d be a bounded
metric for the phase space and consider the function  (x) = sup

d(x  s; P ) :
s  0	 dened on A(K). It is clear that  (x) = 0, x 2 P and  (xt)   (x)
for every x 2 A(K) and t > 0. Now to check that  is continuous at any point
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x0 2 A(K) pick t0 > 0 and a neighbourhoodU0 of x0 such that U0t0  int(P ).
Then  (y) = max

d(y  s; P ) : 0  s  t0
	
for any y 2 U0 because of the
positive invariance of P . With this local expression it is not dicult to see
that  is continuous.
Although the mapping  does not solve the problem because of the strict
inequality in (2), this diculty is easily overcome by means of the following
standard argument: let (x) =
R +1
0 e
  (x  ) d and observe that clearly
 is continuous and has property (1). As for (2), an easy calculation of the
derivative of t 7! (x  t) shows that  decreases along trajectory segments
contained in A(K)  P .
Step 2(a). Let U be any precompact open neighbourhood of @P . Then
there exists a section o  U of the ow in A(K) K such that o \ P = ;
and for any x 2 o, whenever t  0 and x  t 62 P then x  t 2 U (that is,
while the positive semitrajectory of x lies outside P , it is contained in U) or,
equivalently, o  [0;+1)  P [ U .
Proof of Step 2(a). Let V = P [ U , which is a precompact open
neighbourhood of P , and set  = min

(x) : x 2 @V 	. Since (x) > 0
for all x 2 @V and @V is compact, it follows that  > 0, hence the set
o =

x 2 A(K) : (x) = 12
	
is compact and disjoint from P . The proof
will be nished if we show that o is a section and o  [0;+1)  V .
Consider the mapping  : o !  which assigns to every x 2 o the
unique (x) 2 (x) \  (where (x) stands for the trajectory of x, that
is, the set x  R). It is continuous because  is a section of A(K)  K and,
moreover, o is also a section of A(K) K if and only if  is a homeomorphism
or, equivalently,  is bijective (since o is compact). Now if it were not
injective there would exist x 2 o and t > 0 such that x  t 2 o, but then
x[0; t]  A(K) P because of the positive invariance of P and 12 = (xt) <
(x) = 12 which is absurd. Finally to check the surjectivity assume that there
exists y 2  such that y  t 62 o for any t 2 R, that is either (y  t) < 12 or
(y  t) > 12 for every t 2 R. However (y  t) = 0 for large enough t, hence
it must be the case that (y  t) < 12 for all t 2 R. This implies at once that
(y) \ @V = ; and so y  R  V , therefore ; 6= (y)  V and y 2 K which
contradicts y 2 .
Finally, the assertion that o  [0;+1)  V can be proved thus: if there
existed x 2 o and t  0 such that x  t 62 V , then (since V is a neighbourhood
of the attractor K) for some 0  t  s we would have x  [t; s]  A(K)   V
and x  s 2 @V . Thus   (x  s)  (x  t)  (x) = 12, in contradiction
with  > 0.
Step 2(b). Let U be any precompact open neighbourhood of @P . Then
there exists a section i  U of the ow in A(K) K such that i  int(P )
and for any x 2 i, whenever t  0 and x  t 2 int(P ) then x  t 2 U (that is,
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while the negative semitrajectory of x lies inside int(P ), it is contained in U)
or, equivalently, i  ( 1; 0] \ int(P )  U .
Proof of Step 2(b). The argument is dual to the one explained in
Step 2(a) above. Observe that P  = A(K)   int(P ) is a negatively inva-
riant closed set and (taking some care because now P  need not be compact)
there exists a continous function  : A(K)   K ! [0;+1) which is null
exactly on P  and strictly increasing along trajectory segments contained in
A(K)   (K [ P ). Now a careful reading of Step 2(a) together with some
adjustments will furnish a proof for this case.
Step 3. Let U be a precompact open neighbourhood of @P . Then there
exist sections o;i  U of the ow in A(K) K such that the set comprised
between them [o;i] =

x 2 A(K) : x  to 2 o and x  ti 2 i for some to 
0  ti
	
is a compact neighbourhood of @P contained in U and the inclusion
[o;i] ,! A(K) K is a homotopy equivalence.
Proof of Step 3. First of all observe that the real numbers to(x) 
0  ti(x) such that x  to(x) 2 o and x  ti(x) 2 i are uniquely determined
by x 2 A(K) K and in fact depend continuously on it since both o and i
are sections of A(K) K. A similar assertion holds true for the unique t(x)
such that x  t(x) 2 .
For any x 2 @P  P the positive invariance of P implies that x[0;+1) 
P hence since o \ P = ; and x  to(x) 2 o the inequality to(x) < 0 must
hold. In addition int(P ) is also positively invariant and xti(x) 2 i  int(P ),
therefore ti(x) > 0 necessarily. This means that @P 

x 2 A(K)   K :
to(x) < 0 < ti(x)
	
, which is clearly an open set contained in [o;i]. Hence
[o;i] is a neighbourhood of @P .
We claim that the set A =

x  s : x 2 o; 0  s  ti(x)
	
is just an
alternative description of [o;i]. In fact for any x 2 o and 0  s  ti(x)
we have to(x  s) = to(x)   s =  s  0 and ti(x  s) = ti(x)   s  0, hence
x  s 2 [i;o] and this proves A  [o;i]. Reciprocally, if y 2 [i;o], then
setting x = y  to(y) 2 o and s =  to(y) the inequality ti(x) = ti(y)  to(y) 
 to(y) = s holds, which together with y = x  s implies that y 2 A. In a dual
fashion it can be shown that [o;i] =

x  s : x 2 i; to(x)  s  0
	
.
Now we are in a position to prove that [o;i] is a compact set contained
in U . Let M be the maximum of the continuous function ti on the compact set
o: then it is clear by the above description that [o;i]  o  [0;M ], which
is a compact set. Since [o;i] is closed because of the continuity of the ti and
to, it follows that it is also compact. Further, [o;i] P  o [0;+1) P 
(P [U)  P  U and similarly [o;i] \ int(P )  i  ( 1; 0]\ int(P )  U ,
so [o;i]  U .
128 J. J. SANCHEZ-GABITES AND J. M. R. SANJURJO
Finally, the inclusion i : [i;o] ,! A(K) K is a homotopy equivalence
because there exists a deformation retraction
H(x; ) :=
8><>:
x   to(x) if to(x) > 0;
x if to(x)  0  ti(x);
x   ti(x) if ti(x) < 0
of A(K) K onto [i;o].
Step 4. Because of Step 3 there exists a decreasing sequence (Ak)
1
k=1
of sets of the form [o;i] which form a compact neighbourhood basis of
@P . Now every inclusion Ak+1 ,! Ak is a homotopy equivalence because
both inclusions Ak; Ak+1 ,! A(K)   K are. However since A(K)   K is
homeomorphic to   R, it has the same homotopy type as , therefore
@P =
T1
k=1Ak is the inverse limit of a sequence of compact spaces all of
which are bonded by homotopy equivalences and such that every single one
of them is homotopy equivalent to . Then Sh(@P ) = Sh() = Sh( R) =
Sh
 A(K) K.
Remark 5.2. One of the byproducts of Proposition 5.1 is that it allows
one to suppose, when proving results about Sh(@P ), that P is especially nice.
For example, if   A(K)   K is any compact section of the ow, the set
Q = K [   [0;+1) is a positively invariant compact neighbourhood of K
with @Q =  and this justies the assumption made in the proof of Corollary
2.5. Or, in another instance, if the ow is dierentiable (and the phase space
is a dierentiable n{manifold) then there exists a positively invariant neigh-
bourhood Q which is an n{manifold with boundary (see, for example, [10]).
This was used in Proposition 4.1 and allowed Lefschetz's duality theorem to
be applied.
Corollary 5.3. Let K be an attractor in an orientable n{manifold M
and let P  A(K) be a positively invariant compact neighbourhood of K.
Then there exists an exact sequence
: : :! Hn (k+1)(K)! Hk(@P )! Hk(K)! : : :
in unreduced homology and cohomology.
Proof. Since A(K) is open in M , it is also an orientable n{manifold.




= Hn k(K) and so the long exact sequence in homology for the pair A(K);K gives rise to the exact sequence
: : :! Hk
 A(K) K)! Hk A(K)! Hn k(K)! : : :
(singular and Cech homology agree on A(K) and A(K) K because they are
manifolds). Now it was proved in Proposition 5.1 that Sh(@P )=Sh
 A(K) K
and it is known that Sh(K)=Sh
 A(K). Hence Hk(@P ) = Hk A(K) K and
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Hk(K) = Hk
 A(K), which upon substitution in the above exact sequence
yields the result.
Example 5.4. Let K  R3 be an attractor. Assume that K has trivial
shape and nonempty interior: then Sh(@K)  Sh(S2). To prove this, let
P  A(K) be a positively invariant compact neighbourhood of K such that
@P is a compact section of A(K) K. By means of the exact sequence given
by the corollary above it is easy to prove that @P has the same homology
groups as the 2{sphere S2. Moreover, we assert that @P is homeomorphic
to S2. In fact, @P  R is homeomorphic to A(K)   K, which is an open
3{manifold and thus a generalized 3{manifold. Therefore @P is an orientable
compact generalized 2{manifold (see [21, Theorem 6]), in which case it is an
orientable compact 2{manifold, and by the classication theorem we conclude
that @P is a 2{sphere (this argument is taken from [7]). Observe also that it
is a bicollared sphere, hence by Schoenies theorem [6] it follows that P is a
3{ball. Now apply Corollary 2.4.
Corollary 5.5. If K is an attractor in a phase space M which is an
ANR, then for any positively invariant compact neighbourhood P  A(K) of
K the boundary @P has the shape of a nite polyhedron.
Proof. We shall keep the same notation as in Step 4 of Proposition 5.1.
Since A(K) K is open in the phase space and therefore an ANR, every Ak
turns out to be a compact ANR (being a retract of A(K) K). A theorem of
West [28] guarantees then that every Ak has the shape of a nite polyhedron,
hence @P does, too.
This corollary, together with Theorem 3.1, supplies sucient conditions
for the boundary of an attractor to have a polyhedral shape.
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