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Abstract 
A detailed and fully generalised (3D) hygro-thermo-mechanical model for concrete is presented.  
The model captures the complex behaviour of this composite material through the adoption of a 
multi-phase material description which captures the strong coupling between the separately 
considered solid, liquid and gas fields.  Heat and mass transport of the fluid phases are modelled in 
a coupled manner such that an accurate description of the fluid transport processes in concrete is 
possible, illustrating in particular the redistribution of liquid and the increases in vapour content 
and pore pressure associated with the application of elevated temperatures.  The mechanical 
behaviour of the solid skeleton is modelled by way of an isotropic thermo-mechanical damage 
model in which the degradation of the material due to both mechanical and thermal loading is 
taken into account.  Coupling with the hygro-thermal components of the model allows for the 
effects of material degradation on mass transport to be captured.  The model is validated over a 
wide range of capability through the reproduction of two sets of separate and differing 
experimental results concerning isothermal drying and high temperature problems.  For these two 
problems, the model is shown to reproduce accurately values for total moisture mass losses, 
moisture distributions, temperatures and pore pressures developed in both time and space in 
various types of both ordinary and high performance concrete materials.  A further parametric 
study is then presented where the model is used to investigate the roles of various mechanical 
behaviours in the overall hygro-thermo-mechanical response of the concrete under high 
temperature conditions.  The implications of the results are discussed in detail.   
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1. Introduction 
Over the last 30 years or more various authors have developed numerical models 
with the aim of capturing the behaviour of concrete subject to problems where 
combinations of hygral, thermal and mechanical behaviour are important.  Such 
problems include drying and degradation of concrete exposed to environmental 
conditions, the use of concrete as an impermeable barrier, either to water, as in 
dams or foundations, or to gas, as in pressure vessels, and the behaviour of 
concrete exposed to elevated temperatures, either by consequence of its intended 
function, for example as in nuclear reactor vessels or aircraft runways, or 
unintentionally, often as a result of accidental or deliberate fires. 
With each development of these models the level of complexity necessary 
to capture this kind of behaviour has become increasingly apparent and it is 
shown here that in order to construct an appropriate mathematical model a large 
number of (mostly non-linear) phenomena and their coupled interactions must be 
considered and that a coupled hygro-thermo-mechanical description is required.  
 This paper describes a number of important model developments and 
builds upon the work of other authors; most notably, the work of Bažant et al. 
(Bažant and Thonguthai 1978; Bažant and Kaplan 1996), who developed a 
number of critical constitutive relationships from experimental and theoretical 
investigations, Tenchev et al. (Tenchev, Li et al. 2001; Tenchev and Purnell 2005) 
who proposed the fundamental formulation of the heat and mass transport model, 
and Gawin et al. (Gawin, Majorana et al. 1999; Gawin, Pesavento et al. 2002; 
Gawin, Pesavento et al. 2002; Gawin, Pesavento et al. 2003; Gawin, Pesavento et 
al. 2006) who have undertaken much of the recent pioneering work in this area. 
Although the work presented here parallels the work of Gawin et al. quite 
closely, there are some critical differences including numerous constitutive 
relationships, aspects of the formulation and, most notably, the choice of primary 
variables.  Gawin et al. have consistently selected capillary pressure as a primary 
variable, although it may be considered that this ceases to have physical meaning 
where menisci separating liquid and gas phases cease to exist, i.e. above the 
critical point of water or when the liquid water content drops below the solid 
saturation point (below which water is present only in an adsorbed state).  Gawin 
et al. (Gawin, Pesavento et al. 2002) argue the validity of their choice by showing 
5 
the equivalence of capillary pressure to a thermodynamic potential for water, 
which is valid both above the critical point of water and where only adsorbed 
water is present.  The model described here instead employs the vapour content as 
an alternative to capillary pressure, which is a valid variable at all temperatures, 
even in dry concrete, and requires no further manipulation.1  
The model described here therefore represents a unique and advanced 
approach, combining developments of the most appropriate components from the 
modelling work of various previous authors with constitutive relationships 
developed by the Authors and their colleagues (Nielsen, Pearce et al. 2002; 
Nielsen and Bicanic 2003; Pearce, Bicanic et al. 2003; Pearce, Nielsen et al. 2004; 
Nielsen, Pearce et al. 2005; Davie, Pearce et al. 2006).  Utilisation of the model 
allows the investigation of important aspects of this complex problem. 
The model is cast in a finite element formulation, and its abilities and 
validity are demonstrated through the reproduction of two sets of separate and 
differing experimental results.  The results predicted are discussed in comparison 
to experimental and numerical results reported by other authors (over some of 
which they can be argued to show an improvement (Gawin, Pesavento et al. 2002; 
Mounajed and Obeid 2004; Witek, Gawin et al. 2007; Dwaikat and Kodur 2009), 
thereby providing important insights into this physically complex problem and 
identifying avenues for further research.  A further parametric study is also 
presented where the model is used to investigate the roles of various mechanical 
behaviours in the overall hygro-thermo-mechanical response of the concrete.  
Critical analysis of these results provides important understanding of the coupled 
nature of this problem.  
 
                                                 
1 It is only under conditions where full saturation with liquid water occurs that the vapour content ceases to 
function as a physical variable.  Despite this limitation, vapour content is considered here a more appropriate 
primary variable than capillary pressure, since it can be demonstrated that for a large range of circumstances 
full saturation with liquid water does not occur.  Furthermore, any restriction on vapour content as a primary 
variable similarly applies to gas pressure, which is also used as a primary variable in the models described 
here and by others, including Gawin et al.  Thus none of the models represented by the citations above can 
capture fully saturated behaviour. 
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2. Mathematical Model 
The model consists of a fully coupled hygro-thermo-mechanical formulation 
where concrete is treated as a multiphase system consisting of solid, liquid and 
gas phases.  The solid skeleton is considered to exhibit isotropic elastic-damage 
behaviour and degradation of the material due to both mechanical and thermal 
loading is accounted for, in conjunction with other significant thermo-mechanical 
behaviour.  The liquid phase is considered to include adsorbed water (physically 
bound to the surface of the solid skeleton) the behaviour of which is taken into 
account where appropriate.  The gas phase is considered to be a (variable) mixture 
of dry air and water vapour, both of which are assumed to behave as ideal gases. 
The model is formulated as a coupled system of partial differential 
equations which are discretised in space by a finite element formulation and 
discretised in time by a generalised mid-point finite difference scheme.  The 
detailed formulation of the model, including the constitutive relationships, is 
given in the following sections. 
 
2.1. Governing Conservation Equations 
The model is composed of four governing equations, defining the mass 
conservation of dry air (1) and moisture (inc. liquid water and water vapour) (2), 
the conservation of energy (3) and the linear momentum balance (4) (Gray and 
Schrefler 2001; Tenchev, Li et al. 2001). 
 
(1) 
 
(2) 
 
(3) 
 
(4) 
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unit volume of gaseous material, J is the mass flux of a phase , C is the heat 
capacity of concrete, k is the thermal conductivity of concrete, E is the specific 
heat of evaporation (or of desorption when appropriate), D is the specific heat of 
dehydration, T is the absolute temperature and t is time.   ' is the Bishop’s stress 
(known as the effective stress in geomechanics),  is the Biot coefficient, PPore is 
the pore pressure,   is the identity matrix and b is the body force. 
It is worth noting that the term “Bishop’s stress”, which is used to account 
for pore pressures, is used here to avoid confusion with the mechanical “effective 
stress” associated with damage mechanics.  However, it may be noted that the 
relationship used in this work to describe the pore pressure, PPore, is similar to but 
not precisely that originally described by Bishop (See Eq. 15 & (Bishop 1960)). 
It may also be noted that this arrangement of the transport equations (1)-
(3), following (Tenchev, Li et al. 2001), avoids the need to explicitly consider the 
rate of evaporation and that furthermore, energy transport by convection is 
neglected in (3) as this behaviour is considered to be accounted for within the 
relationship for the thermal conductivity of concrete, k, which has been 
determined empirically for wet concrete. 
Finally it should be noted that, following the work of Gawin et al. (Gawin, 
Pesavento et al. 2003; Gawin, Pesavento et al. 2004), it is assumed that the 
compressibility of the solid skeleton (i.e. the solid phase alone) is negligible in 
comparison to the compressibility of the whole concrete medium (i.e. including 
solids, fluids and pore space) and that furthermore degradation of the solid 
skeleton (due to damage) occurs in the same way as for the concrete as a whole 
and hence the Biot coefficient, , is considered to have a constant value of 1.   
 
2.2. Constitutive Laws for Energy and Fluid Transport Behaviour 
Transport of the liquid water phase is assumed to obey Darcy’s law of pressure 
driven flow while the gas phase is assumed to obey with both Darcy’s law and 
Fick’s law of concentration driven diffusion.  The mass fluxes of dry air, water 
vapour and liquid water per unit area of concrete are then given by equations (5), 
(6) and (7) respectively. 
 (5) 
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(6) 
 
(7) 
 
where, DAV is the coefficient of diffusion for the dry air/water vapour mixture 
within the porous concrete (Cengel 2003) and vG & vL are the Darcian velocities 
of the gas and liquid water phases, given by (8). 
 
(8) 
 
where, K is the intrinsic permeability of the dry concrete, K,  & P are the 
relative permeability, dynamic viscosity and the pressure of the relevant phase and 
kg is the gas-slip modification factor.  kg, given by (9), takes account of the 
apparent variation in the intrinsic permeability that may be noted when comparing 
gas to liquid flow.  This difference is caused by the slippage of gas molecules 
passed the surface of the solid skeleton (Bamforth 1987) where Darcian flow 
assumes laminar flow and hence zero velocity at a fluid/solid contact. 
 
(9) 
 
where,  PAtm = 101325Pa is atmospheric pressure and b is the Klinkenberg slip-
flow constant (Chung and Consolazio 2005). 
The relative permeabilities, which account for variations in flow due to the 
partial content of gas and liquid phases in the pore spaces of the concrete, are 
given by (10) (Chung and Consolazio 2005) 
 
(10) 
 
where, S is the degree of saturation with liquid water and  is a function of the 
concrete porosity,  (11). 
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It may be noted that various functions exist in the literature to describe the relative 
permeabilities of the gas and liquid phases in concrete (e.g. (Baroghel-Bouny, 
Mainguy et al. 1999; Gawin, Majorana et al. 1999)) and that all of these have 
slightly different forms.  The curves employed here (10) were chosen due to the 
consistency of their derivation with the gas-slip modification factor (9). 
It may be further noted that the diffusion of adsorbed water along the 
surface of the solid skeleton is considered to be accounted for within the liquid 
water relative permeability term, KL, and is not therefore treated separately. 
Capillary suctions are calculated by way of the Kelvin Equation and are 
accounted for in the formulation via the calculation of the liquid pressure (12). 
 
(12) 
 
where, RV is the ideal gas constant for water vapour (Cengel 2003), PV is the 
vapour partial pressure in the gas phase and PSat is the saturation pressure of water 
vapour in air.  SSSP is the solid saturation point, which is the degree of saturation 
below which all ‘liquid’ water exists as adsorbed water, physically bound to the 
concrete skeleton (Gawin, Majorana et al. 1999).  When this condition prevails 
capillary menisci cannot be supported and capillary suctions will not exist. 
The dry air and water vapour within the gas phase are assumed to behave 
as ideal gases (13) and their partial pressures and densities are assumed to obey 
Dalton’s law of additivity (Cengel 2003) (14). 
 
(13) 
 
(14) 
 
where, PA is the partial pressure of dry air in the gas phase and RA is the ideal gas 
constant for dry air (Cengel 2003). 
For the calculation of the total stress (4) the combined pore pressure, PPore, 
is derived from the gas and liquid pressures, according to equation (15).  This 
assumes that adsorbed water applies no pressure but in fact behaves as part of the 
solid skeleton when considering the transfer of stress, and that the effects of the 
liquid and gas pressures are weighted on a pro rata basis according to their volume 
fractions in the remaining pore space (Davie, Pearce et al. 2006).  It may be noted 
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that this definition is somewhat different to that assumed by Gawin et al. (Gawin, 
Majorana et al. 1999). 
 
 (15) 
 
where, PG,∞ is the pressure of the atmosphere external to the concrete. 
The final constitutive relationships for the transport component of the 
model are the sorption isotherms (16), (derived from (Bažant and Kaplan 1996) 
following (Tenchev, Li et al. 2001)), from which the volume fraction of liquid 
water in the concrete is calculated. 
(16) 
 
where, CemCem is the cement content per unit volume of concrete and (PV /PSat) is 
the relative humidity (See AI.8 in Appendix I).  It may be noted that the isotherm  
formulation used here is fundamentally different from that proposed by Gawin et 
al. (Gawin, Majorana et al. 1999). 
The gas volume fraction, G, can then be determined from equation (17): 
(17) 
 
The functions defining the material parameters that occur in the above 
formulation are listed in Appendix I. 
 
2.3. Constitutive Laws for Mechanical Behaviour 
The total strain rate decomposition for the mechanical component of the model is 
shown in (18). 
(18) 
 
where,  ̇ m is the mechanical strain rate,  ̇ ft is the free thermal strain rate and  ̇ lits is 
the load induced thermal strain (LITS) rate, each of which is expressed as a 
function of Bishop’s stress () and/or temperature. 
The LITS component may be considered to consist of various sub-
components of creep strain, which are difficult to distinguish physically (Khoury, 
Grainger et al. 1985; Khoury 2006).  While it is recognised that these creep strains 
may themselves be temperature dependent and may be significant under certain 
GL  






 T
P
P
f
Sat
V
L
CemCem
L ,



     , ,m ft litsT T T        

























SSPGG
SSP
L
SSP
SSP
SSPGG
Pore SSPP
S
S
P
S
SS
SSPP
P
for  
1
1
1
for  
,
,
11 
loading conditions, their combination within the LITS component is considered to 
be an acceptable simplification for short duration, relatively rapid heating (> 
~1°C/min), (Thelandersson 1987; Nielsen, Pearce et al. 2005).  Moreover, the 
LITS term is considered here a function of the Bishop’s stress, rather than the total 
stress (Pearce, Davie et al. 2003). 
It may furthermore be noted that the mechanical strain formulation can be 
easily extended to include a plastic strain components in order to capture the 
irreversible strains physically observed in concrete.  However, in the following a 
simple elastic-damage model is considered. 
 
2.3.1. Mechanical Strains 
In the current study, in order to investigate the interplay between damage and the 
transport processes, a straightforward isotropic damage model is adopted.  The 
classical damage formulation, with a single scalar mechanical damage parameter, 
, is here modified to include a second thermal damage parameter, .  This 
parameter, which accounts for the reduction of the elastic stiffness that results 
from thermally induced degradation of the cement paste, is introduced in a 
multiplicative manner following the work of Stabler (Stabler 2000) and Gawin et 
al. (Gawin, Pesavento et al. 2003) (19). 
 
(19) 
 
where, E0 is the fourth order tensor of the initial elastic moduli,  e is the elastic 
strain tensor,  & , which lie in the range 0 to 1account for the degradation of 
the elastic stiffness due to mechanical and thermal damage respectively and Esec  
is the tensor of secant moduli.. 
The stresses in the undamaged material are termed the effective stresses, 
 ̂´, and are related to the elastic strains via E0 as shown in (20).  It is also assumed 
that the strains associated with the damaged state are the same as the strains 
associated with an equivalent undamaged state subjected to the effective stress 
(21). 
(20) 
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The development of mechanical and thermal damage, denoted by the superscripts 
‘md’ & ‘td’ respectively, are controlled by separate damage functions (22). 
 
(22) 
 
where,  ̃ is the equivalent strain measure and md & td are damage history 
parameters.  Once damage has occurred md takes the maximum of the largest 
value attained by  ̃ or the temperature dependent threshold strain  Tmd0 .  
Similarly, td takes the maximum of the largest value attained by T or the 
reference temperature T0. 
A modified stress-based von Mises definition of the equivalent strain 
measure is adopted (Peerlings, de Borst et al. 1998; Stabler 2000) as defined by 
(23). 
(23) 
 
where,  I1 is the first invariant of the strain tensor, J2 is the second invariant of the 
deviatoric strain tensor and A and B are coefficients described by (24). 
 
(24) 
 
where, g is the ratio of compressive to tensile strength and  is Poisson’s ratio. 
The mechanical damage parameter is defined by the temperature 
dependent function shown in (25) as adapted from Peerlings et al. (Peerlings, de 
Borst et al. 1998). 
 
(25) 
 
where, (T) is the temperature dependent softening parameter that is controlled 
by the fracture energy release rate (Pearce, Nielsen et al. 2004), and  Tmd0 , which 
defines the onset of damage, is a function of the tensile strength, ft(T), and elastic 
modulus, E(T) (26). 
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The temperature dependence of the tensile strength is defined according to (27) 
(Pearce, Nielsen et al. 2004). 
(27) 
 
where, ft0 is the initial tensile strength of the concrete and   maxˆ  , where  is 
a normalised temperature defined by (28). 
 
(28) 
 
Similarly, the temperature dependence of the elastic modulus is defined by (29). 
 
(29) 
 
The thermal damage parameter is defined by the temperature dependent function 
shown in (30), which is derived from the assumed degradation of the elastic 
modulus resulting from increased temperatures, as described by (29). 
 
(30) 
 
A more thorough derivation of the damage model formulation may be found in 
(Pearce, Nielsen et al. 2004). 
 
2.3.2. Free Thermal Strains 
As with most materials, concrete expands when heated and this free thermal strain 
is strongly influenced by the type of aggregate employed.  To capture the 
observed non-linear expansion a simple, empirically derived, temperature 
dependent function is adopted (31). 
 
(31) 
 
where,  ij is the Kronecker delta and  is given by (32). 
 
(32)  
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may be used to capture the behaviour of other aggregate types. 
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For convenience, using Voigt’s notation, (31) may be expressed as (33). 
 
(33) 
 
2.3.3. Load Induced Thermal Strains 
Concrete specimens that are heated under load are observed to strain very 
differently to similar specimens that are heated prior to loading.  The difference in 
the observed strains is defined as the load induced thermal strain (Khoury, 
Grainger et al. 1985).  This phenomenon, which may be considered to contain 
various sub-components of strain (Khoury 2006),  is recognised to be irreversible 
and to occur only during first heating to a given temperature, and not during 
subsequent cooling or re-heating. 
Following the work of Khoury et al. (Khoury, Grainger et al. 1985), 
Thelanderson (Thelandersson 1987), and de Borst et al. (de Borst and Peeters 
1989) and Nielsen et al. cited in (Pearce, Nielsen et al. 2004) the load induced 
thermal strain is determined according to (34). 
 
(34) 
 
where,   is the coefficient of uniaxial thermo-mechanical strain, fc0 is the initial 
uniaxial compressive strength, c is the lateral component of the transient creep 
(similar to Poisson’s effect) and ij- is the negative (compressive) projection of 
the Bishop’s stress tensor, ij. 
It is demonstrated by Pearce et al. (Pearce, Nielsen et al. 2004) that a bi-
parabolic function, as described by (35), fits very well the results presented by 
several authors. 
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where, X, Y and Z are coefficients of the parabolic curves and   is a 
dimensionless transition temperature (equivalent to 470°C). 
Using this relationship, (35), the coefficient of uniaxial thermo-mechanical 
strain,  , can be determined from (36) as follows. 
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 (36) 
 
Adopting Voigt’s notation (34) can be expressed as (37). 
 
(37) 
 
 
 
 
 
A full description of the LITS model may be found in (Pearce, Nielsen et al. 
2004). 
 
2.3.4. Mechanical Model - Stress Increment 
Bringing together the components of the mechanical model described above, the 
incremental form of the Bishop’s stress required to fulfil equation (4) can be 
expressed as follows (38). 
 
(38) 
 
2.4. Numerical Model 
2.4.1. Finite Element Formulation 
The weak form of the governing equations (1) - (4) is obtained using the standard 
Galerkin weighted residual method and application of the divergence theorem.  
Furthermore, using the standard Finite Element approximation, the chosen 
primary variables of displacements, u, temperature, T, gas pressure, PG, and 
vapour content, V
~ , are expressed in terms of their nodal quantities: 
 
(39) 
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where, Nu, NT, NP & NV are the shape functions and a, T, PG & V are the nodal 
variables. 
The resulting discrete system of equations can be expressed in matrix form 
as: 
(40) 
 
where, the coefficient matrices, C & K, and the array of nodal variables, x, are 
given by (41) for the chosen set of primary variables: 
 
(41) 
 
The sub-matrices of the above are the standard Finite Element volume integrals; 
for example: 
(42) 
 
(43) 
 
The “force” terms are also standard Finite Element surface integrals; for example 
 
 (44) 
 
For the terms describing the heat and mass transport components of the model, in 
the lower right hand side of the C & K matrices, the full definitions of the matrix 
coefficients C and Kmay be found in Appendix II.  However, the terms Kuu, 
KuT, KuP & KuV, which describe the mechanical behaviour and its coupling to the 
transport behaviour, require closer scrutiny and are described in full here. 
In Voigt’s notation, the incremental form of the stress rate is expressed as: 
 
(45) 
 
The average pore pressure, PPore, is determined from the relative weightings of the 
gas and liquid pressures in the pores as shown in equation (15) and thus, the 
incremental form of the vector of pore pressure is given as (46): 
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(47a) 
 
 
 
(47b) 
 
 
Combining equations (45), (38) and (46), the incremental form of the total stress 
can be written as (48): 
 
 (48) 
 
The stiffness sub-matrices can therefore be expressed as: 
(49) 
 
(50) 
 
(51) 
(52) 
where, the terms mdH1  & 
mdH 2  describe the mechanical damage evolution (53) & 
(54), Htd describes the thermal damage evolution (55) and the vector s is defined 
by (56). 
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The discrete set of equations (40) are also discretised in time using a finite 
difference scheme as: 
(57) 
where, t is the time increment, xt & xt+t denote the unknowns at times t & t + t 
respectively and  is a constant (0 ≤  ≤ 1). 
Due to the nonlinearity of this system of equations, a Newton-Raphson 
solution method is employed.  To facilitate this, the discrete system of equations 
is linearised and the primary variables are thus decomposed as (58): 
 
(58) 
 
where, the subscripts j-1 and j signify the iteration numbers. 
A similar decomposition of the stresses is adopted ( σσσ djj  1 ) and 
using these decompositions together with the temporal discretisation results in: 
 
(59) 
 
where, the effective stiffness matrix, K , is given as (60): 
 
(60) 
 
The internal “force” vector terms follow from the algebraic rearrangements above.  
For example: 
 
 (61) 
 
A value of  = 0.5, representative of a mid-point (Crank-Nicolson) scheme, is 
usually chosen. 
 
2.4.2. Boundary Conditions 
Transfer of heat across the boundary, assuming that the boundary is dry and no 
liquid water flux occurs (Tenchev, Li et al. 2001), is described by a Neumann type 
boundary condition (62). 
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where hqr is the sum of the convection and radiation heat transfer coefficients on 
the boundary and T∞ is the temperature of the atmosphere. 
Transfer of water vapour across the boundary is also described by a 
Neumann type boundary condition (63). 
 
(63) 
 
where   is the coefficient of water vapour mass transfer on the boundary and G,
~  
is the vapour content in the atmosphere. 
The gas pressure on the boundary is given by a Dirichlet type boundary 
condition (64). 


where PG,∞ is the gas pressure of the atmosphere. 
Complete derivations of these formulations can be found in Davie et al. 
(Davie, Pearce et al. 2006). 
 
3. Numerical Validation 
The validity and versatility of the model formulation is here demonstrated by way 
of numerical analyses designed to replicate two sets of physical experiments.  The 
first reproduces an isothermal drying problem reported by Baroghel-Bouny et al. 
(Baroghel-Bouny, Mainguy et al. 1999) and the second reproduces a set of high 
temperature experiments reported by Kalifa et al. (Kalifa, Menneteau et al. 2000). 
 
3.1. Numerical Analysis 1 - Isothermal Drying Problem 
This problem was representative of concrete cylinders 0.1m in length and 0.16m 
in diameter, sealed around their circumference and open to the atmosphere at both 
ends.  From their initial controlled storage conditions the concrete cylinders were 
allowed to dry in a controlled atmosphere for approximately 1 year.  Two types of 
concrete were tested; ordinary concrete (OC) and high performance concrete 
(HPC).  The total mass of the samples and the relative density of the material 
across the length of the samples were recorded periodically during the 
experiments (Baroghel-Bouny, Mainguy et al. 1999). 
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A 1-dimensional model set up was adopted, consisting of a rectangular 
mesh of 100 equally sized four noded quadrilateral elements (100 × 1) (Figure 1).  
The lateral boundaries were closed to heat and mass transport to simulate sealed 
conditions while the ends of the mesh were free to exchange heat and mass with 
the atmosphere.  The boundary exchange problem is defined by equations (62)-
(64) and values of temperature, gas pressure and vapour content were specified for 
the atmosphere external to the ends of the sample. 
The initial internal conditions and key material parameters of the 
concretes, which were determined from the original reference ((Baroghel-Bouny, 
Mainguy et al. 1999)) or through calibration of the results, are given in Table 1. 
The most significant parameter in controlling the results was found to be 
the initial permeability, K0, of the concrete.  Other factors related to flow, such as 
diffusion, were found to have very little influence.  A number of numerical 
analyses were carried out, varying the initial permeability by trial and error until 
the closest match to the experimental results could be found. A similar approach 
was undertaken by Baroghel-Bouny et al. in a numerical study undertaken in 
conjunction with their experimental study. 
Figures 2, 3 & 4 show comparisons of the numerical results produced by 
this model with the experimental results reported in (Baroghel-Bouny, Mainguy et 
al. 1999) for both OC and HPC.  In Figure 2 it can be seen that the total 
percentage mass loss in time shows very good matches between the experimental 
and numerical results for both types of concrete.  However, in both cases it may 
be noticed that the predicted mass loss is slightly lower than the experimental 
results in the early part of the tests and slightly higher than the experimental 
results in the latter part of the tests.  This suggests that mass transport is taking 
place more quickly than predicted by the model.  The behaviour is similar to that 
shown in the numerical results of Baroghel-Bouny et al. and thus may indicate an 
as yet unidentified physical process affecting the flow of fluids within and out of 
the concrete samples. 
Despite this it can be seen in Figures 3 & 4 that the results of percentage 
change in relative density across the samples show good agreement with the 
experimental data, although the results for HPC are more difficult to discern than 
those for OC due to the difficulties of measuring small variations experimentally. 
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 From Table 1 it can be seen that these results were produced by setting the 
initial permeability, K0, equal to 1.5 × 10-21m2 for OC and equal to 2.5 × 10-21m2 
for HPC.  The value obtained for OC fits very well within the range expected for a 
concrete of this type and matches very closely the value of 3.0 × 10-21m2 obtained 
by Baroghel-Bouny et al. using a similar technique.  However, while the results 
for HPC shown in Figures 2 & 4 match well both qualitatively and quantitatively 
with the experimental findings, the value for the initial permeability cannot be 
considered reliable.  Firstly, it is higher than might be expected for a concrete of 
this type (Baroghel-Bouny et al. obtained a more representative value of 5.0 × 10-
22m2) and secondly, it is close to but in fact higher than the value obtained here for 
OC, which is improbable since HPC is typically considerably denser than OC.  
While it must be considered that the initial conditions for the two tests (including 
the key parameters of water content and concrete porosity) were very different, it 
still seems unlikely that this is an accurate result and this may highlight a failure 
of the model to capture fundamental differences between HPC and OC. 
In contrast, it is notable that the numerical model of Baroghel-Bouny et al. 
appeared to work well and capture these differences and, although there are a 
number of ways in which the formulations of that model and this one vary, a 
critical difference, and the factor thought most likely to be responsible for the 
poor HPC results, is the sorption isotherms. 
Baroghel-Bouny et al. used a single equation for their sorption isotherms 
(65) but carried out wetting/drying tests to calibrate material coefficients, a & b, 
specific to the two concretes used in their experiments. 
 
(65) 
 
This resulted in significantly different isotherm curves for the two concretes but 
inherently captured the differences between them and subsequently produced 
good results. 
However, a point against that approach is that it would be impractical to 
determine the required coefficients for existing concretes or for the predictive 
analysis of new concretes.  Instead, the model presented in this paper uses a 
generalised isotherm equation (16) that is a function of the more easily identified 
material properties of cement/water ratio and porosity.  As shown above, this 
worked well for OC. 
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However, on consideration of the isotherm formulation (AI.8 & AI.9), it 
may be noted that the porosity of the concrete disappears from the formulation 
when the isotherms are normalised for saturation of the concrete (c.f. (65)) and 
furthermore the cement/water ratio has very little affect on the shape of the 
isotherms at lower (ambient) temperatures. 
Consequently, there was very little difference between the isotherms for 
OC and HPC and, despite the model’s ability to account for the typical differences 
between OC and HPC (including density, porosity, permeability and the initial 
conditions in the two tests) this seems to have resulted in a failure to adequately 
capture the behaviour of the HPC. 
It is in fact noted by Bažant & Kaplan (Bažant and Kaplan 1996) that the 
sorption isotherms used here are more suited to OC than HPC and this, together 
with the findings of this study, may indicate some fundamental parametric 
differences between OC and HPC that are not adequately understood or 
considered.  Further work will be required to improve this aspect of the work. 
Notwithstanding the difficulties discussed above, this study has given a 
very clear demonstration of the ability of the model to reproduce the transport 
phenomena, combining multi-phase diffusion and pressure driven flow behaviour, 
in concrete.   However, it is recognised that, due to its isothermal nature, the 
mechanical capabilities of the model were not tested by this problem.  A second 
numerical study was therefore conducted. 
 
3.2. Numerical Analysis 2 - High Temperature Problem 
This problem was representative of concrete slabs with a thickness of 0.12m and 
with plan dimensions of 0.3m × 0.3m.  The slabs were open to the atmosphere on 
their top and bottom surfaces and thermally insulated around their sides.  From 
their initial storage conditions the slabs were heated to 600°C on their top surface 
for a period of six hours.  As with the pervious example, two types of concrete 
were tested; ordinary concrete (M30) and high performance concrete (M100).  
Throughout the tests the internal pressures and temperatures were measured at 
several points through the thickness of the slabs (Kalifa, Menneteau et al. 2000). 
The model set up consisted of a rectangular mesh of 120 equally sized 
eight noded quadrilateral elements (120 × 1) (Figure 5).  On the assumption that 
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the behaviour would be essentially 1-dimensional (Mounajed and Obeid 2004; 
Witek, Gawin et al. 2007), the lateral boundaries were closed to heat and mass 
transport and were mechanically fixed to allow displacement (expansion) only 
perpendicular to the heated face.  The ends of the mesh were free to exchange heat 
and mass with the atmosphere and, as before, the boundary exchange was handled 
using equations (62)-(64).  Prescribed values of temperature, gas pressure and 
vapour content were again specified for the atmosphere external to the sample. 
As before the initial internal conditions and key material parameters of the 
concretes were determined from the original reference ((Kalifa, Menneteau et al. 
2000)) or through calibration of the results and are given in Table 2. 
As in the first numerical problem key material parameters were adjusted 
by trial and error until the closest possible match to the experimental results was 
achieved.  Although many parameters were found to influence the results of this 
problem, the most significant were the initial permeability and the tensile strength 
of the concrete, neither of which were reported by Kalifa et al. in their results. 
Figures 6, 7, 8 & 9 show plots of temperatures and gas pressures in time 
measured at various distances from the hot face of the concrete slabs.  Both 
numerical results produced by this model and experimental results reported in 
(Kalifa, Menneteau et al. 2000) are represented.  Figures 6 & 7 relate to ordinary 
(M30) concrete while Figure 8 & 9 relate to high performance (M100) concrete. 
From Figures 6 & 8 it can be seen that the model reproduces the 
experimentally recorded temperatures very well in both the M30 and M100 
concrete tests.  In both cases the final temperatures at all measured points match 
extremely well, although the development of the temperatures over time is more 
closely matched in the M30 concrete than in the M100.  While the precise 
temperature at any given time is important since many of the processes that occur 
in the concrete are temperature dependant, the differences observed in these 
results are not thought to be significant and this is evidenced by the numerical 
predictions for the development of the gas pressures shown in Figures 7 & 9. 
In Figure 7 it can be seen that the model reproduced the development of 
gas pressures in the M30 concrete very well both qualitatively and quantitatively 
over the whole of the 6 hour test as the magnitude and shape of the predicted gas 
pressure peaks match closely those recorded in the experimental work.  It is noted 
that the magnitude of the first (10mm) peak is slightly underestimated by the 
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model but this is not thought to be significant and it should be considered that this 
may be an issue with the experimental results.  It is also noted that the times at 
which the predicted peak gas pressures occur are not perfectly aligned with the 
recorded peaks.  The first (10mm) peak is slightly ahead of the equivalent 
experimental peak while the third (30mm) peak is slightly after the experimental 
peak.  Parametric variation during the study allowed some movement of the 
model peaks in time but it was not possible to match all three peaks with their 
equivalent experimental peaks simultaneously and the results shown in Figure 7 
represent the best all round fit.  Intuitively this must be due to differences between 
the transport behaviours of the real and model concretes that result in the gas 
pressures building up and dissipating in the model at a different rate than in 
reality, but it is not currently known what these differences are.  As discussed with 
the first numerical problem, it is possible that there are transport phenomena 
occurring that are as yet unidentified and as yet not captured by the model.  It was 
noticed during preparation of these results that the gas diffusion coefficient, D 
(Equation AI.1), had some influence over the build up of gas pressures and the 
timing of the peaks but only over a relatively small range beyond which, it is 
thought that pressure driven flow behaviour became the controlling factor.  It is 
suggested that more work is necessary to investigate the role of diffusion and 
particularly its dependence on temperature. 
From Figure 9 it can be seen that the model also reproduced the gas 
pressure development in the M100 concrete well in terms of the magnitude of the 
peak pressures.  However, as with the M30 concrete, the peaks predicted by the 
model do not occur concurrently in time with those recorded in the experiments 
and generally occur later.  As might be expected the model predicts peaks of 
similar shapes to those predicted for the M30 concrete but as can be seen from the 
experimental results, the shapes of the true peaks are of a different nature (distinct 
peaks rather than smooth).  This may again suggest some unidentified difference 
between OC and HPC although the discrepancy may also be related to the 
sorption isotherms.  As discussed previously, the isotherms are more suited to OC 
than HPC, but it is notable that the model seems to have performed better for HPC 
at high temperatures than at ambient temperatures, as the predicted initial 
permeabilities (Table 2) are more consistent with the materials employed in these 
experimental tests.  Given its influence on the M30 results, gas diffusion 
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behaviour was again considered but was found to have very little effect on the 
predicted gas pressures in the M100 concrete.  This is thought to be due to the 
relatively high gas pressures involved, which will dominate the gas flow 
behaviour from early on in the test. 
Nonetheless, what is reasonably well predicted in both the M30 and M100 
results are the gas pressures towards the latter stages of the tests.  Interestingly, 
Mounajed & Obeid (Mounajed and Obeid 2004) and Witek et al. (Witek, Gawin 
et al. 2007) both observed that post peak dissipation of the gas pressures was 
under predicted by their models.  Investigations surrounding this study have 
shown that similar behaviour may be observed with this model if the permeability 
function is not coupled to the damage or if damage behaviour is not properly 
accounted for (See Section 3.3.).  This is supported by Witek et al. who suggest 
that the strength of the coupling between permeability and damage is to blame for 
the behaviour seen in their results.  The results shown here, particularly for the 
M30 concrete, are seen as an improvement over those models. 
However, despite the ability of this model to reproduce the gas pressure 
profiles as shown in Figures 7 & 9, the model failed to reproduce the peak for 
M30 concrete at a depth of 50mm.  Numerical results compared with the 
experimental results for this point significantly over estimated the timing, 
magnitude, shape and tail of the peak (See Figure 10).  Variation of the tensile 
strength and damage behaviour in the model failed to improve this prediction 
without detrimental effect to the other results. 
It is thought that this behaviour may be a result of differences in the 
fundamental behaviour of the experimental and numerical set ups in the latter 
stages of the experiment.  Firstly, the numerical set up employed here assumed 1-
dimensional behaviour.  It may be that this does not properly capture the boundary 
conditions of the experiment which is truly a 3-dimensional problem.  Since the 
four sides of the slabs were not reported by Kalifa et al. to be sealed to moisture, 
some dissipation of vapour through these surfaces may have occurred.  This might 
contribute to a more rapid dissipation of the gas pressure than predicted by the 1D 
model.  Given the lower permeability of the M100 concrete, this effect would take 
longer to emerge in those results, although it may be noticed that the tail of the 
50mm peak is also the worst predicted in that analysis. 
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Secondly, while the effects of thermo-mechanical damage were captured 
to some extent by this model it is again possible that the assumption of 1-
dimensional behaviour does not adequately capture the stress state.  If the true 
stress state differs considerably from that predicted here, the pattern of thermo-
mechanical damage may also differ significantly.  As discussed previously, the 
relationship of the transport properties to damage through the development of 
micro-cracks (specifically increasing the permeability) could in turn alter the 
development and dissipation of the gas pressures in the concrete. 
Furthermore, the thermo-mechanical damage is representative of a uniform 
degradation of the material that subsequently affects the transport properties of the 
concrete equally throughout the damaged region.  If a more localised, larger and 
discrete fracture were to occur, this would result in a very localised but dramatic 
affect on the transport behaviour in that area, causing a drop in pressure and a 
more rapid dissipation of vapour.  A fracture in the region of the measurements at 
a depth of 50mm in the M30 concrete could explain the observed experimental 
behaviour and would not be accounted for by the model.  A similar effect was 
noted by Kalifa et al. for the measurements at 30mm depth in the M100 test.  
This, and similar unspecified anomalies, were attributed to failures in the 
experimental equipment or to the development of fractures around the 
measurement probes. 
Kalifa et al. also reported the occurrence of large discrete cracks in the 
sides of slabs exposed to temperatures up to 800°C but not for those exposed to 
600°C as investigated here.  However, such cracks are obviously only identifiable 
if they reach the surface of the slab.  Relative large internal fractures, while 
undetectable, would also affect the transport behaviour and it may thus be 
necessary to capture discrete fracture behaviour explicitly in order to model 
accurately the behaviour seen in the experimental results. 
 
3.3. Role of Mechanical Behaviour in Numerical Analysis 2 
Further to the discussion above, it is recognised that the effects of the mechanical 
behaviour of the concrete may not be apparent in the results of these analyses, 
especially since, as with many experimental studies, there is little in the results of 
Kalifa et al. (Kalifa, Menneteau et al. 2000) by which to validate it.  However, it 
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can be demonstrated through the results of a parametric study conducted on 
Numerical Analysis 2 that the influence of the mechanical behaviour is critical in 
reproducing the experimental results reported by Kalifa et al.  For the purposes of 
this study the analyses discussed above were repeated with various components of 
mechanical behaviour, namely Thermal Damage, Mechanical Damage and Load 
Induced Thermal Strain initially neglected and then progressively introduced.  
Full details of the parametric study are given in Table 3. 
The results presented in Figure 11 show the gas pressure profiles 
developed for both M30 and M100 concrete during analyses a) to h) (Table 3). 
It may be seen that where all mechanical behaviour is ignored, and hence 
where the coupling of damage with transport behaviour is neglected, for both M30 
concrete (Figure 11a) and M100 concrete (Figure 11e), extremely high gas 
pressures are predicted, well in excess of those recorded by Kalifa et al.  While it 
would be possible to reduce the magnitude of these peaks by increasing the 
permeability of the concretes the values required to reduce them in line with the 
experimental results would be outside the realistic range for concrete.  
Furthermore it may be noted that the shape of the gas pressure peaks in time was 
fundamentally different to the shape of the experimental ones and that this could 
not be adjusted by changing the permeability or any other transport related 
parameter and only by accounting for mechanical behaviour. 
By comparing Figures 11a & e with Figures 11b & f it may be seen that 
including thermal damage behaviour has a very significant effect for both M30 
and M100 concretes.  In each case both the magnitudes and shapes of the gas 
pressure peaks became much more similar to those of the experimental results.  
Only in the latter half of the analyses do the numerical results drift away from the 
experimental results, although this is much more easily seen the in M100 results 
than in the M30 results.  It may be seen in Figure 11f that the general trend in the 
numerical results is for the gas pressure peaks to continue to rise throughout the 
analysis whereas the experimental peaks tend to level off and hence the final 
(50mm) peak predicted by the model does not match well with the experimental 
peak.  Furthermore, the gas pressure is predicted by the model to dissipate more 
slowly than shown in the experiments and the tails of the peaks are much higher 
than in the experimental results.  This further agrees with the findings of 
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Mounajed & Obeid (Mounajed and Obeid 2004) and Witek et al. (Witek, Gawin 
et al. 2007) as discussed in the previous Section. 
It may therefore be surmised that the bulk of the dissipation of gas 
pressure in the concrete is due to an increase in permeability related to the thermal 
degradation of the concrete (represented by thermal damage) (Eq. AI.5).  
However, it is also clear that this is not sufficient to capture the gas pressure 
dissipation in the post peak part of the analyses and that an additional process is 
required to account for this observed behaviour.  The comparative results of 
considering both thermal and mechanical damage effects (related to thermally 
induced stresses) may be seen in Figures 11c & g. 
As can be seen for both the M30 and M100 concretes the magnitudes of 
the gas pressure peaks were significantly under estimated indicating that the 
predicted degradation and micro-fracturing of the concrete, and related increase in 
permeability, due to mechanical damage was much higher than actually occurred 
in the experiments of Kalifa et al.  This may be due either to an over prediction of 
the mechanical damage or to an over prediction of the permeability relating to that 
damage.  However, both the damage and permeability relationships employed in 
this model are based on well established and well accepted work (See Sections 
2.3.1. & 2.2. respectively) so this seems unlikely.  It would be possible to adjust 
the onset of damage in the model by increasing the tensile strength of the concrete 
but the values required would not be representative of the materials under 
consideration.  Similarly while reducing the initial permeability of the concretes 
would intuitively lead to an increase in the predicted gas pressures, in this case 
this would only lead to an increase in the effective stress and consequently a 
further increase in the mechanical damage.  This in turn would further increase the 
permeability, thereby reducing the gas pressures again. 
An alternative way of attenuating the development of mechanical damage 
to a realistic level is required and this is found through accounting for load 
induced thermal strain (LITS) (See Section 2.3.3.).  Figures 11d & h show the 
results of the original analyses presented in Section 3.2. where thermal damage, 
mechanical damage and LITS were all accounted for.  Comparing these with the 
results discussed previously in this Section it may be seen that the gas pressures 
predicted in this case are similar to those shown in Figures 11b & f where only 
thermal damage was accounted for.  However, on closer inspection it may be seen 
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that in the latter half of the analyses, where the peaks in Figures 11b & f tend to 
drift away from the experimental results, the peaks and the tails of the peaks in 
Figures 11d & h match more closely.  This is due to the occurrence of mechanical 
damage, leading to an increase in permeability and a reduction in gas pressures 
not captured by thermal damage alone.  This is particularly evident not only in the 
latter half of the analyses but also in the results for the parts of the concrete 
furthest from the heated face where the temperature, and hence the thermal 
damage, is lower. 
Where, in the results shown in Figures 11c & g, the mechanical damage 
was over predicted, leading to an over prediction of permeability and an under 
prediction of the gas pressures, in this case the effective stress is limited by the 
attenuating effect of LITS, and hence the onset of mechanical damage is delayed. 
It can thus be seen that all of these combined processes are necessary in 
order to fit the experimental results throughout the numerical analyses.  
Furthermore, this study provides a better understanding of the contribution of the 
various mechanical phenomena.  Thermal damage causes the majority of the 
degradation of the concrete and the related increase in permeability results in the 
prediction of gas pressures of the correct order of magnitude for initial 
permeabilities in the correct range for concretes of these kinds.  Mechanical 
damage, moderated by the effects of LITS, causes an increase in permeability 
deeper in the concrete and in the latter stages of the tests, allowing the accurate 
prediction of the gas pressure dissipation and the tails of the peaks.  As shown in 
Figure 11, failing to account for any of these processes significantly reduces the 
accuracy to which the magnitude and shape of the gas pressures peaks in time are 
captured. 
 
4. Conclusions 
Two numerical tests were implemented to demonstrate the ability and validity of 
the model in reproducing experimental results for concretes under hygro-thermo-
mechanical conditions.  The first test related to concrete cylinders exposed to 
isothermal drying while the second test related to concrete slabs exposed to high 
temperatures.  Both tests involved samples of ordinary concrete (OC) and high 
performance concrete (HPC).  The following conclusions may be drawn: 
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 Generally, the model captures the fully coupled hygro-thermo-mechanical 
behaviour of concrete well, both qualitatively and quantitatively, under both 
isothermal and elevated temperature conditions and in places shows 
improvement over several existing models. 
 Isothermal behaviour is more easily reproduced than the complex behaviour 
under exposure to high temperatures because of the difficulties in calibrating 
the numerous parameters that become significant under these conditions and 
which are not reported for many experimental studies.  It may also be noted 
that problems become numerically more difficult to handle under these 
conditions with convergence and stability issues arising. 
 While the demonstrated results show that the underlying physics of the model 
is generally correct they also highlight a number of areas where the physical 
behaviour of concrete may be being misinterpreted or misunderstood or where 
processes that may be significant are not being considered: 
1. Throughout the various analyses, under both isothermal and high 
temperature conditions the transport behaviour predicted by the model did 
not occur at the same rates as in the experimental results.  This suggests 
that Fickian diffusion and Darcian flow regimes, although assumed in 
most models for this type of problem, may not be sufficient to capture the 
true flow behaviour.  The effects and influences of associated parameters 
and assumptions, such as the equivalent thickness (which is related to the 
deviations in the internal flow paths), ideal gas behaviour and boundary 
exchange parameters, should also be investigated.  It is also noted that the 
formulation of the sorption isotherms may contribute to this effect. 
2. The behaviour of HPC is less well captured than that of OC despite the 
ability of the model to account for the well known differences between 
these materials including density, porosity and permeability.  This 
suggests that there may be other significant differences between these 
materials, probably related to their structure, that have not yet been 
identified.  It is recognised that this effect may also be due to the sorption 
isotherms employed in this model, which are more suited to OC than HPC 
and do not distinguish well between the materials at ambient temperatures.  
However, it is also noted that other isotherm formulations, while better 
able to capture HPC behaviour (e.g. (Baroghel-Bouny, Mainguy et al. 
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1999)), require the determination of critical, but physically meaningless, 
material constants.  An isotherm formulation, based on easily identifiable 
material properties, that can capture the behaviour of both OC and HPC 
across a range of temperatures is highly desirable but may be, at least, very 
difficult to achieve.  More work is required in this area. 
3. It was shown that the consideration of all aspects of thermo-mechanical 
behaviour (thermal & mechanical damage and LITS, taking into account 
the effective stress state due to pore pressures) as well as their coupling to 
increased permeability is critical in reproducing the transport behaviour in 
concretes exposed to high levels of thermal loading.  Despite this, it was 
also shown that the model failed to reproduce the behaviour in regions 
where discrete fractures are thought to have developed.  An ability to 
capture the coupled behaviour of discrete fracture development as well as 
diffuse damage is probably required in order to reproduce successfully all 
of the experimental results presented by Kalifa et al.  Such ability would 
also be highly desirable for understanding and prediction of thermal 
spalling in concretes.  Work in this area is due to begin shortly. 
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Fig. 1 Model set up for Numerical Analysis 1 - Isothermal Drying Problem 
 
Fig. 2 Percentage mass loss in time for OC and HPC experimental and numerical results for 
Numerical Analysis 1 - Isothermal Drying Problem 
 
Fig. 3 Relative density variation for OC experimental and numerical results for Numerical 
Analysis 1 - Isothermal Drying Problem 
 
Fig. 4 Relative density variation for HPC experimental and numerical results for Numerical 
Analysis 1 - Isothermal Drying Problem 
 
Fig. 5 Model set up for Numerical Analysis  2 - High Temperature Problem 
 
Fig. 6 Experimental and Numerical Temperatures Measured in Time at Four Positions in M30 
Concrete Samples for Numerical Analysis 2 - High Temperature Problem 
 
Fig. 7 Experimental and Numerical Gas  Pressures Measured in Time at Three Positions in M30 
Concrete Samples for Numerical Analysis 2 - High Temperature Problem 
 
Fig 8 Experimental and Numerical Temperatures Measured in Time at Four Positions in M100 
Concrete Samples for Numerical Analysis 2 - High Temperature Problem 
 
Fig. 9 Experimental and Numerical Gas Pressures Measured in Time at Four Positions in M100 
Concrete Samples for Numerical Analysis 2 - High Temperature Problem 
 
Fig. 10 Experimental and Numerical Gas Pressures Measured in Time at  Four Positions in M30 
Concrete Samples for Numerical Analysis 2 - High Temperature Problem, Showing Poor 
Prediction at 50mm Depth 
 
Fig. 11  Experimental and Numerical Gas Pressures for Parametric Study Conducted to 
Demonstrate the Role of Mechanical Behaviour in Numerical Analysis  2 - High Temperature 
Problem showing results for, a) M30 concrete ignoring mechanical effects, b) M30 concrete 
considering only thermal damage, c) M30 concrete considering thermal and mechanical damage, 
d) M30 concrete considering thermal and mechanical damage and transient thermal creep,  e) 
M100 concrete ignoring mechanical effects, f) M100 concrete considering only thermal damage, 
g) M100 concrete considering thermal and mechanical damage and h) M100 concrete considering 
thermal and mechanical damage and transient thermal creep  
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Table 1: Initial Conditions and Material Properties for Numerical Analysis  1 Models 
Parameter Value 
OC HPC 
Initial internal temperature, T 20°C 20°C 
Initial internal gas pressure, PG 101325Pa 101325Pa 
Initial internal vapour content,  ̃v 0.016077kg/m
3 
≡~93%RH 
0.011064kg/m3 
≡~64%RH 
Initial porosity,  12.2% 8.2% 
Initial Permeability, K0 1.5 × 10-21m2 2.5 × 10-21m2 
Apparent Density,  2285kg/m3 2385kg/m3 
Young’s modulus 30GPa 30GPa 
Poisson’s ratio 0.2 0.2 
Compressive strength 49.4MPa 115.5MPa 
Tensile strength 5MPa 11.5MPa 
 
Table 2: Initial Conditions and Material Properties for Numerical Analysis  2 Models 
Parameter Value 
M30 Concrete M100 Concrete 
Initial internal temperature 25°C 25°C 
Initial internal gas pressure 101325Pa 101325Pa 
Initial internal vapour content 0.014525kg/m3 
≡~63%RH 
0.01778kg/m3 
≡~77%RH 
Initial porosity 14.3% 9.4% 
Initial Permeability 12.0 × 10-20m2 5.0 × 10-21m2 
Apparent Density 2147kg/m3 2247kg/m3 
Young’s modulus 30GPa 30GPa 
Poisson’s ratio 0.2 0.2 
Compressive strength 35MPa 92MPa 
Tensile strength 3MPa 5MPa 
 
Table 3. Details of Parametric Study Conducted to Demonstrate the Role of Mechanical Behaviour 
in Numerical Analysis 2 - High Temperature Problem 
Run Concrete Thermal 
Damage 
Mechanical 
Damage 
Load Induced 
Thermal Strain 
a) M30    
b) M30    
c) M30    
d) M30    
e) M100    
f) M100    
g) M100    
h) M100    
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Appendix I – Material Parametric Relationships 
Many of the auxiliary parametric relationships employed in this work can be 
found in (Davie, Pearce et al. 2006).  Those that are additional to or differ from 
that publication are presented below: 
Coefficients of water vapour/air diffusion within porous concrete (Vodák, 
Cerný et al. 1997; Cengel 2003): 
(AI.1)  
 
(AI.2) 
 
where, D is the atmospheric diffusion coefficient of air in water vapour (or water 
vapour in air) (Cengel 2003), and leq is the dimensionless equivalent thickness of 
the concrete which represents the reduction in the rate of diffusion caused by the 
complex flow path through the pore structure of the concrete (Vodák, Cerný et al. 
1997). 
Density of liquid water (Furbish’s Equation (Furbish 1997)): 
 
(AI.3) 
 
where, a  = 4.8863×10-7, b = 1.6528×10-9, c = 1.8621×10-12, d = 2.4266×10-13, e = 
1.5996×10-15, f = 3.3703×10-18, g = 1.0213×103, h = 7.7377×10-1, j = 8.7696×10-3, 
k = 9.2118×10-5, l = 3.3534×10-7, m = 4.4034×10-10, pl = 10×106 and pr = 20×106 
 
 
Gf is the fracture energy release rate (Pearce, Nielsen et al. 2004) 
 
(AI.4) 
 
 
Intrinsic permeability of concrete: 
 
(AI.5) 
 
where, K0 is the initial permeability, and D= is the multiplicative 
thermal-mechanical damage. 
Saturation Vapour Pressure for  (Hyland-Wexler Formula (Parsons 1989)): 
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 (AI.6) 
 
where, C1 = -5.8002206×103, C2= -5.5162560, C3 = -4.8640239×10-2, C4 = 
4.1764768×10-5, C5 = -1.4452093×10-8, C6 = 6.5459673 
 
Thermal conductivity of concrete (CEN 2004): 
 
(AI.7) 
 
where the coefficients range between the upper bound of k1 = 2.0, k2 = 0.2451 & 
k3 = 0.0107 and the lower bound of k1 = 1.36, k2 = 0.136 & k3 = 0.0057. 
 
Volume fraction of liquid (or adsorbed) water - Sorption Isotherms: 
 
 
(AI.8) 
 
 
 
 
 
where, 0 is the initial porosity of the concrete, L0 is the initial density of liquid 
water, a, b, c & d are complex temperature dependent coefficients of a cubic 
function such that L and its derivatives  SatV
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continuous, and m is a temperature dependent coefficient as given by (AI.9): 
 
(AI.9) 
 
where TC is the temperature in degrees Celsius.  
The cubic function fitted to the section of the sorption curves, 0.96 < 
PV/PSat ≤ 1.00, was developed in order to smooth the upper parts of the sorption 
curves and ensure numerical stability where, particularly at higher temperatures, 
there is very rapid increase in water content as the relative humidity tends to 
100%. 
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Appendix II – Matrix coefficients for Equation (46)  
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Fig. 1 Model set up for Numerical Analysis 1 - Isothermal Drying Problem 
 
 
 
Fig. 2 Percentage mass loss in time for OC and HPC experimental and numerical results for 
Numerical Analysis 1 - Isothermal Drying Problem 
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Fig. 3 Relative density variation for OC experimental and numerical results for Numerical 
Analysis 1 - Isothermal Drying Problem 
 
 
Fig. 4 Relative density variation for HPC experimental and numerical results for Numerical 
Analysis 1 - Isothermal Drying Problem 
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Fig. 5 Model set up for Numerical Analysis  2 - High Temperature Problem 
 
 
Fig. 6 Experimental and Numerical Temperatures Measured in Time at Four Positions in M30 
Concrete Samples for Numerical Analysis 2 - High Temperature Problem 
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Fig. 7 Experimental and Numerical Gas Pressures Measured in Time at Three Positions in M30 
Concrete Samples for Numerical Analysis 2 - High Temperature Problem 
 
 
Fig 8 Experimental and Numerical Temperatures Measured in Time at Four Positions in M100 
Concrete Samples for Numerical Analysis 2 - High Temperature Problem 
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Fig. 9 Experimental and Numerical Gas Pressures Measured in Time at Four Positions in M100 
Concrete Samples for Numerical Analysis 2 - High Temperature Problem 
 
 
Fig. 10 Experimental and Numerical Gas Pressures Measured in Time at Four Positions in M30 
Concrete Samples for Numerical Analysis 2 - High Temperature Problem, Showing Poor 
Prediction at 50mm Depth 
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Fig. 11  Experimental and Numerical Gas Pressures for Parametric Study Conducted to 
Demonstrate the Role of Mechanical Behaviour in Numerical Analysis  2 - High Temperature 
Problem showing results for, a) M30 concrete ignoring mechanical effects, b) M30 concrete 
considering only thermal damage, c) M30 concrete considering thermal and mechanical damage, 
d) M30 concrete considering thermal and mechanical damage and transient thermal creep,  e) 
M100 concrete ignoring mechanical effects, f) M100 concrete considering only thermal damage, 
g) M100 concrete considering thermal and mechanical damage and h) M100 concrete considering 
thermal and mechanical damage and transient thermal creep 
