ABSTRACT.In this paper we show that the structure of the Bergman and Szegö kernel functions is especially simple on domains with hyperelliptic double. Each such domain is conformally equivalent to the exterior of a system of slits taken from the real axis, and on such domains the Bergman kernel function and its adjoint are essentially the same, while the Szegö kernel function and its adjoint are elementary and can be written in a closed form involving nothing worse than fourth roots of polynomials. Additionally, a number of applications of these results are obtained.
axis and whose intersection with the open upper half plane is simply connected, and by 2" the class of all domains which are the exterior of a system of n slits taken from the real axis.
Our concern now is to indicate how the special structure of the compact hyperelliptic Riemann surfaces is reflected in the class Hn. We will focus here on the structure of the Bergman and Szegö kernel functions defined on domains in Hn. The tools developed here will enable an elegant treatment of Noether's theorem for domains in Hn, as well as the variational theory of functionals on domains in Hn.
We begin with the fundamental geometric fact concerning domains in the class Hn. The proof of this result is immediate from well-known properties of hyperelliptic surfaces. See [3] . (1) D E Hn, ( 2) D can be mapped one-to-one conformally onto a domain in 2", (3) D admits an anticonformal involution possessing precisely 2« fixed points on the boundary of D.
Theorem 1 is important in that the class 2" will play a role here similar to that played by the unit disk in the theory of functions on simply connected domains. Indeed, it will become evident that domains in the class 2" are in many respects the second simplest class after the unit disk. As a consequence of Theorem 1, observe also that H" D Sn D 2". Definition 2. Let rx,r2,..., r2n be the endpoints of the line segments which form the boundary of D E 2". Then the "structure polynomial" of D is defined to be the polynomial q(z) = Il(z -r) where the product is taken over all finite endpoints r¡.
Note that if D E 2" has the structure polynomial q(z), then the double of D is conformally equivalent to the Riemann surface w2 -q(z) = 0. As an immediate consequence of this, let ex, e2,..., e2n be 2n distinct points located in the finite plane. Then a necessary and sufficient condition for the Riemann surface w2 -U2Z x(z -ej) = 0 to be the double of a plane domain is for the e,. to be located in a circle. Compare, for example, [6] . Now let D be a domain in the class S" and suppose that o^ is the harmonic measure on D with boundary values 5 on y". Each w^ is the real part of a multivalued analytic function w^z) = u^z) + ia^fz) whose derivative is single-valued on D. Observe that because of the symmetry of D,
We also define the induction coefficients P , p, v = 0,1,2,..., n -1, by ft,"=l Now observe that whenever f is in Z>, so also is f in D, and so Z) admits the anticonformal involution K(f ) = f. We thus define the kernel functions
The kernel functions ÄT(z, £) and AT(z, f) are analytic and symmetric in both variables z and f. Now for s E D, let
be univalent functions on D which map D onto the exterior of a system of, respectively, horizontal and vertical slits. It is known then that
See, for example, [4, p. 82] or [9, pp. 361-368] . Now assume that s E D is a point on the real axis so that, in particular, s = s -V(s). Forming the sum of equations (4) and (5) and using (1), (2), and (3), we obtain, for s real,
Now let j and u be two points of D taken from the real axis. Then the canonical horizontal slit mappings <p(t, s) and <p(t, u) satisfy
and from equation (6) we have
We also have the power series developments of the functions tp(t, u) and tp(t, s) near the point t = s:
Substituting the expansions (9) and (10) into equation (8) , and collecting together terms of equal degree in (t -s), we find that
Observe that (11) permits us to solve for the b" in terms of the an and the numbers <p(«, s) and <p'(u, s). Additionally, we have the following important application of the system (11).
Theorem 2. If D is a domain in the class S", then for all s and u in D,
Proof. First let s and u be taken from the real axis in D. From equation (6) and the expansion (9), we see that
But from (11), the right-hand side of equation (13) With the restriction that 5 and u are taken from the real axis, equation (12) follows immediately from equation (6) . Observe, however, that both sides of equation (12) are analytic functions in j and u, and, consequently, (12) holds for all s and u in D.
We remark that identities of the form (12) have been extensively studied in the past by, among others, Schiffer and Hawley [11] . It is interesting to note that the system (11), in concert with equation (6), provides an effective tool for establishing additional, albeit more complicated, identities of this form.
As a final application of equation (6), we have the following result. 
K(t, s) = -l(t, s) and K(t, s) = -l(t, s).
Proof. First note that if s G D is a point taken from the real axis, then <p(t, s) = \/(t -s). From this fact and equation (6), it follows that (14) is valid for all real s in D. But observe that K(t, s), l(t, s), K(t, s), and ï(t, s)
are all analytic functions of the variable s, whence the identity (14) must hold for all s in D as claimed. We define two polynomials qx(z) and q2(z) by Observe that m(z) effects an n-fold covering of D over the domain H = C\{w: -co < Re w < 0}.
For w in H, we will denote by Vw and Vw the unique analytic square root and fourth root on H which satisfy VT = 1 and VT = 1. Note that Vw = Vw and Vvv = Vw . 
We thus have
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use See, for example, [4, Chapter VII] and [7] , Compare also the original treatment due to Ahlfors [1] and that of Garabedian [5] . Observe that, for D E 2", we have z-t Jn~(z) -vRTj" iRñ With this, we then have
Combining equations (14) and (21), we now obtain the following beautifully symmetric representations for the kernel functions K(z, f ) and L(z, f ): We remark that an alternative approach to the Szegö kernel function is through the Klein prime function. Indeed, Hejhal [8] was able to establish, in the case of an arbitrary Riemann surface, explicit formulas for the Szegö kernel function involving only the Klein prime function and the theta function. It is of particular interest to note here that, in the hyperelliptic case, the theta function can be written in terms of the Klein prime function, which in turn can be expressed in terms of the algebraic functions on the Riemann surface and their integrals. See, for example, Baker [2, pp. 433-466, 425-430] .
Thus, in view of equations (22) and (23) above, it is possible to express the Bergman kernel function and its adjoint on a domain in the class 2n entirely in terms of algebraic expressions.
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