Indicateurs d'allophonie et de phonémicité by Boruta, Luc
Indicators of Allophony and Phonemehood
Luc Boruta
To cite this version:
Luc Boruta. Indicators of Allophony and Phonemehood. Linguistics. Universite´ Paris-Diderot
- Paris VII, 2012. English. <tel-00746163>
HAL Id: tel-00746163
https://tel.archives-ouvertes.fr/tel-00746163
Submitted on 27 Oct 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destine´e au de´poˆt et a` la diffusion de documents
scientifiques de niveau recherche, publie´s ou non,
e´manant des e´tablissements d’enseignement et de
recherche franc¸ais ou e´trangers, des laboratoires
publics ou prive´s.
UNIVERSITÉ PARIS–DIDEROT (PARIS 7)
ÉCOLE DOCTORALE INTERDISCIPLINAIRE EUROPÉENNE FRONTIÈRES DU VIVANT




INDICATEURS D’ALLOPHONIE ET DE PHONÉMICITÉ
Thèse sous la direction de
Benoît CRABBÉ & Emmanuel DUPOUX
Soutenue le 26 septembre 2012
JURY
Mme Martine ADDA-DECKER, rapporteuse
Mme Sharon PEPERKAMP, rapporteuse
M. John NERBONNE, examinateur
M. Benoît CRABBÉ, directeur de thèse






1.1 Problem at hand . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Motivation and contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3 Structure of the dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2 Of Phones and Phonemes 13
2.1 The sounds of language . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.1 Phones and phonemes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.1.2 Allophony . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.2 Early phonological acquisition: state of the art . . . . . . . . . . . . . . . . . . . . 17
2.2.1 Behavioral experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.2.2 Computational experiments . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3 Sources of Data 25
3.1 The Corpus of Spontaneous Japanese . . . . . . . . . . . . . . . . . . . . . . . . . 25
3.1.1 Data preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.1.2 Data-driven phonemics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.1.3 The phonemic inventory of Japanese . . . . . . . . . . . . . . . . . . . . . . 31
3.2 Good allophones like yo momma used to cook . . . . . . . . . . . . . . . . . . . . 32
3.2.1 Old recipes for allophonic rules . . . . . . . . . . . . . . . . . . . . . . . . . 33
3.2.2 Allophonic rules redux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Allophonic inventories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
3.3.1 Data-driven phonotactics . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
3.3.2 O theory, where art thou? . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
4 Indicators of Allophony 51
4.1 Allophony: definitions and objectives . . . . . . . . . . . . . . . . . . . . . . . . . 51
4.1.1 Phones, phone pairs, and allophones . . . . . . . . . . . . . . . . . . . . . 51
4.1.2 Objectives: predicting allophony . . . . . . . . . . . . . . . . . . . . . . . . 52
4.2 Building indicators of allophony . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.1 Acoustic indicators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
4.2.2 Temporal indicators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.2.3 Distributional indicators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.2.4 Lexical indicators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.3 Numerical recipes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.3.1 Turning similarities into dissimilarities . . . . . . . . . . . . . . . . . . . . 64
4 Contents
4.3.2 Standardizing indicators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.3.3 Addressing the frequency effect . . . . . . . . . . . . . . . . . . . . . . . . 65
4.4 Prognoses of allophony . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.1 Rank-sum test of class separation . . . . . . . . . . . . . . . . . . . . . . . . 68
4.4.2 Combining indicators of allophony . . . . . . . . . . . . . . . . . . . . . . . 75
4.4.3 Confusion plots: a look at indicators’ distributions . . . . . . . . . . . . . . 77
4.5 Predicting allophony: binary classification task . . . . . . . . . . . . . . . . . . . . 82
4.5.1 Binomial logistic regression . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.5.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
4.5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4.6 Overall assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
5 Indicators of Phonemehood 97
5.1 Phonemehood: definitions and objectives . . . . . . . . . . . . . . . . . . . . . . . 97
5.1.1 Limitations of the pairwise framework . . . . . . . . . . . . . . . . . . . . 98
5.1.2 Objectives: predicting phonemehood . . . . . . . . . . . . . . . . . . . . . 99
5.2 Predicting phonemehood: (n+1)-ary classification task . . . . . . . . . . . . . . . 101
5.2.1 Flat-response multinomial logistic regression . . . . . . . . . . . . . . . . . 102
5.2.2 Nested-response multinomial logistic regression . . . . . . . . . . . . . . . 103
5.2.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3 Overall assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
6 Phonemehood Redux 115
6.1 Shifting the primitive data structure . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.1.1 Multidimensional scaling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.1.2 Visualizing phone configurations . . . . . . . . . . . . . . . . . . . . . . . . 121
6.2 Prognoses of phonemehood . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
6.3 Predicting phonemehood: n-ary classification task . . . . . . . . . . . . . . . . . . 127
6.3.1 Multinomial logistic regression . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.3.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
6.4 Predicting phonemehood: ?-ary clustering task . . . . . . . . . . . . . . . . . . . . 132
6.4.1 Density-based clustering with DBSCAN . . . . . . . . . . . . . . . . . . . . 133
6.4.2 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
6.4.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.5 Predicting phonemehood: n-ary clustering task . . . . . . . . . . . . . . . . . . . . 141
6.5.1 Chances of phonemehood . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
6.5.2 Complete-linkage hierarchical clustering . . . . . . . . . . . . . . . . . . . 142
6.5.3 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.5.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
6.6 Overall assessment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
7 Conclusion 151
7.1 Indicators of allophony and phonemehood . . . . . . . . . . . . . . . . . . . . . . 151
7.2 Future research . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153
References 157
ACKNOWLEDGEMENTS
I had wonderful support and encouragement while preparing this dissertation. First and fore-
most, Benoît Crabbé—my advisor and longtime maître à penser—provided invaluable feedback,
expert insight, and inspirational discussion during the six years I spent working my way up
through the computational linguistics program at Paris Diderot. His wise selection of textbooks,
Belgian beers, and programming tips never proved wrong.
Emmanuel Dupoux—my other advisor—gave essential critical feedback throughout my grad-
uate studies. He also provided me with a large quantity of excellent data on which to work.
Sharon Peperkamp, Martine Adda-Decker, and John Nerbonne graciously agreed—and on
short notice—to carefully proofread my work with scientific rigour and a critical eye. I thank
them for their enthusiastic and constructive comments.
François Taddei and Samuel Bottani welcomed me into a top-notch graduate school and an
even more exciting and accepting community of knowledge addicts. I learned a great deal in
their company, including new ways to learn. I owe them both a tremendous amount of gratitude.
Charlotte Roze—my partner in misery—has been a constant source of support in and out of
the academic world. She knows that we can have it all, and everything will be alright.
Finally, a big thank goes out to Benoît Healy who has supported me beyond measure, and
who spent hours considerately chasing the Frenglish in this dissertation. I know his brain hurts.
So, come up to the lab, and see what’s on the slab...

ABSTRACT
Although we are only able to distinguish between a finite, small number of sound categories—
i.e. a given language’s phonemes—no two sounds are actually identical in the messages we
receive. Given the pervasiveness of sound-altering processes across languages—and the fact that
every language relies on its own set of phonemes—the question of the acquisition of allophonic
rules by infants has received a considerable amount of attention in recent decades. How, for
example, do English-learning infants discover that the word forms [kæt] and [kat] refer to the
same animal species (i.e. cat), whereas [kæt] and [bæt] (i.e. cat ∼ bat) do not? What kind of cues
may they rely on to learn that [sINkIN] and [TINkIN] (i.e. sinking ∼ thinking) can not refer to the same
action? The work presented in this dissertation builds upon the line of computational studies
initiated by Peperkamp et al. (2006), wherein research efforts have been concentrated on the
definition of sound-to-sound dissimilarity measures indicating which sounds are realizations of
the same phoneme. We show that solving Peperkamp et al.’s task does not yield a full answer
to the problem of the discovery of phonemes, as formal and empirical limitations arise from
its pairwise formulation. We proceed to circumvent these limitations, reducing the task of
the acquisition of phonemes to a partitioning-clustering problem and using multidimensional
scaling to allow for the use of individual phones as the elementary objects. The results of
various classification and clustering experiments consistently indicate that effective indicators of
allophony are not necessarily effective indicators of phonemehood. Altogether, the computational
results we discuss suggest that allophony and phonemehood can only be discovered from
acoustic, temporal, distributional, or lexical indicators when—on average—phonemes do not
have many allophones in a quantized representation of the input.

}In the beginning it was too far away for Shadow to focus on. Then it
became a distant beam of hope, and he learned how to tell himself ‘this
too shall pass’.~




1.1 Problem at hand
Sounds are the backbone of daily linguistic communication. Not all natural languages have
written forms; even if they do, speech remains the essential medium on which we rely to
deliver information—mostly because it is always at one’s disposal, particularly when other
communicationmedia are not. Furthermore, verbal communication often appears to be effortless,
even to children with relatively little experience using their native language. We are hardly
conscious of the various linguistic processes at stake in the incessant two-way coding that
transforms our ideas into sounds, and vice versa.
The elementary sound units that we use as the building blocks of our vocalized messages
are, however, subject to a considerable amount of variability. Although we are only able to
distinguish between a finite, small number of sound categories—that linguists refer to as a given
language’s phonemes—no two sounds are actually identical in the messages we receive. Sounds
do not only vary because everyone’s voice is unique and, to some extent, characterized by one’s
gender, age, or mood, they also vary because each language’s grammar comprises a substantial
number of so called allophonic rules that constrain the acoustic realization of given phonemes in
given contexts. In English, for example, the first /t/ in tomato is—beyond one’s control—different
from the last: whereas the first, most likely transcribed as [th], is followed by a burst of air, the
last is a plain [t] sound. This discrepancy emblematizes a feature of the grammar of English
whereby the consonants /p/, /t/, and /k/ are followed by a burst of air—an aspiration—when
they occur as the initial phoneme of a word or of a stressed syllable. Given the pervasiveness of
such sound-altering processes across languages—and the fact that every language relies on its
own set of phonemes—the question of the acquisition of allophonic rules by infants has received
a considerable amount of attention in recent decades. How, for example, do English-learning
infants discover that the word forms [kæt] and [kat] refer to the same animal species (i.e. cat),
whereas [kæt] and [bæt] (i.e. cat ∼ bat) do not ?
1.2 Motivation and contribution
Broadly speaking, research on early language acquisition falls into one of two categories: be-
havioral experiments and computational experiments. The purpose of this dissertation is to
present work carried out for the computational modeling of the acquisition of allophonic rules
by infants, with a focus on the examination of the relative informativeness of different types of
cues on which infants may rely—viz. acoustic, temporal, distributional, and lexical cues.
The work presented in this dissertation builds upon the line of computational studies initiated
by Peperkamp et al. (2006), wherein research efforts have been concentrated on the definition of
sound-to-sound dissimilarity measures indicating which sounds are realizations of the same
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phoneme. The common hypothesis underlying this body of work is that infants are able to
keep track of—and rely on—such dissimilarity judgments in order to eventually cluster similar
sounds into phonemic categories. Because no common framework had yet been proposed to
systematically define and evaluate such empirical measures, our focus throughout this study
was to introduce a flexible formal apparatus allowing for the specification, combination, and
evaluation of what we refer to as indicators of allophony. In order to discover the phonemic
inventory of a given language, the learning task introduced by Peperkamp et al. consists in
predicting—for every possible pair of sounds in a corpus, given various indicators of allophony—
whether or not two sounds are realizations of the same phoneme. In this dissertation, we
show that solving this task does not yield a full answer to the problem of the discovery of
phonemes, as formal and empirical limitations arise from its pairwise formulation. We proceed
to revise Peperkamp et al.’s framework and circumvent these limitations, reducing the task of
the acquisition of phonemes to a partitioning-clustering problem.
Let us emphasize immediately, however, that no experiment reported in this dissertation is
to be considered as a complete and plausible model of early language acquisition. The reason
for this is twofold. First, there is no guarantee that the algorithms and data structures used in
our simulations bear any resemblance to the cognitive processes and mental representations
available to or used by infants. Second, we focused on providing the first empirical bounds
on the learnability of allophony in Peperkamp et al.’s framework—relying, for instance, on
supervised learning techniques and non-trivial simplifying assumptions regarding the nature
of phonological processes. Though motivated by psycholinguistic considerations, the present
study is thus to be considered a contribution to data-intensive experimental linguistics.
1.3 Structure of the dissertation
The body of this dissertation is divided into six main chapters, delimited according to the
different data representations and classification or clustering tasks we examined.
In Chapter 2, we introduce the major concepts at play in the present study—viz. those of
phone, phoneme, and allophone. We also review in this chapter the state of the art in the field
of computational modeling of early phonological acquisition. Chapter 3 is an introduction to
the corpus of Japanese speech we used throughout this study. Here, the focus is on discussing
our preprocessing choices—especially regarding the definition of the phonemic inventory, the
mechanisms we used to control the limits of the phonetic similarity between the allophones of a
given phoneme, and how our data eventually relate to theoretical descriptions of the phonology
of Japanese. In Chapter 4, we report our preliminary experiments on the acquisition of allophony.
We first define the core concepts of our contribution—viz. empirical measures of dissimilarity
between phones referred to as indicators of allophony. Then, we evaluate these indicators in
experiments similar to the ones carried out by Peperkamp et al. (2006; and subsequent studies),
and try to predict whether two phones are realizations of the same phoneme. Chapter 5 is divided
into two main sections. In the first section, we discuss the limitations of Peperkamp et al.’s
pairwise framework, as well as our arguments in favor of a transition toward the fundamental
proposition of this study, i.e. not only predicting whether two phones are realizations of the same
phoneme but, if so, of which phoneme they both are realizations. In the section that follows,
we report various transitional experiments where, using the very same data as in Chapter 4, we
attempt to classify phone pairs into phoneme-like categories. In Chapter 6, we start with a formal
description of the techniques we used to obtain a novel, pair-free representation for the data at
hand that is more suitable to the prediction of phonemehood. We then go on to report various
classification and clustering experiments aiming at partitioning a set of phones into a putative
phonemic inventory. Finally, Chapter 7 contains a general conclusion in which we discuss the
contributions of the present study, as well as the limitations and possible improvements to our
computational model of the early acquisition of phonemes.
CHAPTER 2
OF PHONES AND PHONEMES
When embarking on a study of sounds and sound systems, it is important to first define the
objects with which we will be dealing. As we are dealing with both tangible sound objects
and abstract sound categories, we need to define just what these objects are, as well as how we
conceive the notion of sound category itself. Therefore, the aim of this chapter is to introduce the
major concepts at play in the present study (namely those of phone, phoneme, and allophone),
and to review the state of the art in the area of computational modeling of early phonological
acquisition.
2.1 The sounds of language
The subfields of linguistics can ideally be organized as a hierarchy wherein each level uses the
units of the lower level to make up its own, ranging from the tangible yet meaningless (at least
when considered in isolation) acoustic bits and pieces studied in phonetics, to the meaningful yet
intangible abstract constructs studied in semantics and discourse. In this global hierarchy where
discourses are made of utterances, utterances are made of words, etc., phonology and phonetics
can be thought of as the two (tightly related) subfields concerned with the smallest units: sounds.
Before giving precise definitions for the sounds of language, it is worth emphasizing that, as
far as phonology and phonetics are concerned, words are made of sounds (more precisely,
phonemes) rather than letters (graphemes). Not all natural languages have written forms (Eifring
& Theil, 2004) and, if they do, the writing system and the orthography of a given language are
nothing but agreed-upon symbols and conventions that do not necessarily reflect any aspect of
the underlying structure of that language.
2.1.1 Phones and phonemes
In this study, we are interested in the tangible, vocalized aspects of natural languages. In the
context of verbal communication, the speaker produces an acoustic signal with a certain meaning
and, if communication is successful, the hearer is able to retrieve the intended meaning from the
received signal. Communication is possible if, among other things, the hearer and the speaker
share the common knowledge of the two-way coding scheme that is (unconsciously) used to
transform themessage into sound, and vice versa. Such a process is one amongmany examples of
Shannon’s (1948) noisy channel model which describes how communication can be successfully
achieved when the message is contaminated to a certain extent by noise or variation to a norm.
Indeed, as mentioned by Coleman (1998; p. 49), it was remarked early on by linguists that
}the meaning of a word or phrase is not signalled by exactly how it is pronounced—if it was,
physiological differences between people and the acoustic consequences of those differences
would make speech communication almost impossible— but how it differs from the other
words or phrases which might have occurred instead.~
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Russian Korean
[t] [d] [t] [d]
/t/ /d/ /t/
Figure 2.1—Mental representation of the phones [t] and [d] for speakers of Russian and speakers
of Korean, after Kazanina et al. (2006).
Two important aspects of natural languages are highlighted in this quotation. On one hand, the
quote pinpoints the fact that linguistic units are not relevant or useful by themselves, but as the
commutable components of a system. On the other hand, it emphasizes the need for a dichotomy
between the exact acoustic realization of the message and a more abstract representation. In
other words, not all acoustic information is relevant linguistic information. The concepts of
phone and phoneme embody this dichotomy: whereas phonemes are abstract sound categories,
phonesare tangible realizations of the phonemes.
Phonemes Phonology and sound systems have been studied under various (sometimes compet-
ing) frameworks and theories, each of them promoting its own representations, rules, principles,
or constraints (e.g. Chomsky & Halle, 1968; Dell, 1985; Coleman, 1998; Kager, 1999; Goldsmith
et al., 2011). However, it seems fair to assume that, nomatter the framework, phonemes are among
the most elementary linguistic units manipulated by phonologists. Indeed, the International
Phonetic Association (1999) defines the phoneme as
}the smallest segmental unit of sound employed to form meaningful contrasts between
utterances.~
Minimal pairs are the typical example of such meaningful contrasts: in English, for example,
word pairs such as /kæt/∼ /bæt/ (cat and bat), /kæt/∼ /kIt/ (cat and kit), or /sINk/∼ /TINk/ (sink
and think) can be distinguished thanks to the contrasts between the phoneme pairs /k/ ∼ /b/,
/æ/ ∼ /I/, and /s/ ∼ /T/, respectively. Put another way, not distinguishing one phoneme from
another, for example /s/ ∼ /T/ as some European-French- or Chinese-speaking learners of
English do (Brannen, 2002; Rau et al., 2009), would inevitably yield to the confusion of words
contrasting on these phonemes.
If native speakers of a given language may not be able to distinguish some phonemes of
another language, it is because each language’s phonology is organized around its own finite
(and somewhat small) set of phonemes, a.k.a. the language’s phonemic inventory. Phonemic
inventories vary significantly across languages, both in size and in content (Tambovtsev &
Martindale, 2007; Atkinson, 2011; Wang et al., 2012), and distinctive contrasts in one language
may well not be distinctive in another. Evidence of such contrasts and of the psychological reality
of phonemes is presented by Kazanina et al. (2006) who demonstrated that early auditory brain
responses are shaped by the functional role of the sounds in the listener’s language, as pictured
in Figure 2.1. Using magnetoencephalographic brain recordings, Kazanina et al. showed that
hearing the very same phones [t] and [d] activates distinct response patterns for speakers of
Russian and speakers of Korean: whereas the brain recordings of the speakers of Russian showed
divergent responses for [t] and [d], those of speakers of Korean showed no significantly divergent
responses. In the same study, speakers of Korean also showed great difficulty in consciously
discriminating [t] and [d]. This discrepancy in performance is due to the fact that the stimuli [t]
and [d] are realizations of two distinct phonemes /t/ and /d/ in Russian, whereas they are both
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realizations of a single phoneme in Korean, here written as /t/. Indeed, as emphasized by Tobin
(1997; p. 314):
}native speakers are clearly aware of the phonemes of their language but are both unaware
of and even shocked by the plethora of allophones and the minutiae needed to distinguish
between them.~
We previously stated that speakers of English are able to distinguish word pairs such as
/kæt/ ∼ /bæt/ because of the contrast between the phonemes /k/ ∼ /b/. In fact, the reciprocal
of this statement may yield a more accurate definition of phonemes as linguistic units: in English,
the contrast between sound categories such as /k/∼ /b/ is said to be phonemic because it allows
the speakers to distinguish word pairs such as /kæt/ ∼ /bæt/. Phonemes do not exist for their
own sake, but for the purpose of producing distinct forms for messages with distinct meanings.
Phones Whereas each language’s sound system comprises a limited number of phonemes, the
number of phones (a.k.a. speech sounds or segments) is unbounded. Due to many linguistic
and extra-linguistic factors such as the speaker’s age, gender, social background, or mood, no
two realizations of the same abstract word or utterance can be strictly identical. Moreover, and
notwithstanding the difficulty of setting phone boundaries (Kuhl, 2004), we define phones as
nothing but phoneme-sized chunks of acoustic signal. Thence, as argued by Lyons (1968; p. 100),
the concept of phone accounts for a virtually infinite collection of language-independent objects:
}The point at which the phonetician stops distinguishing different speech sounds is dictated
either by the limits of his own capacities and those of his instruments or (more usually) by
the particular purpose of the analysis.~
To draw an analogy with computer science and information theory, phonemes can be thought of
as the optimal lossless compressed representation for human speech. Lossless data compression
refers to the process of reducing the consumption of resources without losing information,
identifying and eliminating redundancy (Wade, 1994; p. 34). In the case of verbal communication,
the dispensable redundancy is made of the fine-grained acoustic information that is responsible
for all conceivable phonetic contrasts, while the true information is made of the language’s
phonemic contrasts. Whereas eliminating phonetic contrasts, e.g. [kæt] ∼ [kAt] or [kæt] ∼ [kæ
˚
t],
would not result in any loss of linguistic information, no further simplification could be applied
once the phonemic level has been reached without risking to confuse words, e.g. /kæt/ ∼ /bæt/.
The concept of phoneme might be thus defined as the psychological representation for an
aggregate of confusable phones. This conception of phonemes as composite constructs has
seldom been emphasized in the literature, though a notable example is Miller (1967; p. 229) who,
describing the phonemic inventory of Japanese, denotes as “/i/ the syllabic high front vowels”
(emphasis added). The point at which we stop distinguishing different phones in the present
study will be presented and discussed in Chapter 3.
Although any phoneme can virtually be realized by an infinite number of distinct phones, the
one-to-many relation between sound categories and sound tokens is far from being random or
arbitrary. First and foremost, the realizations of a given phoneme are phonetically (or acoustically,
we consider both terms to be synonyms) similar, to a certain extent. However, it is worth noting
that the applicability of phonetic similarity as a criterion for the definition of phonemehood has
been sorely criticized by theoretical linguists such as Austin (1957; p. 538):
}Phonemes are phonemes because of their function, their distribution, not because of their
phonetic similarity. Most linguists are arbitrary and ad hoc about the physical limits of
phonetic similarity.~
On the contrary, we argue in favor of the relevance of phonetic similarity on the grounds that it
should be considered an observable consequence rather than an underlying cause of phoneme-
hood. We suggest the following reformulation of the phonetic criterion, already hinted at by
Machata & Jelaska (2006): more than the phonetic similarity between the realizations of a given
phoneme, it is the phonetic dissimilarity between the realizations of different phonemes that
may be used as a criterion for the definition of phonemehood. Phonemes are phonemes because
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of their function, and that function can only be carried out effectively if their realizations can be
distinguished without ambiguity. This conception of the relation between phonetic reality and
phonological abstraction is reminiscent of the compactness hypothesis (Duin, 1999; Pękalska et al.,
2003; and references therein) underlying most if not all classification and clustering problems.
Broadly speaking, the compactness hypothesis can be formulated as follows: similar objects have
to be close in their representation space. Assuming so, and in the perspective of classifying the
objects, objects whose representations are close enough would be assigned to the same class.
Thus, if some objects whose representations are close enough do not belong to the same class,
then their classes most certainly overlap in this representation and cannot be distinguished. We
think this reasoning holds in the case at hand: in any language, phones of different phonemes
have to be sufficiently dissimilar so that hearers can recover the underlying phonemic inventory
of the language without uncertainty. As we will argue in Section 2.2.2 and Chapter 4, phonetic
similarity is not a sufficient criterion for the definition of the phonemic inventory of a language.
Nevertheless, we consider counterintuitive any approach to phonological studies that choses to
dismiss outright the acoustic form of language.
2.1.2 Allophony
We previously stated that the realizations of a given phoneme are phonetically similar, but only
to a certain extent. Indeed, in any language, the realizations of a given phoneme are constrained
by various physiological and phonological phenomena. Broadly speaking, the realization of a
given phoneme in a given word or utterance is shaped and constrained by (the realizations of)
the surrounding phonemes.
Soundalikes Assimilation and coarticulation are two linguistic concepts that refer to the con-
textual variability of phonemes’ realizations. Although some scholars have argued that a strong
dichotomy between assimilation and coarticulation should be made (e.g. Chomsky & Halle,
1968), it is not clear whether these terms refer to distinct processes, or to different points of
view on the same process. Farnetani (1997; pp. 371 and 376), for example, gives the following
definitions:
}During speech the movements of different articulators for the production of successive
phonetic segments overlap in time and interact with one another. As a consequence, the
vocal tract configuration at any point in time is influenced by more than one segment. This
is what the term “coarticulation” describes. [...] Coarticulation may or may not be audible
in terms of modifications of the phonetic quality of a segment. [...] Assimilation refers to
contextual variability of speech sounds, by which one or more of their phonetic properties
are modified and become similar to those of the adjacent segments.~
Confronting so much indeterminacy, we reiterate our statement (Boruta, 2011b) that coartic-
ulation and assimilation are two poles on a continuum, ranging from accidental and barely
perceptible sound changes of interest mainly to phoneticians (coarticulation) to systematic and
substantial sound changes of interest mainly to phonologists (assimilation).
Phonological rules In the context of writing phonological grammars, assimilation processes
are often described as rules expressing how a given phoneme is realized as a given phone in a
given context. For instance, consider the following description of the possible realizations of
the consonant /t/ in English (Lyons, 1968; Jurafksy & Martin, 2009), simplified for the sake of
the example. Before a dental consonant, the consonant /t/ is realized as a dentalized [t”] sound
and, for example, the word eighth is pronounced [eIt”T]. Between two vowels, this consonant is
realized as an alveolar flap [R] sound and, for example, the word kitten is pronounced [kIR@n].
As the initial phoneme of a word, the consonant is realized as an aspirated [th] sound and, for
example, the word tunafish is pronounced [thju:n@fIS]. In all other contexts, the consonant /t/
is realized as a plain [t] sound and, for example, the word starfish is pronounced [stA:fIS]. It is
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Figure 2.2— Schematic representation of the contextual variability for three phonemes p1, p2,
and p3. An arrow from one phoneme to another indicates that the former may influence the
realization of the latter. While phonological descriptions often highlight the realization of a
given phoneme in a given context (here in red), allophony and coarticulation actually alter the
whole sequence: each phoneme is an attested context of its attested contexts (here in blue).
worth noting that, even from this simple example, one can already observe the manifold nature
of phonological contexts: some consist of either the preceding or the following phoneme, some
consist of both the preceding and the following phonemes, and some consist of yet-unmentioned
abstract phonological objects such as word boundaries.
In the present study, we are interested in the relation that brings together all the realizations
of a given phoneme, for example [t], [t”], [th], and [R] in the case of /t/ in English. The possible
phones of a given phoneme are usually referred to as allophones (e.g. Lyons, 1968), while the
relation between these phones is referred to as allophony. As will be discussed in greater detail
later in this study, we are interested in learning the phonemic inventory of a language—that is to
say that we want to be able to predict whether two phones are allophones of a phoneme in the
language at hand and, in that case, to determine of which phoneme they both are realizations.
Although such tasks may at first seem trivial because of the limited number of classes (i.e. the
phonemes) and the inherent similarity between the members of a given class (the allophones), it
is worth noting that the apparent conciseness of theoretical phonological descriptions is due
to the fact that allophonic grammars are often presented in the context of speech production,
rather than speech perception. In such a top-down (if not generative) context, one can readily use
phonemes and even phoneme classes to describe the realizations of other phonemes—stating for
example, as we did in the previous paragraph, that /t/ is realized as [R] between two vowels in
English. Such a description is only possible if the whole phonemic inventory is known: indeed,
not only do we need to know that [t], [t”], [th], and [R] collectively make for what is denoted as /t/,
but also that [R] is only attested between the realizations of other phonemes collectively known
as vowels, which are themselves defined in contrast with consonants such as /t/. This apparent
problem of circularity may be more clearly examplified by the simple observation that each
phoneme is an attested context of its attested contexts, as presented in Figure 2.2. In other words,
each phoneme is at the same time the target of an allophonic rule, and (part of) the application
context of allophonic rules targeting its contexts. For instance in the English word /kIt@n/, /t/
is both the target of an allophonic rule whose context is made of /I/ and /@/, and part of the
contexts of two allophonic rules whose respective targets are /I/ and /@/.
Assuming the position of a naive learner, how can one break these reciprocal patterns of
contextual variability and bootstrap the phonemic inventory of the language at hand? In par-
ticular, how do infants learn the phonemes of their native language, and how is this aspect of
early language acquisition related to the discovery of word forms and word meanings? These
higher-level questions motivate the present study. In the next section, we will review related
work and discuss in greater detail our study’s departures from previously published studies, as
well as our methods and assumptions.
2.2 Early phonological acquisition: state of the art
As outlined in the previous section, the two-way mapping between tangible phones and abstract
phonemes is complex. Furthermore, being able to distinguish between phonemes seems to be
a necessary skill for word recognition and, as a consequence, the acquisition of phonological
knowledge appears to be one of the earliest stages of language acquisition. Howmuch variability
do infants have to tackle to learn the phonemic inventory of their native language? How, for
example, do English-learning infants learn that [kæt] and [kat] refer to the same animal species,
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whereas [kæt] and [bæt] do not? What kind of cues may they rely on to learn that [sINkIN] and
[TINkIN] can not refer to the same action?
Broadly speaking, research on early language acquisition falls into one of two categories:
behavioral experiments and computational experiments. On one hand, behavioral experiments
are used to assess infants’ response to linguistic stimuli; however, in order to ensure that observed
responses are due solely to the specific linguistic phenomenon studied in the experiment, stimuli
have to be thoroughly controlled, and experimental material often consists of synthesized speech
or artificial languages. On the other hand, computational experiments allow for the use of
unaltered (yet digitized) natural language. However, conclusions regarding language acquisition
(or any other psychological process) drawn from the output of a computer program should be
considered with all proper reservations, as there is no guarantee that the algorithms and data
structures used in such simulations bear any resemblance to the cognitive processes and mental
representations available to or used by infants. Because of this trade-off between the ecological
validity of the learner and that of the learning material, in vivo and in silico experiments are
complementary approaches for research on language acquisition. The outline of this section
follows this dichotomy: we will first provide a brief review of behavioral results in order to set
the scene, and we will then review computational results in order to discuss how our study
departs from previously reported research efforts.
Babies, children and infants Throughout this study, young human learners will be uniformly
referred to as infants, mainly because of the word’s latin etymology, infans, meaning “not able to
speak.” We henceforth use infant-directed speech as an umbrella term for motherese, child-directed
speech, or any other word used to describe infants’ linguistic input.
It is also worth emphasizing immediately that, for the sake of simplicity, the present study
focuses on early language acquisition in a monolingual environment. As interesting as bi- or
plurilingualism may be, learning the phonemic inventory of a single language is a daunting
enough task, as we will explain in the rest of this study.
2.2.1 Behavioral experiments
Although an extensive review of the literature on early language acquisition would require a
monograph of its own, we will here review the major results in the field, focusing on speech
perception and the emergence of phonemes. Furthermore, and for the sake of simplicity, we will
mainly give references to a small number of systematic reviews (Plunkett, 1997; Werker & Tees,
1999; Peperkamp, 2003; Clark, 2004; Kuhl, 2004), rather than to all original studies. For a review
focusing on the acquisition of speech production, see Macneilage (1997).
Cracking the speech code Remarkable results about infants’ innate linguistic skills have high-
lighted their ability to discriminate among virtually all phones, including those illustrating
contrasts between phonemes of languages they have never heard (Kuhl, 2004). Nevertheless,
some adaptation to their native language’s phonology occurs either in utero or immediately after
birth; indeed, it has been observed that infants aged 2 days show a preference for listening to their
native language (Werker & Tees, 1999). Afterwards, exposure to a specific language sharpens
infants’ perception of the boundaries between the phonemic categories of that language. For
example, English-learning infants aged 2–4 months are able to perceptually group realizations of
the vowel /i/ uttered by a man, woman, or child in different intonative contexts, distinguishing
these phones from realizations of the vowel /a/ (Werker & Tees, 1999). As they improve their
knowledge of their native language’s phonology, infants also gradually lose the ability to dis-
criminate among all phones. While it has been shown, for instance, that English-learning infants
aged 6–8 months are able to distinguish the glottalized velar vs. uvular stop contrast [k’] ∼ [q’]
in Nthlakapmx, a Pacific Northwest language, this ability declines after the age of 10–12 months
(Plunkett, 1997). It is also worth noting that, throughout the course of language acquisition,
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infants learn not only the phonemes of their native language, but also how to recognize these
phonemes when uttered by different speakers and in different contexts (Kuhl, 2004), a task
that has proven to be troublesome for computers (e.g. Woodland, 2001). As a whole, learning
phonemes can be thought of as learning not to pay attention to (some) detail.
Stages of interest in Kuhl’s (2004) universal timeline of speech perception development can
be summarized as follows. From birth to the age of 5 months, infants virtually discriminate
the phonetic contrasts of all natural languages. Then, language-specific perception begins to
take place for vowels from the age of 6 months onwards. This is also the time when statistical
learning can first be observed, most notably from distributional frequencies. The age of 8 months
marks a strong shift in the transition from universal to language-specific speech perception:
now also relying on transitional probabilities, infants are able to recognize the prosody (viz. the
typical stress patterns) and the phonotactics (i.e. the admissible sound combinations) of their
native language. From the age of 11 months onwards, infants’ sensitivity to the consonants of
their native language increases, at the expense of the (universal) sensitivity to the consonants
in foreign languages. Finally, infants master the major aspects of the grammar of their native
language by the age of 3 years (Peperkamp, 2003).
Statistical learning Infants’ ability to detect patterns and regularities in speech is often referred
to as statistical learning, i.e. the acquisition of knowledge through the computation of information
about the distributional frequency of certain items, or probabilistic information in sequences
of such items (Kuhl, 2004). In particular under a frequentist interpretation of probabilities
(Hájek, 2012), this appealing learning hypothesis is corroborated by various experiments where
language processing has been showed to be, in adults as in infants, intimately tuned to frequency
effects (Ellis, 2002). Virtually all recent studies on early language acquisition whose models or
assumptions rely on statistical learning build upon the seminal studies by Saffran et al. who
showed that 8-month-old infants were able to segment words from fluent speech making only
use of the statistical relations between neighboring speech sounds, and after only two minutes
of exposure (Saffran et al., 1996; Aslin et al., 1998; Saffran, 2002). However, as emphasized by
Kuhl (2004; pp. 831–832), infants’ learning abilities are also highly constrained:
}Infants can not perceive all physical differences in speech sounds, and are not computa-
tional slaves to learning all possible stochastic patterns in language input. [...] Infants do
not discriminate all physically equal acoustic differences; they show heightened sensitivity
to those that are important for language.~
Although it would be beyond the stated scope of this research to enter into the debate of nature
vs. nurture, it is worth noting that various authors have proposed that the development of speech
perception should be viewed as an innately guided learning process (Jusczyk & Bertoncini,
1988; Gildea & Jurafsky, 1996; Plunkett, 1997; Bloom, 2010). Bloom, for instance, highlights this
apparent predisposition of infants for learning natural languages as follows:
}One lesson from the study of artificial intelligence (and from cognitive science more
generally) is that an empty head learns nothing: a system that is capable of rapidly absorbing
information needs to have some prewired understanding of what to pay attention to and
what generalizations to make. Babies might start off smart, then, because it enables them to
get smarter.~
Furthermore, as prominent as Saffran et al.’s (1996) results may be, they should not be overinter-
preted. Although it is a necessity for experimental studies to use controlled stimuli, it is worth
pointing out that the stimuli used by Saffran et al. consisted in four three-syllable nonsense words
(viz. /tupiro/, /bidaku/, /padoti/, and /golabu/ for one of the two counterbalanced conditions)
whose acoustic forms were generated by a speech synthesizer in a monotone female voice at a
constant rate of 270 syllables per minute. As stated by the authors, the only cue to word bound-
aries in this artificial language sample were the transitional probabilities between all syllable
pairs. By contrast, natural infant-directed speech contains various cues to different aspects of
the language’s grammar: stress, for example, is one of many cues for the discovery of word
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boundaries in various languages, and it has been shown to collide with statistical regularities in
(more plausible) settings where infants have to integrate multiple cues (Johnson & Jusczyk, 2001;
Thiessen & Saffran, 2003). Additionally, not all statistically significant co-occurrence patterns are
relevant cues for learning the grammar of either the language at hand or, possibly, any other
language. Indeed, as emphasized by Gambell & Yang (2004; p. 50):
}While infants seem to keep track of statistical information, any conclusion drawn from
such findings must presuppose children knowing what kind of statistical information to
keep track of. After all, an infinite range of statistical correlations exists in the acoustic input:
e.g., What is the probability of a syllable rhyming with the next? What is the probability of
two adjacent vowels being both nasal?~
In the present study, we endorse the aforementioned views that the development of speech
perception is an innately guided learning process and that statistical learning is a key component
of early language acquisition. The following section reviews previously published modeling
efforts with the aim of making each study’s major assumptions explicit, thus specifying how this
study departs from the state of the art.
2.2.2 Computational experiments
As noted by Peperkamp (2003), experimental research on speech perception has shown a strong
focus on the acquisition and the mental representation of phonemes and allophones. Unfortu-
nately, this observation does not hold for computational studies. Indeed, while a limited number
of studies attempting to model how infants may learn the phonemes of their native language
have been reported so far, a tremendous number of studies on the acquisition of word segmenta-
tion strategies have been published (e.g. Olivier, 1968; Elman, 1990; Brent & Cartwright, 1996;
Christiansen et al., 1998; Brent, 1999; Venkataraman, 2001; Johnson, 2008b; Goldwater et al., 2009;
Pearl et al., 2010; to cite but a few). In our opinion, this ongoing abundance of computational
models and experiments on word segmentation is due to the fact that merely splitting sequences
of characters requires more skills in stringology than in psychology or linguistics. Indeed, until
very recently (Rytting et al., 2010; Daland & Pierrehumbert, 2011; Boruta et al., 2011; Elsner et al.,
2012), most—if not all—models of word segmentation have used idealized input consisting in
phonemic transcriptions and, as we have argued in a previous study (Boruta et al., 2011; p. 1):
}these experiments [...] make the implicit simplifying assumption that, when children learn
to segment speech into words, they have already learned phonological rules and know how
to reduce the inherent variability in speech to a finite (and rather small) number of abstract
categories: the phonemes.~
The ultimate goal of the project reported in the present study is to develop and validate a
computational model of the acquisition of phonological knowledge that would precisely account
for this assumption, mapping each phone to the phoneme of which it is a realization.
Before reviewing related work, it is worth emphasizing immediately that the present study
departs from most research efforts on allophony and sound variability on one major point: we
are interested in gaining valuable insights on human language and human language acquisition.
Although our results were obtained through computational experiments, we have for this reason
little interest for performance-driven methods for phoneme recognition, as developed and used
in the field of automatic speech recognition (e.g. Waibel et al., 1989; Matsuda et al., 2000; Schwarz
et al., 2004; Huijbregts et al., 2011). By contrast, our subject matter is language and, thence, the
present study is to be considered a contribution to data-intensive experimental linguistics, in the
sense of Abney (2011).
Related work Research efforts on models of the acquisition of phonology have been rather
scarce and uncoordinated: to our knowledge, no shared task or evaluation campaign has ever
been organized on such topics, while different studies have seldom used the same data or
algorithms. We will briefly review previously published models in this section, highlighting the
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similarities and discrepancies between them and the present study. For general discussions of
category learning and phonological acquisition, see Boersma (2010) and Ramus et al. (2010).
At the pinnacle of structuralism, Harris (1951, 1955) presented a procedure for the discovery
of phonemes (and other linguistic units) that relies on successor counts, i.e. on the distributional
properties of phones within words or utterances in a given language. Unfortunately, this discov-
ery procedure is only meant to be applied by hand as too many details (e.g. concerning data
representation or the limit of phonetic similarity) were left unspecified as to be able to implement
and validate a full computational model.
To our knowledge, the first complete algorithms capable of learning allophonic rules were
proposed by Johnson (1984), Kaplan & Kay (1994) and Gildea & Jurafsky (1996): all three
algorithms examine the machine learning of symbolic phonological rules à la Chomsky &
Halle (1968). However, as noted by Gildea & Jurafsky, these algorithms include no mechanism
to account for the noise and the non-determinism inherent to linguistic data. An additional
limitation of Gildea & Jurafsky’s algorithm is that it performs supervised learning, i.e. it requires
a preliminary training step during which correct pairs of phonetic and phonological forms
are processed; yet, performing unsupervised learning is an essential plausibility criterion for
computational models of early language acquisition (Brent, 1999; Alishahi, 2011; Boruta et al.,
2011) as infant-directed speech does not contain such ideal labeled data.
A relatively high number of models of the acquisition of phonological knowledge (Tesar &
Smolensky, 1996; Boersma & Levelt, 2000, 2003; Boersma et al., 2003; Hayes, 2004; Boersma, 2011;
Magri, 2012) have been developed in the framework of optimality theory (Prince & Smolensky,
1993; Kager, 1999). Tesar & Smolensky’s (1996) model, for instance, is able to learn both the
mapping from phonetic to phonological forms and the phonotactics of the language at hand.
It is however worth mentioning that optimality-theoretic models make various non-trivial
assumptions—viz. regarding the availability of a phonemic inventory, distinctive features, word
segmentation, and a mechanism recovering underlying word forms from their surface forms.
For this reason, such models are not comparable with the work presented in this dissertation, as
we specifically address the question of the acquisition of a given language’s phonemic inventory.
In an original study, Goldsmith & Xanthos (2009) addressed the acquisition of higher-level
phonological units and phenomena, namely the pervasive vowel vs. consonant distinction, vowel
harmony systems, and syllable structure. Doing so, they assume that the phonemic inventory
and a phonemic representation of the language at hand are readily available to the learner.
Goldsmith & Xanthos’ matter of concern is hence one step ahead of ours.
Building upon a prior theoretical discussion that infants may be able to undo (some) phono-
logical variation without having acquired a lexicon (Peperkamp & Dupoux, 2002), Peperkamp
et al. have developed across various studies a bottom-up, statistical model of the acquisition
of phonemes and allophonic rules relying on distributional and, more recently, acoustic and
proto-lexical cues (Peperkamp et al., 2006; Le Calvez, 2007; Le Calvez et al., 2007; Dautriche,
2009; Martin et al., 2009; Boruta, 2009, 2011b). Revamping Harris’ (1951) examination of every
phone’s attested contexts, Peperkamp et al.’s (2006) distributional learner looks for pairs of
phones with near-complementary distributions in a corpus. Because complementary distribu-
tions is a necessary but not sufficient criterion, the algorithm then applies linguistic constraints to
decide whether or not two phones are realizations of the same phoneme, checking, for example,
that potential allophones share subsegmental phonetic or phonological features (cf. Gildea &
Jurafsky’s faithfulness constraint). Further developments of this model include replacing a
priori faithfulness constraints by an empirical measure of acoustic similarity between phones
(Dautriche, 2009), and examining infants’ emerging lexicon (Martin et al., 2009; Boruta, 2009,
2011b). Consider, for example, the allophonic rule of voicing in Mexican Spanish, as presented
by Le Calvez et al. (2007), by which /s/ is realized as [z] before voiced consonants (e.g. feliz
Navidad, “happy Christmas,” is pronounced as [feliz nabidad], ignoring other phonological pro-
cesses for the sake of the example) and as [s] elsewhere (e.g. feliz cumpleaños, “happy birthday,”
is pronounced as [felis kumpleaños]). Although it introduces the need for an ancillary word
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segmentation procedure, Martin et al. (2009) showed that tracking alternations on the first or
last segment of otherwise identical word forms such as [feliz] ∼ [felis] (which are not minimal
pairs stricto sensu) is a relevant cue in order to learn allophonic rules.
Except for Dautriche’s (2009) extension of Peperkamp et al.’s model, a stark limitation of
all aforementioned models is that they operate on transcriptions, and not on sounds. As we
argued in a previous study (Boruta, 2011b), phones are nothing but abstract symbols in such
approaches to speech processing, and the task is as hard for [a] ∼ [a
˚
] as it is for [4] ∼ [k]. Despite
the fact that formal language theory has been at the heart of computational linguistics and,
especially, computational phonology (Kaplan & Kay, 1994; Jurafksy & Martin, 2009; Wintner,
2010; and references therein), we reiterate our argument that legitimate models of the acquisition
of phonological knowledge should not disregard the acoustic form of language.
Several recent studies have addressed the issue of learning phonological knowledge from
speech: while Yu (2010) presented a case study with lexical tones in Cantonese, Vallabha et al.
(2007) and Dillon et al. (2012) focused on learning phonemic categories from English or Japanese
infant-directed speech and adult-directed Inuktitut, respectively. However, in all three studies,
the linguistic material used as the models’ input was hand-annotated by trained phoneticians,
thus hindering the reproducibility of these studies. Furthermore, and even if a model can
only capture certain aspects of the process of language acquisition, highlighting some while
muting others (Yu, 2010; p. 11), both studies attempting to model the acquisition of phonemes
restricted the task to the acquisition of the vowels of the languages at hand (actually a subset of
the vowel inventories in Vallabha et al.’s study). Although experimental studies have suggested
that language-specific vowel categories might emerge earlier than other phonemes (Kuhl, 2004;
and references therein), we consider that the phonemic inventory of any natural language is a
cohesive and integrative system that can not be split up without reserve. These computational
studies offer interesting proof of concepts, but they give no guarantee as to the performance
of their respective models in the (plausible) case in which the learner’s goal is to discover the
whole phonemic inventory.
The overall goal of the present study is to build upon Peperkamp et al.’s experiments to propose
a model of the acquisition of phonemes that supplements their distributional learner (Peperkamp
et al., 2006; Le Calvez, 2007; Le Calvez et al., 2007; Martin et al., 2009; Boruta, 2009, 2011b) with
an examination of available acoustic information (Vallabha et al., 2007; Dautriche, 2009; Dillon
et al., 2012). To do so, we introduce a (somewhat artificial) dichotomy between the concepts
of allophony and phonemehood, mainly because of the discrepancies between the state of the
art and the aim of this project: whereas Peperkamp et al. have focused on predicting whether
two phones are realizations of the same phoneme (what we will refer to as allophony), we are
eventually interested in predicting which phoneme they both are realizations of (what we will
refer to as phonemehood). Bridging, to some extent, the gap between symbolic (i.e. phonology-
driven) and numeric (i.e. phonetics-driven) approaches to the acquisition of phonology, we will
also address the issue of the limits of phonetic similarity by evaluating our model with data
undergoing different degrees of phonetic and phonological variability.
Models of the humanmind Cognitivemodeling and so called psychocomputational models of
language acquisition have received increasing attention in the last decade, as shown by the emer-
gence (and continuance) of specialized conferences and workshops such as Cognitive Modeling
and Computational Linguistics (CMCL), Psychocomputational Models of Human Language Acquisition
(PsychoCompLA), or Architectures and Mechanisms for Language Processing (AMLaP). Because of
the diversity in linguistic phenomena, theories of language acquisition, and available modeling
techniques, developing computational models of early language acquisition is an intrinsically
interdisciplinary task. Though computational approaches to language have sometimes been
criticized by linguists (e.g. Berdicevskis & Piperski, 2011), we nonetheless support Abney’s (2011)
argumentation that data-intensive experimental linguistics is genuine linguistics, and we will
hereby discuss the major points that distinguish a computational model of language processing
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from a linguistic theory.
The objection that our conclusions are merely drawn from the output of a computer program
(rather than from observed behavioral responses) was raised various times during early pre-
sentations of the work reported in this dissertation. Although this is true, by definition, of any
computational study, it is not a strong argument, as pointed out by Hodges (2007; pp. 255–256;
see also the discussion by Norris, 2005):
}The fact that a prediction is run on a computer is not of primary significance. The validity
of the model comes from the correctness of its mathematics and physics. Making predictions
is the business of science, and computers simply extend the scope of human mental faculties
for doing that business. [...] Conversely, if a theory is wrong then running it on a computer
won’t make it come right.~
We nevertheless concede that a major issue faced by computational linguists is that our linguistic
material is not the kind of data that computers manipulate natively: while, broadly speaking,
linguists are interested in sounds and words, computers only manipulate zeros and ones. Hence,
to the bare minimum, the speech stream needs to be digitized; phones are represented as vectors,
and words as sequences of such vectors. Put another way, words fly away, while numbers remain.
Depending on the chosen numerical representation, adapting or transforming the input is not
without consequences, as noted by Pękalska & Duin (2005; p. 163):
}Such a simplification of an object to its numerical description (i.e. without any structural
information) precludes any inverse mapping to be able to retrieve the object itself.~
Therefore, throughout this study, a special emphasis will be put on discussing how phones and
phonemes are represented in our simulations, as well as how these representations may impact
the performance of the models.
In addition to data representation, working hypotheses andmodeling assumptions are another
pitfall for computational linguists. Indeed, an algorithm may impose preconditions on the input
data (e.g. requirements for statistical independence of the observations, a given probability
distribution, or a minimum number of observations). Different algorithms solving the same
problem may impose different preconditions on the data and, if one or more preconditions are
violated (or arbitrarily waived), the behavior of an algorithm may become flawed or unspecified.
A potential issue lies in the fact that not all preconditions can be verified automatically: binomial
logistic regression, for example, assumes that the observations are independent (i.e. the outcome
for one observation does not affect the outcome for another; Agresti, 2007; p. 4), but this property
can not be verified without expert knowledge, and any implementation would be able to fit
a binomial logistic regression model to some observations, no matter whether they are truly
independent or not. In other words, the correctness of the program does not guarantee the
correctness of the experiment, thus illustrating the previous quotation from Hodges (2007).
Furthermore, making assumptions explicit is a methodological advantage of computational
models over theories, as argued by Alishahi (2011; p. 5):
}This property distinguishes a computational model from a linguistic theory, which nor-
mally deals with higher-level routines and does not delve into details, a fact that makes such
theories hard to evaluate.~
This discrepancy may be reformulated in terms of Marr’s (1982) levels of analysis. Whereas
linguistic theories may only probe the computational level (i.e. a description of the problem
and of the global logic of the strategy used to solve it), computational models must provide a
thorough and extensive discussion of the algorithmic level (i.e. a description of the operated
transformations and of the representations for the input and the output). The last level, viz. the
implementation level, is beyond the stated scope of this research as it describes how the system
is physically realized and thus, in the case at hand, belongs to the field of neurolinguistics.
For the aforementioned reasons, a special emphasis will also be put on making modeling
assumptions explicit throughout this study, highlighting them in the way that proofs or theo-
rems are often highlighted in mathematics. For instance, we have already made the following
assumptions through the course of this chapter:
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Assumption 2.1 The development of speech perception by infants is neither fully innate nor
fully acquired, but an innately guided learning process (cf. Jusczyk & Bertoncini, 1988; Gildea &
Jurafsky, 1996; Plunkett, 1997; Bloom, 2010).
Assumption 2.2 Phonological processes only involve two levels of representation: the underly-
ing, phonemic level and the surface, phonetic level (cf. Koskenniemi, 1983; Kaplan & Kay, 1994;
Coleman, 1998).
Assumption 2.3 Phoneme-sized units are employed at all stages of phonological encoding and
decoding (cf. Ohala, 1997).
Assumption 2.4 Infants are innately able to segment the stream of speech into phoneme-sized
units (cf. Peperkamp et al., 2006; Le Calvez, 2007).
Assumption 2.5 Infants are good statistical learners and are able to monitor, for example, phone
frequencies or transition probabilities between phones (cf. Saffran et al., 1996; Aslin et al., 1998;
Saffran, 2002; Kuhl, 2004).
Assumption 2.6 Allophony and coarticulation processes can be reduced to strictly local, sound-
altering processes that yield no segmental insertion or deletion (cf. Le Calvez, 2007; Goldsmith
& Xanthos, 2009).
Assumption 2.7 Infants are able to undo (some) phonological variation without having yet
acquired an adult-like lexicon (cf. Peperkamp & Dupoux, 2002; Peperkamp et al., 2006; Martin
et al., 2009).
Assumption 2.8 Infants are able to acquire the phonemic inventory of their native language
without knowledge of any other phonological construct such as features, syllables, or foots (cf.
Le Calvez, 2007; Goldsmith & Xanthos, 2009; Boersma, 2010).
CHAPTER 3
SOURCES OF DATA
The aim of this chapter is to present the corpus of Japanese used throughout the present study,
and to report all preprocessing steps applied to this master dataset. We also give an overview
of the principles involved in deriving the allophonic rules whose modeling and acquisition are
discussed in subsequent chapters. The focus is on presenting the similarities and discrepancies
between our data-driven allophonic rules and traditional, theoretical descriptions of allophony in
Japanese. It is worth highlighting immediately that, contrary to other chapters, the methodology
discussed and used in this chapter is to a certain extent specific to the particular dataset we used:
replacing this corpus with another one should yield no loss in the generality of the models to
be further described except, obviously, with regard to conclusions drawn from quantitative or
qualitative evaluations of the models’ performance.
This chapter is divided into three main sections. Section 3.1 contains a general description of
the corpus we used. In Section 3.2, we discuss how we derived allophones and allophonic rules
from this corpus, aswell as themechanismswe used to control the limits of the phonetic similarity
between the allophones of a given phoneme. Finally, Section 3.3 contains an examination of how
our data eventually relate to theoretical descriptions of the phonology of Japanese.
3.1 The Corpus of Spontaneous Japanese
The corpus we used throughout this study to develop and validate our models is the Corpus
of Spontaneous Japanese (henceforth CSJ; Maekawa et al., 2000; Maekawa, 2003), a large-scale
annotated corpus of Japanese speech. The whole CSJ contains about 650 hours of spontaneous
speech (corresponding to about 7 million word tokens) recorded using head-worn, close-talking
microphones and digital audio tapes, and down-sampled to 16 kHz, 16 bit accuracy (CSJ Website,
2012). There is a true subset of the CSJ, referred to as the Core, which contains 45 hours of speech
(about half a million words); it is the part of the corpus to which the cost of annotation was
concentrated and, as a matter of fact, the only part where segment labels (i.e. phonetic and
phonemic annotations) are provided. Therefore, from this point on, all mentions of the CSJ refer
to the Core only.
On using the CSJ Although, for the sake (no pun intended) of brevity, we only report experi-
ments using Japanese data in the present study, our goal is to develop a language-independent
(dare we say, universal) computational model of the early acquisition of allophony and phoneme-
hood. In other words, the models to be presented in subsequent chapters were not tuned to this
specific corpus of Japanese, nor to any property of the Japanese language. Despite the fact that
it has been argued, including by us, that computational models of early language acquisition
should be evaluated using data from typologically different languages in order to assess their
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sensitivity to linguistic diversity (Gambell & Yang, 2004; Boruta et al., 2011), we leave this as a
recommendation for future research.
A more arguable choice was to use adult-directed speech as input data for models of early
language acquisition. Notwithstanding the ongoing debate about how infant-directed speech
might differ from adult-directed speech (Kuhl, 2004; Cristia, 2011), using infants’ linguistic input
to model infants’ linguistic behavior would have been a natural choice. However, in the case
at hand, our choice was constrained by the limited availability of transcribed speech databases.
Indeed, to our knowledge, no database of infant-directed speech with aligned phonemic tran-
scriptions was available in 2009, when the work reported in the present study was initiated. In
any case, we follow Daland & Pierrehumbert’s (2011) discussion, presented hereafter, concerning
the relevance of using adult-directed speech as input data to models of early language acquisition.
Would infant-directed speech be no different from adult-directed speech, then all conclusions
drawn from the models’ performance on the CSJ could be drawn for the acquisition of Japanese
without loss of generality. On the contrary, would infant-directed speech indeed be different
from adult-directed speech, and because studies supporting this alternative have argued that
infant-directed speech is hyperarticulated in order to facilitate language acquisition (Kuhl, 2004;
and references therein), then our models would have been evaluated in a worst case scenario.
A word about reproducibility Unfortunately, the CSJ is not freely available. Nonethe-
less, in order to guarantee the reproducibility of the work reported in this study, all pro-
grams and derivative data were made available to the community on a public repository at
http://github.com/lucboruta.
Our concern for reproducibility also dictated the level of detail in this chapter, as well as
our decision to report preprocessing operations from the beginning of this study, rather than
in an appendix. Indeed, as will be further mentioned, ambiguous linguistic compromises or
unspecified implementation choices have proven to hinder the repeatability of and comparability
with previously reported experiments (viz. Dautriche, 2009; Martin et al., 2009).
3.1.1 Data preprocessing
Speech data in the CSJ were transcribed and annotated on various linguistic levels including,
but not limited to, phonetics, phonology, morphology, syntax, and prosody. As the present
study focuses on lower linguistic levels, the rich XML-formatted transcripts of the CSJ were
preprocessed to extract information about phonemes, words, and (loosely defined) utterances.
In order to train sound and accurate acoustic models, the focus of the preprocessing operations
was on removing non-speech passages, as well as keeping track of temporal annotations so that
the modified transcripts could still be aligned with the original audio recordings. Moreover, it is
worth mentioning that although Dautriche (2009), too, used the CSJ, our data were extracted
from newer, updated transcripts of the corpus.
Phonemes As previously stated, wewant to address the issue of the limits of phonetic similarity,
that is to say we want to control how varied and detailed our phonetic input will be. To do so,
we follow a method initiated by Peperkamp et al. (2006) that we further systematized (Boruta,
2009, 2011a,b; Boruta et al., 2011): we created phonetic transcriptions by applying allophonic
rules to a phonemically transcribed corpus. The particular technique we used in this study is
presented in Section 3.2; here, our goal is to remove all phonetic annotations in the CSJ in order
to obtain our initial phonemically transcribed corpus.
In the XMLmarkup of the corpus, segmental data were annotated using two distinct elements:
Phone and Phoneme. However, despite the names, a Phoneme element is made of one or more
embedded Phone elements, and Phone elements may actually describe subsegmental events such
as creakiness at the end of a vowel, or voicing that continues after the end of a vowel’s formants
(CSJ DVD, 2004). Therefore, we extracted the information about a phone’s underlying phonemic
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category from the PhonemeEntity attribute of the Phoneme element. As Phoneme elements do not
include temporal annotations, we derived the timestamps of a phoneme from the timestamps
of the contained Phone elements: the extracted starting timestamp of a phoneme is the starting
timestamp of its first Phone and, mutatis mutandis, the ending timestamp of a phoneme is the
ending timestamp of its last Phone.
Words The word segmentation and part-of-speech analyses of the CSJ were conducted for two
different kinds of words: short-unit words (annotated as SUW) and long-unit words (annotated as
LUW), which are defined as follows (CSJ Website, 2012):
}Most of the SUW are mono-morphemic words or words made up of two consecutive mor-
phemes, and approximate dictionary items of ordinary Japanese dictionaries. LUW, on the
other hand, is for compounds.~
Therefore, what will from this point on be referred to as words were extracted from the SUW tags.
Moreover, the content of a given word was made up as the sequence of all embedded Phoneme
elements, ignoring intermediate XML elements such as TransSUW or Mora, if any.
Utterances In the CSJ annotations, utterances are defined as inter-pausal units (tagged as IPU).
According to the documentation, an utterance is a speech unit bounded by pauses of more
than 200 ms (CSJ DVD, 2004). Nonetheless, extracting utterances and utterances’ content is
not a straightforward process as Noise tags were used as that level, too, to annotate unintelli-
gible passages as well as anonymized data. Thence, an IPU element can be broken down into
a sequence of one or more chunks; each chunk being either noise or workable words. Fur-
ther annotation of such noise chunks in terms of words and phonemes is often incomplete,
if not inexistent. It is also worth noting that, in the recordings, the audio passages matching
some Noise elements were covered with white noise, so that looking past Noise tags (as did
Dautriche, 2009) would surely compromise the training of acoustics-based models. For these rea-
sons, all Noise chunks were discarded during preprocessing. For instance, an hypothetical IPU
of the form <IPU><SUW>...</SUW><Noise>...</Noise><SUW>...</SUW><SUW>...</SUW></IPU>
would be extracted as two distinct utterances: one containing only the first word, the other
containing the two words appearing after the Noise chunk (unfortunately, the XML annotations
are too rich and verbose so that an actual example could be presented on a single page).
In order to detect inconsistent annotations and to ensure the quality and the coherence of the
extracted corpus, we performed various sanity checks, discarding utterance chunks that did not
meet the following criteria:
— utterance chunks must contain at least one word;
— words must contain at least one phoneme;
— within a word, the ending timestamp of a phoneme must match the starting timestamp of
the following phoneme;
— phonemes’ timestamps must denote strictly positive durations;
— utterance chunks must be at least 100 ms-long, a threshold suggested by Dupoux & Schatz
(priv. comm.).
Further modifications were applied, on the basis of the labels of some phoneme-level units; they
are reported in the following section, together with a summary of all deletions in Table 3.1.
3.1.2 Data-driven phonemics
Completing the preprocessing operations described in the previous section yields a corpus
reduced to three-level data: utterances that are made up of words that are made up of phonemes.
Additional preprocessing is however necessary in order to obtain true phonemic transcriptions.
The reason for this is twofold. On one hand, the categories gathered from the PhonemeEntity
attributes do not only denote phonemic contrasts, but also allophonic contrasts. On the other
hand, some phonemes of the inventory used in the CSJ are heavily under-represented and, in
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Table 3.1—Absolute and relative durations of retained and discarded data from the CSJ (159,965
seconds of recorded speech in total). Relative durations do not sum to 100% because of rounding.
Absolute duration Relative duration
Retained data 117,216 73%
Noisy or empty chunks 40,960 26%
Inconsistent or rare segments 1769 1%
Chunks less than 100 ms-long 16 < 1%
Inconsistent timestamps 4 < 1%
the perspective of conducting statistical or distributional learning, one can hardly have high
expectations for a computational model if the occurrence of some target classes is anecdotal in
its input. In this section, we discuss how we adapted the original transcription scheme of the
CSJ to a novel, phonologically- and statistically-sound scheme.
Surprisingly, the theoretical descriptions of the phonology of Japanese we consulted proved
to be divergent, if not contradictory. According to Ito & Mester (1995; incidentally, an explicit de-
scription of the phonemic inventory of Japanese is absent from their study), a proper description
of the phonology of Japanese would require
}the large-scale stratification of the Japanese lexicon into different classes [as] several phono-
logical constraints are stratum-specific and hold only for a particular morpheme class.~
Here, we ignore such refinements and present a minimally sufficient description of the phone-
mic inventory of Japanese, designed as a trade-off between various theoretical phonological
descriptions (Miller, 1967; Kinda-Ichi & Maës, 1978; Hinds, 1990; Ito & Mester, 1995; Okada,
1999; Vance, 2008; Wikipedia, 2012) and the annotation scheme used to tag the CSJ (CSJ DVD,
2004). The phonemic inventories used in each of the aforementioned references are presented
and compared in Table 3.2, along with the final inventory used in this study. Let us mention
that—for the purpose of the present analysis—we use the terms syllable andmora interchangeably.
It is also worth highlighting that non-local aspects of the phonology of Japanese were ignored,
most notably rendaku (Otsu, 1980; Vance, 1980) and pitch accent (e.g. Hinds, 1990; Okada, 1999).
Garbage in, garbage out The original inventory of the CSJ contains a handful of unworkable
phoneme-level units whose utterances were merely discarded from the corpus. First, although
the segment [VN] occurs 1712 times in PhonemeEntity attributes, this tag was used to annotate
filler words and hesitations (CSJ DVD, 2004). For this reason, it can not reasonably be mapped
to any phoneme, and the utterances in which it occurs were discarded. Following the same
argument, any utterance containing the tags [?] or [FV], respectively used throughout the
corpus to annotate unidentifiable consonants and vowels (1214 occurrences in total), were
deleted. Ultimately, utterances containing heavily under-represented phoneme-level units such
as [kw], [Fy], and [v] (1, 1, and 2 occurrences, respectively) were also discarded with no further
examination of their actual phonemic status.
This final data-discarding step accounts for a very small fraction of all discarded data. Indeed,
inclusion and deletion statistics presented in Table 3.1 indicate that discarded data consists, for
the most part, in noisy or empty utterance chunks. Having noted that Dautriche (2009) did not
account for noisy passages, we are puzzled by the very good results reported in this study.
Vowels The annotation of vowels in the CSJ follows Vance’s (2008) description: there are five
vowel qualities and one chroneme (i.e. a phoneme-level unit conveying only length information)
in Japanese. Each vowel quality was annotated with one unambiguous tag: [a], [e], [i], [o],
and [u]. Thus, in isolation, the CSJ tag [a] was straightforwardly mapped to the phoneme
/a/ and, similarly, [e] to /e/, [i] to /i/, [o] to /o/, and [u] to /u/ (we consider the fact that
realizations of this last phoneme are typically unrounded [W] irrelevant for the purpose of the


























































































































































































































































































































































/a/ 3 3 3 3 3 3 3 3
/e/ 3 3 3 3 3 3 3 3
/i/ 3 3 3 3 3 3 3 3
/o/ 3 3 3 3 3 3 3 3
/u/ 3 3 3 3 3 3 3 3
/a:/ ± 3 3 ± 3 3
/e:/ ± 3 3 ± 3 3
/i:/ ± 3 3 ± 3 3
/o:/ ± 3 3 ± 3 3
/u:/ ± 3 3 ± 3 3
/Ë/ ± 3 3
/j/ 3 3 3 3 3 3 3 3
/w/ 3 3 3 3 3 3 3 3
/p/ 3 3 3 3 3 3 3 3
/b/ 3 3 3 3 3 3 3 3
/t/ 3 3 3 3 3 3 3 3
/d/ 3 3 3 3 3 3 3 3
/k/ 3 3 3 3 3 3 3 3
/g/ 3 3 3 3 3 3 3 3
/m/ 3 3 3 3 3 3 3 3
/n/ 3 3 3 3 3 3 3 3
/ð/ 3 3 3 3 3 3 3 3
/s/ 3 3 3 3 3 3 3 3
/z/ 3 3 3 3 3 3 3 3
/r/ 3 3 3 3 3 3 3 3
/h/ 3 3 3 3 3 3 3 3
/y/ ± 3 ± 3 ± 3
/S/ 3 3 3 3
/Z/ ± 3 3
/ţ/ 3 3 3 3
/dz/ ±
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description of a phonemic inventory and, therefore, use the usual symbol for the cardinal vowel).
The moraic chroneme tag [H] was used to annotate the second half of a long vowel and,
hence, serves as an abstract placeholder for the length mark /:/ in any of /a:, e:, i:, o:, u:/. In
the perspective of training acoustics-based models, the problem with such a segment is that its
realizations would encompass all possible vowel qualities. Therefore, in order to set all long
vowels apart, this tag and the preceding one were mapped to a single long vowel whose quality
is described by the preceding tag. For instance, the sequences [aH], [eH], [iH], [oH], and [uH]
were mapped to /a:/, /e:/, /i:/, /o:/, and /u:/, respectively. Because, in terms of segments, this
mapping amounts to deleting themoraic chroneme, each long vowel’s timestampswere corrected,
extending the ending timestamp of the vowel to the ending timestamp of the chroneme.
Plain consonants Each consonant’s default realization was annotated with an unambiguous
tag. Hence, we straightforwardly mapped these tags to their respective phonemes: [p] to /p/,
[t] to /t/, [k] to /k/, [b] to /b/, [d] to /d/, [g] to /g/, [m] to /m/, [n] to /n/, [r] to /r/, [h] to
/h/, [s] to /s/, and [z] to /z/. Likewise, the approximants received no specific treatment: the
tags [w] and [y]were mapped to /w/ and /j/, respectively. Finally, following all aforementioned
grammars of Japanese, the moraic nasal tag [N]was mapped as-is onto the phoneme /ð/.
Glottal fricatives The tagset of the CSJ uses the symbol [F] to represent a voiceless bilabial
fricative. This segment is however not a phoneme in Japanese, but the allophonic realization [F]
of the glottal fricative /h/ before /u/ (Kinda-Ichi & Maës, 1978; Okada, 1999; CSJ DVD, 2004).
Therefore, both [h] and [F] tags were mapped to the phoneme /h/.
Yo¯on and palatalizations Yo¯on, literally “contracted sound” or “diphthong,” is a feature of the
phonology of Japanese in which a mora is formed with an added yod after the initial consonant.
Although actual realizations of such sequences result in the palatalization of the initial consonant,
yo¯on should not be confused with allophonic palatalizations triggered by a following front vowel.
Indeed, as exemplified by the minimal pair 〈ko〉 ∼ 〈kyo〉, “child” ∼ “hugeness” (we purposedly
use angle brackets to temporarily sidestep the issue of the phonemic representation), yo¯on and
plain consonants form distinct and contrastive groups for Japanese speakers (Nakamura–Delloye,
priv. comm.). In the CSJ, each consonant may receive one of three atomic tags: plain consonant,
e.g. [k] and [n], palatalized consonant, [kj] and [nj], or yo¯on, [ky] and [ny]. Although, as it is
a phonemic contrast, distinguishing yo¯on from plain consonants is legitimate, tagging allophonic
palatalizations as phonemes is not. The annotation of consonantal phonemes was thus simplified
to account for phonemic contrasts only: both [k] and [kj]were mapped to the phoneme /k/
and, similarly, [g] and [gj] to /g/, [n] and [nj] to /n/, and [h] and [hj] to /h/; no allophonic
palatalization of /p/, /b/, /t/, /d/, /m/, or /r/ was tagged as such in the transcripts.
As for the yo¯on, although they can not be mapped to plain phonemes, it should be noted that
they occur quite infrequently compared to their plain counterparts. Indeed, tallying occurrence
frequencies over all the transcripts of the CSJ, only 283 segments were tagged as [py] vs. 4453 as
[p], 603 as [ty] vs. 96903 as [t], 3186 as [ky] vs. 99170 as [k] or [kj], 234 as [by] vs. 13061 as
[b], 10 as [dy] vs. 47447 as [d], 598 as [gy] vs. 31416 as [g] or [gj], 1187 as [ry] vs. 57640 as [r],
81 as [my] vs. 54932 as [m], 400 as [ny] vs. 91666 as [n] or [nj], and 1282 as [hy] vs. 21285 as [h],
[hj], or [F]. Hence, the ratios of yo¯on to plain consonant range from 1:16 to 1:4748. However, in
the interest of conducting statistical learning, it is desirable to have a reasonably high number of
examples for each phoneme and, thus, we need to attenuate the potential data-sparseness of our
dataset. Therefore, and although such segments were considered as atomic in the annotations of
the CSJ, all yo¯on were mapped to a sequence of two phonemes consisting of the plain version of
the consonant and a yod; i.e. the atomic tag [py] was mapped the bigram /pj/ and, similarly,
[ty] to /tj/, [ky] to /kj/, [by] to /bj/, [dy] to /dj/, [gy] to /gj/, [ry] to /rj/, [my] to /mj/, [ny]
to /nj/, and [hy] to /hj/. As a consequence, a new timestamp, marking the boundary between
the consonant and the yod, had to be created for each bigram. This additional timestamp was






Figure 3.1—Vowels of the phonemic inventory of Japanese, as used in this study. Symbols at
left and right of bullets represent short and long vowels, respectively.
Table 3.3— Consonants and glides of the phonemic inventory of Japanese, as used in this study.
Where symbols appear in pairs, the one to the right represents a voiced consonant.
Bilabial Alveolar Palatal Velar Uvular Glottal
Nasal m n ð
Plosive p b t d k g
Fricative s z h
Flap r
Approximant j w
computed pro rata temporis of the average observed durations of the standalone occurrences of
the plain consonant and the yod.
Yod-coalescence Alveolar fricative consonants received a separate treatment from other con-
sonants. Based on preliminary observations by Dupoux & Schatz (priv. comm.) and our own
examination of approximately 50 randomly-drawn phones, we observed that, for each of these
consonants, their default realization, allophonic palatalization, and yo¯on resulted in a common,
perceptually atomic phone. Therefore [s], [sj], and [sy] were mapped to the phoneme /s/.
Following the same argument, [z], [zj], and [zy] were mapped to the phoneme /z/. As far as
yo¯on is concerned, this observation is not without reminding us of yod-coalescence, a process
occurring in many varieties of English (Wells, 1999) by which the clusters [dj], [tj], [sj], and [zj] are
changed into [Ã], [Ù], [S], and [Z], respectively. Moreover, [c], [cj], and [cy]were all mapped to
the phoneme /t/ on the grounds that [c] does not occur in the phonology of standard Japanese,
except as the allophonic realization of /t/ before /u/ (Ito & Mester, 1995; p. 825).
Moraic obstruents Finally, the moraic obstruent tag [Q] was used throughout the CSJ to
annotate the second half of a geminate obstruent and, hence, serves as an abstract placeholder for
any of /p, t, k, b, d, g, s, z, h/, depending on the context. In order to set all obstruents apart, and
following our discussion on the moraic chroneme tag [H], this tag was mapped to the phoneme
to which the preceding segment had been mapped. When the preceding segment was not an
obstruent, the moraic segment was used to annotate an emphatic pronunciation, as described by
Hinds (1990; p. 399). In such contexts, this segment was simply deleted, thereby extending the
ending timestamp of the preceding segment to the ending timestamp of the moraic obstruent.
3.1.3 The phonemic inventory of Japanese
After applying all aforementioned preprocessing steps, the phonemic corpus we derived for our
experiments is very different from the original CSJ. Because the phonemic inventory of this novel
corpus will be at the heart of most if not all subsequent discussions, we give a brief overview of
the comprised phonemes in this section.
Let the set P denote the resulting phonemic inventory of Japanese, we have:
P ≡ {a, e, i, o, u, a:, e:, i:, o:, u:, j,w,m, n, ð, p, b, t, d, k, g, s, z, h, r} (3.1)
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Figure 3.2—Distribution of phoneme frequencies observed in the CSJ, as a function of phoneme
ranks in the frequency table.
This inventory is also presented in Figure 3.1 for vowels and in Table 3.3 for consonants, us-
ing the usual representations established in the charts of the international phonetic alphabet
(International Phonetic Association, 1999).
In adapting the annotations of the CSJ to our needs, we intentionally made a trade-off between
linguistic and computational considerations. Whereas we examined all aforementioned theoreti-
cal descriptions of the phonology of Japanese with equal interest, it is interesting to observe that
our inventory is (but for one phoneme in each case) identical to those proposed by, on one hand,
an expert linguist and native speaker (Okada, 1999) and, on the other hand, a collaboratively
edited Internet encyclopedia (Wikipedia, 2012).
Power phonemes One of our recurrent concerns during the preprocessing phasewas to prevent
potential data-sparseness issues in our corpus. To do so, we mapped the annotations of the CSJ
to a minimal number of phonemes, thereby increasing the frequency of the latter. Nonetheless, it
has often been observed that the frequency distributions of many linguistic units follow a power
law (i.e. a few items have very high frequencies and most items have very low frequencies; Zipf,
1935; Ferrer-i-Cancho & Solé, 2001, 2003; Ha et al., 2002; Tambovtsev & Martindale, 2007), and
the frequency distribution of phonemes in our corpus is no exception.
Indeed, as presented in Figure 3.2, phonemes’ absolute frequencies as tallied over the whole
CSJ range from 4280 occurrences for /i:/ to 212,554 occurrences for /a/. In other words, the most
frequent phoneme in our corpus is 50 times more frequent than the least frequent phoneme. As
will be discussed in Chapter 4, it would be unrealistic to have equal expectations for the most
and the least frequent phonemes in the perspective of conducting statistical learning on such a
dataset; yet, while power laws appear to be an intrinsic property of any natural language, they
are not a curse for computational approaches to language and we will discuss how introducing
a weighting scheme in our experiments may account for this fact.
3.2 Good allophones like yo momma used to cook
In this section, we describe how we derived phonetic transcriptions with varying degrees of
allophonic variability using both the original audio recordings and our novel phonemic transcrip-
tion of the CSJ. We first give a brief overview of similar techniques used in previously reported
studies, and we then proceed to detail the particular method we used in this study, and discuss
how it allows us to control the limits of phonetic similarity in our data.
As previously stated, our goal is to create a phonetically transcribed corpus from a phonemi-
cally transcribed one, controlling the amount of allophonic variationwe introduce. The reason for
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this is twofold. First, the number of allophonic rules infants must learn is unknown (if assessable
at all; Boruta, 2011b) and, thus, exploring a considerable range of inputs of increasing phonetic
variability can yield but a better evaluation of our models’ performance. Second, as we build
upon Peperkamp et al.’s early studies, we need input data comparable to the corpora they used,
i.e. data from which statistics about each phone’s distribution can be gathered. Therefore, we can
not use raw speech as it would make the collection of such distributional statistics impossible: if
no two phones are identical, monitoring the occurrences of a given phone in different contexts
becomes impractical. In other words, Peperkamp et al.’s (2006) distributional learner requires
that the input be quantized, meaning that the virtually infinite variability in human speech and
phoneme realizations has to be somehow constrained to a finite (and relatively small) number of
values, that we will refer to as the allophonic inventory denoted by P:
Assumption 3.1 Infants’ linguistic input is (perceptually) quantized, i.e. there is a finite number
of phones to keep track of.
Such a preprocessed representation of the input is comparable (yet unrelated) toMcCallum et al.’s
(2000) canopy clustering whereby, in order to facilitate the application of clustering techniques on
datasets of considerable size, an initial, relatively fast or approximate preclustering is performed
to partition the data into a restricted number of subsets—referred to as canopies—allowing
for the subsequent use of resource-intensive clustering techniques on the makeshift canopies.
For the purpose of satisfying this assumption, Peperkamp et al. (2006; and subsequent studies)
applied allophonic rules to phonemically transcribed corpora. Doing so, they also made the
simplifying assumption that free variation is beyond the scope of their research:
Assumption 3.2 There can be no more than one phone per phoneme per context.
Building upon this framework, most subsequent studies (Dautriche, 2009; Martin et al., 2009;
Boruta, 2009, 2011a,b; Boruta et al., 2011) made explicit the additional simplifying assumption
that phonemes do not have common realizations, predominantly in order to avoid frequency or
probability mass derived from different phonemes merging onto common, indistinguishable
phones (Boruta et al., 2011; p. 4):
Assumption 3.3 Phonemes do not have common realizations, i.e. the phonemic inventory is a
partition of the allophonic inventory.
For the sake of comparability, we reiterate these assumptions in the present study. The remain-
der of this section contains a brief review of the different techniques used in aforementioned
experiments to transform phonetic transcriptions into phonemic transcriptions.
Allophonic complexity The statistic we use troughout the present study to quantify how far
the allophonic inventory is from the optimal phonemic inventory is the allophonic complexity of
the corpus (Boruta, 2009, 2011a,b; Martin et al., 2009; Boruta et al., 2011). It is defined as the
average number of allophones per phoneme, i.e. the ratio of the number of phones to the number
of phonemes in the language. Let n ≡ |P| be the number of phonemes in the language at hand
(viz. n = 25 in Japanese) and n be the number of phones in a given allophonic inventory, the
allophonic complexity of the corresponding corpus is simply given by n/n.
In Table 3.4, we present a summary of the various allophonic complexities, languages, corpora,
and (looking ahead) indicators of allophony with which experiments building upon Peperkamp
et al.’s (2006) study were conducted.
3.2.1 Old recipes for allophonic rules
Different techniques have been used to convert a phonetically transcribed corpus into a phonem-
ically transcribed one. This section offers a brief overview of their respective advantages and
limitations.
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Table 3.4—Summary of the parameters used in computational studies building upon Peperkamp
et al.’s (2006) study. In the second column, ID and AD stand for infant-directed speech and
adult-directed speech, respectively. For each study, used indicator classes are denoted by their
initial: A for acoustic,D for distributional, L for lexical, P for phonetic (articulatory), and T
for temporal indicators. The and/or conjunction is used for studies in which the problem of
combining different indicators is addressed. In the last column, checkmarks denote experiments
whose evaluation was a true evaluation, rather than a prognosis.
Study Data Indicator classes Allophonic comp. Eval.
Peperkamp et al. (2006) Artificial D n/n = 47/46
ID French D and P n/n = 44/35 3
Le Calvez (2007) Artificial D 61/60 ≤ n/n ≤ 95/60 3
ID English D n/n = 51/50 3
ID English D and P n/n = 136/50 3
ID Japanese D n/n ∈ {50/49, 46/42} 3
ID Japanese D and P n/n = 58/42 3
ID French D n/n ∈ {36/35, 43/35} 3
ID French D and P n/n = 45/35 3
Le Calvez et al. (2007) Artificial D 61/60 ≤ n/n ≤ 95/60
ID French D and P n/n = 45/35 3
ID Japanese D and P n/n = 53/49 3
Martin et al. (2009) AD Japanese D 79/42 ≤ n/n ≤ 737/42
AD Japanese D and L 79/42 ≤ n/n < 1800/42
AD Dutch D and L 93/50 ≤ n/n < 2200/50
Boruta (2009) ID English D and L 99/50 ≤ n/n ≤ 1136/50
ID French D and L 69/35 ≤ n/n < 781/35
ID Japanese D and L 94/49 ≤ n/n ≤ 558/49
Dautriche (2009) AD Japanese A,D, and P 100/49 ≤ n/n ≤ 1000/49
Boruta (2011b) ID English D and/or L 99/50 ≤ n/n ≤ 1136/50 3
This study AD Japanese A,D, L, and/or T 48/25 ≤ n/n ≤ 990/25 3
Hand-crafted rules In their first studies, Peperkamp et al. created phonetic corpora through
the automatic application of hand-written allophonic rules (Peperkamp et al., 2006; Le Calvez,
2007; Le Calvez et al., 2007). This method has two obvious advantages as the rules they used
are not only linguistically plausible, but also attested in the language at hand. However, and
notwithstanding the fact that this procedure is not fully automatic, the reduced allophonic
grammars they defined introduced a limited number of contextual variants, as reported in
Table 3.4.
Random-partition rules Martin et al. (2009) circumvented this limitation using a language-
independent algorithm whereby an allophone is simply a numbered version of the underlying
phoneme, e.g. using [p1], [p2], [p3] as the contextual realizations of /p/. In practice, the allophones
of a given phoneme are generated by partitioning the set of this phoneme’s possible contexts
(i.e. the phonemic inventory of the language at hand) in as many subsets as necessary to reach a
desired allophonic complexity. However, because of Martin et al.’s choice to generate allophones
using thewhole phonemic inventory rather than each phoneme’s attested contexts, this procedure
may yield inapplicable rules, e.g. describing the realization of /w/ between /N/ and /k/ in English,
thus artificially limiting the maximum attainable allophonic complexity.
Matrix-splitting rules In a previous study (Boruta, 2009, 2011a; Boruta et al., 2011), we pre-
sented an algorithm that combines the linguistic plausibility of Peperkamp et al.’s rules and
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Martin et al.’s ability to emulate rich transcriptions. Relying on a representation of the language’s
phonemes in terms of distinctive features à la Chomsky & Halle (1968), this algorithm iteratively
splits phonological matrices, updating themwith distinctly valued attributes one at a time so that,
in the end, a phonological grammar of assimilation rules is produced (Boruta, 2011a). Finally, a
phonetic transcription is created by applying this artificial grammar to a phonemic transcription.
However, it is worth noting that this algorithm gives nothing but an approximation of what
speech-based allophones might sound like. It was designed to mimic the algorithm described in
the following section when only transcriptions (and no speech recordings) are available.
3.2.2 Allophonic rules redux
Using the CSJ does not only allow us to explore a linguistic database of considerable size. Because
the content of each transcript in the corpus is aligned with the original audio recordings, using
the CSJ allows us to ground our experiments in the acoustic form of language, thus bridging
to some extent the gap between phonology-driven and phonetics-driven approaches to the
acquisition of phonological knowledge.
The main idea behind the technique we present in this section is to create, for each phoneme,
an acoustic model of all attested realizations, controlling howmuch information about contextual
variability is preserved. It is worth mentioning immediately that the methodology we adopted
is not ours: we follow the protocol described by Young et al. (2006; section 3), as implemented by
Dautriche (2009; pp. 11–17) and Dupoux & Schatz (priv. comm.) using the Hidden Markov Model
Toolkit (henceforth HTK; Young et al., 2006), albeit while adapting all linguistic aspects to the
case at hand. Although we adopted this protocol as-is, we will hereby describe the core concepts
of the procedure, as well as the implementation choices specific to the present study.
Coding the data Discussing the details of automatic speech processing is beyond the stated
scope of this research; suffice it to say that the following protocol describes a now-standard
analysis of speech recordings (Makhoul & Schwartz, 1995; Hermansky, 1999; Young et al., 2006;
Jurafksy & Martin, 2009). The initial step consists in transforming the raw speech waveform of
the CSJ recordings into sequences of numerical vectors, a.k.a. acoustic features. A schematic
view of this process is presented in Figure 3.3: acoustic features are computed from successive
and overlapping slices of the speech waveform. Concretely, acoustic features for our experiments
Frame period→
Window duration →
Figure 3.3— Schematic representation of acoustic feature extraction by short-time analysis.
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Table 3.5 — Configuration parameters for the extraction of MFCC vectors. Checkmarks indicate
default values in HTK 3.4.1 (Young et al., 2006), given here for completeness.
Parameter = Value
SOURCEFORMAT = WAV




USEHAMMING = T 3
NUMCEPS = 12 3
CEPLIFTER = 22 3
PREEMCOEF = 0.97 3
NUMCHANS = 26
ENORMALISE = F
SAVEWITHCRC = T 3
SAVECOMPRESSED = T
were derived from a short-time analysis of the speech signal with a 25 ms Hamming window
advanced in 10 ms steps (a.k.a. the frame period in HTK’s jargon and Figure 3.3). For each slice,
we extracted 12 Mel frequency cepstral coefficients (henceforth MFCC; e.g. Jurafksy & Martin,
2009; p. 295–302), along with an energy coefficient and the first- and second-order time derivative
coefficients (the so called deltas and double-deltas) for each of the first 13 coefficients. For the
sake of reproducibility, HTK’s configuration parameters are reported in Table 3.5.
It is worthmentioning that 8 of the 201 recordings in the CSJ are actually dialogues, a specificity
that seemingly was not taken into consideration by Dautriche (2009). Fortunately, in order to
distinguish between both speakers, each of them was attributed one stereo channel in the audio
recordings. Thus, based on the information available in the Channel attribute of the IPU elements,
we were able to configure the extraction of the acoustic features for each speaker and utterance,
matching the value of HTK’s STEREOMODE parameter to the appropriate stereo channel.
Creating phonemic HMMs The next step in this protocol is to train, for each phoneme in the
inventory, a model of all attested realizations in the corpus. In HTK, an acoustic model takes the
form of a Hidden Markov Model (henceforth HMM; e.g. Young et al., 2006; p. 3). Suffice it to say
that a HMM is a statistical model comprising a finite number of connected states, and that some if
not all states (a.k.a. the emitting states) are associated to probabilities governing the distribution
of observations (i.e. the acoustic features) at a particular time given the state of a hidden variable
(i.e. the underlying phonemes) at that time. The general topology of the HMMs used in HTK is
presented in Figure 3.4. Because this topology is unique and constant throughout the present
si(1) si(2) si(3) si(4) si(5)
gi(2) gi(3) gi(4)
Figure 3.4 — HMM topology for the phoneme models, i.e. a 3-state left-to-right HMM with
no skip. In HTK, the initial and accepting state are non-emitting; each emitting state si(x) is
associated to an output probability density function gi(x) (here in blue).
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si(1) si(2) si(3) si(4) si(5)
gi(2) gi(3) gi(4)
Figure 3.5—HMM topology for the silence models trained for the boundaries <s> and </s>. The
extra two-way transition between the second and the fourth states allows the model to absorb
impulsive noises without committing to the next phone (Young et al., 2006; p. 32).
study, let si ≡ 〈si(2), si(3), si(4)〉 denote the sequence of all emitting states in the HMM modeling
the realizations of the phone pi ∈ P, and gi(x) denote the output probability density function
associated to the emitting state si(x). Because silence or pauses may occur at utterance boundaries,
two additional silence-based HMMs are also trained, viz. one for the starting boundary and one
for the ending boundary, denoted <s> and </s>, respectively. The particular topology of these
HMMs is illustrated in Figure 3.5.
In HTK, the output probability density function linked to each emitting state is represented by
a Gaussian mixture model (Young et al., 2006; p. 6). Using Gaussian mixture models (henceforth
GMM; e.g. Reynolds, 2009) is particularly appropriate to account for the inherent variability in
human speech. Indeed, as emphasized by Goldberger & Aronowitz (2005):
}the main attraction of the GMM arises from its ability to provide a smooth approximation
to arbitrarily shaped densities of long term spectrum.~
A GMM g is nothing but a parametric density function, defined as a weighted sum of γ ∈ N
component Gaussian density functions. Concretely, the definition of the probability density
function of a GMM is given by




vc g(x | θc) (3.2)
where x ∈ Rb is a b-dimensional random vector,Θ ≡ (θ1, . . . , θγ) contains themixture’s complete
parameterization (to be defined hereafter), vc ≥ 0 is the weighting factor for the c-th mixture
component, and g(x | θc) is the c-th component’s probability density function. Each component’s
density function is a b-variate Gaussian function of the form






where θ ≡ (v, µ,Σ) denotes the component parameters, among which µ is the b-dimensional
mean vector of the component and Σ is its b× b diagonal covariance matrix. The component
weights satisfy the constraint that ∑γc=1 vc = 1 in order to ensure that the mixture is a true proba-
bility density function (Stylianou, 2008; Reynolds, 2009). In the case at hand, the dimensionality
b matches the number of coefficients in each MFCC vector, i.e. b = 39 as the acoustic features
were extracted using 12 cepstral coefficients, an additional energy coefficient, and the first- and
second-order time derivatives for each of the first 13 coefficients. The default number of mixture
components in HTK is γ = 17 (we were unable to find a reference justifying this ubiquitous
value, reproduced here as-is from Young et al.’s and Dautriche’s studies). Finally, it is worth
noting that all parameter values collected in Θ are automagically estimated by HTK from its
input data.
Creating allophonic HMMs The third step of this protocol consists in training allophonic
HMMs, specificizing phonemic HMMs using information about each phoneme’s attested context-
dependent realizations. This is the step where we are able to control the size of the allophonic
inventory. Using HTK, allophonic HMMs are initialized by simply cloning phonemic HMMs
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and then retraining all models using so called triphone transcriptions (Young et al., 2006; p. 34–
36), i.e. phonetic transcriptions where each phone is denoted by the trigram made up of the
preceding phoneme, the target phoneme, and the following phoneme. For example, using HTK’s
minus-plus notation and visible spaces to denote segment boundaries, an utterance consisting of
the word /sake/, would be transcribed as <s>-s+a␣s-a+k␣a-k+e␣k-e+</s>where s-a+k denotes
the realization of the phoneme /a/ between /s/ and /k/—the treatment of the initial and final
segments was simplified for the sake of the example. It is worth noting that such a transcription
yields the highest attainable allophonic complexity for any corpus. Indeed, following Peperkamp
et al. (2006; and subsequent studies), we assumed that there can be no more than one phone per
phoneme per context (Assumption 3.2). In a triphone transcription, a phone is systematically
represented by the trigrammade up of the underlying phoneme and its attested context. Overall,
the allophonic inventory in such a transcription comprises, for every phoneme in the language
at hand, the set of all realizations in all attested contexts. Therefore, we can not further increase
the allophonic complexity of our dataset while still satisfying the aforementioned assumption.
Having re-estimated the parameters of all allophonic HMMs, the next step consists in con-
trolling the overall allophonic complexity by merging, for each phoneme, some of these utterly
specified allophones—a procedure known as state-tying in HTK’s jargon (Young et al., 2006;
pp. 36–39, 144–146). For a given phoneme and a given emitting state position x ∈ {2, 3, 4},
the x-th states of all allophonic HMMs of this phoneme are first pooled into a single cluster,
and then iteratively partitioned into an arborescent structure resembling a decision tree; this
process is repeated for each phoneme and each of the three emitting states in the HMMs. The
iterative partitioning relies on a set of a priori linguistic questions ranging from natural classes
(e.g. consonants, vowels, stops) to specific contexts; the questions we designed for the purpose
of the present study are reported in Table 3.6 where each set of contexts was used to create
questions for both preceding and following contexts. For a given cluster, HTK applies each
question in turn, tentatively splitting the cluster into two new branches comprising, on one hand,
phones whose realization context belongs the question’s application contexts (e.g. the phone’s
context is a voiced phoneme) and, on the other hand, phones whose realization context does not
belong to the question (e.g. the phone’s context is not a voiced phoneme). The question which
maximizes the likelihood of the data—i.e. the probability of partitioning these given phones in
this particular way given the training data—is then effectively used to split the initial cluster, and
this process is repeated on every new branch until an a priori global threshold (to be discussed
hereafter) is reached. In the end, for each leaf in this newly created decision tree, the HMM
states within that leaf are said to be tied in the sense that, during a final re-estimation of all
models’ parameters, a single, common GMM is used for every set of tied states. The number of
allophones that were computed for a given phoneme is defined as the sum, for each emitting
state, of the number of distinct (i.e. not tied) leaves.
Once all state-tying has been completed, some allophones may share the exact same HMM
and, in that case, the corresponding phones are indistinguishable (at least in our quantized
representation). Following the work of Dautriche (2009) and Dupoux & Schatz (priv. comm.), our
termination criterion for state-tying relies on the global number of such tied, indistinguishable
phones: let n˜ denote the desired number of phones in the allophonic inventory, our solution
consists in the inventory that maximizes the overall likelihood of the tied allophonic HMMs given
the CSJ, and whose size n is as close as possible to n˜. Indeed, because of unspecified reasons,
Dautriche’s and Dupoux & Schatz’s programs, though determinist, do not always output an
inventory comprising the exact desired number of phones; observed differences between the
desired and the actual number of phones range from −18 to +2.
As previously stated, our goal is to explore a considerable range of inputs of increasing phonetic
variability. In order to do so, we ran 20 distinct state-tying procedures controlling the a priori
size of the allophonic inventory, ranging from 50 phones to 1000 phones in increments of 50.
Whereas the lower bound and the increment were chosen arbitrarily, it should be noted that
requesting allophonic complexities higher than 1000/25 requires considerable computing time
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Table 3.6 — Questions on contexts used in HTK’s decision-tree state-tying procedure. All
questions were input to to the system in the order specified in this table, duplicating each
question in turn to account successively for phonemes’ preceding and following contexts (except
for the question on silence, because of the use of distinct boundary denotations).
Question Set of context phonemes
1 Voiced phoneme? {a, e, i, o, u, a:, e:, i:, o:, u:, b, m, n, d, z, r, g, ð, j, w}
2 Consonant? {p, b, m, t, d, n, s, z, r, k, g, j, w, ð, h}
3 Vowel? {a, e, i, o, u, a:, e:, i:, o:, u:}
4 Plosive consonant? {p, b, t, d, k, g}
5 Alveolar consonant? {n, t, d, s, z, r}
6 Short vowel? {a, e, i, o, u}
7 Long vowel? {a:, e:, i:, o:, u:}
8 Voiceless consonant? {p, t, k, s, h}
9 High vowel? {i, u, i:, u:}
10 Back vowel? {o, u, o:, u:}
11 Palatalization trigger? {i, i:, j}
12 Nasal consonant? {m, n, ð}
13 Bilabial consonant? {m, p, b}
14 Velar consonant? {k, g,w}
15 Fricative consonant? {s, z, h}
16 Denti-alveolar consonant? {n, t, d}
17 Glide? {j, w}
18 Vowel quality [a]? {a, a:}
19 Vowel quality [e]? {e, e:}
20 Vowel quality [i]? {i, i:}
21 Vowel quality [o]? {o, o:}
22 Vowel quality [u]? {u, u:}
23 Alveolar consonant? {s, z}
24 Flap consonant? {r}
25 Uvular consonant? {ð}
26 Glottal consonant? {h}
27 Silence? {<s>} or {</s>}
and power, notwithstanding those necessary to conduct subsequent experiments. However, it
is worth highlighting that the highest allophonic complexity that can reasonably be achieved
with HTK’s speech-based state-tying procedure, i.e. 990/25 ≈ 40 as presented in Table 3.7 (to be
discussed in the next section), is comparable to the highest allophonic complexities tested so far in
studies building upon Peperkamp et al.’s (2006) framework, viz. those attained by Martin et al.’s
(2009) random-partitioning technique, i.e. 1800/42 ≈ 43 on Japanese and 2200/50 = 44 on Dutch,
as presented in Table 3.4. Although studies should be compared with all proper reservations
because of differences in languages, corpora, and methodology, the experiments to be presented
in subsequent chapters will therefore include evaluations of the robustness of our models to
allophonic variation in a way comparable to Martin et al.’s study.
In order to guarantee the validity and the coherence of the allophonic inventories we derived,
we performed a number of sanity checks on the various HMMs and GMMs computed by HTK.
For each complexity, we successfully checked that:
— no two phonemes have identical phonemic HMMs;
— no two allophones have identical allophonic HMMs;
— no two allophones’ GMMs have a null or almost null (viz. up to 0.1) acoustic dissimilarity,
as will be defined in Chapter 4.
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Figure 3.6 — Distribution of phonemes’ number of attested contexts in the CSJ, as a function
of ranks in the context table. The red line marks the theoretical maximum number of bilateral
contexts a phoneme can have, i.e. |P|2 = 252 = 625.
3.3 Allophonic inventories
In this section, we first examine the allophonic inventories we derived using HTK’s decision
tree-based state-tying procedure. We then go on to discuss how our data relate to aforementioned
descriptions of allophonic processes in Japanese (Miller, 1967; Kinda-Ichi & Maës, 1978; Hinds,
1990; Ito & Mester, 1995; Okada, 1999; CSJ DVD, 2004; Vance, 2008; Wikipedia, 2012).
Upper bounds and expectations All experiments in computational linguistics and natural
language processing are constrained by the properties (desirable or not) of their input data. In
the case at hand, possible allophonic inventories are constrained by the empirical phonotactics of
Japanese—that is to say, each phoneme’s attested contexts in the CSJ. Furthemore, and because
we assumed that there can be nomore than one phone per phoneme per context (Assumption 3.2),
we can easily compute the higher bound on the attainable number of phones given our corpus.
Following our assumption, the theoretical maximum number of allophones for each phoneme
is given by |P|2 = n2, i.e. n possible preceding contexts and n possible following contexts, that
is to say 252 = 625 in the case at hand. As a consequence, the theoretical maximum number
of phones is given by |P|3 = n3, i.e. one allophone per phoneme per context, that is to say
253 = 15625. However, because of the inherent phonotactic constraints of the Japanese language
and, perhaps, sampling limitations in the constitution of the CSJ, not every phoneme is attested
in all possible contexts. Actually, in our data, there is not a single phoneme that is attested in all
contexts. Indeed, as presented in Figure 3.6, the distribution of the number of attested contexts
for each phoneme follows a distribution reminiscent of the frequency distribution reported in
Figure 3.2: whereas few phonemes are attested in most contexts, most phonemes are attested in
few contexts. The ratio of attested to possible contexts in the CSJ ranges from 598/625 (≈ 96%)
for /o/ down to 61/625 (≈ 10%) for /w/. The empirical maximum number of phones is given by
the sum, for each phoneme, of the number of attested contexts; altogether, only 6539 possible
contexts are attested out the 15625 possible ones (≈ 42%), a fact that quantifies the strentgh of
phonotactic constraints in Japanese. Surprisingly, ordering all phonemes by their respective
number of attested contexts brings, almost perfectly, broad natural classes to light: short vowels
appear to be the least constrained phonemes, followed by long vowels and, finally, consonants
and glides. It is worth noting that, however, there is no clear relation between a phoneme’s
frequency and the number of contexts it appears in, as illustrated by the scatter plot in Figure 3.7.
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Figure 3.7 — Phoneme frequency as a function of the number of attested contexts in the CSJ.
3.3.1 Data-driven phonotactics
Further exploration of the phonotactics of Japanese is needed in order to know whether patterns
emerge and, if so, if these patterns are linguistically coherent. To this end, we cross-tabulated
every phoneme and possible context, checking whether the former is attested in the latter. The
results are reported in the matrix presented in Table 3.8, where the symbols at the intersection
of each column and row indicate whether the column phoneme is attested as a preceding
or following context of the row phoneme, ignoring word boundaries for the purpose of this
particular analysis.
First, it is worth pointing out that the observable diagonal symmetry in this matrix is not
surprising: it is simply an illustration of our prior observation that every phoneme is an attested
context of its attested contexts. The most noticeable pattern in this empirical view of the phono-
tactics of Japanese is the fact that absolutely all pure consonants (i.e. not the approximants) are
attested as contexts of all vowels and, similarly, that all vowels are attested as contexts of all
consonants. Moreover, the approximants /j/ and /w/ are only attested in vocalic contexts and, in
the case of /j/, after a consonant. Furthermore, the black diagonal indicates that only stops, /b/,
/d/, /g/, /p/, /t/, and /k/, fricatives, /s/, /z/, and /h/, as well as the moraic obstruent /ð/ (and
not liquids or nasals) occur as geminated consonants. Although discussing each and every bullet
in this matrix beyond the scope of the present study, previous observations correlate well with
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Table 3.8—An empirical view of the local phonotactics of Japanese. The symbols read as follows: indicates that the column phoneme is attested as both a preceding and a following context of
the row phoneme, G# indicates that the column phoneme is only attested as a preceding context,H# indicates that the column phoneme is only attested as a following context, and # indicates
that the column phoneme is not attested as a context of the row phoneme.
a e i o u a: e: i: o: u: w j b d g p t k m n ð s z r h
a                          
e                          
i            H#              
o                          
u           H#               
a:          G#                
e:          G#  H#              
i:          G#  H#              
o:                          
u:      H# H# H#   H#               
w     G#     G# # # # # # # # # # # G# # # # #
j   G#    G# G#   # # G# G# G# G# G# G# G# G# G# # # G# G#
b           # H#  # # # # # # # G# # # # #
d           # H# #  # # # # # # G# # # # #
g           # H# # #  # # # # # G# # # # #
p           # H# # # #  # # # # G# # # # #
t           # H# # # # #  # # # G# # # # #
k           # H# # # # # #  # # G# # # # #
m           # H# # # # # # # # # G# # # # #
n           # H# # # # # # # # # G# # # # #
ð           H# H# H# H# H# H# H# H# H# H#  H# H# H# H#
s           # # # # # # # # # # G#  # # #
z           # # # # # # # # # # G# #  # #
r           # H# # # # # # # # # G# # # # #
h           # H# # # # # # # # # G# # # #  
ubiquitous observations in most—if not all—aforementioned theoretical accounts of phonotactic
constraints in Japanese: the elementary syllable (or mora) type in Japanese is CV (i.e. a consonant
onset followed by a vowel nucleus), the approximant /j/ appears only in CjV-type syllables, and
geminate consonants are limited to obstruents and the moraic nasal, respectively.
Yet another frequency effect All things considered, combining the statistics reported in Fig-
ure 3.2 (viz. the distribution of phoneme frequencies) and Figure 3.6 (the distribution of phonemes’
number of attested contexts) to this data-driven examination of the phonotactic constraints at
stake in the CSJ allows us to fully discuss the figures precedently reported in Table 3.7. As
previously argued, allophonic variation is an inherently contextual process: in any language,
each realization of a given phoneme is constrained by the surrounding phonemes. Therefore,
one could expect that the more contexts a phoneme appears in, the more diverse its realizations
would be. This conjecture is simply not true.
An example of this can be found considering the case of the long vowels /a:/, /e:/, /i:/, /o:/,
and /u:/. As observed from the graph in Figure 3.6, these phonemes form the second best group
in terms of the number of attested contexts: broadly speaking, each long vowel is attested in
about twice as many contexts as any consonant. Similarly, the rows and columns devoted to
the phonotactics of long vowels in Table 3.8 are mostly filled with black bullets, indicating that
not only do long vowels occur in many contexts in Japanese, they also occur in very disparate
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Figure 3.8—Attested number of allophones at maximal allophonic complexity, i.e. 990/25 allo-
phones per phoneme, as a function of the frequency observed in the CSJ.
contexts. However, HTK’s acoustics-based state-tying procedure yielded, at any allophonic
complexity, a relatively low number of allophones for these phonemes. This contrast is best
illustrated by also considering the situation for short vowels and at the maximal allophonic
complexity considered in the present study, i.e. 990/25 allophones per phoneme. Indeed, both
classes are observed in very similar contexts in the CSJ; yet, whereas hundreds of allophones
were defined by HTK for all but one short vowels (91 for /i/, 100 for /e/, 164 for /o/, and 202
for /a/), only a few dozen allophones were derived for long vowels altogether (1 for /i:/, 3 for
/a:/, 6 for /u:/, 11 for /e:/, and 37 for /o:/). Most of all, even if /i:/ is attested 4280 times and
in 338 distinct contexts in our corpus, HTK could not yield more than a single phone for this
phoneme. Because the algorithm underlying HTK’s state-tying procedure relies on the likelihood
of candidate allophonic inventory given the acoustic information in the corpus, we speculate
that the 4280 realizations of /i:/ are so homogeneous that splitting them into two or more subsets
was never a statistically interesting solution, at least with regards to the global likelihood of the
putative inventory.
By contrast, there is a strong, positive, and more than linear correlation between the number
of allophones produced by HTK and phoneme frequencies, as illustrated in the scatter plot in
Figure 3.8. Thus, in the interest of learning a phonemic inventory from speech data, more than
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the number of attested phonemes, it appears to us that it is the frequency of a given phoneme
that really dictates the variability in this phoneme’s realizations. However, further research on
this point would be needed, using other speech-processing techniques and corpora of different
sizes and languages, to be able to determine whether or not this observation is specific to our
particular setup.
3.3.2 O theory, where art thou?
In the final section of this chapter, we attempt to compare the output of HTK’s acoustics-based
state-tying procedure to allophonic rules presented in theoretical descriptions of allophonic
processes in Japanese. However, it is worth immediately highlighting that a full qualitative
(i.e. manual) examination of HTK’s output is hardly feasible. The reason for this is twofold.
First, whereas theoretical descriptions of allophony include rules in which all elements (i.e. the
target phoneme, the application context, and the resulting phone) are specified, e.g. h→ F / — u
using Chomsky & Halle’s (1968, p. 332) notation, HTK only instances the target phoneme and
the application contexts, the resulting allophone being represented by the HMM of its actual
realizations in the training data. Therefore, in HTK’s output, no phonetic symbol is (nor can
be) assigned to allophones, and their definition is limited to the set of all contexts in which
they are realized. Second, and most importantly, the procedure we described in the preceding
section generates one decision tree for every phoneme, HMM emitting state, and allophonic
complexity—that is to say 25× 3× 20 = 1500 different decision trees in the case at hand.
Established allophonic rules In Japanese, various allophonic rules constrain the realizations
of both consonants and vowels; we will review the most commonly discussed processes.
As previously mentioned in this chapter, consonants are subject to a regular palatalization
process when followed by the customary palatalization triggers /i/ and /j/, e.g. s→ S / — i
(Miller, 1967) and h→ ç / — i (Miller, 1967; Ito & Mester, 1995; Wikipedia, 2012). The vowel /u/,
too, affects the consonants it follows by the application of allophonic rules such as h→ F / — u
(Miller, 1967; Ito & Mester, 1995; Wikipedia, 2012) and t→ ţ / — u (Miller, 1967); this explains
why, for example, the underlying form in Japanese of the English loanword tsunami is actually
/tunami/. The process of lenition (a.k.a. weakening, whereby a consonant becomes more vowel-
like) is also attested in Japanese for /b/ and /g/ when they occur in an intervocalic context, as
examplified by the rules b→ B / V — Vand g→ G / V — V (Kinda-Ichi&Maës, 1978;Wikipedia,
2012). Finally, most if not all aforementioned sources state that the moraic nasal phoneme /ð/ is
subject to strong assimilation processes: it is said to be bilabial before bilabial consonants, i.e.
ð→ m / — {p, b, m}, coronal before coronals, i.e. ð→ n / — {t, d, n, r}, velar before velars, i.e.
ð→ N / — {k, g}, and uvular [ð] in other contexts; put another way, this phoneme only carries
information about nasality and obstruction, its place of articulation depending on that of the
following phoneme.
As far as vowels are concerned, the major allophonic process in Japanese is devoicing: short
vowels, and especially the high vowels /i/ and /u/, become devoiced between two voiceless













State-tying’s aftermath We now go on to examine whether these allophonic rules can be found
in HTK’s output. Before turning to the actual decision trees, the first step in our analysis concerns
the linguistic questions we provided to HTK, i.e. that we are interested in reviewing, for every
phoneme in the inventory, the questions that proved to be statistically relevant for an acoustics-
based definition of its allophones. To this end, we cross-tabulated all questions and phonemes,
distinguishing between questions that were actually used by HTK, questions that were not used
though they define attested contexts for the phoneme at hand, and questions that could not be
used because of phonotactic constraints on that phoneme. The results are reported in the matrix
presented in Table 3.9.
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Table 3.9—Actual usage of the questions presented in Table 3.6 by HTK’s decision tree-based
state-tying procedure, across all allophonic complexities. The symbols read as follows: the left
half denotes the phoneme’s preceding contexts, the right half denotes the following contexts, a
filled half-circlemarks a question used at least once in the definition of that phoneme’s allophones,
an empty half-circle marks a question that was never used though that phoneme occurs in at
least one context of that question, a missing half-symbol marks that no context of that question
is attested for that phoneme, and a dot marks a question whose contexts are never attested for




















































































































































































































/a/ G#  H#   # #  # H# H#   # # #  H# H# # # # H#  H# #  
/e/ # H# #  G# # #  # # H#  # G# # G# H# # # # # #  # H# # H#
/i/ H# H# # H# G# # #  # G# #   # G#  H# G# # #  # G# # # # #
/o/  H# #   # #  #    # H# # G# #  H# # # # #  H# #  
/u/ H# H# # H# G# # # G# # # # # # H# # # J # # # # # G# # # # H#
/a:/ # H# # # # # # # # # # # # # # # # # # # # # # # # # G#
/e:/ G#  # # # # # # # # # # # # # # # # # # # # H# # # G# #
/i:/ # # # # # # # # # # # # # # # # # # # # # # # # # # #
/o:/ G# # # H#  # # G# # # #  # G# G# # # # # # # # # # # # H#
/u:/ # G# # H# # # # # # # # # # # H# # J # # # # # # # # # #
/w/ # I # · · # # · G# # G# I · · · · · # G# # # I · · I · I
/j/ G# I # I I # # G H# H# I I I I I I · # # I  # · I I I I
/b/ # # # # · # # · # H# # I # · · · · H# # # # # · · I · I
/d/ # # G# # # # # · # # # G · · · # ·  H# # G# # · · I · I
/g/ # # # # · # # · # H# # I · # · · · H# # #  # · · I · I
/p/ # # # # · # # # # # # I # · · · · H# # # # # · · I · I
/t/   # G# #  # #   # I · · · # ·   # # # · · I · G
/k/ G#  # # · G# H# # H#  H# I · # · · ·   #  # · · I · G
/m/ G# I # · · # # · # H# G# I · · · · ·   # G# # · · I · I
/n/ G# I G# · · # # ·    I · · · · ·  H# #  # · · I · I
/ð/ # # G# H H # # H G# G# # H# J J J J J G# G# # # # H J # J #
/s/  G# # · # H# # # H#  H# I · · # · ·   # G# # # · I · I
/z/ # # G# · # # # ·  H# # I · · # · · # # # # # # · I · I
/r/ # I # · · # # · H#  H# I · · · · ·  G# # G# # · · I · I
/h/ G# # # · · # # # H# H# H# I · · # · · H# # # # # · · I # I
Interestingly, patterns do emerge in this matrix. First and foremost, one can observe that
both palatalization-related questions, i.e. Palatalization trigger? and High vowel?, were effectively
used by HTK to define the following context of at least one allophone for most consonants,
viz. /t/, /k/, /n/, /s/, /z/, /r/, and /h/. Hence, this confirms the major role of palatalization in
Japanese phonology, be it truly allophonic or a mere consequence of our decision to represent
yo¯on as Cj-type bigrams. Another, less suprising, pattern shows that vowels’ realizations appear
to be constrained by consonant contexts, and consonants’ realizations by vowel contexts; an
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observation once again coherent with the preponderance of CV syllables in Japanese: if CV is
the major syllable type, then words and utterances may likely consist in a binary alternation of
consonants and vowels. Finally, it is worth noting that the Voiceless consonant? question was used
to define at least one allophone for each and every short vowel and that, for all short vowels but
/u/ (the least frequent of all), this very question was used by HTK as both a preceding context
and a following context; we can thus reasonably speculate that these results corroborate linguists’
statement about the frequent devoicing of short vowels between two voiceless consonants.
Unfortunately, no other known property of Japanese seems to be represented in Table 3.9: no
intervocalic context emerged in the descriptions of the allophones of both /b/ and /g/, /u/ does
not appear to constrain the realizations of /h/, /t/ or any other phoneme, and the realizations
of /ð/ are conditioned by as many preceding as following contexts. However, Table 3.9 can not
provide a full examination of HTK’s output: because linguistic questions are applied sequentially
from the most to the least general, it is well possible that, for example, the affricate realization [ţ]
of /t/ before /u/ was taken into account by the early Voiced phoneme? or Back vowel? questions,
rather than the late Vowel quality [u]? question.
Allophonic trees In order to gain further insights on the allophones derived by HTK, we now
go on to explore the decision trees themselves. As previously stated, 1500 trees were generated
and, thus, providing a full examination of every single tree appears to be intractable, if relevant at
all. Therefore, we concentrated our effort on phonemeswhose decision trees at a given allophonic
complexity are true refinements of their decision trees at lower complexities, what we refer to as
allophonic trees. More precisely, because allophones are represented as context sets by HTK,
an allophonic tree guarantees the following property: each allophone at a given allophonic
complexity has to be accounted for at the immediately higher complexity either by the exact
same context set, or by the union of this context set and at least one other set.
It is worth noting that because each state-tying procedure is performed independently of the
others, increasing the desired allophonic complexity does not necessarily increase the number
of allophones computed for every phoneme. Indeed, as reported in Table 3.7, the number of
allophones of a given phoneme can even decrease as the global allophonic complexity increases;
in the case at hand, this property is attested for /u/ at 150/25 and 950/25 allophones per phoneme,
for /i/ at 750/25 and 800/25, and for /o/ and /h/ at 750/25. Because their respective number of
allophones is neither always constant (i.e. the partition is identical) nor increasing (i.e. the
partition is refined) as the global allophonic complexity increases, the phonemes /i/, /u/, /o/,
and /h/ can obviously not be represented as allophonic trees.
Notwithstanding this rather technical limitation, it turns out that allophonic trees are observed
only for 7 phonemes, viz. /e:/, /i:/, /j/, /w/, /g/, /p/, and /s/. Moreover, it is worth noting
that the case of /i:/ is trivial, as this phoneme always received a single allophone, even at 990/25
allophones per phoneme; hence, its allophonic tree is reduced to the root. The resulting, non-
degenerate allophonic trees observed for /p/, /w/, /g/, /j/, /e:/, and /s/ (arranged by increasing
maximum allophonic complexity) are presented in Figures 3.9, 3.10, 3.13, 3.11, 3.12, and 3.14,
respectively. By convention, decision trees read as follows:
— the left branch of a node denotes a negative answer to the linguistic question in the node,
and the right branch denotes a positive answer (Young et al., 2006; p. 145);
— L and R stand for the preceding (i.e. left) and the following (right) contexts, respectively;
— px#y denotes the x-th state of the y-th allophonic HMMmodeling the realizations of the
phoneme p;
— tied HMM states, e.g. s4#1 and s4#5 in Figure 3.14, are marked by a dashed circle.
The allophonic tree derived from the realizations of /p/, presented in Figure 3.9, confirms
our previous observation that frequency plays a major role in HTK’s behavior: whereas this
phoneme is potential target for both allophonic and yo¯on-related palatalizations (CSJ DVD, 2004),
the only context used by HTK to define its allophones is {a, a:}, i.e. the most frequent vowel
quality in our corpus. The allophonic tree for /w/, too, is surprising; as presented in Figure 3.10,
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w2#2L: vowel quality [e]?
w2#2w2#1
















j2#3L: vowel quality [o]?
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R: vowel quality [a]?
g4#3R: vowel quality [o]?
g4#2g4#1
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R: vowel quality [a]?








L: vowel quality [a]?
R: palatalization trigger?
s2#9s2#8
L: vowel quality [o]?
R: palatalization trigger?
s2#7s2#6








L: vowel quality [a]?










R: vowel quality [e]?
R: short vowel?
s4#5s4#4
R: vowel quality [a]?
s4#3R: voiced phoneme?
s4#2s4#1
Figure 3.14 — Allophonic tree for the 55 allophones of /s/, as computed by HTK’s decision
tree-based state-tying procedure.
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this phoneme’s realizations appear to be most constrained by preceding high or front vowels, a
fact that, to our knowledge, has never been discussed in the literature. Similarly, the allophonic
processes underlying the realizations of the phoneme /j/ are unaccounted for; indeed, the
voiceness of the preceding phoneme and the height of the following vowel appear to be the most
relevant contexts to model the different realizations of this phoneme, as attested by the repeated
usage of the questions Voiceless consonant?, Voiced phoneme?, and High vowel? in the decision tree
presented in Figure 3.11. By contrast, the allophonic tree derived the long vowel /e:/ may denote
a known phonemenon, though most commonly observed for short vowels, viz. vowel devoicing
between voiceless consonants; as presented in Figure 3.12, most context sets comprise or consist
in voiceless consonants as examplified by the use of the questions, Glottal consonant?, Consonant?
and, to a lesser extent and by the negative, Voiced phoneme?. Although the realizations of /g/
appear to be solely constrained by vowels, 6 out of 7 questions relate to the following context only,
as presented in Figure 3.13; further examination of the recordings of the CSJ would be needed
to determine whether the intervocalic lenition rule g→ G / V — V is attested for this phoneme
in the dataset. Gaining sense of all processes at stake in an allophonic tree as considerable as
the one derived for /s/ is not straightforward; however, a major feature of the phonology of
Japanese seems to be corroborated by HTK’s output: the highest-level questions defining the
following context of this phoneme’s realizations are Palatalization trigger? and High vowel?, once
again confirming the ubiquity of palatalization processes in Japanese.
Data-driven linguistics All in all, although some properties of the allophonic inventories that
were derived using HTK’s acoustics-based state-tying do relate to theoretical accounts of the
phonology of Japanese, not all allophonic rules could be retrieved from the decision trees.
In our opinion, such observations do not hinder the plausibility of using allophones à la HTK
to model early language acquisition. The reason for this is threefold. First, whereas the primary
source of data in HTK’s procedure is the audio recordings, most—if not all—aforementioned
grammars of the phonology of Japanese focus on articulatory descriptions of allophonic rules,
relegating fine-grained acoustic considerations to the background (a notable exception being
Vance, 2008). Second, we have shown that the computation of our acoustics-based allophones is
heavily influenced by phoneme frequencies; thence, whereas it is surely appropriate to include a
rule such as h→ ç / — i in an allophonic grammar of Japanese, it is unlikely that a low-frequency
phoneme such as /h/ will have a significant weight during a global partitioning of all phones in
the CSJ. Finally, speech is the major medium by which infants receive linguistic input and, if our
allophones are acoustically different enough to be clustered in such a way by HTK, then it is
likely that they are perceptually distinguishable by infants.
CHAPTER 4
INDICATORS OF ALLOPHONY
Studies building upon Peperkamp et al.’s original experiments have defined various numerical
criteria that—tracking statistical regularities in a phonetically transcribed corpus—have been
used to discover which phones are actually allophones of some (yet to be discovered) phoneme
in the language at hand. For instance, these criteria include measures of near-complementary
distributions (Peperkamp et al., 2006; Le Calvez, 2007; Le Calvez et al., 2007; Dautriche, 2009;
Martin et al., 2009; Boruta, 2009, 2011b), articulatory or acoustic similarity (Peperkamp et al., 2006;
Le Calvez, 2007; Le Calvez et al., 2007; Dautriche, 2009), and, more recently, lexical dissimilarity
(Martin et al., 2009; Boruta, 2009, 2011b). However, no common framework has yet been proposed
to systematically define and evaluate these data-driven measures, and Peperkamp et al.’s (2006)
original, distributional learner has been extended with so called constraints, filters, and cues. In
this chapter, we show that all aforementionedmeasures indicating, to some extent, which phones
are allophones can actually be redefined as various instances of a single, cohesive concept, viz.
phone-to-phone measures of dissimilarity referred to as indicators of allophony.
This chapter is divided into six main sections. In Section 4.1, we define our goals as well as the
formal data structures that will be used throughout this study. Acoustic, temporal, distributional
and lexical indicators of allophony are then precisely defined in Section 4.2. Section 4.3 contains
a discussion of the various standardization techniques we used so that a consistent examination
of indicators’ performance could be carried out. In Section 4.4, we present a first assessment of
indicators’ informativeness in terms of prognoses of allophony, i.e. preliminary inspections of
the correlation between our indicators’ value and the allophony relation. Various classification
experiments are then reported and discussed in Section 4.5. Finally, Section 4.6 contains a general
assessment of the work presented in this chapter.
4.1 Allophony: definitions and objectives
In this section, we first define the concept of indicator of allophony, as well as the mathematical
objects we will use to represent and manipulate such indicators. We then go on to specify the
objectives of our artificial learner, viz. predicting whether or not two phones are allophones.
4.1.1 Phones, phone pairs, and allophones
As discussed in Chapter 2, the phonology of every natural language revolves around its own
inventory of phonemes, i.e. a finite (and rather small) set of abstract sound categories. In turn,
every phoneme can be realized by a (finite, following Assumption 3.1) number of different
phones, depending on its context. Indeed, as summarized by Lyons (1968; pp. 100–101):
}the distinction between [two phones] never has the function of keeping apart different
words [...]; it is not a functional difference: it is a phonetic difference, but not a phonological,
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or phonemic, difference [...]. In cases of this kindwe say that the phonetically distinguishable
pairs of speech sounds are positional variants, or allophones, of the same phoneme.~
Allophony can thus be thought of as a polyadic relation whereby allophones consist in sets of
phones brought together on the grounds that they all are realizations of the same, underlying
phoneme. To draw a non-technical analogy, the allophony relation sharesmany formal properties
with the siblings relationship: a sibling (an allophone) is one of various inviduals (various phones)
having a parent in common (having the same underlying representation). Moreover, just as the
siblings relationship may involve two or more individuals, the allophony relation may involve
two or more phones. Indeed, we observed in Chapter 3 that not all phonemes have the same
number of allophones (cf. Table 3.7). In fact, observing that two or more phonemes have the
same number of allophones would be nothing but a mere statistical accident.
Despite this inherent property of natural languages, Peperkamp et al. (2006) introduced a
strictly pairwise computational framework whereby, for any phoneme, allophones are discovered
two by two. For instance, let {p1, p2, p3} ⊆ P denote the phones accounting for the contextual
realizations of an hypothetical phoneme p ∈ P. In Peperkamp et al.’s framework, learning the
allophony relation between these three phones amounts to learning that all three pairs {p1, p2},
{p1, p3}, and {p2, p3} are each made up of two allophones. Let n ≡ |P| denote the size of a given
allophonic inventory P; put another way, the task of Peperkamp et al.’s artificial learner consists
in deciding for each of the n(n− 1)/2 possible pairs of phones whether or not the two phones it
comprises are allophones. It is worth pointing out that an additional step would be required
to infer the phonemic inventory of the language at hand: detecting which pairs of phones are
allophones is indeed insufficient to discover polyadic sets of allophones. In other words, the
fact that p1 belongs to both {p1, p2} and {p1, p3} needs to be accounted for. In this chapter, the
focus in on Peperkamp et al.’s original pairwise allophony task. The limitations of this pairwise
approach will be further discussed in Chapter 5 and circumvented in Chapter 6.
4.1.2 Objectives: predicting allophony
The overall goal of Peperkamp et al.’s (2006) artificial learner is to reduce the inherent variability
in speech, represented in the present study as a set of n phones P ≡ {p1, . . . , pn}, to a finite set
of abstract sound categories, i.e. the n phonemes P ≡ {p1, . . . , pn} of the target language. Let us
mention that we make the trivial assumption that n > n throughout the present study, i.e. that
there are strictly more phones than phonemes and, hence, that the problem is not already solved.
Following the formal assumptions we made in Section 3.2, every phone is the realization of
one (and only one) phoneme, and every phoneme has at least one realization. Formally, we can
thus define the set of phonemesP as a partition of the set of phones P. More precisely,P is a set
of nonempty subsets of P such that every phone pi ∈ P belongs to exactly one of these subsets,
i.e. the subset-like phonemes are both collectively exhaustive and mutually exclusive:⋃
ph = P and ph ∩ ph′ = ∅ if h 6= h′, h ∈ (1, 2, . . . , n). (4.1)
Hence, under this representation of phonemes as sets, it is worth noting that the number of
allophones of a given phoneme ph is merely given by its cardinality |ph| ≥ 1.
A pairwise framework Formalizing the task introduced by Peperkamp et al. (2006), our goal
is to learn an n× n symmetric Boolean matrix of allophony A ≡ [aij] where aij ∈ B denotes
what will be referred to as the allophonic status of the pair of phones {pi, pj} ⊆ P. If aij = 1,
the pair {pi, pj} is said to be allophonic (i.e. pi and pj are allophones) and, otherwise, it is said
to be non-allophonic (pi and pj are not allophones). The true, reference allophonic statuses can
be derived from the phonemic partition P of P into a reference matrix of allophony A∗ ≡ [a∗ij]
whose values are given by
a∗ij ≡ J∃ h ∈ (1, 2, . . . , n), {pi, pj} ⊆ phK (4.2)
where J · K, the evaluation function, denotes a number that is 1 if the condition within the double
brackets is satisfied, and 0 otherwise.
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Figure 4.1— Schematic representation of the distribution of an ideal indicator of allophony.
Indicators of allophony Following Peperkamp et al., we aim at predicting the allophonic
status of any given phone pair in a corpus. In order to do so, the first step consists in gathering
information about various cues and patterns in the input. In the present study, such empirical
information will take the form of quantitative, phone-to-phone dissimilarity measurements that
we will refer to as indicators of allophony, as defined in a previous study (Boruta, 2011b; p. 1):
}Discrimination relies on indicators, i.e. linguistic properties which are correlated with
allophony.~
The fundamental hypothesis behind indicators of allophony is the aforementioned compactness
hypothesis (Duin, 1999; Pękalska et al., 2003), i.e. the hypothesis that underlyingly similar objects
are also close in their surface representations. Concretely, we assume that, for any given indicator,
the likelihood of two phones being allophones is inversely correlated with their dissimilarity.
Put another way, and as illustrated in Figure 4.1, we assume that:
Assumption 4.1 The values of an effective indicator of allophony follow a bimodal distribution
whose modes emblematize the dichotomy between allophonic pairs and non-allophonic pairs,
keeping the ones apart from the others.
Under this (implicit) assumption of a bimodal distribution, prior studies relied on the corollary
that the two target statuses (i.e. allophonic and non-allophonic) can be materialized by searching
for a threshold value at and abovewhich phone pairs are classified as non-allophonic (Peperkamp
et al., 2006; Le Calvez, 2007; Le Calvez et al., 2007; Boruta, 2011b). Formally, an indicator of
allophony is represented as a square n× n dissimilarity matrix ∆ ≡ [δij] where δij denotes the
dissimilarity between the phones pi and pj, as estimated from observed data.
Allophony is, by definition, a symmetric relation, i.e. ∀ {pi, pj} ⊆ P, a∗ij ⇒ a∗ji. Therefore,
for the sake of simplicity, we require that the dissimilarity measures given by any indicator
be symmetric, too, i.e. ∀ {pi, pj} ⊆ P, δij = δji. Moreover, because of technical reasons to be
discussed in Chapter 6, we also require that every dissimilarity matrix ∆ be non-negative, i.e.
∀ {pi, pj} ⊆ P, δij ≥ 0, and hollow, i.e. ∀ pi ⊆ P, δii = 0. Because of our assumption that
the likelihood of two phones being allophones is inversely correlated with their non-negative
dissimilarity, this last constraint entails that allophony is, per our definitions, a reflexive relation,
i.e. ∀ pi ⊆ P, a∗ii = 1. Although this appears to be inconsistent with our prior definitions of
allophones as the distinct realizations of a given phoneme—returning to our previous analogy, one
can not be one’s own sibling—it has virtually no consequence in the case at hand. Indeed, whereas
the elementary object in Peperkamp et al.’s framework is a pair of phones {pi} ∪ {pj} = {pi, pj},
set objects can not include duplicate elements, i.e. {pi}∪ {pi} = {pi}. Consequently, off-diagonal
values are the only relevant values in any dissimilarity matrix ∆.
In the next section, each indicator is to be defined by its generator function f : P× P→ R+
whereby the values of its dissimilarity matrix ∆ are given by δij = f (pi, pj).
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4.2 Building indicators of allophony
Before turning to the actual definitions, let us revisit the nature and the form of the data that are
available to us in order to build indicators of allophony. On one hand, we can rely on acoustics-
based allophonic HMMs modeling the realizations of every single phone in the CSJ and, on the
other hand, we can monitor statistical patterns in a phonetic transcription of the CSJ where data
have been coded at three different linguistic levels: phones, words, and utterances (cf. Chapter 3).
For the sake of brevity, indicators of allophony are insignificantly defined in this section as
either similarity or dissimilarity measures; standardization issues will be discussed in Section 4.3.
Furthermore, it is worthmentioning that each indicator’s name includes a prefix blackboard-bold
letter reminiscent of the type of information this indicator relies on: A for acoustic indicators, T
for temporal indicators,D for distributional indicators, and L for lexical indicators.
4.2.1 Acoustic indicators
In this section, we describe the computation of two indicators relying on measures of the acoustic
dissimilarity between phones. Although the relevance of phonetic criteria for the definition of
phonemes has been discussed and, enventually, minimized in favor of an emphasis on distribu-
tional and functional criteria (Trubetzkoy, 1939; Austin, 1957), we reiterate our argument that
disregarding actual sounds in a study of sound categories would appear to be contrieved. More-
over, and as previously stated, speech is the major medium by which infants receive linguistic
input. We therefore consider acoustic information to be a legitimate cue to keep track of.
Prior scholarship Using the data at hand, the act of measuring the acoustic dissimilarity
between two phones amounts to measuring the dissimilarity between the two allophonic HMMs
that were trained to model their actual realizations in the recordings of the CSJ. We will thus
focus in the present study on the measure of acoustic dissimilarity described by Dautriche
(2009; implementation by Dupoux & Schatz, priv. comm.), for the sake of comparability—even
though various seminal acoustic distance measures have been defined (e.g. Gray & Markel, 1976;
Mermelstein, 1976; Everson & Penzhorn, 1988; Mak & Barnard, 1996). For this particular measure
as in Section 3.2.2, it is worth noting that the following protocol is not ours; it is only presented
here in order to ensure the reproducibility of the results to be presented in subsequent sections.
Concretely, Dautriche (2009) defined the acoustic dissimilarity between two phones {pi, pj} ⊆
P as the dissimilarity between their respective HMMs. In that study, the latter dissimilarity
is given by the dynamic time warping between the two sequences si and sj made up of their
respective emitting states, and using a symmetrization of the Kullback–Leibler divergence
between the states’ output probability density functions as the local distance function. The
generator function of this indicator, which will be referred to asA-DTW, is given by
A-DTW(pi, pj) ≡ DTW(si, sj; SKLD) (4.3)
where SKLD denotes Dautriche’s symmetrization of the Kullback–Leibler divergence (to be
precisely defined hereafter), and DTW(x, y; f ) denotes the value of the optimal symmetric
dynamic time warping that completely maps the sequences x and y onto one another using f as
the local distance (Sakoe & Chiba, 1978; Giorgino, 2009). Here, dynamic time warping is used to
find the optimal path among all paths from both HMMs’ first emitting states to both HMMs’
last emitting states. The search space of all such possible paths is illustrated in the lattice-like
structure in Figure 4.2.
Dautriche’s symmetrized Kullback–Leibler divergence is a straightforward extension of the
original Kullback–Leibler divergence (henceforth KLD; Kullback & Leibler, 1951), a seminal
measure of dissimilarity between two probability density functions. For two arbitrary density
functions f (x) and f ′(x), their KLD is given by
















Figure 4.2— Search space for the dynamic time warping between two HMMs’ emitting states,
as used in Dautriche’s (2009) acoustic indicator. In node labels, ordered pairs of the form (x, y)
denote the pair formed by the x-th state of the first HMM and the y-th state of the second.
and, for two b-variate Gaussian density functions g and g′ as defined in Section 3.2.2, KLD
has the following closed formed expression (e.g. Hershey & Olsen, 2007), using the notational
shorthand g ≡ g(x | θ) and g′ ≡ g(x | θ′):









)− b + (µ− µ′)T Σ′−1 (µ− µ′)). (4.5)
There is, however, no such closed form expression for the dissimilarity between two mixtures
of Gaussians. Even though various numerical approximations of the KLD between two GMMs
have been proposed (Goldberger & Aronowitz, 2005; Hershey & Olsen, 2007), Dautriche (2009;
p. 22) converted each GMM g into a single Gaussian distribution g? whose mean vector µ? and
















hence making possible the use of the definition of the KLD between two Gaussians (presented
in Equation 4.5) to define the approximation
KLD(g ‖ g′) u KLD(g? ‖ g′?) (4.7)
where the notational shorthands g and g′ stand for g(x | Θ) and g(x | Θ′), respectively. As the
dynamic time warping procedure used by Dautriche is symmetric, using a symmetric extension
of the Kullback–Leibler divergence (henceforth SKLD), defined as
SKLD(g, g′) ≡ KLD(g ‖ g
′) +KLD(g′ ‖ g)
2
, (4.8)
as the local distance function guarantees the symmetry of the whole acoustic indicator.
Finally, it is worth noting that this defines the acoustic dissimilarity measure we used in
Section 3.2 to check the consistency of HTK’s output.
10 points go to... Hungary! As previously quoted from the work of Goldberger & Aronowitz
(2005), using a mixture model allows for the modeling of arbitrarily shaped densities. However,
the very design ofDautriche’s single-Gaussian approximation cancels this property. Furthermore,
the definitions of approximated parameters µ? and Σ? are neither discussed in that study nor,
to our knowledge, accounted for in the literature. For these reasons, we hereby introduce a
novel acoustic indicator of allophony based on a standard and sound approximation of the KLD
between two GMMs.
When there is a motivated correspondence between the coindexed components of the GMMs,
one can use the following matching-based approximation (Goldberger & Aronowitz, 2005):




vc KLD(gc ‖ g′c) (4.9)
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However, to our knowledge, we can not assume any correspondence between coindexed mixture
components in the GMMs produced by HTK (Young et al., 2006; pp. 156–157). Therefore, prior
to approximating the KLD between two GMMs as the weighted sum of the KLDs between their
components, we need to specify how to pair each component of one GMM with one component
of the other. Goldberger & Aronowitz highlighted the fact that any permutation of a given
GMM’s components yields the exact same mixture of the probability density functions. Put
another way, two GMMs g and g˜ with equal parameter values but different component ordering
actually define the same probability density function. Relying on this property, they defined the
following approximation (Goldberger & Aronowitz, 2005; eq. 3):





vc KLD(gc ‖ g˜′c), (4.10)
where ℘(g′) denotes the set of all possible permutations of the γ components in the mixture g′,
and g˜′c denotes the c-th component of the permuted mixture g˜′. A naive implementation of this
matching-based approximation would require searching through all |℘(g′)| = γ! possible per-
mutations of the components (i.e. 17! ≈ 3.5 · 1014 permutations in the case at hand). However, as
with any instance of the assignment problem, this search can be solved in only O(γ3) operations
(i.e. 173 = 4913 operations, where O denotes the asymptotic upper bound on an algorithm’s
time complexity; Cormen et al., 2001) using the so called Hungarian method (algorithm by Kuhn,
1955, and Munkres, 1957; implementation by Clapper, 2009). Using a symmetrization similar to
the one used by Dautriche (2009), we approximate the SKLD between two GMMs g and g′ as








vc KLD(gc ‖ g˜′c) + v˜′c KLD(g˜′c ‖ gc)
)
, (4.11)
that is to say using the permutation g˜′ that minimizes the global sum, for each component, of
the weighted sums of the component-wise, single-Gaussian KLDs.
Finally, our novel acoustic match-based indicator of allophony, dubbedA-MBD, is defined as
the sum of the SKLDs between the coindexed emitting states of both phones’ HMMs. Formally,
its generator function is given by
A-MBD(pi, pj) ≡ ∑
ı∈{2,3,4}
SKLD(gi(ı), gj(ı)), (4.12)
where gi(ı) denotes the GMM associated to the ı-th state of the HMMmodeling the phone pi.
4.2.2 Temporal indicators
Previously defined acoustic indicators rely on the comparison of probability distributions, viz.
the GMMs assigned to the emitting states of both phones’ HMMs. By doing so, the underlying
data they examine are the acoustic features we derived with HTK. However, to a certain extent,
temporal information is not immediately accessible in a HMM. Whereas transition probabilities
between states constrain the (mostly left-to-right) progression in the observations’ structure (i.e.
the sequence of acoustic features extracted for each phone), retrieving information about each
phone’s attested durations in the CSJ from an allophonic HMM is impossible because of the
generalization process inherent to any paramater estimation technique.
However, gathering information concerning phone durations might prove to be useful for the
discovery of allophony. Broadly speaking, relative durations can indeed be used to define an
order on some phoneme classes: the realizations of long vowels tend to be longer than those
of short vowels—so we hope—and vowels tend to be longer than consonants (e.g. Grønnum &
Basbøll, 2003; Kewley-Port et al., 2007). Thence, comparing two phones’ duration distributions
may indicate whether or not they are allophones. To our knowledge, duration alone has never
been examined a potential cue for allophony. Throughout this study, we test the hypothesis that
temporal information can be used to derive effective indicators of allophony.
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Defining phonemes in terms of time In this section, we introduce a novel class of indicators
of allophony relying on phone duration information, viz. temporal indicators. It is worth noting
immediately that, by design, such indicators would fail to account for allophonic processes that
affect the duration of their target phonemes (e.g. shortening a long vowel). However, to our
knowledge, no such length-affecting process is attested in Japanese.
The main attraction of temporal indicators arises from the simplicity of the data they
manipulate—especially compared to the considerable formal apparatus needed for the def-
inition of acoustic indicators. Using the data at hand, information about each sound token’s
duration is readily available. Indeed, two of our recurrent concerns during the preprocessing
operations reported in Section 3.1 concerned temporal annotation. On one hand, we focused on
preserving the alignement between the original audio recordings of the CSJ and our custom-
built transcription as, in the latter, this alignement is materialized by a sequence of timestamps
marking the beginning and the end of each and every phone in the corpus. On the other hand,
we successfully checked that all phones in the dataset have non-negative durations.
All temporal indicators to be defined hereafter rely on the same logic at the computational
level (Marr, 1982). First, for each phone pi ∈ P, the exhaustive list of its attested durations
are collected in the vector ti. Then, we assess the temporal dissimilarity between two phones
{pi, pj} ∈ P by comparing the value of a given statistic about each phone’s duration vector ti and
tj. More precisely, given a scalar function f , we define the temporal dissimilarity T- f between
two phones pi and pj as
T- f (pi, pj) ≡ duratio(pi, pj; f ) with duratio(pi, pj; f ) ≡
min { f (ti), f (tj)}
max{ f (ti), f (tj)} , (4.13)
where the minimum-over-maximum ratio guarantees the symmetry of all temporal indicators.
We now go on to instantiate four temporal indicators of allophony, specifying a different
function f for each of them.
Duration tendency The first two temporal indicators we consider in the present study rely on
measures of central tendency, i.e. estimates of the average duration aroundwhich a given phone’s
durations tend to cluster. Though many measures of central tendency have been proposed in
the field of descriptive statistics, we only define and evaluate two of them (the inclusion criteria
will be discussed hereafter). First, because it is a ubiquitous estimator of central tendency, we
define a temporal indicator that relies on a comparison of the arithmetic means of both phones’
duration vectors. Referred to as T-mean, its generator function is given by





In spite of its popularity, the arithmetic mean has one major limitation: it is highly sensitive to
outliers (i.e. extreme values), in the sense that it yields an arbitrarily large estimate of central
tendency if the sample contains an arbitrarily large observation. By contrast, the median is one
of the most robust estimators of central tendency (Rousseeuw & Croux, 1992, 1993). Therefore,
we also introduce a temporal indicator, dubbed T-median, that relies on the comparison of both
phones’ median duration. Its generator is given by
T-median(pi, pj) ≡ duratio(pi, pj;median) with median(t) ≡ t|t|/2, (4.15)
assuming, for the sake of simplicity, that the values in the duration vector t are arranged in
increasing order.
Duration dispersion The second type of temporal indicators we will examine in the present
study rely on measures of statistical dispersion, i.e. estimates of the variability of a given phone’s
durations. Following the same argument as before, we introduce both a well-known (yet not
robust) temporal indicator, and a robust (yet less ubiquitous) indicator. The first dispersion-based
temporal indicator we define relies on a comparison of the standard deviations of both phones’
58 Indicators of Allophony
durations. Referred to as T-stdev, its generator function is defined as







Because it relies on the arithmetic mean, standard deviation suffers the same sensitivity to
outliers. Mirkin (2005; p. 65) recommends using the range (i.e. the difference between the highest
and the lowest values) a simple yet effective estimator of dispersion, even though it amounts
to comparing the most extreme values in the sample. The generator function of corresponding
temporal indicator, dubbed T-range, is straightforwardly given by
T-range(pi, pj) ≡ duratio(pi, pj;T-range) with range(t) ≡ max(t)−min(t). (4.17)
Population control As discussed in the first section of this chapter, the major assumption
behind indicators of allophony is that their values follow a bimodal distribution whose modes
keep apart allophonic pairs from non-allophonic pairs. Consequently, the relative ranks of
an indicator’s values may matter more than the values themselves. Therefore, any indicator
of allophony whose generator function can be defined as a rank-preserving (i.e. monotonic)
transformation of another indicator’s generator functionwould yield the exact same observations,
at least as far as allophony is concerned. For example, the standard deviation of a given sample
is by definition equal to the square root of its variance: as the square root function is monotonic,
we know in advance that both statistics would yield identical indicators. For this reason, and for
the sake of brevity, we limit our examination of the relevance of temporal information for the
discovery of allophony to the aforementioned temporal indicators.
4.2.3 Distributional indicators
Acoustic and temporal indicators of allophony rely on the examination of sound tokens, in
the sense that their values depend on the properties of every instance of every allophone of
every phoneme in the corpus. In other words, one could argue that our previous assumption
of a quantized input (cf. Assumption 3.1) would have been dispensable, as far as acoustic and
temporal indicators are concerned. Our answer to this potential objection is that we build upon
the work of Peperkamp et al. (2006). As we argued in Section 3.2, only a quantized input allows
for the collection of statiscal information about every phone’s context distribution, the very data
their artificial learner examines.
In this section, we present the various distributional indicators of allophony used throughout
the present study, i.e. indicators whose definition is based on a statistical assessment of phone
co-occurrence patterns. Even though Peperkamp et al.’s (2006) study contains, chronologically
speaking, the first account of a distributional learner of allophony (notwithstanding early work
on successor counts byHarris, 1951), we base the following exposition on the extended discussion
given in Le Calvez’s (2007; pp. 23–52) dissertation.
Complementary distributions The major idea behind Peperkamp et al.’s (2006) model of the
acquisition of allophonic rules is to take advantage of the observation that the allophones of a
given phoneme have non-overlapping distributions (Peperkamp & Dupoux, 2002). Consider,
for example, the aforementioned allophonic palatalization rule in Japanese whereby the alve-
olar consonant /s/ is realized as an post-alveolar [S] before the high vowel /i/, i.e. s→ S / — i
(Miller, 1967). By virtue of this rule, the words /miso/ and /mosi/ are to be realized as [miso]
(“miso,” a traditional Japanese seasoning) and [moSi] (as in [moSimoSi], “hello,” when answering
a telephone), respectively. Whereas [S] only occurs before (realizations of) /i/, [s] appears in all
other contexts. Because, [S] and [s] occur in distinct contexts, they are said to have complementary
distributions and are thus potential allophones. What is also true for previously discussed lin-
guistic cues of allophony is that complementary distribution is not a sufficient criterion for the
discovery of allophony, as highlighted by Peperkamp et al. (2006; p. B33):
Building indicators of allophony 59
}For instance, in French, the semivowel [4] only occurs as the last element in the syllable
onset (as pluie [pl4i] ‘rain’), hence before vowels, whereas the vowel [œ] only occurs in close
syllables (as in peur [pœK] ‘fear’), hence before consonants. These two segments, then, have
complementary distributions, but in no phonological theory are they considered realizations
of a single phoneme.~
In order to detect phone pairs with complementary distributions (or near-complementary distri-
butions in order to account for noise in the signal or, in the case at hand, smeared distributions in
allophonic inventories of high complexity), Peperkamp et al. searched for dissimilar distributions
(a strict generalization of complementary distributions, as pointed out by Dunbar, 2009). It is
worth emphasizing that the dissimilarity between two context distributions is positively corre-
lated with the likelihood of the two phones being allophones. In other words, highly dissimilar
context distributions indicate that the phones are potential allophones.
The first distributional indicator of allophonywe use in this study is based on a seminalmethod
of measuring the dissimilarity between two probability distributions, viz. the Jensen–Shannon
divergence (henceforth JSD; Lin, 1991). For two arbitrary density functions f (x) and f ′(x), their
JSD is given by
JSD( f , f ′) ≡ KLD( f ‖ f
′′) +KLD( f ′ ‖ f ′′)
2




where KLD is defined as in Equation 4.4. Hence, JSD is defined as a symmetrized measure of
the dissimiliraty between each input density function and their average. In the case at hand,
probability distributions are discrete distributions and the integral in the definition of KLD can
thus be replaced with a summation over all n2 possible bilateral contexts. Consequently, the
generator function of the corresponding distributional indicator (as previously used by Le Calvez,
2007, and Boruta, 2011b), dubbedD- JSD, is given by
D- JSD(pi, pj) ≡ 12∑i′ ∑j′
f
(
P(pi | pi′ , pj′), P(pj | pi′ , pj′)
)
(4.19)
where P(pi | pi′ , pj′) denotes the probability of the phone pi occurring after pi′ and before pj′ (to
be rigorously defined hereafter) and the context-wise term is defined as







Following Cover & Thomas (2006; p. 14), we use the convention that 0 log 0 = 0which is justified
by continuity since x log x → 0 as x → 0. One can prove that JSD’s and, consequently,D- JSD’s
values lie in [0, 1] (Lin, 1991; p. 148). Various studies have shown that there is no empirical differ-
ence between JSD and SKLD for the purpose of learning the allophony relation (Peperkamp et al.,
2006; Le Calvez, 2007; Boruta, 2011b). Furthermore, whereas JSD is by definition symmetric and
bounded, SKLD is not. For these reasons,D- JSD is the only information-theoretic distributional
indicator that will be used in this study.
The second distributional indicator of allophony we consider relies on a simple, symmetric,
and boundedmeasure of similarity between two probability distributions, viz. the Bhattacharyya
coefficient (henceforth BC; Bhattacharyya, 1943). For two arbitrary density functions f (x) and
f ′(x), their BC is given by
BC( f , f ′) ≡
∫ √
f (x) f ′(x) dx. (4.21)
Following the argument developed for D- JSD, the generator function of the distributional
indicatorD- BC (as used by Le Calvez, 2007, and Boruta, 2011b) is defined as





P(pi | pi′ , pj′)P(pj | pi′ , pj′). (4.22)
BC’s and, consequently, D- BC’s values lie in [0, 1]. If both phones’ distributions are strictly
identical, then computing theirD- BC amounts to summing over, for each context, the square
root of the squared probability of occurrence in this context, that is to say summing to 1. By





Figure 4.3— Smoothing: structural zeros vs. sampling zeros. Wavy arrows denote probability
mass redistribution during smoothing: whereas LLE and SGT involve redistributing a fraction
of the probability mass from the observed events to all unobserved events (here in red), a sound
smoothing technique should redistribute probability mass to the sampling zeros only (here in
green).
contrast, if each phone is only attested in contexts where the other is not, then each term in the
summation is equal to 0, as is the BC of their distributions.
Smoothed distributions As previouslymentioned, distributional indicators rely on probability
estimates, viz. the probability P(pi | pi′ , pj′) of the phone pi occurring before pi′ and after pj′ .
The simplest way to estimate such conditional probabilities from a corpus is to use maximum-
likelihood estimates (henceforth MLE). The MLE of the probability P(pi | pi′ , pj′) is given by
the ratio of the number of occurrences of the phone pi in this given context (i.e. pi′-pi+pj′ using
HTK’s minus-plus notation, cf. Section 3.2.2), to the number of occurrences of the phone pi (in
any context), that is to say




where #( · ), the count function, denotes the number of occurrences of its argument in the corpus.
If the trigram pi′-pi+pj′ is absent from the corpus, the MLE of the probability of the phone
occurring in this context is then equal to 0. The problem encountered by Peperkamp et al. (2006;
and subsequent studies) is thatD- JSD is only defined if, in every possible context, at least one
of the two phones is attested (otherwise the values of the denominators in Equation 4.20 may
lead to a division by zero). For this reason, Peperkamp et al.’s computation of the co-occurrence
probabilities relied on Laplace–Lidstone estimates (henceforth LLE, a.k.a. add-one smoothing).
The LLE of the probability P(pi | pi′ , pj′) of the phone pi occurring before pi′ and after pj′ is given
by




where n2 is to be interpreted as the number of possible contexts. Therefore, for all phones and
contexts in P, LLEs are stricly positive andD- JSD can be computed without any complication.
All studies building upon Peperkamp et al.’s experiments have applied the same smoothing
technique without further discussion. The contribution of the present research to the study of
distributional indicators of allophony consists in assessing how the use of LLE impact these
indicators’ performance. In order to do so, we compare distributional indicators whose values
were computed using LLE to indicators whose values were computed using a technique known
as the simple Good–Turing method of frequency estimation (henceforth SGT, algorithm by Gale
& Church, 1994, and Gale & Sampson, 1995; implementation by Bane, 2011). Exposing the
abundant computational details of SGT is beyond the scope of the present study; suffice it to
say that SGT yields frequency-based probability estimates for the various observed events (the
attested trigrams in the case at hand), as well as an additional, strictly positive estimate for the
total population of unobserved events taken together (all unattested trigrams). SGT does not
in itself tell how to share this last quantity between all unseen events (Gale & Sampson, 1995;
pp. 218–219); in our experiments, it was uniformly redistributed to each unseen event. For the
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sake of completeness, and because it is defined for null probabilities, we will also examine the
performance ofD- BC under MLE estimates.
It is worth noting, however, that both aforementioned smoothing techniques (viz. LLE and
SGT), suffer the same limitation: they reserve some probability mass for all unobserved events.
Indeed, as discussed by Mohri & Roark (2005; p. 1) and illustrated in Figure 4.3:
}A feature common to all of these techniques is that they do not differentiate between
sequences that were unobserved due to the limited size of the sample, which we refer to
as sampling zeros, from sequences that were unobserved due to their being grammatically
forbidden or otherwise illicit, which we call structural zeros. Smoothing techniques reserve
some probability mass both for sampling and structural zeros.~
In the case at hand, the consequence is that structural zeros such as phonotactically illicit
sequences in the language at hand, e.g. three consonants in a row in Japanese, receive a fraction
of the total probability mass. Attempting to identify structural zeros, as investigated by Mohri &
Roark, would hinder the comparability of our experiments to those in other studies building
upon Peperkamp et al.’s (2006) framework. Therefore, we leave this concern as a recommendation
for future research.
Population control As for temporal indicators, additional distributional indicators of allophony
were benchmarked during preliminary experiments. These indicators rely on the following
measures of (dis)similarity betwen two probability distributions: the symmetrized Kullback–
Leibler divergence (Peperkamp et al., 2006; Le Calvez, 2007; Le Calvez et al., 2007; Dautriche,
2009; Martin et al., 2009; Boruta, 2009, 2011b), the Hellinger distance, the Euclidean distance,
the Manhattan distance, the Chebyshev distance, and the intersection distance. For the sake of
brevity, the performance of these indicators is not reported in the present study.
4.2.4 Lexical indicators
All three aforementioned classes of indicators of allophony (viz. acoustic, temporal, and distribu-
tional) are in accordance with Peperkamp et al.’s original, bottom-up hypothesis about the early
acquisition of allophony and phonemehood: infants might learn the phonemes of their native
language very early in life, before they have a lexicon (Peperkamp & Dupoux, 2002; Peperkamp
et al., 2006; Le Calvez et al., 2007).
In this section, we build upon Martin et al.’s (2009)’s subsequent investigation concerning the
relevance of lexical (i.e. top-down) information for the acquisition of allophony.
Suddenly, words! Thousands of them! Compared to previously discussed cues of allophony,
the typical feature of Martin et al.’s proposal is that it calls for an ancillary word segmentation
procedure. Indeed, except for occasional pauses, there are no perceptually salient boundaries
between words in fluent—even infant-directed—speech (Kuhl, 2004). Consequently, any model
of language acquisition that relies on lexical information has to account for the acquisition of
that (preliminary) lexicon, specifying how the continuous stream of speech can be segmented
into word-like chunks.
Whereas, as mentioned in Chapter 2, many models of the acquisition of word segmentation
have been proposed (e.g. Olivier, 1968; Elman, 1990; Brent & Cartwright, 1996; Christiansen
et al., 1998; Brent, 1999; Venkataraman, 2001; Goldwater et al., 2009; Pearl et al., 2010; to cite
but a few), Martin et al. approximated infants’ emerging lexicon as a set of high-frequency
n-grams of phonemes. However, their results suggest that their so called lexical filter, though
promising, is less effective when relying on the n-gram approximation than on the reference,
dictionary-based word segmentation. In a subsequent study (Boruta, 2011b), we showed that
using the lexicon in the output of online models of the acquisition of word segmentation (viz.
Brent, 1999; Venkataraman, 2001; Goldwater et al., 2009) also results in a significant deterioration
of the performance of a model of the acquisition of allophony based on Peperkamp et al.’s. In
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another study (Boruta, 2009; Boruta et al., 2011), we showed that the same models of word
segmentation do not resist an increase in allophonic complexity: as the allophonic complexity
of their input increases, their performance tends to that of baseline models that insert word
boundaries at random in an unsegmented corpus.
For these reasons, we rely on the dictionary-based segmentation provided in theCSJ to compute
the values of all lexical indicators to be defined hereafter. Formally, we represent the lexicon
L as a finite set of words L ≡ {w1, . . . ,wl}, associated to their respective relative frequencies
F ≡ {f1, . . . , fl}. Additionally, let L` and |w| denote the sublexicon of words of length ` and the
length of the word w, respectively.
Terminimal pairs Martin et al.’s lexicon-based learner of allophony is based on the observation
that the application of allophonic rules in the vicinity of word boundaries may create minimally
different word forms. Consequently, repeating our prior example concerning the allophonic
rule of voicing in Mexican Spanish whereby /s/ is realized as [z] before voiced consonants,
i.e. [feliz nabidad] ∼ [felis kumpleaños] (“happy Christmas” ∼ “happy birthday”), the intuition
is that tracking contrasts on the first or last segment of otherwise identical word forms such
as [feliz] ∼ [felis] (which is not a minimal pair stricto sensu) may be relevant in order to learn
allophonic rules. In order to distinguish such word pairs from true minimal pairs (i.e. comprising
distinct words) such as /felis/∼ /relis/ (“happy”∼ “landslide”, also inMexican Spanish), we will
refer to the former as terminimal pairs, following the terminology used in a prior study (Boruta,
2009; pp. 38–39).
The more the merrier Martin et al.’s (2009) proposal is actually twofold. Not only do they rely
on terminimal pairs, they also rely on word length. As they observed, the frequency distribution
of word lengths follows a power law (i.e. most words are very short and few words are very
long) and, as a consequence, searching for terminimal pairs in very short words tend to generate
many false alarms. In order to account for this observation, Martin et al. set ad hoc bounds on
the length of the words they actually considered in their study; for instance, words less than 4
phoneme-long were discarded. More surprisingly, they also introduced an upper bound: words
less than 8 phoneme-long were discarded, too, on the grounds that they occur too infrequently to
be informative. Althoughwe consider Martin et al.’s argument about the limited informativeness
of very shorts words to be acceptable, we do not endorse their views on long words. Whereas
it is indeed unlikely that many terminimal pairs be attested on words of, for example, length
10, setting an upper bound on word length amounts to denying oneself the access to precious
information in the eventuality of such a lexical contrast. The only word length to be truly
irrelevant for the search of terminimal pairs is ` = 1. Indeed, by definition, all words of length
` = 1 form terminimal pairs as they contain no linguistic material apart from their contrasting
initial-and-final phone.
The first lexical indicator of allophony to be considered in this study is a mere reformulation
of Martin et al.’s so called lexical filter albeit, for the aforementioned reasons, using all words
in the lexicon but those comprising a single phone. This indicator, dubbed L-BTP, relies on a
Boolean function whose value for a given phone pair {pi, pj} ⊆ P is 1 if the lexicon L contains at
least one terminimal pair of words contrasting on these phones, and 0 otherwise. Formally, its
generator function is given by
L-BTP(pi, pj) ≡ J∃ {wı,w} ⊆ L, |wı| > 1∧ |w| > 1∧ TP(wı,w, pi, pj)K (4.25)
where TP(w,w′, p, p′) is 1 if and only if the words w and w′ for a terminimal pair contrasting on
the phones p and p′. It is worth noting that this indicator is included in the present study solely
for the sake of comparability with Martin et al.’s experiments.
Indeed, we showed (Boruta, 2011b) that the utterly limited number of values that L-BTP can
take, i.e. {0, 1}, hinders its performance as, for any given phone pair, a single false alarm would
switch its value to 1. Therefore, we introduce a simple yet more descriptive lexical indicator of
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allophony, dubbed L-NTP, whose generator function amounts to tallying, for a given phone











TP(wı,w, pi, pj). (4.26)
Incidentally, L-BTP’s generator function can be defined as a stripped-down version of L-NTP’s
by virtue of the following equality:
∀ {pi, pj} ⊆ P, L-BTP(pi, pj) = JL-NTP(pi, pj) > 0K. (4.27)
Finally, in order to investigate Martin et al.’s intuition about word length, we also consider a
length-weighted lexical indicator of allophony. Referred to as L-WTP (originally FL*; Boruta,












TP(wı,w, pi, pj). (4.28)
Functional load The final indicator of allophony to be considered in this study is based on
Hockett’s definition of functional load (Hockett, 1955; Surendran & Niyogi, 2006). Functional
load is an information-theoretic concept that accounts for the fraction of information content
that is lost in a language when a contrast is cancelled out. In the case of allophony, it accounts
for the fraction of information content that is lost when the contrast between two given phones
is neutralized. As argued by Lyons (1968; p. 82):
}It is to be expected therefore that children will tend to learn first those contrasts which
have the highest functional load in the language that they hear about them [...]. The precise
quantification of functional load is complicated, if not made absolutely impossible [...].~
Here, we follow the definitions given by Hockett (1955) and, more recently, Surendran & Niyogi
(2006) whereby the information content of the language at hand is represented by its word





fı log2 fı, (4.29)
treating the lexicon as a random variable L whose events {w1, . . . ,wl} have probabilites
{f1, . . . , fl}. The generator function of the corresponding indicator, referred to as L-HFL (origi-
nally HFL; Boruta, 2011b) is then defined as
L-HFL(pi, pj) ≡
H(L)−H( f (L; pi, pj))
H(L)
, (4.30)
where f (L; pi, pj) denotes Coolen et al.’s (2005) broken-typewriter function. This function returns
a new random variable identical to L except that pi and pj are indistinguishable. L-HFL(pi, pj)
is thus equal to the fraction of information content that is lost when the contrast between pi and
pj is neutralized. One can prove that L-HFL’s values lie in [0, 1] (Coolen et al., 2005; p. 259).
4.3 Numerical recipes
For the sake of simplicity, and as summarized in Table 4.1, we insignificantly defined indicators
of allophony as dissimilarity (A-DTW,A-MBD,D-BC-MLE,D-BC-LLE, andD-BC-SGT) or sim-
ilarity (T-mean, T-median, T-stdev, T-range,D-JSD-LLE,D-JSD-SGT, L-BTP, L-NTP, L-WTP,
and L-HFL) measures in the preceding section. Moreover, the possible values they can take
range from all non-negative reals down to the Boolean set {0, 1}.
This short section contains an exposition of the various standardization techniques we applied
to our indicators of allophony so that a consistent examination of their performance could be
developped in the rest of this study.
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Table 4.1— Indicators of allophony.
Indicator Type Range Previous usage
A-DTW Dissimilarity [0,∞[ Dautriche (2009)
A-MBD Dissimilarity [0,∞[ N/A
T-mean Similarity ]0,∞[ N/A
T-median Similarity ]0,∞[ N/A
T-stdev Similarity [0,∞[ N/A
T-range Similarity [0,∞[ N/A
D-BC-MLE Dissimilarity [0, 1] N/A
D-JSD-LLE Similarity [0, 1] Le Calvez (2007), Boruta (2011b)
D-JSD-SGT Similarity [0, 1] N/A
D-BC-LLE Dissimilarity [0, 1] Le Calvez (2007), Boruta (2011b)
D-BC-SGT Dissimilarity [0, 1] N/A
L-BTP Similarity {0, 1} Martin et al. (2009), Boruta (2011b)
L-NTP Similarity [0,∞[ N/A
L-WTP Similarity [0,∞[ Boruta (2011b)
L-HFL Similarity [0, 1] Boruta (2011b)
4.3.1 Turning similarities into dissimilarities
The first transformation we applied to all aforementioned indicators of allophony consisted in
turning similarities into dissimilarities, so that the likelihood of two phones {pi, pj} ⊆ P being
allophones is always inversely proportional to the value δij any indicator maps them to.
To this aim, we merely flipped all similarity-based indicators, substracting each indicator’s
individual value to the indicator’s maximum value (Vakharia & Wemmerlöv, 1995; Esposito
et al., 2000). Let δij denote the original similarity rating and δ′ij denote the dissimilarity between








This minimalistic transformation preserves the range of the values, the relative dis/similarities,
as well as the shape of the values’ distribution.
4.3.2 Standardizing indicators
Because they rely on the aforestated compactness hypothesis, the behavior of many classification
and clustering algorithms depends on input dissimilarity ratings, proximity scores, or the
minimum distance rule (Mirkin, 2005; pp. 64–70). Such quantities, e.g. the pervasive Euclidean
distance, are sensitive to differences in the scale of values: features with large values will
have a larger influence than those with small values. Equal contribution of all features to the
classification or the clustering may or may not be a desirable property but, as this numerical
influence does not necessarily reflect their real importance for the discovery of classes, and in
the absence of a priori knowledge of the relative weight of each feature, we follow Mirkin’s
(2005) argument that standardization (a.k.a. normalization) of the values is a reasonable, if not
necessary, preprocessing step.
The most common way to standardize data is to apply a linear transformation (so that relative
proximities remain intact) to the raw data, by first shifting the values by a measure of central
tendency, and then rescaling them by a measure of statistical dispersion. For instance, the
so called z-score standardization has been very popular in data mining and computational
linguistics (including in models of the acquisition of allophony; e.g. Peperkamp et al., 2006).
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It relies on shifting the values by their arithmetic mean and rescaling them by their standard
deviation; yet, as argued by Mirkin (2005; p. 65):
}Thus standardized, contributions of all features to data scatter become equal to each other
because of the proportionality of contributions and standard deviations. [However], by
standardizing with standard deviations, we deliberately bias data in favor of unimodal
distributions, although obviously it is the bimodal distribution that should contribute to
clustering most.~
This observation is especially true in the case at hand, where features are the aforementioned
indicators of allophony. Indeed, as stated in Section 4.1.2, our goal is to discover bimodal
distributions in the input data, distributions whose modes emblematize the dichotomy between
allophonic and non-allophonic pairs of phones.
Range standardization In order to circumvent the limitations inherent to the use of standard
deviation as the scaling factor, Mirkin (2005) recommends using the values’ range as an appro-
priate scaling factor. Hence, the first standardization technique we consider in the present study
consists in first shifting by the minimum value and then rescaling by the range. Let δ′ij denote
the dissimilarity between the phones pi and pj in the range-standardized dissimilarity matrix ∆′,
we have
δ′ij ≡
δij − (mini′<j′ δi′ j′)
(maxi′<j′ δi′ j′)− (mini′<j′ δi′ j′) . (4.32)
Using this standardization technique, both relative dissimilarities and the shape of the distribu-
tions are preserved, but all values lie in the same range, i.e. [0, 1].
Ranks standardization Because of the assumptions underlying Peperkamp et al.’s (2006) frame-
work, we introduce another standardization technique that we will refer to as rank standard-
ization. All things considered, the main assumption behind what we refer to as indicators of
allophony is indeed that allophonic pairs should be more similar than non-allophonic pairs. Put
another way, allophonic pairs should rank lower than non-allophonic pairs in the arrangement
of all phone pairs {pi, pj} ⊆ P by increasing order of the values to which a given indicator maps
them. Thus, a transversal problem (that we address is this chapter and the next) is to determine
whether allophony and phonemehood can be learned by amere ranking of the candidate pairs, or
if the actual dissimilarity ratings denoted by each indicator’s values are meaningful. To this aim,
we will compare the results obtained with both range- and ranks-based standardizations. Let δ′ij
denote the dissimilarity between the phones pi and pj in the ranks-standardized dissimilarity
matrix ∆′. In the general case, we have
δ′ij ≡ 1+
∣∣{{pi′ , pj′} ⊆ P : δi′ j′ < δij}∣∣ , (4.33)
that is to say the rank of the pair {pi, pj} is given by 1 plus the number of pairs with stricly lesser
values. In the case of tied values, the ranks of the corresponding pairs are averaged (Jones et al.,
2001; cf. scipy.stats.mstats.rankdata); for example, if the minimal value a given indicator
can take is attested for two distinct phone pairs, both pairs would receive the pseudorank of
(1+ 2)/2 = 1.5.
4.3.3 Addressing the frequency effect
As highlighted in Sections 3.1.3 and 3.2, various frequency effects can be observed in our data:
on one hand, the distribution of phoneme frequencies follows a power law (cf. Figure 3.2) and,
on the other hand, the number of allophones HTK computes for a given phoneme appears to be,
at any allophonic complexity, positively correlated with that phoneme’s frequency (cf. Table 3.7).
However, having equal expectations for the performance of a computational model on the
least and the most frequent instances of the problem would be unrealistic. Indeed, training
any such model on the CSJ implies examining 50 times less evidence for the allophones of /i:/
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than for the allophones of /a/. Notwithstanding potential sampling issues in the constitution of
the CSJ, we consider this lack of balance in our data to be an inherent property of the Japanese
language; yet, we will account for this imbalance by assigning a frequency-based weight to each
phone pair {pi, pj} in the allophonic inventory P.
Individual weights The weighting scheme we introduce in the present study relies on mere
frequency counts. Concretely, for a given allophonic inventory P, the weight wi ∈N we assign
to each phone pi ∈ P is given the frequency of occurrence of pi in the corpus, i.e. wi ≡ #(pi) (cf.
Section 4.2.3). As all allophones were computed by HTK on the basis of the actual content of the
CSJ (rather than using an a priori allophonic grammar of Japanese), all individual weights are,
by definition, strictly positive. As a matter of convenience, let w denote the vector of length n
collecting all individual weights, i.e. w ≡ (w1, . . . ,wn).
Because such weights are estimated by the phones’ occurrence frequencies, they can be inter-
preted as instance weights. Repeating our prior analogy with canopy clustering (McCallum et al.,
2000), any allophonic inventory can be considered as the output of a canopy clustering technique
whereby the inherent variability in human speech was reduced to a finite, quantized set of objects
(i.e. the allophones) complemented with information about the fraction of variability accounted
for by each canopy (i.e. the phones and their respective weights, the latter indicating how many
sound tokens were used to estimate the parameters of each allophonic HMM).
Compared to previous studies building upon Peperkamp et al.’s (2006) and, especially, those
where a systematic examination of the influence of the input’s allophonic complexity was
conducted (Martin et al., 2009; Boruta, 2009, 2011b), using frequency-based instance weights will
facilitate the comparability between a given model’s outputs at various complexities. Indeed,
another consequence of using frequency-based instance weights is that the total number of
instances (i.e. ∑i wi) is constant across all possible allophonic complexities, as it is equal to the
overall number of sound tokens in the input corpus.
Pairwiseweights In Peperkamp et al.’s framework, the core object to bemanipulated is a pair of
phones. Therefore, we propose the following straightforward extension of our frequency-based
definition of weights to phone pairs. We define the weight wij ∈N assigned to the phone pair
{pi, pj} ⊆ P as the product of both phones’ individual weights, i.e. wij ≡ wiwj. As a matter of
convenience, letW denote the symmetric n× n weight matrixW ≡ [wij] in which all pairwise
weights are collected.
Because the individual weight wi is given by the number of sound tokens that were canopy-
clustered as the phone pi, the pairwise weight wij ≡ wiwj can also be interpreted as an instance
weight: indeed, wij is equal to the number of sound pairs in which one sound token was canopy-
clustered as pi and the other as pj. For each tested allophonic complexity, the distribution of the
pairwise weights is illustrated in Figure 4.4, using a logarithmic scale to account for the great
variability between weights computed for pairs consisting in two high-frequency phones and for
pairs consisting in two low-frequency phones. The box plots in Figure 4.4 suggest that, whereas
the median pairwise weight decreases as the allophonic complexity increases, pairwise weights’
attested range enlarges until it plateaus, from 782/25 allophone per phoneme onwards.
There’s no such thing as a free lunch As far as allophony is concerned, the introduction of
pairwise weights in the framework has one major consequence: it alters the ratio of the number
of allophonic pairs to the number of non-allophonic pairs. In order to quantify the influence of
pairwise weights on class balance, we computed two such ratios. On one hand, we computed the
allophonic to non-allophonic ratio as would be observed by Peperkamp et al.’s (2006) learner, i.e.
class-balance(A∗) ≡ ∑i<j
Ja∗ij = 1K
∑i<jJa∗ij = 0K , (4.34)
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Figure 4.4 — Box plots of the computed pairwise weights for each allophonic complexity. Each
box plot depicts the weightsW observed at the corresponding allophonic complexity, using the
following descriptive statistics: minimum value (the lower whisker), maximum value (the upper
whisker), first quartile (the bottom of the box), upper quartile (the top of the box), and median
value (the band inside the box).


























Figure 4.5 — Influence of the introduction of pairwise weights on class balance, given by the
ratio of allophonic pairs to non-allophonic pairs as a function of allophonic complexity.
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and, on the other hand, we computed the updated allophonic to non-allophonic ratio, as will be
observed by our learner—that is to say, when pairwise weights are available, i.e.
class-balance(A∗,W) ≡ ∑i<j
wijJa∗ij = 1K
∑i<j wijJa∗ij = 0K . (4.35)
The results are presented in Figure 4.5 as a function of the allophonic complexity of the tested
inventories. Notwithstanding the lowest allophonic complexities such as 48/25 or 98/25 allophones
per phoneme, these ratios appear to be quite unchanging: while, broady speaking, not using
frequency information yields a ratio of the number of allophonic pairs to the number of non-
allophonic pairs approximately equal to 1:8, using frequency-based pairwise weights yields a
ratio approximately equal to 1:14.
As will be further discussed in Chapter 5, one limitation of Peperkamp et al.’s framework is
that the learner has to process all possible phone pairs to discover which ones are allophones. In
the case at hand, non-allophonic pairs are therefore useless, as no relation brings such phones
together. Therefore, whereas an artificial learner à la Peperkamp et al. has to reject, on average,
7 out of every 8 phone pairs, an artificial learner provided with frequency information would
have to reject 13 out of every 14 phone pairs. Hence, accounting for the power law in phoneme
frequencies comes at the cost of increasing the proportion of negative objects in the input data,
hence the title of this paragraph.
4.4 Prognoses of allophony
This section contains a preliminary examination of indicators’ performance for the discrimination
of allophonic pairs vs. non-allophonic pairs. This examination is actually twofold. First, we
replicate part of Martin et al.’s (2009) experiments using a probabilistic assessment of class
separation that quantifies, for a given indicator of allophony, the probability of non-allophonic
pairs being more dissimilar than allophonic pairs. Second, we introduce a novel visualization
technique allowing for the exploration of the classwise distribution of an indicator’s values.
Our focus here is on emphasizing the distinction between such tools, that we refer to as
prognoses, and true evaluation methods. Whereas the purpose of an evaluation method is
to judge the output of a given model or algorithm on a given task according to given quality
criteria, the purpose of a prognosis method is to inspect the data in order to provide a better
understanding of its inner content and structure, and to hint at transformations or algorithms
that would be relevant for the task at hand. In other words, a prognosis method does not suggest
conclusions: it supports decision making and, at best, it suggests expectations.
4.4.1 Rank-sum test of class separation
The first prognosis of allophony we present is a rank-sum test, originally proposed by Herrnstein
et al. (1976), and first used in the context of allophony learning by Martin et al. (2009). Given
two observation samples, this non-parametric test aims at assessing whether one of the two
samples tends to have larger values than the other. In the case at hand, we test the hypothesis
that non-allophonic pairs tend to be more dissimilar than allophonic pairs.
Definitions Herrnstein et al.’s (1976) statistic, denoted ρ, is equal to the probability of non-
allophonic pairs being more dissimilar than allophonic pairs. Let A∗ and ∆ denote, respectively,
the reference allophony matrix and the dissimilarity matrix collecting the values of a given
indicator of allophony. Concretely, ρ is a MLE of the probability that a randomly-drawn non-
allophonic pair will score higher than a randomly-drawn allophonic pair in ∆. We first give a
definition of ρ without taking instance weights into account, i.e. as used by Martin et al. (2009).
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In this case, we have
ρ(∆;A∗) ≡ ∑i<j ∑i′<j′
Ja∗ij = 0KJa∗i′ j′ = 1KJδij > δi′ j′K(
∑i<jJa∗ij = 0K)(∑i′<j′Ja∗i′ j′ = 1K) . (4.36)
To our knowledge, no formulation of ρ has been proposed so far to account for weighted obser-
vation samples. Using the frequency-based instance weights collected inW, as defined in the
previous section, we propose the following weighted extension of the definition of ρ:
ρ(∆;A∗,W) ≡ ∑i<j ∑i′<j′
wijwi′ j′Ja∗ij = 0KJa∗i′ j′ = 1KJδij > δi′ j′K(
∑i<j wijJa∗ij = 0K)(∑i′<j′ wi′ j′Ja∗i′ j′ = 1K) . (4.37)
This amended definition is consistent with our conception of weights as instance weights: wi
was defined as the number of sound tokens that were canopy-clustered as pi, wij ≡ wiwj was
defined as the number of pairs of sound tokens in which one sound was canopy-clustered as pi
and the other as pj, and the product wijwi′ j′ in the numerator of Equation 4.37 is equal to the
number of pairs of pairs of sound tokens in which the first pair was canopy-clustered as {pi, pj}
and the other as {pi′ , pj′}.
It is worth mentioning that these definitions of ρ with a double summation are given here for
the sake of simplicity: a straightforward implementation of these definitions would however
requireO(n4) operations, as it would consist in iterating over all possible pairs of pairs of phones;
yet, becauseHerrnstein et al.’s test relies on ranks, the time complexity of the computation of ρ can
be reduced to O(n2 log2 n) by first copying all pairwise dissimilarity ratings (the lower triangle
in ∆) into a list, sorting this list—hence the linearithmic complexity—and then working on the
ranks of the values in the sorted list (Jones et al., 2001; cf. scipy.stats.mstats.mannwhitneyu).
Being probability estimates, all ρ values (weighted or not) lie in [0, 1] and ρ = .5 indicates
chance. Whereas high and low values both indicate a significant separation of the two allophonic
statuses in ∆, it is worth noting that values strictly below .5 indicate a reverse separation of
statuses; in that case, allophonic pairs tend to be mapped to larger dissimilarity ratings than
non-allophonic pairs and, thus, the indicator is in fact a similarity measure. While indicators
with ρ < .5 could be turned into proper indicators of allophony by flipping their values (cf.
Section 4.3.1), indicators with ρ = .5 simply contain no relevant information for the purpose of
separating allophonic pairs from non-allophonic ones. For instance, a uniform, random drawing
of dissimilarity ratings would yield a ρ value equal to .5.
Chances of allophony Herrnstein et al.’s rank-sum test is related to other statistics, viz. the
area under the receiver operating characteristic curve (a.k.a. the AUC) and the Mann–Whitney U
test. All these statistics, however, should not be considered as appropriate evaluation measures
in the case at hand, as they do not rely on a partition of all possible phone pairs into allophonic
and non-allophonic pairs. Indeed, although we ambiguously argued in a previous study that
ρ may be used to evaluate the performance of an indicator across all possible discrimination
thresholds (Boruta, 2011b; p. 2), its limitation lies in the fact that no explicit discrimination
threshold is actually applied or even searched for. For this reason, ρ is nothing but a prognosis
of allophony: it is a probabilistic assessment of how effective a given indicator may be, not a
complete algorithm that decides which pairs of phones are allophones and which are not.
Results Weighted ρ values are presented in Figures 4.6, 4.7, 4.8, and 4.9 as a function of
allophonic complexity for acoustic, temporal, distributional, and lexical indicators, respectively.
Let us mention immediately that, throughout the present study, the y-axes of all plots illustrating
prognoses or evaluation measures are annotated with an arrow indicating how the particular
measure should be interpreted: ↑ for measures that are positively correlated with the quality of
the underlying data (i.e. the higher the better), and ↓ for measures that are inversely correlated
with the quality of the underlying data (the lower the better).
As presented in Figure 4.6, the prognosis of class separation for acoustic indicators is encour-
aging. First and foremost, both acoustic indicators’ prognosis of allophony is significantly above
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Figure 4.6 — Prognosis of class separation by the ρ statistic for acoustic indicators of allophony,
as a function of allophonic complexity. The gray line indicates chance.

















Figure 4.7 — Prognosis of class separation by the ρ statistic for temporal indicators of allophony,
as a function of allophonic complexity. The gray line indicates chance.
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D-BC-LLE (this study) D-JSD-LLE (this study)
D-BC-LLE (Boruta, 2011b) D-JSD-LLE (Boruta, 2011b)
D-BC-SGT D-JSD-SGT
D-BC-MLE
Figure 4.8 — Prognosis of class separation by the ρ statistic for distributional indicators of
allophony, as a function of allophonic complexity. The gray line indicates chance.


















Figure 4.9— Prognosis of class separation by the ρ statistic for lexical indicators of allophony, as
a function of allophonic complexity. The gray line indicates chance.












































Figure 4.11 —Unweighted vs. weighted ρ prognosis for distributional indicators.
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Figure 4.13 —Unweighted vs. weighted ρ prognosis for lexical indicators.
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chance. Moreover,A-DTW andA-MBD seem to be resistant (if not insensitive) to an increase
in allophonic complexity. Indeed, as the complexity of the input increases, ρ values tend to
lie in the [.8, .9] band, indicating that there is more than 8 chances in 10 of a randomly-drawn
non-allophonic pair being acoustically more dissimilar than a randomly-drawn allophonic pair.
Therefore, despite the fact that allophones were computed by HTK on the basis of the acoustic
dissimilarity between their realizations, it appears that any given phoneme’s allophones are still,
on average, acoustically homogeneous. Because they were derived from a comparable corpus—
viz. the CSJ, albeit using unmatchable preprocessing choices—we also report in Figure 4.6 the ρ
values obtained by Dautriche (2009) forA-DTW. These three points suffice to suggest that, in
that setup,A-DTW does not resist an increase in allophonic complexity. Because both studies
rely on the identical definitions ofA-DTW, this discrepancy is necessarily due to Dautriche’s
transcription scheme. Indeed, in that study, allophonic HMMswere trained for an inventory of 49
phonemic categories in which, for example, allophonic palatalizations were kept transcribed as-is.
We suspect that, because of this subphonemic transcription scheme, Dautriche’s experiments ran
into the data sparseness problem we circumvented in Section 3.1: all other things being equal,
doubling the number of phoneme-level categories can only scatter the information available in
the training corpus.
Although less impressive than that of the acoustic indicators, the prognosis of class separation
for temporal indicators is surprisingly good, especially considering the limited information on
which these indicators rely. As presented in Figure 4.7, all four indicators’ ρ values tend to ρ ≈ .7
as the allophonic complexity of their input increases. Indeed, T-mean, T-median, T-stdev, and
T-range hardly suffer an increase in allophonic complexity and are virtually indistinguishable
from 450/25 allophones per phoneme onwards. Not only do these indicators of allophony share
the same underlying logic, they also appear to share the same behavior, regardless of the exact
definition of their ancillary statistic and, more surprisingly, no matter whether the focus is on
comparing the central tendency or the statistical dispersion of both phones’ durations. It is worth
noting, however, that indicators relying on measures of statistical dispersion yield a slightly
better separation of allophonic statuses at lower allophonic complexities.
While the behavior of both acoustic and temporal indicators of allophony looks promising,
the same cannot be said for distributional indicators, as presented in Figure 4.8. Indeed, all five
indicators’ prognoses drop significantly for the first increases in allophonic complexity. Martin
et al. (2009) argued that this is due to the fact that, in corpora of high allophonic complexity,
every phone has an extremely narrow distribution and, hence, having complementary (or, to
say the least, dissimilar) distributions is the rule rather than the exception. Notwithstanding
this sensitivity to allophonic complexity, the major observation is that while the very definition
of the measure used to compare both phones’ context distributions (viz. JSD or BC) appear to
have virtually no effect on the prognosis of class separation, the technique used to estimate
the probabilities has a significant impact. Indeed, three groups emerge in Figure 4.8: the
indicators relying on SGT estimates whose ρ tend to values slightly above .6, the indicator
relying on MLEs whose ρ tend to chance, and the indicators relying on LLEs whose ρ drops
below chance from 98/25 allophones per phoneme onwards. This last observation corroborates
previously reported ρ values for distributional indicators relying on LLEs (Martin et al., 2009;
Boruta, 2011b); yet, whereas we previously observed (Boruta, 2011b) that the prognosis of class
separation for indicators relying on LLEs of SKLD, JSD, or BC indeed drops below chance as
the complexity of their input increases (as reported in Figure 4.8 for comparable indicators),
Martin et al.’s (2009) figures suggest that their SKLD-based indicator plateaus slightly above
chance. We are unfortunately unable to account for this discrepancy except, maybe, by an effect
of the very different processes used to create the allophonic inventories (linguistic rules vs.
random partitions, as presented in Section 3.2.1). Furthermore, while assessing the numerical
discrepancies between LLE- and SGT-based smoothing would be intractable—as it amounts to
the examination of thousands of probability distributions—this shallow comparison is sufficient
to show that Peperkamp et al.’s (2006) use of smoothing as a numerical recipe to avoid null
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probabilities has a significant impact on the separation of the classes. Indeed, focusing on the
behavior ofD-BC-MLE,D-BC-LLE, andD-BC-SGT, Figure 4.8 suggests that whereas SGT and
LLE yield contradictory observations as the complexity increases, ρ values for MLE (whereby no
structural zero may receive some probability mass) suggest that distributional indicators simply
tend to contain no relevant information to the discovery of allophony.
Finally, the graphs presented in Figure 4.9 suggest that all four lexical indicators contain little
information about the dichotomy between allophonic and non-allophonic pairs. Whereas, as we
observed for temporal indicators, the specific formulation of each indicator’s generator function
appears to have virtually no influence on the separation of the classes, a remarkable property
of lexical indicators is that, contrary to other classes, their ρ values tend to increase with the
allophonic complexity of their input. Moreover, their prognosis of allophony is below chance
for the lowest complexities, i.e. up to 191/25 allophones per phoneme, meaning that the lexical
alternations they keep track of are not due to allophonic processes, but to true minimal pairs.
However, whereas our results confirm that the coarse-grained definition of Martin et al.’s L-BTP
impedes its discrimination power, such generally low values are inconsistent with those reported
in previous studies (Martin et al., 2009; Boruta, 2011b; comparable results from the latter study
are reported in Figure 4.9, i.e. the prognosis of allophony for L-HFL relying on the orthographic
segmentation). We suspect that this is due to the unlikeness of the underlying lexicons: whereas
both aforementioned studies used lexicons derived from infant-directed corpora, we rely on
the miscellaneous lexicon of an adult-directed corpus that comprises, for example, academic
presentations and public speeches.
For the sake of completeness, Figures 4.10, 4.11, 4.12, and 4.13 illustrate the influence of
using instance weights on the prognosis of allophony for acoustic, distributional, temporal,
and lexical indicators, respectively. Whereas no definite pattern emerges from these results—
except, perhaps, for temporal and SGT-based distributional indicators which appear to slightly
benefit from the introduction of weights—the major observation is that there is no significant
difference in the ρ values computed for previous (unweighted) and the present (weighted)
approaches to the discovery of allophony. In each figure, both curves follow the same trend as
the allophonic complexity of the input increases. Such an observation is particularly interesting
when compared with the class-balance ratios presented in Figure 4.5: we indeed observed that
introducing frequency-based instance weights in Peperkamp et al.’s framework almost doubles
the ratio of non-allophonic to allophonic pairs the artificial learner has to consider; yet, for all
indicators, it appears to have no significant effect on the probability of non-allophonic pairs
being more dissimilar than allophonic pairs.
For this reason, and because they allow us to account for the power law governing phonemes’
frequency distribution, frequency-based instanceweightswill be used in all experiments reported
from this point onwards.
4.4.2 Combining indicators of allophony
Up to this point, indicators of allophony were considered in isolation. However, as discussed in
Section 4.2, not a single one of the four types of indicator we study in the present research is a suf-
ficient cue for the discovery of allophony. Indeed, not all acoustically, temporally, distributionally,
or lexically similar phones are allophones. Consequently, most experiments carried out under
Peperkamp et al.’s framework combined various indicators of allophony: distributional and artic-
ulatory (Peperkamp et al., 2006; Le Calvez, 2007; Le Calvez et al., 2007), distributional and lexical
(Martin et al., 2009; Boruta, 2009, 2011b), distributional, acoustic, and articulatory (Dautriche,
2009), and distributional, acoustic, temporal, and lexical (this study; cf. Table 3.4). However, the
issue of supplementing Peperkamp et al.’s framework with a general and flexible combination
mechanism has seldom been discussed. In a previous study, we specifically addressed the issue
of the combination of indicators, but failed to propose an effective reformulation of Peperkamp
et al.’s learner—none of the combination schemes we tested (conjunctive vs. disjunctive, and
76 Indicators of Allophony













A-DTW A-MBD D-BC-SGT D-JSD-SGT
L-HFL T-median T-range T-stdev
Figure 4.14 — Prognosis of class separation by the ρ statistic for skyline indicators of allophony,
as a function of allophonic complexity. The gray line indicates chance.
numerical vs. logical) appeared to outperform individual indicators (Boruta, 2011b). Moreover,
these combination schemes were simply ad hoc manipulations of the various values different
indicators assign to a given phone pair.
The experiments to be presented in the remainder of the present study address the issue of the
combination of different indicators of allophony using well-known statistical models, viz. logistic
regression (in Section 4.5 and Chapter 5) and three-way multidimensional scaling (in Chapter 6).
Before turning to the actual combination experiments, we need to select which indicators will be
combined. Indeed, for each class of indicator, we defined and prognosticated various of them: 2
acoustic indicators, 4 temporal indicators, 5 distributional indicators, and 4 lexical indicators.
Accordingly, there are 2× 4× 5× 4 = 160 possible combinations involving one indicator of
each class. However, benchmarking the performance of 160 different combinations for each
allophonic complexity is computationally intractable, if relevant at all. In this section, the focus
is on selecting the optimal indicator of each of the four classes we consider in the present study.
Take me to your leader As noted in Section 3.2, the number of allophonic rules infants must
learn is unknown (if assessable at all; Boruta, 2011b). Therefore, searching for the optimal
indicator of allophony requires examining the behavior of candidate indicators as the allophonic
complexity of their input increases. In the case at hand, such behavior can be though of as, for
each indicator, a vector collecting the ρ values observed at each tested allophonic complexity.
Assuming higher is better—which is the case when comparing ρ values—finding the optimal
indicator thus amounts to finding the maximal vector in a set of vectors. While finding the
maximal value in a set of numbers is straightforward, there is no such standard definition for
multidimensional data. One answer to the maximal vector problem is the so called skyline query
(Papadias et al., 2005; Godfrey et al., 2007) whereby the skyline of a set of vectors contains the
vectors that are not dominated by any other vector in the set. Formally, the skyline of a set X is
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given by
skyline(X) ≡ {x ∈ X : @ x′∈ X, dominates(x′, x)} . (4.38)
A ν-dimensional vector x ≡ (x1, . . . , xν) is said to dominate another vector x′ if each of its
components has an equal or better value than the other vector’s corresponding component, and
if at least one of its components has a strictly better value than the other vector’s corresponding
component, hence
dominates(x, x′) ≡ q∀ v ∈ (1, 2, . . . , ν), xv ≥ x′vyq∃ v ∈ (1, 2, . . . , ν), xv > x′vy. (4.39)
As denoted by the set-builder notation in Equation 4.38, the skyline of a set of vectors needs not
be a single vector.
Skyline indicators Relying on the prognoses of allophony reported in the previous section,
the skyline of each class of indicators are as follows, as illustrated in Figure 4.14:
— A-DTW andA-MBD for acoustic indicators;
— T-median, T-range, and T-stdev for temporal indicators;
— D-BC-SGT andD-JSD-SGT for distributional indicators;
— L-HFL for lexical indicators.
Although an objective criterion, the skyline query on ρ values is not sufficient to select a single
optimal indicator for each class. Therefore, we decided to reduce the combinatioral possibilities
down to 2 indicators per class, i.e. 24 = 16 possible combinations. As skyline queries returned
exactly 2 indicators for both acoustic and distributional indicators,A-DTW,A-MBD,D-BC-SGT,
andD-JSD-SGT were maintained without further discussion. As far as temporal indicators are
concerned, only T-median and T-range were maintained on the grounds that they both rely
on robust estimators of central tendency and statistical dispersion, respectively. Finally, the
skyline query on lexical indicators only returned L-HFL; in order to gain further insights on
the relative performance of indicators based on functional load and terminimal pairs, we also
selected L-WTP as a candidate indicator.
4.4.3 Confusion plots: a look at indicators’ distributions
In order to get a better understanding of the data at hand, we introduce in this section a novel
visualization technique, referred to as a confusion plot, that allows for the exploration of the
classwise distribution of an indicator’s values. In the first section of this chapter, we indeed
assumed that the values of an effective indicator of allophony follow a bimodal distribution
whose modes emblematize the dichotomy between allophonic pairs and non-allophonic pairs,
keeping the ones apart from the others (cf. Assumption 4.1).
Confusion plots The confusion plot for a given indicator at a given allophonic complexity
consists of two conjoined, back-to-back histograms, with one representing the distribution of the
indicator’s values for allophonic pairs and the other representing the corresponding distribution
for non-allophonic pairs. In order for the two histograms to be comparable, the same breakpoint
values are used to define the cells used on both x-axes, and both y-axes are scaled so that the
most populated cell across both histograms accounts for half of the height of the whole plot.
Although using a logarithmic scale might prove to be helpful when the data covers a large range
of values (cf. Figure 4.4), all confusion plots will be plotted against a linear scale so as not to
minimize, in that event, the extreme skewness of the distributions.
A confusion plot is to be interpreted as a (tilted) population pyramid. However, in the case
at hand, a pyramidal shape would indicate a poor separation of the two allophonic statuses in
the data, as allophonic and non-allophonic pairs would be mainly located in corresponding
histogram cells. By contrast, a desirable patternwould consist in a confusion plot where all values
assigned to allophonic pairs are massed to the very left of the x-axis (indicating that allophonic
pairs tend to be very similar) and all values assigned to non-allophonic pairs are massed to the
far right of the x-axis (indicating that non-allophonic pairs tend to be very dissimilar).












































Figure 4.15 —Confusion plots for the acoustic indicatorsA-DTW andA-MBD. For each indi-
cator and allophonic complexity, the upper (green) and lower (red) histograms represent the
distribution of this indicator’s values at this complexity for allophonic and non-allophonic pairs,
respectively. For each plot, the same breakpoint values are used to define the cells used on
the x-axes, and both y-axes are scaled so that the most populated cell across both histograms
accounts for half of the height of the whole plot.












































Figure 4.16 — Confusion plots for the temporal indicators T-median and T-range. For each
indicator and allophonic complexity, the upper (green) and lower (red) histograms represent
the distribution of this indicator’s values at this complexity for allophonic and non-allophonic
pairs, respectively. For each plot, the same breakpoint values are used to define the cells used on
the x-axes, and both y-axes are scaled so that the most populated cell across both histograms
accounts for half of the height of the whole plot.












































Figure 4.17 — Confusion plots for the distributional indicatorsD-BC-SGT andD-JSD-SGT. For
each indicator and allophonic complexity, the upper (green) and lower (red) histograms represent
the distribution of this indicator’s values at this complexity for allophonic and non-allophonic
pairs, respectively. For each plot, the same breakpoint values are used to define the cells used on
the x-axes, and both y-axes are scaled so that the most populated cell across both histograms
accounts for half of the height of the whole plot.












































Figure 4.18 — Confusion plots for the lexical indicators L-WTP and L-HFL. For each indicator
and allophonic complexity, the upper (green) and lower (red) histograms represent the dis-
tribution of this indicator’s values at this complexity for allophonic and non-allophonic pairs,
respectively. For each plot, the same breakpoint values are used to define the cells used on
the x-axes, and both y-axes are scaled so that the most populated cell across both histograms
accounts for half of the height of the whole plot.
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Results For the sake of brevity, we only report confusion plots at low, medium, and high
allophonic complexities, i.e. 48/25, 502/25, and 990/25 allophones per phoneme, respectively. These
confusion plots are presented in Figures 4.15, 4.16, 4.17, and 4.18 for acoustic, temporal, distribu-
tional, and lexical indicators of allophony, respectively.
First and foremost, all confusion plots call for a general observation: the range of values
covered by non-allophonic pairs is always larger than the one covered by allophonic pairs. Put
another way, non-allophonic pairs are not only approximately 15 times more numerous than
allophonic pairs (cf. Figure 4.5), they are also are also muchmore scattered. Although twomodes
emerge in both acoustic indicators’ confusion plots, as presented in Figure 4.15, it is worth noting
that the complete distributions would certainly be unimodal—the bumps emblematizing the
distribution of allophonic pairs are only visible because the computation of confusion plots
purposedly distinguishes between both allophonic statuses. These observations are confirmed
for both temporal indicators’ confusion plots, as presented in Figure 4.16; in each plot, the range
of values covered by allophonic pairs is fully included in the range covered by non-allophonic
pairs. Moreover, in the case of T-median, a pyramidal pattern seems to emerge as the allophonic
complexity of the input increases, suggesting that all phone pairs tend to be temporally very
similar as the complexity increases. Finally, the confusion plots for distributional and lexical
indicators, as presented in Figures 4.17 and 4.18, call for similar observations. First, whereas
phone-to-phone dissimilarity values cover awide range at any allophonic complexity, a significant
part of the population is massed in the vicinity of one extreme value: the minimal value for
D-BC-SGT andD-JSD-SGT (indicating that all phone pairs, allophonic and non-allophonic, tend
to have dissimilar distributions; cf. Figure 4.8), and the maximal value for L-WTP and L-HFL
(indicating that all phone pairs tend to be responsible for lexical contrasts; cf. Figure 4.9).
As will be further discussed in Chapter 5, one aforementioned limitation of Peperkamp et al.’s
framework is that the learner has to process all possible phone pairs to discover which ones are
allophones. However, all aforestated observations are to be interpreted as bad prognoses for
the discovery of allophony in a pairwise framework. All ρ values and confusion plots suggest
that, at any allophonic complexity, allophonic pairs are indeed both statistically outnumbered
and distributionally overwhelmed by non-allophonic pairs. Moreover, non-allophonic pairs
are nothing but the spurious byproduct of a combinatorial enumeration as, in the end, only
allophonic pairs are useful for the definition of the phonemic inventory.
4.5 Predicting allophony: binary classification task
From this section onwards, we turn to actual (classification- or clustering-based) partitioning
experiments. For instance, in this particular section, rather than giving a probabilistic prognosis
of the separation of phone pairs, we present experiments in which an explicit threshold is set to
tell apart putative allophonic from putative non-allophonic pairs.
Conforming to the recurrent argument that computational models of early language acquisi-
tion should perform unsupervised learning (e.g. Brent, 1999; Alishahi, 2011), previous studies
modeling the acquisition of allophonic pairs either limited their evaluation to prognoses (Boruta,
2009; Dautriche, 2009; Martin et al., 2009; cf. Table 3.4) or relied on statistical criteria to set a
threshold value above or below which phone pairs were classified as allophonic (Peperkamp
et al., 2006; Le Calvez, 2007; Le Calvez et al., 2007; Boruta, 2011b). Nonetheless, to our knowledge,
no empirical upper bounds on the learnability of allophonic pairs have been reported so far. Put
another way, having fitted the parameters of a given model using labeled training data of the
form 〈δij, a∗ij〉, i.e. containing both the observed dissimilarity and the true allophonic status of a
given phone pair {pi, pj} ⊆ P, are we able to predict the allophonic status of other (previously
unseen) phone pairs? This is the question motivating the experiments we present in this section.
The task Building upon the work of Peperkamp et al. (2006; and subsequent studies), and as
illustrated in Figure 4.19, we aim at predicting for any pair of phones {pi, pj} ⊆ P in a given
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Phone pairs
Allophonic
/a/ /e/ /i/ /o/ /u/ . . .
Non-allophonic
Figure 4.19 — Task diagram: binary allophony on phone pairs. Following Peperkamp et al.
(2006), the task consists in predicting whether or not two phones are realizations of the same
phoneme; thus, the target categories are the two allophonic statuses (here in red).
allophonic inventory P whether pi and pj are allophones, i.e. whether they are realizations of the
same underlying phoneme. To this aim, we rely on the aforementioned compactness hypothesis
and, consequently, on the definition of indicators of allophony as phone-to-phone dissimilar-
ity measurements. Accordingly, we assumed in Section 4.1 that the conditional probability
P(a∗ij = 1 | δij) of the phone pair {pi, pj} being allophonic given the dissimilarity δij is inversely
proportional to δij.
Additionally, let us recall that the task at hand involves predicting one of twomutually exclusive
categories (viz. allophony and non-allophony), and that we do not have the same interest in both
categories: while allophonic pairs are involved in the definition of phonemes, non-allophonic
pairs are nothing but spurious byproducts of a combinatorial enumeration. In that sense, we can
consider allophonic pairs to be successes, and non-allophonic pairs to be failures.
4.5.1 Binomial logistic regression
Binomial logistic regression (Faraway, 2005, 2006; Agresti, 2007; Chen et al., 2012) is a classic
statistical technique allowing for themodeling of such binary outcomes. More precisely, binomial
logistic regression is a type of regression analysis used to model and predict the outcomes of a
binary random variable (in our case, the phone pairs’ allophonic statuses) based on an arbitrary
number of predictor variables (the various indicators of allophony). Let
piij ≡ P(a∗ij = 1 | δij1, . . . , δijκ) (4.40)
denote the conditional probability of the phone pair {pi, pj} ⊆ P being allophonic given the κ
predictor values δij1, . . . , δijκ. The logistic regression model has linear form for the logit of the



















where expit(x) ≡ exp(x)
1+ exp(x)
. (4.42)
As illustrated in Figure 4.20, the logit function defines an S-shaped link between the weighted
linear combination of the predictor values and the probability of allophony. Because the regres-
sion weights β1, . . . , βκ and the intercept α can be either positive or negative—albeit valid, a null
coefficient would merely cancel out the corresponding predictor—binomial logistic regression
models can indifferently accomodate predictors that are positively or negatively correlated with
the response variable. In any case, the estimated probability of success increases as the weighted
combination of the predictor values increases.
Underlying assumptions It isworth noting that logistic regressionmodelsmake no assumption
on the distribution of the predictor variables; they do not need, for example, to be normally
distributed or linearly related. Considering the rather shapeless distributions we observed in the
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Figure 4.20 — The logistic function.
confusion plots in Section 4.4.3, this insensitivity to the shape of the distribution of the predictor
variables justifies the use of logistic regression in the case at hand. Nonetheless, using binomial
logistic regression entails the following assumptions (Agresti, 2007; Chen et al., 2012):
Assumption 4.2 The true outcome probabilities follow a binomial distribution. Thereby, the
observations are independent, meaning that the allophonic status of a given pair of phones
makes it neither more nor less probable that another one is allophonic or not.
Assumption 4.3 The true outcome probabilities are a logistic function of a (weighted) linear
combination of the predictor variables.
Assumption 4.4 No important predictor variables are omitted, and no extraneous predictor
variables are included, meaning that the indicators used in the model are individually necessary
and collectively sufficient.
Assumption 4.5 The predictor variables are not linear combinations of each other, meaning that
no two indicators yield identical rankings of the phone pairs.
Assumption 4.6 The predictor variables are measured without error, meaning that indicators
are estimated on a representative sample, and using robust methods.
In light of the substantial size of the CSJ, we consider this last assumption to be fulfilled without
further discussion. Furthermore, Assumption 4.5 appears to be satisfied, too, as no two indicators
have identical ρ values at any allophonic complexity (cf. Section 4.4.1). The first three assumptions,
however, are non-trivial in the case at hand. Although we argued that all aforementioned
indicator classes are individually necessary, Assumption 4.4 entails that indicators should be
collectively sufficient: except from a post hoc, empirical validation (i.e. if all predictions are
successful), we can not guarantee that this assumption be fulfilled. The same reasoning holds for
Assumption 4.3: to us, the main attraction of binomial logistic regression arises from its built-in
ability to combine indicators and assessing whether the logistic function is the most appropriate
link function is out of the stated scope of this research.
Finally, although already implicitly present in all experiments building upon Peperkamp
et al.’s (2006) study, we know for sure that Assumption 4.2 is not satisfied in the case at hand.
Indeed, statistical independence can not, by definition, be assumed for phone pairs because
phone pairs are not atomic objects (cf. Section 4.1) and knowing, for example, that both phone
pairs {pi, pj} and {pi′ , pj} are allophonic should by transitivity entail the prediction that the pair
{pi, pi′} is allophonic. For the sake of comparability with previously reported studies on the
acquisition of allophonic pairs, we will consider Assumption 4.2 to be a necessary simplifying
assumption.
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Model-fitting In the case of binomial logistic regression, fitting the model consists in esti-
mating the regression parameters β1, . . . , βκ and the intercept α from a given a set of training
observations of the form 〈δij1, . . . , δijκ,wij, a∗ij〉, i.e. comprising the dissimilarity ratings assigned
to a given phone pair {pi, pj}, its weight, and its true allophonic status. Exposing the details
of the estimation process is beyond the scope of the present study. Suffice it to say that the
numerical algorithm we used outputs the parameter values that maximize the log-likelihood
of the parameters given the training data (Agresti, 2007; R Development Core Team, 2010; cf.
stats::glm). Adapting the definition given by Faraway (2006; pp. 30, 129) to our notation, the
log-likelihood function is given by
log-likelihood(α, β1, . . . , βκ;A∗,W) ≡∑
i<j






As pointed out by Agresti (2007), a desirable property of regression models is that they smooth
the sample data, somewhat dampening the observed variability.
It is worth mentioning that if any predictor variable indicates a complete separation of the two
classes (i.e. if there is a value at and abovewhich all observations are successes and belowwhich all
observations are failures, or vice versa), the estimation of the parameters by maximum likelihood
is made impossible (Chen et al., 2012). In the case at hand, however, we already observed that no
predictor contains such ideal data. Indeed, the probabilistic prognosis of allophony we presented
in Section 4.4.1 is nothing but a numerical assessement of class separation, and for no indicator
did we observe ρ values equal to 1, at any allophonic complexity.
Individual and quartet models Because, to our knowledge, these experiments are the first
attempt at using binomial logistic regression to model the acquisition of allophony, and because
many indicators of allophony were introduced in the present study, we compare the performance
of regression models relying on a single indicator (i.e. κ = 1, referred to as individual models)
to that of models relying on a combination comprising one indicator of each class (i.e. κ = 4,
referred to as quartet models). As we reduced the number of indicators of allophony to two




















there are 2× 4 = 8 possible individual models and, consequently, 24 = 16 possible quartet
models. Unless otherwise specified, logistic regression models rely on the aforementioned range
standardization of the indicators. However, as discussed in Section 4.3.2, these experiments
address an additional, transversal issue, viz. deciding whether allophony can be learned from a
mere ranking of an indicator’s values or if the relative values bring additional information. For
this reason, each of the 8+ 16 = 24 regression models will be evaluated on both the range- and
the rank-based standardization of the indicators’ data.
4.5.2 Evaluation
In these experiments, we are not interested in the interpretation of the estimated regression
parameters, but in the predictive power of the regression models. For the purpose of classifying
candidate phone pairs as allophonic or non-allophonic, we rely on the standard threshold of
piij > .5whereby a given phone pair {pi, pj} is considered to be allophonic, i.e. when
P(a∗ij = 1 | δij1, . . . , δijκ) > P(a∗ij = 0 | δij1, . . . , δijκ). (4.44)
As a matter of convenience, let A ≡ [aij] denote the predicted matrix of allophony where
aij ≡ Jpiij > .5K denotes the predicted allophonic status of the pair {pi, pj}.
Confirmatory overfitting Generally speaking, predictive models are trained and tested on
distinct sets of observations so as to avoid overfitting, and binomial logistic regression models
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are no exception. Overfitting can be defined as the discovery of apparent predictive relations in
the training data (i.e. between the predictor variables δij1, . . . , δijκ and the true outcome a∗ij) that
do not hold in general. Using distinct yet comparable observation sets allows for an assessment
of the overfitting of the model parameters to the training data: if a given model fits both the
training and the test data, it is unlikely that overfitting occurred; by contrast, if a model fits the
training data much better than the test data, then one can suspect the model to be overfitted.
However, in the case at hand, we aim at providing empirical upper bounds on the learnability
of allophony and, therefore, chose to perform supervised learning to place ourselves in a best-case
scenario. To further help the discovery of the dichotomy between allophonic and non-allophonic
pairs, we purposedly use all available data for both the training and the evaluation of our
regression models, a setup we tentatively refer to as confirmatory overfitting. Put another way,
given all available data, and including the reference matrix of allophony A∗, can we tell apart
allophonic and non-allophonic pairs?
It is worth noting that we did perform more reasonable tests in preliminary experiments.
Indeed, for all individual and quartet models, we compared their predictive power using con-
firmatory overfitting and two standard techniques of cross-validation. First, we carried out
evaluations using a technique known as tenfold cross-validation, whereby all available observa-
tions are partitioned into 10 subsamples, 1 subsample is reserved as the test set and the remaining
9 are used as the training set; this process being repeated 10 times so that each subsample is
used exactly once as the test set. Second, we carried out evaluations using a cross-validation
technique known as leave-one-out validation, whereby a single observation is reserved as the
test set and all other observations are used as the training data; this process being repeated so
that each each observation is used exactly once as the test set. Because these techniques require
that a considerable number of regression models be trained—10 and n(n − 1)/2 for tenfold
and leave-one-out cross-validation, respectively, for each of the 24 models and the 20 tested
allophonic complexities—they are computationally prohibitive. Accordingly, these preliminary
experiments were only carried out for the lowest allophonic complexities, viz. 48/25, 98/25, and
147/25 allophones per phoneme. For all benchmarked models and complexities, the difference in
performance between confirmatory overfitting and both cross-validations techniques did not
exceed ±2% of accuracy, thus indicating that confirmatory overfitting does not have a significant
impact on the predictive power of the models.
Goodness of fit The first quantitative criterion we use to assess the fit of a binomial logistic
regression model to the reference outcomes collected in A∗ is known as the Akaike information
criterion (henceforth AIC; Akaike, 1974). The major piece of information the AIC relies on is the
previously defined likelihood function (cf. Equation 4.43). Indeed, the AIC of a given binomial
logistic regression model is given by the maximized value of the likelihood function for its
parameters, penalized by the number of such parameters. Concretely, it is defined as
AIC(α, β1, . . . , βκ;A∗,W) ≡ −2
(
log-likelihood(α, β1, . . . , βκ;A∗,W)− (κ + 1)
)
(4.45)
where β1, . . . , βκ and α denote the estimated optimal paramater values. It is worth noting that
the last term κ+ 1matches the number of such parameters in the model (κ distinct βk coefficients,
plus one α coefficient). The penalty accounts for the fact that increasing the number of parameters
(i.e. of predictor variables) tends to increase the goodness of fit, regardless of the true number of
parameters that may sufficiently account for the observations. Regression models with a good
fit tend to minimize the AIC (i.e. the lower the better; Faraway, 2005).
Because the AIC does not rely on a partition of, for a given allophonic inventory, all possible
phone pairs into allophonic and non-allophonic pairs, and following the discussion in Section 4.4,
this criterion is to be considered as a prognosis rather than as a true evaluation measure.
Contingency table The other quantitative criteria we use to assess the performance of binomial
logistic regression models rely on the models’ predictive power. For each model, a contingency
table (a.k.a. confusion matrix or classification table) is used to cross-classify the true outcomes
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Table 4.2 — Schematic 2× 2 contingency table for binomial logistic regression.
aij = 1 aij = 0
a∗ij = 1 TP FN
a∗ij = 0 FP TN
with the model’s predictions. In the binary case of allophony, such a cross-classification yields a
2× 2 contingency table, as illustrated in Table 4.2. The non-negative counts in each cell are to be
interpreted as follows.
A true positive (henceforth TP, a.k.a. hit) occurs when an allophonic pair is indeed classified as
allophonic. Similarly, a true negative (henceforth TN, a.k.a. correct rejection) occurs when a non-
allophonic pair is classified as non-allophonic. There are two types of errors we can commit when
a prediction does not match the true allophonic status of the pair. A false positive (henceforth
FP, a.k.a. false alarm and type I error) occurs when a non-allophonic pair is wrongfully classified
as allophonic. Conversely, a false negative (henceforth FN, a.k.a. miss and type II error) occurs
when an allophonic pair is classified non-allophonic. Formally, using the pairwise weightsW,
the reference allophonic statuses A∗, and the predicted statuses A, these quantities are given by
TP ≡∑
i<j
wijJaij = 1KJa∗ij = 1K, (4.46)
FP ≡∑
i<j
wijJaij = 1KJa∗ij = 0K, (4.47)
FN ≡∑
i<j
wijJaij = 0KJa∗ij = 1K, (4.48)
TN ≡∑
i<j
wijJaij = 0KJa∗ij = 0K. (4.49)
Based on these four quantities, various evaluation measures can be further computed, as sum-
marized in Table 4.3.
Accuracy A simple and (thus) ubiquitous evaluation measure in the fields of machine learning
and computational linguistics, the accuracy (a.k.a. Rand index) of a model is simply defined as
the proportion of correct predictions (both TP and TN) across all predictions. Accuracy values
can thus be interpreted as the probability P(aij = a∗ij) of the predicted allophonic status of a
randomly-drawn phone pair {pi, pj} ⊆ P being identical to the true allophonic status of the pair.
Formally, accuracy is given by
accuracy(A,A∗) ≡ P(aij = a∗ij) u




FP + TP + TN + FN
. (4.50)
However, as we argued in a previous study (Boruta, 2011b), one limitation of accuracy arises
from the fact that it does not distinguish between allophonic and non-allophonic pairs: in the
numerators in Equation 4.50, a correct prediction is a correct prediction, regardless if it is a TP
or a TN. Following our argument that non-allophonic pairs are nothing but the byproduct of a
combinatorial enumeration as well as our prior observations that allophonic pairs are, regardless
of the allophonic complexity of the input, outnumbered by non-allophonic pairs (cf. Table 4.5
and Section 4.4.3), accuracy values are not sufficient to properly understand of the performance
of a model on the separation of the two allophonic statuses.
Precision and recall As they do not take the number of TN into account, precision and recall
appear to be relevant evaluation measures in order to assess the separation of classes in a model’s
predictions. Following the probabilistic interpretation discussed by Goutte & Gaussier (2005)
and, to a lesser extent, Sing et al. (2005), a precision measure can be interpreted as an estimate
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Table 4.3 — Summary of the various prognosis and evaluation measures used for the binary
classification task. When applicable, an abridged probabilistic interpretation is given as a function
of a randomly-drawn phone pair {pi, pj} ⊆ P.
Measure Threshold Objective Range Probabilistic interpretation
ρ Not applicable Maximize [0, 1] P(piij > pii′ j′ | a∗ij = 0, a∗i′ j′ = 1)
AIC Not applicable Minimize [2(κ + 1),∞[ Not applicable
Accuracy piij > 1− piij Maximize [0, 1] P(aij = a∗ij)
Precision piij > 1− piij Maximize [0, 1] P(aij = 1 | a∗ij = 1)
Recall piij > 1− piij Maximize [0, 1] P(a∗ij = 1 | aij = 1)
F-score piij > 1− piij Maximize [0, 1] None
MCC piij > 1− piij Maximize [−1, 1] Not applicable
of the probability P(aij = 1 | a∗ij = 1) of a randomly-drawn allophonic pair {pi, pj} ⊆ P being
classified as allophonic. Formally, precision is given by







Defined as an estimate of the probability P(a∗ij = 1 | aij = 1) of a randomly-drawn phone pair
{pi, pj} ⊆ P classified as allophonic being a true allophonic pair, recall can then be considered
to be the corollary of precision. Formally, recall is given by







Finally, both precision and recall can be combined into a composite evaluation measure known
as F-score is a composite measure, given by the harmonic mean of the two, i.e.





2 · TP + FN + FP . (4.53)
As for precision and recall, F-score values lie in [0, 1], too. However, to our knowledge, this
particular evaluation measure has no probabilistic interpretation.
Matthew’s coefficient of correlation Whereas precision, recall, and F-score ignore the number
of TN and, thus, can be used to asses the separation of classes in a given model’s predictions,
the fact that not all cells of the contingency table are used in the computation of this measures
limits their relevance. Indeed, an artificial learner à la Peperkamp et al. (2006) needs to process
all possible pairs of phones in its input and, hence, should be rewarded for the correct rejections
of non-allophonic pairs. Therefore, following the protocol we used in a previous study (Boruta,
2011b), the last evaluation measure we consider for the binary task of allophony is Matthew’s
coefficient of correlation (henceforth MCC; Matthews, 1975) as it is indeed considered to yield a
balanced evaluation measure even when both classes are not equally represented in the input.
MCC measures the correlation between the true and the predicted allophonic statuses. Formally,
it is given by
MCC(A,A∗) ≡ TP · TN − FP · FN√
(TP + FP)(TP + FN)(TN + FP)(TN + FN)
(4.54)
MCC values lie in [−1, 1]: a coefficient of 1 indicates a perfect prediction, a coefficient of −1
indicates a completely inverse prediction, and 0 indicates that the predictions are no better than
random predictions.
Summarizing predictive power Finally, it is worth noting that the aforementioned ρ statistic
could also be used to assess the predictive power of a binomial logistic regression model (a.k.a.
the concordance index in this context Agresti, 2007; pp. 143–144). Indeed, collecting all predicted
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probabilities of non-allophony (i.e. 1− piij) in an n× n matrixΠ ≡ [1− piij], ρ(Π;A∗,W) is equal
to the MLE of the probability of the predicted probability of a randomly-drawn allophonic
pair being allophonic being higher than the predicted probability of a randomly-drawn non-
allophonic pair being allophonic.
Nonetheless, due to the considerable number of parameters we want to assess (8 individual
regression models, 16 quartet regression models, 20 allophonic complexities, and 2 standardiza-
tions techniques), the time complexity inO(n2 log2 n) of the computation of ρ prohibits its use for
the (8+ 16)× 20× 2 = 960 binomial logistic regression models considered in this experiment.
4.5.3 Results
The performance of all aforementioned binomial logistic regression models is presented in
Figures 4.21, 4.22, 4.23, 4.24, 4.25, and 4.26 in terms of AIC, accuracy, precision, recall, F-score
and MCC, respectively.
Goodness of fit Let us first consider the goodness of fit tests reported in Figure 4.21. The main
observation is that all regressionmodels’ AIC increases as the allophonic complexity of their input
increases, meaning that the more phonemes have allophones, the less indicators of allophony (or
a logistic combination thereof) fit the binary partition of all possible phone pairs into allophonic
and non-allophonic pairs. Furthermore, whereas temporal, distributional, and lexical indicators
appear to yield the models that least fit the data at hand, acoustic indicators yield models with a
significantly better fit, hence confirming the prognosis discussed in Section 4.4.1.
More than that, not only do the AICs of the quartet models suggest that their goodness of fit is
approximately bounded by that of the acoustic indicatorsA-DTW andA-MBD, they also show
that the best quartet models have a better goodness of fit thanA-DTW. The reason for this may
be twofold: combining indicators of allophony of different classes yields models that better fit
the data or—in spite of the penalty in the definition of the AIC (cf. Equation 4.45)—including
more predictor variables merely yields overfitted regression models. Nonetheless, AIC is an
unbounded criterion and, hence, we can not formulate but comments comparing the AIC of a
given model to the AIC of another model.
Classification performance By contrast, all the evaluation measures we consider in the present
study are bounded. For instance, according to the accuracy measures presented in Figure 4.22,
binomial logistic regression models appear to be very effective at distinguishing between allo-
phonic and non-allophonic pairs in their input: indeed, even at maximal allophonic complexity,
all (individual and quartet) regression models classified their input with an accuracy strictly
greater than 93%. Moreover, it is worth emphasizing that whereas accuracy values lie in [0, 1], the
y-axis in Figure 4.22 was scaled to the range [.93, 1] for the sake of readability, hence exaggerating
the models’ sensitivity to an increase in allophonic complexity—all models’ accuracy plateaus
from 450/25 allophones per phoneme onwards. Furthermore, as far as classification accuracy is
concerned, quartet models are (on average) at least as good asA-MBD, thus confirming our prior
observation that combining indicators increases the quality of the predictions in this binary task.
Surprisingly, accuracy values in Figure 4.22 suggest that lexical indicators are more effective
than temporal or distributional indicators for the purpose of telling apart allophonic from non-
allophonic pairs. Although this contradicts the prognosis of allophony reported in Section 4.4.1,
this observation is corroborated by the precision and recall measures reported in Figures 4.23
and 4.24 whereby—regardless of the allophonic complexity of their input—all individual models
trained with temporal or distributional indicators have strictly null performance. The interpre-
tation of such values is however straightforward: a binomial logistic regression model whose
precision and recall are both equal to 0, but whose accuracy is strictly positive actually classified
all observations in its input as failures—i.e. non-allophonic pairs in the case at hand. Indeed,
whereas precision and recall focus on the number of TP, accuracy benefits from the number of
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Figure 4.21—AIC of the logistic regression models on the binary classification task. For quartet
models, the solid line marks the average AIC, and the band is bounded by the lowest and the
highest values for each allophonic complexity.






















Figure 4.22—Accuracy of the logistic regression models on the binary classification task. For
quartet models, the solid line marks the average accuracy, and the band is bounded by the lowest
and the highest values for each allophonic complexity.
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Figure 4.23— Precision of the logistic regression models on the binary classification task. For
quartet models, the solid line marks the average precision, and the band is bounded by the
lowest and the highest values for each allophonic complexity.























Figure 4.24 — Recall of the logistic regression models on the binary classification task. For
quartet models, the solid line marks the average recall, and the band is bounded by the lowest
and the highest values for each allophonic complexity.
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Figure 4.25 — F-score of the logistic regression models on the binary classification task. For
quartet models, the solid line marks the average F-score, and the band is bounded by the lowest
and the highest values for each allophonic complexity.























Figure 4.26—MCC of the logistic regressionmodels on the binary classification task. For quartet
models, the solid line marks the average MCC, and the band is bounded by the lowest and the
highest values for each allophonic complexity.
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Figure 4.27 — Relative influence of range- and ranks-based standardization on the goodness of
fit of the binomial logistic regression models of allophony, across all allophonic complexities.
The gray line denotes the identity function.
TN. Therefore, the performance of temporal and distributional indicators in terms of accuracy,
as reported in Figure 4.22, can be interpreted as the baseline performance for any model of the
acquisition of allophony. Indeed, observing accuracy values below those of T-median, T-range,
D-JSD-SGT, and D-BC-SGT would indicate that not only were all allophonic pairs classified
as non-allophonic, but also that some non-allophonic pairs were classified as allophonic. As
reported in Figure 4.26, null MCC values confirm that temporal and distributional indicators
yield predictions that are not better correlated with the true allophonic statuses than random
predictions: all four indicators lie on the chance line, regardless of the allophonic complexity.
Furthermore, it is worth noting that the lexical indicators L-WTP and L-HFL appear to be
almost as effective as the acoustic indicatorA-MBD, especially with regards to the F-score and
MCC values presented in Figures 4.25 and 4.26. Whereas they do not compete withA-DTW or
any quartet models, lexical indicators seem to be much more effective indicators of allophony
than what was suggested by their ρ prognosis or the examination of their (extremely skewed)
distributions in Section 4.4. As previously stated, using lexical indicators in models of early
language acquisition requires accounting for the acquisition of the lexicon; yet, these classification
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Quartets w/A-DTW Quartets w/A-MBD
Figure 4.28 — Relative influence of range- and ranks-based standardization on the goodness of
fit of the binomial logistic regression models of allophony, as a function of allophonic complexity.
The gray line denotes the identity function.
results strengthen Martin et al.’s (2009) proposal that using top-down information might prove
to be relevant for the discovery of allophony.
Range or ranks? As previously mentioned, about half of the studies building upon Peperkamp
et al.’s (2006) original experiments limited the evaluation of their (yet to be named) indicators of
allophony to the rank-based prognosis of allophonywe refer to as ρ (Martin et al., 2009; Dautriche,
2009; Boruta, 2009). Nonetheless, indicators of allophony do not only provide a ranking of
all possible phones pairs in a given allophonic inventory, they also provide phone-to-phone
dissimilarity ratings. Furthermore, as we observed in Section 4.4.3, all indicators of allophony
have non-uniform distributions. We are thus interested in assessing whether allophony is better
learned from a mere ranking of an indicator’s values or from an examination of these non-
uniformly distributed values. In order to do so, all aforementioned binomial logistic regression
models were duplicated and trained using either range- or rank-standardized indicators.
In order to compare both setups, we examine the AIC values of matching binomial logistic
regression models. As presented in the scatter plot Figure 4.27 for all models and allophonic
complexities, there is no significant difference between both standardization techniques in terms
of the goodness of fit of the models. Indeed, all points in that plot lie exactly on or close to the
diagonal line representing the identity function.
However, as illustrated in Figure 4.28, patterns emerge when comparing the goodness of fit of
range- and ranks-standardized models of allophony as a function of the allophonic complexity
of their input. In this figure, the values we plotted against the allophonic complexity are the
differences between the AIC of range-standardized models and that of ranks-standardized
models. Because AIC is to be minimized, positive differences indicate that the AIC observed
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on values is lesser than the AIC observed on ranks and, hence, that using the true values of the
corresponding indicator(s) yield a better-fitting model. Surprisingly, temporal indicators are
insensitive to both allophonic complexity and the standardization of their input. This observation
is however supported by the confusion plots in Section 4.4.3 and, especially, Figure 4.16 whereby
T-median and T-range appear to have the most uniform distributions (yet shapeless). The most
striking pattern in Figure 4.28 is, however, that the goodness of fit values for quartet models
follow two strong, distinct trends depending on the acoustic indicator they comprise. On one
hand, A-DTW and quartets that include A-DTW seem to benefit from a mere ranking of the
values. On the other hand,A-MBD and quartets that includeA-MBD seem to benefit from the
true values of the indicators. Yet, both acoustic indicators have comparable confusion plots,
as illustrated in Figure 4.15. Further research is thus needed to take a stance on the issue of
standardization, as will be discussed in Chapter 5.
4.6 Overall assessment
In this chapter, we defined a common framework for all phone-to-phone (dis)similarity measures
proposed in studies building upon Peperkamp et al.’s original experiments (Peperkamp et al.,
2006; Le Calvez, 2007; Le Calvez et al., 2007; Dautriche, 2009; Martin et al., 2009; Boruta, 2009,
2011b; this study). We then carried out an extensive quantitative evaluation of the performance
of various indicators relying on acoustic, temporal, distributional, or lexical information. For
instance, the experiments reported in Section 4.5 give, to our knowledge, the first empirical
bounds on the learnability of the allophony relation in this framework.
In these experiments, we showed that whereas classifying all possible phone pairs in a given
allophonic inventory appears to be quite an easy task, the high performancewe observed ismostly
due to the correct rejection of non-allophonic pairs. Moreover, as we argued throughout this
chapter, non-allophonic pairs are simply the spurious byproduct of a combinatioral enumeration
as, in the perspective of the discovery of phonemes, only allophonic pairs are informative.
Furthermore, it is worth noting that solving the task introduced by Peperkamp et al. (2006) does
not provide a complete answer to the problem of the discovery of the phonemic inventory of a
given language as, in fact, an additional step would be required to reconstruct each and every
phoneme from the structureless set of all allophonic pairs.
For these reasons, the experiments to be presented in the next chapters depart from Peperkamp
et al.’s original experiments as we will specifically adress the problem of learning the polyadic
relation of phonemehood—that is to say, the whole phonemic inventory of the target language.




The goal of this chapter is to assess whether previously defined indicators of allophony are also
indicators of phonemehood. Concretely, we are interested in evaluating the informativeness
of these indicators when the task does not only consist in predicting whether two phones
are allophones but, also, determining of which phoneme they both are realizations. Indeed,
whether it is from the point of view of theoretical, computational, or developmental linguistics,
learning the allophony relation is only the byproduct of or—following Peperkamp et al. (2006)—a
preliminary step to the discovery of the phonemic inventory of the target language. However, for
the sake of comparability with previously reported experiments building upon Peperkamp et al.’s
pairwise framework—including the ones we presented in Chapter 4—we take an intermediate
step in this chapter, as we aim at predicting phoneme-like categories while retaining the pairwise
formulation of the indicators.
This chapter is divided into three main sections. In Section 5.1, we discuss the formal and
empirical limitations of the pairwise framework, as well as the concepts and data structures we
use throughout this chapter. In Section 5.2, we then report various classification experiments
aimed at providing empirical upper bounds on the learnability of phonemehood in a pairwise
framework. Finally, Section 5.3 contains a general assessment of the work presented in this
transitional chapter.
5.1 Phonemehood: definitions and objectives
As discussed in Chapters 2 and 4, the phonemic inventory of a given language comprises a finite
number of abstract sound categories (i.e. phonemes) whose tangent realizations in a word or
utterance are conditioned by the surrounding phonemes (i.e. allophones). Following the work of
Peperkamp et al. (2006), and as presented in Chapter 3, we adopted a quantized representation
of the input data whereby the variability in phoneme realizations is reduced to a finite set of
phones, a.k.a. the allophonic inventory. Because we further assumed that no two phonemes may
have common realizations (cf. Assumption 3.3), the phonemic inventoryP of the target language
can be formally defined as a partition of the allophonic inventory P. In other words, P is a set of
non-empty subsets (i.e. the phonemes) of P such that every phone pi ∈ P belongs to exactly one
of these subsets.
As a preliminary step to the discovery of the phonemic inventory P, Peperkamp et al. (2006)
introduced a pairwise taskwhereby the learner has to decide—for each of the n(n− 1)/2 possible
pairs of phones in P—whether or not two phones are allophones, hence defining a binary relation
over P that we refer to as allophony. However, no linguistic theory would define phonemes
as having exactly two realizations; as we observed in Chapter 3, the speech-based procedure
we used for the computation of putative allophonic inventories yielded phonemes with varied
number of allophones. In this chapter, we are thus interested in shifting the focus from allophony
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to phonemehood, i.e. our goal is to learn phoneme-like categories resembling the true phonemic
partition P.
5.1.1 Limitations of the pairwise framework
In Chapter 4, we built upon Peperkamp et al.’s (2006) pairwise framework using—for the sake of
comparability—the same assumptions, task, and (to a certain extent) methods without discussion.
However, when shifting the learning objective from allophony to phonemehood, some empirical
and formal limitations arise. In this section, we examine the major limitations of the pairwise
framework.
The problem of transitivity We previously assumed that phone pairs are independent from
one another, meaning that the allophonic status a∗ij ∈ B (i.e. allophonic or non-allophonic) of a
given phone pair {pi, pj} ⊆ P makes it neither more nor less probable that another one is allo-
phonic or not (cf. Assumption 4.2). In fact, all aforementioned studies building upon Peperkamp
et al.’s (2006) frameworkmade this—implicit—assumption (Le Calvez, 2007; Le Calvez et al., 2007;
Dautriche, 2009; Martin et al., 2009; Boruta, 2009, 2011b). This assumption is, however, far from
being trivial, as the two possible allophonic statuses do not actually describe a binary partition of
the allophonic inventory P, but a binary relation over P. Indeed, whereas previous experiments
treated phone pairs such as {pi, pj} ⊆ P or {pi, pj′} ⊆ P as atomic objects, a rigorous model of
allophony should not ignore that they both include the phone pi.
Furthermore, let us recall a more fundamental assumption: no two phonemes have common
realizations (cf. Assumption 3.3). Therefore, the symmetric binary relation over P that we refer
to as allophony actually describes a (hopefully n-ary) partition of P into non-empty and mutually-
exclusive putative phonemes, and the relation that we refer to as phonemehood describes the
property shared by some phones of belonging to a given phoneme-like subset of this partition.
Because we assumed that phonemehood describes a crisp partition of P, allophony can be but a
transitive relation, that is
(aij = 1) ∧ (aij′ = 1)⇒ (ajj′ = 1). (5.1)
However, the assumption of independence and this (indirect) assumption of transitivity are
contradictory, as the former negates the underlying structure in the data that the latter demands.
This problem arises from Peperkamp et al.’s (2006) formulation of the task whereby the first
step in the discovery of phonemes is the discovery of allophonic pairs. Even though learning
which pairs of phones are realizations of the same phoneme is not irrelevant for the task at hand,
it does not give a complete answer to the problem of learning phonemic categories. Indeed,
whereas phonemehood is a polyadic relation that exhaustively describes the realizations of
every phoneme in the target language, allophony is a binary relation that merely indicates
whether two phones are realizations of the same phoneme but—in that event—contains no
information regarding the identity of the phoneme of which they both are realizations. Learning
allophony is thus the first step of a more complex procedure. In that case, however, the formal
problem of transitivity arises. By contrast, directly learning phonemehood from the dissimilarity
representations given by the indicators would not yield such a problem, as it would involve
learning a partition of a set—rather than deriving a partition over a set from a binary relation
over that set. In this chapter and the next, we precisely aim at learning phonemehood directly
from our indicators’ data.
It is worth mentioning that one answer to the problem of transitivity would consist in comput-
ing the transitive closure of the binary relation described in a given matrix of allophony A, for
example using the Floyd–Warshall algorithm (Floyd, 1962; Warshall, 1962; Cormen et al., 2001).
However, we chose not to explore such an approach to phonemehood in the present study, on
the grounds that transitive closure would propagate false positives in A—i.e. non-allophonic
pairs wrongfully considered to be allophonic—and may eventually describe a binary relation
over P whereby all phones are allophones of a unique phoneme.
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Table 5.1 — Hapax phonemena: for each allophonic complexity, the listed phonemes have only
one realization—with the consequence that they only appear in non-allophonic pairs. In the last
column, the hapax rate is given by the percentage of phonemes in the inventory that have only
one realization.
Complexity Hapax phenomena Hapax rate
n/n ≤ 48/25 {u, a:, e:, i:, u:, w, j, b, d, g, p, m, ð, s, z, r, h} 68%
n/n ≤ 98/25 {a:, i:, u:, w, b, d, g, p, ð, z, r, h} 48%
n/n ≤ 147/25 {a:, i:, w, b, d, g, p, z, r, h} 40%
n/n ≤ 191/25 {a:, i:, w, b, p, z, r, h} 36%
n/n ≤ 248/25 {i:, w, b, p, z, h} 24%
n/n ≤ 502/25 {i:, w, b, p} 16%
n/n ≤ 948/25 {i:, p} 8%
n/n ≤ 990/25 {i:} 4%
The problem of hapax phenomena Predicting of which phoneme both phones in a given
allophonic pair are realizations presents another problem, yet purely empirical. If a given
phoneme has no more than one realization in the allophonic inventory P, then this phoneme’s
phones are only involved in non-allophonic pairs and, consequently, the phoneme never occurs
as the category to which the two phones of a pair belong.
As presented in Table 3.7 and further illustrated in Table 5.1, this situation is attested in our
datasets for 18 of the 25 phonemes of Japanese and—even at the highest allophonic complexity
considered in this study—the problem of hapax phonenomena (i.e. unique events) still occurs for
the vowel /i:/. On one hand, this empirical problem could be seen as a consequence of an over-
quantized input (cf. Assumption 3.1) where—part of—the problem of discovering phonemes
has already been solved, as some phonemes are presented in the input at their highest possible
degree of abstraction. On the other hand, allophones were computed in Section 3.2.2 using
a procedure that quantizes at once all the realizations of all phonemes in the CSJ so that, for
any desired allophonic complexity, the output allophonic inventory is given by the quantized
partition of the data that best accounts for the acoustic variability in the speech recordings. Hence,
as we argued in Section 3.3.2, if a given phoneme was only assigned one realization while others
were assigned dozens, we can fairly assume that this phoneme’s realizations show very little
(acoustic) variability. Thus, the only way for a pairwise framework to observe an allophonic pair
made up of two realizations of such a low-variability phoneme would be to use non-quantized
input—i.e. raw acoustic signal—but the problemwould then become computationally intractable
for significantly large datasets, notwithstanding the consequent impossibility of relying on
distributional or lexical indicators, as discussed in Section 4.2.3.
5.1.2 Objectives: predicting phonemehood
Aswewill explain in Chapter 6, learning the phonemic partitionP of a given allophonic inventory
P requires a complete reformulation of the learning framework. In this chapter—for the sake of
comparability with previously reported experiments—we take an intermediate step, and assess
the performance of our indicators of allophony in a tentative multiclass extension of Peperkamp
et al.’s (2006) framework.
The binary task of allophony introduced by Peperkamp et al. consists in predicting, for every
possible pair of phones in a given allophonic inventory, whether or not two phones are allophones
(cf. Figure 4.19). Here, we aim at predicting, for every possible pair of phones in the allophonic
inventory, whether or not two phones are allophones and, in that case, of which phoneme
they both are realizations. There are thus n+ 1 different target classes in the latter task: the n
phonemesP ≡ {p1, . . . , pn} of the target language as well as an additional dummy class, denoted
⊗, used as the phoneme-level class of non-allophonic pairs.
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Figure 5.1— Schematic representation of the distribution of an ideal indicator of phonemehood.
A pairwise framework Amending the task introduced by Peperkamp et al., our goal is now to
learn a n× n symmetric matrix of phonemehood Λ ≡ [λij] where λij ∈ P ∪ {⊗} denotes the
phoneme-like category of a given pair of phones {pi, pj} ⊆ P. Let Λ∗ ≡ [λ∗ij] denote the reference
matrix of phonemehood where λ∗ij is the reference phoneme-like category of the pair of phones
{pi, pj} ⊆ P, given by
λ∗ij ≡
{
ph if ∃ ph ∈ P, {pi, pj} ⊆ ph
⊗ otherwise . (5.2)
The reference matrix of allophony A∗ and the reference matrix of phonemehood Λ∗ are similar in
the sense that all values equal to 1 in A∗ (i.e. denoting allophonic pairs) are further specified by
the appropriate phonemes in Λ∗ and, mutatis mutandis, all values equal to 0 in A∗ (i.e. denoting
non-allophonic pairs) are merely replaced by ⊗ in Λ∗.
Indicators of phonemehood In order to predict the phoneme-like class of any pair of phones
in a given allophonic inventory, we rely on (combinations of) the indicators of allophony we in-
troduced and benchmarked in Chapter 4, viz.A-DTW,A-MBD, T-median, T-range,D-JSD-SGT,
D-BC-SGT,L-WTP, andL-HFL. Although all indicators were, by definition, computed to be—to
the greatest extent possible—correlated with allophony, none of themwere purposedly designed
so that specific subranges of its values would be further correlated with specific phonemes, as
illustrated in Figure 5.1. Moreover, it is worth highlighting that having access to an ideal matrix
of allophony A = A∗ is not sufficient to retrieve the phonemic inventory of the target language.
Returning to our prior analogy between the allophony relation and the siblings relationship (cf.
Section 4.1), should given siblings share genes, eye color, or blood type, such features would be
insufficient to identify their parents. In other words, knowing that two individuals are siblings
does not indicate to which sibship they belong. Be that as it may, we test in this chapter the
hypothesis that indicators of allophony also contain information regarding phonemehood.
Finally, because the results we presented in Section 4.5.3 were inconclusive on the issue of
standardization, we consider both range- and ranks-standardized indicators in this chapter.
Prognosis of phonemehood In ourmulticlass, (n+1)-ary extension of Peperkamp et al.’s (2006)
framework, the output data comprises both an indirect, putative partition of the allophonic
inventory (i.e. the phoneme-specified allophonic pairs) and additional information regarding
all pairs of phones classified as having no relevant relation for the definition of phonemes (i.e.
the ⊗-classified non-allophonic pairs). Unfortunately, to our knowledge, no statistic has been
proposed so far that would yield a prognosis of phonemehood for such data. Indeed, as will be
further discussed in Section 6.2, so called cluster validity indices (Bezdek & Pal, 1998; Kim &
Ramakrishna, 2005; Aliguliyev, 2009; among others) rely on a true partition of the input data.
Nonetheless, it is worth mentioning that the probabilistic prognoses of binary allophony we
presented and discussed in Section 4.4.1 bear some relevance to our now-multiclass pairwise
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Phone pairs
/a/ /e/ /i/ /o/ /u/ . . . ⊗
Figure 5.2 — Task diagram: flat-response (n+1)-ary phonemehood on phone pairs. The task
consists in predicting, for each possible phone pair in a given allophonic inventory, of which
phoneme-like category both phones are realizations—i.e. the underlying phoneme for allophonic
pairs, or the dummy category ⊗ for non-allophonic pairs.
Phone pairs
Allophonic
/a/ /e/ /i/ /o/ /u/ . . .
⊗
Figure 5.3— Task diagram: nested-response (n+1)-ary phonemehood on phone pairs. The task
consists in predicting whether or not two phones are realizations of the same phoneme and, in
that case, of which phoneme they both are realizations.
problem. Quantitatively speaking, the prominent class in both tasks is the class comprising
all non-allophonic pairs—as illustrated in Figure 4.5 and the confusion plots in Section 4.4.3.
Moreover, Herrnstein et al.’s (1976) ρ is an estimate of the probability of a randomly-drawn non-
allophonic pair beingmore dissimilar than a randomly-drawn allophonic pair in the dissimilarity
ratings of a given indicator of allophony. This rank-sum test therefore assesses the separation
of allophonic and non-allophonic pairs and, as a consequence, provides a partial quantitative
assessment of the separability of non-allophonic pairs from the n phoneme-like classes. The
separability of the remaining n phoneme-like classes is, however, unaccounted for by this statistic.
For these reasons, we can speculate that the most effective indicators of allophony (viz. acoustic
indicators) are also the most effective indicators of phonemehood.
5.2 Predicting phonemehood: (n+1)-ary classification task
The classification experiments we report in this section are straightforward multiclass extensions
of the ones we reported in Section 4.5. More precisely, for each possible phone pair in a given
allophonic inventory, we not only aim to predict whether or not both phones are allophones but
also, in that case, to predict of which phoneme they both are realizations.
To this aim, we compare the performance of two types of multiclass regression models. Indeed,
the n+ 1 phoneme-like classes we defined in the previous section can either be considered as
the comparable outcomes of a flat, single-level multinomial variable (as illustrated in Figure 5.2),
or as the incomparable outcomes of a nested, two-level multinomial variable (as illustrated in
Figure 5.3). In the latter case, the model is to be interpreted as a refinement of the binomial model
we presented in Section 4.5, as predicting of which phoneme two given phones are realizations
is only meaningful if these phones form an allophonic pair. However, the performance of this
nested-response model is thus necessarily bounded by the performance of the top-level binomial
model. If a given allophonic pair is first misclassified as being non-allophonic, the predicted
class is inevitably ⊗. Conversely, if a given non-allophonic pair is first misclassified as being
allophonic, the model will then inevitably assign a phoneme-like category instead of ⊗.
Although it merely negates the inherently nested nature of pairwise phonemehood, we also
consider the simpler, flat-response model as its performance is not bounded by that of the
binomial model we presented in Section 4.5. In the context of logistic regression models, the
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flat-response model is a classic and straightforward multinomial extension of the binomial
logistic regression model. By contrast, the literature on nested-response multinomial logistic
regression is, to our knowledge, scarce—as we will discuss in Section 5.2.2.
5.2.1 Flat-response multinomial logistic regression
As presented in Section 4.5.1, binomial logistic regression can be used to model a binary re-
sponse variable based on an arbitrary number of predictor variables. When the number of
distinct outcomes exceeds two, generalizations of the logistic regression model to nominal (i.e.
unordered) multinomial response variables are readily available (Faraway, 2006; Agresti, 2007).
Using the same definition and notation for the input data as we used in the binomial case, let
{piij(0),piij(1), . . . ,piij(n)} denote the response probabilities associated to the n+ 1 phoneme-like
classes C ≡ {⊗, p1, . . . , pn} for a given phone pair {pi, pj} ⊆ P, where
piij(0) ≡ P(λ∗ij = ⊗ | δij1, . . . , δijκ) (5.3)
denotes the probability of both phones not being realizations of the same phoneme given the κ
dissimilarity ratings δij1, . . . , δijκ, and
piij(h) ≡ P(λ∗ij = ph | δij1, . . . , δijκ) (5.4)
denotes the probability of both phones pi and pj being realizations of the phoneme ph given the
same dissimilarities. The n+ 1 response probabilities satisfy
piij(0) +∑
h
piij(h) = 1. (5.5)
Multinomial logistic regression models rely on all pairs of outcome categories and specify the
odds of outcome in one category instead of another (Agresti, 2007; pp. 173–179). Concretely,
a multinomial logistic regression model pairs each category with a baseline category. Let the
dummy category ⊗ be the baseline category in the following definitions; it is worth noting,
however, that the practical choice of the baseline category has no consequence for the estimation
of the model’s parameters—baseline does not entail dummy, and vice versa. This being said, the









where βhk is the regression parameter linking the phoneme ph to the k-th indicator. Given that
the response falls in category ph or ⊗, the quantity in Equation 5.6 is to be interpreted as the
log-odds that the response is ph. The whole mutinomial model has n such equations—with
separate parameters for each—that are fitted simultaneously. It is worth mentioning that the
multinomial logistic regression model has an alternative expression in terms of the response
probabilities (Agresti, 2007), given by
piij(h) ≡
exp(αh +∑k βhkδijk)
exp(α0 +∑k β0kδijk) +∑h′ exp(αh′ +∑k βh′kδijk)
(5.7)
where the denominator is the same for each category, and the numerators for all possible n+ 1
categories sum to the denominator, thus satisfying Equation 5.5.
Multinomial logistic regression models are strictly equivalent to so called maximum entropy
models (a.k.a. MaxEnt models; Klein & Manning, 2003; Jurafksy & Martin, 2009; Mount, 2011).
Although the latter name is more common in the fields of computational linguistics and natural
language processing, we use the former to emphasize the relationship between such models and
the binomial logistic regression models we used in Chapter 4.
Underlying assumptions The assumptions of the binomial and the multinomial logistic re-
gression models regarding the response and predictor variables are virtually identical:
— no important predictor variables are omitted, and no extraneous predictor variables are
included (cf. Assumption 4.4);
— the predictor variables are not linear combinations of each other (cf. Assumption 4.5);
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— the predictor variables are measured without error (cf. Assumption 4.6).
The last two assumptions, however, need to be amended in order to account for the specific
formulation of the multinomial model:
Assumption 5.1 The true outcome probabilities follow a multinomial distribution. Thereby, the
observations are independent, meaning that the outcome for a given observation does not affect
the outcome for another (cf. Assumption 4.2).
Assumption 5.2 The log-odds of the true outcomes against the baseline category are a function
of a (weighted) linear combination of the predictor variables (cf. Assumption 4.3).
We consider that the arguments we presented in Section 4.5.1 regarding the validity of these
assumptions in the binomial case also hold in the multinomial case.
Model-fitting Fitting a multinomial logistic regression model consists in estimating the nκ
regression parameters β11, . . . , βnκ as well as the n intercepts α1, . . . , αn. As in the case of binomial
logistic regression models, the estimation process relies on a given set of training observations
of the form 〈δij1, . . . , δijκ,wij,λ∗ij〉, i.e. comprising the dissimilarity ratings assigned to a given
phone pair {pi, pj} ∈ P, its weight, and its true phoneme-like category. The numerical algorithm
we used in these experiments outputs the n(κ + 1) values that maximize the likelihood of the
parameters given the training data (Agresti, 2007; Venables & Ripley, 2002; cf. nnet::multinom).
Finally, for the sake of comparability with the experiments reported in Section 4.5, we reiterate
our argument about the relevance of confirmatory overfitting and, accordingly, trained and
tested all multinomial logistic regression models using all available data.
Predictions For the purpose of classifying all possible phone pairs in a given allophonic inven-
tory P, the predicted phoneme-like category λij of a given pair {pi, pj} ⊆ P is simply defined as
the most probable one, i.e.
λij ≡ cτˆ where τˆ ≡ argmaxτ∈(0,1,...,n) piij(τ) (5.8)
denotes the index of the most probable phoneme-like category.
5.2.2 Nested-response multinomial logistic regression
In the case of pairwise phonemehood, the phoneme-like outcomes form an intrinsically nested
variable: the model first needs to determine whether two given phones are allophones and—in
that case, and only in that case—of which phoneme they both are realizations. Whereas there
is a considerable literature describing logistic regression models whose predictor variables are
structured (a.k.a. hierarchical, random-effects, andmixed-effectsmodels; Agresti, 2007; Gelman&
Hill, 2007), logistic regression models whose response variable is structured are, to our knowledge,
only (briefly) discussed by McCullagh & Nelder (1989; pp. 160–164), Faraway (2006; pp. 113–117),
and Rodríguez (2007; ch. 6, pp. 11–15).
Our methodology for such nested-response models follows Faraway’s analysis of the dataset
collected by Lowe et al. (1971) concerning live births with deformations of the central nervous
system. Though completely unrelated, this dataset indeed shares many properties with the
data at hand in the present study: live births (pairs of phones) can occur with or without
deformations of the central nervous system (can be allophonic or not) and, in that case, various
deformations (phonemes) are possible. Moreover, in both datasets, the outcome of lesser interest
(no deformation and no allophony) numerically dominates all other possible outcomes.
Following Faraway (2006), we separately develop a binomial model for allophony and a
multinomial model for phonemehood. Let
piij ≡ P(λ∗ij 6= ⊗ | δij1, . . . , δijκ) (5.9)
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denote the conditional probability of the pair of phones {pi, pj} ⊆ P being allophonic given
the κ predictor values δij1, . . . , δijκ. As discussed in Section 4.5.1, the top-level binomial logistic






Furthermore, let {piij(1), . . . ,piij(n)} denote the response probabilities associated to the nphonemic
classes P ≡ {p1, . . . , pn} for a given allophonic pair of phones {pi, pj} ⊆ P, where
piij(h) ≡ P(λ∗ij = ph | δij1, . . . , δijκ,λ∗ij 6= ⊗) (5.11)
denotes the probability of both phones pi and pj being realizations of the phoneme ph given the
same dissimilarities. The n+ 1 response probabilities satisfy
∑
h
piij(h) = 1 (5.12)
and, as presented in the previous section, the low-level multinomial logistic regression model as









Finally, as emphasized by McCullagh & Nelder (1989), it is worth noting that
}There is no good reason here to expect that the coefficients [α, β1, . . . , βκ, and α′1, . . . , α′n,
β′11, . . . , βnκ] might be equal or even comparable.~
Predictions For the purpose of classifying all possible phone pairs in a given allophonic inven-
tory P, the predicted phoneme-like category λij of a given pair {pi, pj} ⊆ P is given by
λij ≡
{
⊗ if piij ≤ .5
phˆ otherwise, where hˆ ≡ argmaxh piij(h)
(5.14)
denotes the index of the most probable phoneme for the pair of phones {pi, pj}.
5.2.3 Evaluation
In these experiments, as in the oneswe presented in Section 4.5, we are interested in the predictive
power of the regression models.
Goodness of fit The first quantitative criterion we use to assess the fit of a given multinomial
logistic regression model to the reference matrix of phonemehood Λ∗ is the aforementioned AIC.
The definition of the AIC in the flat-response multinomial case is a straightforward extension
of the definition given in Equation 4.45 for the binomial case: the AIC of a regression model
is a measure of the maximized likelihood of its parameters, penalized by the number of such
parameters. The only difference lies in the latter penalty: whereas a binomial logistic regression
model has κ + 1 parameters, a multinomial model has n(κ + 1) parameters.
To our knowledge, no extension of the definition of the AIC has yet been proposed for nested-
response multinomial logistic regression models.
Contingency table The other two criteria we use to assess the performance of (combinations
of) indicators of phonemehood rely on an actual pairwise classification of their input into the
n+ 1 phoneme-like categories. These criteria are thus applicable to, and meaningful for, both
flat- and nested-response multinomial models. For each regression model, a contingency table is
used to cross-classify the reference outcomes with the model’s predictions. In this multiclass
setup, this cross-classification yields a (n+1)× (n+1) contingency table. Let T ≡ [tτ′τ] denote
such a contingency table where, by convention, τ denotes the index over reference classes and τ′
the index over predicted classes. The table is thus non-symmetric: while t0h denotes the number
of non-allophonic pairs that were misclassified as realizations of ph, th0 denotes the number of
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realizations of ph that were misclassified as non-allophonic pairs. In each cell, the non-negative
count tτ′τ is given by
tτ′τ ≡∑
i<j
wijJλ∗ij = cτ′KJλij = cτK. (5.15)
Pairwise evaluation The evaluation measures we defined in Section 4.5.2—viz. precision,
recall, F-score, and MCC—are only appropriate when there are exactly two possible outcomes.
Multiclass predictions can however be considered as a series of pairwise decisions, one for each
pair of observations in the test data (Manning et al., 2008). In that case, TP denotes the (weighted)
number of pairs of observations of equal class that were classified as belonging to the same class,
TN the number of pairs of observations of different classes that were classified as belonging to
different classes, FP the number of pairs of observations of different classes that were classified
as belonging to the same class, and FN the number of observations of equal class that were
classified as belonging to different classes.
Because our elementary observations consist in pairs of phones, such a pairwise evaluation
actually involves comparing the predictions for all pairs of pairs of phones. For a given allophonic
inventory and a given regression model, computing the 2× 2 pairwise contingency table thus
requires O(n4) operations and, hence, becomes computationally intractable as the allophonic
complexity of the input increases—especially considering the fact that this computation needs
to be repeated for 24 different regression models, and 20 allophonic inventories.
Global accuracy Various evaluationmeasures can however be computed from a (n+1)× (n+1)
contingency table. The first measure on which we rely is the global accuracy of the predictions,
that is to say the average number of correct predictions across all phoneme-like classes. Formally,
global accuracy is given by




∑i<j wijJλij = λ∗ijK
∑i<j wij
. (5.16)
In the manner of the pairwise accuracy presented in Section 4.5.2, the global multiclass accuracy
can receive a probabilistic interpretation: it is an estimate of the probability P(λij = λ∗ij) of
the predicted class λij of a randomly-drawn pair of phones {pi, pj} ⊆ P being equal to its
reference phoneme-like class λ∗ij. As far as the contingency table is concerned, a perfectly
accurate classificationΛ = Λ∗ would result in a strictly diagonal contingency table T. By contrast,
the more off-diagonal observations, the less accurate the classification.
Classwise accuracy The second evaluation measure we rely on in these experiments is known
as classwise accuracy. For a given phoneme-like class cτ ∈ C, its classwise accuracy is an estimate
of the probability P(λij = cτ | λ∗ij = cτ) of a randomly-drawn pair of phones {pi, pj} ⊆ P whose
reference class is cτ being actually classified as cτ. Formally, classwise accuracy is given by




∑i<j wijJλij = λ∗ij = cτK
∑i<j wijJλ∗ij = cτK . (5.17)
Whereas global accuracy aggregates all correct predictions—regardless of the predicted class—
classwise accuracy allows for a fine-grained exploration of the performance of a multinomial
logistic regression model. For instance, we observed in Chapter 4 that the high performance of
binomial logistic regression models was mainly due to the correct rejection of non-allophonic
pairs. We can thus speculate that the global accuracy of any multinomial model’s predictions
will benefit from these correct rejections. Comparing the classwise accuracy of⊗ to the classwise
accuracies of other phoneme-like categories will thus allow us to assess whether or not indicators
of allophony are also indicators of phonemehood.
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5.2.4 Results
The performance of all flat-response multinomial logistic regression models is presented in Fig-
ure 5.4, Figure 5.6, Figure 5.5 and Table 5.2. The performance of all nested-response multinomial
logistic regression models is presented in Figure 5.6 and Table 5.3.
Goodness of fit Let us first consider the goodness of fit tests reported in Figure 5.4 for flat-
response models. First, it is worth mentioning that this figure resembles the plot of the AIC
of binomial logistic regression models in Figure 4.21. Indeed, as we observed for binomial
models, all flat-response models’ AIC increases with the allophonic complexity of their input,
meaning that the more phonemes have allophones, the less a multinomial logistic regression
model is able to fit the phoneme-like partition of all possible pairs of phones. Moreover, acoustic
indicators appear to be, once again, the individual indicators that yield regression models with
the best fit, as well as the indicators whose AIC gives approximate bounds on that of the quartet
models. However, it appears that combining indicators is—on average—nomore interesting than
only using the acoustic indicatorA-DTW. Finally, individual flat-response models relying on
temporal, distributional, and lexical indicators are indistinguishable, as far as AIC is concerned.
However, the goodness of fit tests reported in Figure 5.4 depart from the ones in Figure 4.21
on two main points. First, is it worth noting that the AIC of multinomial models increases faster
than that of binomial models. Consider, for example, the AIC values at the maximal allophonic
complexity of 990/25 allophones per phoneme: whereas the AIC of individual binomial models
is approximately equal to 35× 104, the AIC of individual multinomial models is greater than
50× 104. While, to our knowledge, AIC values are not to be interpreted in isolation, a comparison
of both values at 990/25 allophones per phoneme suffice to show that logistic regression yields
models with a fit almost 1.5 times better in the binomial case than in the flat-responsemultinomial
case.
Range or ranks? In the previous chapter, the results presented in Figures 4.27 and 4.28 were
inconclusive on the issue of standardization, i.e. assessing whether allophony can be learned
from a mere ranking of a given indicator’s values, or if the values themselves convey relevant
information. To this aim, our methodology has consisted in examining the difference in AIC
between pairs of models trained with the same (combination of) indicators, but where one was
trained with range-standardized indicators and the other was trained with ranks-standardized
indicators. A negative difference indicates that the AIC observed on range-standardized indi-
cators is lesser than the AIC observed on ranks-standardized indicators. Because the AIC is to
be minimized, a negative difference indicates that relying on indicators’ absolute values yields
models with a better fit than relying on mere rankings of each indicator’s values or—to say
the least—that the (n+1)-ary phoneme-like classification of all phone pairs is more accurately
modeled by a linear combination of values than by a linear combination of ranks.
As illustrated in Figure 5.5, a clear pattern emerges for multinomial logistic regression models
from 300/25 allophones per phoneme onwards. Whereas individual models appear to be rather
insensitive to the particular standardization technique used on the indicators (cf. Figure 4.28),
we observe significant negative differences between the AIC of range- and ranks-standardized
indicators for all quartet models. Moreover, these differences tend to increase with the allophonic
complexity of the input. Therefore, phonemehood appears to be better modeled by the true
phone-to-phone dissimilarity ratings collected in each indicator of allophony than by the ranking
these values denote. This result is important in itself, as the evaluation of various studies building
upon Peperkamp et al.’s (2006) framework was limited to the computation of Herrnstein et al.’s
(1976) rank-sum test (Martin et al., 2009; Dautriche, 2009; Boruta, 2009, 2011b). Notwithstanding
our prior theoretical argument that ρ is at best a prognosis of allophony—rather than a true
evaluation measure, cf. Section 4.4.1—we consider the results presented in Figure 5.5 to be
empirical evidence against a mere examination of the ranking of phone pairs underlying each
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Figure 5.4 — AIC of the flat-response multinomial logistic regression models on the (n+1)-ary
classification task. For quartet models, the solid line marks the average AIC, and the band is
bounded by the lowest and the highest values for each allophonic complexity.































Figure 5.5—Relative influence of range- and ranks-based standardization on the goodness of
fit of the flat-response multinomial logistic regression models of allophony, as a function of
allophonic complexity. The gray line denotes the identity function.
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Figure 5.6—Accuracy of the flat-response multinomial logistic regression models for the (n+1)-
ary classification task. For quartet models, the solid line marks the average AIC, and the band is
bounded by the lowest and the highest values for each allophonic complexity.
Table 5.2—Classwise accuracies of the flat-response combined model on the (n+1)-ary classi-
fication task, as a function of allophonic complexity. The color scale ranges from pure red for
accuracies equal to 0 to pure green for accuracies equal to 1. Dots indicate that the corresponding
phonemes were not represented at the corresponding allophonic complexities.
n a e i o u a: e: i: o: u: w j b d g p t k m n ð s z r h ⊗
48 .79 .26 .36 0 . . . . . . . . . . . . 0 .36 . 0 . . . . . 1
98 .24 .15 .21 .01 .37 . 0 . 0 . . 0 . . . . 0 0 0 0 . .16 . . . 1
147 .40 .08 .09 .03 .09 . 0 . 0 0 . 0 . . . . .02 .05 0 0 0 .12 . . . 1
191 .46 .09 .09 .06 .30 . 0 . 0 0 . 0 . 0 0 . .02 .04 0 0 0 .17 . . . .99
248 .45 .01 .04 .08 .10 0 0 . 0 0 . 0 . 0 0 . .01 .02 0 0 0 .04 . 0 . .99
297 .36 .01 .05 .05 .08 0 0 . 0 0 . 0 . 0 0 . .01 .04 0 0 0 .04 0 0 0 .99
347 .36 0 .05 .05 .11 0 0 . 0 0 . 0 . 0 0 . .01 0 0 0 0 .07 0 0 0 .99
398 .32 0 .07 .02 .11 0 0 . 0 0 . 0 . 0 0 . .01 .06 0 0 0 0 0 0 0 1
451 .35 0 .05 .03 .17 0 0 . 0 0 . 0 . 0 0 . .01 .06 0 0 0 .07 0 0 0 .99
502 .41 0 .04 .03 .11 0 0 . 0 0 . 0 . 0 0 . .01 .07 0 0 0 .07 0 0 0 .99
545 .38 0 .03 .04 .11 0 0 . 0 0 0 0 0 0 0 . .01 .08 0 0 0 .08 0 0 0 .99
588 .38 0 .04 .03 .11 0 0 . 0 0 0 0 0 0 0 . .01 .07 0 0 0 0 0 0 0 .99
648 .40 0 .04 .04 .11 0 0 . 0 0 0 0 0 0 0 . .01 .07 0 0 0 0 0 0 0 .99
699 .40 0 .05 .02 .11 0 0 . 0 0 0 0 0 0 0 . .03 .08 0 0 0 0 0 0 0 .99
743 .38 0 .05 .04 .06 0 0 . 0 0 0 0 0 0 0 . .02 .08 0 0 0 0 0 0 0 .99
782 .37 0 .05 .03 .06 0 0 . 0 0 0 0 0 0 0 . .03 .08 0 0 0 0 0 0 0 .99
838 .34 0 .04 .04 .06 0 0 . 0 0 0 0 0 0 0 . .02 .05 0 0 0 .01 0 0 0 .99
886 .33 0 .04 .03 .07 0 0 . 0 0 0 0 0 0 0 . .02 .04 0 0 0 .01 0 0 0 .99
948 .35 0 .03 .04 .07 0 0 . 0 0 0 0 0 0 0 . .01 .07 0 0 0 .02 0 0 0 .99
990 .32 0 .03 .04 .11 0 0 . 0 0 0 0 0 0 0 0 .01 .05 0 0 0 .02 0 0 0 .99
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Figure 5.7 —Accuracy of the nested-response multinomial logistic regression models for (n+1)-
ary classification task. For quartet models, the solid line marks the average AIC, and the band is
bounded by the lowest and the highest values for each allophonic complexity.
Table 5.3 — Classwise accuracies of the nested-response combined model on the (n+1)-ary
classification task, as a function of allophonic complexity. The color scale ranges from pure
red for accuracies equal to 0 to pure green for accuracies equal to 1. Dots indicate that the
corresponding phonemes were not represented at the corresponding allophonic complexities.
n a e i o u a: e: i: o: u: w j b d g p t k m n ð s z r h ⊗
48 .82 0 .36 0 . . . . . . . . . . . . 0 .64 . 0 . . . . . .99
98 .37 .15 .21 0 .09 . 0 . 0 . . 0 . . . . 0 0 0 0 . .13 . . . 1
147 .51 .06 .07 .05 .37 . 0 . 0 0 . 0 . . . . .01 .05 0 0 0 .09 . . . .99
191 .55 .09 .09 .06 .30 . 0 . 0 0 . 0 . 0 0 . .02 .03 0 0 0 .16 . . . .99
248 .52 .02 .08 .10 .10 0 0 . 0 0 . 0 . 0 0 . .02 .05 0 0 0 .02 . 0 . .98
297 .43 .02 .07 .07 .11 0 0 . 0 0 . 0 . 0 0 . .02 .01 0 0 0 0 0 0 0 .99
347 .45 0 .06 .05 .11 0 0 . 0 0 . 0 . 0 0 . .01 0 0 0 0 0 0 0 0 .98
398 .44 .01 .07 .02 .11 0 0 . 0 0 . 0 . 0 0 . .01 .06 0 0 0 0 0 0 0 .98
451 .45 0 .06 .04 .11 0 0 . 0 0 . 0 . 0 0 . .01 .06 0 0 0 .07 0 0 0 .98
502 .50 0 .06 .04 .14 0 0 . 0 0 . 0 . 0 0 . .01 .07 0 0 0 .06 0 0 0 .98
545 .45 0 .04 .05 .11 0 0 . 0 0 0 0 0 0 0 . .01 .06 0 0 0 .06 0 0 0 .98
588 .48 0 .05 .04 .11 0 0 . 0 0 0 0 0 0 0 . .01 .08 0 0 0 0 0 0 0 .98
648 .46 0 .04 .05 .11 0 0 . 0 0 0 0 0 0 0 . .01 .08 0 0 0 0 0 0 0 .98
699 .47 0 .06 .02 .11 0 0 . 0 0 0 0 0 0 0 . .01 .08 0 0 0 0 0 0 0 .98
743 .46 0 .06 .05 .06 0 0 . 0 0 0 0 0 0 0 . .01 .08 0 0 0 0 0 0 0 .98
782 .44 0 .06 .04 .06 0 0 . 0 0 0 0 0 0 0 . .01 .07 0 0 0 0 0 0 0 .98
838 .42 0 .05 .05 .07 0 0 . 0 0 0 0 0 0 0 . .01 .06 0 0 0 .01 0 0 0 .98
886 .42 0 .04 .04 .06 0 0 . 0 0 0 0 0 0 0 . .01 .05 0 0 0 .01 0 0 0 .98
948 .45 0 .03 .05 .08 0 0 . 0 0 0 0 0 0 0 . .01 .06 0 0 0 .02 0 0 0 .98
990 .42 0 .04 .04 .12 0 0 . 0 0 0 0 0 0 0 0 .01 .07 0 0 0 .01 0 0 0 .98
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Figure 5.8— Relative performance of flat- and nested-response multinomial logistic regression
models of pairwise phonemehood, across all allophonic complexities. The gray line denotes the
identity function.
indicator. In other words, we showed that ranks-based standardization results in a significant
loss of information about phonemehood. For this reason, only range-standardized indicators
will be considered from this point onwards.
Classification performance For both individual and combined indicators, multinomial logistic
regression models appear to be very effective at classifying phone pairs according to their
phoneme-like status. Similar to what we observed for binomial models, the global accuracy of
multinomial models at any allophonic complexity is strictly greater than 92%, as illustrated in
Figures 5.6 and 5.7. Whereas Figure 4.22 suggests that combining indicators yields a significant
increase in the accuracy of the predictions, the same cannot be said for multinomial models. For
all individual and quartet models, the accuracy of their predictions appears to plateau from
500/25 allophones per phoneme onwards, meaning that the models do not suffer an increase in
allophonic complexity after this point.
As anticipated, nested-response logistic regression multinomial models are globally not as
effective as flat-response models. This observation is especially true for quartet models, as
illustrated by the wider orange band in Figure 5.7 than in Figure 5.6. Although both approaches
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to phonemehood yield highly accurate predictions, flat-response models yield slightly more
accuracte predictions than the corresponding nested-response models—regardless of the allo-
phonic complexity of their input, as illustrated in Figure 5.8. Though expected, this result is
disappointing, as it means that computational models that fit the true structure of a problem
better do not necessarily have a better fit of the data.
The winner takes it all Although informative, contingency tables are space-consuming repre-
sentations of a given model’s predictions. For the sake of brevity, we will thus focus on a single,
optimal quartet model in the remainder of the present study. Two quartet models are returned
when performing a skyline query on all multinomial logistic regression models based on their
respective AIC values across all allophonic complexities—similar to the skyline query described
in Section 4.4.2, albeit in reverse order as the AIC is to be minimized:
— A-DTW×T-range×D-BC-SGT×L-WTP;
— A-DTW×T-median×D-BC-SGT×L-WTP.
Interestingly, it is worth noting that these quartet models only differ by their temporal indicator,
thus strengthening the optimality of the other three indicators. Among both quartet models,
we arbitrarily chose to focus on the latter, which we will refer to as the combined model from this
point onwards.
Classwise accuracy Classwise accuracies of the flat- and nested-response combined models
are reported in Tables 5.2 and 5.3 across all allophonic complexities. Notwithstanding the
aforementioned problem of hapax phenomena, the only phoneme-like classes whose classwise
accuracy is not always zero are /a/, /e/, /i/, /o/, /u/, /t/, /k/, /s/, and ⊗. The figures in these
tables confirm that the very high global accuracies observed in Figures 5.6 and 5.7 are mostly
due to the almost perfect classification as ⊗ of the numerous non-allophonic pairs. Even in this
tentative multiclass extension of Peperkamp et al.’s (2006) framework, most—if not all—correct
predictions are due to the discrimination of allophonic from non-allophonic pairs. Our results
are thus somewhat inconclusive with regards to the question of determining if indicators of
allophony are also indicators of phonemehood.
Nonetheless, it is interesting to note that the 8 phonemes for which stricly positive accuracies
are observed are not random phonemes, but the 8 most frequent phonemes in the CSJ, as
illustrated in Figure 3.2. These globally mediocre results should be put into perspective by
the relatively good classwise accuracy for some of these phonemes at the lowest allophonic
complexities—and especially in the case of nested-response models. For instance, 79% and
82% of the realizations of /a/ were correctly classified at 48/25 allophones per phoneme by the
flat- and nested-response models, respectively. Not only is /a/ the most frequent phoneme in
the corpus—with 212,555 sound tokens—it is also the phoneme with the highest number of
allophones at 48/25 allophones per phoneme—viz. 10 allophones, that is to say, more than twice
as many as any other phoneme at this complexity. These additional observations of a frequency
effect corroborates our prior hypothesis that a given phoneme’s relative frequency and salience
may be correlated.
Contingency tables For the sake of completeness, we report the contingency tables obtained for
the flat- and nested-response combined model at minimal and maximal allophonic complexities
in Tables 5.4, 5.5, 5.6, and 5.7, respectively.
In each cell of a contingency table, the figure indicates the global percentage of (weighted)
phone pairs belonging to the column phoneme-like category that were classified as belonging
to the row phoneme-like category. Other symbols in the cells read as follows: a dot indicates
that the corresponding, grayed-out phoneme does not appear in any phone pair (i.e. it is an
hapax phonomenon), a dash marks a cell whose count is equal zero, and an εmarks a cell whose
count is stricly positive, yet represents less than a thousandth of the total number of phone pairs.
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Table 5.4 — Contingency table for the combined multinomial logistic regression model at 48/25
allophones per phoneme. Components may not sum to totals because of rounding.
" a e i o u a: e: i: o: u: w j b d g p t k m n ð s z r h ⊗
a 1.2 0.2 – 0.6 . . . . . . . . . . . . 0.2 0.2 . – . . . . . 0.4
e ε 0.1 – – . . . . . . . . . . . . – – . – . . . . . –
i – – 0.2 – . . . . . . . . . . . . – – . – . . . . . –
o – – – 0 . . . . . . . . . . . . – – . – . . . . . –
u . . . . . . . . . . . . . . . . . . . . . . . . . .
a: . . . . . . . . . . . . . . . . . . . . . . . . . .
e: . . . . . . . . . . . . . . . . . . . . . . . . . .
i: . . . . . . . . . . . . . . . . . . . . . . . . . .
o: . . . . . . . . . . . . . . . . . . . . . . . . . .
u: . . . . . . . . . . . . . . . . . . . . . . . . . .
w . . . . . . . . . . . . . . . . . . . . . . . . . .
j . . . . . . . . . . . . . . . . . . . . . . . . . .
b . . . . . . . . . . . . . . . . . . . . . . . . . .
d . . . . . . . . . . . . . . . . . . . . . . . . . .
g . . . . . . . . . . . . . . . . . . . . . . . . . .
p . . . . . . . . . . . . . . . . . . . . . . . . . .
t – – – – . . . . . . . . . . . . 0 – . – . . . . . –
k ε – – – . . . . . . . . . . . . – 0.1 . 0.1 . . . . . –
m . . . . . . . . . . . . . . . . . . . . . . . . . .
n – – – – . . . . . . . . . . . . – – . 0 . . . . . –
ð . . . . . . . . . . . . . . . . . . . . . . . . . .
s . . . . . . . . . . . . . . . . . . . . . . . . . .
z . . . . . . . . . . . . . . . . . . . . . . . . . .
r . . . . . . . . . . . . . . . . . . . . . . . . . .
h . . . . . . . . . . . . . . . . . . . . . . . . . .
⊗ 0.3 ε 0.4 0.2 . . . . . . . . . . . . 0.2 – . – . . . . . 95.6
Table 5.5—Contingency table for the combined nested-response logistic regression model at
48/25 allophones per phoneme. Components may not sum to totals because of rounding.
" a e i o u a: e: i: o: u: w j b d g p t k m n ð s z r h ⊗
a 1.3 0.3 – 0.6 . . . . . . . . . . . . 0.2 0.1 . – . . . . . 0.5
e ε 0 – – . . . . . . . . . . . . – – . – . . . . . –
i – – 0.2 – . . . . . . . . . . . . – – . – . . . . . –
o – – – 0 . . . . . . . . . . . . – – . – . . . . . –
u . . . . . . . . . . . . . . . . . . . . . . . . . .
a: . . . . . . . . . . . . . . . . . . . . . . . . . .
e: . . . . . . . . . . . . . . . . . . . . . . . . . .
i: . . . . . . . . . . . . . . . . . . . . . . . . . .
o: . . . . . . . . . . . . . . . . . . . . . . . . . .
u: . . . . . . . . . . . . . . . . . . . . . . . . . .
w . . . . . . . . . . . . . . . . . . . . . . . . . .
j . . . . . . . . . . . . . . . . . . . . . . . . . .
b . . . . . . . . . . . . . . . . . . . . . . . . . .
d . . . . . . . . . . . . . . . . . . . . . . . . . .
g . . . . . . . . . . . . . . . . . . . . . . . . . .
p . . . . . . . . . . . . . . . . . . . . . . . . . .
t – – – – . . . . . . . . . . . . 0 – . – . . . . . –
k 0.1 – – – . . . . . . . . . . . . – 0.2 . 0.1 . . . . . –
m . . . . . . . . . . . . . . . . . . . . . . . . . .
n – – – – . . . . . . . . . . . . – – . 0 . . . . . –
ð . . . . . . . . . . . . . . . . . . . . . . . . . .
s . . . . . . . . . . . . . . . . . . . . . . . . . .
z . . . . . . . . . . . . . . . . . . . . . . . . . .
r . . . . . . . . . . . . . . . . . . . . . . . . . .
h . . . . . . . . . . . . . . . . . . . . . . . . . .
⊗ 0.2 – 0.4 0.2 . . . . . . . . . . . . 0.2 – . – . . . . . 95.4
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Table 5.6 — Contingency table for the combined multinomial logistic regression model at 990/25
allophones per phoneme. Components may not sum to totals because of rounding.
" a e i o u a: e: i: o: u: w j b d g p t k m n ð s z r h ⊗
a 0.6 0.1 0.1 0.1 ε ε ε . ε ε – ε ε ε ε – 0.1 0.1 ε ε ε 0.1 ε 0.1 ε 0.6
e ε ε ε ε – – – . – – – – – – – – – – – – – ε – – – ε
i ε ε ε ε ε ε ε . ε ε ε ε – ε ε – ε ε ε ε ε ε ε – ε ε
o ε ε ε ε – – ε . ε ε ε – – ε – – ε ε ε ε ε ε ε ε – ε
u – – – – ε – – . – – – – – – – – ε ε – – – – – – – –
a: – – – – – 0 – . – – – – – – – – – – – – – – – – – –
e: – – – – – – 0 . – – – – – – – – – – – – – – – – – –
i: . . . . . . . . . . . . . . . . . . . . . . . . . .
o: – – – – – – – . 0 – – – – – – – – – – – – – – – – –
u: – – – – – – – . – 0 – – – – – – – – – – – – – – – –
w – – – – – – – . – – 0 – – – – – – – – – – – – – – –
j – – – – – – – . – – – 0 – – – – – – – – – – – – – –
b – – – – – – – . – – – – 0 – – – – – – – – – – – – –
d – – – – – – – . – – – – – 0 – – – – – – – – – – – –
g – – – – – – – . – – – – – – 0 – – – – – – – – – – –
p – – – – – – – . – – – – – – – 0 – – – – – – – – – –
t – ε ε ε ε – – . ε – – – – ε – – ε ε – – ε – – – – ε
k ε ε ε ε ε – – . ε – – – – – – – ε ε ε ε ε ε ε – ε –
m – – – – – – – . – – – – – – – – ε ε 0 – – – – – – –
n – – – – – – – . – – – – – – – – – ε – 0 – – – – – –
ð – – – – – – – . – – – – – – – – – – – – 0 – – – – –
s ε ε ε ε – – – . ε – – ε – ε – – ε ε ε ε – ε – ε – –
z – – – – – – – . – – – – – – – – – – – – – – 0 – – –
r – – – – – – – . – – – – – – – – – – – – – ε – ε – –
h – – – – – – – . – – – – – – – – – – – – – – – – 0 –
⊗ 1.2 0.3 0.6 0.8 0.2 – ε . ε ε – ε ε ε ε ε 0.5 0.2 0.1 0.2 0.1 0.2 ε ε ε 92.6
Table 5.7 —Contingency table for the combined nested-response logistic regression model at
990/25 allophones per phoneme. Components may not sum to totals because of rounding.
" a e i o u a: e: i: o: u: w j b d g p t k m n ð s z r h ⊗
a 0.7 0.1 0.1 0.2 ε ε ε . ε ε – ε ε ε ε – 0.2 0.2 ε 0.1 ε 0.1 ε 0.1 ε 1.3
e ε ε ε ε – – – . – – – – – – – – – – – – – ε – – – ε
i ε ε ε ε ε ε ε . ε ε ε ε – ε ε – ε ε ε ε ε ε ε ε ε ε
o ε ε ε ε – – ε . ε ε ε – – ε – – ε ε ε ε ε ε ε ε – 0.1
u – – – – ε – – . – – – – – – – – ε ε – – – – – – – –
a: – – – – – 0 – . – – – – – – – – – – – – – – – – – –
e: – – – – – – 0 . – – – – – – – – – – – – – – – – – –
i: . . . . . . . . . . . . . . . . . . . . . . . . . .
o: – – – – – – – . 0 – – – – – – – – – – – – – – – – –
u: – – – – – – – . – 0 – – – – – – – – – – – – – – – –
w – – – – – – – . – – 0 – – – – – – – – – – – – – – –
j – – – – – – – . – – – 0 – – – – – – – – – – – – – –
b – – – – – – – . – – – – 0 – – – – – – – – – – – – –
d – – – – – – – . – – – – – 0 – – – – – – – – – – – –
g – – – – – – – . – – – – – – 0 – – – – – – – – – – –
p – – – – – – – . – – – – – – – 0 – – – – – – – – – –
t – ε ε ε – – – . ε – – – – – – – ε ε – – ε – – – – –
k ε ε ε ε ε – – . ε – – – – ε – – ε ε ε ε ε ε ε – ε –
m – – – – – – – . – – – – – – – – – ε 0 – – – – – – –
n – – – – – – – . – – – – – – – – – – – 0 – – – – – –
ð – – – – – – – . – – – – – – – – – – – – 0 – – – – –
s ε ε ε ε – – – . ε – – ε – ε – – ε ε ε ε – ε – ε – –
z – – – – – – – . – – – – – – – – – – – – – – 0 – – –
r – – – – – – – . – – – – – – – – – – – – – – – 0 – –
h – – – – – – – . – – – – – – – – – – – – – – – – 0 –
⊗ 1.0 0.3 0.6 0.8 0.2 – ε . ε ε – ε ε ε ε ε 0.4 0.2 ε 0.2 0.1 0.1 ε ε ε 91.9
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Finally, strictly positive off-diagonal elements (wrong classifications) are in red, and strictly
positive on-diagonal elements (accurate classifications) are in green.
All four tables corroborate our prior observations that multinomial logistic regression models
are overwhelmed by non-allophonic pairs, and that the only phonemes whose performance
does not appear to be due to chance are the most frequent ones. Indeed, even at maximal
allophonic complexity, correctly rejected non-allophonic pairs account for approximately 92%
of all predictions. Furthermore, the contingency tables for the nested-response model give an
additional example of a frequency effect: the only phonemes as which pairs of phones were
wrongfully classified are the aforementioned most frequent phonemes in Japanese, i.e. /a/, /e/,
/i/, /o/, /u/, /t/, /k/, and /s/. In order to allow for a better discovery of the phonemic inventory,
it thus appears necessary to minimize the impact of non-allophonic pairs.
5.3 Overall assessment
In this chapter, we addressed the limitations of Peperkamp et al.’s (2006) framework for the
discovery of allophony and phonemehood. We showed in Section 5.1 that formal and empirical
limitations arise from its pairwise formulation. On one hand, Peperkamp et al.’s framework
leaves unspecified the question of the transitivity of allophony. On the other hand, it cannot
accomodate low-variability phonemes or—to say the least—phonemes that received a single
allophone in the quantized representation of the input.
We then carried out various classification experiments whose results unambiguously indicate
that the pairwise formulation strongly impedes the discovery of the phonemic inventory of the
target language. For instance, we showed in Section 5.2 that, whereas classifying all possible
phone pairs in a given allophonic inventory appears to be quite an easy task, the high performance
in predictions we observed is mostly due to the correct ⊗-rejection of non-allophonic pairs.
Moreover, as we have argued since Chapter 4, non-allophonic pairs are simply the spurious
byproduct of a combinatioral enumeration as, in the perspective of the discovery of phonemes,
only allophonic pairs are informative.
For these reasons, the experiments to be presented in the next chapter consist in a complete
reformulation of Peperkamp et al.’s (2006) framework so that individual phones—rather than
pairs of phones—become the elementary objects to be manipulated. In order to do so, we will




In this chapter, we propose a complete reformulation of Peperkamp et al.’s (2006) framework
so that individual phones—rather than pairs of phones—become the elementary objects to be
manipulated. We indeed showed in the preceding chapters of this study that Peperkamp et al.’s
framework suffers from the considerable number and smeared distribution of non-allophonic
pairs, for all (combinations of) indicators of allophony and at any allophonic complexity. More-
over, we have argued that non-allophonic pairs are ultimately irrelevant for the purpose of
discovering the phonemic inventory of the target language as they are simply the spurious
byproduct of a combinatorial enumeration. For these reasons, we shift the primitive data struc-
ture from a pair of phones to a single phone. To this aim, we use the phone-to-phone dissimilarity
ratings provided by (a combination of) indicators of allophony to define points in a Euclidean
space so that each phone in the allophonic inventory is represented by a point in the Euclidean
space, and that the point-to-point distances correspond to the phone-to-phone dissimilarities.
Under such a representation, the phonemic inventory of the target language can eventually be
learned directly from a partition of a given allophonic inventory whereby each subset in the
partition is to be interpreted as a putative phoneme.
This chapter is divided into six main sections. In Section 6.1, we present the fundamental
principles of three-way multidimensional scaling, the statistical technique we used to compute
a novel, pair-free representation for each indicator of allophony (or combination thereof). In
Section 6.2, we present a first assessment of indicators’ phoneme-wise informativeness in terms of
prognoses of phonemehood. Various classification and clustering experiments are then reported
in Sections 6.3, 6.4, and 6.5. Finally, Section 6.6 contains a general assessment of the work
presented in this chapter.
6.1 Shifting the primitive data structure
As we argued in Section 5.1.1, phonemehood is a polyadic relation that exhaustively describes
the realizations of each and every phoneme in the target language, whereas allophony is a binary
relation that merely indicates whether two phones are realizations of the same phoneme but,
in that event, contains no information regarding the identity of the phoneme of which they
both are realizations. Furthermore, we showed that theoretical and empirical limitations arise
(transitivity and hapax phonomena, respectively) when the first step in the discovery of the
phonemic inventory of a given language consists in learning the allophony relation between all
possible pairs of phones. These limitations are due to the pairwise nature of Peperkamp et al.’s
(2006) framework. For these reasons, our goal in this section is to define a new representation of
the input data whereby the primitive data structure to be considered by the learner is not a pair
of phones, but a single phone.
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Unpairing phone pairs In Chapter 4, we showed that the phone-to-phone dissimilarity ratings
we refer to as indicators of allophony are indeed correlated with allophony: non-allophonic pairs
tend to be more dissimilar than allophonic pairs depending, to a certain extent, on the allophonic
complexity of the input as well as the linguistic cue each indicator focuses on. As a consequence,
we can reasonably consider that indicators of allophony confirm the aforementioned compactness
hypothesis (Duin, 1999; Pękalska et al., 2003) whereby objects that are underlyingly similar (a
given phoneme’s allophones) are also close in their representation (a given indicator’s phone-
to-phone dissimilarities). Whereas indicators of allophony have proven to be accurate cues
for the discovery of phonemes, they however offer no workable representation for the phones
they rely on. To draw a non-technical analogy, examining an indicator of allophony is akin to
observing a matrix of city-to-city distances as the crow flies, but not having access to a map. For
example, knowing that Paris is closer to Ruffec than to Los Angeles gives—at a first glance—no
information on the location of each city. However, the complete matrix of all pairwise distances
(e.g. Paris–Ruffec, Paris–Los Angeles, and Ruffec–Los Angeles) can be interpreted as a set of
relative constraints on the estimation of each city’s location: assuming thatwework in a Euclidean
2-dimensional projection of the surface of the Earth (i.e. a commonmap), those three cities define
the vertices of a triangle whose edges’ length are given by the pairwise distances between the
corresponding cities. In this section, we describe the positioning technique we used to infer
such Euclidean embeddings for our allophonic inventories, based on indicators of allophony’s
dissimilarity ratings.
6.1.1 Multidimensional scaling
The classic Euclidean embedding technique we used is known as multidimensional scaling (hence-
forth MDS; Torgerson, 1952; Groenen & van de Velden, 2004; Borg & Groenen, 2005). Generally
speaking, the input data used for MDS consist in dissimilarities between pairs of objects, and
the objective of MDS is to represent these dissimilarities as distances between points in a mul-
tidimensional Euclidean space such that the distance correspond as closely as possible to the
dissimilarities. Following Borg & Groenen (2005), we use MDS as a psychological model that
}[explains] perceived dissimilarity as the result of a mental arithmetic that mimic the
distance formula. According to thismodel, themind generates an impression of dissimilarity
by adding up the perceived differences of the two objects over their properties.~
In the case at hand, the objective of MDS is to locate n points—i.e. one for each phone—in a low-
dimensional Euclidean space in such away that the distances between the points approximate the
n× n input dissimilarities ∆ of a given indicator of allophony. It is worth noting that previously
defined phone-to-phone dissimilarity matrices satisfy all the requirements of MDS, as they are
by definition square, symmetric, non-negative, and hollow (cf. Section 4.1.2).
More precisely, given an a priori dimensionality q ∈N such that 1 ≤ q < n− 1, we want to
find an n× q metric configuration matrixM ≡ [mil ] whereby each phone pi ∈ P in the allophonic
inventory is represented by a point mi ≡ (mi1, . . . ,miq) in a q-dimensional Euclidean space
(if q ≥ n− 1, the solution is trivial; Borg & Groenen, 2005). Furthermore, we want the input
phone-to-phone dissimilarities to constrain the output point-to-point distances. Concretely, let





(mil −mjl)2 where l ∈ (1, 2, . . . , q), (6.1)
we aim at finding the optimal Euclidean embedding of ∆, i.e. the embedding where the output
distances dij(M) correspond as closely as possible to the input dissimilarities δij.
Stress and SMACOF Following de Leeuw & Mair (2009), we make the optimization problem
more precise by defining the objective stress function σ(M). The stress of a given metric configu-
rationMwith regards to the input pairwise dissimilarities ∆ and the pairwise weightsW is given
by the weighted sum of the squared differences between the corresponding input dissimilarities
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It is worth mentioning that, in the case at hand, the previously defined n× n weight matricesW
also satisfy the assumptions of symmetry, non-negativity, and hollowness (cf. Section 4.3.3).
Because stress values are given by the added differences between corresponding input dissim-
ilarities and output distances, this objective function is to be minimized. The iterative strategy
we used to minimize the stress function is referred to in the MDS literature as SMACOF (short
for scaling by majorizing a complicated function; de Leeuw & Mair, 2009). Although describing
the practical details behind this optimization strategy is beyond the scope of this research, it is
worth highlighting the fact that SMACOF has the desirable property to guarantee a series of
non-increasing stress values with a linear convergence rate (de Leeuw, 1988). Put another way,
performing an additional iteration of the SMACOF algorithm can not decrease the quality of the
output configuration. However, depending on the number n of objects in the dataset and the
composition of the dissimilarity matrix, a large number of iterations may be required if a high
accuracy is needed (Groenen & Heiser, 2000; Bronstein et al., 2005; Rosman et al., 2008).
It is worth noting that the optimality of the output metric configuration M only depends
on the input dissimilarities ∆ and the pairwise weightsW—no reference data structure such
as P or A∗ is involved in the computation of the stress function. Though it is not a machine
learning technique stricto sensu, MDS is thus to be considered unsupervised or—to say the
least—unaware of the true structure of the data it manipulates.
Strike a pose, there’s nothing to it! Because Euclidean distances are preserved under rotation,
translation, and reflection, these operations may be applied to a given metric configuration
without affecting its stress. Extending our prior analogy with geographic distances, the distance
between Paris and Los Angeles is not affected by turning the map upside down or, simply,
the rotation of the Earth. Most MDS programs rely on this insensitivity to distance-preserving
transformations (i.e. isometries) and, for the sake of efficiency, computemetric configurations that
are only determined up to location (Venables & Ripley, 2002; R Development Core Team, 2010;
cf. stats::cmdscale and mass::isoMDS). In other words, distinct metric configurations may have
equal (and optimal) stress valueswith regards to a given input dissimilaritymatrix. Consequently,
it is worth noting that althoughMDS outputs workable location estimates, individual coordinates
and dimensions are not meaningful.
Non-metric SMACOF In Chapter 4, we only constrained indicators of allophony to be symmet-
ric, non-negative dissimilarity measures. Therefore, we did not constrain indicators to be true
metrics as neither the identity of indiscernibles (i.e. ∀ {pi, pj} ⊆ P, δij = 0 ⇒ pi = pj) nor the
triangle inequality (i.e. ∀ {pi, pi′ , pj} ⊆ P, δij ≤ δii′ + δi′ j) were enforced. In the perspective of a
Euclidean—hence metric—embedding, such dissimilarities are considered to convey qualitative
instead of quantitative information (Pękalska & Duin, 2005): whereas dissimilarities convey
more information than a mere pairwise ranking (cf. Section 5.2), they can not be used as they
are to infer sound location estimates. We can consequently think of transformations of the
dissimilarities that—while preserving the pairwise ranking, to the bare minimum—allow for
a better fit of the configuration M in the Euclidean space. If such a transformation f obeys
the monotonicity constraint that δij < δi′ j′ ⇒ f (δij) < f (δi′ j′), the MDS procedure is referred
to as non-metric (Shepard, 1962a,b; Borg & Groenen, 2005; de Leeuw & Mair, 2009) and the
corresponding non-metric stress function becomes






In non-metric MDS, the monotonic transformation f is determined and optimized by the pro-
gram together with the metric configuration M. In our experiments, the optimal monotonic
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transformation f was recomputed after each SMACOF iteration (setting the parameter modulus
to 1 in smacof; de Leeuw &Mair, 2009).
Transforming the observed dissimilarity matrix ∆ calls for a proper treatment of tied values, i.e.
when δij = δi′ j′ for two phone pairs {pi, pj} and {pi′ , pj′}. In that case, two different approaches
are commonly suggested in the MDS literature: the unrestrictive (a.k.a. primary) approach that
does not necessarily requires that transforming ties yields ties, i.e. δij = δi′ j′ ; f (δij) = f (δi′ j′),
and the restrictive (a.k.a. secondary) approach that does (de Leeuw &Mair, 2009). In the absence
of a priori linguistic knowledge that would justify the use of the restrictive approach—we can not
interpret ties in a given indicator’s values, except as numerical accidents—we chose to consider
only the unrestrictive approach in our experiments.
Three-way SMACOF In its classic definition, MDS can only accomodate one input dissimilarity
matrix ∆, and this approach to Euclidean embedding is known as two-way (i.e. phone to phone)
MDS. Various extensions of the original MDS procedure have been proposed to infer a single
metric configuration from various dissimilarity matrices. In the case at hand, such extensions
allow us to combine κ different indicators of allophony ∆1, . . . ,∆κ (typically an acoustic, a
temporal, a distributional, and a lexical indicator) into a single metric configuration.
Combining κ separate n× n dissimilarity matrices into a single n× q group configuration
Z, to be defined hereafter, is known as MDS for individual differences and three-way MDS (i.e.
phone to phone to indicator; Horan, 1969; Borg & Groenen, 2005; de Leeuw & Mair, 2009). The
typical setting for three-way MDS arises when n× n dissimilarity ratings are available from κ
different—yet comparable—data sources, e.g. subjects, replications, or indicators of allophony.
The objective of three-way MDS is best summarized in the title of Horan’s (1969) seminal study:
}Combining observations when individuals have different perceptual structures.~
Indeed, the major assumption behind three-way MDS is that individual spaces are systematical
distortions of a shared space (MDS(X) User Manual, 1981). Thus, even though the optimization
involves the computation of a configuration matrixMk for each individual, the standard strategy
consists in introducing restrictions on the configurationsMk in terms of a linear decomposition
Mk ≡ ZRk, (6.4)
where Z ≡ [zil ] is the n × q shared group configuration and each Rk ≡ [rll′k] is an individual
q× q regression weight matrix to be estimated simultaneously (de Leeuw & Mair, 2009). As
emphasized in the MDS(X) User Manual (1981), the group configuration Z is a compromise
between all individuals’ configurations, and it may conceivably describe the configuration of no
single individual.
In the case of three-way MDS, the stress of the group configuration is given by the sum of the
stress values of the individual configurations. Formally, we have












It is worth noting that this definition is somewhat simpler than the one given by de Leeuw &
Mair (2009; eq. 21, p. 7). This simplification arises from the fact that, in the case at hand, weights
are not conditional on the individuals (i.e. all indicators share the same weighting scheme) and,
hence, we rely on a single weight matrixW rather than κ different weight matrices.
All in all, given weighted three-way dissimilarities data, the objective of a three-way MDS
procedure is to solve simultaneously for the group configuration Z, the individual regression
matrices R1, . . . ,Rκ, and the monotonic transformations f1, . . . , fκ, so as to optimize the fit of the
group configuration to the (monotonically transformed) dissimilarities data.
Individual differences In order to control to which extent each individual space is a distortion
of the underlying group space, we introduce further restrictions in the definition of three-way
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MDS. To do so, we constrain the form of the individual regression matrices R1, . . . ,Rκ (Horan,
1969; Carroll & Chang, 1970; MDS(X) User Manual, 1981; de Leeuw & Mair, 2009). We consider
three standard variations of the abovementioned model, ranging from fully unconstrained to
fully constrained.
If no constraint is imposed, i.e. every regression matrix Rk is a general matrix, the model
is known as the generalized Euclidean model (a.k.a. IDIOSCAL, short for individual differences in
orientation scaling) as it relies on the generalized Euclidean distance






ull′k(zil − zjl)(zil′ − zjl′), (6.7)
where Uk ≡ RkRTk . Under this unconstrained model, every individual systematically transforms
the group space first by a rotation or a reflection, and then by scaling each dimension.
If every regression matrix Rk is constrained to be a diagonal matrix, then Uk ≡ RkRTk = R2k is
also diagonal. The corresponding MDS model is known as the weighted Euclidean model (a.k.a.
INDSCAL, short for individual differences scaling), and the underlyingweighted Euclidean distance
can straightforwardly be defined as




r2llk(zil − zjl)2. (6.8)
Under this model, scaling becomes the only possible individual transformation. In other words,
thismodel explains differences between individuals by a differential weighting of each dimension
by each individual (MDS(X) User Manual, 1981), i.e. all indicators rely on the same underlying
group space, but different dimensions of that space may be more or less salient to each indicator.
Finally, if every regression matrix Rk is further constrained to be an identity matrix, we have
Mk ≡ ZRk = Z. This model, the simplest of all three-way MDS models we consider in this study,
is known as the unweighted Euclidean model (a.k.a. the identity model), and the definition of the
distance function can be simplified to the usual Euclidean distance, i.e.




(zil − zjl)2 (6.9)
Under this very constrained model, no individual transformation is allowed and, hence, individ-
ual spaces do not depart from the group space.
In Chapter 4, we computed various (acoustic, temporal, distributional, and lexical) indicators
to assess the allophonic dissimilarity of all pairs of phones in a given allophonic inventory. We
are however unable not assert that indicators of different classes use the response scale and
the underlying (phonological) group space in identical ways. In fact, in light of the recurrent
discrepancies in performance we observed in Chapters 4 and 5 between all four indicator classes,
we are able to assert that they do not use the group space identically. Our dissimilarity mea-
surements are thus conditional on each indicator: all observations within a dissimilarity matrix
are comparable, but not corresponding observations between matrices (a property commonly
referred to as matrix-conditionality or split-by-matrices in the three-way MDS literature; Borg &
Groenen, 2005). Whereas, for instance, it would be meaningful to say that a given phone pair
is acoustically twice as dissimilar as another phone pair, it would make no sense to say that a
given phone pair is acoustically twice as dissimilar as it is distributionally.
For this reason, the unweighted Euclidean model—whereby no individual transformation is
possible—appears to be too restrictive for the case at hand, especially compared to the generalized
Euclidean (IDIOSCAL) and the weighted Euclidean (INDSCAL) models. The difference between
these two models arises from the fact that scaling, rotations, and reflections are permissible in
the former, while only scaling is permissible in the latter. As in the case of tied values, we favored
an unrestricted approach in our experiments: in the absence of a priori linguistic knowledge that
would oppose the use of rotations and reflections in the computation of the optimal Euclidean
embedding of an allophonic inventory from three-way dissimilarity data, all MDS configurations
to be further examined were computed under the generalized Euclidean model.
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Convergence criteria The convergence of SMACOF can be controlled by setting the values of
the following parameters: themaximal number of iterations abovewhich optimization is stopped,
and the minimal gain in stress between two consecutive iterations below which optimization is
stopped (maxit and eps, respectively, in smacof; de Leeuw&Mair, 2009). Contrary to other MDS
optimization procedures, the formulation of stress used in SMACOF is dependent on the number
of objects to embed, as well as on the scale of the dissimilarities (Groenen & van de Velden,
2004). Therefore, we can not reasonably set a value for the minimal gain in stress between two
consecutive iterations that would be appropriate for all indicators and allophonic complexities
and, hence, we solely relied on the maximal number of iterations to control the convergence of
SMACOF in our experiments.
It is worth emphasizing that computing three-way MDS configurations is computationally
prohibitive: in the perspective of embedding n phones in a q-dimensional Euclidean space based
on κ indicators, the time and space complexity of a single SMACOF iteration is necessarily in
O(n2qκ). Because we observed that the greatest gains in stress occur during the ten or so first
iterations, we chose to control the convergence of SMACOF by limiting—somewhat arbitrarily—
the optimization procedure to 100 iterations. Increasing the number of iterations would certainly
yield metric configurations with a better fit to the input dissimilarities; however, considering the
computation time and power required for a single iteration, wewere unable to performmore than
100 iterations for any given complexity and indicator. Whereas, for example, fitting amultinomial
logistic regression model is a matter of minutes, fitting the corresponding metric configuration
is, on the same computer, a matter of weeks. For this reason, we were unfortunately unable to
compute three-way MDS configurations for allophonic complexities above 588/25 allophones per
phoneme.
The curse of dimensionality Before turning to the actual MDS configurations, we need to
address the issue of dimensionality. The number of dimensions q of the Euclidean spacewhererin
the MDS procedure embeds the objects is, indeed, to be specified a priori. Whereas guidelines
and techniques have been proposed to find the optimal dimensionality in which to embed a
given dataset (Venables & Ripley, 2002; Borg & Groenen, 2005), they require to test the goodness
of fit of all optimal configurations across a considerable range of dimensions and, hence, are
computationally intractable in the case at hand. Moreover, local minima—the pitfall for virtually
all optimization problems, whereby convergence is reached while the solution is not globally
optimal—can occur in low-dimensional spaces. Groenen & Heiser (1996) indeed showed that, in
the words of Borg & Groenen (2005):
}local minima are more likely to occur in low-dimensional solutions (especially unidimen-
sional scaling). For high-dimensional solutions local minima are rather unlikely whereas
fulldimensional scaling has no local minimum problem.~
All things considered, we are in a situation where we have to mitigate the trade-off between the
tractability (low dimensionality) and the correctness (high dimensionality) of our experiments,
and where the only available methodology is trial and error. To our knowledge, the experiments
reported in this chapter are the first attempt at using three-way MDS on language-related data.
In the absence of any rule of thumb or comparable scholarship, we thus arbitrarily chose to test
the following dimensionalities: q ∈ (2, 10, 20, 30).
Rejected alternatives It is worth noting that other techniques may have been used to provide
location estimates for all phones in a given allophonic inventory, most notably:
— using alternating least squares scaling (a.k.a. ALSCAL; Takane et al., 1977): this embedding
technique natively accomodates three-way dissimilarities but its implementation is, to our
knowledge, now only available as weakly documented legacy FORTRAN code;
— averaging the dissimilarities over the indicators, and scaling the aggregated matrix (Borg
& Groenen, 2005): this approach is precluded by the matrix-conditionality of the data at
hand, as averaging the dissimilarities would not be meaningful;
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— scaling each indicator separately, and combining the different configurations (Borg &
Groenen, 2005): this approach leaves unspecified the issue of the combination itself;
— scaling each indicator separately, and learning phonemes in parallel universes (Patterson
& Berthold, 2001; Wiswedel et al., 2010): although this approach circumvents the issue
of the combination by using as many spaces as indicators, few classification or clustering
algorithms have been extended to accomodate this framework;
— using a dissimilarity space (Duin & Pękalska, 2012) wherein each phone pi ∈ P is repre-
sented by the vector (δi11, . . . , δinκ) of the dissimilarities between pi and all phones in P
across all κ indicators: in this approach, the number of dimensions q = nκ of the dissim-
ilarity space increases with the allophonic complexity of the input, thus hindering the
comparability across complexities.
6.1.2 Visualizing phone configurations
In this section, we present a first examination of the metric configurations we computed for the
individual indicators of allophony A-DTW, T-median, D-BC-SGT, L-WTP, as well as for the
group model, i.e. a three-way combination of these indicators.
Stress and dimensionality The stress of the optimal metric configurations obtained for all five
models are presented in Figures 6.1, 6.2, 6.3, 6.4, and 6.5 as a function of allophonic complexity
and dimensionality. As expected, the more dimensions, the better the Euclidean embedding: the
two-dimensional solution is always—and by far—the least optimal embedding of the underlying
allophonic inventory. The stress of the optimal configuration, however, is not linearly related to
the dimensionality of the embedding space: for all five models, the gain in stress from 20 to 30
dimensions is always lesser than the gain from 10 to 20 and, especially, 2 to 10. Be that as it may,
embedding allophonic inventories in 30-dimensional Euclidean space appears to be the optimal
solution among the ones we tested. For this reason, all mentions of metric configurations will
refer to 30-dimensional configurations from this point onwards.
The stress values of the metric configurations obtained for all five models in 30 dimensions
are presented in Figure 6.6. Although the three-way stress values—given here for the sake of
completeness—are not comparable to the two-way stress values, it is worth noting that dissimilar-
ities collected in the acoustic and the distributional indicators are more easily embeddable than
the home-brewed dissimilarities collected in the temporal and the lexical indicators. Although
non-metric MDS is specifically designed to handle arbitrary dissimilarities, these results suggest
that a possible perspective for further research would consist in defining indicators of allophony
that either satisfy all metric properties or are easily embeddable in a metric space, so that the
point-to-point distances really reflect the phone-to-phone dissimilarities.
Two-dimensional configurations For the sake of illustration, the optimal 2-dimensional metric
configurations obtained at 48/25 allophones per phoneme are presented in Figure 6.7. Although
we have shown that using 2-dimensional Euclidean spaces yields the metric configurations with
the worst fit to the input dissimilarities, 2 is the maximal dimensionality at which visualizations
can be conveniently reported in the present (2-dimensional) dissertation. The metric configura-
tions in Figure 6.7 were purposedly plotted against unannotated axes to emphasize the fact that,
in such embeddings, only relative distances are meaningful—and not individual coordinates or
dimensions. It is worth noting, however, that each scatter plot’s aspect ratio is 1:1, so that the
plotted distances truly reflect the computed distances.
Unfortunately, no linguistically relevant pattern emerge in these plots: allophones are scattered,
and no natural classes appear.
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Figure 6.1 — Stress of the optimal metric configurations forA-DTW, as a function of allophonic
complexity and dimensionality.


















Figure 6.2—Stress of the optimal metric configurations forT-median, as a function of allophonic
complexity and dimensionality.





















Figure 6.3—Stress of the optimalmetric configurations forD-BC-SGT, as a function of allophonic
complexity and dimensionality.
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Figure 6.4 — Stress of the optimal metric configurations for L-WTP, as a function of allophonic
complexity and dimensionality.




















Figure 6.5— Stress of the optimal metric configurations for the group model, as a function of
allophonic complexity and dimensionality.





















Figure 6.6—Stress of the optimal metric configurations for the individual models and the group
model in a 30-dimensional space, as a function of allophonic complexity.
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Figure 6.7 —Optimal 2-dimensional metric configurations at 48/25 allophones per phoneme.
Prognoses of phonemehood 125
6.2 Prognoses of phonemehood
In this section, we address the question of whether there exists any structure in the data that
resembles the phonemic partition. To this aim, we examine various cluster validity indices, i.e.
quantitative criteria that assess the separation of the phonemic classes in themetric configurations.
This section is thus the multiclass counterpart of the prognoses of allophony presented in
Section 4.4.
Cluster validity indices Generally speaking, cluster validation refers to the quantitative evalu-
ation of the quality of a clustering solution. Studies on cluster validation usually distinguish
between three types of cluster validity indices (Halkidi et al., 2001; Aliguliyev, 2009): external
criteria (whereby the solution is compared to a reference clustering), relative criteria (whereby
the solution is compared to other solutions given by the same clustering technique but with
different parameters), and internal criteria (whereby the solution is assessed against its own
structural properties). In the interest of computing a prognosis of phonemehood, the clustering
solution we want to assess is the reference phonemic partition P and, hence, we focus in this
section on internal cluster validity indices. A considerable number of such statistics have been
proposed in the last decades and, in the words of Hubert & Arabie (1985; p. 193):
}We will not try to review this literature comprehensively since that task would require the
length of a monograph.~
After reviewing various studies and textbooks that propose or compare clustering validity indices
(Dunn, 1973; Hubert & Arabie, 1985; Milligan & Cooper, 1985; Rousseeuw, 1987; Bezdek & Pal,
1998; Jain et al., 1999; Weingessel et al., 1999; Strehl et al., 2000; Halkidi & Vazirgiannis, 2001;
Halkidi et al., 2001; Tibshirani et al., 2001; Dudoit & Fridlyand, 2002; Chou et al., 2004; Kim &
Ramakrishna, 2005; Mirkin, 2005; Legány et al., 2006; Rubinov et al., 2006; Meila, 2007; Jain, 2008;
Manning et al., 2008; Aliguliyev, 2009; Barzily et al., 2009; Höppner, 2009; Reichart & Rappoport,
2009), it appears that the only internal cluster validity indices whose values were shown to lie in
a finite range are the normalized Hubert’s statistic (henceforth NHS; Hubert & Arabie, 1985) and
the overall average silhouette width (henceforth OASW; Rousseeuw, 1987)—we did not consider
unbounded indices on the grounds that, by definition, interpreting their values is more of
an art than a science. However, the NHS yields very similar—if not identical—prognoses of
phonemehood for all configurations and allophonic complexities. For this reason, we only report
OASW-based prognoses in the present study, for the sake of brevity.
Silhouette widths The rationale behind Rousseeuw’s (1987) concept of silhouettes is to assess
the quality of a clustering solution when one is seeking compact and clearly separated clusters (cf.
Duin, 1999; Pękalska et al., 2003) and when the point-to-point proximities are on a ratio scale—as
in the case of Euclidean distance. It is worth noting that the computation of silhouette widths is
only possible when the clustering solution comprises more than a single cluster—which is trivial
in the case of phonemic inventories. The silhouette width of the phone pi ∈ P in the metric
configurationM is given by




[ Jpi ∈ phK




quantifies the average distance of pi to the other allophones of the phoneme of which it is a
realization, and































Figure 6.8—Prognosis of phonemehood on themetric configurations, as a function of allophonic
complexity.
is the minimum average dissimilarity of pi to another phoneme than the one of which it is a
realization. Silhouette widths lie in [−1, 1] (Rousseeuw, 1987; p. 56). When silhouette(pi;P,M)
is close to 1, there is little doubt that pi has been assigned to a very appropriate cluster. When
the silhouette width is close to −1, it appears that it was not natural to assign pi to its cluster
with respect toM. When the silhouette width is about zero, there is no evidence that the point
should have been assigned to any cluster.
Rousseeuw (1987) further defines the OASW of the whole clustering solution as the average of
the silhouette widths of all points, i.e.
OASW(P,P;M) ≡ ∑i silhouette(pi;P,∆)
n
. (6.13)
From the above definition, one can easily see that the OASW shares the same bounds as the
individual silhouette widths. Accounting for instance weights, we propose the following straight-
forward extension
OASW(P,P;M,w) ≡ ∑i wi silhouette(pi;P,M)
∑i wi
(6.14)
It is worth noting that the computation of the OASW for the combined model amounts to
replacing the individual configurationM with the group configuration Z in the equations.
Results The prognosis of phonemehood for the individual and the combined models are
presented in Figure 6.8. The first observation is that this prognosis is not encouraging: all
models’ OASW is strictly negative from 147/25 allophones per phoneme onwards. Although
OASW values then appear to plateau as the allophonic complexity of the input further increases,
negative values indicate that—on average—phonemes are neither compact nor clearly separated
in the metric configurations. This prognosis of phonemehood corroborates the results of the
preliminary (n+1)-ary classification experiments reported in Section 5.2: effective indicators of
allophony do not appear to be effective indicators of phonemehood.
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Phones
/a/ /e/ /i/ /o/ /u/ . . .
Figure 6.9 — Task diagram: n-ary phonemehood on phones. The task consists in predicting, for
each phone in a given allophonic inventory, of which phoneme it is a realization.
It is worth noting that—for the first time in the present study—the acoustic indicator of
allophony does not appear to be the indicator that better fits the target phonemic partition. Sur-
prisingly, Figure 6.8 suggests that the group configuration may be the best—or, more accurately,
the least bad—configuration for the discovery of phonemic clusters. This result is important in
itself: though non-committal, OASW values show that combining indicators of allophony does
not necessarily level down the information they contain.
6.3 Predicting phonemehood: n-ary classification task
In this section, our aim is to give empirical upper bounds on the learnability of phonemehood
from the aforementioned Euclidean embeddings of the input allophonic inventories. To do so,
we follow the methodology already presented in Sections 4.5 and 5.2, i.e. we rely on supervised
learning and confirmatory overfitting. As illustrated in Figure 6.9, the task consists in predicting,
for each phone in a given allophonic inventory, of which phoneme it is a realization.
6.3.1 Multinomial logistic regression
As discussed in Chapter 5, the major limitation of Peperkamp et al.’s (2006)’s framework lies
in its pairwise formulation. In this chapter, we introduced a new representation for the input
data whereby each phone pi ∈ P in a given allophonic inventory is represented as a point
mi ≡ (mi1, . . . ,miq) in a q-dimensional Euclidean space. Under this representation, phones are
not only (indirectly) defined by their dissimilarity to other phones in the inventory, they are
also materialized by points whose coordinates can be used as classification features or—in the
terminology of logistic regression—predictor variables.
The model we use in these experiments is a classic multinomial logistic regression model,
akin to the ones described in Section 5.2. Although we have already exposed the rationale and
the assumptions of the multinomial logistic regression model in the previous chapter, we will
hereby briefly revisit its formulation, adapting the notation to the data at hand.
Let {pii(1), . . . ,pii(n)} denote the response probabilities associated to the n phonemic classes
P ≡ {p1, . . . , pn} for a given phone pi ∈ P, where
pii(h) ≡ P(pi ∈ ph | mi) (6.15)
denotes the probability of the phone pi being a realization of the phoneme ph given its repre-




pii(h) = 1. (6.16)




∑h′ exp(αh′ +∑l βh′ lmil)
. (6.17)
As for the models presented in Section 5.2, the numerical algorithmwe used to fit the parameters
computes the n(q + 1) values that maximize the likelihood of the parameters given the configu-
ration data (Agresti, 2007; Venables & Ripley, 2002; cf. nnet::multinom). Finally, the predicted
phoneme of which a given phone pi is a realization is merely defined as the most probable one.
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6.3.2 Evaluation
In these experiments, as in the ones presented Sections 4.5 and 5.2, we are interested by the
predictive power of the regression models. Cross-classifying the actual phonemic categories
and the predicted categories yields a n× n contingency table T ≡ [th′h] where, by convention, h
denotes the index over true classes and h′ the index over predicted classes. Let Pˆ ≡ {pˆ1, . . . , pˆn}
denote the predicted partition of the allophonic inventory. In each cell of the contingency table,
the non-negative count th′h is given by:
th′h ≡∑
i
wiJpi ∈ phKJpi ∈ pˆh′K (6.18)
In order to assess the quality of a given model’s predictions, we use quantitative criteria
that were previously defined throughout the present study: the AIC (cf. Equation 4.45), the
global accuracy (cf. Equation 5.16), pairwise precision (cf. Section 4.5.2), and pairwise recall
(cf. Section 4.5.2). As hinted at in Section 5.2.3, multiclass predictions can indeed be considered
as a series of pairwise decisions (Manning et al., 2008), i.e. one for each pair of phones. In that
case, TP denotes the (weighted) number of allophonic pairs that were classified as realizations
of the same phoneme, TN denotes the number of non-allophonic pairs that were classified as
being realizations different phonemes, FP denotes the number of non-allophonic pairs that were
classified as realizations of the same phoneme, and FN denotes the number of allophonic pairs
that were classified as being realizations different phonemes.
Let A ≡ [aij] denote the predicted matrix of allophony derived from the predicted partition Pˆ
of P. The predicted allophonic status aij of the pair of phones {pi, pj} ∈ P is given by
aij ≡ J∃ h ∈ (1, 2, . . . , n), {pi, pj} ⊆ pˆhK. (6.19)
The quantities TP, TN, FP, and FN can thus be computed from Equations 4.46, 4.49, 4.47, and
4.48. Consequently, the pairwise precision and the pairwise recall of a given model’s predictions
are given by Equations 4.51 and 4.52, respectively.
6.3.3 Results
The performance of the five multinomial logistic regression models—viz. acoustic, temporal,
distributional, lexical, and combined—is presented in Figures 6.10, 6.11, 6.12, and 6.13 in terms
of AIC, global accuracy, pairwise precision, and pairwise recall, respectively.
Goodness of fit Let us first consider the goodness of fit tests reported in Figure 6.10. As
previously observed for binomial and flat-response pairwise multinomial logistic regression
models (cf. Figures 4.21 and 5.4), the AIC of all models increases with the allophonic complexity
of the input, meaning that the more phonemes have allophones, the less indicators of allophony
(or an Euclidean embedding thereof) fit the phonemic partition described by P. Moreover,
it appears that combining indicators of allophony is only effective from 248/25 allophones per
phoneme onwards—hence corroborating the prognosis of phonemehood presented in Figure 6.8.
These results confirm—to a certain extent—the relevance of using three-way MDS techniques
for the combination of indicators of allophony: although it does not necessarily smear indicators’
informativeness, it does not either necessarily improve the predictive power of the models.
Classification performance All three evaluation measures used to assess the quality of multi-
nomial logistic regression models’ performance on the n-ary classification task follow the same
trend, as illustrated in Figures 6.11, 6.12, and 6.13. Whereas all five models yield very accurate
predictions at the lowest allophonic complexity—viz. between 70% and 90% of correct predic-
tions, depending on the model—their performance drops as the allophonic complexity of their
input increases.
Unfortunately, the computational cost of SMACOF-based MDS limited our exploration of
the learnability of phonemehood from metric configurations to 588/25 allophones per phoneme.
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Figure 6.10 — AIC of the multinomial logistic regression models on the n-ary classification task.




























Figure 6.11 — Global accuracy of the multinomial logistic regression models on the n-ary classi-
fication task.
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Figure 6.12 — Pairwise precision of the multinomial logistic regression models on the n-ary
classification task.




























Figure 6.13 — Pairwise recall of the multinomial logistic regression models on the n-ary classifi-
cation task.
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Table 6.1 — Confusion table for the predictions of the multinomial logistic regression model on
the group configuration, at n/n = 48/25. Components may not sum to totals because of rounding.
" a e i o u a: e: i: o: u: w j b d g p t k m n ð s z r h
a 4.5 0.7 3.5 - 5.9 - - 0.3 2.4 - 1.3 - - - - - 1.1 - - - - - 1.3 - -
e - 6.2 - - - - - - - - - - - - - - - - - - - - - - -
i 3.7 - 3.8 - - - - - - - - - - - - - - - - - - - - - -
o - - - 8.9 - - - - - - - - 0.8 - - - - - - - - - - - -
u - - - - 0 - - - - - - - - - - - - - - - - - - - -
a: - - - - - 0 - - - - - - - - - - - - - - - - - - -
e: - - - - - - 1.5 - - - - - - - - - - - - - - - - - -
i: - - - - - - - 0 - - - - - - - - - - - - - - - - -
o: - - - - - - - - 0 - - - - - - - - - - - - - - - -
u: - - - - - - - - - 1.0 - - - - - - - - - - - - - - -
w - - - - - - - - - - 0 - - - - - - - - - - - - - -
j - - - - - - - - - - - 1.9 - - - - - - - - - - - - -
b - - - - - - - - - - - - 0 - - - - - - - - - - - -
d - - - - - - - - - - - - - 3.0 - - - - - - - - - - -
g - - - - - - - - - - - - - - 2.0 - - - - - - - - - -
p - - - - - - - - - - - - - - - 0 - - - - - - - - -
t 0.6 - - 1.4 - - - - - - - - - - - - 7.5 - - - - - - - -
k 3.0 - - - - 0.4 - - - - - - - - - - - 6.6 - - - - - - -
m - - - - - - - - - - - - - - - - - - 3.4 - - - - - -
n 1.4 - 1.7 - - - - - - - - - - - - 0.4 - - - 5.7 - - - - -
ð - - - - - - - - - - - - - - - - - - - - 3.2 - - - -
s - - - - - - - - - - - - - - - - - - - - - 5.7 - - -
z - - - - - - - - - - - - - - - - - - - - - - 0 - -
r - - - - - - - - - - - - - - - - - - - - - - - 3.7 -
h - - - - - - - - - - - - - - - - - - - - - - - - 1.4
Table 6.2 — Confusion table for the predictions of the multinomial logistic regression model on
the group configuration, at n/n = 588/25. Components may not sum to totals because of rounding.
" a e i o u a: e: i: o: u: w j b d g p t k m n ð s z r h
a 3.9 0.7 2.4 2.6 - - ε - 0.3 - - 0.1 - 0.1 - - 1.2 0.3 - 0.1 0.1 0.7 - 0.2 -
e 0.5 3.0 0.6 1.0 0.4 - - - - 0.4 - 0.1 - - - - ε 0.4 0.3 0.4 0.3 0.4 - 0.2 0.2
i 1.0 0.9 3.7 1.1 - - 0.6 - - - - 0.4 - - - - 0.8 0.6 - ε ε 0.3 - 0.3 -
o 3.7 0.3 0.6 3.0 - - - - 0.4 - - 0.2 0.2 0.2 - - 0.9 0.4 - 0.1 0.1 0.7 - - -
u 0.1 - 0.4 0.3 5.2 - - - - - - - - - - - 0.3 0.4 0.2 - ε 0.4 - - -
a: - - - - - 0.4 - - - - - - - - - - - - - - - - - - -
e: - - ε - - - 0.8 - - - - - - - - - - ε ε 0.2 0.2 - - - -
i: - - - - - - - 0 - - - - - - - - - - - - - - - - -
o: 0.1 - - ε 0.2 - - - 0.9 - - - - - - - ε - - - 0.1 ε - - ε
u: - - - - - - - - - 0.7 - - - - - - - - - - - - - - -
w - - - - - - - - - - 1.3 - - - - - 0.1 ε - - - ε - - -
j 0.1 - - 0.2 - - - - - - - 0.5 - - - - - - 0.2 - - 0.1 - - -
b - - - - - - - - - - - - 0.6 - - - - - - - - - - - -
d 0.1 - - 0.3 - - - - ε - - - - 1.8 - - - ε - - ε ε - - ε
g - - - - - - - - - - - - - - 2.0 - - - - - - - - - -
p - - - - - - - - - - - - - - - 0 - - - - - - - - -
t 0.9 0.6 0.2 0.9 - - - 0.3 - - - 0.1 - - - - 3.8 0.4 - 0.8 0.1 ε - 0.8 -
k 0.7 0.4 0.1 0.3 - ε - - 0.1 - - - - 0.2 - 0.4 - 2.5 - 0.5 - 0.2 - - -
m 0.2 0.2 0.2 0.2 - - - - ε - - - - - - - 0.5 - 1.7 - 0.1 ε - - ε
n 0.8 0.4 0.2 ε - - - - ε - - - - 0.4 - - 0.1 0.6 - 3.6 0.4 ε - - -
ð 0.1 - 0.4 0.1 - - - - - - - - - - - - 0.2 0.4 - - 1.5 - - - -
s 1.0 0.3 0.2 ε - - - - 0.3 - - 0.4 - - - - 0.3 0.4 0.1 - - 2.9 - - 0.3
z - - - - - - - - - - - - - - - - 0.1 - - - - - 1.3 - -
r 0.1 - ε 0.4 - - - - 0.3 - - - - 0.3 - - 0.1 0.1 0.4 ε 0.3 - - 2.2 -
h - - - - - - - - - - - - - - - - - - 0.4 - - - - - 0.8
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We are thus unable to assess whether the performance of our models keeps decreasing as the
allophonic complexity of the input increases, or if it plateaus from 588/25 allophones per phoneme
onwards—as observed, for example, in Figures 5.7 and 5.7, for the (n+1)-ary classification tasks.
Finally, it is worth noting that Figures 6.11, 6.12, and 6.13 appear to be chaotic, as no definite
pattern emerges regarding the identity of the optimal model, and the least performant model
at a given allophonic complexity may well be the most performant one at the next complexity.
We speculate that this is due to our (forced) choice to end the optimization process of each
metric configuration after 100 SMACOF iterations—regardless of the concurrent gain in stress.
Discussing the relative influence of SMACOF’s convergence criteria is an issue we leave as a
recommendation for future research.
Contingency tables For the sake of illustration, we report the contingency tables obtained
for the combined model at minimal and maximal allophonic complexities in Tables 6.1 and
6.2, respectively. At 48/25 allophones per phoneme, all allophones of 12 out of 25 phonemes
(in green in the table header) are perfectly classified. By contrast, not a single allophone of 8
out of 25 phonemes was correctly classified (in red in the table header). Moreover, is is worth
noting that misclassifications tend to consist in phones being predicted as being realizations
of the most frequent phonemes in Japanese, viz. /a/, /i/, /o/, /t/, /k/, and /n/, as observed in
Section 5.2.4. In other words, /a/ is the new ⊗. The figures reported in Table 6.2 confirm that
this frequency-magnet effect still occurs at 588/25 allophones per phoneme, as the same frequent
phonemes account for most misclassifications.
All things considered, these results indicate that aggregating all phones in a given allophonic
inventory into phoneme-like categories is not an easy task—even in a best-case scenario were
labeled data is available (logistic regression is a supervised technique) and confirmatory overfit-
ting is conducted. We can thus be but skeptical as to the learnability of phonemehood from the
same data (and representation thereof), but in a unsupervised setup.
6.4 Predicting phonemehood: ?-ary clustering task
Up to this point, all experiments reported in this dissertation consisted in supervised learning
techniques—actually variations on a single technique, i.e. logistic regression. However, from the
perspective of early language acquisition, no labeled data should be available to the learner. The
experiments we present in this section aim at assessing whether compact and well-separated
clusters can be inferred from the indicators’ metric configurations. As emphasized by Höppner
(2009; p. 386):
}We are not interested in artificially dividing the [objects] into similar groups, but we want
to know if the data itself supports a partition into different groups,~
hence the jocular arity in the title of this section.
Definitions and objectives Clustering—a classic approach to unsupervised learning—refers to
the problemof trying to find hidden structure in unlabeled data (e.g. Jain et al., 1999;Mirkin, 2005).
In the case at hand, we aim at partitioning the allophonic inventory P into a setΩ ≡ {ω1, . . . ,ωη}
of η collectively exhaustive and mutually exclusive clusters. As previously discussed throughout
the present study, the optimal partition of any given allophonic inventory P is the phonemic
inventory P of the language at hand. Moreover, the quality of the clustering solution Ω is
bounded by the following limiting cases (Reichart & Rappoport, 2009): the single cluster solution,
whereby all phones are assigned to the same unique cluster, i.e.
Ω = {P}, (6.20)
and the singletons solution, whereby each phone is assigned to a cluster of its own, i.e.
Ω = {{pi} : pi ∈ P}. (6.21)
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Furthermore, we refer to a partition whereby each cluster contains only allophones as being
homogeneous, and to a partition whereby, for each phoneme, all its allophones are assigned to the
same cluster as being complete (Meila, 2007; Rosenberg &Hirschberg, 2007; Reichart & Rappoport,
2009). Consequently, whereas the single cluster solution is only complete and the singletons
solution is only homogeneous, the reference phonemic partition P is both fully homogeneous
and fully complete.
6.4.1 Density-based clustering with DBSCAN
In order to assess whether the data at hand supports a partition into different groups, we use
the DBSCAN algorithm (Ester et al., 1996), a classic density-based clustering algorithm that is
able to discover clusters of arbitrary shapes. Whereas other density-based clustering algorithms
have been proposed (e.g. CLARANS; Ng & Han, 1994), DBSCAN’s main attraction arises from
its efficiency on large datasets, as its average time complexity is in O(n log2 n).
Another remarkable property of DBSCAN is that this algorithm does not require locations
estimates, but only object-to-object dissimilarities. In the case at hand, this property allows for
the comparison of clustering solutions obtained for both the original dissimilarities and the
computed Euclidean distances. In this section, let ∆ ≡ [δij] denote the input dissimilarity or
distance matrix, regardless of its true nature. The original formulation of DBSCAN does not
accommodate weighted objects. For this reason, we hereby give a detailed presentation of the
weighted extension of DBSCAN we propose, emphasizing the discrepancies with Ester et al.’s
(1996) formulation.
Density-based clustering The notion of spatial density in DBSCAN resembles the notion of
population density in demographic studies, in the sense that it is defined as a combination of
population and volume: given objects must be close enough and numerous enough in order to
form a dense cluster. In DBSCAN, density is further defined by two parameters, viz. e ∈ R+
which controls how far two points can be so that they may still be assigned to the same cluster,
and φ ∈Nwhich controls how many close-enough points are required to start a cluster.
One of the two major concepts shared by DBSCAN and its extensions is the e-neighborhood
of an object. Using Kailing et al.’s (2004b) notation, let N ∆e (pi) denote the e-neighborhood of a
given phone pi ∈ P with respect to the representation ∆. The e-neighborhood of pi is defined as
the set of objects whose distance to pi is less than or equal to e, i.e.
N ∆e (pi) ≡
{
pj ∈ P : δij ≤ e
}
. (6.22)
It is worth highlighting that, according to this definition, any object belongs to its own e-
neighborhood.
The other major concept allowing for the definition of density in DBSCAN is core objects. In
the original formulation of the algorithm, a core object with respect to ∆, e, and φ was defined
as an object whose e-neighborhood contains at least φ other phones, that is
core(pi;∆, e, φ) ≡
q
φ ≤ |N ∆e (pi)|
y
. (6.23)
In the case at hand, we amend this definition so that each phone’s instance weight impacts the
computation of the density in its vicinity. One solution would consist in replicating wi times
the pointmi representing a given phone pi ∈ P. However, this solution is not desirable at the
time complexity of the clustering procedure would thus be in O(∑i wi log2∑i wi)—rather than
in O(n log2 n). In our weighted extension of DBSCAN, a core object with respect to ∆, w, e, and
φ is therefore defined as an object whose e-neighborhood weighs at least φ, i.e.
core(pi;∆,w, e, φ) ≡
t
φ ≤ ∑




It is worth noting that the latter definition is similar to the weight function used in Sander et al.’s
(1998) density-based clustering algorithm.
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Figure 6.14 — Schematic diagram of the grid search method. The gray area marks the subspace
delimited by the theoretical bounds we defined. The plum marks denote linearly spaced trials.
The following definitions, true to the ones given by Ester et al. (1996), build upon the concept
of e-neighborhood and core object to define density-based clusters. First, a phone pj is directly
density-reachable from a phone pi with respect to ∆,w, e, and φ if pi is a core object with respect
to ∆, w, e, and φ and if pj belongs to the e-neighborhood of pi with respect to ∆. Furthermore, a
phone pj is density-reachable from a phone pi with respect to ∆, w, e and φ if there is a chain
of phones pj, . . . , pi such that each phone is directly density-reachable from the preceding one
with respect to ∆, w, e, and φ. Then, two phones pi and pj are density-connected with respect
to ∆, w, e and φ if there is a phone pi′ such that both pi and pj are density-reachable from pi′
with respect to ∆, w, e and φ. Finally, a cluster is defined as a set of density-connected phones
which is maximal with respect to density-reachability. In other words, a density-based cluster is
defined as a set of phones whose e-neighborhood intersect—or are tangent to each other—and
whose global weight is greater than or equal to φ.
According to the original formulation of DBSCAN, the subset of phones in P that do not
belong to any density-based cluster would be defined as noise. However, as the data at hand
contains no true noise but—at worst—isolated, non-core phones, we assign each of these phones
to a cluster of their own.
Model-fitting Before turning to the evaluation of the clustering solutions discovered by DB-
SCAN, we need to define how the values of the parameters e and φ were set in our experiments.
Whereas various heuristics have been proposed to estimate these parameters (e.g. Ester et al.,
1996; Esmaelnejad et al., 2010), none of these procedures is fully automatic—to say nothing of the
ones that propose to replace e or φ with yet another parameter. Moreover, because no density-
based clustering experiment has yet been reported on indicators of allophony, we are interested
in assessing how the performance of the algorithm varies as a function of the parameter values.
Because the true search space for each parameter is infinite, we can but use a strategy to test
a finite and reasonably-sized subset of parameter combinations. Manual search (i.e. chosing
some values by ourselves) is impractical as we have virtually no a priori knowledge of how the
clusters are spatially organized in the metric configuration of a given indicator (or combination
thereof), and how such structures evolve as the allophonic complexity of the input increases.
Random search has been shown to be both efficient and effective (Bergstra & Bengio, 2012) but,
by definition, it gives a low degree of insight into the full range of possible combinations. For
these reasons, we performed a bounded and discretized grid search on the parameter values.
Grid searching refers to exhaustively searching through a finite subset of the parameter space
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(e.g. Hsu et al., 2010), as illustrated in Figure 6.14. It is reliable in low-dimensional parameter
spaces—as in the case at hand, where we have 2 parameters—and, from a technical perspective,
it is simple to implement and parallelization is trivial (Bergstra & Bengio, 2012).
It order to guarantee the tractability and the relevance of our experiments, we first define, for
each parameter e and φ, a range of relevant values to be tested. To our knowledge, the following
a priori bounds have never been described, neither for DBSCAN nor for derivatives thereof
(Ester et al., 1996; Sander et al., 1998; Ankerst et al., 1999; Wang & Hamilton, 2003; Wang et al.,
2004; Kailing et al., 2004a,b; Gorawski & Malczok, 2006a,b; Ruiz et al., 2007)—it is worth noting,
however, that Esmaelnejad et al.’s (2010) heuristic for setting the value of e has a similar rationale.
As aforestated, e ∈ R+ controls how far two phones can be so that they may still be assigned
to the same cluster. Thus, it mostly interacts with the distances or dissimilarities in ∆. If
e < mini<j δij, no two phones are e-reachable and, hence, each phone’s e-neighborhood is
reduced to the phone itself and the clustering solution can not be better than the singletons
solution. If e = maxi<j δij, then the farthest phones are e-reachable. Thus, all other things being
equal, clustering with e > maxi<j δij can not yield better solutions than the one obtained with
e = maxi<j δij. The relevant range of values for e is hence bounded by the attested range of
distance or dissimilarity values in ∆:
min
i<j
δij ≤ e ≤ max
i<j
δij. (6.25)
On the other hand, φ ∈N controls howmany close-enough phones are required to start a cluster.
Thus, it mostly interacts with the weights in w to select core objects. The minimum weight of
all phones’ e-neighborhoods ismin(w). Therefore, all other things being equal, clustering with
φ < min(w) can not yield clustering solutions different than the one obtained with φ = min(w).
Similarly, if φ > max(w), then no phone can be a core object and no clustering solution can be
different from the singletons solutions. The relevant range of values for φ is hence bounded by
the attested range of distance or dissimilarity values in w:
min(w) ≤ φ ≤ max(w). (6.26)
Relying on these a priori bounds on the parameters e and φ, we tested 100 linearly-spaced
values for each parameter, i.e. we performed a grid search over 1002 = 10, 000 DBSCAN trials
for each indicator of allophony (or combination thereof), and for each allophonic complexity.
6.4.2 Evaluation
Because providing a thorough examination of thousands of clustering solutions is unfeasible—if
relevant at all—we only report the performance of DBSCAN for the optimal clustering solution
computed for each indicator and allophonic complexity.
Contingency table Cross-classifying a given clustering solutionΩ and the reference phonemic
partition P yields an η × n contingency table T ≡ [toh] where o ∈ (1, 2, . . . , η) denotes the index
over the predicted clusters, and h ∈ (1, 2, . . . , n) denotes the index over the phonemes of the
target language. In each cell, the non-negative count toh is given by the (weighted) number of
allophones of ph that were assigned to the cluster ωo, i.e.
toh ≡∑
i
wiJpi ∈ phKJpi ∈ ωoK. (6.27)
Objective function The quantitative criterion we use as the objective function to retrieve the
optimal clustering solution in the grid search is known as the normalized variation of information




H(P | Ω) +H(Ω | P)
H(P)

















































Although discussing the rationale of the computation of NVI is beyond the scope of this dis-
sertation, it is worth highlighting that NVI values decrease as the clustering solution becomes
more complete and more homogeneous and, hence, that the reference phonemic partition P
has a NVI equal to 0. For each indicator of allophony (or combination thereof) and allophonic
complexity, the optimal clustering solution is thus the one that minimizes the NVI. Moreover,
the single cluster solution has a NVI equal to 1. Although Reichart & Rappoport (2009) give no
upper bound for NVI, they indicate that all clustering solutions of higher quality than the single
cluster solution are scored by NVI in the range [0, 1].
Because NVI is an external cluster validity index, one could object that performing a grid
search whose objective function relies on the reference clustering solution—i.e. P—is akin to
performing supervised learning. It is however worth noting that each DBSCAN trial is truly
unsupervised. Furthermore, in light of the results presented in Sections 6.2 and 6.3, we know
that none of the metric configurations we computed from our indicators of allophony supports a
complete and homogeneous phonemic partition of the allophonic inventories. The results to be
further reported in this section are thus the best among the worst.
Purity For the sake of comparability with previously reported experiments in this study, we
also use other evaluation measures to assess the quality of the density-based clustering solutions.
Whereas accuracy is only relevant in supervised learning setups—i.e. when each predicted
category can be matched to a reference category—purity can be interpreted as its unsupervised
counterpart (Manning et al., 2008). To compute the purity of a clustering solution, each cluster is
assigned to the phoneme which is most frequent in the cluster, and then the accuracy of this
assignment is measured by counting the (weighted) number of correctly assigned phones and











From this definition, one can easily see that purity values lie in [0, 1]: bad clustering solutions
have purity values close to 0, and the reference phonemic partition P has a purity of 1. As
emphasized by (Reichart&Rappoport, 2009), purity evaluates homogeneity, but does not evaluate
completeness at all. Whereas the purity of the singletons solutions is, by definition, equal to 1,
the purity of the single cluster solution depends on the dataset at hand. More precisely, it is
given by the ratio of the frequency of the most frequent phoneme to the sum of all phonemes’
frequency, i.e.






Pairwise evaluation As with any multiclass problem, the predictions can be considered as a
series of pairwise decision. Using the same rationale as in Section 6.3, the quantities TP, TN, FP,
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− TP− FP− FN (6.38)
Consequently, the pairwise precision and the pairwise recall of a given model’s predictions are
given by Equations 4.51 and 4.52, respectively.
6.4.3 Results
The performance of the density-based clustering model on all aforementioned metric configu-
rations is presented in Figures 6.16, 6.17, 6.18, and 6.19 in terms of NVI, purity, precision, and
recall, respectively.
Grid search Let us first consider the results of the grid searches, as illustrated in Figure 6.15
where—for the sake of brevity—we only present the surface responses for a subset of the tested
allophonic complexities. For each model and allophonic complexity, the surface response is a
graphical representation of the result of the corresponding grid search whereby the observed
NVI values for all tested parameter values are cross-classified. NVI values are mapped to a
linear grayscale whereby values equal to 0 are mapped to black and values greater than or equal
to 1 to white. Because NVI is to be minimized, dark areas thus indicate effective parameter
combinations.
All surface response call for a general observation: the value of e is irrelevant for the purpose
of clustering any given allophonic inventory into a phoneme-like partition. Indeed, if it is not
completely blank, each response surface shows a horizontal pattern, meaning that only the
parameter on the y-axis (i.e. φ) has an impact on the quality of the clustering solution. Because φ
mostly interacts with the weights in w, this result corroborates—once again—the influence of
the frequency-based instance weights on the discovery of phonemes.
Another interesting observation is that, except for the acoustic indicator, the 30-dimensional
metric configurations appear to yield better density-based clustering solutions than the corre-
sponding original dissimilarities. Whereas a dark horizontal pattern appears, for instance, in the
response surfaces for themetric configurations of the distributional and lexical indicators, the cor-
responding response surfaces for their original dissimilarities are completely blank—regardless
of the allophonic complexity of their input. By contrast, Figure 6.15 suggests that the effective-
ness of the acoustic indicator for the discovery of phonemes suffers—to some extent—from
the Euclidean embedding, as the corresponding response surfaces fade to white as allophonic
complexity increases. This result is important in itself, and we consider it to be a validation of our
MDS-based reformulation of Peperkamp et al.’s (2006) framework. Indeed, the response surfaces
presented in Figure 6.15 show that embedding indicators of allophony in a multidimensional
Euclidean space does not smear the information they contain—to say nothing of the availability
of three-way extension allowing for the combinations of various indicators.
Clustering quality All other evaluation measures give a similar assessment of the quality of
the density-based phoneme-like clustering solutions, as illustrated in Figures 6.16, 6.17, 6.18, and
6.19. Except for the acoustic indicator, DBSCAN always outputs the singletons solution, i.e. the
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Single cluster (≡ 1)
Singletons
Figure 6.16—NVI of the optimal density-based clustering solutions on themetric configurations,
as a function of allophonic complexity.





























Figure 6.17 — Purity of the optimal density-based clustering solutions on the metric configura-
tions, as a function of allophonic complexity.
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Single cluster (≡ 1)
Singletons
Figure 6.18— Pairwise precision of the optimal density-based clustering solutions on the metric
configurations, as a function of allophonic complexity.


































Figure 6.19 — Pairwise recall of the optimal density-based clustering solutions on the metric
configurations, as a function of allophonic complexity.
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As far as the acoustic indicator is concerned, comparing the NVI and purity values indicate
that the density-based clustering solutions for this indicator also tend to the singletons-solutions.
Indeed, whereas purity values indicate that these clustering solutions are very homogeneous—
regardless of the allophonic complexity of the input—NVI values indicate that they are not as
good as the reference solution. Such discrepancies between purity and NVI measurements arise
from the fact that the former only evaluates homogeneity, whereas the latter evaluates both ho-
mogeneity and completeness. Acoustics-based clustering solutions are thus very homogeneous
but not very complete. In other words, each cluster tends to comprise allophones of a single
phoneme, but not all allophones of a given phoneme tend to belong the same cluster. Surpris-
ingly, it is also worth noting that the Euclidean embedding ofA-DTW only yields high-quality
clustering solutions from 545/25 allophones per phoneme onwards. This result contradicts our
recurrent observation that the performance of the models decreases as the allophonic complexity
of their input increases—we are unfortunately unable to account for this fact.
Altogether, the density-based clustering results confirm the prognoses of phonemehood
reported in Section 6.2 and the classification results presented in Section 6.3: effective indicators of
allophony are not necessarily effective indicators of phonemehood. Be that as it may, these results
also confirm the relevance of MDS in the interest of embedding and combining indicators of
allophony in a Euclidean space. Indeed, we showed that the 30-dimensionalmetric configurations
may even recover some latent phonemehood-related information from the non-metric phone-to-
phone dissimilarities.
6.5 Predicting phonemehood: n-ary clustering task
Up to this point, all classification and clustering experiments reported in this dissertation have
demonstrated that effective indicators of allophony are not effective indicators of phonemehood.
Moreover, we consider that enough evidence has been gathered to substantiate this claim. For
these reasons, the final experiment reported in this section is not another attempt at recovering
the phonemic inventory of Japanese from the data we introduced in Chapter 4. Here, we
are interested in assessing whether—beyond phonemehood—linguistically motivated patterns
emerge from a bottom-up, hierarchical clustering of the phonemic inventories.
6.5.1 Chances of phonemehood
Before turning to the actual clustering experiment, let us emphasize how daunting the task of
learning a phonemic inventory is—even under the assumption of a quantized input, and when
the task is formulated as a standard partitioning-clustering task.
In combinatorics, the number of distinct ways to partition a set of n labelled objects into
η non-empty (unlabelled) clusters is given by the following Stirling number of the second kind























Assuming the optimal or desired number of clusters is known to learner (which is non-trivial), we
have η = n = 25. Even for the lowest allophonic complexities n = (48, 98, 147, 191, . . . ), the num-
ber of possible n-ary clustering solutions is considerable, viz.
{n
n
} ≈ (1040, 10111, 10179, 10239, . . . ).
Although dynamic programming techniques have been used for small values of n (i.e. n ≤ 30;
van Os, 2000; Hubert et al., 2001), such figures are obviously too high to enumerate all of the
possible clustering partitions.
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When the number of cluster is unknown, the number of distinct ways to partition a set of n
labelled objects into non-empty (unlabelled) clusters is known as the n-th Bell number, denoted
Bn. Such a number is defined as the sum of all Stirling numbers of the second kind from 0 to n










One can easily see from this last equation that such figures grow even faster than the correspond-
ing Stirling numbers.
The purpose of this brief analysis is to emphasize the fact that partitioning-clustering—and,
generally speaking, unsupervised learning—is a hard task. Throughout the present study, we
have further assumed that only one partition is correct, viz. P. Consequently, for the lowest
allophonic complexities n = (48, 98, 147, 191, . . . ), the odds of randomly discovering the phone-
mic partition are virtually null, viz.
{n
n
}−1 ≈ (10−40, 10−111, 10−179, 10−239, . . . ). In light of the
aforestated prognosis, classification, and clustering results, we can assert that the data at hand
(i.e. acoustic, temporal, distributional, and lexical indicators) are simply insufficient for the
acquisition of phonemes.
n-means clustering algorithm It is worth noting that we did, however, perform additional
partitioning-clustering experiments, using the seminal K-means clustering algorithm (algorithm
by Lloyd, 1957; Forgy, 1965; MacQueen, 1967; and Hartigan &Wong, 1979; implementation by
Pardo & DelCampo, 2007), and setting the desired number of clusters K to the true number of
phonemes n. As emphasized by Mirkin (2005),
}[the underlying model is] based on the somewhat simplistic claim that entities can be
represented by their cluster’s centroids, up to residuals.~
Although provided with the optimal number of clusters, n-means clustering is indeed simplistic
to discover the phonemic inventory of the target language. Compared to the previously reported
density-based clustering experiments, the use of n-means yielded no significantly different
results, which—for the sake of brevity—are not reported here.
6.5.2 Complete-linkage hierarchical clustering
In order to assess whether linguistically relevant patterns, e.g. the pervasive consonants vs.
vowels dichotomy, may emerge from our data, we performed agglomerative (i.e. bottom-up)
hierarchical clustering on the metric configurations.
Agglomerative clustering Hierarchical clustering techniques differ from partitioning-
clustering techniques in the sense that the clustering solution the former techniques output do
not consist in a partition of the input data, but in a dendrogram—a tree structure whose leaves
contains the input objects, and whose branching nodes are to be interpreted as traces of the
successive clustering decisions (splits or merges) taken to produce the tree.
As far as agglomerative clustering is concerned, all techniques start from the singletons
solutions, i.e.
Ω = {{pi} : pi ∈ P}. (6.42)
Clusters are then iteratively merged until only one large cluster remains which contains all
the observations (R Development Core Team, 2010; cf. stats::hclust). At each stage, the two
nearest clusters in Ω are combined to form one larger cluster. In this context, various formal
definitions of the word nearest—referred to as linkage functions—are possible. We hereby briefly
review the most popular linkage functions.
The most intuitive linkage function is known as single-linkage, and is given by
linkage(ω,ω′;M) ≡ min {dij(M) : pi ∈ ω, pj ∈ ω′} . (6.43)
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This strategy is to be interpreted as a friends-of-friends approach whereby the distance between
two clusters is computed as the distance between the two closest phones in the two clusters.
An undesirable side-effect of using single-linkage—referred to as the chaining effect—is that
clusters may be forced to merge due to single phones being close to one another, even if most
phones in each cluster are very distant to each other (e.g. Lupşa, 2005; Manning et al., 2008).
Ward’s criterion is another classic linkage function (Ward, 1963; Mirkin, 2005). Formally,
Ward’s criterion between two clusters is given by






where ω¯ ≡ 1|ω| ∑pi∈ω
mi. (6.44)
It is worth noting, however, that using this linkage function is unsuitable in the case at hand,
as it relies on the centroids ω¯ and ω¯′. We have indeed shown in Sections 6.2 and 6.3 that our
data violate the compactness hypothesis, as the true phonemic clusters are neither compact nor
well-separated. This approach would thus suffer the same limitations as K-means (Mirkin, 2005).
Finally, the linkage function we use in this experiment is known as the complete-linkage. In
this approach to agglomerative clustering, the distance between two clusters is computed as the
distance between the two farthest phones in the two clusters, i.e.
linkage(ω,ω′;M) ≡ max {dij(M) : pi ∈ ω, pj ∈ ω′} . (6.45)
Complete-linkage tends to produce tightly bound clusters and, to our knowledge, has no known
undesirable side-effect (Lupşa, 2005).
Phonemic cut Hierarchical clustering techniques yield dendrograms with as many leaves as
there are phones in the input allophonic inventory. For the sake of simplicity, we therefore cut
each dendrogram so as to obtain a canopy-clustered dendrogram with n = 25 leaves only.
6.5.3 Evaluation
For the purpose of the present analysis, no quantitative criteria appeared to be appropriate. We
therefore limited the evaluation of the hierarchical clustering solutions to a visual examination of
the output dendrograms. Because such dendrograms are space-consuming data representations,
we further limited our examination to the group configurations of the combined model.
6.5.4 Results
The resulting dendrograms for the group configurations are presented in Figures 6.20, 6.21,
6.22, 6.23, 6.24, and 6.25 at allophonic complexities of 48/25, 98/25, 191/25, 347/25, 502/25, and 588/25
allophones per phoneme, respectively. In each dendrogram, branches are ordered so that, for
each internal node, the tighter cluster is on the left. Subscript figures indicate, for each phoneme,
the percentage of its (weighted) occurrences falling in that cluster; ε denotes quantities less than
a percent. Components may not sum to totals because of rounding.
Unfortunately, no definite pattern emerges in these dendrograms—regardless of the allophonic
complexity of the input. On one hand, many leaf-clusters are individually complete and homo-
geneous. On the other hand, all dendrograms contain one or more catch-all clusters wherein
most—if not all—occurrences of varied phonemes are aggregated. Moreover, no natural class is
further revealed by the arborescent structure of the dendrograms. The ubiquitous dichotomy be-
tween consonants and vowels, for example, is never accounted for by the higher-level branching
nodes of the dendrograms. All in all, these additional negative results confirm our recurrent
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In this chapter, we presented the major contribution of the present study, i.e. a complete refor-
mulation of Peperkamp et al.’s (2006) framework based on three-way MDS. Given three-way
input dissimilarities, MDS models yield metric configurations in Euclidean spaces of arbitrary
dimensionality, so that the point-to-point distances in that space account for the input phone-to-
phone dissimilarities. We further showed in Section 6.4 that such Euclidean embeddings of our
indicators of allophony do not smear the information contained in the indicators.
The main conclusions of this chapter, however, that indicators of allophony are not indicators
of phonemehood—as uniformly showed by the various prognosis, classification, and clustering
results presented in Sections 6.2, 6.3, 6.4, and 6.5. Although such results are, at a first glance,
disappointing, we argued in Section 6.5.1 that the odds of randomly discovering the reference
phonemic partition P are virtually null.
Further research is thus needed in order to develop indicators that are not only strongly
correlated with allophony, but also with phonemehood, i.e. with the identity of phonemes.
CHAPTER 7
CONCLUSION
The pervasiveness of allophonic processes in natural languages is undeniable. In light of prior
scholarship and of the experiments presented throughout this dissertation, the question of how
infants may acquire the phonemic inventory of their native language remains an open question.
The general conclusion of our work is indeed that no acoustic, temporal, distributional, or lexical
indicator of allophony (or any combination thereof) appears to contain enough information for
the discovery of well-separated, phoneme-like sound categories.
In this final chapter, we review the scientific question motivating the present study, as well as
our contribution to knowledge. We then go on to discuss recommendations for future research,
notably in view of the various linguistic and computational limitations of our work.
7.1 Indicators of allophony and phonemehood
This dissertation describes a modeling project aimed at assessing the relevance and effectiveness
of various linguistic cues, in the interest of reducing the considerable, inherent variability
in speech to a small number of sounds categories, i.e. the phonemes of the target language.
Throughout the present study, we assumed the position of a naive learner—more precisely,
that of an infant acquiring its native language. Indeed, having observed that the realizations
of a given phoneme are constrained by the surrounding phonemes (or the realizations thereof,
cf. Figure 2.2), one can but be puzzled by the apparent ease with which infants bootstrap into
language. How, for instance, do Japanese-learning infants discover that the third sounds in
[miso] ∼ [moSi] (miso ∼ moshi) are both to be processed as realizations of the same abstract sound
category? What kind of cues may English-learning infants rely on to learn that [sINkIN] ∼ [TINkIN]
(sinking ∼ thinking) can not refer to the same action?
The work presented in this dissertation builds upon the line of computational studies initiated
by Peperkamp et al. (2006). The common hypothesis underlying this body of work is that infants
are able to keep track of—and rely on—phone-to-phone dissimilarity judgments in order to
eventually cluster similar phones into phonemic categories. In Chapter 4, we showed that all
previously proposed phone-to-phone dissimilarities can actually be reformulated as various
instances of a single, cohesive concept, viz. indicators of allophony. In that chapter, we then
benchmarked the (relative) efficiency of indicators of allophony that rely on different types
of linguistic cues, i.e. measures of near-complementary distributions (Peperkamp et al., 2006;
Le Calvez et al., 2007), acoustic similarity (Dautriche, 2009), lexical dissimilarity (Martin et al.,
2009; Boruta, 2011b), and temporal similarity—a novel class of indicators introduced in this study.
To this aim, we amended Peperkamp et al.’s (2006) artificial learner in order to obtain empirical
upper bounds on the learnability of the allophony relation, i.e. the binary relation that brings
together phones that are realizations of the same phoneme. Throughout the extensive evaluation
carried out in Chapter 4, we showed that indicators’ effectiveness at distinguishing between
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Table 7.1 —Classification and clustering experiments reported throughout this dissertation.
Supervision Task Input Algorithm Section
Supervised Binary n×n×κ proximity matrix Binomial regression 4.5
Supervised (n+1)-ary n×n×κ proximity matrix Multinomial regression 5.2
Supervised n-ary n×q metric configuration Multinomial regression 6.3
Unsupervised ?-ary n×q metric configuration Density-based clustering 6.4
Unsupervised n-ary n×q metric configuration Hierarchical clustering 6.5
allophonic and non-allophonic pairs of phones is mostly due to the correct rejection of the latter.
As illustrated in the confusion plots we introduced in Section 4.4, this (undesirable) effect is
due to the fact that—in any given allophonic inventory—allophonic pairs are both statistically
outnumbered and distributionally overwhelmed by non-allophonic pairs.
In Chapter 5, we further addressed the impediments of Peperkamp et al.’s (2006) framework
for the discovery of phonological knowledge, and argued that the major limitations arise from
its pairwise formulation. Because the elementary object to be considered by Peperkamp et al.’s
learner is a pair of phones, the input representation of the data is smeared by the ubiquity of
non-allophonic pairs, which—as we have argued throughout this dissertation—are simply the
spurious byproduct of a combinatorial enumeration. Indeed, the polyadic phonemehood relation
can be fully accounted for by the allophonic pairs alone and, hence, non-allophonic pairs are—to
say the least—redundant. Furthermore, distributional and lexical indicators of allophony require
that the input be quantized, as argued in Section 3.2. Consequently, if a given (low-variability)
phoneme is assigned a single representation in the allophonic inventory, this phoneme can not
appear in any allophonic pair and, hence, is merely cancelled out in such a pairwise framework.
Finally, we showed that all studies building upon Peperkamp et al.’s (2006) original experiments
made contradictory modeling assumptions, viz. that pairs of phones are statistically independent
and, indirectly, that allophony is a transitive relation. As we argued in Section 5.1.1, these
working hypotheses are contradictory, as the former negates the underlying structure in the data
that the latter demands. To us, all aforestated limitations call for a reformulation of Peperkamp
et al.’s framework wherein the phonemic inventory of the target language can be learned directly,
i.e. without the intermediate learning of the allophony relation. Unpairing phone pairs requires
a non-trivial reformulation of the input data and, hence, impedes the comparability between
previously published studies and the experiments reported in this dissertation. For this reason,
we carried out transitional experiments whereby only one feature of the whole model (task,
input, or supervision) differed from one experiment to the next—as illustrated in Table 7.1.
However, the resuts of our preliminary attempts at learning phoneme-like sound categories
were disappointing (cf. Section 5.2), as only the most frequent phonemes were recovered from
the phone-to-phone dissimilarities contained in our indicators of allophony.
In Chapter 6, we presented the major contribution of the present study, i.e. a complete re-
formulation of Peperkamp et al.’s (2006) framework based on a statistical technique known as
multidimensional scaling (Torgerson, 1952; Groenen & van de Velden, 2004; Borg & Groenen,
2005). Let us emphasize the most attractive features of this technique:
— according to this model, the mind generates an impression of dissimilarity by adding up
the perceived differences of two phones over their properties;
— the embedding of the input phone-to-phone dissimilarities occurs in a sound and standard
Euclidean space of arbitrary dimensionality;
— the embedding yields workable coordinates for every phone in the allophonic inventory;
— three-way extensions are readily available, allowing us to address simultaneously the
issues of embedding and combining of indicators of allophony.
Though appealing, it is worth mentioning that this technique is computationally prohibitive as
the time complexity of the optimization procedure is quadratic in the number of phones in the
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allophonic inventory—to say nothing of the number of iterations, dimensions, and combined
indicators. Be that as it may, we consider multidimensional scaling an effective technique, chiefly
on the grounds that it allows for the use of individual phones as the elementary objects to be
considered by the learner. Relying on such Euclidean embeddings of indicators of allophony (and
combinations thereof), we further argued in Chapter 6 that the task of learning the phonemic
inventory of the target language can in fact be recast as a standard partitioning-clustering task,
whereby the learner has to partition a set of phones into collectively exhaustive and mutually
exclusive phonemes. We then carried out various classification and clustering experiments
whose results consistently indicate that effective indicators of allophony are not necessarily
effective indicators of phonemehood. Indeed, none of the indicators of allophony we considered
in the present study appears to provide compact or well-separated phoneme-like clusters. In
other words, our input data violate the compactness hypothesis that underlies most clustering
problems (Duin, 1999; Pękalska et al., 2003) and, as we argued in Section 2.1, early language
acquisition. Although attempting to learn the phonemehood relation from such data thus
appears to be in vain, it is worth highlighting our explanation in Section 6.4 that the mediocre
performance we observed throughout Chapter 6 is not the consequence of our embedding-based
reformulation of the problem: using the original phone-to-phone dissimilarities does not yield
models with a better predictive power in the interest of discovering phonemes.
Altogether, the computational results we discussed throughout this dissertation suggest that
allophony and phonemehood can only be discovered from acoustic, temporal, distributional, or
lexical indicators at low allophonic complexities, i.e. when—on average—phonemes do not have
many allophones in the quantized representation of the input. Two competing explanations
may account for this fact. Were infants to tackle a considerable number of allophones, the work
reported in this dissertation would fail to propose a plausible account of early phonological
acquisition. On the contrary, were infants to tackle a number of allophones commensurable with
the allophonic complexities at which our models were evaluated, then the point at which the
performance of our models suffer a significant drop would be interpreted as an assessment of
the number of allophonic processes at stake in infant-directed speech.
7.2 Future research
A number of issues and limitations have been brought to light during this work. First, because
of the limited availability of databases of infant-directed speech with aligned transcriptions, we
have used a corpus of adult-directed speech, viz. the Corpus of Spontaneous Japanese (Maekawa
et al., 2000; Maekawa, 2003). However, as we argued in Section 3.1, using infants’ linguistic input
to model infants’ linguistic behavior would be a more plausible alternative. Furthermore, we
consider that computational models of early language acquisition should be evaluated using
data from typologically different languages in order to assess their sensitivity to linguistic
diversity (Gambell & Yang, 2004; Boruta et al., 2011). We therefore leave as a recommendation for
future research the task of reproducing the work presented throughout this dissertation using
other corpora in order to assess whether our conclusions can be applied generally to language
acquisition, or if they are mere numerical accidents due to the serendipitous, conjoint use of this
particular corpus of Japanese and, for example, density-based clustering.
Moreover, we have shown in the present study that acoustic, temporal, distributional, or
lexical indicators of allophony yield dissimilarity judgments whereby non-allophonic pairs
of phones tend to be more dissimilar that allophonic pairs—hence confirming the relevance
of Peperkamp et al.’s (2006) proposal. We have also shown that such indicators are, however,
perfectible, as they do not yield an acceptable separation of the phonemes of the target language.
Further research is thus needed to fully transform indicators of allophony into indicators of
phonemehood. Regarding the particular framework upon which our work builds, another
advancement would consist in examining the relative influence of the constraints one can put on
the three-way multidimensional scaling models. In the absence of a priori linguistic knowledge—
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as well as prior scholarship on the use of such models for language-related problems—we indeed
favored the least constrained three-way model. Though non-trivial, we acknowledge that this
choice was arbitrary and, thus, that its consequences need to be further investigated.
Finally, let us revisit a fundamental assumption of the work presented in this dissertation: the
development of speech perception is an innately guided learning process (Jusczyk & Bertoncini,
1988; Gildea & Jurafsky, 1996; Plunkett, 1997; Bloom, 2010). Our results confirm this assumption
in the sense that density-based clustering, i.e. the least constrained of all algorithms we used,
yielded the least accurate predictions. The crucial point here is that the discovery of linguis-
tic knowledge is facilitated—if not simply made possible—by a priori linguistic constraints.
Interestingly enough, Johnson et al. (2007) recently proposed a class of probabilistic models
of language, referred to as adaptor grammars, that can be constrained so as to account for
some given linguistic structure. This approach has been used to develop and validate various
computational models of the acquisition of word segmentation (Johnson, 2008a,b) but, to our
knowledge, no experiment focusing on the acquisition of phonological categories has yet been
reported. We therefore leave as a recommendation for future research the task of assessing
whether providing an artificial learner with computational constraints or linguistic structure
facilitates the acquisition of phonemes, as, in the words of Bloom (2010):
}One lesson from the study of artificial intelligence [...] is that an empty head learns nothing:
a system that is capable of rapidly absorbing information needs to have some prewired
understanding of what to pay attention to and what generalizations to make. Babies might
start off smart, then, because it enables them to get smarter.~
}Shadow didn’t wait to see. He walked away and he kept on walking.~
—Neil Gaiman, in American Gods
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