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The traveling salesman problem (TSP) is a combinatorial optimization problem that requires 
finding the shortest path through a set of points (“cities”) that returns to the starting point. 
Because humans provide heuristic near-optimal solutions to Euclidean versions of the prob-
lem, it has sometimes been used to investigate human visual problem solving ability. The TSP 
is also similar to a number of tasks commonly used for neuropsychological assessment (such 
as the trail-making test), and so its utility in assessing reliable individual differences in problem 
solving has sometimes been examined. Nevertheless, the task has seen little widespread use 
in clinical and assessment domains, in part because no standard software implementation or 
item set is widely available with known psychometric properties. In this paper, we describe 
a computerized version of TSP running in the free and open source Psychology Experiment 
Building Language (PEBL). The PEBL TSP task is designed to be suitable for use within a larger 
battery of tests, and to examine both standard and custom TSP node configurations (i.e., prob-
lems). We report the results of a series of experiments that help establish the test’s reliability 
and validity. The first experiment examines test-retest reliability, establishes that the quality 
of solutions in the TSP are not impacted by mild physiological strain, and demonstrates how 
solution quality obtained by individuals in a physical version is highly correlated with solu-
tion quality obtained in the PEBL version. The second experiment evaluates a larger set of 
problems, and uses the data to identify a small subset of tests that have maximal coherence. 
A third experiment examines test-retest reliability of this smaller set that can be administered 
in about five minutes, and establishes that these problems produce composite scores with 
moderately high (R = .75) test-retest reliability, making it suitable for use in many assessment 
situations, including evaluations of individual differences, personality, and intelligence testing.
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The traveling salesman problem (TSP) is a combinatorial 
optimization problem in which the solver attempts to find 
the least-cost (e.g., shortest, cheapest, fastest) route that vis-
its each one of a fixed number of nodes in a network and 
returns to the starting location, with known fixed costs of 
travel between each pair of nodes. Like the general TSP, the 
Euclidean variant (E-TSP) is also NP-hard (Papadimitriou, 
1977), but constrains the problem so that the locations are 
dispersed on a plane, and the cost of moving between nodes 
is the Euclidean distance between them. Along with serving 
as a useful exercise in optimization (e.g., Applegate, Bixby, 
Chvátal, & Cook, 2006), human-solved versions of the TSP 
(which permit approximate solutions) have become a method 
of growing interest for understanding visual problem solving, 
navigation, and planning (see MacGregor & Ormerod, 1996; 
MacGregor & Chu, 2011). Mueller and colleagues (Muel-
ler, Jones, Minnery, & Hiland, 2007, Mueller, 2008; 2010) 
identified the problem as measuring an important aspect of 
biological intelligence, forming one part of a modern-day 
embodied Turing test, and have also connected it to naturalistic 
search and mental models of pathfinding (Mueller, Perelman, 
& Simpkins, 2013; Perelman & Mueller, 2013a; Perelman & 
Mueller, 2013b; Perelman, 2015; Perelman & Mueller, 2015). 
In many of these contexts, the human-solved version of 
the task has primarily been used to understand underlying 
processes related to visual problem solving, and its proper-
ties in this context are becoming well understood. In addi-
tion, some have suggested that skill in solving the TSP may 
differ consistently among individuals, and so it may be useful 
in assessing differences in cognitive function across individ-
uals. Although initial findings (e.g., MacGregor & Ormerod, 
1996) found little systematic individual differences (probably 
because solutions were all close to optimal), subsequent stud-
ies have suggested that individuals may systematically differ 
in the efficiency with which the task can be solved, and that 
performance may be correlated with measures of fluid intel-
ligence (Vickers, Butavicius, Lee, & Medvedev, 2001; Vickers, 
Mayo, Heitmann, Lee, & Hughes, 2004; Burns, Lee, & Vick-
ers, 2006; Chronicle, MacGregor, Lee, Ormerod, & Hughes, 
2008). Furthermore, because the task bears similarity to a 
http://dx.doi.org/10.7771/1932-6246.1169
docs.lib.purdue.edu/jps  2015 | Volume 8
S. T. Mueller, B. S. Perelman, Y. Y. Tan, & K. Thanasuan Development of the PEBL TSP Computerized Testbed
65
number of other tests related to planning, spatial reasoning, 
and problem solving, it may offer a complementary yet con-
vergent measure of problem solving ability.
Its limited use in assessment contrasts with several similar 
tasks that have received widespread use. For example, the trail-
making test (Reitan, 1955; 1958) and its computerized variants 
(e.g., Piper et al., 2012) are fairly similar, but the trail-making test 
requires following a given path rather than constructing one. 
Nevertheless, the path followed (especially in Form A) tends to 
be fairly close to the shortest possible path (see Vickers & Lee, 
1998). Similarly, the Corsi block-tapping test (Corsi, 1972; Kes-
sels, van Zandvoort, Postma, Kappelle, & de Haan, 2000) has 
become a widely-used measure of visual serial order memory, 
requiring a participant to reconstruct a given sequence (analo-
gous to a route) presented among a set of up to ten spatial loca-
tions. However, the sequences tend not to be smooth paths, but 
rather haphazardly organized in the display. In a more abstract 
sense, two commonly used tower tests—the Tower of London 
(Shallice, 1982) and the Tower of Hanoi (Kotovsky, Hayes, & 
Simon, 1985) look at how participants find a shortest path in a 
problem space between a starting and goal configuration, and 
so have a very similar approach to the TSP. Along with prob-
lem solving in general, these tests have often been used to un-
derstand plan formation and the impact that neuropsychological 
disorders have on planning. Finally, a number of visual search 
tasks (e.g., Wolfe, 1994; Halverson & Hornoff, 2011) require a 
participant to efficiently search through a spatial array. Although 
these tasks do not require drawing a path, and the studies typi-
cally do not record eye movement trajectories associated with 
those paths (although, see Araujo, Kowler, & Pavel, 2001 for an 
eye tracking example), the most efficient eye movement path can 
be obtained by solving a variant of the E-TSP related to that task.
Two reasons for its limited use in assessment are (1) there 
have previously been no widely-available systems or standard 
problems for administering the test; and thus (2) there are few 
experiments establishing psychometric properties of such tests, 
such as reliability, problem difficulty, and convergent or con-
struct validity. In response to this, we have developed a freely 
available E-TSP task that is included as part of the Psychol-
ogy Experiment Building Language Test Battery (PEBL Ver-
sion 0.14; Mueller, 2014), which has been described previously 
(Mueller, 2010) and has been used for data collection in several 
hundred publications across a broad range of topics (see Muel-
ler & Piper, 2014). Since its release, Version 0.14 of PEBL has 
been downloaded more than 20,000 times, which has already 
made the PEBL TSP widely available to researchers and clini-
cians around the world. The PEBL Test Battery includes around 
100 other tests, including related tasks such as trail-making, 
Corsi blocks, visual search, Tower of London, and Tower of Ha-
noi, and so it enables researchers to include the TSP alongside 
other measures of neuropsychological function to assess con-
vergent validity of different measures. In this paper, we describe 
the basic software and present three experiments conducted 
on subsets of 50 test problems (five 6-node practice problems 
and 15 problems each of 10, 20, and 30 nodes) included in the 
software. These experiments help to establish the reliability and 
validity of the method, and basic behavioral measures of prob-
lem difficulty across the problems. This analysis will provide 
sufficient information to allow researchers to use the PEBL TSP 
test in a number of settings, to evaluate individual performance 
against our sample, to examine cognitive model performance 
against human data, to test novel TSP problems, and to help 
establish the validity of the measure in different contexts. First, 
we will provide a high-level overview of the test and describe 
rationale for several of its design features.
Overview Of the PeBL tSP taSk
In the PEBL TSP task (see Figure 1), participants see the 
complete layout of points (i.e., cities or nodes), with un-
selected points colored red and a given starting location 
indicated in grey. Solvers complete the path by clicking the 
points consecutively, and the points can be selected in any 
order. Each subsequent click turns the chosen point from red 
to grey, and draws a thick red line between the previously 
chosen point and the newly chosen point. No backtracking 
is permitted. When the final unselected point is clicked, a 
line is drawn from that point back to the first point (i.e., the 
software automatically closes the solution), and a green path 
circuit is drawn to show the shortest (i.e., optimal) solution. 
After completing each problem, statistics regarding the solu-
tion are shown in the lower right, including the shortest path 
length, the produced path length, the ratio of these values 
(i.e., inefficiency), and the time taken to complete the tour. 
The timing and order of each click are recorded, as well as the 
computed inefficiency. After the feedback is reviewed, par-
ticipants click a button marked “OK,” to move on to the next 
problem. A complete description of the use and administra-
tion of the PEBL TSP task is provided in Appendix D.
All implementations of TSP-like tests have made deci-
sions about instructions, interface, and interaction that are 
often irrelevant to underlying theory yet may influence task 
performance. In developing the PEBL test, most of the de-
sign decisions were made to facilitate faster administration, 
to promote solution modes that rely on intuitive and visual 
processes rather than highly deliberative problem solving, to 
use interactions that can be easily learned, to enable consis-
tent administration conditions, and to allow for useable data 
traces. We review some of the details next and provide some 
rationale for these decisions, with comparison to previous 
experiments. Some aspects of tests include:
Sequential solving mode. Some studies (e.g., MacGregor & 
Ormerod, 1996; van Rooij, Schactman, Kadlec, Stege, 2006) 
have used hand-drawn administration, in which participants 
drew from point-to-point on paper to complete the tour. 
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Typical instructions imply that participants should solve 
the problem sequentially, but this may be diffi  cult to enforce. 
In contrast, some computerized solutions (e.g., Vickers et al., 
2001; 2004; Dry, Lee, Vickers, & Hughes, 2006) have used 
computerized methods that permit non-sequential solutions 
using a click-drag-release method, while most others (Gra-
ham, Joshi, & Pizlo, 2000; Pizlo, Stefanov, Saalweachter, Li, 
Haxhimusa, & Kropatsch, 2006; Chronicle et al., 2008; Acu-
ña & Parada, 2010) have required sequential solutions.
We chose to adopt sequential solutions for a number of rea-
sons. First, it is most closely analogous to both physical navigation 
in general, as well as a physical TSP task we used in Experiment 
1a. In these contexts, the problem must be solved by construct-
ing the tour in sequence. Second, it permits a simpler interface 
that is easier to learn, which may be especially advantageous for 
testing children or older adults. Th ird, we hypothesize it encour-
ages solvers to use intuitive visual strategies (in contrast to more 
deliberative cognitive ones) that are an important aspect of both 
empirical (e.g., van Rooij et al., 2006) and theoretical (e.g., Gra-
ham et al., 2000; MacGregor & Chu, 2011) TSP research. Finally, 
we suspect that even when non-sequential solutions are permit-
ted, they are likely to be used only occasionally.
Backtracking and restarting. Although paper administra-
tion typically discourages backtracking, several computer-
ized versions we are aware of have permitted backtracking in 
one form or another. Vickers et al. (2001) allowed individual 
links to be deleted by selecting and pressing the delete key; 
Graham et al. (2000) and Pizlo et al. (2006) allowed the pre-
vious move to be undone or the entire problem to be reset; 
and Acuña & Parada (2010) provided a clickable undo but-
ton. In contrast, Miyata, Watanabe, & Minagawa (2014) did 
not permit backtracking, whereas others did not mention 
backtracking in their method descriptions—MacGregor 
(2014) stated “participants completed a tour by pointing and
clicking,” whereas Kong & Schunn (2007) instructed partici-
pants to “indicate the path using mouseclicks.” We chose to 
not permit backtracking for several reasons, many of which
are identical to our rationale for using a sequential solving 
mode. First, it is more closely analogous to a physical ver-
sion of the test (see Experiment 1a). Second, it is consistent 
with real-world movement: once you physically travel a 
route, you cannot un-travel it without cost. Th ird, in related 
problem solving tasks such as the Tower of London, we know 
of no version that permits cost-free backtracking. Although 
restarting is not uncommon in these tasks, it is oft en lim-
ited, and so also not without cost. In addition, by avoiding 
backtracking the interface can be simplifi ed (no additional 
buttons or secondary mouse clicks for undo operations are 
needed), which in turn allows the test to be performed with 
less training and potentially among a broader population, 
and it is likely to produce faster overall trials. And fi nally, it 
also allows for a more easily processed data record, because 
each target click event is the one and only time that target is 
visited. Nevertheless, it remains an open empirical question 
Figure 1. 
Screenshot of PEBL TSP task after completing a practice problem. Red line indicates chosen path; green line indicates 
shortest path. Numeric feedback is given in the lower right window.
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whether backtracking will increase or reduce reliability and 
validity of TSP performance measures, and what impact it 
has on the overall solutions produced.
Starting location. Another interface decision relates to 
whether the participant is given a starting node to begin their 
tour. For an optimal tour, starting location is arbitrary, but this 
may not be true for human-generated tours (Perelman, 2015, 
showed evidence consistent with the suggestion that tour per-
formance may depend on starting location). MacGregor (2012; 
2014) showed that participants tended to choose starting points 
on the periphery of the problem more often than chance would 
dictate, again suggesting that starting location may play a role in 
solution efficiency. Although most past implementations have 
allowed participants to choose their own starting location, this 
is not universally true (cf. Miyata et al., 2014). There is some 
chance that the ability to choose a good starting location could 
account for a proportion of individual differences in the task, 
and so we chose to always initiate the problem at some node; 
either randomly-chosen or identical across all participants. In 
assessment settings, researchers typically favor using identical 
problems so as to reduce the effect of materials and highlight 
individual differences, and so using a single fixed starting point 
in each problem is consistent with good test design. Further-
more, in physical (and real-world) TSP problems, including 
the one used in Experiment 1a, the starting location is typically 
constrained to be the physical location of the traveler.
Visual interface. Several other details about the visual inter-
face warrant discussion. Some aspects of the visual interface 
will tend to impact motor movement and visual search pro-
cesses probably incidental to the problem solving processes 
usually of interest to TSP researchers, and these might be out-
side the cognitive functions that might be uniquely assessed 
with the task. For example, target size will impact aimed 
movement times involved in mouse targeting, and color cues 
(i.e., color changes when a node is visited) will reduce the need 
to engage in deliberate visual search to find unvisited nodes. 
Nevertheless, target size has rarely been reported in the past 
(Graham et al., 2000 noted that the targets were “small,” but 
few others have given any details). Several past approaches 
have used color-change to indicate that a node has been visited 
(e.g., Graham et al., 2000; Pizlo et al., 2006). This is not feasible 
for paper administration, but may provide a more consistent 
completion time profile as it helps participants prevent acci-
dentally missing a node, and needing to search the entire field 
to find the missed node at the end of a solution.
Our choices were heavily influenced by another similar test: 
the PEBL Trail-making test (e.g., Piper et al., 2012). That task 
used 25-pixel radius circles that can easily be targeted with 
either a mouse or touchscreen, and color change to reduce 
contrast of visited nodes. That task has been demonstrated 
to be useful over the lifespan (see Piper et al., 2012), and so 
provides a reasonable starting point for the current interface.
Feedback. Feedback can be important for motivating 
and teaching participants the goal state of any task. Paper- 
administered tests typically do not show feedback about the 
best solution, but computerized solutions can, both in terms 
of the actual route and measures such as inefficiency (how 
much longer, proportionally, a solution is compared to the 
shortest route). Chronicle et al. (2008) reported giving a vi-
sual depiction of the best route, whereas Dry et al. (2006) gave 
numerical feedback about the length of the participant’s solu-
tion in comparison to the best route. Most other experiments 
do not report whether feedback on the path was given (e.g., 
neither Graham et al., 2000, nor Vickers et al., 2004 mention 
this). One study we are aware of (Acuña & Parada, 2010) 
provided extensive repetition with feedback on tour length 
and showed that participants were able to learn to produce 
more efficient tours as problems were repeated. We chose to 
provide feedback because it allows participants to maintain 
engagement and motivation in the task, and to learn wheth-
er their solution strategies are effective. Feedback was given 
both in the form of a green path depicting the shortest route 
overlaying their drawn path (i.e., the best solution), as well as 
a numerical score so participants could assess the length of 
their path versus the best solution (see Figure 1).
Problem set. Many past studies of TSP performance have ex-
amined how performance profiles change as the problem size 
and complexity changes. We have selected candidate problems 
of size 10, 20, and 30 to test, generated from two-dimensional 
uniform distributions constrained to have low point-to-point 
overlap. Larger and smaller problems have been studied previ-
ously, as well as ones with non-random contrived layouts (see 
MacGregor & Ormerod, 1996; Dantzig, Fulkerson, & Johnson, 
1959). Our goal in this paper is to establish the psychometric 
properties of these particular problems, but the PEBL TSP al-
lows other problems to be specified, and may therefore serve 
as a useful platform for testing other problem configurations.
Summary of software design. It is beyond the scope of this 
paper to explore the complete effects that alternatives to these 
design decisions have on performance, and some of them 
are likely to have measurable impacts. As an analogy, there are 
probably more than a dozen distinct versions of the Tower of 
London task in use, and many of them differ specifically in 
terms of the same types of properties we have just discussed—
visual layout, problem set, interaction mode, feedback, tim-
ing, instructions/goals, and rules, whether backtracking and 
resetting is permitted, etc. Future research may provide useful 
guidance as to how these different properties impact solutions. 
Because the source code is available for inspection, modifica-
tion, and redistribution, the impact of such decisions can be 
explored within this testing system and variations distribut-
ed to others. Furthermore, in the Discussion section, we will 
compare some of our results to those of previous implementa-
tions to examine the extent to which they are similar.
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Overview Of exPerimentS
Next, we will describe the results from a series of experiments 
that establish general aspects of the reliability and validity of 
the PEBL TSP, especially as a means of measuring the rela-
tive difficulty of different problems and systematic individual 
differences among people. Across all experiments, a com-
mon superset of problems was used: five six-node practice 
problems and 15 problems of each size 10, 20, and 30. Prob-
lems are identified with both a size and a problem code (i.e., 
10-01, 20-12, 30-05, etc.), allowing performance to be linked 
to a particular test problem. 
First, we will report the results of two related experiments 
(1a and 1b) that establish the test-retest reliability of the PEBL 
TSP, show how performance on the task relates systematically 
to performance on a physical TSP analog, and demonstrate 
that solution efficiency is insensitive to some impacts of physi-
cal stress. Then, we will report the results of a more systematic 
study of all 45 TSP problems (Experiment 2), and report de-
tailed performance statistics on these problems, which could 
allow problem selection and model testing. Based on these 
results, we selected a small 15-problem subset and report 
the results of a test-retest study (Experiment 3) establishing 
the reliability of the TSP inefficiency measure. 
exPerimentS 1a anD 1B
In Experiment 1, we report two experiments conducted as part 
of a single project in which we evaluated the impact of men-
tal stress induced by heat burden on a series of cognitive tasks 
whose summary values were reported by Mueller et al. (2010) 
and Mueller et al. (2013). The goal of these experiments was 
to establish how different cognitive functions were impacted 
by the physical and heat strain induced by wearing military 
protective gear (i.e., gas-impermeable clothing, gloves, goggles, 
and masks that enable the military to work in a potentially 
contaminated environment). Each of these experiments in-
volved testing participants twice; once while wearing normal 
duty clothing, and once while wearing the standard Mission- 
Oriented Protective Posture (MOPP) gear. This permitted as-
sessing both test-retest reliability and the impact of physical 
stress on performance in this task, and comparing (in Experi-
ment 1a) performance to a physical implementation of the TSP.
methOD
Participants. Experiment 1a involved nine volunteer partici-
pants who were off-duty members of the Wyoming National 
Guard. Experiment 1b involved 12 volunteer participants 
who were off-duty U.S. Air Force security personnel. Testing 
took place at a Wyoming National Guard facility in Guern-
sey, WY. In both groups, ages ranged from early adulthood 
to middle age. All participants were paid for completing the 
study (which included numerous other tests and travel) over 
a 3-day period of time. Participants signed informed consent 
forms prior to participating in the study, and the study was 
approved through an Institutional Review Board.
PEBL TSP procedure. In both experiments, the PEBL TSP 
task was used, with solutions entered via capacitive touch-
screen monitors to avoid keyboard or mouse impairment 
from protective gloves. A randomly-selected starting posi-
tion was chosen for each participant on each problem.
Experiment 1a tested seven problems (04 through 10) of 
each problem size (10, 20, and 30 node) twice, once in each 
of two clothing conditions. Similarly, Experiment 1b tested 
12 problems (04 through 15) of each problem size (10, 20, 
and 30 node) twice. In addition, five small (size 6) practice 
problems and Problems 01, 02, and 03 of each problem size 
were used only once for practice on the first testing session. 
These problems were originally generated via the Concorde 
TSP software Applegate, Bixby, Chvátal, & Cook, 2003), 
which also provided the shortest-path solutions by which 
performance is evaluated.
Physical TSP procedure. In the physical TSP task, four prob-
lems each of size, 10, 15, and 20, were generated and the short-
est-path solution for each was computed via the Concorde TSP 
software. To simplify problem layout, all nodes were located on a 
10 x 10 grid system, which was laid out in a room with 12 inches 
between each adjacent gridline. The task was implemented by 
placing plastic cups at the locations designated by the problem 
design, with each cup containing a plastic straw. To solve the 
problem, participants had to simply collect a straw from each 
cup. While they were completing the problem, an experimenter 
entered their solution via a computer using an analog of the prob-
lem, clicking simultaneously with each target visit. This allowed 
solution order and rough approximations of solution time to be 
recorded. Starting and ending location for each problem was al-
ways a single ‘home’ location at the edge of the grid. Because a 
limited time window was given for performing the entire task, 
participants did not always complete all twelve problems in the 
allotted time. Consequently, mean performance efficiency across 
the completed problems was used as a dependent measure.
Design. The order of testing in clothing was counterbal-
anced across participants in both experiments; within each 
testing session, problem order was randomized. Partici-
pants wore their normal duty clothing (BDU or ACU) or the 
JSLIST ensemble over their normal duty clothing as part of 
the protective gear condition. Although not described here, 
participants took part in a series of other cognitive and phys-
ical activities, which in general produced increased physical 
and heat strain when wearing protective gear.
reSuLtS
Experiment 1a. With the relatively small number of problems 
used, we will focus on performance within each problem set 
size. Protective gear had no impact on inefficiency on the 
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computerized task, either within individual problem sizes or 
when comparing overall mean inefficiency (see Table 1). For 
the physical task, mean inefficiency when pooled across all 
problems was slightly better when wearing protective gear: an 
average of 1.10 versus 1.13. This difference was statistically sig-
nificant, most likely because protective gear made movement 
more restrictive and slower, which in turn encouraged partici-
pants to produce shorter solutions. As problem size increased, 
mean inefficiency tended to increase, as did the test-retest cor-
relation (consistent with the conclusions of Chronicle et al., 
2008). Importantly, a single composite score of mean ineffi-
ciency under each clothing condition produced a test-retest 
correlation of .77 for the computerized task, and .91 for the 
physical task, indicating substantial systematic individual 
variation in task efficiency within each task. Furthermore, the 
correlation between mean inefficiency (across participants) 
for the two tasks was .795, which was statistically significant 
(p=.018), indicating that solution efficiency of the physical and 
computerized tests systematically covaried across individuals.
Experiment 1b. Experiment 1b involved more partici-
pants and more problems of each type than Experiment 1a, 
but without the physical analog test. As with Experiment 
1a, no systematic difference in inefficiency was attributable 
to the clothing conditions (see Table 2), even though protec-
tive gear produced measureable physiological stress, discom-
fort, elevated body temperature, and impairment on other 
attention-based tasks. Composite scores for each problem 
size were all significantly correlated across individuals when 
comparing the two clothing conditions, with correlations 
around or above .8. The greater correlations in this study 
stem partly from the use of more problems at each problem 
size, which likely produced more reliable composite mea-
sures for each individual.
DiScuSSiOn
Experiments 1a and 1b used the PEBL TSP test and enabled 
measures of test-retest reliability to be assessed in a small 
participant pool. Important results of this study include: (1) 
TSP performance was fairly resilient to physiological stress 
that induced mental strain measurable in a number of other 
cognitive tasks; (2) test-retest reliability on composite inef-
ficiency scores is reasonable for as few as 7 larger problems 
of 20–30 nodes each; (3) test-retest reliability for 10-node 
problems is sometimes poor and sometimes reasonable. The 
higher reliability in Experiment 1b may be attributable to 
the use of 12 rather than 7 problems, or it may stem from 
Table 1. 
Mean inefficiency in Experiment 1a in each physical condition. Standard deviations shown in parentheses.
Standard clothing Protective gear t-test Correlation
Computerized Task
Size 10 1.054 (.039) 1.034 (.027) t(8) = 1.4, p = .2 .213, p = .58
Size 20 1.074 (.041) 1.081 (.052) t(8) = -.43, p = .68 .581, p = .1
Size 30 1.102 (.063) 1.103 (.06) t(8) = -.12, p = .91 .763, p = .016
All trials 1.077 (.05) 1.073 (.06) t(8) = .45, p = .66 .777, p = .013
Physical Task
Size 10 1.053 (.076) 1.07 (.091) t(7)=2.1, p=.078 -.19, p=.65
Size 15 1.12 (.089) 1.10 (.132) t(7)=-.33, p=.75 .52, p=.19
Size 20 1.15 (.101) 1.13 (.076) t(7)=1.2, p=.28 .71, p=.057
All trials 1.13 (.053) 1.10 (.071) t(7)=2.45, p=.043 .91, p=.002
Note: Only eight participants completed the physical test. Each problem size set in the computerized task consisted of seven  
problems, whereas they consisted of four problems in the physical task.
Table 2. 
Mean inefficiency in Experiment 1b. Inefficiency was not impacted by clothing condition, but performance in the two clothing 
conditions was highly correlated across individuals. Standard deviations shown in parentheses.
Standard clothing Protective clothing t-test Correlation
Size 10 1.065 (.054) 1.068 (.057) t(10) = .37, p = .7 .89, p < .001
Size 20 1.096 (.053) 1.111 (.069) t(10) = 1.13, p = .28 .78, p < .001
Size 30 1.107 (.050) 1.118 (.050) t(10) = 1.4, p = .19 .88, p < .001
All trials 1.090 (.046) 1.099 (.055) t(10) = 1.0, p = .34 .87, p < .001
Note: Each problem size set contained 12 problems.
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other aspects of sampling or experimental design, but it is 
consistent with results reported as far back as MacGregor & 
Ormerod (1996). Finally, (4) high correlations between aver-
age inefficiency on a physical analog task and the PEBL TSP 
indicate convergent validity of the method.
Together, these results suggest that a systematic examination 
of a larger set of PEBL TSP problems may help identify a set of 
candidate problems for assessing TSP skill. Experiment 2 was 
designed to assess a candidate problems more systematically.
exPeriment 2
Experiment 2 sought to refine and formalize the testing per-
formed in Experiments 1a and 1b in a laboratory setting, and 
to establish basic performance profiles for different problems. 
methOD
Participants. Twenty-four undergraduate students from 
Michigan Technological University participated in the 
study in exchange for partial credit toward a research re-
quirement in a psychology course. 
Materials, stimuli, and design. The study was approved 
via the Michigan Technological University Human Subjects 
review board. After providing informed consent and taking 
part in a related navigation and planning study, participants 
completed a total of 50 E-TSP problems using the PEBL soft-
ware described earlier. Testing was performed in one of three 
separated cubicles in a small testing room so that three or 
fewer participants were tested at one time. An experimenter 
was present throughout testing to answer any questions. Test-
ing was performed using Dell Precision T1600 PCs running 
Windows 7, using a Planar PX2230MW 21.5” touchscreen 
monitor at a resolution of 1920 × 1080 (responses were made 
using a mouse). After five practice problems, participants 
completed 45 test problems (15 problems each of size 10, 20, 
and 30, in a randomized order). Each participant was given a 
randomly selected starting location for each problem.
reSuLtS
In this study, we will examine several dependent variables to 
examine how particular forms differ in overall performance. 
These include:
•	 Inefficiency—the ratio of the distance of the produced 
path and the shortest known solution.
•	 Planning time—the time taken to make the first click.
•	 Execution time—the time to complete the route (in-
cluding planning time).
Inefficiency. Figure 2 shows the mean inefficiency for 
the problems we tested in this experiment, whose mean in-
creased from 1.01 for the small practice problems to 1.077 
for the 30-node problems. Individual problems within a 
problem size ranged in their mean solution inefficiency as 
well; this may be because of systematic differences in prob-
lem difficulty or variability among participants. Because in-
efficiency is important for examining individual differences, 
we also provide histograms for each problem in Appendix B. 
Typically, on each problem, most participants produced so-
lutions within 5 or 10% of optimal. For more difficult prob-
lems, a greater number of participants produced inefficient 
paths (i.e., greater than 10% of optimal), but the best solu-
tions were almost always very close to optimal.
To further examine inefficiency, we computed two sepa-
rate regression models for comparison using the R Statistical 
Computing Language Version 3.0e2 base package lm func-
tion (R core team, 2013) and the Anova function of the car 
package (cf. Fox & Weisberg, 2010). One model predicted 
inefficiency based on a linear effect of problem size and a 
categorical effect of participant identity (essentially com-
puting a different intercept for each participant). A Type-II 
ANOVA showed that both problem size (F(1, 1013) = 45.8, 
p < .001) and participant identity (F(23, 1013) = 2.90, p < .001) 
were reliable predictors. However, the residual standard er-
ror was relatively large (0.092 units) and the multiple R2 was 
relatively low (.099). To understand whether there was con-
siderable consistent cross-test variability not accounted for 
by problem size, we also tested another model that replaced 
problem size with a categorical predictor of problem identity. 
A Type-II ANOVA for this model showed significant effects 
of both problem identity (F(44, 970) = 2.24, p < .001) and 
participant identity (F(23, 970) = 2.90, p < .001), but the re-
sidual standard error was nearly unchanged (0.092), and the 
multiple R2 was similarly low (.14). Moreover, an ANOVA 
comparing these two models showed no significant differ-
ences, F(43, 970) = 1.2, p = 0.16, indicating that there were 
no systematic problem-specific differences that could not be 
accounted for by problem size alone. Across the two models, 
problem size accounted for only 4% of the variance, whereas 
replacing problem size with problem identity increased this 
to 8.7%, and participant identity accounted for a total of 5.8% 
of the variance. These relatively low proportions of variance 
accounted for suggest that there are fairly substantial idio-
syncratic differences for individuals on tests, such that any 
individual test will be poor at predicting consistent individ-
ual factors related to problem solving, and combinations of 
scores will be necessary to create a reliable measure.
Planning time. Although in our test no specific instruc-
tions were given to create a plan before starting, these are 
common instructions in other problem-solving tasks such 
as the Tower of London. Furthermore, past studies have 
examined measures appropriate for assessing planning 
in a TSP task (e.g., Basso et al., 2001). Thus, we examined 
the time taken to make the first click as an index of plan-
ning time, especially to assess whether the time spent 
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planning depends on problem size. Figure 3 shows this plan-
ning time over the four problem sizes tested. A linear regres-
sion model including problem size and participant identity 
as predictors (but excluding the practice problems) showed 
there was a small reliable positive impact of problem size on 
planning time (31.8 ms/city), t(1013) = 2.2, p = .027, and 
the model produced a multiple R2 of .28 (with problem size 
accounting for only 0.3% of the total variance). A Type-II 
ANOVA showed that participant identity was also a reliable 
predictor, F(23, 1013) = 17.6, p < .001. A second regression 
model substituting a categorical predictor of problem iden-
tity for problem size showed that problem identity was also 
a significant predictor, F(44, 970) = 1.62, p = .007, and an 
ANOVA test showed a significant difference between these 
two models, F(43, 970) = 1.50, p = .01, indicating consistent 
problem-specific planning time differences exist that cannot 
be explained by problem size alone. However, the planning 
time effect remains relatively small, with average planning time 
increasing by only 600 ms as problem size increased from 10 
to 30 points, in comparison to execution times on the order 
of tens of seconds.
Although planning time was relatively small, it might still be 
possible that planning time is related to overall problem solving 
inefficiency insofar as participants who take longer to plan may 
produce better solutions. We examined this both in relation 
to the specific problems and across individuals by aggregating 
planning time and inefficiency across both problem and par-
ticipant, and computing their Pearson correlations. We found 
that solution inefficiency was not significantly correlated 
with planning time, either when averaged over participants 
(R = -0.25, t(23) = -1.2, p = .22) or when averaged over test 
(R = 0.18, t(43) = 1.2, p = .23). Nevertheless, the non- 
significant negative correlation across participants indicates 
people who spent more time planning produced slightly 
shorter paths, and the positive relationship across test indi-
cates that more difficult problems produced slightly longer 
planning times. It is possible that such relationships would 
have been more robust had specific planning instructions 
been given, and so future studies may benefit from using 
planning instructions and measuring planning time.
Execution time. Researchers have often examined execution 
time to understand the computational complexity of the under-
lying heuristics used to solve the TSP. Surprisingly (and unlike 
optimal algorithms), humans tend to produce solutions that 
are close to optimal in times that are linearly related to problem 
size (see MacGregor & Ormerod, 1996). In the present experi-
ment, we saw large and robust effects of problem size on execu-
tion time (see Figure 4), and the best-fitting regression model 
obtained an equation estimating a completion time of 2377 + 
638.5 ms/node. As before, a regression model using participant 
identity and problem size showed (via a Type-II ANOVA) sig-
nificant effects of both problem size (F(1, 1013) = 942, p < .001) 
and participant (F(23, 1013) = 41, p < .001), with a multiple R2 
of .65 and a residual standard error of 5471 ms. A second re-
gression substituting test for problem size was significantly bet-
ter than the problem-size model according to an ANOVA test 
(F(43,970) = 1.6, p = .009), indicating significant problem-relat-
ed aspects that were not accounted for by problem size. Overall, 
problem size alone accounted for 32.5% of the variance, replac-
ing this with problem identity only improved this to 34.8%, and 
participant identity accounted for an additional 32.5%.
Measuring Overall TSP Performance. One natural mea-
sure indicating the overall ability to solve TSP problems is 
the mean inefficiency score across problems. Because inef-
ficiency depends on problem size, one might consider esti-
mating a slope and intercept for each individual. If these were 
independent, the two measures would indicate overall ineffi-
ciency (for the intercept) and how inefficiency is impacted by 
problem complexity (for the slope). However, in Experiment 
2 we found that the slopes and intercepts estimated for each 
individual were highly negatively correlated (-.50), which in-
dicates that the two estimates tend to trade off. This is likely 
to be a problem of estimation rather than a true relationship, 
and it means that intercept and slope may not be good candi-
dates for assessing overall TSP skill. An alternative is to fit a 
slope constrained to have an intercept of 1.0 for problems of 
size 0 (which is a reasonable assumption). When we comput-
ed this for Experiment 2, these values turned out to be almost 
Figure 2. 
Inefficiency scores (obtained/optimal path length) across 
problem sizes. Each circle shows the mean value produced for 
a single problem, and the value at the bottom of each column 
indicates mean inefficiency for each problem size. Boxplot 
shows median and inter-quartile range.
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perfectly correlated with mean inefficiency (R = .992) and so 
it would appear that mean ineffi-ciency is likely to be the most 
robust and simplest performance measure. In our sample, 
mean inefficiency had a mean of 1.058 with a standard de-
viation of .0238, ranging between 1.02 and 1.113 across indi-
viduals. This range was roughly the same as the range of the 
mean inefficiencies across individual problems (which ranged 
from 1.00 to 1.09), which gives a range of about 4 standard 
deviations, and if we adjust inefficiency by subtracting 1.0, the 
worst performer’s score was more than five times larger than 
the best. Inefficiency scores produce a Cronbach’s α score of 
.8535, indicating a high degree of internal consistency (this 
finding is similar to the α score of .87 found by Vickers et 
al., 2004). To provide a means for comparing individual per-
formance on tests to our sample, we have included summary 
statistics and histograms in Appendices B and C.
DiScuSSiOn
Experiment 2 established the impact that problem size has on 
a number of dependent measures in the PEBL TSP Task. Solu-
tions tended to get less efficient and to take longer as problem 
size increased, and this stemmed primarily from execution time 
rather than planning time. Both solution times and inefficiency 
depended on the size of the problem, and solution times also de-
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Figure 3. 
Planning time (ms until first click) across problem size. Circles 
indicate mean planning time for each problem, and dark 
points indicate outliers. The relatively high planning times for 
the 6-node problems may be attributable to these problems 
being presented as practice problems. 
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Figure 4. 
Execution time as a function of problem size. Individual points 
represent distinct test problems. The value at the bottom of 
each column indicates mean execution time for each problem 
size.
of Experiment 1, the results of these experiments establish that 
composite scores from the PEBL TSP task differ reliably across 
people, are unimpaired by moderate physiological stress, and 
are systematically related to efficiency in a physical analog task. 
However, the test set studied in Experiment 2 required solv-
ing 50 total problems, which often took close to 20 minutes to 
complete. It may be possible that by selecting a smaller subset 
of problems, we can create a test that can be administered in 
a brief time period (5–10 minutes) that provides similar levels 
of reliability and validity. This may enable future assessment 
of whether TSP solution efficiencies are related systematically 
to any other cognitive or personality measures, skills, and ap-
titudes, or are especially impaired in certain clinical popula-
tions or genotypes. Consequently, on the basis of the results 
of Experiment 2, we selected such a subset and examined the 
test-retest reliability of this subset directly in Experiment 3.
exPeriment 3
To conduct Experiment 3, we first sought to identify a subset 
of the 45 problems used in the previous experiments that can 
serve as a brief but robust measure of individual ability in TSP. 
To begin, we examined the results of Experiment 2, and com-
puted the part-whole correlation of each problem to the aver-
age of the entire set (excluding the selected problem) across 
participants. These correlations are shown in Appendix C. 
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Figure 5. 
Loadings on the first eigenvector showing how each test is related to the primary factor. Black bars indicate the 15 chosen 
problems with the highest part-whole correlations (five from each problem size).
These part-whole correlations differed across problems (rang-
ing from -.29 to +.65), with the mean part-whole correlation 
increasing as problem size increased (10 nodes: +.23; 20 nodes: 
+.33; 30 nodes: +.43). This result is akin to the increase in test-
retest reliability with problem size we saw in Experiment 1a.
Although part-whole correlation is smaller for the smallest 
problems (which indicates these measures are likely to be less 
reliable predictors of individual TSP ability), we felt it was im-
portant to include multiple problem sizes, in order to establish 
how efficiency and time changes parametrically with problem 
difficulty. Consequently, for our abbreviated problem set we 
selected the five problems of each set that had the largest part-
whole correlations. To determine whether these form a coher-
ent factor structure, we also examined the first eigenvector of the 
correlation matrix of the entire experiment to examine loadings 
of each problem. These are shown in Figure 5, with the selected 
problems displayed in black. Although the selected problems 
did not always correspond to the five largest values within each 
problem size, all had high (negative) loadings on the eigenvector. 
Figure 6 shows the selected set of problems. Because Study 2 in-
dicated that little systematic variability existed in the efficiency of 
solutions once problem size was accounted for, the consistency 
of these problems may partly stem from random sampling errors 
rather than systematic aspects of the problems. Consequently, we 
conducted Experiment 3 using this subset, to establish the reli-
ability of the 15-problem subset.
methOD
The goal of Experiment 3 was to measure test-retest reliabil-
ity of the 15 problems selected for the abbreviated set. Par-
ticipants performed the TSP set twice. 
Participants. A total of 32 undergraduate students at 
Michigan Technological University took part in the study 
in exchange for partial course credit. One participant only 
completed the first half of the study, and so was removed. A 
second participant produced solutions that tended to be un-
reasonably long, and was removed from all additional analysis.
Stimuli. In each testing block, fifteen problems were pre-
sented in a random order, following five small (6-node) 
practice problems. During the second administration, all 
problems were rotated 90 degrees and mirrored so that 
the problems would have identical-length optimal solutions, 
with somewhat different surface representations. Unlike the 
experiments reported previously here, all participants used 
the same starting node for each problem.
Procedure. After signing an informed consent document ap-
proved by the Michigan Technological University Institutional 
Review Board, participants completed four distinct tests. They 
first completed the basic 15-problem TSP set. Following this, 
they completed a filler task taking approximately ten minutes, 
and then completed the second TSP set with rotated and mir-
rored problems. Finally, a fourth unrelated test was completed. 
Following the five small practice problems, problem order was 
randomized within each set. The software and testing equip-
ment was identical to that used in Experiment 2.
reSuLtS 
Results were similar to those found in Experiment 2. Ineffi-
ciency increased as problem size increased, with minor differ-
ences between problems of size 20 and 30. Performance did 
not change significantly between the two testing blocks (only 
for problem 30-01 was a paired-samples t-test significant at 
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The five best problems of each size (10, 20, and 30 points), as measured by the part-whole correlation of inefficiencies. Line shows 
the shortest solution path, and node marked “1” is by default the given starting location, which was fixed within problems for all 
participants in Experiment 3.
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Figure 6., cont’d. 
The five best problems of each size (10, 20, and 30 points), as measured by the part-whole correlation of inefficiencies. Line shows 
the shortest solution path, and node marked “1” is by default the given starting location, which was fixed within problems for all 
participants in Experiment 3.
p < .05, uncorrected for multiple comparisons; here mean inef-
ficiency went from 1.1 during the pre-test to 1.14 during the 
post-test). Part-whole correlations for individual problems 
were similar in scale to the part-whole correlations of these 
problems in Experiment 2, although the values tended to be 
smaller, as might be expected based on regression to the mean 
of problems selected to be high on any particular value. Test-
retest reliability, as assessed with both Spearman’s correlation 
coefficient and intraclass correlation coefficients, ranged from 
small negative values to around 0.6 for individual problems. 
This indicates low and variable reliability on a per-item basis.
Although the optimal solution was shown after each tri-
al, this apparently did not impact participants’ performance 
when that problem was repeated, because mean inefficiency 
did not change significantly. It is likely that participants did 
not recognize the correspondence, because the problems 
were rotated and mirrored. Nevertheless, it is possible that 
participants remembered their (sub-optimal) solutions to 
the first administration, and used this memory during the 
second administration, which could inflate the test-retest 
reliability because of a memory effect rather than because of some 
underlying stable skill. Yet if a person were able to solve a 
problem perfectly on both administrations, they would also 
produce the same solution. This might not stem from memory 
for the solution, but rather because they were good both times. 
To examine these issues, we computed the number of 
problems at each problem size that (1) were solved perfectly, 
(2) produced identical solutions for the pre-test and post-test, 
and (3) had non-perfect solutions that were identical. Mean 
values (out of five problems) are shown in Table 4, where we 
examined the practice problems alongside the test problems. 
Results indicate that identical solutions that were not perfect 
were rare (occurring on average less than once per partici-
pant); and that perfect solutions only happened substantially 
often on the small problem sizes (6 and 10 nodes). This sup-
ports the conclusion that specific memory effects did not im-
pact the assessed reliability of the PEBL TSP task.
The inefficiency scores tended to be unreliable on an in-
dividual problem basis, but when averaged across multiple 
problems they were much better. Figure 7 shows scatterplots 
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of these composite scores, separately for each problem size. 
The low reliability for the 10-node problems is primarily a 
consequence of a ceiling or floor effect, as scores are com-
pressed toward the perfect score of 1.0. Finally, Figure 8 
shows the mean inefficiency scores obtained for each prob-
lem during the pre-test and the post-test. This shows that 
with our sample size of 32 participants, reliable estimates of 
problem difficulty can be obtained (R = .932 between mean 
pre-test and mean post-test score), with no notable decrease 
on the second administration. This measure is useful in that 
it suggests that these are reliable estimates of individual 




Across three experiments, we assessed performance on 
the PEBL TSP task, focusing primarily on the inefficiency 
scores of human-generated solutions. Experiments 1a and 
1b established reasonably high test-retest reliability of com-
posite scores, demonstrated convergent validity by show-
ing inefficiency on the computerized TSP is related to 
inefficiency on a physical analog, and found that moder-
ate physiological stress did not impair solution inefficiency. 
Table 3. Summary statistics related to inefficiency for each problem in Experiment 3, as well as aver-
ages within problem size and across the entire problem set.
Problem Difference ICC
10-01 1.018 1.032 t(31)= 0.84, p=0.41 0.24 0.18 0.201 -0.016 -0.010
10-02 1.028 1.028 t(31)= 0.09, p=0.93 0.376 -0.138 0.259 0.029 0.044
10-07 1.035 1.053 t(31)= 1.11, p=0.28 0.234 0.209 0.186 0.034 0.024
10-08 1.014 1.015 t(31)= 0.07, p=0.95 -0.254 0.366 0.084 -0.210 -0.192
10-12 1.045 1.029 t(31)= -1.02, p=0.32 0.371 0.506 0.48 -0.250 -0.182
Average 10 1.030 1.030 t(31)= 0.48, p=0.63 -0.130 -0.116
20-01 1.117 1.113 t(31)= -0.25, p=0.8 0.718 0.502 0.796 0.216 0.229
20-04 1.086 1.104 t(31)= 0.93, p=0.36 0.452 0.604 0.606 0.423 0.417
20-08 1.091 1.067 t(31)= -1.61, p=0.12 0.503 0.698 0.732 0.367 0.318
20-11 1.087 1.093 t(31)= 0.36, p=0.72 0.253 0.226 0.354 -0.044 -0.030
20-12 1.113 1.086 t(31)= -1.57, p=0.13 0.081 0.018 0.191 0.020 -0.003
Average 20 1.093 1.099 t(31)= -0.85, p=0.4 0.627 0.611
30-01 1.102 1.140 t(31)= 2.11, p=0.04 0.573 0.629 0.685 0.368 0.299
30-02 1.083 1.099 t(31)= 1.45, p=0.16 0.469 0.751 0.68 0.372 0.354
30-05 1.121 1.107 t(31)= -1.02, p=0.31 0.673 0.551 0.686 0.606 0.584
30-08 1.102 1.105 t(31)= 0.21, p=0.84 0.559 0.542 0.715 0.369 0.378
30-13 1.065 1.072 t(31)= 0.45, p=0.66 0.392 0.317 0.48 -0.139 -0.119
Average 30 1.104 1.094 t(31)= 1.45, p=0.16 0.661 0.651














Summary statistics related to inefficiency for each problem in Experiment 3, as well as averages within problem size and across the 
entire problem set.
Experiment 2 examined a larger 45-problem set to establish ba-
sic psychometric properties, and Experiment 3 examined test- 
retest reliability on a smaller subset that can be administered 
in approximately 5 minutes. 
cOmPariSOn tO reSuLtS frOm PreviOuS methODS
The PEBL TSP test provides a computerized method for test-
ing TSP performance using either the problems we describe 
here or custom problems developed by an experimenter. The 
version differs in a few ways from some previous versions used 
by other researchers, including: not permitting backtracking 
or restarting, requiring sequential solutions, and using rela-
tively large target circles for easier testing. As described in the 
introduction, these differences are motived by the desire to cre-
ate a version that can be easily learned, that is similar to first- 
person sequential navigation (which was demonstrated 
empirically in Experiment 1a), and that produces easy- 
to-manage data.
As a result, solution times tend to be shorter than for other 
implementations reported in the literature. Our regression in 
Experiment 2 indicated a time cost of about 640 ms per node 
across problem sizes. In contrast, even for well-practiced 
participants, Graham et al. (2000) reported solution times of 
2 to 5 s per node, and Pizlo et al. (2006) estimated solution 
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Table 4. 
Mean number of solutions produced that were perfect (inefficiencies smaller than 1.001), identical pre vs. post, and identical but 
not perfect pre vs. post. Mean values were the number of solutions out of 5 problems. Results show that participants rarely pro-
duced the same solution twice, except when they found a perfect solution. Standard deviation shown following ± symbol.
Problem size Pre-test Perfect Post-test Perfect Pre-post Identical Non-perfect Identical
6 3.58 ±1.03 3.64 ± .99 3.36 ± .96 0.27 ± .18
10 2.00 ± .94 1.69 ± .78 1.53 ± .84 0.48 ± .45
20 0.18 ± .39 0.094 ± .30 0.125 ± .42 0.125 ± .42






































































































































































































































































































































































































Scatterplots showing mean scores for each person on problems of size 10, 20, 30, and the complete set for pre-test (horizontal 
axes) and post-test (vertical axes). Scores are uncorrelated for Size 10, which likely stems from the fact that scores were generally 
highly efficient and close to 1.0.
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times between 1 and 2 s per node. Similarly, Dry et al. (2006) 
estimated 1.7 s per node for unpracticed participants. Those 
methods allowed backtracking and editing the solution, and 
so some proportion of the longer solution times may have 
been accounted for by these additional processes.
Despite the fact that the PEBL version does not permit 
backtracking and must be completed sequentially, it produces 
path lengths (relative to optimal) similar to previous imple-
mentations. In the present study, problem sizes 10 through 30 
produced solution paths that averaged 3% to 7% longer (for Ex-
periment 2) and 3% to 11% longer (for Experiment 3) than opti-
mal. Highly practiced participants tend to produce shorter paths: 
Graham et al. (2000) and Pizlo et al. (2006) reported solutions 
whose lengths ranged from 2% to 5% longer than optimal for 
problems of sizes 20 through 50, and Acuña and Parada (2010) 
reported that after extensive practice with the same problem, so-
lutions tended to be within 1% of optimal for problems up to 
about size 20. But for naive solvers, Burns et al. (2006) reported 
solution lengths that increased from about 2% longer than op-
timal to 10% longer than optimal as problems increased from 
10 to 50 nodes, by which point it had asymptoted. These results 
are also similar to the paper-and-pencil tests of MacGregor & 
Ormerod (1996), who found that solution lengths were 3.1% to 
6.3% longer than optimal for 10- and 20-node problems, and 
MacGregor et al. (1999), whose solutions increased from around 
2% to 10% longer than optimal as problem size increased from 
10 to 50 nodes. Thus, although practice tends to produce sub-
stantially more efficient solutions, the other aspects of the PEBL 
task that make it faster than many other implementations never-
theless produce inefficiency scores in the same range.
reLiaBiLity anD vaLiDity
The overall reliability of the PEBL TSP was established in sev-
eral ways. Experiments 1a, 1b, and 3 each measured test-retest 
correlations of subsets of the 45-problem set. This is supported 
by a high Cronbach α (.87), and the selection of problems 
showing a high part-whole correlation in Experiment 2. Few 
past studies on TSP problems have assessed test-retest reliability 
as a means of assessing whether individuals differ systematically 
in how they solve the problems. One such study (Vickers et al., 
2004, Experiment 2) established a test-retest correlation of +.68 
for their 50-node TSP problem. This value is higher than any sin-
gle problem in our data set, but their problem was larger and their 
participant population had a larger age range (17 to 50, M = 26, 
SD = 9.2) which might produce larger systematic variance across 
individuals. In comparison, in our Experiment 3, the composite 
scores for the abbreviated 15-problem set produced a test-retest 
reliability of .75, which was similar to that produced in the 21 prob-
lems in Experiment 1a (.77) but lower than that produced using 
36 problems in Experiment 1b (.87). These differences in test- 
retest correlations are consistent with what would be predicted 
by the Spearman-Brown prophecy formula (Spearman, 1910; 
Brown, 1910), which suggests that with 36 problems, Experi-
ment 1a and 3 would have produced test-retest correlations 
of .85 and .88, respectively. With 45 problems (as tested in 
Experiment 2), expected test-retest correlations would be .88, 
.89, and .90 for Experiments 1a, 1b, and 3. This indicates that 
our choice of problems for Experiment 3 did not have a large 
impact on the obtained reliability, and this in part came because 
we used 10-node problems that were less reliable indicators of 
individual differences. Although composite scores can be con-
structed that are reliable, individual problems tend to be less 
so. Researchers should be able to produce highly reliable mea-
sures with the complete 45-problem set used in Experiment 2, 
but with limited time may consider using the smaller set in Exper-
iment 3, or restricting testing to just 20 and 30-city problems. 
In terms of validity, Experiment 1a demonstrated that 
performance in the computerized test is correlated with 
performance in a physical version, which presumably is closely 
related to daily navigation tasks. Experiment 1a and 1b 
showed that performance in the task is not impacted by 
mild-to-moderate physiological stress that impacted other tasks 
involving sustained attention. This result is somewhat consis-
tent with the finding of Dry et al. (2012), who showed TSP per-
formance is only modestly (and not significantly) impacted by 
levels of alcohol consumption that impair a number of other 
cognitive tasks. This suggests that solutions to the TSP involve 















































Mean inefficiency scores of each problem for pre-test (hori-
zontal axis) and post-test (vertical axis) administration. Mean 
efficiency of all problems was highly stable for multiple admin-
istrations, with a correlation of +.932.
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intuitive and highly visual processes that may in some sense be 
automatized. Previously, Vickers et al. (2004) established that 
TSP correlates well with performance on other similar problems 
and measures of fluid intelligence, but future studies will need to 
be conducted that determine the extent to which the PEBL TSP 
shows similar properties, and also the extent to which solutions 
are predicted by factors such as focal brain damage, psychiatric 
disorders, aging, or if it is correlated with other measures of in-
telligence, reasoning, problem solving, and executive function. 
mODificatiOnS anD uSeS
Because the PEBL TSP task is open source software, it can 
be freely used, modified, and exchanged. Potential modifi-
cations include methods used in other tests, such as incor-
porating backtrack-ing or restarting capabilities, permitting 
non-sequential solution methods, allowing the participant to 
select the starting node, and using an open-ended version of 
the test in which the starting location does not need to be 
revisited. Furthermore, test instructions can be translated by 
editing the .pbl file in a text editor.
In practice, the abbreviated 15-problem test with five 
practice problems should typically take about five minutes to 
complete. This makes the test feasible to incorporate within 
a larger testing battery, which could be used to help establish 
construct and criterion validity of the test. 
Summary anD cOncLuSiOnS
The TSP has previously been used to understand aspects 
of visual problem solving, and research has suggested that 
it indexes individual differences in problem solving that are 
related to fluid intelligence. Despite this, the TSP has seen 
little use in general cognitive, clinical, or neuropsychologi-
cal testing and assessment. In this paper, we described an 
implementation distributed via the open source PEBL test 
battery, including data from 45 problems and an abbreviated 
(15-problem) testing set that can be administered in under 
ten minutes. Future research that establishes the extent to 
which performance on the test is related to other cognitive 
functions, impairments, or neural pathways may help make 
the TSP test more informative and useful.
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aPPenDix a
The following R function will read in a save file produced 
by the Concorde windows GUI, and save out a .txt 
file that can be used by the PEBL TSP solver. If a 
solved problem is saved with the name “testfile,” using 
processTSPFile("testfile") will read that file and 
save it as “testfile.txt.” 
processTSPFile <- function(filebase, maxscale=500)
  {
    ##maxscale is the maximum size that the points should be scaled to,
    ##keeping the aspect ratio of x and y.
    ##Points are likely to be generated within a 100x100 grid.
    data <- scan(filebase)
    length <- data[1]
    xypoints <-cbind( data[(1+1:length*2)],
             data[(1+1:length*2)+1])
    ##scale the points, making it a bit smaller than 500 x 500 max
    xypoints <- xypoints*maxscale/max(xypoints)/1.1
    ##extract the order information:
    order <-matrix( data[((length+1)*2+1):length(data)],
            ncol=3,byrow=T)
    ord <- order[,1]+1
    newpoints <- data.frame(city=paste("City",order[ord,1]),
                xypoints[ord,],0)
    plot(xypoints[ord,],type="b")##display the path for verification
    ##save out into a new file.
    out <- file(paste(filebase,".txt",sep=""),"w")
    for(i in 1:nrow(newpoints))
      {
        cat( paste(newpoints[i,1],newpoints[i,2],
          newpoints[i,3],newpoints[i,4],
          "\n"),file=out)
      }
    close(out)
  }
> processTSPFile("testfile")
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aPPenDix B
The following figures show histograms of inefficiency scores 
across the 50 problems tested in the present experiment.
Practice PrOBLemS (Size 6)
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inefficiency hiStOGramS fOr 15 PrOBLemS Of Size 10.
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inefficiency hiStOGramS fOr 15 PrOBLemS Of Size 20
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inefficiency hiStOGramS fOr 15 PrOBLemS Of Size 30
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tours/example06-01.txt 6 0.0993 -0.2473 1 1.064 5312 24228 8868 26792
tours/example06-02.txt 6 -0.0979 0.2417 1 1.054 3602 10108 6128 12020
tours/example06-03.txt 6 -0.0518 0.0302 1 1 2547 9801 5256 12974
tours/example06-04.txt 6 0.4121 0.0969 1 1.081 4932 10235 7945 14498
tours/example06-05.txt 6 0.2454 0.2402 1 1.052 3317 10763 5540 14879
tours/tour-10-01.txt 10 0.4696 0.2607 1 1.138 2595 4628 7205 12934
tours/tour-10-02.txt 10 0.3202 -0.216 1.025 1.115 2458 7997 8169 21826
tours/tour-10-03.txt 10 0.1954 -0.2646 1.013 1.112 2272 12762 7150 20705
tours/tour-10-04.txt 10 0.3096 -0.1407 1.008 1.057 3283 9791 7946 15623
tours/tour-10-05.txt 10 0.0764 0.0753 1.017 1.1 2479 7436 8538 19138
tours/tour-10-06.txt 10 -0.0727 -0.2049 1 1.122 2291 11015 7326 16731
tours/tour-10-07.txt 10 0.6133 0.1542 1.009 1.17 2120 11804 7470 16642
tours/tour-10-08.txt 10 0.3553 0.1227 1 1.201 1850 6794 6636 11460
tours/tour-10-09.txt 10 0.2101 0.1703 1.018 1.035 2178 14411 8357 21323
tours/tour-10-10.txt 10 0.1051 0.1245 1 1.243 2405 7245 7778 14962
tours/tour-10-11.txt 10 0.0999 -0.2165 1 1.017 1642 6668 5920 12548
tours/tour-10-12.txt 10 0.6174 0.0196 1.019 1.123 2846 9266 8842 21036
tours/tour-10-13.txt 10 -0.1174 0.3167 1.005 1.074 2329 7405 6153 12504
tours/tour-10-14.txt 10 -0.0852 0.0804 1.048 1.11 3162 9063 7847 19874
tours/tour-10-15.txt 10 0.2747 0.0423 1 1.114 1785 4107 5969 9895
tours/tour-20-01.txt 20 0.5491 -0.0868 1.065 1.227 2551 10496 13120 33627
tours/tour-20-02.txt 20 0.2793 -0.1554 1.054 1.091 2279 25907 13112 43984
tours/tour-20-03.txt 20 0.3793 -0.0897 1.04 1.166 2655 20212 12267 35087
tours/tour-20-04.txt 20 0.4487 -0.2434 1.042 1.169 2192 11663 12936 33574
tours/tour-20-05.txt 20 -0.2975 -0.1889 1.043 1.148 2981 7431 14388 23585
tours/tour-20-06.txt 20 0.399 -0.1745 1.052 1.176 2827 20863 16636 33307
tours/tour-20-07.txt 20 0.3334 -0.5086 1.062 1.143 2993 4673 13700 22233
tours/tour-20-08.txt 20 0.5006 -0.157 1.066 1.198 1987 5450 11657 30277
tours/tour-20-09.txt 20 0.2105 -0.3595 1.035 1.116 2329 14184 13189 31559
tours/tour-20-10.txt 20 -0.1476 -0.1449 1.048 1.189 2254 6471 14122 26674
tours/tour-20-11.txt 20 0.4395 0.039 1.054 1.166 1698 7538 12533 29987
tours/tour-20-12.txt 20 0.4102 -0.0632 1.059 1.234 1810 7466 11904 28174
tours/tour-20-13.txt 20 0.0217 -0.0055 1.007 1.148 1970 4792 12901 25245
tours/tour-20-14.txt 20 0.2738 -0.2939 1 1.146 1783 7602 10428 22065
tours/tour-20-15.txt 20 0.1723 -0.1633 1.061 1.203 2517 6803 12673 23037
tours/tour-30-01.txt 30 0.5709 -0.2252 1.08 1.23 3753 10936 21814 43689
tours/tour-30-02.txt 30 0.6517 0.1211 1.08 1.19 2371 22225 18176 52532
tours/tour-30-03.txt 30 0.4398 -0.2764 1.03 1.12 1613 9343 17322 34494
tours/tour-30-04.txt 30 0.4428 -0.1906 1.04 1.22 2585 8221 19736 33391
tours/tour-30-05.txt 30 0.5235 -0.3443 1.06 1.16 2455 15429 20470 38297
tours/tour-30-06.txt 30 0.4103 -0.2166 1.08 1.15 2421 12521 18979 47784
tours/tour-30-07.txt 30 0.1588 -0.2492 1.06 1.12 1876 6344 18107 32402
tours/tour-30-08.txt 30 0.612 -0.0961 1.09 1.25 2413 6719 20526 40639
tours/tour-30-09.txt 30 0.3353 -0.1331 1.06 1.16 2900 9042 20250 55361
tours/tour-30-10.txt 30 0.4209 0.5647 1.04 1.18 2676 6018 19261 30222
tours/tour-30-11.txt 30 0.1855 -0.0095 1.06 1.17 2645 6503 17341 29580
tours/tour-30-12.txt 30 0.2173 0.2475 1.06 1.12 2732 12479 19029 34354
tours/tour-30-13.txt 30 0.5939 -0.0126 1.07 1.3 2134 11295 16972 30930
tours/tour-30-14.txt 30 0.4727 -0.2157 1.05 1.18 2461 8651 19241 31785
tours/tour-30-15.txt 30 0.3958 0.0625 1.07 1.16 2895 8548 19005 27542
Part-whole 
correlation
















StatiSticS fOr the 51 tSP PrOBLemS teSteD in exPeriment 2
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aPPenDix D: Overview Of PeBL tSP taSk
The PEBL TSP task was first developed as a means to assess 
the impact of heat strain on one of a number of cognitive 
abilities (Mueller et al., 2010, Experiment 1a). The test was 
developed using PEBL, a cross-platform open source pro-
gramming language designed for developing neuropsycho-
logical tests. The PEBL TSP task was first distributed with 
PEBL 0.14 (released June, 2014), and it can be found in the 
Documents\battery\tsp folder of the user’s home directory 
after PEBL has been installed. The version described here1  in-
volves minor modifications from the one released with PEBL 
0.14, but will appear in future releases of PEBL, and is avail-
able directly at https://github.com/stmueller/pebl-custom 
/tree/master/Mueller-TSP-JPS.
OPtiOnS 
A number of settings can be controlled via the PEBL launch-
er by clicking the “Edit” button next to the “Parameters” 
label. These settings are shown below, and include:
•	 targsize	(default: 25). Target radius in pixels.
•	 dointro	 (default: 1). Whether to do the intro and 
practice tests. Set to 0 to skip practice tests.
•	 xoffset	 (default: 70). Upper left x offset of problem 
field. 
•	 yoffset	 (default: 70). Upper left y offset of problem 
field. 
•	 width	 (default: 500). Width of testing field in pixels, 
not including a target-size margin.
•	 height	(default: 500). Height of testing field in pixels, 
not including a target-size margin.
•	 usefile (default: ). Use the set of problems listed in the 
specified problem.
•	 trialspersize (default: 5). If usefile is set to 0, 
select the number of standard trials per length, up to 15. 
•	 chooserandomtrials	(default: 0=no). If usefile is 
set to 0, whether to choose random trials or the first N of 
each problem size.
•	 inputlabel	 (default: click). Whether the instruc-
tions should indicate “click” or “touch,” if a touchscreen 
is being used.
•	 doflash	(default: 0=off). Should the circle “flash” when 
you click it? This is useful for touchscreen administra-
tion, where the finger covers the circle and can obscure 
feedback.
•	 dobeep	 (default: 1=on). Should a click sound play 
when clicks made? 
•	 randomstart	(default: 0=no). Should each problem 
start at a randomly-selected starting node?
teSt PrOBLem SPecificatiOn
The PEBL TSP software can be used to test many TSP layouts, 
although it does not create them on its own. The problems are 
constrained to a 500 x 500 pixel field (although this is adjust-
able in the parameters). Each problem is read from a text file 
located in tsp\tours, and uses a five-column format (each col-
umn must be separated by a space or tab character) shown in 
Figure 2. These files can be created by hand, but the locations 
should be saved in an order consistent with the shortest path 
solution. The file should be a plain text file with no column 
headers. The first two columns are ignored, but will typically 
involve the label ‘City’ and an index indicating the original 
sampled order. The next two columns indicate the x and y 
coordinates of the city. The last column is also ignored, and 
will typically be 0. For historical reasons, the paths included 
in PEBL test battery also repeat the first point at the end, but 
these are disregarded by prepending the # symbol. A sample 
data file is shown in Figure D1. Because these problems re-
quire a solution, we provide an R function that allows the save 
file of the Concorde Windows GUI2  to be transformed into 
this format. To use this function, a solved path in Concorde 
must be saved (not exported), and the resulting the file can be 
read and saved into the format used by the PEBL TSP via the 
processTSPFile() R function found in Appendix A.
OutPut
Within the TSP directory, data are saved in the data\sub-
directory, with participant-specific data saved in separate 
directories named according to the participant code entered 
into the PEBL launcher. Data are saved into five distinct 
files on each run, so for a participant ‘99,’ the files will in-
clude a click-by-click logfile (“battery\tsp\data\99\tsp-99 
.csv”), a problem-by-problem summary (“battery\tsp\data\99 
\tsp-summary-99.csv”), an overall report file (“battery\tsp 
\data\99\tsp-report.txt”), a simple log file recording start and 
Figure D1. 
Sample data file used by the PEBL TSP software. Only columns 
3 and 4 are used, and the final repeated row is ignored because 
of the # symbol. The order of the cities in the file will be used as 
the comparison path, even if it is not the shortest.
----------------------------
City  0  146  356  0
City  4  381  507  0
City  3  383  379  0
City  5  479  201  0
City  1  497  59  0
City  2  259  246  0
#City 0  146  356  0
----------------------------
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end time for each run (“battery\tsp\data\tsp-log.txt”), and a 
pooled data file that records one line per participant (“data 
\tsp-pooled.csv”).
A sample of the click-by-click logfile (tsp-99.csv) is shown 
below. 
Here, properties of each click are recorded. The first several 
columns record participant code, trial, problem file, and prob-
lem type, after which the next column indexes the serial order 
of the click on each trial (counting up from 0 indicating the first 
given point). The columns targx and targy record the center of 
each clicked target, and the columns clickX and clickY record 
the exact screen coordinates of the mouse click. These may not 
be at the exact center, and are offset slightly (70 pixels each by 
default) because the target field has a user-controlled gutter 
based on the xoffset and yoffset control parameters. The next 
column (pointid) indexes the selected item in order of the opti-
mal route. Thus, for a six-city problem, an optimal solution will 
have values that are either 1-2-3-4-5-6 or 1-6-5-4-3-2. If the ran-
domstart control parameter is non-zero, the pointid values will 
differ in their absolute values from how they appeared in the 
problem file (although they will be in the same relative order). 












where the chosen city appears. The time column indicates the 
time elapsed in ms since the test began (not the particular prob-
lem), and the rt column indicates the time since the last click 
was made or, for the first response, since the problem began. Be-
cause the first point is given and automatically connected once 
the next-to-last point is selected, it is never actually clicked on. 
Consequently, it appears at the beginning of each trial, and 
we record 0,0 for the clicked x/y coordinates, and we record 
a response time of 0. No record is made for the implicit final-
city return line that is plotted on the screen.
More useful is the trial-by-trial summary (e.g., data\99 
\tsp-sum-99.csv):
Here, each row summarizes performance on a specific test. 
Important dependent measures include the time at which the 
first click was made (which may potentially indicate “plan-
ning” time), the completion time, the obtained path length, 
the optimal path length, and an inefficiency score (obtained 
path length/optimal path length). 
In addition, a report file is saved (e.g., data\99\tsp 
-report-99.txt), summarizing performance over problem size 
(shown below). This same table is shown to the participant at 
the end of the experiment, and a sample is shown at the top 
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Finally, a pooled data file is saved (data\tsp-pooled.csv) that 
records summary data in a single row per participant. The file 
is saved without a header, and each row begins with the par-
ticipant code, a time-stamp, and a time value indicating the 
number of milliseconds the entire test took. For example:
23,Wed	Aug	20	01:20:19	2014,318987,
99,Wed	Aug	20	16:52:40	2014,387523,
After these columns, the table in the report file is saved 
row-wise. This involves five columns each for each problem 
size used. The number of columns saved will depend on the 
particular test sizes used. For the standard 6-10-20-30 prob-
lem sizes the remaining columns will look like the following:
Together, the different files enable either detailed analysis 
of individual solution, summaries over each participants, or 
easy summaries across a population.
nOteS
1 The version described here can be downloaded at https://
sourceforge.net/projects/pebl/files/special/tsp.zip. 
This archive can be unzipped into the pebl-exp.0.14 
\battery folder to replace the existing tsp\folder.
2 Available at http://www.math.uwaterloo.ca/tsp/concorde 
/downloads/downloads.htm
----------------------------------- 
PEBL TSP Task 
http://pebl.sf.net 
Using PEBL Version: PEBL Version 0.14 
Wed Aug 20 01:20:19 2014 
Participant code: 99
----------------------------------- 
        Your Performance  
Condition Trials Time (s) Effic. # Perfect 
----------------------------------------------- 
6    5    4.1596  1.00205 4    
10    5    7.2976  1.00769 2    
20    5    17.0638 1.0543  1    
30    5    27.0496 1.0927  0    
-----------------------------------------------
6,5,4.1596,1.00205,4,10,5,7.2976,1.00769,2,20,5,17.0638,1.0543,1,30,5,27.0496,1.0927,0	
6,5,4.6242,1,5,10,5,14.0316,1.0109,2,20,5,18.9764,1.20484,2,30,5,26.7264,1.09872,0	
