Abstract. We prove that analytic functions in the little Bloch space assume every value as a radial limit on a set of Hausdorff dimension one, unless they have radial limits on a set of positive measure. The analogue for inner functions in the little Bloch space is also proven, and characterizations of various classes of Bloch functions in terms of their level sets are given.
Introduction and results
In [R2] we considered the boundary behaviour of Bloch functions, i.e. functions f , analytic in the unit disk D, for which
The space of all Bloch functions is denoted by B. We introduced the classB of Bloch functions, normalized by f (0) = 0 and ||f || B = 1, that have radial limits only on a set of zero measure, i.e. the set of points ζ ∈ T for which the limit
exists is of (length) measure zero. An example of a function f ∈B is f (z) = c n≥1 z 2 n with a suitable c; see [P, Chapter 8] .
In the present paper we mainly consider Bloch functions f for which (1.1) lim
(1 − |z| 2 )|f (z)| = 0.
These functions form the "little Bloch space", usually denoted by B 0 . See [A-C-P] for further information. LetB 0 = B 0 ∩B be the class of normalized functions in B 0 that have radial limits almost nowhere. An example is f (z) = c n≥1
n with appropriate c; see again [P] . Our first result shows that the boundary behaviour of functions inB 0 is rather pathological. For a set E ⊂ T we denote by dim E its Hausdorff dimension.
A function f , analytic in the unit disk, is an inner function if |f (z)| < 1 in D and if the radial limits f (ζ) satisfy |f(ζ)| = 1 for almost every ζ ∈ T. The singular set S(f ) of an inner function f is the set of accumulation points of the zeros of f , together with the support of the singular measure on T appearing in the canonical factorization [G, Chapter 2.5] .
Theorem 1.4. Let f ∈ B 0 be an inner function which is not a finite Blaschke product. For y ∈ D, consider
E y = {ζ ∈ T : f (ζ) = y}.
Then dim E y = 1.
See [B] for a characterization of inner functions in B 0 . Hungerford [H] has established a conjecture of Wolff, proving that the singular set of inner functions in B 0 has dimension 1. Since E y ⊂ S(f ) for any y ∈ D, Theorem 1.4 is an improvement of this result. Furthermore, Corollary 1.2 is a simple consequence of Theorem 1.4; see section 3.
In section 2 we will discuss level sets of Bloch functions and modify some results from [R2] to functions in B 0 . Theorems 1.1, 1.4 and Corollary 1.3 are proven in section 3. Section 4 is independent from section 3. There we will give various characterizations of subclasses of B in terms of level sets (Theorem 4.1), in the spirit of the work of Stegenga and Stephenson [S-S] .
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Level Sets
Let f be a Bloch function with ||f || B = 1, z 0 ∈ D, a > 0 and consider the component (level set
, a)| < 1/2 (and thus the same is true for z 0 = 0 if we replace length by harmonic measure). This easily follows from [P, Theorem 4.2] and is contained in the proof of Lemma 2.1 in [R2] . We modify the simply connected domain Ω a to a new simply connected domain G a = G a (f, z 0 ) by replacing the components of ∂Ω a ∩ D by circular arcs that intersect T in a fixed angle. To be more precise, let B n be the circular arc in D that intersects T at the endpoints of I n under the angle β, where 0 < β < π/2 is fixed. Let G a be the component of D\ B n containing z 0 . We will use the notation z n , z(B n ), z(I n ) for the midpoint of B n . The following statement is [R2, Lemma 2.1] (there we made the assumption f ∈B, but the proof does not need this).
. There are constants K 1 and K 2 , depending only on β, so that for the arcs I n and B n described above we have
and
Thus Ω a−K1 ⊂ G a ⊂ Ω a+K1 and one could think of the domains G a themselves as level sets of f .
The next lemma is a modification of [R2, Theorem 2.2] . The only difference is that we relax the condition f ∈B.
For points w ∈ C \ {0} denote by p(w) the projection of w onto T, 
The constants a 0 (.) and c(.) do not depend on f .
Proof. As in the proof of Lemma 2.3 in [R2] we consider the conformal map φ :
Then |h(z)| ≤ 1 by (2.3). The assumptions on f and E imply that |∂G a ∩(T\E)| = 0, so that by (2.2)
for almost every ζ ∈ T \ φ −1 (E). The proof of Lemma 2.3 in [R2] shows that
as a → ∞, where the o(1) does not depend on f . Observing that |φ −1 (E) ∩ T| ≤ c(|E|), the rest of the proof is as the proof of Theorem 2.2 in [R2] .
The next lemma is crucial in the proofs of Theorems 1.1 and 1.4. For a function f ∈ B 0 we set
For a real number 0 < r < 1 we denote by ρ(r) the midpoint of the arc [0, r] ⊂ D in the hyperbolic metric; hence 0 < ρ(r) < r and ρ(r) → 1 as r → 1. Given an angle 0 < β ≤ π/2 and a point z ∈ D \ {0}, there is a unique arc I ⊂ T so that z is the midpoint of the circular arc B through the endpoints of I, intersecting T in the angle β. We denote this arc by I(z). For points z, w ∈ D we denote by z, w the noneuclidean line segment between z and w.
and assume that
if f is inner (if f ∈B 0 we need no further assumption). Then there are universal constants 0 < c < 1, C > 1 and β so that the following holds.
Proof. Consider the Möbius transformation
Reflection and a normal families argument shows that
If we write x = T −1 (φ(z)), the chain rule gives
The last inequality follows from the definition of µ and the fact that |x| ≥ ρ(|ζ 0 |)
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for a.e. ζ / ∈ E if f is inner. In both cases, we can apply Lemma 2.2 to w = (w − f (ζ 0 ))/µ(ρ(ζ 0 )), A = p({z : |z − w | ≤ a/4}) and the above h, E and a. Assuming that 1 − |ζ 0 | is small enough, it follows that the right hand side of (2.5) is positive. We obtain points z j and a set J of indices. Then |h(z j ) − w | ≤ a/2, and setting ζ j = T −1 (φ(z j )) for j ∈ J, (I) follows at once. Furthermore (II), (III) and (V) follow easily from Lemma 2.2 and (2.7), if the angle β in Lemma 2.3 is chosen somewhat larger than the β in Lemma 2.2. Finally, (IV) follows from Pommerenke's estimate [P, Theorem 4.2] .
Remark. If f ∈ B 0 , I ⊂ T is an arc, and f has finite radial limits almost nowhere on I, then the proof of Lemma 2.3 still works, provided ζ 0 is near I (i.e. the harmonic measure of I at ζ 0 is close to one). This is clear because (in the notation above) we can choose ε so that E ⊃ φ −1 (T (I)).
Proofs
As in [R2] we will use the following lower bound for Hausdorff dimension due to Hungerford [H] and Makarov [M2] ; see also [P, Chapter 10] .
Proof of Theorem 1.1. Choose a sequence γ n = γ(t n ) of points on γ such that t n increases to 1 and max tn≤t≤tn+1 |γ(t) − γ n | decreases to zero. We may assume that γ n+1 = γ n for all n, otherwise replace γ n by γ n + ε n for some sequence ε n → 0. 
n . By a branch we mean a sequence z (k) n k of these points with the property I (k+1)
The construction will be made so that (a) there is a sequence a k → ∞ such that (3.1) holds with a replaced by a k , (b) for some universal constant b, (3.2) holds for all n and k, (c) there is a sequence δ k → 0 such that
n . We will then show that k≥0 n I (k) n has the desired properties. We start the inductive construction with some arc I (0) 0 ⊂ T for which |z
where c and C are as in Lemma 2.3. Having constructed all points z
n , and set µ = µ(ρ(|ζ 0 |)) and
In any case we have |f (ζ 0 ) − w| = α. An application of Lemma 2.3 yields points ζ j = ζ j (z (k) n ) ∈ D with various properties. We define the points z (k+1) m (m = 1, 2, 3, ...) to be an enumeration of the points ζ j (z (k) n ) (n, j = 1, 2, 3, ...). This just means that the (k + 1)-st level of the tree is given by the "children" of the points of level k in the tree.
This finishes the construction. To verify (a)-(d), note that our construction implies
as k → ∞, uniformly in n. In fact, (3.5) and (V) of Lemma 2.3 imply 1 − |z
n |))}; it follows that µ k → 0 as k → ∞. Thus (a) follows from (V) and (b) follows from (III) in Lemma 2.3.
To see (c), again fix ζ 0 = z (k) n and consider one of its children z
We see that the inductively defined sequence
Finally, (d) follows from (3.6), (IV) of Lemma 2.3 and (c), if we set
As we can choose k 0 arbitrarily large, (a), (b) and Lemma 3.1 show that dim E = 1.
We want to show that E γ = E satisfies (1.2). Take a point ζ ∈ E. Then there is a branch z
lies within a bounded hyperbolic distance of the radius [0, ζ) (the bound depends only on β, which is fixed). Parametrize this polygon by σ(t), t 0 ≤ t < 1, so that |σ(t)| = t. Then |f(tζ)−f (σ(t))| → 0 as t → 1 since f ∈ B 0 . On the other hand, (c) and (d) imply that γ can be reparametrized (call thisγ) so that |f(σ(t))−γ(t)| → 0 as t → 1. Thus (1.2) holds and the theorem is proven.
Remark. The above proof works as soon as we can apply Lemma 2.3. Together with the remark after Lemma 2.3 we thus obtain the slightly stronger version of Theorem 1.1, mentioned in the remark after Theorem 1.1.
Proof of Corollary 1.3. Let φ : D → Int(C) be conformal and set f = log φ . As C is asymptotically conformal, f ∈ B 0 . It is standard that the set R ⊂ T, where f has finite radial limits is of measure zero: The angular derivative of φ exists on R so that C has tangents at φ(ζ) for all ζ ∈ R by [P, Theorem 5.5] . By the McMillan sector theorem (see [P, Theorem 6 .24]) |R| = 0. Let e ix ∈ R. Then the direction (angle) t of the tangent at φ(e ix ) is t = arg φ (e ix ) + x + π/2 = Im(f(e ix )) + x + π/2. We would like to apply Corollary 1.2 to f (z) + log z. As this function is not analytic in D, we consider the domain D = {z ∈ D : Im(z) > 1/2}, a conformal map ψ : D → D and the function g(z) = f(ψ(z))+log(ψ(z))+iπ/2, which is analytic in D. The chain rule shows that g ∈ B 0 , and it is clear that g has almost no radial limits on the arc A = ψ −1 (T). Fix t ∈ [0, 2π]. By the remark after Corollary 1.2 there is a set E ⊂ A so that g has the radial limit g(ζ) = it for all ζ ∈ E, and dim E = 1. Therefore f (e ix ) + ix + iπ/2 = it at e ix = ψ(ζ) and it follows that C has a tangent of direction t at φ(ψ(ζ)). It remains to note that dim φ(ψ(E)) ≥ 1 (and hence = 1 since C is asymptotically conformal) by a result of Makarov [M1] , [P, Chapter 10] .
Proof of Theorem 1.4. We may assume that f is an infinite Blaschke product and that |y| ≤ 1/8. To see this, consider the automorphisms T α (z) = (z − α)/(1 − αz) of D and the inner functions f α = T α • f ∈ B 0 . By a theorem of Frostman (see [G, Theorem 6 .4]), f α is a Blaschke product for a dense set of values of α. Choose α so that |T α (y)| ≤ 1/8.
As in the proof of Theorem 1.1, we will construct arcs I (k) n (or rather the corresponding points z (k) n ), having the properties (a), (b) and (d) above and instead of (c) (c') there is a sequence δ k → 0 as k → ∞ such that |f (z (k) n ) − y| ≤ δ k . These properties easily imply Theorem 1.4 (see the proof of Theorem 1.1). Fix a number
where K 1 and C are from Lemma 2.3. The inductive construction will be made so that the z
n have the additional property
We start the construction with some point z
This is the only place where we take advantage of the assumption that f is not a finite Blaschke product. Then (c') is satified for k = 0 with δ 0 = 1/8.
Given a point ζ 0 = z
By the induction hypothesis (3.8), the condition (2.6) is satisfied. As µ < µ 0 ≤ 1/C 2 we have α > Cµ, so that an application of Lemma 2.3 yields the desired points ζ j .
Note that |ζ j | > |ζ 0 | by (II) in Lemma 2.3, so that µ(ρ(|ζ j |)) < µ 0 , i.e. the first inequality of (3.8) holds for k + 1. By (I) in Lemma 2.3, if α = √ µ we have
otherwise. In both cases, using (3.8) and µ 0 ≤ 1/400 we see that |f (ζ j )| < 1/4 and have thus verified (3.8) for k + 1. Again we see from (V) in Lemma 2.3 and the assumption on µ 0 that
n | → 1 as k → ∞, uniformly in n, so that (a), (b) and (d) follow from (II), (III) and (IV) in Lemma 2.3. With µ k = sup n {µ(ρ(|z (k) n |))}, the inductively defined sequence
fulfills (c') by (3.9) and (3.10). The proof is finished.
Remark. Corollary 1.2 also follows from Theorem 1.4: In [C-C-P2] inner functions in B 0 were constructed by composing functions f ∈B 0 with a conformal map
• φ is inner and in B 0 ). If a is large enough, h will not be a finite Blaschke product. Now Theorem 1.4 implies that f •φ assumes every w ∈ C with |w| < a as a radial limit on a set of dimension 1. Since φ preserves dimension 1 (on T), the corollary follows.
Characterizations of Bloch functions
We now turn to characterizations ofB, B 0 , BMOA, VMOA and a further subclass of B in terms of the level sets. We need some notation.
For f ∈ B, z ∈ D and a > 0 let
be the harmonic measure in D of T \ I n (f, z, a) (see (2.1)). This is similar to the quantity ω a (r) of [S-S], but there harmonic measure was with respect to Ω a instead of D. (Also our notation differs from [S-S] in that our a corresponds to their r, whereas our z corresponds to their a.) We will use the notationω a (z) = ω Ωa (z, T); hence ω a ≥ω a by the maximum principle. Let
be the "size" of the largest component
The classesB and B 0 were mentioned in the first chapter. BMOA and VMOA are defined as usual, see [G, Chapter VI] or [P, Chapter 7] . We denote the BMO-norm of f by ||f || * .
Additionally we consider the class J of Bloch functions f with the following property: There is a constant ε > 0 so that in every disk D ⊂ D of hyperbolic radius 1 there is a point z with
These functions have been considered by Jones [J] . Let g be a conformal mapping of D onto a quasidisk G and set f = log g . Then f ∈ J if and only if Γ = ∂G has the following geometric property ( [J] ; see also [M2] 
here (w 1 , w 2 ) stands for the smaller subarc of Γ between w 1 and w 2 . In the following theorem, (b) is essentially due to Stegenga and Stephenson [S-S] , and (c) and (d) are similar to their descriptions of B 0 and VMOA. By assumption, for every a > 0 and ε > 0 there is δ > 0 so that
Together with (4.5) this easily implies 1 |I(z)| I(z) |f (x) − f (z)||dx| → 0 as |z| → 1.
We have shown f ∈ VMOA. Conversely, let f ∈ VMOA. Fix ζ 0 ∈ D and define T , φ and g = f • T • φ as in the proof of Lemma 2.3. It is not hard to show that g is in BMOA with ||g|| * → 0 as |ζ 0 | → 1. Now (4.4) easily implies ω a (z) → 1 as |z| → 1 for all a > 0.
(e) Let f ∈ J . As everything is Möbius invariant, all we have to show is l a (0) > c for some constants a and c depending only on the constant ε of (4.2). The computation in [J, section 4, Lemma 3] 
for 1/2 ≤ r < 1 and some universal C. We conclude that for all a > e/2 and some r = r(a, ε) (not depending on f )
As G a−K1 ⊂ Ω a by Lemma 2.1, we also have
This shows that l a−K1 (0) ≥ c(1 − r) (where c depends only on β and is thus fixed.)
To show the converse, set β = π/2 and fix z 0 ∈ G. Form the domain G a = G a (f, z 0 ) and note that |f (z)| ≥ a − eπ/4 > 0 on ∂G a ∩ T, since the constant K 1 in Lemma 2.1 is eπ/4 for β = π/2 by [P, Theorem 4.2] . As l a (z 0 ) > c, the hyperbolic distance of ∂G a to z 0 is bounded above by some constant r (depending only on c and a). Thus sup ρ(z,z0)<r (1 − |z| 2 )|f (z)| is bounded away from 0, and it is easy to see that this implies the theorem.
As an application of (e), we mention the following: The class of quasicircles satisfying (4.3) is invariant under bilipschitz maps of the plane. This answers a question of M. Vuorinen (oral communication) (see [V-V-W] for related results). We will sketch an argument that mimics the proof of Bishop and Jones [B-J] that the class of simply connected domains G with log g ∈ BM OA (g is the conformal map of D to G) is bilipschitz invariant; see also [A-Z] .
First, it is clear that the class C of quasicircles described below is bilipschitz invariant: Say that Γ ∈ C if for every C > 1 there is ε > 0 so that the following holds for all points a, b ∈ Γ and every curve γ ⊂ G = Int(Γ) with endpoints a and b: If length(γ) ≤ C|a−b|, then there is a componentγ of γ∩G with length(γ) ≥ ε|a−b|. Roughly speaking, Γ ∈ C if no subarc of Γ can be approximated well by a rectifiable curve in G.
Next, observe that C is just the class of curves satisfying (4.3). A normal families argument shows that (4.3) implies membership in C. Conversely, if Γ ∈ C, consider a conformal map g : D → G and set f = log g . If Γ does not satisfy (4.3), then f / ∈ J , as mentioned above. Then (e) of Theorem 4.1 shows that there is a > eπ/4 and a sequence z n in D so that l a (z n ) → 0 as n → ∞. With β = π/2, consider the domain G a = G a (f, z n ) and the arc I(z n ) ⊂ T. Let σ n be the largest subarc of ∂G a that has both endpoints on I n and satisfies σ n ∩ T ⊂ I n . As exp(−eπ/4) ≤ |f (z)/f (z n )| ≤ exp(eπ/4) on ∂G a , integration of |f | and standard estimates show that the curves γ n = f (σ n ) satisfy length(γ n ) ≤ K(1 − |z n |)|f (z n )| ≤ K |a n − b n |, where a n and b n are the endpoints of γ n . But every componentγ n of γ n ∩ G corresponds to a (circular) arc on ∂G a . As l a (z n ) → 0 we obtain length(γ n ) = o(length(γ n )) as n → ∞, contradicting Γ ∈ C.
