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UNIFORM DIMENSION RESULTS FOR A FAMILY OF MARKOV
PROCESSES
XIAOBIN SUN, YIMIN XIAO, LIHU XU, AND JIANLIANG ZHAI
Abstract. In this paper we prove uniform Hausdorff and packing dimension results
for the images of a large family of Markov processes. The main tools are the two
covering principles in [59]. As applications, uniform Hausdorff and packing dimension
results for self-similar Markov processes, certain classes of Le´vy processes, stable jump
diffusions and non-symmetric stable-type processes are obtained.
1. Preliminaries
Fractal properties of Brownian motion and more general Le´vy processes have been
studied extensively. We refer to the recent books of Mo¨rters and Peres [45], Schilling
and Partzsch [53], Bo¨ttcher, Schilling and Wang [8], the survey papers [55, 59], and more
recent articles [28, 31, 37] for further information.
Let X = {X(t), t ∈ R+} be a stable Le´vy process in Rd of index α (0 < α ≤ 2).
For any Borel set E ⊆ R+ = [0,∞), Blumenthal and Getoor [7] obtained the Hausdorff
dimension of the image set X(E), namely,
(1.1) dim
H
X(E) = min
{
d, α dim
H
E
}
a.s.,
where dim
H
denotes Hausdorff dimension; see Falconer [13], or [45, 55, 59] for the defi-
nitions and properties of Hausdorff measure and Hausdorff dimension.
Result (1.1) has been extended and strengthened in various directions by many au-
thors; see [55, 59] and the references therein for a historical account and information on
development on (mostly) Le´vy processes. In particular, Hawkes and Pruitt [18, Theorem
4.1] established a uniform version of (1.1): If X is a strictly stable Le´vy process of index
α in Rd and d ≥ α, then there exists a single null probability event outside of which
(1.1) holds simultaneously for all Borel sets E ⊆ R+. The first such uniform dimension
result was due to Kaufman [24] for planar Brownian motion (i.e., α = 2 and d = 2). A
short and easily accessible redaction of Kaufman’s original argument can be found in
[53]. Such uniform dimension results are useful in many situations because it allows E
to be a random set (cf. [4, 45] for some applications). Perkins and Taylor [47] further
proved uniform Hausdorff and packing measure results for strictly stable Le´vy processes.
As a consequence, they proved a packing dimension analogue of [18, Theorem 4.1]: If X
is a strictly stable Le´vy process of index α in Rd and d ≥ α, then with probability 1,
(1.2) dimPX(E) = αdimPE for all Borel sets E ⊆ R+,
where dim
P
denotes packing dimension (cf. e.g., [13, 45, 55, 59]). Note that, a strictly
α-stable Le´vy process is self-similar with index H = 1/α, and is an important represen-
tative among self-similar processes and random fractals.
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In recent years, there has been increasing interest in constructing and studying more
general Markov processes related to Le´vy processes. A large class of Markov processes are
generated by pseudo-differential operators [8, 20, 21, 54], their corresponding transition
probabilities and heat kernel estimates have been studied in, for example, [38, 40, 41, 46].
Also, we refer to [3] for the martingale problem of pure jump Markov processes, [9, 10,
11] for stable-like processes related to Dirichlet forms and their heat kernel estimates.
Many natural questions regarding sample path and fractal properties arise for such
Markov processes. Xiao [59] gives a comprehensive survey on fractal properties of Le´vy
or more general Markov processes before 2004. A lot of progress has been made since
then. See, for example, [26, 27, 28, 29, 30, 31] for various results on Le´vy processes,
[9, 10, 61] for Hausdorff dimension of the range or graph of stable-like processes, [37, 36]
for results on Hausdorff dimensions of the image, level and collision sets of a class of
Feller process generated by a pseudo-differential operator. However, many interesting
problems described [59] are still open.
The main purpose of this paper is to provide a general method for establishing uniform
Hausdorff and packing dimension results for more general Markov processes. In partic-
ular, we extend the methods of Hawkes [16] and Hawkes and Pruitt [18] for stable Le´vy
processes (see also Pruitt [48]) to a large family of Markov processes including more gen-
eral Le´vy processes, the stable-like processes or stable jump diffusions in [10, 11, 38, 46].
The key technical tools are the covering principles in Section 2, which improve Lemmas
8.1 and 8.2 in Xiao [59]. We apply them to show the main result of this paper, Theorem
3.3, in Section 3. In Section 4, we apply Theorem 3.3 to Le´vy processes and stable-
type processes. We mention that Benjamini, Chen and Rohde [4] studied the normally
reflected Brownian motion (RBM) in a class of non-smooth domains and proved their
uniform Hausdorff dimension result by using the uniform Ho¨lder continuity of RBM,
the aforementioned Kaufman’s theorem for Brownian motion and a subordination argu-
ment. Moreover, they indicated in Remark 3.10 in [4] that similar result still holds for
the stable-like processes in [10] by using the covering principle in Xiao [59]. The scope
of the present paper is a lot broader, and we expect that the main result of this paper
will also be useful for studying fractal sets related to intersections and multiple points
of Markov processes.
In the rest of this paper, we assume thatX = {X(t), t ∈ R+,Px} is a time-homogeneous
Markov process with state space Rd, defined on some probability space (Ω,F ,P), and
satisfies the strong Markov property. We assume that X is separable and its sample
paths are almost surely right continuous and have left limit at every t ∈ R+ (such a
sample function will be called cadlag).
An unspecified positive and finite constant will be denoted by C, which may be
different in each appearance. More specific constants are numbered by K1,K2, . . . and
C1, C2, . . . .
2. The covering principles
In the review article [59, Lemmas 8.1 and 8.2], Xiao stated without proof two covering
principles that extend respectively Lemma 3.1 in [18] and Lemma 3 in [16] for Le´vy
processes (see also Lemmas 1 and 2 in [48]), and suggested that they are useful for
proving uniform Hausdorff and packing dimension results for the images of a general
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Markov process. In this section, we weaken the conditions of Lemmas 8.1 and 8.2 in [59]
and provide proofs.
The following lemma is useful for proving upper bounds for the Hausdorff and packing
dimensions of the image of a Markov process. Its proof is a modification of that of Lemma
3.1 in [18], and we provide it for the sake of completeness. Moreover, in Proposition 3.1
below, we will provide a convenient way to verify condition (2.1).
Lemma 2.1. Let X = {X(t), t ∈ R+,Px} be a time homogenous strong Markov process
in Rd. Let {tn, n ≥ 1} be a sequence of positive real numbers such that
∑∞
n=1 t
p
n < ∞
for some p > 0, and let Cn be a class of Nn intervals in R+ of length tn with logNn =
O(1)| log tn|. If there is a sequence {θn} of positive numbers such that for all x ∈ Rd,
P
x
{
sup
0≤s≤tn
|X(s)− x| ≥ θn
}
≤ K1tδn,(2.1)
where K1 and δ are some positive constants, then there exists a positive integer K2,
depending on p and δ only, such that, with Px-probability one, for n large enough, X(I)
can be covered by K2 balls of radius θn whenever I ∈ Cn.
Proof. Let I ∈ Cn and write it as I = [a, a+ tn]. Let τ0 = a and, for all j ≥ 1, define
τj = inf{s > τj−1 : |Xs −Xτj−1 | > θn},
with the convention inf ∅ =∞. It is easy to see
(2.2) {X(I, ω) cannot be covered by k balls of radius θn} ⊆ {τk − τ0 ≤ tn}.
Moreover, by the strong Markov property and (2.1),
P
x{τk − τ0 ≤ tn} ≤ Ex
{
E
x
[
1{τk−τk−1≤tn}1{τk−1−τ0≤tn}|Fτk−1
]}
= Ex
{
E
x
[
1{τk−τk−1≤tn}|Fτk−1
]
1{τk−1−τ0≤tn}
}
≤ sup
y∈Rd
P
y
{
sup
0≤s≤tn
|X(s) − y| ≥ θn
}
E
x
{
1{τk−1−τ0≤tn}
}
≤ K1tδnPx{τk−1 − τ0 ≤ tn}.
Using the above argument recursively, we obtain that for all n ≥ 1,
(2.3) Px{τk − τ0 ≤ tn} ≤ Kk1 tkδn .
Define events
Akn :=
{∃ I ∈ Cn such that X(I, ω) cannot be covered by k balls of radius θn}.
Since logNn = O(1)| log tn|, i.e., there exist positive constant C, such that Nn ≤ Ct−Cn ,
as k is large enough (say, δk − C ≥ p), we obtain from (2.3) that
∞∑
n=1
P
x(Akn) ≤
∞∑
n=1
NnK
k
1 t
kδ
n
≤ CKk1
∞∑
n=1
t−C+δkn ≤ CKk1
∞∑
n=1
tpn <∞.
Hence, the Borel-Cantelli lemma yields the desired result. The proof is complete. 
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For obtaining lower bounds for the Hausdorff and packing dimensions of the image of
a Markov process, one can apply the following lemma. Observe that the condition (2.4)
is significantly weaker than (8.7) in Lemma 8.2 in [59] (which is usually satisfied only if
X is transient) and is easier to verify (see (3.15) below).
Lemma 2.2. Let X = {X(t), t ∈ R+,Px} be a time homogenous strong Markov process
in Rd. Let {rn, n ≥ 1} be a sequence of positive numbers with
∑∞
n=1 r
p
n < ∞ for some
p > 0, and let Dn be a class of Nn balls (or cubes) of diameter rn in Rd with logNn =
O(1)| log rn|. If, for every constant T > 0, there exists a sequence {tn} of positive
numbers and constants K3 and δ > 0 such that
P
x
{
inf
tn≤s≤T
|X(s)− x| ≤ rn
}
≤ K3rδn, ∀x ∈ Rd,(2.4)
then there exists a constant K4, depending on p and δ only, such that, with P
x-probability
one, for n large enough, X−1(B)∩ [0, T ] can be covered by at most K4 intervals of length
tn, whenever B ∈ Dn.
Proof. Let B ∈ Dn and assume B = B(z, rn2 ) for some z ∈ Rd since the diameter of B is
rn. Let τ0 = 0 and, for any k ≥ 1, define
τk = inf
{
t ≥ τk−1 + tn, |Xt − z| ≤ rn
2
}
,
with the convention inf ∅ =∞. It is easy to see{
t : Xt ∈ B
} ⊆ ∞⋃
i=0
[τi, τi + tn),
which implies{
τk > T
} ⊆ {X−1(B,ω) ∩ [0, T ] can be covered by k intervals of length tn}.
Hence{
X−1(B,ω) ∩ [0, T ] cannot be covered by k intervals of length tn
} ⊆ {τk ≤ T}.
By the strong Markov property, (2.4) and the fact that X(τk−1) ∈ B as τk−1 ≤ T , we
obtain
P
x{τk ≤ T} ≤ Px{τk ≤ T |τk−1 ≤ T}Px{τk−1 ≤ T}
≤ sup
y∈B
P
y
{
inf
tn≤s≤T
|X(s)− z| ≤ rn
2
}
P
x{τk−1 ≤ T}
= sup
y∈B
P
y
{
inf
tn≤s<T
|X(s)− y + y − z| ≤ rn
2
}
P
x{τk−1 ≤ T}
≤ sup
y∈B
P
y
{
inf
tn≤s≤T
|X(s)− y| ≤ rn
}
P
x{τk−1 ≤ T}
≤ K3rδnPx{τk−1 ≤ T}.
By iterating the above argument, we obtain
P
x{τk ≤ T} ≤ Kk3 rkδn .
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Define the events
Akn :=
{
ω ∈ Ω :∃B ∈ Dn s.t. X−1(B,ω) ∩ [0, T ] cannot be covered by
k intervals of length tn
}
.
Since logNn = O(1)| log rn|, i.e., there exists a positive constant C such that Nn ≤ r−Cn
for all integers n, we see that for k large enough (say, δk − C ≥ p),
∞∑
n=1
P
x(Akn) ≤
∞∑
n=1
NnK
k
3 r
kδ
n ≤ Kk3
∞∑
n=1
r−C+δkn ≤ Kk3
∞∑
n=1
rpn <∞.
Hence, the conclusion of Lemma 2.2 follows from the Borel-Cantelli lemma. 
3. Main result
The objective of this section is to establish uniform Hausdorff and packing dimension
results for the images of a time homogeneous Markov process X = {X(t), t ≥ 0,Px}
with values in Rd. For any Borel set A in Rd, denote by P (t, x,A) := Px(Xt ∈ A) the
transition probability of X. We state the following assumptions, where (A1) will be used
for deriving uniform upper bounds, and (A2) or (A3) for uniform lower bounds.
(A1) There is a constant H > 0 such that for any γ ∈ (0,H), there exist constants
C > 0, η > 0 and t0 ∈ (0, 1) such that for all x ∈ Rd and 0 < t ≤ t0,
(3.1) Px
{
sup
0≤s≤t
|X(s)− x| ≥ tγ
}
≤ Ctη.
(A2) There is a sequence of vectors of non-negative numbers J = {(εn, ζn), n ≥ 1}
such that εn → 0 and ζn → 0 as n→∞, and has the following property (for simplicity
of notation, we omit the subscript n): For any (ε, ζ) ∈ J and constant T > 0, there
exist positive constants C1, C2, and r0 ≤ 1 such that for all 0 < r ≤ r0, x, y ∈ Rd with
|y − x| ≤ r, and all 0 < t ≤ T ,
(3.2) P (t, y,B(x, r)) ≥ C1min
{
1,
( r
tH−ζ
)d+ε}
;
and
(3.3) P (t, x,B(x, r)) ≤ C2min
{
1,
( r
tH+ζ
)d−ε}
.
(A3) We strengthen (A2) by further assuming that (3.3) holds for all t > 0.
Condition (A2) is quite general due to the flexibility in choosing arbitrarily small
constants ε and ζ, in order for (3.2) and (3.3) to hold. This condition can be satisfied by
a large class of Markov processes such as those with a bounded transition density and
an approximate scaling property; see Section 4 for some interesting examples. (A3) is
slightly stronger than (A2), which is needed for our subordination argument in proving
Theorem 3.3 below in the critical case of 1 = Hd.
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Condition (A1) is less obvious. In the following, we give a sufficient condition for it
to hold. For any h ≥ 0 and a > 0, similar to Manstavicˇius [44], we consider the function
(3.4) α(h, a) = sup
{
P
(
s, x,B(x, a)c
)
: x ∈ Rd, 0 ≤ s ≤ h
}
,
where B(x, a)c = {y ∈ Rd : |y − x| ≥ a}. The function h 7→ α(h, a) carries a lot of
information about regularity properties of the sample paths of the Markov process X.
For example, Kinney [32] showed that if for each fixed a > 0, α(h, a) → 0 as h → 0
then the sample function X(t) is almost surely cadlag; and if α(h, a) = o(h) as h → 0
for every fixed a > 0 then the sample function X(t) is almost surely continuous. See
Manstavicˇius [44] and the references therein for further information.
For a given constant H > 0, a Markov process X is said to belong to the class M˜(H)
if there exist positive and finite constants C, β, h0 and a0, depending on d and H only,
such that the following property holds: For all h ∈ (0, h0) and a ∈ (0, a0) such that
ha−1/H < 1, we have
(3.5) α(h, a) ≤ C
(
h
a1/H
)β
.
Condition (3.5) is the same as (1.1) in Manstavicˇius [44] for the class M(β, γ) with
γ = β/H. We mention that [54, Corollary 5.10] proved that the solution of certain SDE
driven by a Le´vy process belongs to the class M(1, γ) of Manstavicˇius [44] for suitable
choice of γ, thus derived a result on the γ-variation of the solution.
The following sufficient condition for (A1) is often convenient to use (cf. Theorem 4.1
below).
Proposition 3.1. Let X = {X(t), t ∈ R+,Px} be a separable, time-homogeneous Markov
process taking values in Rd. If X belongs to the class M˜(H), then for any ε ∈ (0, 1) and
γ ∈ (0,H), X satisfies (3.1) with η = β(1− γH ).
Proof. We make use of the following Ottaviani-type inequality (cf. Gikhman and Sko-
rohod [14, page 420], or Manstavicˇius [44]): For all x ∈ Rd, all h > 0 and a > 0 such
that α(h, a/2) < 1,
(3.6) Px
{
sup
0≤s≤h
|X(s)−X(0)| > a
}
≤ P
x
{|X(h) −X(0)| > a/2}
1− α(h, a/2) .
For any γ ∈ (0,H), it follows from (3.6) with a = hγ and (3.5) that for h small enough,
P
x
{
sup
0≤s≤h
|X(s)−X(0)| > hγ
}
≤ CPx
{
|X(h) −X(0)| > hγ/2
}
≤ Chβ(1− γH ).(3.7)
This proves the proposition. 
Most examples given in Section 4 are Le´vy or Le´vy-type processes. For these processes,
the maximal tail probability Px
{
sups∈[0,t] |Xs − x| ≥ r
}
in (3.7) has been studied by
several authors. Pruitt [49] established an upper bound for the maximal probability for
a general Le´vy process in terms of its Le´vy measure. Schilling [52] and Bo¨ttcher et al.
[8] extended Pruitt’s result to Le´vy-type processes and proved an upper bound in terms
of the symbol of the process. The following proposition is taken from [8, Corollary 5.2],
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which can be applied to verify (A1) for Le´vy-type processes. We remark that Ku¨hn [40,
Lemma 3.2] has proved recently that the inequality (3.8) still holds if t is a stopping time,
with the t on the right-hand side replaced by E(t). We thank the referee for pointing
out these results to us.
Proposition 3.2. Let X = {X(t), t ≥ 0} be a Le´vy-type process with a symbol q(x, ξ) :
R
d × Rd → C given by
q(x, ξ) = −ib(x) · ξ + 1
2
ξ ·Q(x)ξ +
∫
Rd\{0}
(
1− eiy·ξ + iy · ξ1(0,1](|y|)
)
ν(x, dy),
where for each fixed x ∈ Rd, (b(x), Q(x), ν(x, dy)) is a Le´vy triplet, i.e. b(x) ∈ Rd,
Q(x) ∈ Rd×d is a symmetric positive semidefinite matrix and ν(x, dy) is a measure on
(Rd \ {0},B(Rd \ {0})) such that ∫
Rd\{0}(|y|2 ∧ 1)ν(x, dy) < ∞. Then, there exists a
constant C > 0 such that
P
x
{
sup
s∈[0,t]
|Xs − x| ≥ r
}
≤ Ct sup
|y−x|≤r
sup
|ξ|≤1/r
|q(y, ξ)|.(3.8)
Our main theorem of this paper is the following uniform Hausdorff and packing di-
mension result for the images of X.
Theorem 3.3. Let X = {X(t), t ∈ R+,Px} be a time homogeneous Markov process in
R
d and satisfies Conditions (A1). Assume either (i) 1 < Hd and (A2) hold; or (ii)
1 = Hd and (A3) hold. Then for all x ∈ Rd,
(3.9) Px
{
dim
H
X(E) =
1
H
dim
H
E for all Borel sets E ⊆ [0,∞)
}
= 1
and
(3.10) Px
{
dim
P
X(E) =
1
H
dim
P
E for all Borel sets E ⊆ [0,∞)
}
= 1.
Proof. We will only prove the Hausdorff dimension result (3.9). The proof of (3.10),
which is based on the connection between packing dimension and upper box-counting
dimension (cf. [13]), is similar and hence omitted.
The proof of is divided into two parts. Namely, we prove the upper and lower bounds
for dim
H
X(E), respectively.
Part 1 (Uniform upper bound). By the σ-stability of Hausdorff dimension (cf. [13]),
it suffices to consider Borel sets E ⊆ [0, L] for all fixed integers L. For simplicity, we
take L = 1 in this proof. Let γ ∈ (0,H) be a constant, tn = 2−n and
Cn =
{
[(j − 1)tn, jtn] : j = 1, 2, . . . , 2n
}
.
By Condition (A1) we get that for all x ∈ Rd,
P
x
{
sup
0≤s≤tn
|X(s)− x| ≥ tγn
}
≤ Ctηn.
Thus, by Lemma 2.1, with probability one under Px, as n is sufficiently large, X(I) can
be covered by K2 balls of radius θn := t
γ
n for all intervals I ∈ Cn.
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Let χ = dim
H
E. Then, for any δ > 0, there exists a sequence of intervals {Fi ⊆
[0, 1], i ∈ N} such that di := diam(Fi) ≤ ε,
(3.11) E ⊆
⋃
i
Fi and
∑
i
dχ+δi ≤ 1.
We choose ni so that
tni
2 ≤ di ≤ tni , thus Fi is contained in at most two intervals of Cni .
Consequently, X(Fi) can be covered by 2K2 balls of radius θni , which are denoted by
Bi,1, ..., Bi,2K2 . Hence,
X(E) ⊆
⋃
i
2K2⋃
j=1
Bi,j.
Further observe that, by using (3.11), we have
∑
i
2K2∑
j=1
[diam(Bi,j)]
(χ+δ)/γ ≤ 2K2
∑
i
tχ+δni
≤ 2K2
∑
i
(2di)
χ+δ ≤ 21+χ+δK2.
This yields dim
H
X(E) ≤ (χ+ δ)/γ. Letting δ ↓ 0 and γ ↑ H yields
dim
H
X(E) ≤ 1
H
dim
H
E.
Part 2 (Uniform lower bound). In order to prove
(3.12) Px
{
dimHX(E) ≥
1
H
dimHE for all Borel sets E ⊆ [0,∞)
}
= 1,
we will treat the two cases (i) 1 < Hd and (ii) 1 = Hd separately.
We observe that the inequality in (3.12) follows from the following claim: For all
x ∈ Rd,
(3.13) Px
{
dim
H
X−1(F ) ≤ Hdim
H
F for all F ⊆ Rd} = 1,
by taking F = X(E). Moreover, by the σ-stability of Hausdorff dimension, (3.13) is
equivalent to: For all constants T > 0 and all integers m = 1, 2, ...,
(3.14) Px
{
dim
H
(
X−1(F ) ∩ [0, T ]) ≤ Hdim
H
F for all F ⊆ [−m,m]d
}
= 1.
Hence, in order to prove (3.12) for the case (i), it suffices to prove (3.14) for all fixed
constant T > 0 and positive integer m. This will be done by using the covering principle
in Lemma 2.2. Recall that in case (i) we assume (A2) holds. Specifically, (3.2) and (3.3)
hold for all 0 < t ≤ 2T .
By applying [58, Proposition 2.1], which is an extension of Theorem 1.1 in [25], we
get
(3.15) Px
{
inf
t≤s≤T
|X(s)− x| ≤ r
}
≤
∫ 2T
t P (s, x,B(x, r))ds
inf |y−x|≤r
∫ T−t
0 P (s, y,B(x, r))ds
.
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In order to estimate the denominator of (3.15), we assume without loss of generality
that 0 < t ≤ T/2. For any y ∈ Rd with |y − x| ≤ r ≤ r0, we use (3.2) in (A2) to get∫ T−t
0
P (s, y,B(x, r))ds ≥ C1
∫ T/2
0
min
{
1,
( r
sH−ζ
)d+ε}
ds ≥ Cr 1H−ζ .
On the other hand, since 1 < Hd, we choose (ε, ζ) ∈ J such that ε and ζ are small
enough so that 1 < (H + ζ)(d − ε). By using (3.3) in (A2) we derive that for any
t > r1/(H+ζ),∫ 2T
t
P (s, x,B(x, r))ds ≤ C2
∫ 2T
t
min
{
1,
( r
sH+ζ
)d−ε}
ds
= C2
∫ 2T
t
( r
sH+ζ
)d−ε
ds ≤ C rd−εt1−(H+ζ)(d−ε).
We combine the above with (3.15) to see that for all x ∈ Rd, r > 0 and t > r1/(H+ζ),
(3.16) Px
{
inf
t≤s≤T
|X(s) − x| ≤ r
}
≤ C rd− 1H−ζ−εt1−(H+ζ)(d−ε).
Now we proceed to prove (3.14) for the case 1 < Hd. Fix any integerm ≥ 1 and let Dmn
be the collection of dyadic cubes in [−m,m]d of the form∏di=1[ji2−n, (ji+1)2−n], where
each ji is an integer and ji ∈ [−m2n,m2n− 1]. It is easy to see that ♯(Dmn ) = (m2n+1)d.
Fix a constant γ ∈ (0, 1/H) and then choose ε > 0 and ζ > 0 sufficiently small such
that (ε, ζ) ∈ J and
δ :=
(
d− 1
H − ζ − ε
)(
1− γ(H + ζ))− 2γζ
H − ζ > 0.
This is possible since (d− 1H )(1− γH) > 0.
Let rn = 2
−n and tn = 2−γn, further choose n large enough so that rn ≤ r0. Notice
that tn > r
1/(H+ζ)
n . By (3.16) we verify that for all x ∈ Rd,
(3.17) Px
{
inf
tn≤s≤T
|Xs − x| ≤ rn
}
≤ Crd−
1
H−ζ
−ε
n t
1−(H+ζ)(d−ε)
n = C r
δ
n.
Hence, Lemma 2.2 implies that there is an integer K4 such that with P
x-probability one,
for all n large enough (say, n ≥ n0) and all dyadic cubes B ∈ Dmn , X−1(B) ∩ [0, T ] can
be covered by at most K4 intervals of length tn = 2
−γn.
For any Borel set F ⊆ [−m,m]d, let θ > dim
H
F . Then there exists a sequence of
dyadic cubes {Bi, i ∈ N} in [−m,m]d of sides rni = 2−ni such that ni ≥ n0,
(3.18) F ⊆
∞⋃
i=1
Bi and
∞∑
i=1
rθni ≤ 1.
Since, for every i, X−1(Bi) ∩ [0, T ] can be covered by K4 intervals Iij of length tni =
2−γni , we see that
X−1(F ) ∩ [0, T ] ⊆
∞⋃
i=1
K4⋃
j=1
Iij.
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Moreover,
∞∑
i=1
K4∑
j=1
[
diam(Iij)
]θ/γ ≤ K4 ∞∑
i=1
rθni ≤ K4,
this implies dimH
(
X−1(F ) ∩ [0, T ]) ≤ θγ . Letting γ ↑ 1/H and θ ↓ dimHF yields (3.14)
and, thus, (3.12) for the case 1 < Hd.
Finally we prove (3.12) for the case 1 = Hd by making use of a “subordination
argument” that is similar to that in Hawkes [16] (see also Pruitt [48]).
Let τ = {τt, t ≥ 0} be a stable subordinator with stability index ρ ∈ (0, 1), and
independent of the process X. Consider the Markov process Y = {Yt, t ≥ 0} defined
by Yt = X(τt). It is easy to see {Yt, t ≥ 0} is a time-homogeneous strong Markov
process. Denote the transition probability of Y by P˜ (t, x,A) := Px(Yt ∈ A). We claim
that, if (A3) holds, then P˜ (t, x,A) satisfies Condition (A2) with H replaced by H/ρ.
Consequently, because 1 < Hd/ρ, we can apply the conclusion of the first part to the
process Y .
More specifically, we now verify the following claim under assumption (A3):
(A2′) We can find a sequence J ′ = {(ε′, ζ ′)} of arbitrarily small numbers with the
following property: For any (ε′, ζ ′) ∈ J ′ and A > 0, there exist positive constants C3 and
C4 such that for all 0 < r ≤ r0 (as in (A2)), x, y ∈ Rd with |y − x| ≤ r and 0 < t ≤ A,
(3.19) P˜ (t, y,B(x, r)) ≥ C3min
{
1,
( r
t(H−ζ′)/ρ
)d+ε′}
;
and
(3.20) P˜ (t, x,B(x, r)) ≤ C4min
{
1,
( r
t(H+ζ
′)/ρ
)d−ε′}
.
To verify (A2′), we denote, for all t > 0, the density function of τt by pτt . Then the
self-similarity of τt implies pτt(s) = t
− 1
ρ pτ1(t
− 1
ρ s). Hence
P˜
(
t, y,B(x, r)) = Py(|Yt − x| ≤ r
)
=
∫ ∞
0
P
y(|Xτt − x| ≤ r|τt = s)pτt(s)ds
=
∫ ∞
0
P (s, y,B(x, r))pτt(s)ds
=
∫ ∞
0
P (s, y,B(x, r))t−
1
ρ pτ1(t
− 1
ρ s)ds
=
∫ ∞
0
P
(
t
1
ρ s, y,B(x, r)
)
pτ1(s)ds.
(3.21)
Consequently, we can make use of Condition (A3) to estimate P˜
(
t, y,B(x, r)). Recall
that J = {(ε, ζ)} is the sequence in (A2).
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On one hand, for any constant A > 0, we apply (3.2) with T ≥ 2A1/ρ to derive that
for any x, y ∈ Rd with |y − x| ≤ r, 0 < r ≤ r0 and 0 < t ≤ A, we have
P˜ (t, y,B(x, r)) ≥ C1
∫ Tt−1/ρ
0
min
{
1,
(
r
(t1/ρs)H−ζ
)d+ε}
pτ1(s)ds
= C1
∫ r1/(H−ζ)t−1/ρ
0
pτ1(s) ds
+ C1
∫ Tt−1/ρ
r1/(H−ζ)t−1/ρ
( r
t(H−ζ)/ρ
)d+ε pτ1(s)
s(H−ζ)(d+ε)
ds.
It is easy to see that when r1/(H−ζ) > t1/ρ,
(3.22) P˜ (t, y,B(x, r)) ≥ C1
∫ 1
0
pτ1(s)ds
and when r1/(H−ζ) ≤ t1/ρ,
P˜ (t, y,B(x, r)) ≥ C1
( r
t(H−ζ)/ρ
)d+ε ∫ 2
1
1
s(H−ζ)(d+ε)
pτ1(s)ds,(3.23)
where we have used that fact that T t−1/ρ ≥ TA−1/ρ ≥ 2 for all 0 < t ≤ A and the last
integral is positive since the density pτ1(s) is positive for s > 0. Then, (3.22) and (3.23)
imply (3.19) with ε′ = ε and ζ ′ = ζ.
On the other hand, similarly to (3.21), we use (3.3), which is now assumed to hold
for all t > 0, to derive that for any x ∈ Rd, 0 < r ≤ r0 and t > 0,
P˜ (t, x,B(x, r)) ≤ C2
∫ ∞
0
min
{
1,
(
r
(t1/ρs)H+ζ
)d−ε}
pτ1(s)ds
= C2
∫ r1/(H+ζ)t−1/ρ
0
pτ1(s)ds
+ C2
∫ ∞
r1/(H+ζ)t−1/ρ
( r
t(H+ζ)/ρ
)d−ε pτ1(s)
s(H+ζ)(d−ε)
ds.
(3.24)
Since P˜ (t, y,B(x, r)) ≤ 1, in order to verify (3.20), we only need to consider the case
when r1/(H+ζ) ≤ t1/ρ. If (H + ζ)(d − ε) < 1, then by the boundedness of the density
function pτ1(·), i.e., sup0<s≤1 pτ1(s) ≤M for some M > 0, we obtain that
(3.25) P˜ (t, x,B(x, r)) ≤ C2M r
1/(H+ζ)
t1/ρ
+ C2
( r
t(H+ζ)/ρ
)d−ε ∫ ∞
0
pτ1(s)
s(H+ζ)(d−ε)
ds.
The last integral is convergent at 0 because (H + ζ)(d− ε) < 1 and at infinity because
pτ1(s) ∼ Cρs1+ρ as s→ +∞.
If (H+ζ)(d−ε) > 1, then we further split the last integral in (3.24) over [r1/(H+ζ)t−1/ρ, 1]
and [1,∞), and to derive
(3.26) P˜ (t, x,B(x, r)) ≤ C ′2M
r1/(H+ζ)
t1/ρ
+ C2
( r
t(H+ζ)/ρ
)d−ε ∫ ∞
1
pτ1(s)
s(H+ζ)(d−ε)
ds,
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where C ′2 is a finite constant and, again, the last integral is convergent. The case of
(H + ζ)(d− ε) = 1 can be treated in the same way, and (3.26) still holds with an extra
factor of log( r
1/(H+ζ)
t1/ρ
) in the first term on the right hand side, which can be absorbed
by choosing ε˜ below slightly bigger. However, for simplicity, we ignore this case because
one may choose J = {(ε, ζ)} so that (H + ζ)(d− ε) 6= 1 for all (ε, ζ) ∈ J .
Notice that, when 1 = Hd, we can write 1H+ζ = d − ε˜, where ε˜ = ζH(H+ζ) . It follows
from (3.25) and (3.26) that for r1/(H+ζ) ≤ t1/ρ,
(3.27) P˜ (t, x,B(x, r)) ≤ C
( r
t(H+ζ)/ρ
)d−ε′
for some finite constant C, where ε′ = max{ε, ε˜}. Thus we have verified (3.20) with
ε′ = max{ε, ε˜} and ζ ′ = ζ. Moreover, because 0 < t ≤ A, the inequality in (3.19)
remains valid (with a modified constant C3) if we take ε
′ = max{ε, ε˜}. Thus, Condition
(A2′) has been verified.
Because of Condition (A2′) and the fact that Hdρ > 1, we can apply the above uniform
lower bound result in the case of Hd > 1 to Markov process Y to obtain
P
{
dim
H
Y (E) ≥ ρ
H
dim
H
E for all Borel sets E ⊆ [0,∞)
}
= 1.
It follows that, with probability 1, for all Borel sets E ⊆ [0,∞),
(3.28) dimHX(E) ≥ dimHX(τ(B)) = dimHY (B) ≥
ρ
H
dimHB,
where B = {t : τt ∈ E} = τ−1(E). Even though both dimHX(E) and dimHB in (3.28)
are random, they are determined by two independent processes X and τ , respectively.
Hence we have
(3.29) P
{
dim
H
X(E) ≥ ρ
H
‖dim
H
τ−1(E)‖∞ for all Borel sets E ⊆ [0,∞)
}
= 1,
where ‖·‖∞ is the L∞(P)-norm in the underlying probability space. (A more illustrative
way for deriving (3.29) is to use the setting of product probability space. Namely, we
assume that X is defined on Ω, τ is defined on Ω′, then Y is defined on Ω×Ω′ and (3.28)
holds for almost all (ω, ω′). One can see that (3.29) follows from (3.28) and Fubini’s
Theorem.)
Recalling from Hawkes [17] that
(3.30) ‖dim
H
τ−1(E)‖∞ = ρ+ dimHE − 1
ρ
,
we derive that
P
{
dim
H
X(E) ≥ ρ+ dimHE − 1
H
for all Borel sets E ⊆ [0,∞)
}
= 1.
Letting ρ ↑ 1 yields (3.12) for the case 1 = Hd. This completes the proof of Theorem
3.3. 
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4. Examples
Theorem 3.3 is applicable to a wide class of Markov processes. In this section, we
provide some examples which include self-similar Markov processes, Le´vy processes,
stable jump diffusion processes and non-symmetric stable-type processes.
4.1. Self-similar Markov processes. The class of H-self-similar (H-s.s.) Markov pro-
cesses with values in [0,∞) was introduced and studied by Lamperti [42], who used the
term “semi-stable” instead of “self-similar”. The H-s.s. Markov processes on Rd or
R
d\{0} were investigated by, in chronicle order, Kiu [33], Graversen and Vuolle-Apiala
[15], Vuolle-Apiala and Graversen [57], Vuolle-Apiala [56], Liu and Xiao [43], Xiao [58],
Bertoin and Yor [6], Chaumont, et al [12], Alili, et al [1], among others.
We recall the definition of H-self-similar processes. Let (E,B) denotes Rd, Rd \ {0}
or Rd+ with the usual Borel σ- algebra, {e} is a point attached to E as an isolated
point. Ω denotes the space of all functions ω from [0,∞) to E∪{e} having the following
properties:
(i) ω(t) = e for t ≥ τ , where τ = inf{t ≥ 0 : ω(t) = e};
(ii) ω is right continuous and has a left limit at every t ∈ [0,∞).
Let H > 0 be a fixed constant. A time homogeneous Markov process X = {X(t), t ≥
0,Px} with state space E∪{e} is called H-self-similar (H-s.s.) if its transition probability
function P (t, x,A) satisfies
P (t, x,A) = P (rt, rHx, rHA), for all t > 0, r > 0, x ∈ E,A ∈ B.(4.1)
The constant H is called the self-similarity index of X. Condition (4.1) is equivalent
to the statement that for every constant r > 0 the Px-distribution of {X(t), t ≥ 0} is
equal to the Pr
Hx-distribution of {r−HX(rt), t ≥ 0}. Important examples of self-similar
Markov processes include strictly α-stable Le´vy processes which are 1/α-s.s., the Bessel
processes which form exactly the class of 1/2-s.s. diffusions on (0,∞) (see [50]). More
examples of H-s.s. Markov processes can be found in [42, 15, 33, 57, 58].
In this section, we take E = Rd and assume the following two conditions:
(B1) There exist positive constants β, C and a1 such that
(4.2) P (1, x,B(x, a)c) ≤ Ca−β for all x ∈ Rd and a > a1.
(B2) For any ε > 0 small, there exist positive constants C1 and C2 such that for all
r > 0 and x, y ∈ Rd with |x− y| ≤ r, we have
(4.3) C1min{1, rd+ε} ≤ P (1, x,B(y, r)) ≤ C2min{1, rd−ε}.
The following theorem provides a uniform version for the Hausdorff dimension result
in [43].
Theorem 4.1. Let X = {X(t), t ∈ R+} be an H-s.s. Markov process in Rd that satisfies
conditions (B1) and (B2). If 1 ≤ Hd, then for all x ∈ Rd, with Px-probability one,
dim
H
X(E) =
1
H
dim
H
E and dim
P
X(E) =
1
H
dim
P
E
for all Borel sets E ⊆ R+.
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Proof. It is sufficient to verify that Conditions (A1) and (A3) are satisfied. It follows
from (4.1) and (4.2) that for any t > 0, x ∈ Rd and a > 0,
(4.4) P
(
t, x,B(x, a)c
)
= P
(
1, xt−H , B(xt−H , at−H)c
) ≤ C(at−H)−β
provided at−H ≥ a1. This implies that α(h, a) ≤ C(ha−1/H)Hβ for all h, a > 0 satisfying
ha−1/H ≤ a−1/H1 . Hence X belongs to the class M˜(H). It follows from Proposition 3.1
that Condition (A1) is satisfied. For verifying (A3), we apply (4.1) again, together with
the first inequality in (4.3), to see that for all t, r > 0 and x, y ∈ Rd with |x− y| ≤ r,
(4.5) P
(
t, x,B(y, r)
)
= P
(
1, xt−H , B(yt−H , rt−H)
) ≥ C1min{1,( r
tH
)d+ε}
.
Similarly, we have
P
(
t, x,B(x, r)
)
= P
(
1, xt−H , B(xt−H , rt−H)
) ≤ C2min{1,( r
tH
)d−ε}
.
Thus, Condition (A3) is satisfied with J = {(εn, 0)}, where εn ↓ 0 can be taken arbitrar-
ily. Therefore the conclusion of Theorem 4.1 follows from Theorem 3.3. 
4.2. Le´vy processes. A stochastic process X = {X(t), t ≥ 0} on a probability space
(Ω,F ,P), with values in Rd, is called a Le´vy process, if X has stationary and independent
increments, t 7→ X(t) is continuous in probability and P{X(0) = 0} = 1. It is well known
that for t ≥ 0, the characteristic function of X(t) is given by
E
[
ei〈ξ,X(t)〉
]
= e−tψ(ξ),
where, by the Le´vy-Khintchine formula,
(4.6) ψ(ξ) = i〈a, ξ〉+ 1
2
〈ξ,Σξ′〉+
∫
Rd
[
1− ei〈x,ξ〉 + i〈x, ξ〉
1 + |x|2
]
L(dx), ∀ξ ∈ Rd,
and a ∈ Rd is fixed, Σ is a non-negative definite, symmetric, (d× d) matrix, and L is a
Borel measure on Rd \ {0} that satisfies∫
Rd
|x|2
1 + |x|2 L(dx) <∞.
The function ψ is called the characteristic or Le´vy exponent of X, and L is the corre-
sponding Le´vy measure. The characteristic exponent ψ plays very important roles in
studying the Le´vy process X and many sample path properties of X can be described
in terms of ψ. We also note that
ℜψ(ξ) ≥ 0, and ℜψ(−ξ) = ℜψ(ξ), ∀ ξ ∈ Rd.
Notice that, if X is symmetric (i.e., X and −X have the same law), then its Le´vy
exponent ψ(ξ) is a nonnegative function.
A Le´vy process X in Rd is called a stable Le´vy process with index α ∈ (0, 2] if its
Le´vy measure L is of the form
(4.7) L(dx) =
dr
r1+α
ν(dy), ∀x = ry, (r, y) ∈ R+ × Sd,
where Sd = {y ∈ Rd : |y| = 1} is the unit sphere in Rd and ν(dy) is an arbitrary finite
Borel measure on Sd. Stable Le´vy processes in R
d of index α = 1 are also called Cauchy
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processes. It follows from (4.6) and (4.7) that the Le´vy exponent ψα of a stable Le´vy
process of index α ∈ (0, 2] can be written as
ψα(ξ) =
∫
Sd
|〈ξ, y〉|α
[
1− i sgn(〈ξ, y〉) tan (πα
2
)]
M(dy) + i〈ξ,A0〉 if α 6= 1,
ψ1(ξ) =
∫
Sd
|〈ξ, y〉|
[
1 + i
π
2
sgn(〈ξ, y〉) log |〈ξ, y〉|
]
M(dy) + i〈ξ,A0〉,
where the pair (M, A0) is unique, and the measure M, which depends on ν in (4.7), is
called the spectral measure of X. See Samorodnitsky and Taqqu [51, pp.65–66].
Remark 4.2. Due to the space-homogeneity of Le´vy processes, Theorem 3.3 and its proof
can be simplified. Firstly, we assume the following simpler conditions:
(A2
′′
) For any ζ > 0 and T > 0, there exist positive constants C1, C2, r0 ≤ 1 such
that for all 0 < t ≤ T and 0 < r ≤ r0,
(4.8) P(|X(t)| ≤ r) ≥ C1min
{
1,
( r
tH−ζ
)d}
;
and
(4.9) P(|X(t)| ≤ r) ≤ C2min
{
1,
( r
tH+ζ
)d}
.
(A3
′′
) We strengthen (A2
′′
) by assuming additionally that (4.9) holds for all t > 0.
It is clear that the inequalities in (4.8) and (4.9) imply Condition (A2) with J =
{(0, ζn)}, where ζn is an arbitrary sequence with ζn ↓ 0 as n→∞. Secondly, instead of
(3.15), we use directly Theorem 1.1 in [25] to get
(4.10) Px
{
inf
t≤s≤T
|X(s)− x| ≤ r
}
≤
∫ 2T
t P(|X(s)| ≤ 2r)ds∫ T−t
0 P(|X(s)| ≤ r)ds
.
Note that, due to the space-homogeneity of X, the denominator in the right hand side
of (4.10) is simpler that that in (3.15). One can check that a slightly modified version
of (3.16) holds under condition (A2′′). Hence, for a space-homogeneous Markov process
that satisfies (A1), the conclusion of Theorem 3.3 still holds under either 1 < Hd and
(A2′′); or 1 = Hd and (A3′′). We will use this modified version of Theorem 3.3 to Le´vy
processes.
As we mentioned earlier, for a Le´vy process X = {X(t), t ∈ R+}, many of its sample
path properties are characterized by the analytic or asymptotic properties of its charac-
teristic exponent ψ(ξ). In order to determine the Hausdorff and packing dimension of
X(E), we will make use of the following conditions:
(B3) There is a constant α ∈ (0, 2] such that the following hold:
(i) If 0 < α < 2, then for every ζ ′ ∈ (0, 2− α) we have
(4.11) K−15 |ξ|α−ζ
′ ≤ ψ(ξ) ≤ K5 |ξ|α+ζ′ , ∀ξ ∈ Rd with |ξ| ≥ τ,
where K5 ≥ 1 and τ are positive and finite constants.
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(ii) If α = 2, then for any ζ ′ ∈ (0, 2),
(4.12) K−15 |ξ|2−ζ
′ ≤ ψ(ξ) ≤ K5 |ξ|2, ∀ξ ∈ Rd with |ξ| ≥ τ.
(B4) In addition to (B3), we assume that the left inequalities in (4.11) and (4.12)
hold for all ξ ∈ Rd.
Remark 4.3. The following are some remarks about Conditions (B3) and (B4).
(i) Since ψ(ξ) is a negative definite function, the right inequality in (4.12) always
holds for |ξ| ≥ 1. (cf. [5, p.46]).
(ii) Conditions (4.11) and (4.12) are satisfied by a large class of symmetric Le´vy
processes whose Le´vy measures have certain (approximate) regularly varying
properties at the origin. This can be explicitly formulated by modifying Condi-
tion (2.17) (use |λ| → 0 instead of |λ| → ∞) and the proof of Theorem 2.5 in
Xiao [60].
Now we are ready to state and prove the following theorem, which extends the uniform
Hausdorff and packing dimension results of Hawkes [16], Hawkes and Pruitt [18], Perkins
and Taylor [47] for stable Le´vy processes to a class of symmetric Le´vy processes.
Theorem 4.4. Let X = {X(t), t ∈ R+} be a symmetric Le´vy process in Rd with exponent
ψ(ξ). We assume either (i) 1 < αd and (B3) hold; or (ii) 1 = αd and (B4) hold. Then
with probability one,
dim
H
X(E) = αdim
H
E and dim
P
X(E) = αdim
P
E
for all Borel sets E ⊆ R+.
Proof. This theorem is a consequence of Theorem 3.3 and Remark 4.2. It is sufficient to
verify that
(a) When 1 < αd, (B3) implies Conditions (A1) and (A2′′) with H = 1α .
(b) When 1 = αd, (B4) implies Conditions (A1) and (A3′′) hold with H = 1α .
It will be clear that (a) and (b) can be verified by the same method. For simplicity, we
only show (a) in case (i) where 0 < α < 2 and leave the rest of the verification to an
interested reader.
In order to verify Conditions (A1), we apply Proposition 3.2. For any fixed γ ∈
(0, 1/α), there exists ǫ0 ∈ (0, 2− α) such that γ(α+ ǫ0) < 1. By (3.8), we know that for
t ∈ (0, 1] small enough,
sup
x∈Rd
P
x
{
sup
s∈[0,t]
|X(s) − x| ≥ tγ
}
≤ Ct sup
|ξ|≤t−γ
|ψ(ξ)|
≤ Ct
(
sup
|ξ|≤τ
|ψ(ξ)| +K5t−γ(α+ǫ0)
)
≤ Ct1−γ(α+ǫ0).
Since 1− γ(α+ ǫ0) > 0, we see that Conditions (A1) holds with η = 1− γ(α+ ǫ0).
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In order to verify Condition (A2′′) under (4.11), we use an argument from Khosh-
nevisan and Xiao [27, 29]. For any r > 0, consider the nonnegative function
ϕr(y) =
d∏
j=1
1− cos(2ryj)
2πry2j
, ∀y ∈ Rd.
Its Fourier transform is given by
(4.13) ϕ̂r(ξ) =
d∏
j=1
(
1− |ξj|
2r
)+
, ∀ξ ∈ Rd,
where a+ = max(a, 0).
Note that, for ξ ∈ B(0, r), we have 1− (2r)−1|ξj | ≥ 12 . In light of (4.13), this implies
1lB(0,r)(ξ) ≤ 2dϕ̂r(ξ), where 1lA denotes the indicator function of the set A. On the other
hand, if |ξj| ≥ 2r for some j ∈ {1, . . . , d}, by (4.13), then ϕ̂r(ξ) = 0. Hence we have
shown that for all ∀ξ ∈ Rd,
(4.14) 1lB(0,r)(ξ) ≤ 2dϕ̂r(ξ) ≤ 2d 1lB(0,2√d r)(ξ).
Integrating the first inequality in (4.14) with respect to νt, the distribution of X(t), and
using Parseval’s formula yield
P
{|X(t)| ≤ r} ≤ 2d ∫
Rd
ϕ̂r(ξ) νt(dξ)
= 2d
∫
Rd
ϕr(ξ) ν̂t(ξ) dξ
= 2d
∫
Rd
e−tψ(ξ)
d∏
j=1
1− cos(2r ξj)
2πrξ2j
dξ.
(4.15)
We split the last integral in (4.15) over B(0, τ) = {ξ ∈ Rd : |ξ| < τ} and its complement,
respectively. For the first integral, we use the elementary inequality 1 − cos x ≤ x2
(∀x ∈ R), to derive
(4.16)
∫
|ξ|≤τ
e−t ψ(ξ)
d∏
j=1
1− cos(2r ξj)
2πrξ2j
dξ ≤ K rd.
For the second integral, we use (4.11), Parseval’s formula and (4.14) to derive∫
|ξ|>τ
e−t ψ(ξ)
d∏
j=1
1− cos(2r ξj)
2πrξ2j
dξ ≤
∫
Rd
e−K
−1
5 t ‖ξ‖α−ζ
′
d∏
j=1
1− cos(2r ξj)
2πrξ2j
dξ
=
∫
Rd
ϕ̂r(ξ)µt(dξ)
≤
∫
Rd
1lB(0,2
√
d r)(ξ)µt(dξ)
≤ C min
{
1,
( r
t1/(α−ζ′)
)d}
.
(4.17)
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In the above, µt denotes the distribution of the isotropic stable law with characteristic
function µ̂t(ξ) = e
−K−15 t |ξ|α−ζ
′
and the last inequality follows from the boundedness and
scaling property of the density function of µt. Combining (4.15)–(4.17) we derive that,
for all 0 < t ≤ T , (4.9) holds with H = 1/α and ζ = ζ′α(α−ζ′) .
Next we verify the lower bound in (4.8) . Let r˜ = r/(2
√
d). It follows from (4.14) that
P
{|X(t)| ≤ r} ≥ ∫
Rd
ϕ̂r˜(ξ) νt(dξ)
=
∫
Rd
ϕr˜(ξ) ν̂t(ξ) dξ
=
∫
Rd
e−tψ(ξ)
d∏
j=1
1− cos(2r˜ ξj)
2πr˜ξ2j
dξ.
(4.18)
Again, we split the last integral over B(0, τ) = {ξ ∈ Rd : |ξ| < τ} and its complement,
and use a similar argument as in (4.17) to obtain
P
{|X(t)| ≤ r} ≥ ∫
|ξ|≥τ
e−K5t|ξ|
α+ζ′
d∏
j=1
1− cos(2r˜ ξj)
2πr˜ξ2j
dξ
=
∫
Rd
e−K5t|ξ|
α+ζ′
d∏
j=1
1− cos(2r˜ ξj)
2πr˜ξ2j
dξ
−
∫
|ξ|≤τ
e−K5t|ξ|
α+ζ′
d∏
j=1
1− cos(2r˜ ξj)
2πr˜ξ2j
dξ
≥ C min
{
1,
( r
t1/(α+ζ′)
)d}
.
(4.19)
Note that 1α+ζ′ =
1
α − ζ
′
α(α+ζ′) >
1
α − ζ. It follows from (4.19) that we can choose a
constant C1 such that for all 0 < t ≤ T , the lower bound in (4.8) holds with H = 1/α
and ζ = ζ
′
α(α−ζ′) . Hence, we have shown that (4.11) implies Condition (A2
′′) with
H = 1/α and ζ = ζ
′
α(α−ζ′) . This completes the proof of Theorem 4.4. 
Remark 4.5. Our method for verifying of Condition (A2′′) provides a comparison theo-
rem for the transition probabilities of Le´vy processes in terms of their Le´vy exponents.
This may be of independent interest. Several authors have established estimates on
the transition density functions of Le´vy processes based on information on their Le´vy
measures or Le´vy exponents; see Kaleta and Sztonyk [23] and the references therein for
further information.
4.3. Stable jump-diffusions. Let X = {X(t), t ∈ R+,Px, x ∈ Rd} be a Feller process
with values in Rd corresponding to the Feller semigroup defined by the following equation:
(4.20)
∂u
∂t
= 〈A(x), ∂u
∂x
〉+
∫ ∞
0
∫
Sd
(
u(x+ |ξ|s)− u(x)− 〈|ξ|s,
∂u
∂x(x)〉
1 + |ξ|2
) d|ξ|
|ξ|1+α M˜(x, ds),
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where the drift A and the spectral measure M˜ on Sd depend smoothly on x, see Theorem
3.1 of Kolokoltsov [38] for the precise conditions on A and M˜.
Following Kolokoltsov [38], we call X a stable jump-diffusion. Roughly speaking,
these are the processes corresponding to stable Le´vy processes in the same way as the
ordinary diffusions corresponding to Brownian motion.
Locally, the stable jump-diffusion X resembles a stable Le´vy process, hence it is
expected that a stable jump-diffusion has sample path properties similar to those of a
stable Le´vy process. Some of these properties such as the limsup behavior of X(t) as
t → 0 have been established by Kolokoltsov [38, section 6]. Moreover, for every fixed
Borel set E ⊆ R+, the Hausdorff dimension of the image set X(E) can be derived from
Theorem 4.14 in Xiao [59].
The following theorem proves a uniform Hausdorff and packing dimension result for
stable jump diffusions.
Theorem 4.6. Let X = {X(t), t ∈ R+,Px} be a stable jump-diffusion in Rd with index
α ∈ (0, 2] as described above. If α ≤ d, then for every x ∈ Rd, Px-almost surely
(4.21) dim
H
X(E) = αdim
H
E and dim
P
X(E) = αdim
P
E
hold for all Borel sets E ⊆ R+.
Proof. It follows from Theorem 6.1 of Kolokoltsov [38] that Condition (A1) holds for X
with H = 1/α. On the other hand, Theorem 3.1 of [38] implies that (A2) with H = 1/α,
ε = 0 and ζ = 0. Hence (4.21) follows immediately from Theorem 3.3. 
Remark 4.7. We remark that one can also apply the inequality (3.8) to verify Condition
(A1) for this case. By (1.9) of [38], the symbol of the stable jump diffusion defined by
(4.20) has the form:
q(x, ξ) = i(A(x), ξ) −
∫
Sd
|(ξ, s)|αM(x, ds).
Moreover, we assume that same conditions on A and M as in Theorem 3.1 in [38], which
contain
• there exist positive constants C1 and C2 such that
C1|ξ|α ≤
∫
Sd
|(ξ, s)|αM(x, ds) ≤ C2|ξ|α,
• A is uniformly bounded in x, i.e. supx∈Rd |A(x)| <∞,
• A(x) ≡ 0 for α ≤ 1.
Then, by (3.8), for any γ ∈ (0, 1/α), we have, for all x ∈ Rd and t ∈ [0, 1],
P
x
{
sup
s∈[0,t]
|Xs − x| ≥ tγ
}
≤ Ct sup
|y−x|≤tγ
sup
|ξ|≤t−γ
|q(y, ξ)|
≤ Ct sup
|ξ|≤t−γ
(
sup
x∈Rd
|A(x)||ξ| + C2|ξ|α
)
≤ Ct1−γα
(
sup
x∈Rd
|A(x)| + C2
)
.
This verifies Condition (A1) with η = 1− γα.
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4.4. Non-symmetric stable-type processes. Let X = {X(t), t ∈ R+} be a pure
jump process such that its infinitesimal generator has the following form:
Lκαf(x) := lim
ε→0
∫
{z∈Rd:|z|≥ε}
(f(x+ z)− f(x))κ(x, z)|z|d+α dz,
where d ≥ 1, 0 < α < 2, and κ(x, z) is a measurable function on Rd × Rd satisfying
0 < κ0 ≤ κ(x, z) ≤ κ1, κ(x, z) = κ(x,−z),
and for some β ∈ (0, 1)
|κ(x, z) − κ(y, z)| ≤ κ2|x− y|β.
This class of Markov processes has been studied by [10, 11], among others.
The following uniform dimension result is a consequence of Theorem 3.3.
Theorem 4.8. Let X = {X(t), t ∈ R+} be an non-symmetric α-stable-type Markov
process defined above. If 1 < αd, then, for every x ∈ Rd, Px-almost surely
dim
H
X(E) = αdim
H
E and dim
P
X(E) = αdim
P
E(4.22)
hold for all Borel sets E ⊆ R+.
Proof. By [11, 22], Xt has a Ho¨lder continuous transition density function p(t, x, y). Fur-
thermore, for any T > 0, there exists a constant C > 1 depending on d, α, β, κ0, κ1, κ2, T
such that for all t ∈ (0, T ], x, y ∈ Rd,
C−1min
{
t−d/α,
t
|x− y|d+α
}
≤ p(t, x, y) ≤ Cmin
{
t−d/α,
t
|x− y|d+α
}
.(4.23)
Define
P1(t, x,A) := C
−1
∫
A
min
{
t−d/α,
t
|x− y|d+α
}
dy
and
P2(t, x,A) := C
∫
A
min
{
t−d/α,
t
|x− y|d+α
}
dy.
Both P1 and P2 have 1/α-self-similar property, i.e., for any r > 0
Pi(t, x,A) = Pi(rt, r
1/αx, r1/αA), i = 1, 2.
Indeed, for all A ∈ B(Rd) and r > 0, we have∫
r1/αA
min
{
(rt)−d/α,
rt
|r1/αx− y|d+α
}
dy
=
∫
A
min
{
(rt)−d/α,
rt
r(d+α)/α|x− z|d+α
}
rd/αdz
=
∫
A
min
{
t−d/α,
t
|x− z|d+α
}
dz.
By a straightforward computation, there exists constant C > 1 such that
P1(1, y,B(x, r)) ≥ C−1min{1, rd}, ∀|y − x| ≤ r, r > 0.
and
P2(1, x,B(x, r)) ≤ Cmin{1, rd}, ∀x ∈ Rd, r > 0.
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Then for all t ∈ (0, T ] and |y − x| ≤ r,
P (t, y,B(x, r)) ≥ P1(t, y,B(x, r))
= P1(1, t
− 1
α y,B(t−
1
αx, t−
1
α r))
≥ C−1min
{
1,
( r
t
1
α
)d}
and
P (t, x,B(x, r)) ≤ P2(t, x,B(x, r))
= P2(1, t
− 1
αx,B(t−
1
αx, t−
1
α r))
≤ Cmin
{
1,
( r
t
1
α
)d}
.
Thus Condition (A2) holds.
Next, we verify the condition (A1). As in Remark 4.7 , this can be done by applying
Proposition 3.2 and the fact that the symbol q of X has the form
q(x, ξ) =
∫
Rd\{0}
(
1− eiz·ξ + iz · ξ1(0,1](|z|)
)κ(x, z)
|z|d+α dz,
which can be bounded from above by C|ξ|α. Here we provide a different proof.
By the Le´vy-Itoˆ decomposition, one has
Xt = X0 +
∫ t
0
∫
|y|≤l
yN˜(Xs−, dy, ds) +
∫ t
0
∫
|y|>l
yN(Xs−, dy, ds),
where l can be any positive constant, N(x, dy, ds) is the Poisson random measure with
the intensity measure ν(x, dy)ds := κ(x,y)|y|d+αdyds and N˜(Xs−, dy, ds) = N(Xs−, dy, ds) −
ν(Xs−, dy)ds is the compensated Poisson random measure.
Since α ∈ (0, 2), we can find some p satisfying 0 < p ≤ 1 and p < α < 2p. For some
l > 0 and x ∈ Rd, we define a smooth function f on Rd by
f(y) = (|y − x|2 + l2)p/2, y ∈ Rd,
it is easy to check that for all x, y ∈ Rd,
|f(y1)− f(y2)| ≤ |y1 − y2|p.(4.24)
Now let X0 = x, by Itoˆ’s formula [2, Sect. 4.4.2], we get, for any l > 0,
f(Xt) = f(x) +
∫ t
0
∫
|y|≤l
[f(Xs− + y)− f(Xs−)]N˜ (Xs−, dy, ds)
+
∫ t
0
∫
|y|≤l
[f(Xs− + y)− f(Xs−)− 〈∇f(Xs−), y〉] ν(Xs−, dy)ds
+
∫ t
0
∫
|y|>l
[f(Xs− + y)− f(Xs−)]N(Xs−, dy, ds)
=: lp + I1(t) + I2(t) + I3(t).
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Take l = T 1/α, for any T > 0, by Burkholder’s inequality and (4.24), we have
E
(
sup
0≤t≤T
|I1(t)|
)
≤ E
[∫ T
0
∫
|y|≤T 1/α
|y|2pN(Xs−, dy, ds)
]1/2
≤
[∫ T
0
∫
|y|≤T 1/α
|y|2p κ1|y|d+α dyds
]1/2
≤ CT p/α.(4.25)
For I2(t), by Taylor’s expansion, we have
f(Xs− + y)− f(Xs−)− 〈∇f(Xs−), y〉 = 〈y,∇2f(Xs− + θy)y〉,(4.26)
where θ ∈ [0, 1] depending on Xs− and y, one can verify that∣∣〈y,∇2f(Xs− + θy)y〉∣∣
=
∣∣∣∣ p|y|2(
T 2/α + |Xs− + θy − x|2
)1− p
2
+
p(p− 2)|〈y,Xs− + θy − x〉|2(
T 2/α + |Xs− + θy − x|2
)2− p
2
∣∣∣∣
≤ p|y|
2
T
2
α
(1− p
2
)
+
p(2− p)|y|2|Xs− + θy − x|2(
T 2/α + |Xs− + θy − x|2
)2− p
2
≤ (3p− p
2)|y|2
T
2
α
(1− p
2
)
.
Hence,
E
(
sup
0≤t≤T
|I2(t)|
)
≤ CT 2α (p2−1)
∫ T
0
E
∫
|y|≤T 1/α
|y|2ν(Xs−, dy)ds
≤ CT 2α (p2−1)
∫ T
0
∫
|y|≤T 1/α
κ1|y|2
|y|d+α dyds
≤ CT p/α.
For I3(t), by (4.24) again, we get
E
(
sup
0≤t≤T
|I3(t)|
)
≤ E
∫ T
0
∫
|y|>T 1/α
|y|pν(Xs−, dy)ds
≤
∫ T
0
∫
|y|>T 1/α
κ1|y|p
|y|d+α dyds
≤ CT p/α.
(4.27)
Combining (4.25)-(4.27) yields
E
x
(
sup
t∈[0,T ]
∣∣(|Xt − x|2 + T 2α )p/2 − T pα ∣∣) ≤ CT p/α.
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Hence, for any r > α,
P
x
{
sup
0≤s≤t
|Xs − x| ≥ t1/r
}
≤
E
x
[
sups∈[0,t] |Xs − x|p
]
tp/r
≤
E
x
[
sups∈[0,t] |(|Xs − x|2 + t
2
α )p/2 − t pα
]
+ t
p
α
tp/r
≤ Ctp/α−p/r.
Thus Condition (A1) also holds. Hence, the conclusion of Theorem 4.8 follows from
Theorem 3.3. 
Remark 4.9. Notice that the estimate of transition density p(t, x, y) in (4.23) holds for
any t ∈ (0, T ], which is sufficient to prove condition (A2). But for condition (A3), we
need the estimate (4.23) holds for any t > 0. Hence the above theorem holds only for
1 < αd.
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