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Abstract
Let R be a commutative Noetherian local ring with residue class field k. In this paper, we mainly
investigate direct summands of the syzygy modules of k. We prove that R is regular if and only
if some syzygy module of k has a semidualizing summand. After that, we consider whether R is
Gorenstein if and only if some syzygy module of k has a G-projective summand.
 2005 Elsevier Inc. All rights reserved.
Keywords: Semidualizing; G-projective; Syzygy
1. Introduction
Throughout the present paper, unless otherwise specified, all rings will be assumed to
be commutative Noetherian local rings, and all modules will be assumed to be finitely
generated modules.
The notion of a semidualizing module was introduced by Golod [10] by the name of
a suitable module. This module is a PG-module, which was defined by Foxby [9] as a
common generalization of a projective module and a Gorenstein module. A free module
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ring are semidualizing modules. This notion has been extended to a complex of modules,
which is called a semidualizing complex, by Christensen [6].
On the other hand, the notion of a finitely generated G-projective module (in other
words, a module of G-dimension zero) was introduced by Auslander [1] and was deeply
studied by him and Bridger [2]. All free modules over any local ring and all maximal
Cohen–Macaulay modules over a Gorenstein local ring are G-projective modules. This
notion has been extended to a module which is not necessarily finitely generated by Enochs
and Jenda [8].
In this paper, R always denotes a commutative Noetherian local ring with maximal ideal
m and residue class field k. Dutta [7, Corollary 1.3] gave the following characterization of
regular local rings. We denote by ΩiRM the ith syzygy module of an R-module M .
Theorem 1.1 (Dutta). The following are equivalent:
(1) R is regular;
(2) ΩnRk has a nonzero free summand for some n 0.
This theorem suggests a natural question asking whether a certain class of local rings is
characterized by the existence of a semidualizing module or a G-projective module which
is isomorphic to a direct summand of some syzygy module of the residue class field.
The main purpose of this paper is to answer this question. The first goal of this paper is
the following theorem, which is a generalization of Dutta’s theorem.
Theorem 4.3. The following are equivalent:
(1) R is regular;
(2) ΩnRk has a semidualizing summand for some n 0.
This theorem yields a criterion for a Cohen–Macaulay local ring to be regular using the
canonical module:
Corollary 4.4. Let R be a Cohen–Macaulay local ring with canonical module ω. Then the
following are equivalent:
(1) R is regular;
(2) ΩnRk has a summand isomorphic to ω for some n 0.
On the other hand, the author [12] proved that a local ring is Gorenstein if the second
syzygy module of the residue field has a G-projective summand (more generally, a sum-
mand of finite G-dimension). Hence we naturally expect that any local ring such that some
syzygy module of the residue field has a G-projective summand will be Gorenstein. In
relation to this expectation, the second goal of this paper is the following theorem.
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(1) R is Gorenstein;
(2) ΩnRk has a nonzero G-projective summand for some 0 n depthR + 2.
The organization of this paper is as follows; this paper consists of six sections.
In Section 2, we will recall some notions which are necessary for our proofs of the main
results of this paper. The definitions of a semidualizing module and a G-projective module
will be recalled in this section.
In Section 3, we will investigate lower syzygy modules. We will prove using elementary
techniques that the ith syzygy of the residue field k of R is indecomposable for any integer
i < depthR. This result will be used in all the subsequent sections.
In Section 4, we will consider the condition that some syzygy of the residue field has
a semidualizing summand, and prove Theorem 4.3 and Corollary 4.4, which are stated
above.
In Section 5, we will give another approach to Theorem 4.3. Taking into account the
relationship between a semidualizing module and a nonzerodivisor, we will make another
proof of the theorem.
In Section 6, we will consider whether R is Gorenstein provided that some syzygy of
the residue field k of R has a G-projective summand. Taking advantage of a certain short
exact sequence obtained from results of Auslander and Bridger, we will prove Theorem 6.5,
which is stated above.
2. Basic results on GC -dimension
In this section, we recall the definition of a semidualizing module and several notions
related to it. We also state basic properties of them which we will use in the later sections.
Definition 2.1. An R-module C is said to be semidualizing (or suitable) if the following
hold:
(1) The natural homomorphism R → HomR(C,C) is an isomorphism,
(2) ExtiR(C,C) = 0 for any i > 0.
Note that R is itself a semidualizing R-module. If R is Cohen–Macaulay, then the
canonical module of R is a semidualizing R-module.
Proposition 2.2. Let C be a semidualizing R-module. Then the following hold.
(1) C is indecomposable.
(2) depthR C = depthR.
(3) Let x ∈m be an R-regular element. Then C/xC is a semidualizing R/(x)-module.
(4) Let R → S be a flat homomorphism of local rings. Then C ⊗R S is a semidualizing
S-module.
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definition. Concerning the statement (1), suppose that there exists a direct sum decom-
position C = C′ ⊕ C′′ with C′,C′′ = 0. Then we have isomorphisms R ∼= Hom(C,C) ∼=
Hom(C′,C′)⊕Hom(C′,C′′)⊕Hom(C′′,C′)⊕Hom(C′′,C′′). The modules Hom(C′,C′)
and Hom(C′′,C′′) are nonzero because they contain the identity maps of C′ and C′′, re-
spectively. However since R is a local ring, it is indecomposable as an R-module, and we
get a contradiction. Thus C is an indecomposable R-module. 
To prove the main results of this paper, we will take advantage of the notion of GC -
dimension. It is a homological invariant for modules associated to a fixed semidualizing
module C. As well as that of a semidualizing module, the notions of a GC -projective
module and GC -dimension were originally introduced by Golod [10].
Definition 2.3. Let C be a semidualizing R-module, and denote by (−)† the C-dual functor
HomR(−,C).
(1) We say that an R-module X is GC -projective (or C-reflexive) if the following hold:
(i) the natural homomorphism X → X†† is an isomorphism,
(ii) ExtiR(X,C) = 0 for any i > 0,
(iii) ExtiR(X†,C) = 0 for any i > 0.
(2) Let M be an R-module. If there exists an exact sequence
0 → Xn → Xn−1 → ·· · → X1 → X0 → M → 0
of R-modules such that each Xi is GC -projective, then we say that M has GC -di-
mension at most n, and write GC dimR M  n. If such an integer n does not exist, then
we say that M has infinite GC -dimension, and write GC dimR M = ∞.
If an R-module M has GC -dimension at most n but does not have GC -dimension at
most n− 1, then we say that M has GC -dimension n, and write GC dimR M = n. Note that
being GC -dimension zero is equivalent to being GC -projective. Also note that C is itself
GC -projective, and so is any free R-module.
GC -dimension has similar properties to projective dimension:
Proposition 2.4. Let C be a semidualizing R-module. Denote by (−)† the C-dual functor
HomR(−,C).
(1) Let M be a nonzero R-module with GC dimR M < ∞. Then
GC dimR M = depthR − depthR M = sup
{
i | ExtiR(M,C) = 0
}
.
(2) Let 0 → L → M → N → 0 be an exact sequence of R-modules. If two of L,M,N
have finite GC -dimension, then so does the third.
(3) Let M be an R-module. Then
GC dimR
(
ΩnM
)= sup{GC dimR M − n,0} for any n 0.R
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GC dimR(M ⊕ N) = sup{GC dimR M,GC dimR N}.
Proof. The statements (1) and (2) are stated in [10], and the other statements are easily
observed from them. 
A G-projective R-module is defined as a GR-projective R-module. The G-dimension of
an R-module M is defined as the GR-dimension of M , and is denoted by G dimR M .
We denote by (−)∗ the R-dual functor HomR(−,R). Let
F1
δ−→ F0 → M → 0
be a free presentation of an R-module M . We define by trR M the cokernel of the R-dual
homomorphism δ∗ :F ∗0 → F ∗1 . It is called the Auslander transpose or the Auslander dual
of M . The module trR M depends on the choice of a free presentation of M , but is uniquely
determined up to free summand. For more details, refer to [2] and [11].
In the last section of this paper we will need the following result concerning G-pro-
jective modules and G-dimension.
Proposition 2.5.
(1) If an R-module M is G-projective, then so are M∗, ΩRM and trR M .
(2) Let X be a G-projective R-module, and let T be an R-module of finite projective
dimension. Then G dimR HomR(X,T ) < ∞ and ExtiR(X,T ) = 0 for any i > 0.
(3) The following are equivalent:
(i) R is Gorenstein;
(ii) G dimR M < ∞ for any R-module M ;
(iii) G dimR k < ∞.
Proof. We can find proofs of the assertions (2) and (3) in [2, Proposition (4.12)] and [5,
(1.4.9)] respectively. For the assertion (1), we easily observe from definition that M∗ is
G-projective. It is seen by Proposition 2.4(3) that ΩM is G-projective. That trM is G-pro-
jective follows from [2, Proposition (3.8)]. 
3. Indecomposability of syzygy modules
We study in this section the indecomposability of syzygy modules in elementary ways.
First of all, we give an easy lemma.
Lemma 3.1. Let
0 → L f−→ M g−→ N → 0
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X ⊕ Y , and write f = (σ, τ ) along this decomposition. Then we have the following exact
sequences of R-modules:
0 → X σ−→ M α−→ A → 0, (1)
0 → Y τ−→ M β−→ B → 0, (2)


0 → X βσ−→ B ζ−→ N → 0, (3)
0 → Y ατ−→ A η−→ N → 0, (4)
0 → M (
α
β)−→ A ⊕ B γ−→ N → 0. (5)
Proof. It is easy to get the exact sequences (1)–(4). Setting A = Coker σ and B = Coker τ ,
we get (1) and (2). Defining the map ζ by ζ(β(x)) = g(x) for x ∈ M gives (3). Similarly
we obtain (4).
As for the exact sequence (5), we define the map γ by
γ
((
α(x)
β(y)
))
= g(x − y) for x, y ∈ M.
If γ
((
α(x)
β(y)
))= g(x − y) = 0, then we have
x − y = f
((
s
t
))
= σ(s) + τ(t) for some
(
s
t
)
∈ L.
Putting z = x − σ(s) = y + τ(t), we have (α(x)
β(y)
)= (α
β
)
(z). Hence Im
(
α
β
)= Kerγ , and thus
(5) is obtained. 
We see from the proof that the above result holds for an arbitrary ring R and arbitrary
R-modules L,M,N .
For an R-module M , we denote by νR(M) the minimal number of generators of M , i.e.,
νR(M) = dimk(M ⊗R k).
Proposition 3.2. Suppose that R is Henselian. Let M be an indecomposable R-module.
Then ΩiRM is indecomposable for any i with 0 i < gradeR M .
Proof. Set t = gradeM . We show the proposition by induction on i. It trivially holds for
i = 0, and so let i  1. Take a minimal free resolution F• of M . Suppose that ΩiM has a
direct sum decomposition ΩiM = X ⊕ Y . Then we have an exact sequence
0 → X ⊕ Y → Fi−1 → Ωi−1M → 0.
According to Lemma 3.1, there exist exact sequences
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0 → Y → Fi−1 → B → 0, (3.2.2)
0 → X → B → Ωi−1M → 0, (3.2.3)
0 → Y → A → Ωi−1M → 0, (3.2.4)
0 → Fi−1 → A ⊕ B → Ωi−1M → 0. (3.2.5)
The last exact sequence (3.2.5) can be regarded as an element of Ext1(Ωi−1M,Fi−1),
and we have Ext1(Ωi−1M,Fi−1) ∼= Exti (M,Fi−1) = 0 because i < t . Hence the exact
sequence (3.2.5) splits; we have an isomorphism
A ⊕ B ∼= Fi−1 ⊕ Ωi−1M.
Since Ωi−1M is indecomposable by the induction hypothesis, it is isomorphic to a direct
summand of A or B by the Krull–Schmidt theorem. We can assume without loss of gen-
erality that Ωi−1M is isomorphic to a direct summand of A. Then B is isomorphic to a
direct summand of the free module Fi−1, hence B is a free module. Therefore the exact
sequence (3.2.2) splits, and so Y is also a free module with rank Y = rank Fi−1 − rank B .
Since there is a surjective homomorphism from B to Ωi−1M by (3.2.3), we have
rankB = νR(B) νR
(
Ωi−1M
)= rankFi−1.
Thus we have rank Fi−1 = rankB , and Y = 0. This means that the R-module ΩiM is
indecomposable. 
As a corollary of the above result, we obtain the following result. We should note that
R is not assumed to be Henselian.
Corollary 3.3. ΩiRk is indecomposable for 0 i < depthR.
Proof. Fix an integer i with 0 i < depthR. Let ΩiRk = X ⊕ Y be a direct sum decom-
position. Taking the m-adic completions, we obtain
Ωi
R̂
k ∼= X̂ ⊕ Ŷ .
Since R̂ is Henselian and k is an indecomposable R̂-module, Ωi
R̂
k is also an indecompos-
able R̂-module by Proposition 3.2, and we have
X̂ = 0 or Ŷ = 0.
Hence X = 0 or Y = 0, which says that ΩiRk is indecomposable as an R-module. 
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In the previous section we demonstrated that the ith syzygy module of the residue field
k is indecomposable for i < depthR. We start this section by showing that any ith syzygy
module has no nonfree semidualizing summand for i > depthR.
Proposition 4.1. Let M be an R-module and C a semidualizing R-module. If C is isomor-
phic to a direct summand of ΩiRM for some i > depthR, then C ∼= R.
Proof. Fix an integer i > t := depthR, and take a minimal free resolution F• of M . There
is an isomorphism ΩiM ∼= C ⊕ D for some R-module D. We have an exact sequence
0 → C ⊕ D → Fi−1 → Ωi−1M → 0.
It follows from Lemma 3.1 that we have exact sequences
0 → C → Fi−1 → A → 0, (4.1.1)
0 → D → Fi−1 → B → 0, (4.1.2)
0 → C → B → Ωi−1M → 0, (4.1.3)
0 → D → A → Ωi−1M → 0. (4.1.4)
From the exact sequence (4.1.1) and Propositions 2.4(2) and 2.4(1), we see that GC dimA =
sup{i | Exti (A,C) = 0} 1.
Suppose that Ext1(A,C) = 0. Then GC dimA = 1, and depthA = t − 1 by Proposi-
tion 2.4(1). We have
depthΩi−1M  inf{i − 1,depthR} = t
by [4, Exercise 1.3.7],
depthB  inf
{
depthC,depthΩi−1M
}= t
by (4.1.3) and Proposition 2.2(2), and
depthD  inf{depthFi−1,depthB + 1} = t
by (4.1.2). Therefore by (4.1.4) we get
t − 1 = depthA inf{depthD,depthΩi−1M} t,
which is a contradiction.
Thus we must have Ext1(A,C) = 0. Hence the exact sequence (4.1.1) splits, therefore
C is free, and thus C ∼= R by Proposition 2.2(1). 
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izing summand:
Proposition 4.2. If C is a semidualizing R-module which is isomorphic to a direct sum-
mand of ΩtRk where t = depthR, then C ∼= R.
Proof. When t = 0, we have C ∼= k since k is an indecomposable R-module. Hence R ∼=
HomR(C,C) = HomR(k, k) ∼= k ∼= C. Let t  1 and take a minimal free resolution F• of
the R-module k. We have an exact sequence 0 → Ωtk → Ft−1 → Ωt−1k → 0. There is
an isomorphism Ωtk ∼= C ⊕ D for some R-module D. Then Lemma 3.1 provides exact
sequences
0 → C σ−→ Ft−1 α−→ A → 0, (4.2.1)
0 → D τ−→ Ft−1 β−→ B → 0, (4.2.2)
0 → C βσ−→ B → Ωt−1k → 0, (4.2.3)
0 → D ατ−→ A → Ωt−1k → 0, (4.2.4)
0 → Ft−1
(αβ)−→ A ⊕ B → Ωt−1k → 0. (4.2.5)
Denote by (−)† the C-dual functor HomR(−,C). From (4.2.3) we have an exact se-
quence
0 → (Ωt−1k)† → B† → R λ−→ Ext1(Ωt−1k,C)→ Ext1(B,C) → 0.
Put I = Kerλ. The map λ sends 1 ∈ R to an element of Ext1(Ωt−1k,C) corresponding
to the exact sequence (4.2.3). If the exact sequence (4.2.3) splits, then the map βσ is
a split monomorphism, and so is the map σ . Hence C is free, and therefore C ∼= R by
Proposition 2.2(1). Thus we may assume that (4.2.3) does not split. Then the map λ in
the above exact sequence is nonzero, equivalently I = R. Noting that Ext1(Ωt−1k,C) is a
k-vector space, we have I =m, and
dimk Ext1(B,C) = dimk Ext1
(
Ωt−1k,C
)− 1. (4.2.6)
From (4.2.1) we have an exact sequence
0 → A† → F †t−1
ρ−→ R → Ext1(A,C) → 0.
Put J = Imρ. If Ext1(A,C) = 0, then the exact sequence (4.2.1) splits, C is free, and
C ∼= R by Proposition 2.2(1). Hence we may assume that Ext1(A,C) = 0, equivalently
J = R. From (4.2.5) we have an exact sequence
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→ Ext1(Ωt−1k,C) µ−→ Ext1(A,C) ⊕ Ext1(B,C) → 0.
Hence Ext1(A,C) is a k-vector space since this is true of Ext1(Ωt−1k,C). Therefore we
see that J =m and dimk Ext1(A,C) = 1. It follows from (4.2.6) that µ must be an isomor-
phism. Thus we obtain two exact sequences
0 → A† → F †t−1 →m→ 0, (4.2.7)
0 → (Ωt−1k)† → A† ⊕ B† → F †t−1 → 0. (4.2.8)
Note that depthC = t  1 by Proposition 2.2(2). Applying (−)† to the complex F•
gives an exact sequence
0 → F †0 → ·· · → F †t−2 →
(
Ωt−1k
)† → 0.
Noting that each F †i is a direct sum of copies of C and applying the functor Hom(C,−)
to this exact sequence, we easily see that Exti (C, (Ωt−1k)†) = 0 for any i > 0. Hence
applying Hom(C,−) to (4.2.8), we have Exti (C,A†) = 0 for any i > 0, and applying
Hom(C,−) to (4.2.7), we have Exti (C,m) = 0 for any i > 0. In particular, Ext1(C,m) = 0,
which shows that any homomorphism from C to k factors through the natural surjection
π :R → k. Choose a minimal generator x of C and a homomorphism ε :C → k such
that ε(x) = π(1). There exists a homomorphism ξ :C → R such that ε = πξ . Then it is
easy to see that ξ(x) is a unit in R, which implies that ξ is surjective. Hence ξ is a split
epimorphism, and thus C ∼= R by Proposition 2.2(1). 
Applying Dutta’s theorem to our results obtained above, we give a characterization of
regular local rings, which is one of the main results of this paper.
Theorem 4.3. The following are equivalent:
(1) R is regular;
(2) ΩnRk has a semidualizing summand for some n 0.
Proof. (1) ⇒ (2). Set d = dimR. Then the R-module Ωdk is free of rank one. Hence it is
itself semidualizing.
(2) ⇒ (1). Assume n < depthR. Then it follows from Corollary 3.3 that C is isomor-
phic to Ωnk. We easily see that depthΩnk = n, while we have depthC = depthR > n by
Proposition 2.2(2), which is a contradiction. Therefore n depthR. Propositions 4.1 and
4.2 say that C is isomorphic to R, and Theorem 1.1 shows that R is regular. 
As an application of the above theorem, we obtain a necessary and sufficient condition
for a Cohen–Macaulay local ring to be regular, using the canonical module.
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following are equivalent:
(1) R is regular;
(2) ΩnRk has a summand isomorphic to ω for some n 0.
Proof. The implication (1) ⇒ (2) has been proved in the proof of Theorem 4.3. The con-
verse immediately follows from Theorem 4.3 and the fact that the canonical module of a
Cohen–Macaulay local ring is semidualizing. 
5. Another approach to Theorem 4.3
In this section, we consider Theorem 4.3 from another point of view. To be concrete,
we direct our attention to the relationship between a semidualizing module and a regular
element which is stated in Proposition 2.2(3), and give a proof of the theorem which is
different from the proof given in the previous section.
Let us recall the notion of a weak lifting:
Definition 5.1. Let x ∈ m be an R-regular element and set (−) = (−) ⊗R R/(x). An
R-module M is said to be weakly liftable to R if there exists an R-module N such that
x is N -regular and M is a direct summand of N .
Proposition 5.2. Let x ∈m be R-regular and set (−) = (−) ⊗R R/(x). The following are
equivalent for an R-module M :
(1) M is weakly liftable to R;
(2) ΩRM ∼= ΩRM ⊕ M ;
(3) Ωi+1R M ∼= Ωi+1R M ⊕ ΩiRM for any i  0.
Proof. (1) ⇔ (2). We refer to [3, Proposition 3.2].
(3) ⇒ (2). This implication is trivial.
(2) ⇒ (3). We have an exact sequence
0 → Ω2RM
f−→ F → ΩRM → 0,
where F is a free R-module and f ⊗R k = 0. Since x is R-regular, it is also ΩRM-regular.
Hence we see from the snake lemma that the above exact sequence induces an exact se-
quence
0 → Ω2 M f−→ F → ΩRM → 0,R
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Ω2RM
∼= ΩR
(
ΩRM
)∼= ΩR(ΩRM ⊕ M) ∼= Ω2RM ⊕ ΩRM.
Repeating this argument, we see that the condition (3) holds. 
The above result yields the structure of syzygy modules of the residue class field modulo
a regular element.
Corollary 5.3. Let x ∈m−m2 be an R-regular element. Put (−) = (−) ⊗R R/(x). Then
Ωi+1R k ∼= Ωi+1R k ⊕ ΩiRk
for any i  0.
Proof. It is easily checked that the natural exact sequence
0 → k →m/xm→m/xR → 0
splits, which implies that the R-module k is weakly liftable to R. Thus the assertion of the
corollary follows from Proposition 5.2. 
Now, we can achieve the aim of this section.
Another proof of Theorem 4.3(2)⇒ (1). Let C be a semidualizing R-module which is
a direct summand of ΩnRk. Then by Proposition 2.2(4), Ĉ is a semidualizing R̂-module
which is a direct summand of
Ω̂nRk
∼= Ωn
R̂
k,
where (̂−) denotes the m-adic completion. Replacing R by R̂, we may assume that R is
complete. We easily see n depthR by Proposition 2.2(2), Corollary 3.3 and the fact that
depthΩiRk = i for i < depthR.
Suppose depthR > 0. Then we can choose an R-regular element x ∈ m−m2. Setting
(−) = (−) ⊗R R/(x), we see from Proposition 2.2(3) and Corollary 5.3 that C is a semi-
dualizing R-module which is a direct summand of
ΩnRk
∼= Ωn
R
k ⊕ Ωn−1
R
k.
Since C is indecomposable by Proposition 2.2(1), it follows from the Krull–Schmidt theo-
rem that C is isomorphic to a direct summand of Ωn
R
k or Ωn−1
R
k. By an inductive argument,
we may assume depthR = 0.
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Thus we have an exact sequence of this form
0 → C → F → L → 0,
where F is a free R-module. Proposition 2.4(2) implies that the module L has finite GC -
dimension, and Proposition 2.4(1) yields equalities
sup
{
i | Exti (L,C) = 0}= GC dimL = depthR − depthL = 0.
In particular we have Ext1(L,C) = 0. Hence the above exact sequence splits, and thus C
is free. Theorem 1.1 shows that R is regular. 
6. Syzygy modules with G-projective summands
In this section, which is the last section of this paper, we shall aim at G-projective sum-
mands of syzygy modules, and consider whether the condition that some syzygy module
of the residue class field k of R has a G-projective summand implies the Gorensteinness of
the local ring R.
Let M be an R-module and n an integer. If ExtiR(trM,R) = 0 for any 1  i  n, we
say that M is n-torsionfree. Here we state a criterion for the torsionfree property. Note by
definition that the grade of the zero module is infinity; hence it is greater than all integers.
Lemma 6.1 [2, Proposition (2.26)]. Let M be an R-module. The following are equivalent
for an integer n:
(1) ΩiRM is i-torsionfree for 1 i  n;
(2) gradeR ExtiR(M,R) i − 1 for 1 i  n.
For a nonnegative integer n, we denote by Jn the composite functor tr ·Ωn, and set
J2n = Jn · Jn. The following lemma is shown in the proof of [2, Proposition (2.21)].
Lemma 6.2. Let M be an R-module and let n  1. If ΩnRM is n-torsionfree, then there
exists an exact sequence
0 → T → J2nM → M → 0
of R-modules with pdRT < n.
Making use of the above two lemmas, we obtain a special type of exact sequence:
Proposition 6.3. For each i with 1 i  depthR + 1, there exists an exact sequence
0 → Ti → trΩi tr
(
Ωi+1k
)→m→ 0
of R-modules with pdRTi < i.
192 R. Takahashi / Journal of Algebra 295 (2006) 179–194Proof. Put t = depthR. The module Exti (m,R) vanishes for 1 i  t −2, and is a k-vec-
tor space for i  t − 1. Hence
grade Exti (m,R)
{= ∞ for 1 i  t − 2,
 t for i  t − 1.
Therefore we have grade Exti (m,R) i −1 for 1 i  t +1, and Lemma 6.1 implies that
Ωim is i-torsionfree for 1 i  t + 1. Thus Lemma 6.2 completes the proof. 
Remark 6.4. Let X be a nonfree indecomposable G-projective R-module. Then there are
isomorphisms HomR(X,m) ∼= X∗ and Ext1R(X,m) ∼= HomR(X,k).
Indeed, applying the functor Hom(X,−) to the natural exact sequence 0 →m→ R →
k → 0, we get another exact sequence
0 → Hom(X,m) f−→ X∗ g−→ Hom(X, k) h−→ Ext1(X,m) → Ext1(X,R) = 0.
Since X is nonfree and indecomposable, any homomorphism X to R factors through m.
Hence f is an isomorphism, g is the zero map, and h is an isomorphism.
We have reached the stage to prove one of the main results of this paper. The exact
sequence given in Proposition 6.3 plays an essential role in the proof.
Theorem 6.5. The following are equivalent:
(1) R is Gorenstein;
(2) ΩnRk has a nonzero G-projective summand for some 0 n depthR + 2.
Proof. (1) ⇒ (2). Propositions 2.5(3), 2.4(1) and 2.4(3) say that Ωnk is itself G-pro-
jective, where n = depthR ( depthR + 2).
(2) ⇒ (1). Put t = depthR. Let X be a nonzero G-projective summand of Ωnk. Then
Ωt+2−nX is a G-projective summand of Ωt+2k by Proposition 2.5(1). If Ωt+2−nX = 0,
then pdX < ∞, and we have pdX = depthR − depthX = G dimX = 0 by Proposi-
tion 2.4(1), hence X is free, and R is regular by Theorem 1.1. Therefore we have only
to consider when Ωt+2−nX = 0. Replacing X by Ωt+2−nX, we may assume n = t + 2.
Set E = trΩt+1 tr(Ωt+2k) and Y = trΩt+1 trX. By Proposition 6.3 we have an exact
sequence
0 → T → E →m→ 0 (6.5.1)
with pdT < ∞.
Fix a nonfree indecomposable G-projective R-module U . Apply the functor Hom(U,−)
to (6.5.1). From Proposition 2.5(2) and Remark 6.4, we get an exact sequence
0 → Hom(U,T ) → Hom(U,E) → U∗ → 0,
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Exti (U,E) ∼= Exti (U,m) (6.5.2)
for i > 0, and G dim Hom(U,T ) < ∞. It is seen by Propositions 2.5(1) and 2.4(2) that
G dim Hom(U,E) < ∞. Since X is a direct summand of Ωt+2k, the R-module Y is a
direct summand of E, and Hom(U,Y ) is a direct summand of Hom(U,E). Hence, by
Proposition 2.4(4), we have
G dim Hom(U,Y ) < ∞ for any G-projective R-module U. (6.5.3)
Note from Proposition 2.5(1) that Y is itself G-projective.
Fix any G-projective R-module Z. There is an exact sequence 0 → ΩZ → F → Z → 0
of R-modules, where F is free. Dualizing this sequence by Y , we obtain an exact sequence
0 → Hom(Z,Y ) → Hom(F,Y ) → Hom(ΩZ,Y ) → Ext1(Z,Y ) → 0.
Since the R-modules Z, F , ΩZ are G-projective by Proposition 2.5(1), we see from (6.5.3)
that the R-modules Hom(Z,Y ), Hom(F,Y ), Hom(ΩZ,Y ) are of finite G-dimension.
Therefore, by Proposition 2.4(2), we easily see that
G dim Ext1(Z,Y ) < ∞ for any G-projective R-module Z. (6.5.4)
On the other hand, it is observed from (6.5.2) that there is an isomorphism Ext1(Z,E) ∼=
Ext1(Z,m), and from Remark 6.4 that Ext1(Z,m) is a k-vector space. Hence Ext1(Z,E)
is also a k-vector space. Since Ext1(Z,Y ) is a direct summand of Ext1(Z,E),
Ext1(Z,Y ) is a k-vector space for any G-projective R-module Z. (6.5.5)
Now, assume that R is not Gorenstein. It then follows from (6.5.4), (6.5.5), Proposi-
tions 2.4(4) and 2.5(3) that we must have
Ext1(Z,Y ) = 0 for any G-projective R-module Z.
There is an exact sequence 0 → Ω(Y ∗) → P → Y ∗ → 0 of R-modules where P is free,
and dualizing this, we get another exact sequence
0 → Y → P ∗ → (Ω(Y ∗))∗ → 0.
Since (Ω(Y ∗))∗ is G-projective by Proposition 2.5(1), we have Ext1((Ω(Y ∗))∗, Y ) = 0,
which implies that the above exact sequence splits. Hence Y is free, and so is trY . It follows
from the definition of Y that Ωt+1 trX is also free. Therefore we have pd(trX) < ∞, and
pd(trX) = depthR−depth(trX) = G dim(trX) = 0 by Propositions 2.4(1) and 2.5(1), that
is to say, trX is free, and so is X. Thus Theorem 1.1 shows that R is regular, contrary to
our assumption that R is not Gorenstein. This contradiction proves the theorem. 
We close this paper by presenting a natural question.
194 R. Takahashi / Journal of Algebra 295 (2006) 179–194Question 6.6. Suppose that ΩnRk has a nonzero G-projective summand for some integer
n > depthR + 2. Then is R Gorenstein?
Acknowledgment
The author thanks the referee for his/her careful reading and useful suggestions.
References
[1] M. Auslander, Anneaux de Gorenstein, et torsion en algebre commutative. Seminaire d’Algebre Commuta-
tive dirige par Pierre Samuel, 1966/67. Texte redige, d’apres des exposes de Maurice Auslander, Marquerite
Mangeney, Christian Peskine et Lucien Szpiro. Ecole Normale Superieure de Jeunes Filles, Secretariat math-
ematique, Paris, 1967.
[2] M. Auslander, M. Bridger, Stable module theory, Mem. Amer. Math. Soc. 94 (1969).
[3] M. Auslander, S. Ding, Ø. Solberg, Liftings and weak liftings of modules, J. Algebra 156 (2) (1993) 273–
317.
[4] W. Bruns, J. Herzog, Cohen–Macaulay Rings, revised edition, Cambridge Stud. Adv. Math., vol. 39, Cam-
bridge University Press, Cambridge, 1998.
[5] L.W. Christensen, Gorenstein Dimensions, Lecture Notes in Math., vol. 1747, Springer, Berlin, 2000.
[6] L.W. Christensen, Semi-dualizing complexes and their Auslander categories, Trans. Amer. Math.
Soc. 353 (5) (2001) 1839–1883.
[7] S.P. Dutta, Syzygies and homological conjectures, in: Commutative Algebra, Berkeley, CA, 1987, in: Math.
Sci. Res. Inst. Publ., vol. 15, Springer, New York, 1989, pp. 139–156.
[8] E.E. Enochs, O.M.G. Jenda, Gorenstein injective and projective modules, Math. Z. 220 (4) (1995) 611–633.
[9] H.-B. Foxby, Gorenstein modules and related modules, Math. Scand. 31 (1972) 267–284.
[10] E.S. Golod, G-dimension and generalized perfect ideals, in: Algebraic Geometry and Its Applications, Trudy
Mat. Inst. Steklov. 165 (1984) 62–66.
[11] V. Mas¸ek, Gorenstein dimension and torsion of modules over commutative Noetherian rings, in: Special
Issue in Honor of Robin Hartshorne, Comm. Algebra 28 (12) (2000) 5783–5811.
[12] R. Takahashi, Direct summands of syzygy modules of the residue class field, preprint.
