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Geleitwort 
Der vorliegende Band der Informatikberichte ist dem wissenschaftlichen Lebenswerk 
von Herrn Prof. Dr. Werner Dilger gewidmet. Seit Oktober 1993 hat 
Herr Prof. Dr. Werner Dilger an der Fakultät für Informatik der Technischen 
Universität Chemnitz hervorragende Arbeit in Forschung und Lehre geleistet. 
Vielfältige Abschlüsse von Diplomanden und Doktoranden belegen dies eindrucksvoll. 
Darüber hinaus war es Herrn Prof. Dr. Werner Dilger immer wichtig, den Kontakt zu 
Industriepartnern aufzubauen und wissenschaftliche Ergebnisse in die Praxis zu tragen. 
Hiervon zeugt die Gründung der prudsys AG im Juli 1998 mit heute 25 Mitarbeitern. 
Weiterhin bietet der jährlich durchgeführte Data Mining Cup eine Plattform für 
Begegnungen von Studierenden und Industriepartnern. Herr Prof. Dr. Werner Dilger ist 
Mitbegründer dieses beliebten und renommierten Wettbewerbs. 
Darüber hinaus ist festzustellen, dass Herr Prof. Dr. Werner Dilger immer den Blick für 
den Menschen hinter dem Wissenschaftler behalten hat. So war er als Chef, Berater und 
Kollege sehr geschätzt. Eine Auswahl wichtiger wissenschaftlicher Ergebnisse wurde 
nach dem plötzlichen Tod von Herrn Prof. Dr. Werner Dilger in diesem Band 
zusammengestellt. 
An dieser Stelle möchte ich die Dankbarkeit der Fakultät für Informatik für den 
unermüdlichen Einsatz von Prof. Dr. Werner Dilger ausdrücken und allen Lesern 
interessante und lehrreiche Stunden bei der Lektüre wünschen. 
 
 
 
Prof. Dr. Wolfram Hardt 
Dekan der Fakultät für Informatik 
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Künstliche Intelligenz und die 
Professur Modellierung und 
Simulation 
Peter Köchel & Ulf Nieländer 
TU Chemnitz, Fakultät für Informatik 
{pko;uni}@informatik.tu-chemnitz.de 
1 Einleitung 
In den vergangenen Jahren gab es zwischen den an der Fakultät für Informatik der 
Technischen Universität Chemnitz angesiedelten Professuren „Künstliche Intelligenz“ 
und „Modellierung und Simulation“ eine recht enge Zusammenarbeit. Diese fand ihren 
Ausdruck u. a. darin, dass über ein Jahrzehnt ein gemeinsames Forschungsseminar 
durchgeführt wurde. Die Seminare dienten nicht nur der Erörterung der 
unterschiedlichsten wissenschaftlichen Fragestellungen von den Standpunkten der 
Künstlichen Intelligenz (KI) und der Modellierung und Simulation (M+S) aus, sondern 
auch dem tieferen Durchdringen von Methoden und Modellen, die zum 
Handwerkszeug der jeweiligen anderen Professur gehörten. Es ist kein Geheimnis, dass 
die KI in vielen Bereichen auf Simulation als Analysewerkzeug zurückgreift. Mit KI-
Verfahren werden stochastische Systeme wie beispielsweise Fertigungssysteme 
gesteuert. Markovsche Entscheidungsprozesse finden Verwendung bei der 
Spracherkennung, in der Robotik oder beim Entwurf von Multi-Agenten-Systemen 
(MAS). Der Bereich M+S wiederum wurde durch entsprechende Forschungsergebnisse 
innerhalb der KI angeregt, sich mit MAS, Genetischen Algorithmen oder auch 
wissensbasierten Verfahren zu befassen. Hier sollen diese wechselseitigen Einflüsse in 
der Weise illustriert werden, dass wesentliche Forschungen der Professur M+S mit 
Bezug zur KI vorgestellt werden.  
2 Überblick zu KI-relevanten Arbeiten der 
Professur Modellierung und Simulation  
Modellierung, Simulation sowie optimaler Entwurf und optimale Steuerung 
stochastischer dynamischer Systeme sind die Bereiche, auf denen an der Professur 
M+S geforscht und gelehrt wird. In Anwendungen werden vor allem Fertigungs-, 
Logistik- oder Lagerhaltungs-systeme betrachtet. Schon bei relativ einfachen 
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Optimierungsproblemen (OP) im Zusammenhang mit der Steuerung oder dem Entwurf 
derartiger Systeme scheitern konventionelle Verfahren. Innerhalb der Informatik, 
speziell der KI und der M+S, sind darum in der Vergangenheit Möglichkeiten 
vorgeschlagen worden, die Schwierigkeiten bei der Lösung aktueller komplexer OP zu 
überwinden. Dazu sind unbedingt wissensbasierte Verfahren zu rechnen, bei denen 
Expertenwissen in den Lösungsprozess einbezogen wird. Die wachsende Komplexität 
der Probleme versucht man über sogenannte verteilte Intelligenz, zum Beispiel mittels 
MAS, zu beherrschen. Während jedoch für diese in der KI angesiedelten Zugänge 
ebenfalls gewisse Anwendungsgrenzen existieren, wird innerhalb der M+S mit der 
sogenannten simulationsbasierten Optimierung (simulation optimisation [SO]) ein 
faktisch universell anwendbarer Zugang bereitgestellt. An der Professur M+S wird 
darum seit über 15 Jahren daran gearbeitet, Ideen aus der KI für die SO zu nutzen. Da 
sich die weiteren Ausführungen auf ebensolche Arbeiten beschränken, soll das Prinzip 
der SO kurz erklärt werden. Bei diesem Zugang wird für das zu untersuchende System 
ein Simulator implementiert mit dem Vorteil, dass somit das reale System beliebig 
exakt abgebildet werden kann. Diese Abbildung wird bis auf gewisse Parameterwerte 
eindeutig sein. Jede Ausprägung dieser Parameterwerte stellt dann eine konkrete 
Lösung für das zugehörige OP dar. Diese Lösung wird simuliert und durch 
entsprechende Verarbeitung der Simulationsergebnisse leistungsmäßig bewertet. Ein 
Optimierer entscheidet u. a. auf Basis dieser Bewertung über Abbruch des 
Optimierungsprozesses und damit die Annahme einer der bisher betrachteten Lösungen 
oder die Fortsetzung der Suche. Im letzteren Falle hat er neue Lösungen als  
Kandidaten für  das Optimum vorzuschlagen. Dieses Wechselspiel zwischen 
Simulation und 
    Problem     Lösung 
   
     Lösungsvorschlag 
Optimierer    Simulator 
     Bewertung 
Abbildung 1. Prinzip der simulationsbasierten Optimierung 
Optimierung wird so lange fortgesetzt, bis ein definiertes Abbruchkriterium erfüllt ist 
(Abb.1). Die Arbeiten an der Professur M+S konzentrierten sich u. a. darauf, geeignete 
Realisierungen für den Optimierer zu entwickeln und mit Simulatoren konkreter 
stochastischer Systeme zu einer Anwendung zu kombinieren.  
2.1 Etwas Historie 
Startpunkt für die Einbeziehung von KI-Verfahren zur Lösung von 
Optimierungsproblemen im Zusammenhang mit dem Entwurf und der Steuerung 
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komplexer stochastischer Systeme war die Diplomarbeit von S. Hader 1993 [6]. 
Nachfolgend, mit den Diplomarbeiten von J. Arnold [1] und U. Nieländer [27], begann 
die intensivere Beschäftigung mit Verfahren der evolutionären Optimierung, 
insbesondere mit Genetischen Algorithmen (GA). Parallel dazu erfolgte die Suche nach 
einem geeigneten realistischen OP, um unsere Entwicklungen auch im Vergleich mit 
anderen Verfahren testen zu können. Wie so oft fanden wir, nachdem uns weit und 
breit (außer den bekannten Testfunktionen) nichts zusagte, die Lösung vor den eigenen 
Füßen. Es war ein OP aus der mathematischen Lagerhaltungstheorie. Bei diesem OP 
sind für mehrere Lagerstandorte periodisch Bestellentscheidungen zu fällen sowie 
innerhalb einer Periode Umverteilungen zwischen den Standorten so zu organisieren, 
dass die zu erwartenden Gesamtkosten minimiert werden. Für ein solches Lagersystem, 
als Multi-location Inventory System with lateral Transshipments (MLIST) aus der 
Operations-Research-Literatur bekannt, waren von P. Köchel bis ca. 1988 verschiedene 
Modelle definiert und untersucht worden (vgl. [17]). Die Komplexität der jeweiligen 
OP drückt sich u. a. darin aus, dass es für mehr als zwei Standorte kein analytisches 
Verfahren gibt, welches ohne einschränkende Annahmen zu einigermaßen guten 
Lösungen führt. Ursache dafür ist, dass im allgemeinen Fall für mehr als zwei Lager 
die Zielfunktion nicht mehr in analytischer Form darstellbar ist, weil die optimalen 
Umverteilungen nur durch einen Algorithmus in Abhängigkeit vom aktuellen Bestand 
in den Lagern bestimmt werden können. Das war für uns der typische Fall für den 
Einsatz der SO: Ein Simulator erzeugt Bedarfsrealisierungen der Standorte innerhalb 
einer Periode, berechnet den aktuellen Bestand als Differenz von Bestand zu 
Periodenbeginn und simulierter Bedarfsrealisierung, organisiert die Hilfslieferungen 
und berechnet schließlich für die aktuelle Periode die Gesamtkosten. Im Verlaufe 
entsprechend vieler Perioden erhält man eine Schätzung für den wahren 
Zielfunktionswert bei vorgegebenen Parameterwerten der Bestellentscheidungen. Ein 
geeigneter Optimierer müsste dann anhand der Schätzungen für die Zielfunktion 
innerhalb der Menge zulässiger Parameterwerte nach den optimalen Parameterwerten 
suchen. In den Folgejahren wurden Lösungen für das beschriebene 
Optimierungsproblem mittels Genetischer Algorithmen [3], [4] und über Multi-
Agenten-Systeme [9] gesucht.  
Weitere Meilensteine sind die Arbeiten am Multi-Agenten-System MASCOT [10], [11] 
und die Organisation des 13. Workshops der ASIM Fachgruppe „Simulation und 
Künstliche Intelligenz“ im April 1999. Die auf diesem Workshop präsentierten 
Beiträge stammen größtenteils aus der Chemnitzer M+S Arbeitsgruppe. Ein Beitrag zu 
Problemen des intelligenten Hauses kommt vom damaligem Inhaber der Professur KI, 
Prof. Werner Dilger. Alle Beiträge sind in [18] nachzulesen. Weitere Erfahrungen auf 
dem Gebiet der SO sammelten wir in den Jahren 1996 bis 2000 durch unsere Arbeiten 
am Teilprojekt V „Integration von Simulationssystemen zur Fabrikplanung und -
steuerung“ des von der DFG geförderten Innovationskollegs „Bildung eines vernetzten 
Logistik- und Simulationszen-trums“. Mehrere Forschungsberichte und 
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Veröffentlichungen stammen aus dieser Periode. Zwei Jahre später schloss S. Hader 
seine Arbeiten zu SO mit der erfolgreichen Verteidigung der Dissertation ab [12]. Eine 
Schlussfolgerung aus den in [12] dargestellten Ergebnissen war, dass eine 
Konzentration auf hybride Verfahren erfolgte, bei denen der Optimierer mehrere 
Verfahren nutzen kann. Anwendungen kamen vorwiegend aus den Bereichen 
Fertigung, Lagerhaltung und Logistik (siehe z.B. [13], [20], [24]). Der SO von 
Fertigungssystemen mittels GA ist auch die Dissertation von J. Arnold gewidmet [2]. 
Diese Arbeit zeichnet sich unter anderem dadurch aus, dass im Unterschied zur 
vorherrschenden Literatur das Problem einer simultanen Optimierung sowohl der 
Dimensionierung des Fertigungssystems als auch seiner hierarchisch-räumlichen 
Strukturierung behandelt wird. Ein Nachteil von SO sind die im Allgemeinen sehr 
großen Rechenzeiten, die für eine befriedigende Lösung benötigt werden. Auf der Hand 
liegender Ausweg ist die parallele SO. Ergebnisse zu Untersuchungen auf dem damals 
an der TU Chemnitz verfügbarem Rechencluster CLiC sind in [25] dargestellt. Als 
Vertreter der vielfältigen Softwarewerkzeuge, die in den letzten fünf Jahren an der 
Professur für den breiten Einsatz bei SO entwickelt und implementiert wurden, seien 
CAOS (Chemnitz-Assessment-Optimisation-System) und CHEOPS (Chemnitzer 
Hybrid-Evolutionäres Optimierungs-System) genannt, die von M. Kämpf bzw. U. 
Nieländer entwickelt wurden und in den Dissertationen [15] und [29] beschrieben sind. 
Nachfolgend soll auf einige wichtige Entwicklungen zur bzw. Anwendungen von SO 
an der Professur M+S etwas ausführlicher eingegangen werden. 
2.2 Regelbasierte und MAS-basierte SO 
Das regelbasierte System DIM_EXPERTE war das erste, welches an der Professur 
M+S von S. Hader zur automatischen Planung und Durchführung von 
Simulationsläufen im Rahmen von SO entwickelt wurde ([7] und [8]). Regelbasiert 
bedeutet, dass Expertenwissen, welches in Regelform in einer Regelbasis vorliegt, bei 
der Optimierung genutzt wird. Ein Regelinterpreter imitiert durch Anwendung dieser 
Regeln das Vorgehen eines menschlichen Optimierers. Die Regeln sind in einer 
Regelbasis gespeichert in Form der IF-THEN-Struktur  IF <bedingungen> THEN 
<schlussfolgerungen> oder IF <situation> THEN <aktionen>. Einmal gestartet muss 
der Mensch nicht in den automatisch ablaufenden Optimierungsprozess eingreifen. 
Durch entsprechende softwaretechnologische Gestaltung ist es kein Problem, die 
Regelbasis zu erweitern oder sie durch eine andere zu ersetzen und somit 
DIM_EXPERTE an andere Problemklassen anzupassen. DIM_EXPERTE ist in SNI-
Prolog entwickelt.  
Als erstes wurde mit DIM_EXPERTE ein kombiniertes Lager-Fertigungs-System 
bezüglich der Parameter der Lagerhaltungsstrategie und verschiedener 
Fertigungsressourcen optimiert [8]. Empirische Vergleiche mit einer 
Evolutionsstrategie ergaben, dass DIM_EXPERTE in den meisten Testfällen besser in 
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zweifacher Hinsicht war – besser waren die gefundenen Lösungen, und das wurde auch 
noch mit einer geringeren Anzahl durchsuchter Lösungen und damit Simulationsläufen 
erreicht.  
Die Arbeit an und mit DIM_EXPERTE führte recht schnell zu der Idee, mehrere für 
eine Optimierung geeignete Verfahren zu einem hybriden Optimierer zu verbinden. Als 
eine Variante, in einer konkreten Anwendung sowohl die Auswahl als auch die 
Realisierung der einzelnen Verfahren zu steuern, bot sich ein Multi-Agenten-System an. 
Darüber hinaus sollte sich das System dynamisch an ein konkretes 
Optimierungsproblem anpassen und vorgegebene endliche Ressourcen wie 
beispielsweise eine obere Schranke an die Dauer des gesamten Lösungsprozesses 
beachten. Es sollte also eine Art Plan für die Optimierung vor Start des 
Optimierungsprozesses automatisch erstellt werden. Diese Ideen wurden erstmals mit 
MASCOT (Multi-Agent System for the Combination of Optimization Techniques) 
durch S. Hader realisiert (siehe [9], [10], [11]). In MASCOT gibt es mehrere Mengen 
von Software-Agenten, u. a. die Menge der Optimierungsagenten, von denen jeder ein 
einzelnes Verfahren realisiert (wissensbasierte Optimierung, zufällige Suche, GA, 
Simulated Annealing und andere). Verfügbare Verfahren können auf zweierlei Weise 
zu einem hybriden Verfahren an ein konkretes OP angepasst werden – durch statische 
oder durch dynamische Adaption. Bei der statischen Adaption legt der Nutzer vor 
Beginn des Optimierungsprozesses fest, welche Verfahren in welcher Reihenfolge 
anzuwenden sind. Wird die Reihenfolge anzuwendender Verfahren jedoch in 
Abhängigkeit vom Verlauf des Optimierungsprozesses während desselben festgelegt, 
so spricht man von dynamischer Adaption. MASCOT wurde angewandt auf das 
MLIST [9] sowie ein Job-Shop Problem mit Zeitfenstern, bestehend aus 66 Maschinen 
und 60 Jobs mit unterschiedlichen technologischen Maschinenreihenfolgen [10]. In 
beiden Fällen konnten mit MASCOT bessere Ergebnisse und kürzere Rechenzeiten 
erreicht werden. MASCOT ist in C++ implementiert. Es ist wichtig darauf 
hinzuweisen, dass bei MASCOT, aber ebenso bei anderen an der Professur M+S zur 
Lösung von OP entwickelten Lösungsverfahren, im Unterschied zu den klassischen 
Verfahren die Endlichkeit der Rechenressourcen insbesondere der verfügbaren Zeit 
ausdrücklich in die Betrachtung einbezogen wird.  
Die Arbeiten an der Professur M+S zur Verwendung wissensbasierter Verfahren und 
MAS für die SO fanden ihren Höhepunkt und Abschluss mit der Dissertation von S. 
Hader [12]. Bei dem in [12] entwickelten neuartigen Agendabasierten Hybriden 
Optimierungsverfahren AGON werden Reihenfolge, Ausführungsdauer und 
Verfahrensparameter der auszuführenden Verfahren automatisch über einen 
hierarchischen Entscheidungsprozess festgelegt. Auf diese Weise beschreibt AGON 
eine Klasse hybrider Verfahren, die eine Vielzahl von Realisierungsvarianten erlaubt. 
Eine davon ist das ebenfalls in [12] vorgestellte Optimierungssystem PATHOS 
(Programmsystem zur agendabasierten hybriden Optimierung technischer Systeme), 
das u. a. Information über Merkmale des zu lösenden OP beachtet, wodurch eine 
9
  
problemangepasste Gestaltung des Optimierungsprozesses möglich wird. PATHOS ist 
vorgesehen für parametrische OP mit einfacher Zielsetzung. Besonders geeignet ist 
PATHOS mindestens in folgenden Situationen (vgl. [12]): Für eine Optimierung steht 
nur ein geringes Zeitvolumen zur Verfügung; es gibt Informationen über Eigenschaften 
des OP; die Lösungsqualität soll während des Optimierungsprozesses skaliert werden. 
Die Verfahrensbibliothek von Pathos enthält die sieben Optimierungsverfahren 
vollständige Enumeration, globale und lokale Zufallssuche, einen GA, Methode des 
steilsten Abstieges, Methode von Hooke-Jeeves sowie die Nelder-Mead-Methode. Ein 
Vergleich von PATHOS mit nicht-hybriden Verfahren zeigte für die zu Testzwecken 
häufig verwendete Griewank-Funktion ebenso wie für den Entwurf eines 
Flugzeuggetriebes und auch die Dimensionierung eines komplexen Fertigungssystems 
sowie einer Kanban-Steuerung mehrfach bessere Ergebnisse. 
2.3 GA-basierte SO 
Parallel zu regelbasierten Verfahren wurden an der Professur M+S Forschungsarbeiten 
zu GAs und deren Verwendung zur Lösung von OP aus verschiedenen 
Anwendungsbereichen durchgeführt. Ein GA ist ein populationsbasierter Algorithmus, 
der Vorgänge des Evolutionsprozesses für die iterative Suche nach Lösungen von OP 
nutzt. Eine allgemeine Beschreibung der entsprechenden Iterationsschleife kann 
beispielsweise die folgenden Schritte umfassen: 
(i) Lege eine Population M als Menge von Lösungen zu einem OP fest. 
(ii) Selektiere aus M eine Teilpopulation T. 
(iii) Erzeuge aus den Lösungen aus T eine Menge T’ neuer Lösungen. 
(iv) Bestimme eine neue Population von Lösungen M’ aus den 
Mengen M, T und T’. 
(v) Solange eine Stopp-Bedingung nicht erfüllt ist setze M := M’ und starte erneut. 
In Abhängigkeit davon, wie die einzelnen Basisschritte eines GA realisiert sind, ergibt 
sich eine praktisch unendliche Vielfalt konkreter GAs. Hier sollen von den an der 
Professur M+S entwickelten nur zwei etwas näher betrachtet werden. 
EvAOpt wurde von J. Arnold als ein Modul zur Optimierung von Fertigungssystemen 
im Rahmen seiner Diplomarbeit entwickelt [1]. EvAOpt kann mit einem geeigneten 
Simulator zur Lösung parametrischer OP genutzt werden, die typisch sind für 
Fertigungs-, Transport- und Logistiksysteme. Bei der Formulierung eines 
entsprechenden OP wird ein Nutzer dadurch unterstützt, dass ein 
Problembeschreibungsformular bereitgestellt wird. Im Einzelnen können als 
Teilprobleme Reihenfolge, Auswahl- und Zuordnungsprobleme behandelt werden. Die 
mit EvAOpt gesammelten Erfahrungen führten nachfolgend u. a. zu einer parallelen 
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Variante unter Verwendung von PVM, mit der Lösungen für das MLIST-Modell 
bestimmt wurden [4], sowie zur Dissertation [2].  
Eine zweite Entwicklung ist das System LEO, Laboratory for Evolutionary 
Optimization, von U. Nieländer [28]. Sein modularer Aufbau erlaubt es, allgemeine OP 
effizient zu lösen. Erste Voraussetzung dafür ist, dass es der Repräsentationsmodul 
erlaubt, Lösungen eines OP sowohl als Bitstring als auch in Form von reellwertigen 
oder ganzzahligen Vektoren oder als Permutation darzustellen. Die Bewertung einer 
Lösung realisiert ein Fitnessmodul, der entweder analytische Verfahren oder 
Simulationsexperimente zur Bestimmung der Zielfunktionswerte nutzt. In der ersten 
Ausbaustufe umfasste der für die Selektion zuständige Modul sechs unterschiedliche 
Selektionsverfahren. Für die Erzeugung neuer Lösungen ist der Operatormodul 
zuständig, der über die verschiedenartigsten Realisierungen der wichtigen  genetischen 
Operatoren Rekombination und Mutation verfügt. Das Populationskonzept von LEO ist 
im Populationsmodul umgesetzt, so z. B. das Elitismus-Prinzip. Zu betonen ist, dass  
LEO auch die parallele Entwicklung mehrerer isolierter Teilpopulationen mit einer 
zeitweisen Migration von erzeugten Lösungen erlaubt.  
Neben diesen Softwareprodukten, die hauptsächlich aus theoretischen Untersuchungen 
zur evolutionären Optimierung entstanden, gibt es eine Vielzahl von Anwendungen, 
auf die jedoch im §2.5 etwas näher eingegangen wird. 
2.4 Neuere Entwicklungen  
Die beiden 2008 fertiggestellten Dissertationen von M. Kämpf [15] und U. Nieländer 
[29] stellen einen weiteren Meilenstein für die Forschungen an der Professur M+S zur 
Verbindung von KI, Simulation und Optimierung dar. Die jeweiligen theoretischen 
Untersuchungen werden ergänzt durch ihre praktische Umsetzung in Form der 
Softwarepakete CAOS und CHEOPS.  
Die Idee von CAOS ist, den Optimierungsprozess vom Optimierungsproblem zu 
separieren. Das heißt, dass ein Anwender, um ein OP zu lösen, nur Information über 
das Problem haben muss und nicht über die zu dessen Lösung zu verwendenden 
Verfahren. Für einen breiten praktischen Einsatz fast die wichtigste Voraussetzung, 
weil im Allgemeinen dort, wo Probleme der optimalen Steuerung oder des optimalen 
Entwurfes entstehen, wenig Kenntnisse über mögliche Lösungsverfahren vorliegen. 
Um ein OP für eine Lösung vorzubereiten, muss der Anwender nur ein Modell des 
Systems konstruieren, auf welches sich das OP bezieht. Wichtigster Teil hierbei ist die 
Definition der zu optimierenden Parameter mit ihren Wertebereichen. Nachdem der 
Nutzer Anfangswerte für diese Parameter festgelegt hat, startet der automatische 
Suchprozess nach optimalen bzw. sehr guten Lösungen. Im Unterschied zu PATHOS 
sind mit CAOS auch mehrkriterielle OP zu lösen. Die Umgebung von CAOS umfasst 
mehrere Teile. Implementierungen von Prototypen spezieller Optimierungsverfahren 
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wie Tabu Search, GA, Simulated Annealing erlauben sowohl deren isolierte Nutzung 
als auch entsprechende Kombinationen zu einem hybriden Optimierer. Um den 
Optimierungsprozess zu verfolgen, steht ein Analysewerkzeug für das Tracing zur 
Verfügung – ein wichtiges Element für detailliertere Untersuchungen nach Beendigung 
des eigentlichen Optierungsprozesses. Um die eingangs genannte Entlastung der 
Anwender zu ermöglichen, gibt es eine Modelldeklarierungssprache für die 
Konstruktion allgemeiner Modelle. Schließlich, es geht ja im Endeffekt um die SO, 
stehen Prototypen verschiedener Simulatoren zur Verfügung. Es versteht sich, dass 
CAOS erweiterbar ist indem neue Optimierungsverfahren implementiert und neue 
Typen von Optimierungsproblemen definiert werden. Jedes Modell ist festgelegt durch 
seine generelle Struktur, so dass für eine Anwendung allein die Modellelemente mit 
ihren Parametern deklariert werden müssen. Damit werden die Entwicklungszeiten für 
den Entwurf einzelner Exemplare eines Systems enorm verringert. Aktuell sind für 
Hub-and-Spoke Systeme, Central-Server Systeme und kombinierte Produktions-
Lagerhaltungssysteme entsprechende Modelle und Simulatoren implementiert. Etwas 
detaillierter werden diese im §2.5 beschrieben. CAOS ist in C# implementiert. 
Das Chemnitzer hybrid-evolutionäre Optimierungssystem CHEOPS von U. Nieländer 
ist konzipiert als leistungsstarker, universeller, anpassungsfähiger und erweiterbarer 
Evolutionärer Algorithmus zur Lösung parametrischer OP. Dazu beinhaltet CHEOPS 
de facto eine Vielzahl an Werkzeugen und Funktion(alität)en. So sind zu jedem 
Chromosomentyp mehrere genetische Mutations- und Crossover-Operatoren 
implementiert und können bei der Optimierung für eine breit gefächerte, effizienter 
ablaufende Suche gemeinsam benutzt werden. Weil sich durch eine hohe 
Nachkommenvielfalt außerdem die genetische Heterogenität in der Population 
längerfristig erhält, sinkt die Wahrscheinlichkeit vorzeitiger Konvergenz zu 
suboptimalen Lösungen. Außerdem können algorithmische Methoden - also auch 
andere, insbesondere problemspezifische Suchverfahren, die neue Lösungspunkte 
generieren - als genetische Operatoren fungieren. Überdies lassen sich spezielle 
Verbesserungsverfahren, die eine lokale Optimierung einzelner Lösungspunkte 
bewirken, vor deren Einfügen in die Population anwenden. Obwohl sie nur die 
Zielfunktionswerte der Lösungen geeignet miteinander vergleichen und daher simpel 
erscheinen, dirigieren die Selektionsverfahren den evolutionären Optimierungsprozess. 
Beim CHEOPS-Generationskonzept des stetigen Ersetzens müssen zum einen gute 
Lösungen als Eltern zur Fortpflanzung ausgewählt werden, und zum anderen 
substituieren die erzeugten Kinder danach schlechte Lösungen in der Population. Dabei 
entscheidet ausschließlich die Selektion von Individuen darüber, ob insgesamt eine 
Maximierung oder Minimierung der Zielfunktionswerte erfolgt. Überdies wirkt auf die 
notwendige Balance zwischen den beiden Gegenpolen Exploitation und Exploration 
einer jeden Suche außer der Populationsgröße ebenfalls der Selektionsdruck ein. 
Deshalb sind in CHEOPS mehrere Selektionsverfahren implementiert (teilweise in 
verschiedenen Varianten, aber stets sowohl für eine Maximumselektion als auch für 
12
  
eine Minimumselektion) und können gemeinsam bei der Optimierung benutzt werden. 
Mehrkriterielle OP werden in der Literatur durch lineare Aggregation der 
Zielfunktionen und Gewichtungsfaktorenvariation häufig in ein einkriterielles Korsett 
gezwängt. Wenn aber unterschiedliche Bewertungsmaßstäbe oder sogar gegensätzliche 
Optimierungsrichtungen vorliegen, indem simultan manche Gütekriterien zu 
maximieren und andere Zielfunktionen zu minimieren sind, dann ist dieses Vorgehen  
kaum praxistauglich! Ein perfekter Lösungspunkt, bei dem gleichzeitig alle 
Gütekriterien ihren jeweils optimalen Wert erreichen, wird i. Allg. nicht existieren. 
Vielmehr interessiert hier eine Kompromissmenge gegenseitig nicht dominierender und 
entlang der Paretofront gleichmäßig über deren gesamte Ausdehnung verteilter 
Lösungspunkte. Für solche Aufgabenstellungen erscheinen Evolutionäre Algorithmen 
besonders prädestiniert, denn sie arbeiten mit Populationen von Lösungen. Jedoch sind 
dann modifizierte bzw. erweiterte Selektions-verfahren notwendig. Ein derartiges 
CHEOPS-Selektionsverfahren orientiert sich an Sterndiagrammen, da sie bei 
mehrkriteriellen Optimierungsproblemen eine oft benutzte, weil gut geeignete abstrakte 
Darstellungsform zur Vermittlung eines evidenten Gesamteindrucks sowie zum 
visuellen Vergleich mehrerer Lösungspunkte sind. Tatsächliche Kompromisslösungen 
werden hierbei gegenüber solchen Individuen bevorzugt, die zwar einen besonders 
guten Zielfunktionswert besitzen, den restlichen Gütekriterien jedoch nur schlecht 
entsprechen. In CHEOPS sind darüber hinaus weitere mehrkriterielle Selektions-
verfahren implementiert, die gemeinsam bei der Optimierung benutzt werden können. 
Die besten dabei ermittelten und sich nicht gegenseitig dominierenden Lösungspunkte 
werden dann separat gespeichert. Diese Elitepopulation füllt sich sukzessive während 
der Laufzeit und bildet schließlich die Kompromissmenge. Die dadurch approximierte 
Paretofront wird außerdem entzerrt bzw. weit auseinandergezogen. Das Ausnutzen der 
in bereits ermittelten, guten Lösungspunkten enthaltenen Informationen (Exploitation) 
und das Ausschauen nach neuen, Erfolg versprechenden Regionen im Lösungsraum 
(Exploration) sind die beiden Gegenpole einer jeden Suche. Für deren Ausbalancierung 
ist die Populationsgröße, d. h. die Anzahl darin enthaltener Individuen als Quantität des 
Genpools, der der Evolution unterliegt, ein entscheidender Strategieparameter. Zudem 
verfügt CHEOPS über einige weitere Strategieparameter, wobei diese nicht-triviale 
Parametrierung ein genereller Nachteil von Evolutionären Algorithmen ist. Durch den 
in CHEOPS implementierten und dann dynamisch aufgebauten Stammbaum, der die 
evolutionäre Entwicklung der Population widerspiegelt, sind jedoch die Grundlagen 
dafür gelegt, mittels Reinforcement Learning die entsprechenden 
Anwendungswahrscheinlichkeiten von Selektionsverfahren und genetischen 
Operatoren während des Optimierungslaufes selbstständig adaptiv anzupassen. Darüber 
hinaus sind in CHEOPS folgende weitere Konzepte realisiert: Das Altern von 
Individuen nach erfolgter Selektion durch Fitnesseinbußen für jede Zielfunktion, das 
teilweise Reinitialisieren der Population zur bestimmten Zeitpunkten, sodass der 
Genpool aufgefrischt wird, und das regelmäßige kurzzeitige Invertieren der 
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Optimierungsrichtung(en), um das Stagnieren des Optimierungsprozesses zu 
verhindern. 
Neben den gerade beschriebenen Systemen CAOS und CHEOPS soll noch kurz auf 
zwei neuere Entwicklungen im Zusammenhang mit SO eingegangen werden. Das 
betrifft die Verwendung von Ameisenmodellen sowie der Schwarmintelligenz als 
Optimierer. In [26] wird ein Ameisen-Modell genutzt, um das folgende OP zu lösen. 
Um die Gesamtdauer der Durchführung einer benötigten Anzahl Experimente zu 
verringern, werden in der chemischen Forschung parallele Reaktorsysteme eingesetzt. 
Für eine weitere Zeitverkürzung benötigt man geeignete Planungsverfahren. Dazu sind 
jedoch Daten über die Laufzeiten der einzelnen Experimente nötig. Sollen mehrere 
Versuche gleichzeitig stattfinden kommt noch das Problem der begrenzten Ressourcen 
hinzu. Will man die Gesamtzeit für eine Versuchsserie minimieren ist also ein 
kombiniertes Reihenfolge- und Scheduling-Problem zu lösen. Der Zugang zu einer 
Lösung dieses Problems erfolgt in zwei Schritten. Im ersten Schritt wird ein 
Simulationsmodell für parallele Reaktorsysteme entworfen und implementiert. Die 
Optimierung der Versuchsabläufe und die Implementierung entsprechender 
Algorithmen sind Bestandteile des zweiten Schrittes. Die verwendeten 
Optimierungsverfahren umfassen einen Greedy-Algorithmus und ein Ameisen-Modell. 
Für ein Beispiel mit vier parallelen Reaktoren führte der vorgeschlagene 
Ameisenalgorithmus mit 10 Ameisen bereits nach 10-30 Iterationen zu einer optimalen 
Lösung. 
Die Ergebnisse zu einer Analyse der Nutzungsmöglichkeiten der Schwarmintelligenz 
für die SO sind in der Diplomarbeit von St. Thiem exzellent dargestellt [32]. Dort sind  
Verhaltensmodelle für Schwärme entwickelt und mittels Simulation untersucht. 
Desgleichen ist eine vergleichende Analyse mit anderen Soft-Verfahren hinsichtlich 
ihrer Eignung zur Lösung von OP realisiert. Als Grundmodell ist ein Modell gewählt, 
das sich dem Bereich der Artificial Physics zuordnet. Das Grundmodell erlaubt, die 
verschiedensten Ausprägungen zu betrachten und bezüglich des Einflusses 
verschiedener Eingabeparameter auf ihr Verhalten zu untersuchen. Im Ergebnis werden 
vier Modellvarianten für die Bewegung der Schwarm-teilchen in einem stetigen 
Suchraum ausgewählt und anhand von 15 Testfunktionen verglichen. Ergebnis 
umfangreicher Testrechnungen ist, dass im Mittel eine Variante die beste Performance 
aufweist, es aber keine gleichmäßig beste Variante gibt. Die vorgeschlagenen vier 
Schwarmmodelle werden weiterhin anhand dreier ausgewählter Testfunktionen mit der 
zufälligen Suche, einem Greedy Algorithmus, Simulated Annealing, Threshold 
Accepting, Sintflutmethode, sowie populationsbasiertem Simulated Annealing und 
Threshold Accepting verglichen. Die vorgestellten Schwarmmodelle schneiden dabei 
mehrfach besser ab. Für kombinatorische Optimierungsprobleme weisen sie jedoch nur 
eine ähnliche Performance auf wie die zufällige Suche.  
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2.5 Anwendungen 
Fragt man nach dem Verhältnis von theoretischen und anwendungsorientierten 
Arbeiten innerhalb der Professur M+S, so muss mit dem Wort „ausgewogen“ oder in 
Zahlen 50:50 geantwortet werden. Dabei war es in der Regel jedoch so, dass durch 
neue Anwendungsfälle neue theoretische Entwicklungen initiiert wurden. Unsere 
wichtigsten Anwendungsdomänen sind, wie schon mehrfach erwähnt, Lagerhaltungs-, 
Fertigungs- und Logistiksysteme. Ein Hauptgrund dafür ist, dass es in diesen Bereichen 
eine Vielzahl höchst aktueller und sehr komplexer OP gibt mit in der Regel 
unbefriedigenden Lösungen. 
Beginnen wir mit dem Gebiet der Lagerhaltungssysteme. Wie im §2.1 beschrieben, 
waren die Schwierigkeiten bei der Bestimmung optimaler Bestell- und 
Umverteilungsstrategien für das MLIST der Ausgangspunkt für unsere Arbeiten auf 
dem Gebiet der SO. Die ersten Arbeiten kombinierten einen entsprechenden Simulator 
für ein MLIST-Modell mit einem einfachen GA (vgl. [3], [4], [19]). Vorrangiges Ziel 
war es, die Funktionstüchtigkeit einer solchen Konstruktion zu zeigen. Es sei bemerkt, 
dass die Anwendung der simulations-basierten Optimierung auf ein derartiges System 
zum damaligen Zeitpunkt aus der Fachliteratur nicht bekannt waren. In [31] wurde 
erstmals der Versuch unternommen, für den Fall stetiger Zeit ein MAS zur Steuerung 
eines entsprechenden MLIST-Modells zu entwerfen und zu implementieren. Es werden 
Lageragenten und Transportagenten definiert, die beide mit unterschiedlichen 
Fähigkeiten ausgerüstet sind. Dabei sind sie in beschränktem Maße in der Lage, über 
das zu erwartende zukünftige Verhalten des Gesamtsystems ihre verschiedenen 
Aktionen zu bewerten sowie aus den Vergangenheitsdaten zu lernen. Dieser Ansatz 
wurde  allerdings nicht weiter verfolgt. Bei den bisherigen MLIST-Modellen waren 
Umverteilungen immer nur an den Periodenenden zugelassen. Der Vorteil hierbei ist, 
dass man über vollständige Information über den zukünftigen Verlauf im System 
verfügt – nach der als augenblicklich angenommenen Umverteilung wird auf den sich 
dabei ergebenden Restbestand die jeweilige Bestellstrategie angewandt, und, weil 
ebenfalls augenblickliche Belieferung vorausgesetzt war, man startet zu Beginn der 
neuen Periode mit den durch die Bestellstrategie festgelegten Beständen. Eine neue 
Qualität kommt in das OP hinein, wenn Umverteilungen zu beliebigen Zeitpunkten 
möglich sind, diese eine bestimmte (zufällige) Zeit benötigen und auch nach einer 
Bestellung zu Beginn einer Periode die Lieferung erst mit Verzögerung (zufällige oder 
deterministische Lieferzeit) erfolgt. In diesem Fall ist die optimale Umverteilung nicht 
nur von den aktuellen Beständen abhängig sondern auch vom zukünftigen Verhalten 
des Systems, genauer dem eintreffendem Bedarf und der Ankunft noch ausstehender 
Bestellungen. Eine Prognose darüber kann nur näherungsweise über entsprechende 
heuristische Schätzungen erfolgen. In seiner Diplomarbeit stellt Ch. A. Hochmuth ein 
entsprechendes Simulationsmodell vor, welches durch die Kopplung mit einem GA zu 
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interessanten Lösungen führt (siehe [14]). Implementierungssprache ist Java. 
Vergleichbare Untersuchungen sind bisher aus der Fachliteratur nicht bekannt.  
Zu den Lagerhaltungssystemen, für die es gegenwärtig ebenfalls keine akzeptablen 
Lösungsverfahren gibt, zählen die Multi-Echelon Systeme. Diese Systeme bestehen aus 
mehreren Standorten mit einer Vorgänger-Nachfolger Ordnung, d.h., ein Nachfolger 
bestellt bei seinen Vorgängern. Einfachste Struktur ist die Anordnung der Standorte in 
Serie, wobei in der Regel der Bedarf durch den letzten Standort zu befriedigen ist und 
der erste Standort den Hersteller der Produkte präsentiert. Für beliebige Strukturen 
(divergierend, konvergierend, gemischt) existieren Lösungen nur unter äußerst 
einschränkenden Bedingungen. Wir sind über den Umweg über Kanban-Systeme 
darauf gestoßen, Multi-Echelon Systeme mittels SO zu steuern. Kanban ist das 
japanische Wort für Karte. Mit dem Begriff Kanban-System ist ein einfacher, aber sehr 
effektiver Steuermechanismus für mehrstufige Produktionssysteme verbunden, der 
zuerst vom Autoproduzenten „Toyota“ implementiert wurde. Zwischen 
aufeinanderfolgenden Produktionsstufen zirkuliert dabei eine fixierte Anzahl von 
Behältern mit einer ebenfalls fixierten Anzahl zu bearbeitender Teile. Über an diese 
Behälter angehängte Karten, eben Kanbans, werden Produktion und Transport 
zwischen den Produktionsstufen angestoßen. In unseren Arbeiten zur Optimierung von 
Kanban–Systemen verallgemeinerten wir die in der Literatur betrachteten Systeme in 
zwei Richtungen. Zum einen gehen wir von einer Zielfunktion aus, die neben dem 
zumeist verwendetem Systemdurchsatz als weitere Kenngrößen den Vorrat an Teilen in 
der Produktion, das Warten sowie das mögliche Abweisen von Bedarfsanmeldungen 
und die Installation von Kanbans kostenmäßig bewertet. Die zweite Verallgemeinerung 
ergab sich aus der (bisher wenig beachteten) betriebswirtschaftlichen Tatsache, dass 
Vorräte in hinteren Fertigungsstufen höhere Kosten verursachen als weiter vorn im 
Fertigungsprozess. Aus diesem Grunde erweiterten wir die Steuermöglichkeiten von 
der Anzahl und der Verteilung der Kanbans im System auf das Volumen  bzw. die den 
Kanbans zugeordneten Losgrößen. Wie im MLIST-System ist die Zielfunktion 
multimodal, und ihre Werte sind nur mittels Simulation zu schätzen. Deshalb bleibt 
auch hier nur SO als Lösungszugang übrig. Zu diesem Zwecke wurde ein erster an der 
Professur entwickelter Simulator für Kanban-Systeme (siehe [30]) sowohl mit einem 
regelbasiert gesteuerten Hillclimbing [7] als auch mit dem evolutionären 
Optimierungstool LEO (Laboratory for Evolutionary Optimization) aus [28] 
verbunden. Die Optimierung mittels LEO führte bei den betrachteten Testbeispielen zu 
signifikant besseren Lösungen (siehe z.B. [20], [21]). Die erreichten Ergebnisse 
bewegten uns, den breiter anwendbaren Simulator KaSimIR (Kanban Simulation 
Imaging Reality) zu schaffen [23].  Die offensichtliche Analogie zwischen Kanban-
Systemen und Multi-Echelon Systemen brachte uns auf den Gedanken, das Prinzip der 
Kanban-Steuerung für Multi-Echelon Modelle zu nutzen. Diese Idee ist meines 
Wissens neu. Ergebnisse sind in [22] enthalten. 
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Aus dem Bereich der Logistik stammt das sogenannte Fleet-Sizing-and-Allocation 
Problem (FSAP). Bei diesem OP wird ein Logistikunternehmen betrachtet, das eine 
Fahrzeugflotte unterhält. Die Fahrzeuge sind über eine gegebene Anzahl Terminals 
verteilt, in denen ein zufälliger Transportbedarf zu decken ist. Dieser Bedarf kann 
durch Fahrzeuge am Ort oder durch Fahrzeuge befriedigt werden, die aus anderen 
Terminals herangeführt werden. Es werden Kosten für einen Fahrzeugtransfer, für 
abgewiesene Bedarfsanmeldungen, Unterhaltskosten je Fahrzeug sowie Erträge je 
bediente Transportanforderung berücksichtigt. Das OP lautet hier, die Flottengröße, 
ihre Verteilung auf die Terminals und eine Regel für Fahrzeugtransfers so zu 
bestimmen, dass der je Zeiteinheit zu erwartende Gesamtgewinn maximiert wird. Die 
Komplexität dieses OP erfordert geradezu den Einsatz der SO. Dazu wurde der 
Simulator FSAP implementiert und mit dem Optimierungswerkzeug LEO kombiniert 
(siehe [24]). Am FSAP lässt sich anschaulich unsere Verfahrensweise bei SO 
demonstrieren. Vorauszuschicken ist die Bemerkung, dass auf Grund der Komplexität 
der zu lösenden OP nicht zu erwarten ist, das rechnerisch globale Optimum bestimmen 
zu können. Hinzu kommt, dass jene Strategien, welche dieses Optimum realisieren, für 
jedwede Anwendung zu kompliziert wären. Also schränken wir in einem ersten Schritt 
die Suche nach optimalen Strategien auf Strategien ein, die a) eine einfache Struktur 
haben und b) bei gegebener Struktur sich durch wenige Parameter beschreiben lassen. 
Ein anschauliches Beispiel sind die (s, S) Bestellstrategien aus der 
Lagerhaltungstheorie. Dabei gibt der Parameter s den Bestellpunkt an, der bei 
Unterschreitung durch den vorhandenen Vorrat signalisiert, dass auf das Bestellniveau 
S aufzustocken ist. Ähnliche Strategien regeln im FSAP Simulator für jedes Terminal 
das Angebot von Fahrzeugen bei Überfluss bzw. die Nachfrage bei Mangel im 
jeweiligen Terminal. Eine recht allgemeine Form der Steuerung von  Angebot und 
Nachfrage stellt die (s, Q, S, q)-Strategie dar. Bei dieser Strategie wird eine 
Bedarfsanmeldung von Q Fahrzeugen ausgelöst, wenn der Fahrzeugbestand B unter s 
fällt und es werden q Fahrzeuge angeboten sobald B > S ist. Diese Strategie wird also 
durch vier Parameter eindeutig charakterisiert. Im zweiten Schritt werden schließlich 
im Verlaufe des Optimierungsprozesses optimale Werte für alle diese Parameter 
gesucht. Bei 10 Terminals ergibt sich also ein OP mit einem 40-dimensionalem 
Suchraum. Eine Vereinfachung für das FSAP ergibt sich, wenn man für das zu 
betrachtende Logistiksystem eine feste Struktur annimmt. Für moderne 
Logistiksysteme ist das z. B. die Hub-and-Spoke Struktur, bei der Transporte nur 
zwischen einem Zentrum, dem Hub (Nabe), und den peripheren Terminals, den Spokes 
(Speichen) ablaufen. Ein erster Simulator, von S. Schüler in C# implementiert, ist in [5] 
beschrieben. Auf dessen Basis wurde von Ch. A. Hochmuth unter Beachtung moderner 
softwaretechnologischer Gesichtspunkte ein recht allgemeiner Simulator mit 
erweitertem Funktionsumfang in Java implementiert. Er steht auf den Seiten der 
Professur M+S unter http://www.tu-chemnitz.de/informatik/ModSim/HubAndSpoke/ zur 
Verfügung.     
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Als letztes Anwendungsbeispiel soll ein kombiniertes Lagerhaltungs- und 
Fertigungssystem dienen, wozu erste Ergebnisse in [16] nachzulesen sind. 
Ausführlicher ist dieses System in [16] dargestellt. Dieses System besteht aus einer 
Fertigung für eine Anzahl Produkte und einem angeschlossenen Lager für die 
Fertigprodukte. Der Bedarf ist als zufällig angenommen. In Abhängigkeit vom Zustand 
des Systems, also den Lagervorräten und den in der Fertigung befindlichen oder davor 
wartenden Aufträgen, werden neue Fertigungsaufträge generiert. Diese werden in 
einem Auftragspool vor der Fertigung gesammelt. Hat die Fertigung einen Auftrag 
beendet, so wählt sie aus den wartenden einen aus. Sie kann auch mehrere Aufträge zu 
ein und demselben Produkt zu einem Auftrag zusammenfassen. Die Fertigung hat also 
über Reihenfolge und Losgröße des nächsten zu bearbeitenden Auftrages zu 
entscheiden, während das Lager eine Strategie braucht, Aufträge bestimmter Größe 
auszulösen. Analog wie beim FSAP wird das OP parametrisiert und eine SO-Lösung 
unter Verwendung von CAOS gesucht.  
3 Schlussbemerkungen 
Als Erstes sei nochmals betont, dass die Professur M+S aus der in der Vergangenheit 
realisierten Zusammenarbeit mit der Professur KI unter der Leitung von Professor 
Werner Dilger eine Vielzahl Anregungen für die eigenen Forschungsarbeiten erhalten 
hat. Auch Dank dieser Anregungen haben die in den vergangenen Jahren an der 
Professur M+S erfolgten Arbeiten zur SO dazu geführt, dass ein umfangreiches Know-
how sowohl zu verschiedenen theoretischen Grundlagen evolutionärer Verfahren als 
auch zu deren Einsatz bei der Lösung komplexer OP aus unterschiedlichen 
Anwendungsbereichen verfügbar ist. Gleichzeitig haben sich neue Arbeitsfelder 
eröffnet. Genannt seien die verteilte und parallele Verarbeitung oder die Behandlung 
mehrkriterieller OP. Ein bisher wenig bearbeitetes Feld betrifft die Unterstützung des 
Anwenders. Die SO im allgemeinen und evolutionäre Verfahren im besonderen 
erfordern spezielles Wissen aus verschiedenen Bereichen. Über dieses Wissen verfügt 
ein Nutzer in der Praxis kaum. Für einen breiten Praxiseinsatz der hier beschriebenen 
Verfahren zur Lösung von OP muss also entsprechende Unterstützung bereitgestellt 
werden. Diese geht von Hilfen für die Formulierung des OP und die Planung 
notwendiger Simulationsexperimente bis zur Unterstützung bei der Wahl der vielen 
Parameter, die für die einzelnen evolutionären Verfahren einzustellen sind. Interessante 
Aufgaben warten auf ihre Bearbeitung. 
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1. The concept of diagnosis 
2. The logical approach 
3. The knowledge-based approach 
4. The fuzzy-logic approach 
1 Introduction 
Nowadays, the solution of practical problems very often requires pieces of knowledge 
of many theories. Rarely one theory is sufficient and there is still a gap between the set 
of many theoretical results and the possibility to use the results for a practical problem 
by one group or even by one person. 
Hence, there is a strong demand for methodologies to build consistent models. These 
methodologies should be applicable in many situations and for many problems in 
knowledge processing and result in efficient knowledge-based systems. This paper has 
                                                 
1 This paper is based on the Final Report Joint Project GOSLER: “Algorithmic Learning for Knowledge-
Based Systems” [DPS 94].  
This research has been supported by the German Ministry for Research and Technology (BMFT) under 
grant no. 01 IW 101. 
Abstract: Evaluations of decisions (in a wide sense) play a dominant role in 
the development and the use of knowledge-based systems. They are a main 
topic in knowledge acquisition. Therefore, the topic of the project “Learning 
of Evaluation Functions” has been considered in a general kind of view 
already from the beginning. Classical evaluation functions had been 
developed originally to judge game positions. Generally, evaluation 
functions are used to compare elements of a global data base according to a 
given quality criterion. Essential shortcomings of classical evaluation 
functions have been shown in a former report [PS 92]. Moreover, alternative 
approaches for further investigations have been suggested: 
These four approaches had been investigated in the project. In this paper we 
present only Part A of the final report [DPS 94]. 
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the intention to show how to unify many problem-solving methods on the base of set-
theoretical concepts and how to handle precise and fuzzy notions, concepts, … as 
flexible as possible. 
In the project, there has been designed and partly implemented an interactive system 
which uses set-theoretical concepts and logical functions. It is able to realize not only 
the way from the right side to the middle (generalization by different methods of 
Machine Learning), but also the way from the left side to the middle in Figure 1 
(conceptualisation of complete knowledge). 
This paper shows the direction from the right side to the middle of Figure 1. 
 
Figure 1: Transformation of Knowledge 
2 Set-Theoretical Foundations 
There are three ways of representing a set: 
• explicitly: enumeration of the elements 
• implicitly: generation of the elements 
• implicitly: description of the elements by means of properties, attributes, … 
Many AI problems require the creation of one description or the changing between two 
of the descriptions. Very important for our purposes is the use of the characteristic 
function (membership function): 
Let M be any set, MA⊆ . Then the function ( )xAϕ  with 
( )
⎩⎨
⎧
∉∈
∈∈=
AxMx
AxMx
xA ,for  ,0
,for  ,1ϕ  
is called the characteristic function of A with regard to M. 
There is a natural relation between the subsets of a set and the corresponding 
characteristic functions: 
( ) ( )xxAAx AA 2121: ϕϕ ≠≠∃ a  
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The characteristic function is able to cover all classification problems (in a wide sense). 
The isomorphy between set-theoretical and logical operations is well-known2: 
Set-theoretic operations ∩  ∪   Δ  Δ  
Logical operations ∧  ∨  ¬  ≠  ≡  
For instance, the following equations hold: 
  ( ) ( ) ( )xxx BABA ϕϕϕ ∧=∩  
  ( ) ( ) ( )xxx BABA ϕϕϕ ∨=∪  
  ( ) ( )xx AA ϕϕ =  
It is supposed that logical functions are well-known. 
3 Formulation of AI Problems 
3.1 Single Diagnosis (Classification) 
Given:  objects described by attributes, characteristic function ϕ . 
Find: for any given object ( ) ( ), 0 1  or  0x x xϕ ϕ= = ? 
3.2 Multiple Diagnosis (Classification) 
Given:  objects described by attributes, characteristic functions ( ) ( )K,, 21 xx ϕϕ  
Find: for any given object x , 
( ) ( )1 10 1  or  0x xϕ ϕ= =  ? 
( ) ( )2 20 1  or  0x xϕ ϕ= = ? 
… 
                                                 
2 The operations are abbreviated as follows: 
  ∩  intersection  ∧  conjunction ∪  union  ∨  disjunction 
 complement  ¬  negation 
Δ  symmetrical difference  ≠  antivalence 
Δ  antisymmetrical difference  ≡  equivalence 
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(Imagine the fact that two or more diseases occur simultaneously.) 
3.3 Configuration, Planning, Design 
Given:  the description of an object (desired, to be created, to be designed) by a 
set of attributes { }naa ,,1 K . 
Find: one description of an object by a set of attributes { }mbb ,,1 K . 
Operations for constructing the new descriptions { }mbb ,,1 K  are, for example, 
parametrization, refinement, combination, optimization, etc. 
 
3.4 Structuring of Knowledge 
Given:  a complete enumeration of a set. 
Find: a description of the set by attributes, rules, patterns, membership 
functions. 
3.5 Constraints 
Given:  a set of constraints. 
Find: How to include (or exclude) the described sets into (or from) a problem-
solving process? 
3.6 Learning from Examples 
Given:  objects, 
  attributes, 
  sets (classes), 
  membership values. 
Find: a description of each set (e. g. by rules). 
3.7 Case-Based Reasoning 
Given:  any sets with certain properties (e. g. a solution of a problem, criteria of 
optimality). 
Find: How does a new object fit into the given sets, i. e. how can the known 
properties be used in the new case? 
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3.8 Optimal Strategies 
Given:   a state space, 
  a set of starting states, 
  a set of final states, 
  transition rules from one state to another. 
Find: the shortest way (or optimal way) from a starting state to a final state. 
(Examples: games, configuration, see e. g. [PSZ 93], [Sch 92]) 
4 Learning from Examples 
In Learning from Examples, there are several ways in using examples. Here we give 
only a small view from a wide range of learning methods used in the system which is 
partly implemented: 
• Learning from (only) positive examples: 
Starting point is an empty disjunctive normal form (DNF). The input of a 
(positive) example will cause the addition of a conjunction to the DNF. Using m 
examples we obtain 
  mKKKf ∨∨∨= K21  
The positive examples are evaluated by 1=f , all the iK  being any 
conjunctions of relevant properties. 
• Learning from both positive and negative examples: 
In this case we start with two empty DNFs. Positive examples are added to one 
DNF, negative ones are added to the other. Finally, we obtain the function 
  
1112111 m
KKKf ∨∨∨= K  
for the positive examples and 
  
2222212 m
KKKf ∨∨∨= K  
for the negative examples, respectively. 
All evaluations with 1 2f f≠  are the set of contradictory examples. 
For the following chapter we restrict ourselves to BOOLEan (i. e. binary) functions 
because they have been intensively investigated. There is a lot of algorithms with 
BOOLEan functions (such as minimization or transformation of one normal form into 
another). Moreover, BOOLEan functions are suitable to discover redundancies in rule 
bases. 
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5 The Transition to Logical Equations 
The transition to problem-relevant formulations by means of logical equations is 
possible by various methods, but only some of them are mentioned. 
5.1 Ternary Data Structures 
The objects are described by attributes. The presence or the absence of the attributes are 
notified directly (coded by a conjunction). 
The description 
1a  2a  3a  K  1−na  na  
0 1 −  1 1 
means, that 1a  is not present, 2a  is present, 3a  is not determined (not observed) and so 
on. 
This leads to powerful object-oriented descriptions useful in any given context. Ways 
of an automatic verification of knowledge bases are shown e. g. in [Sch 94]. 
5.2 Advantages 
The collection of examples (learning from examples) can be understood as learning a 
disjunctive or a conjunctive normal form. The system realizes 
• learning from positive examples, 
• learning from negative examples, 
• learning from both positive and negative examples. 
Learning from examples can completely be embedded into the theory of logical 
functions that is offering many additional features: 
• solving different approaches by the same theory (in corporation of rules, 
constraints, …), 
• changing between different representations, 
• using efficient algorithms and data structures, 
• consistency checking, elimination of redundancy, 
• using the BOOLEan differential calculus for the qualitative analysis of the 
problem. 
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5.3 Elimination of Rules, Constraints 
In many cases it is very useful to eliminate rules in the following way: 
The rule 
  ( ) ( )1 1, , , ,n nf x x g x x→K K , 
or abbreviated 
  ( ) ( )xgxf rr → , 
(the most general form of a rule), will be equivalently replaced by the equation 
  ( ) ( ) 1=∨ xgxf rr  
or by the equation 
  ( ) ( ) 0=∧ xgxf rr . 
In this way, any set of rules can be replaced by a set of equations, and the set of 
solutions is the set of all objects which are consistent with this set of rules. Constraints 
are handled in the same way. If we have discrete variables it is again possible to use a 
binary codification. 
6 Fuzzification of Classic Logical or Set-
Theoretical Concepts 
In practice we often have inexact or incomplete (i. e. fuzzy) knowledge. That means we 
must realize the transitions 
knowledgefuzzy  knowledge crisp ⇔  
in both directions. 
The main advantage of set-theoretical concepts is an easy realization of the necessary 
transitions. All the models remain consistent using the following replacements: 
• :⇒ { }1,0→A   is replaced by [ ]1,0→A . 
The set-theoretic operations K,,,∨∧  are replaced by fuzzy-logical operations.3 
                                                 
3 Mostly used fuzzy-logical operations are defined as follows: 
 
• Conjunction 
Minimum:  ( ) { }( ) min ( ), ( )A B u U A Bu u uμ μ μ μ∈∧ =  
Bounded Difference: ( ) { }1)()(,0max)( −+=∧ ∈ uuu BAUuBA μμμμ  
Algebraic Product: ( ) )()()( uuu BABA μμμμ ×=∧  
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• :⇐ cuts-α  at a certain (problem-dependent) level. 
Many essential properties can be defined in both structures and can be transformed into 
each other (equivalence relation, partial ordering, similarity, …). 
Important fuzzy descriptions of sets are evaluation functions (in strategic games, 
diagnosis, evaluation of products, events, plans, configurations, …). 
Main proposition. 
Given any expression describing a logical function, this expression can be 
understood (and evaluated) in the sense of classical logic as well as in the sense of 
fuzzy logic. 
This is done by replacing the operations , , ,∧ ∨ K  with fuzzy-logical operations 
(selected with respect to the problem) and by replacing { }1,0  with any other set (for 
instance [ ]1,0  or another one). 
Hence, the construction of logical equations or the transfer of concepts into the 
language of logical equations is the main point of the unifying methodology and will be 
presented by some example concepts. 
Logical equations as well as descriptions of examples may be fuzzified (on the right 
side). In the crisp case the right-hand side of an equation is equal to 1. In the fuzzy 
case, however, we may distinguish different “classes” of examples. For instance, we 
may have “very good examples” (i. e. examples which fulfil a given condition very 
well), “good examples”, “more or less good examples”, etc. In this case, we can put the 
right side of the logical equation equal to K,
2
1,
4
3,1 , respectively. Thus, we obtain 
fuzzy-logical equations which may be solved by replacing the set-theoretical operations 
,,∨∧  with fuzzy-logical operations. 
                                                                                                                                              
Fuzzy-logical operations definition (sequel): 
 
• Disjunction 
Maximum:  ( ) { })(),(max)( uuu BAUuBA μμμμ ∈=∧  
Bounded Sum:  ( ) { })()(,1min)( uuu BAUuBA μμμμ +=∧ ∈  
Algebraic Sum:  ( ) )()()()()( uuuuu BABABA μμμμμμ ×−+=∧  
 
• Negation 
Minimum:  ( ) ( ) 1 ( )A Au uμ μ¬ = −  
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7 Results 
The consistent use of BOOLEan functions and equations is an important way of 
constructing knowledge-based systems allowing the simultaneous treatment of crisp 
and fuzzy knowledge within the same formalism. 
The system realized at the end of the project allows the construction of knowledge-
based systems in many fields. 
For the field of learning from examples it shows at least the following results: 
1. Convenient solutions by using ternary data structures. 
2. Consistency checks within the set of samples and during the application. 
3. Generalization and specialization of the example set, the constructed rules and 
the evaluation functions. 
4. Construction and verification of missing examples (utilization of stochastic and 
genetic methods). 
5. Elimination of redundancy by minimization. 
6. Definition of input and output variables, elimination of intermediate variables, 
construction of rules, simplification of the original rule set. 
7. Utilization of all kinds of rules (non-restricted to conjunctions or disjunctions 
on each side of the rule). 
8. Training samples for neural networks and genetic algorithms. 
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1 Einordnung 
Wissensbasiertes Konfigurieren – nach wie vor ein erfolgreiches Anwendungsgebiet 
für Methoden der Künstlichen Intelligenz – war das zentrale Thema des vom damaligen 
BMBF geförderten Verbundprojektes PROKON (1991-1995), als dessen Software-
Ergebnis das domänenunabhängige modulare Konfigurierungswerkzeug KONWERK 
entstand [Günter1995]. Der Kern der Architektur dieses Systems besteht aus den 
sogenannten Basismodulen, auf deren Grundlage im Projekt von Projektgruppen 
verschiedener Universitäten weitergehende Entwicklungen durchgeführt wurden. Diese 
Basismodule sind folgendermaßen strukturiert: 
• Repräsentation von Domänenobjekten (Begriffshierarchie), 
• Repräsentation und Auswertung von Restriktionen (Constraintsystem), 
• Formulierung von Zielspezifikationen (Aufgabenstellung) und 
• Steuerung (Kontrolle) des Konfigurierungsvorganges. 
Die Teilthemen der Projektgruppe der TU Chemnitz-Zwickau umfassten gemäß den 
damaligen Traditionen des Lehrstuhles KI die Modellierung und Verarbeitung von 
Unschärfe sowie die Vorverarbeitung von Wissensbasen auf Basis Boolescher 
Gleichungssysteme. Die Leitung des Chemnitzer Teilprojektes wurde im Oktober 1993 
quasi zur Projekthalbzeit von Prof. Werner Dilger übernommen, unter dessen ruhiger 
und fachkundiger Leitung beide Themenbereiche trotz der komplizierten Rahmen-
bedingungen zu einem erfolgreichen Ende geführt werden konnten. 
Der vorliegende Beitrag stellt einen Teilaspekt dieser Arbeiten dar, nämlich den Aspekt 
der Unschärfe im Bereich des wissensbasierten Konfigurierens. Hierzu wurden 
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 Möglichkeiten zur Darstellung und Verarbeitung unscharfer Parameterwerte und 
linguistischer Variablen in der Begriffshierarchie sowie unscharfer Constraint-
Relationen im Constraintsystem zur Verfügung gestellt, die durch verschiedene 
Erweiterungsmodule in KONWERK realisiert wurden. 
Für eine ausführlichere Darstellung dieses Themenbereiches sowie aller weiteren 
Themen des Gesamtprojektes sei hier nochmals auf [Günter1995] verwiesen. 
2 Unscharfe Parameterwerte in der 
Begriffshierarchie 
Die Begriffshierarchie von KONWERK stellt zur Beschreibung der Parameter von 
Domänenobjekten Darstellungsmöglichkeiten scharfer Mengen bzw. Zahlen in Form 
sogenannter Objektdeskriptoren zur Verfügung. Diese im Basismodul 
»Begriffshierarchie« definierten Parameterbeschreibungen wurden um Ausdrucks-
möglichkeiten unscharfer Mengen erweitert. 
2.1 Unscharfe Mengen 
Zur Modellierung unscharfer Parameterwerte bietet sich das von Zadeh entwickelte 
Konzept der unscharfen Menge an. Hierbei wird den Elementen x einer (scharfen) 
Grundmenge G über eine Zugehörigkeitsfunktion μF(x) jeweils der Grad ihrer 
Zugehörigkeit zu einer unscharfen Menge F zugeordnet. Dieser Zugehörigkeitsgrad 
μF(x) ist eine reelle Zahl aus dem Intervall [0 1], wobei 0 der minimalen (x∉F) und 1 
der maximalen (x∈F) Zugehörigkeit entspricht: 
F = {(x, μF(x)) | x∈G ∧ 0≤ μF(x)≤1}. 
Zur Modellierung unscharfer Mengen wurden in KONWERK die drei wichtigsten 
Darstellungsmöglichkeiten umgesetzt: 
1. Diskrete Darstellung unscharfer Mengen  
Die Darstellung einer unscharfen Menge F erfolgt hierbei durch Angabe des 
jeweiligen Wertes von x∈G zusammen mit seinem Zugehörigkeitsgrad μF(x). Dazu 
muss F natürlich eine endliche Anzahl von Elementen enthalten, was über einer 
unendlichen Grundmenge G ggf. durch Weglassen aller x∈G mit μF(x)=0 erreicht 
werden kann.  
F = { (x1, μF(x1)), (x2, μF(x2)), ..., (xn, μF(xn)) } 
2. Parametrisierte Darstellung unscharfer Mengen  
Bei unscharfen reellen Zahlen bzw. Intervallen ist die Anzahl der Elemente 
hingegen im allgemeinen unendlich groß, weshalb die betreffende unscharfe Menge 
F hier meist in parametrisierter, sogenannter LR-Darstellung angegeben wird. Die 
dabei verwendeten Parameter sind gewöhnlich: 
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 • der maximale Zugehörigkeitsgrad μFmax, normalerweise μFmax=1, 
• die Grenzen des Intervalls mit maximaler Zugehörigkeit m1≤m2, 
• zwei Funktionen L und R zur Beschreibung der Gestalt der linken bzw. rechten 
Flanke der Menge F (für beide Funktionen gelten folgende Bedingungen: 
monoton fallend, f(0)=1, 0≤f(x)<1 ∀x>0, f(x)>0 ∀x<1), 
• zwei Maße für die Breite der linken bzw. rechten Flanke der Menge F, entweder 
als Punkte auf der x-Achse x1 und x2 mit x1≤m1≤m2≤x2 oder als Angabe der 
Flankenbreite α=m1-x1 und β=x2-m2. 
F = (m1, m2, x1, x2, μFmax)LR mit 
    L((m1-x) ⁄ (m1-x1)) · μFmax  wenn x<m1 
  μF(x) = μFmax     wenn m1≤x≤m2 
    R((x-m2) ⁄ (x2-m2)) · μFmax  wenn m2<x 
Der Vorteil dieser Darstellung ist ihre Einfachheit und effiziente Verarbeitung, der 
Nachteil liegt in der eingeschränkten Form der Zugehörigkeitsfunktion μF(x) der 
darstellbaren Mengen, was sich insbesondere in Näherungsformeln für die 
Multiplikation und Division widerspiegelt. 
Die Darstellung in KONWERK beschränkt sich hierbei auf stückweise lineare 
Funktionen L=R=f mit f(x)=0 ∀x≥1, die sich daraus ergebende Form der 
Zugehörigkeitsfunktion μF(x) ist ein Trapez bzw. als Spezialfall ein Dreieck. 
3. Darstellung unscharfer Mengen mittels Alpha-Schnitten  
Die Darstellung einer unscharfen Menge F erfolgt hier durch eine horizontale 
Interpretation, die sogenannten Alpha-Schnitte. Diese werden in gewissen 
Abständen parallel zur x-Achse gelegt und schneiden dadurch die 
Zugehörigkeitsfunktion μF(x) der unscharfen Menge F in verschiedenen Höhen. Die 
Alpha-Schnitte sind dabei selbst wieder scharfe Mengen, die zu einem 
Mengensystem zusammengefasst werden. Die Repräsentation durch Alpha-Schnitte 
wird um so genauer, je mehr Schnitte in eine Menge gelegt werden. Der Vorteil 
dieser Darstellung liegt darin, dass sie unscharfe Mengen mit beliebiger 
Zugehörigkeitsfunktion μF(x) ermöglicht, der Nachteil liegt in einem linear mit der 
Schnittanzahl wachsenden Mehraufwand in der Verarbeitung. 
Die vorgestellten Darstellungsmöglichkeiten für unscharfe Mengen wurden in Form der 
entsprechenden Fuzzy-Objektdeskriptoren zur Beschreibung unscharfer 
Parameterwerte von Domänenobjekten im KONWERK-Erweiterungsmodul 
»Begriffshierarchie mit unscharfen Eigenschaften« implementiert, z.B.: 
1. Diskrete Darstellung unscharfer Mengen  
 (:fuzzy-menge ´( (1  0.7) (4  0.5) (6  1) ) )  bzw.  
{< ( (1  0.7) (4  0.5) (6  1) ) >} 
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 2. Parametrisierte Darstellung unscharfer Mengen  
 (:fuzzy-menge :x1  1   :m1  3   :ymax  1   :m2  5   :x2  6 ) bzw.  
{< 1 3 1 5 6 >} 
3. Darstellung unscharfer Mengen mittels Alpha-Schnitten  
 (:alpha-menge ´( (0 [1  7]) (0.5 [2  6]) (1 [3  5]) ) ) bzw.  
{@ ( (0 [1  7]) (0.5 [2  6]) (1 [3  5]) ) @} 
2.2 Fuzzy-Arithmetik 
Unter dem Begriff Fuzzy-Arithmetik versteht man arithmetische Operationen mit 
unscharfen Zahlen bzw. Intervallen. Dabei werden die typischen Zahlenoperationen auf 
unscharfe Mengen übertragen. Zu diesen Operationen zählen Addition, Negation 
(additives Inverses) und Subtraktion; Multiplikation, Kehrwertbildung (multiplikatives 
Inverses) und Division; Quadrieren und Wurzelziehen. 
Je nach Darstellungsform der Operanden unterscheiden sich die Vorschriften zur 
Berechnung des Operationsergebnisses: 
1. Erweiterungsprinzip bei diskreter Darstellung  
Zur Definition mathematischer Operationen über diskreten unscharfen Mengen 
wird das sogenannte Erweiterungsprinzip herangezogen. Dabei wird die betreffende 
(scharfe) Operation für jedes Tupel aus dem Kreuzprodukt der Elemente der 
Operanden-Mengen ausgeführt, wodurch sich die Elemente der Resultatmenge 
ergeben. Der Zugehörigkeitsgrad jedes Elements dieser Resultatmenge ist der 
kleinste Zugehörigkeitsgrad der jeweils verwendeten Operanden. Sollte sich 
dasselbe Element der Resultatmenge aus mehreren Operanden-Tupeln ergeben, 
wird der größte aus diesen Tupeln resultierende Zugehörigkeitswert benutzt.  
Aus der vorgestellten Berechnungsvorschrift wird deutlich, dass arithmetische 
Operationen über diskreten unscharfen Mengen einen quadratisch mit der Anzahl 
der Elemente wachsenden Aufwand verursachen. 
2. Berechnungs- und Näherungsformeln bei parametrisierter Darstellung 
Ein weiterer Vorteil parametrisiert dargestellter unscharfer Mengen ist neben der 
Einfachheit ihrer Darstellung die effiziente Durchführbarkeit der arithmetischen 
Operationen, allerdings auf Kosten der Exaktheit. Während für die Addition, 
Subtraktion und skalare Multiplikation (Multiplikation einer scharfen Zahl mit einer 
unscharfen  Menge) exakte Formeln existieren, ist z.B. die Multiplikation selbst 
einfachster unscharfer Mengen miteinander im allgemeinen nur mit hohem 
Aufwand exakt durchführbar. Der Verlauf der resultierenden 
Zugehörigkeitsfunktion wird für diese Fälle deshalb nur approximativ mit 
Näherungsformeln bestimmt. 
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 Als Beispiele seien hier nur die Berechnungsformel für die Addition sowie die 
Näherungsformel für die Multiplikation zweier unscharfer Mengen (mit L=R) FA = 
(mA1, mA2, xA1, xA2, μFAmax)LR und FB = (mB1, mB2, xB1, xB2, μFBmax)LR angeführt: 
FA ⊕ FB = (mA1+mB1, mA2+mB2, xA1+xB1, xA2+xB2, min(μFAmax,μFBmax) )LR 
FA ⊗ FB = (min(mA1·mB1, mA1·mB2, mA2·mB1, mA2·mB2),  
   max(mA1·mB1, mA1·mB2, mA2·mB1, mA2·mB2),  
   min(xA1·xB1, xA1·xB2, xA2·xB1, xA2·xB2),  
   max(xA1·xB1, xA1·xB2, xA2·xB1, xA2·xB2),  
   min(μFAmax,μFBmax) )LR 
3. Arithmetische Operationen über Alpha-Schnitten  
Die arithmetischen Operationen über Alpha-Schnitten lassen sich direkt auf die 
Operationen über scharfen Mengen und Zahlen zurückführen. Dazu werden die 
Alpha-Schnitte der Operanden-Mengen für jede Höhe einzeln betrachtet und 
verknüpft. Die resultierenden Mengen werden zu einem neuen Mengensystem 
zusammengefasst, das die unscharfe Ergebnismenge repräsentiert. Der Aufwand ist 
hier proportional zu den herkömmlichen Operationen, es kommt lediglich wie 
bereits angesprochen zu einem linear mit der Schnittanzahl wachsenden 
Mehraufwand. 
2.3 Einbindung in das KONWERK-Constraintsystem 
Zur sinnvollen Einbindung unscharfer Mengen in das KONWERK-Constraintsystem 
wurde eine Verallgemeinerung des Tests auf eine leere Menge (und damit der 
Entscheidung über die Nicht-Erfüllung eines Constraints) notwendig. Der gewöhnliche 
Test überprüft hier den Spezialfall einer scharfen leeren Menge, wodurch auch 
unscharfe Mengen mit kleinsten Zugehörigkeitsgraden als Lösungen akzeptiert werden 
würden. Als Verallgemeinerung dieses Test wurde hier die Einbeziehung eines 
Schwellwertes zwischen 0 und 1 implementiert, wobei eine unscharfe Menge bereits 
dann als leer betrachtet wird, wenn die Zugehörigkeitsgrade aller Elemente kleiner als 
der Schwellwert sind. Dieser Schwellwert kann individuell für jedes konzeptuelle 
Constraint bei dessen Definition angegeben werden. 
2.4 Defuzzifizierung 
Als Ergebnis der Constraintpropagation erhält man für die Parameterwerte im 
allgemeinen jeweils eine unscharfe Menge, die sehr unterschiedlich gestaltet sein kann. 
Gegebenenfalls ist das als Ergebnis nicht verwertbar, und die unscharfe Menge muss 
als scharfe Zahl interpretiert werden. 
Bei dieser Interpretation, der sogenannten Defuzzifizierung, werden zwei mitunter 
konkurrierende Ziele verfolgt: 
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 • die Ermittlung des besten Kompromisses, d.h. des x-Wertes, der die „Mitte“ der 
unscharfen Menge F am besten beschreibt, und 
• die Ermittlung des besten (plausibelsten) Wertes, d.h. eines x-Wertes der 
unscharfen Menge F mit maximalem Zugehörigkeitsgrad μF(x). 
Die Entscheidung für eines dieser Ziele bzw. eine gewichtete Kombination beider Ziele 
erfolgt durch die Auswahl des entsprechenden Defuzzifizierungsverfahrens. In 
KONWERK wurden die folgenden Verfahren implementiert, deren Berechnungsformeln 
und weitergehende Erklärungen in [Schumann1994] und [Schumann1995] zu finden 
sind: 
9 Center of Area  bester Kompromiss  Aufwand sehr hoch 
9 Center of Sums  bester Kompromiss  Aufwand hoch 
9 First of Maxima  bester Wert   Aufwand sehr niedrig 
9 Middle of Maxima bester Kompromiss  Aufwand niedrig 
9 Last of Maxima  bester Wert   Aufwand sehr niedrig 
9 Höhenmethode  bester Kompromiss  Aufwand niedrig 
9 Keilmethode  gewichtete Kombination Aufwand hoch 
3 Linguistische Variablen 
Menschen arbeiten in ihrer umgangssprachlichen Kommunikation oftmals mit 
unscharfen qualitativen Formulierungen (z.B. „kalt“, „warm“, „heiß“), die jedoch 
intuitiv verständlicher sind als rein numerische Angaben. Um diese 
umgangssprachliche, für Menschen intuitivere Ausdrucksweise auch im Bereich der 
Modellierung der Domänenobjekte einsetzen zu können, wurde eine zusätzliche 
Erweiterung der Begriffshierarchie von KONWERK vorgenommen. Dazu wurden die im 
Basismodul »Begriffshierarchie« definierten Parameterbeschreibungen um Ausdrucks-
möglichkeiten linguistischer Variablen erweitert. 
3.1 Konzept und klassische Definition 
Die sogenannten linguistischen Variablen sind ein Konzept, um umgangssprachlich 
(linguistisch) ausgedrückte Parameterwerte in eine von Computern verarbeitbare 
numerische Form zu übersetzen. Linguistische Variablen nehmen im Gegensatz zu 
numerischen Variablen als Werte nicht Zahlen bzw. Intervalle an, sondern Worte bzw. 
Ausdrücke in einer der natürlichen nahekommenden künstlichen Sprache. Diese 
sprachlichen Werte werden als linguistische Terme bezeichnet und sind Repräsentanten 
der eigentlichen (zumeist) numerischen Werte des betrachteten Parameters, die im 
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 allgemeinen in Form von unscharfen Mengen vorliegen, um die den sprachlichen 
Ausdrücken innewohnende Unschärfe auszudrücken. 
Zur Beschreibung eines Parameters durch eine linguistische Variable wird somit eine 
Menge von unscharfen Mengen benutzt, die jeweils mit einem linguistischen Term 
assoziiert sind. Die Anzahl der linguistischen Terme einer Variablen bewegt sich den 
menschlichen Gewohnheiten entsprechend im Bereich von etwa fünf bis sieben, wobei 
in einzelnen Fällen natürlich auch abweichende Termanzahlen durchaus ihre 
Berechtigung haben können. 
Zur Beschreibung linguistischer Variablen wurde von Zadeh ein formaler Ansatz 
entwickelt, der der folgenden Definition zugrunde liegt. Eine linguistische Variable ist 
demnach ein Quintupel LV = (x, T(x), U, G, F) mit folgender Bedeutung: 
x Name der linguistischen Variablen, 
T(x) Menge der linguistischen Terme von x, wobei jeder Term t∈T(x) eine 
unscharfe Menge F(t) über dem Grundbereich U repräsentiert, 
U Grundbereich (Universum) der unscharfen Mengen, 
G syntaktische Regel (meist kontextfreie Grammatik) zur Generierung der 
Termmenge T(x), 
F semantische Regel zur Zuordnung einer Bedeutung, d.h. einer 
unscharfen Menge F(t) zu jedem Term t∈T(x). 
Interessant ist die schon bei Zadeh anzutreffende Vorstellung, dass sämtliche Terme 
einer linguistischen Variablen aus einigen (meist zwei) grundlegenden  Termen durch 
die Grammatik G unter Verwendung verknüpfender Worte (und, oder, nicht) sowie 
modifizierender Worte (ganz besonders, sehr, etwas, ziemlich, mehr oder weniger, 
usw.) generiert werden können. Die zugehörigen Bedeutungen (unscharfe 
Wertemengen) werden ausgehend von den Bedeutungen der grundlegenden  Terme 
durch Verwendung entsprechender unscharfer Mengenoperationen nach den durch F 
gegebenen Vorschriften gebildet. 
Für die Realisierung in KONWERK wurde diese generische Form der Definition der 
Terme und ihrer Bedeutungen aus verschiedenen Gründen nicht übernommen: 
• Die Grammatik ermöglicht die Generierung sehr zahlreicher komplexer Terme, die 
über so gut wie keine Aussagekraft mehr verfügen und deren (ebenfalls generierte) 
Bedeutung für den Menschen nicht direkt nachvollziehbar ist. 
• Die mengentheoretische Definition der Modifikatoren ist im Gegensatz zu den 
logischen Operatoren ein bei weitem nicht so ausführlich untersuchtes und 
theoretisch fundiertes Problem. 
Aus den aufgeführten Gründen wird hier komplett auf eine Generierung, d.h. auf die 
Angabe einer Grammatik G verzichtet. Die Termmenge T(x) wird komplett 
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 spezifiziert, ebenso die Zuordnung F von (unscharfen) Wertemengen zu den einzelnen 
Termen. 
3.2 Realisierung in KONWERK 
Linguistische Variablen in der oben vorgestellten und begründeten Form wurden in 
KONWERK durch ein Erweiterungsmodul »Linguistische Variablen« implementiert, das 
unabhängig von der Verwendung des Moduls »Begriffshierarchie mit unscharfen 
Eigenschaften« eingesetzt werden kann. Somit lassen sich auch linguistische Terme mit 
ausschließlich scharfen Werten definieren. 
Die Definition einer linguistischen Variablen erfolgt in KONWERK parametergebunden, 
sie dient dem Konzept nach der Beschreibung einer gewissen Kenngröße und kann 
somit nur im Zusammenhang mit einem assoziierten Parameter (Slot) eines 
Domänenobjektes definiert werden. Der Wertebereich dieses Parameters wird dabei 
automatisch als Grundmenge U der linguistischen Variablen betrachtet. Weitere 
Bestandteile der Definition sind ein eindeutiger Name, eine Menge linguistischer 
Terme (dargestellt jeweils durch #!<term-name>) und die diesen über eine 
Abbildungsvorschrift zugeordneten (unscharfen) Wertemengen: 
(def-linguistische-variable :name Lagergehaeuse-Temperatur 
 :objekt Lagergehaeuse 
 :slot Gehaeusetemperatur 
 :abbildung ( (#!kalt {<-50 -50 1 0 25 >}) 
  (#!kuehl {< 0 25 1 75 100 >}) 
  (#!normal {< 75 100 1 150 175 >}) 
  (#!warm {<150 175 1 225 250 >}) 
  (#!heiss {<225 250 1 300 300 >}) ) ) 
Im Konfigurierungsprozess ergibt sich die Möglichkeit der Eingabe linguistischer 
Terme, sobald die möglichen Werte eines mit einer linguistischen Variablen 
assoziierten Parameterslots weiter eingeschränkt werden sollen. Zu diesem Zweck 
werden neben dem aktuell zulässigen Wertebereich (AZW) des Slots auch sämtliche 
noch zulässigen linguistischen Terme der assoziierten linguistischen Variablen 
(inklusive ihrer Wertebereiche) angezeigt. Bei Eingabe eines dieser Terme wird dessen 
zugeordneter Wertebereich mit dem AZW geschnitten und die resultierende Menge wie 
eine normale Nutzereingabe weiterbehandelt. 
4 Unscharfe Constraints 
Die bisher beschriebenen Erweiterungen arbeiten sämtlich mit dem im KONWERK-
Basismodul »Constraints« realisierten Constraintsystem, in dem alle modellierten 
Restriktionen uniform als klassische Relationen behandelt werden. Dieses klassische 
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 Constraintsystem wurde hinsichtlich Darstellung und Verarbeitung unscharfer 
Constraints verallgemeinert. 
4.1 Motivation 
Ein klassisches Constraintsystem ist mit einer bestimmten Wertebelegung entweder 
erfüllt oder nicht, dazwischen ist keine Abstufung möglich. Außerdem sind innerhalb 
des Systems alle modellierten Constraints gleich wichtig. Es lassen sich somit folgende 
durchaus wünschenswerte Eigenschaften nicht modellieren: 
• Die zu modellierenden Restriktionen können unterschiedlich scharf (wichtig) sein – 
das reicht von unumstößlichen harten Forderungen über möglichst zu erfüllende 
Zielanforderungen bis hin zu Wunschäußerungen, die wenn nötig auch ganz 
unberücksichtigt bleiben können. 
• Die zu modellierenden Restriktionen können einander streng genommen 
widersprechen, wobei ein vertretbarer Kompromiss zu ermitteln ist. 
• Die zu modellierenden Restriktionen können mit verschiedenen (innerhalb 
bestimmter Toleranzgrenzen liegenden) Werten mehr oder weniger gut erfüllt 
werden. 
Die Modellierung dieser Eigenschaften wird möglich mit der Verallgemeinerung des 
klassischen mengentheoretischen Begriffes der Relation zur unscharfen Relation (in 
Analogie zur Verallgemeinerung der klassischen Menge zur unscharfen Menge): Sei 
X=X1×X2×…×Xn das Kreuzprodukt der scharfen Mengen X1,X2,…,Xn (Wertebereiche 
der beteiligten Parameter). Während eine scharfe Relation R einfach eine Teilmenge 
von X ist, wird die n-stellige unscharfe Relation RF durch eine Zugehörigkeitsfunktion 
μRF(x) gekennzeichnet, die jedem Element x∈X eine reelle Zahl aus dem Intervall [0 1] 
zuordnet. Der Wert μRF(x1,x2,…,xn) verdeutlicht dann den Grad, mit dem die 
entsprechenden Parameterwerte zueinander in Relation stehen. 
4.2 Klassische Constraint-Typen 
Ein klassisches Constraint ist im allgemeinen als ein Tripel C = (c, V, D) definiert: 
c Name des Constraints C, 
V Menge von Variablen (Parametern) {v1,v2,…,vn} mit ihren jeweils 
zugeordneten Wertebereichen (Domänen) d(vi), 
D Definition einer Relation R, die die Menge der das Constraint 
erfüllenden Tupel angibt: R ⊆ d(v1)×d(v2)×…×d(vn) 
Die zur Definition eines Constraints notwendige Relationsdefinition kann entweder 
explizit (durch Angabe der Menge der gültigen Tupel) oder implizit (durch Angabe 
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 einer Berechnungsvorschrift in Form eines Prädikates oder einer Funktion) 
vorgenommen werden. 
Daraus ergeben sich direkt die in KONWERK realisierten Constraint-Typen: 
• Tupel-Constraint D: R={(x1,x2,…,xn) | xi∈d(vi), (x1,x2,…,xn) erfüllt C} 
• Prädikat-Constraint D: P:d(v1)×d(v2)×…×d(vn) → {0,1}  dann ist 
 R={(x1,x2,…,xn) | P(x1,x2,…,xn)=1} 
• Funktions-Constraint D: Funktionstupel (F1,F2,…,Fn) mit 
 Fi: d(v1)×…×d(vi-1)×d(vi+1)×…×d(vn) → d(vi) 
 R={(x1,x2,…,xn) | ∀1≤i≤n: Fi(x1,…,xi-1,xi+1,…,xn)=xi} 
4.3 Unscharfe Constraint-Typen 
Der Übergang zu einem unscharfen Constraint erfolgt durch Verunschärfung der 
jeweiligen Relationsdefinition: 
• Tupel-Constraint D: RF={((x1,x2,…,xn), μ(x1,x2,…,xn))| xi∈d(vi), 
           (x1,x2,…,xn) erfüllt C mit μ(x1,x2,…,xn) ∈ [0 1]} 
• Prädikat-Constraint D: PF:d(v1)×d(v2)×…×d(vn) → [0 1]  dann ist 
 RF={((x1,x2,…,xn),PF(x1,x2,…,xn))| PF(x1,x2,…,xn)>0} 
• Funktions-Constraint D: Funktionstupel (FF1,FF2,…,FFn) mit 
 FFi: d(v1)×…×d(vi-1)×d(vi+1)×…×d(vn) → d(vi)×[0 1] 
Diese Definition eines unscharfen Funktions-Constraints hat hier leider nur 
theoretischen Wert, da sich die angegebenen Abbildungen zur konstruktiven 
Auswertung des Constraints nicht realisieren lassen. Für die Tupel- bzw. Prädikat-
Constraints ist es jedoch auf diese Weise möglich, Unschärfe bezüglich der zu 
erfüllenden Restriktionen zu modellieren. Zur Einbeziehung dieser unscharfen 
Constraints in das bestehende klassische Constraintsystem ist es allerdings notwendig, 
die jeweilige unscharfe Relation RF wieder auf eine scharfe Relation Rα zurück zu 
projizieren, was durch den sogenannten α-Cut erreicht wird: 
Rα = {x | (x, μ(x)) ∈ RF, μ(x)≥α}. 
Der Einsatz unscharfer Constraints mit α-Cut bedeutet bildlich die Einbeziehung einer 
gewissen α-Umgebung der Relation zur Definition der constrainterfüllenden Tupel. Die 
Breite dieser Umgebung ist dabei durch den Parameter α frei wählbar und reicht von 
α=0 (alle Tupel erfüllen das Constraint – Totalrelaxation) bis α=1 (nur die das 
Constraint scharf erfüllenden Tupel sind zulässig – maximale Einschränkung). 
Um auch Funktions-Constraints unscharf modellieren und zur konstruktiven 
Auswertung verwenden zu können, wurde in KONWERK ein gewissermaßen 
entgegengesetzter Weg über sogenannte Constraints mit α-erweiterten Wertemengen 
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 vorgeschlagen und umgesetzt. Hierbei werden vor der Auswertung der entsprechenden 
Funktionen Fi eines Funktions-Constraints die zu diesem Zeitpunkt zulässigen 
Wertebereiche d(vi) aller Variablen vi in Abhängigkeit von einem Parameter α 
erweitert, indem gewisse zu definierende Erweiterungsfunktionen Ei angewendet 
werden. Nach Ausführung der Funktionen Fi werden die Wertebereiche der jeweils 
resultierenden Variablen ebenfalls auf dieselbe Weise erweitert und danach mit den 
entsprechenden Wertebereichen vor der Constraintauswertung geschnitten. Die zu 
definierenden Erweiterungsfunktionen müssen dabei die Form eines α-Cuts über einer 
unscharfen, reflexiven uns symmetrischen (Ähnlichkeits-)Relation haben 
(weitergehende Erklärungen in [Böttger1995]). 
Dieses Vorgehen bedeutet bildlich die Erzeugung einer gewissen α-Umgebung um die 
momentan noch möglichen Tupel und die Ermittlung derjenigen Tupel, deren α-
Umgebung die (in diesem Falle scharfe) Relation schneidet. Die Breite dieser 
Umgebung ist dabei durch den Parameter α ebenfalls frei wählbar. 
4.4 Relaxierung unscharfer Constraints 
Wie bereits im vorangegangenen Abschnitt erwähnt, werden die eingeführten 
unscharfen Constraints zur Einbeziehung in das bestehende Constraintsystem über den 
Parameter α auf Constraints mit scharfen Relationen projiziert. Der Umfang der dabei 
entstehenden scharfen Relationen kann über die Werte von α gesteuert werden. Ein 
Wert von α=1 entspricht dabei der absolut scharfen Berücksichtigung der 
zugrundeliegenden Relationen. Eine Herabsetzung dieses Wertes kann (je nach 
Modellierung) die Einbeziehung zusätzlicher Tupel in die Relationen und somit eine 
Aufweichung der Constraints bewirken. Der Parameter α lässt sich somit als Gütegrad 
der Lösung bezüglich der modellierten Constraints interpretieren. 
4.5 Realisierung in KONWERK 
Zur Erweiterung des Constraintsystems von KONWERK um Möglichkeiten der 
Modellierung und konstruktiven Auswertung unscharfer Constraint-Relationen wurde 
das Erweiterungsmodul »Soft-Constraints« entwickelt. Dazu wurde die vom 
Basismodul »Constraints« zur Verfügung gestellte Constraint-Klassenhierarchie um die 
oben eingeführten unscharfen Constraint-Typen Soft-Tupel-, Soft-Prädikat- und Soft-
Funktions-Constraint erweitert sowie Ausdrucksmittel zur Definition entsprechender 
Constraint-Relationen und die oben vorgestellten Mechanismen ihrer Auswertung 
bereitgestellt. 
Der zur Auswertung dieser Constraint-Relationen notwendige, global für alle 
Constraints gültige Parameter α ∈ [0 1] liegt standardmäßig bei 1. Sein aktueller Wert 
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 kann mit der Funktion get-alpha ermittelt bzw. mit der Funktion set-alpha (zu Zwecken 
der Constraintrelaxierung) verändert werden. 
5 Zusammenfassung 
In den vorangegangenen Abschnitten wurden als ein Ergebnis des Chemnitzer 
PROKON-Teilprojektes drei voneinander unabhängige Erweiterungsmodule vorgestellt, 
mit deren Hilfe in KONWERK Unschärfe modelliert werden kann. 
Durch die in den Erweiterungsmodulen realisierten Konzepte lassen sich die folgenden 
Arten von Wissen darstellen und im Konfigurierungsprozess verarbeiten: 
• Unscharfe Parameterwerte in der Begriffshierarchie. 
• Linguistische Variablen und ihre Verwendung bei Nutzereingaben. 
• Unscharfe Constraints und ihre Verwendung im Constraintsystem. 
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In vorliegendem Beitrag wird ein Ansatz vorgestellt, Stundenpla¨ne
maschinell mit KI-Techniken zu erstellen. Am Lehrstuhl Ku¨nstliche In-
telligenz der Fakulta¨t fu¨r Informatik wurde Mitte der neunziger Jahre
im Rahmen einer Projektarbeit und einer sich daraus ergebenden Di-
plomarbeit untersucht, inwieweit sich Constraintprogrammierung und
Multiagentensysteme fu¨r eine praktikable Lo¨sung dieser zweifellos NP-
vollsta¨ndigen Aufgabenstellung eignen. Als Grundlage fu¨r eine Pilo-
timplementierung wurde die Programmiersprache Oz gewa¨hlt, welche
beide Paradigmen harmonisch in sich vereinigt.
Professor Dilger regte seinerzeit an, Mo¨glichkeiten von Oz auszuloten.
Dabei konnte an im Wissenschaftsbereich vorhandene Erfahrungen in
der Logikprogrammierung mit Constraints angeknu¨pft und die von ihm
nach Chemnitz getragene Idee der Multiagentensysteme neu erschlossen
werden.
1 Zielstellung
Im Jahre 1996 untersuchte Kay Anke in seiner Diplomarbeit zum Thema
Verbesserung von Stundenpla¨nen durch ein Multiagentensystem
folgende Fragestellung [1]:
Die typischen Beziehungen zwischen den beteiligten Objekten in einem Stun-
denplan wurden als Netz arithmetischer Constraints formuliert. Jede Lo¨sung dieser
Constraints ergab einen Ausgangsplan, in welchem fu¨r gegebene Mengen von Klas-
sen, Lehrern, Ra¨umen und Zeiteinheiten sa¨mtliche Zuordnungen zu entsprechenden
Lehrveranstaltungen getroffen wurden.
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Ausgehend von einem solchen vollsta¨ndig erstellten Plan war in einer zweiten
Phase dieser Plan bezu¨glich einiger ausgewa¨hlter Gu¨teattribute (wie zum Beispiel
Minimierung der Anzahl von Freistunden fu¨r Lehrer und/oder Klassen, Minimie-
rung von Raumwechsel fu¨r Klassen usw.) zu verbessern. Dazu sollte ein Multiagen-
tenansatz, wie er etwa in [2] beschrieben wurde, dienen.
Fu¨r die erste Phase wurden die in der vorangegangenen Projektarbeit [3] erziel-
ten Resultate genutzt, in welcher mittels Constraintsysteme Stundenpla¨ne erstellt
wurden. Ausgehend von einem durch ein Constraintsystem erzeugten Stundenplan
war dieser hinsichtlich einiger praxisrelevanter Kriterien zu optimieren. Fu¨r diesen
Zweck wurde ein Multiagentensystem implementiert, in dem Lehrer und Klassen
als Agenten fungieren. In beiden Implementationen wurde die Programmierspra-
che Oz verwendet. Neben dem Problem der Stundenplanerstellung wurden die
wichtigsten Grundlagen der Constraintprogrammierung und Multiagentensysteme
beschrieben.
Abschließend wurden am Beispiel einer Mittelschule die Ergebnisse der Opti-
mierung veranschaulicht, Stundenpla¨ne ausgewa¨hlter Lehrer und Klassen vor und
nach der Optimierung einander gegenu¨bergestellt und diskutiert und mit a¨hnlichen
aus der Literatur bekannten Arbeiten der Stundenplanung [4] verglichen.
2 Ausgangssituation
Smolka und Mu¨ller schrieben zum Problem der Stundenplanung [5]:
”
Die Erstellung von Stundenpla¨nen z. B. fu¨r Schulen ist ein schwieriges
kombinatorisches Problem, das komplexe Constraints und anwendungs-
spezische Suchstrategien erfordert. Mit Techniken des Operations Rese-
arch und traditionellen Verfahren der Constraintlogikprogrammierung
sind beide jedoch nicht auf hinreichend hoher Abstraktionsebene aus-
dru¨ckbar. Insbesondere sind die Methoden des Operations Research oft
nicht ausreichend flexibel, und ihre Anpassung im Einzelfall zu teuer.
Hier kann ein programmiersprachlicher Ansatz durch erho¨hte Flexibi-
lita¨t von Vorteil sein.“
Als naheliegender Lo¨sungsansatz bot sich ein Multiagentensystem an.
Die in [1] zugrundeliegenden Daten stammten aus einer Chemnitzer Mittelschu-
le des Schuljahres 1995/96. Der Stundenplan dieser Schule gliederte sich in fu¨nf
Tage (Montag bis Freitag) mit jeweils zehn Zeiteinheiten (7.30 Uhr bis 16.30 Uhr).
Die fru¨hen Zeiten am Tag waren bevorzugt zu belegen. Einige Unterrichtseinhei-
ten waren fixiert und konnten zeitlich wie ra¨umlich nicht vera¨ndert werden, da
sie von externen Bedingungen abha¨ngig waren. Das betraf Sportunterricht, so-
wie die Technikausbildung in einem Betrieb. In der Arbeit wurden diese Schul-
daten ausfu¨hrlich beschrieben und deren Modellierung fu¨r den zu erstellenden
Lo¨sungsansatz ausfu¨hrlich erla¨utert.
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Ausgangspunkt der Untersuchungen bildeten zwei dem Studenten anderweitig
bekannte Stundenplansysteme:
Stundenplan-Verwaltung fu¨r Windows (SSE): Dieses System unterstu¨tzt den
Prozess der manuellen Erstellung von Stundenpla¨nen, erzeugt jedoch i. allg.
keine selbsta¨ndig und vollsta¨ndig generierten Pla¨ne. Es eignete sich besonders
fu¨r kleinere Schulen, bei denen das Unterrichtsangebot u¨berschaubar ist.
Oz College Timetabling (OCT): Von diesem System lag eine detaillierte Be-
schreibung sowie der Quelltext vor [4]. Untersuchungsgegenstand dieses Pro-
gramms war der Stundenplan einer Saarbru¨cker Bildungseinrichtung aus dem
Fru¨hjahrssemester 1995.
Bei der Analyse dieser beiden Systeme stellte sich heraus, dass das Stundenplan-
problem durchaus nicht einheitlich an allen Bildungseinrichtungen gesehen wird.
Das fu¨hrte zu einer Reihe von diesen bekannten Systemen abweichenden Modellie-
rungsentscheidungen.
3 Distribuierungsstrategie im System Stuplan
Ausgehend von dieser Analyse wurde fu¨r das Programm Stuplan mittels Con-
straints das Stundenplanproblem formuliert. Im Rahmen seiner Entwicklung wa-
ren verschiedene Distribuierungsstrategien zu testen. Das sind Strategien, welche
festlegen, wie im Fall von mehreren Mo¨glichkeiten bei der Belegung von Constraint-
variablen vorzugehen ist.
Eine einfache, ha¨ufig schnell zu Ergebnissen fu¨hrende Strategie ist die first-
fail-Strategie. Dabei wird die Variable mit der geringsten Anzahl von mo¨glichen
Werten ausgesucht. Dieser Variable wird ein Wert (zum Beispiel der kleinste) ihres
Wertebereiches zugewiesen. Zum Erreichen eines stabilen Berechnungsraumes wird
danach erneut propagiert, d. h., die Auswirkungen der neu eingeschra¨nkten Varia-
blen auf die Wertebereiche der u¨ber das Constraintnetz verbundenen Variablen
werden gepru¨ft und ggf. aktualisiert. Diese Strategie fu¨hrte in der untersuchten
Aufgabenstellung jedoch auf Grund der Komplexita¨t der Daten zu keiner Lo¨sung
innerhalb eines anvisierten Zeitrahmens.
Als zweites wurde die so genannte first-t-Strategie probeweise eingesetzt. Sie
versucht, eine Unterrichtseinheit zuerst an dem Tag zu planen, an dem bisher
am wenigsten Einheiten geplant wurden. Auch diese Strategie scheiterte an der
enormen Berechnungszeit.
Die Ursache fu¨r das Scheitern dieser beiden gebra¨uchlichen Distribuierungsstra-
tegien am untersuchten Problem war offensichtlich eine Clusterbildung. Es wurde
stets zuerst versucht, die Einheiten z. B. vorrangig am Wochenanfang (Montag bis
Mittwoch) zu setzen, wobei die Tage am Ende der Woche erst sehr spa¨t bei de
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Belegung Beachtung fanden (first-fail). Es wurde also eine kompakter Plan ange-
strebt, bei dem sehr viele Unterrichtseinheiten an den ersten Tagen des Planungs-
zeitraumes gesetzt wurden. Solche Pla¨ne sind jedoch i. allg. nicht akzeptabel. Da
die Unterrichtseinheiten mo¨glichst gleichma¨ßig u¨ber die Woche zu verteilen sind,
wurden die Tage in zwei Blo¨cke aufgeteilt. Es gab jeweils einen am Vormittag und
einen am Nachmittag. Auf diese Weise konnte fu¨r jede Unterrichtseinheit eine indi-
viduelle Reihenfolge innerhalb der 10 Blo¨cke festgelegt werden, die angibt, welcher
Block den anderen gegenu¨ber zu bevorzugen ist. Durch gezielte Auswahl der Blo¨cke
konnte eine erste Lo¨sung sehr schnell gefunden werden.
Erfolgreicher bei der Suche nach einer Lo¨sung in mo¨glichst kurzer Zeit war fol-
gende modifizierte first-fail-Strategie:
Aus der Menge der Variablen, die noch mehrere Werte in ihrem Wertebereich
hatten, wurde diejenige Variable ausgewa¨hlt, deren Wertemenge am kleinsten war.
Von den Zeiteinheiten, die in dieser Menge enthalten sind, wurde diejenige aus-
gewa¨hlt, die an einem beliebigen Tag so fru¨h wie mo¨glich lag. Gab es mehrere
Tage mit der gleichen fru¨hesten Zeiteinheit, so wurde die kleinste gewa¨hlt.
Es zeigte sich, dass mit dieser Strategie das Finden einer ersten Lo¨sung
(vollsta¨ndiger Stundenplan) in relativ kurzer Zeit mo¨glich war. Sie setzte die
Unterrichtseinheiten nach Mo¨glichkeit gezielt eher morgens als nachmittags und
anna¨hernd gleichverteilt. Damit wurden wichtige Gu¨tekriterien an einen Stunden-
plan bereits beim Setzen der Einheiten beachtet.
4 Ergebnisse
Auch der erfolgreiche Einsatz eines Multiagentensystems fu¨r die Verbesserung rele-
vanter Gu¨tekriterien konnte mittels Stuplan nachgewiesen werden. Nach angemes-
sener Zeit wurde eine Gu¨teverbesserung des gesamten Planes erreicht, wobei sich
eine geringere Anzahl von Teilpla¨nen fu¨r Klassen und Lehrer zwar verschlechterte,
dies jedoch durch die mehrheitlich besseren Teilpla¨ne der meisten Komponenten
mehr als kompensiert wurde.
Wesentliche Erkenntnisse aus den gefu¨hrten Untersuchungen waren:
1. Constraints sind geeignet fu¨r ada¨quate Problembeschreibung und Suchrau-
meinschra¨nkung.
2. Mit Finite-Domain-Constraints u¨ber dem Wertebereich der natu¨rlichen Zah-
len la¨sst sich eine große Klasse praxisrelevanter Probleme beschreiben.
3. Constraints sind kaum geeignet fu¨r die Optimierung von Problemen mit sehr
großem Suchraum und vielen Lo¨sungen.
4. Die Programmierung von Constraints, deren Propagierung und die Problem-
distribuierung sind in Oz effizient gelo¨st.
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5. Durch die Notwendigkeit, verteiltes Wissen einzusetzen, gewinnen Multiagen-
tensysteme zunehmend an Bedeutung.
6. Agenten, deren Arbeitsweise in hohem Maße an die des Menschen angelehnt
ist, sind stark reflexiv. In Abha¨ngigkeit von der Aufgabe mu¨ssen sie jedoch
so reaktiv wie mo¨glich sein, um komplexe kombinatorische Probleme zu be-
herrschen.
7. Der Kommunikationsaufwand in Multiagentensystemen ist zugunsten des Be-
rechnungsaufwandes auf ein Minimum zu reduzieren.
8. Kann eine Aufgabe durch Multiagentensysteme nicht effizient bewa¨ltigt wer-
den, sind andere problemlo¨sende Methoden oder eine Kombination aus diesen
mit Multiagentensystemen vorzuziehen.
9. Um die verschiedenen Verhandlungspartner in einer Schule (Lehrer und
Schu¨ler) in der Planungsphase geeignet darzustellen, eignen sich Agenten
in besonderem Maße.
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Analyse von Fuzzy-Algorithmen für die 
Steuerung von Robotern 
Ekkehard Hennebach 
Landesuntersuchungsanstalt für das  
Gesundheits- und Veterinärwesen Sachsen (LUA) 
Abteilung Hygiene und Umweltmedizin,  
Infektionsepidemiologie, Gesundheitsberichterstattung 
Chemnitz 
Im Spätherbst 1993, angestellt als Software-Entwickler in Berlin, prüfte ich für mich 
eine Ausschreibung für die Vergabe von Promotionsstipendien der TU Chemnitz. Als 
Voraussetzung für einen erfolgreichen Projektantrag suchte ich Kontakt zum mir 
unbekannten neuen Lehrstuhlinhaber für KI an der Fakultät für Informatik. Ich stellte 
ihm eine Projektszizze zum Thema Fuzzy-Algorithmen vor. Prof. Dilger sagte ohne 
Bedenken seine Bereitschaft zur Betreuung zu. Dass das Gebiet auch für mich Neuland 
war, störte ihn dabei nicht. 
Das Promotionsstudium begann 1994 mit der Integration in das Lehrstuhlleben und der 
Bereitstellung eines Arbeitsplatzes in den Räumen der Professur. Nötig war eine 
Menge Literaturstudium, sowohl an Lehrbüchern zum Thema Fuzzy-Control als auch 
der Sichtung aller aktuellen Veröffentlichungen. Kontakte zur Professur für 
Systemtheorie und Getriebetechnik wurden hergestellt. Die Professur KI war 1994 
durch das Projekt auf dem 5. und 7. Chemnitzer Fuzzy-Kolloquium, dem 2. GI-
Workshop Fuzzy-Systeme 94 in München und dem 1. Brandenburger Workshop 
Mechatronik vertreten. 
Das Potential für die Ergebnisse der Forschungsarbeit wurde bei den Untersuchungen 
zur Struktur von Funktionen gefunden, wie sie durch die Definition über das Fuzzy-
logische Kalkül für Steuerungen entstehen. 
Im November 1994 wurden erste Ergebnisse im Vortrag „Ein Kalkül zur Beschreibung 
von Abbildungen, die auf Gittern definiert sind“ im Lehrstuhlseminar vorgestellt. 
Im weiteren Verlauf entstand 1995 dazu die Diplomarbeit von Herrn Dakowicz zum 
Thema „Formales Tuning von Fuzzy-projektiven Abbildungen“. 
Zwischenergebnisse der Forschungstätigkeit wurden auf den Leipziger Informatiktagen 
(LIT) 1996 vorgestellt. 
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Auf der Tagung Fuzzy-Neuro-Systeme 1997 in Soest konnten dann schon weit 
gediehene Konzepte vorgetragen werden. 
Sie enthielten Beschreibungsstrukturen für Fuzzy-Controller, die eine Untersuchung 
von algebraischen Eigenschaften ermöglichen. Als Motivation dienten Querbezüge zur 
Linearen Algebra und der numerischen Mathematik. 
Neben der Dissertationsschrift „Algebraische Operationen auf Mamdani-Controllern“ 
wurden die Ergebnisse auch in „Fuzzy-Sets and Systems“ Volume 101, Number 2,1999 
veröffentlicht. 
Die Dissertation stellte sich letztlich theoriegeladener vor, als die Projektskizze es 1994 
hätte vermuten lassen. Der Focus hatte sich zu einem Grundlagenthema von Fuzzy-
Control hin bewegt. Deshalb wurde bei der Begutachtung auch Prof. Klement aus Linz 
angefragt, da das Thema sich für die Professur Systemtheorie in Chemnitz zu weit 
entfernt hatte. 
Ohne die schützende Hand von Prof. Dilger und die beständige ermunternde 
Begleitung wäre die Arbeit an diesem Projekt nicht möglich gewesen, wofür ich ihm 
und auch den damaligen Kollegen und Kolleginnen an der Professur sehr dankbar bin. 
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Unscharfe Entscheidungsbäume 
Jens Zeidler 
Projektleiter Business Intelligence 
Chemnitzer Verlag und Druck GmbH & Co. KG 
jens.zeidler@freiepresse.de 
1 Einleitung 
Die Arbeiten zu unscharfen Entscheidungsbäumen waren Ende der 1990er Jahre 
Gegenstand der Dissertation des Autors [1]. 
2 Problemstellung und Abgrenzung 
Zahlreiche Veröffentlichungen der letzten Jahre auf dem Gebiet der Künstlichen 
Intelligenz sind dem Maschinellen Lernen (ML) gewidmet. Auch verwandte Bereiche 
haben bei ihren Tagungen als einen der Schwerpunkte oft das Lernen platziert. ML-
Artikel bestimmen von der Zahl her mit die Spitze bei den bedeutendsten Konferenzen. 
Auch wenn aus der Quantität nicht unbedingt auf die Qualität zu schließen ist, ist 
festzustellen, dass es hier in den letzten 15 Jahren einen enormen Schub gab. Sowohl 
im Bereich der subsymbolischen (z. B. Neuronale Netze) als auch der symbolischen 
Lernverfahren (z. B. Entscheidungsbäume) wurde eine große Zahl von Arbeiten 
vorgelegt. 
Zumindest von der Nachvollziehbarkeit des aus einer Menge von Instanzen gelernten 
Wissens her haben die symbolischen Methoden einen Vorteil aufzuweisen. Besonders 
anschaulich sind dabei die induktiven Lernverfahren. Die am meisten verbreiteten 
Vertreter dieser Verfahren sind die Entscheidungsbäume. Bei der Darstellung des 
Lernergebnisses in Baumform kann man anhand der Wege von der Wurzel zum Blatt 
sofort nachvollziehen, welche Regeln "gelernt" wurden, d. h. das Wissen "herauslesen" 
und möglicherweise überprüfen. 
Die im Laufe der Zeit aufgeworfenen Probleme bezüglich maschineller Lernverfahren 
unter Zuhilfenahme von Entscheidungsbäumen wurden angegangen und teilweise 
gelöst. Besonders intensiv war die Untersuchung der kontinuierlichen Attributwerte. 
Sehr schnell zeigte sich nämlich, dass fast jeder Vorgang in der Natur über 
Eigenschaften mit numerischen Wertebereichen verfügt und somit für klassische 
Entscheidungsbaumlernverfahren ungeeignet ist. Eine Vorverarbeitung, die die 
Umwandlung von kontinuierlichen Attributwerten in nominale realisiert, bzw. eine in 
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 den Lernprozess integrierte Intervallbildung erwies sich als notwendig. Diese Arbeit 
wurde nicht dem Nutzer überlassen; vielmehr konnte das in der Verteilung der 
Beispiele steckende Wissen genutzt werden. Entscheidend hierbei sind die Grenzen der 
Intervalle, die wiederum von der Anzahl dieser Teilwertebereiche abhängen. 
Bei der Suche nach solchen Intervallen bildete sich in der englischsprachigen Literatur 
der Begriff cut point heraus. Das deutsche Wort Schnittpunkt gibt die Bedeutung nur 
schlecht oder sogar verwirrend wieder. Besser wäre der Begriff Trennstelle. Aus 
Gründen der Verständlichkeit wird im weiteren Verlauf der Arbeit mit cut point 
gearbeitet. Solche cut points bezeichnen die Punkte des Wertebereichs eines 
kontinuierlichen Attributes, wo sich die entstehenden Intervalle für nun nominale 
Attribute berühren. 
Anhand der Lage des cut points zu den jeweiligen Attributwerten kann die 
nachstehende Einteilung vorgenommen werden: 
• Der cut point liegt genau in der Mitte zwischen zwei unmittelbar Aufeinander 
folgenden Attributwerten, die verschiedenen Intervallen angehören.  
• Der cut point entspricht dem größten Attributwert im Intervall mit den kleineren 
Werten. 
Am Beginn des Prozesses der induktiven Erzeugung von Entscheidungsbäumen steht 
immer eine Menge von einzelnen Objekten, die als Beispiele betrachtet werden. In 
einem anderen Bereich - der unscharfen Logik (fuzzy logic) - geht man seit 40 Jahren 
davon aus, dass ein Objekt nicht immer eindeutig einer Menge zuzuordnen ist. Der 
Begriff der unscharfen Menge kommt dabei dem menschlichen Denken näher als der 
des klassischen (scharfen) Gegenstücks. Wer weiß schon, was sich eine andere Person 
unter "hoch", "weit" oder "kalt" genau vorstellt. 
Über diesen Begriff der Menge fand man zu einer Verbindung zwischen Unschärfe und 
Entscheidungsbäumen. Schließlich bildet eine Menge von Beispielen in jedem Schritt 
zur Induktion eines Entscheidungsbaumes die Grundlage des Aufbauprozesses. So 
entwickelten sich einzelne Lösungen zu unscharfen Entscheidungsbäumen. Allerdings 
sind bis heute sind nur wenige Arbeiten in diesem Bereich bekannt. 
R. Weber stellt am Anfang seiner Dissertation fest [4]: 
"Die automatische Akquisition unscharfen Expertenwissens ist bisher noch nicht ihrer 
Bedeutung nach angemessen untersucht worden ..." (Seite 3) 
Eigentlich war der Begriff des unscharfen (fuzzy) Entscheidungsbaumes schon über 
zehn Jahre vorher bei R. L. P. Chang und T. Pavlidis [2] sowie J. M. Adamo [3] 
aufgekommen. Nur konnten diese Autoren die Erkenntnisse von Verfahren, wie z. B. 
ID3, nicht einfließen lassen. Die Arbeiten stellen Anwendungen der Mustererkennung 
und Linguistik vor. 
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 Die Arbeiten von R. Weber [4], der unsicheres Wissen in einer Weiterentwicklung des 
Algorithmus ID3 gewinnt, C. Z. Janikow [5], der fehlende Attributwerte mittels Fuzzy-
Methoden ergänzt, und M. Umano und Kollegen [6], die einen Fuzzy-ID3-Algorithmus 
entwickelten, zeigen mögliche Lösungen auf. Einen entscheidenden Nachteil haben 
aber alle drei Arbeiten, nämlich den, dass die für die Behandlung unscharfer Mengen 
unverzichtbaren Zugehörigkeitsfunktionen durch den Nutzer definiert werden sollen. 
Damit dürfte aber dieser in vielen Fällen überfordert werden, weil Kenntnisse über das 
Merkmal und die unscharfe Erweiterung erforderlich sind. Es wird noch mehr Wissen 
für das System verlangt, welches beim Nutzer oft gar nicht vorhanden ist. Dagegen 
bleiben alle Erkenntnisse aus dem Bereich der kontinuierlichen Attributwerte - objektiv 
vorhandene Erkenntnisse - unbeachtet. 
Weber schreibt dazu in seinem Ausblick [4]: 
"Die vorgeschlagenen Lernverfahren setzen voraus, dass die Gestalt der 
Zugehörigkeitsfunktionen der linguistischen Variablen vom Experten vorgegeben ist. 
Es wäre zu prüfen, ob und wie eine automatische Erstellung der 
Zugehörigkeitsfunktionen vorgenommen werden kann.“ 
3 Zielsetzung der Arbeiten 
Ansatzpunkte für die automatische Erstellung von Zugehörigkeitsfunktionen wurden in 
gemeinsamen Beiträgen von von X. Wu und P. Måhlén [7], L. Wehenkel und X. P. 
Boyen (siehe [8] und [9]) sowie J. Zeidler und M. Schlosser [10] vorgestellt. 
Die Arbeiten hatten das Ziel, ein geschlossenes Konzept zu unscharfen 
Entscheidungsbäumen zu liefern. Dabei sollten ausführlich die 
Zugehörigkeitsfunktionen untersucht werden, welche einen entscheidenden Einfluss 
auf die Qualität der aufgestellten Bäume haben. Nützlich hierbei waren die fundierten 
Erkenntnisse aus dem Bereich des Maschinellen Lernens. Es erfolgte eine Einteilung 
der Funktionen nach dem Grad der automatischen Erstellung, die Einordnung 
bisheriger Lösungen sowie die Darstellung neuer Möglichkeiten. Dabei wurde die 
Betrachtung stets aus Sicht der Entscheidungsbäume vorgenommen, d.h. es wurden 
Vorteile der scharfen Bäume genutzt. 
Einen zweiten Schwerpunkt bildete die Abbildung der verschiedenen unscharfen 
Funktionen (UND, ODER) auf den Induktions- und Klassifikationsprozess. Hier schien 
bisher nur eine punktuelle Auswahl getroffen worden zu sein. Grundsatz bleibt, dass 
die Menge der scharfen Lösungen immer Teilmenge der unscharfen Lösungen ist, d.h. 
klassische Entscheidungsbäume müssen mit den unscharfen Methoden ebenfalls in 
analoger Weise zu induzieren sein. 
In einem dritten Punkt wurde der Klassifikationsvorgang mit dem aufgestellten Baum 
beleuchtet. Wie im klassischen Fall Regeln abgeleitet werden, kann analog Wissen aus 
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 dem unscharfen Entscheidungsbaum extrahiert werden. Nicht zu vergessen ist die 
"Defuzzifikation", also die Rückführung auf die scharfe Sicht. Diese Betrachtung 
wurde von der Seite des aufgespannten Attributraumes vorgenommen, nämlich wie bei 
n Attributen dieser Raum in n-dimensionale Gebilde unterteilt wird. Jedem beliebigen 
Beispiel ist nach der Defuzzifikation eine Klasse zuzuordnen. Der jenes zu 
klassifizierende Beispiel repräsentierende Punkt im n-dimensionalen Raum gehört dann 
genau einem solchen Gebilde an.  
4 Ergebnisse der Arbeiten 
Bekannte Probleme rund um die Entscheidungsbäume sollten besser lösbar sein. Dazu 
haben die Arbeiten beigetragen. Ausgangspunkt war der Begriff der Menge, der in 
seiner unscharfen Ausprägung Grundlage aller Betrachtungen im Bereich der fuzzy 
logic ist. Auch beiden Entscheidungsbäumen spielen Mengen einen wichtige Rolle, 
wenn man an Beispielmenge, Attributmenge oder Testmenge denkt. Diese Mengen 
können in unscharfe Mengen überführt werden. Die gängigsten Hilfsmittel zur 
Beschreibung solcher unscharfen Mengen sind die Zugehörigkeitsfunktionen. 
Operationen über unscharfe Mengen werden mit unscharfen Verknüpfungen 
durchgeführt. Als Anwendung der fuzzy logic kann man die linguistische Variable 
betrachten. 
Die Arbeiten haben gezeigt, dass Begriffe aus der unscharfen Logik auch beim Lernen 
von Entscheidungsbäumen zu finden sind. Wir ein Entscheidungsbaum unscharf 
induziert oder zum Klassifizieren genutzt, so sind herkömmliche (scharfe) 
Entscheidungsbäume vollständig enthalten. Scharfe Entscheidungsbäume sind als ein 
Spezialfall der unscharfen Entscheidungsbäume. 
Verschiedene Ansätze, um aufgeworfene Probleme aus dem Bereich des Lernens von 
scharfen Entscheidungsbäumen anzugehen, können durch das Konzept der unscharfen 
Entscheidungsbäume besser gelöst werden. Zentraler Punkt der Arbeiten war dabei die 
Behandlung von Attributen mit kontinuierlichen Werten. 
Mit der Verbindung zwischen Entscheidungsbäumen und unscharfer Logik konnte der 
Induktionsprozess und die nachfolgende Klassifikation mit dem unscharfen 
Entscheidungsbaum vorgestellt werden. Die Betrachtung des von den Merkmalen 
aufgespannten Attributraums zeigte die Unterschiede in der Klassifikation zwischen 
scharfen und unscharfen Bäumen. Die unscharfen Entscheidungsbäume sind ein 
Spezialfall einer anderen Art von Entscheidungsbäumen – nämlich den nichtlinearen. 
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1 Einleitung
In den 90-ziger Jahren wurden an verschiedenen Einrichtungen erstmalig Studen-
tenwettbewerbe durchgefu¨hrt, die den Bau und die Programmierung kleiner auto-
nomer mobiler Roboter zum Inhalt hatten. Am MIT Artificial Intelligence Labo-
ratory benutzte man dazu Legobausteine und verschiedene einfache elektronische
Bauteile (Robotik-Kurs 6.270). Der erste Wettbewerb fand dort 1989 statt. Hier
wurde auch der Roboter Rug Warrior entwickelt.
1997 fand die erste Weltmeisterschaft im Roboterfußball statt (RoboCup).
Solche Wettbewerbe haben viele Vorteile:
• Robotik beinhaltet viele Fachgebiete (u. a. fast alle Gebiete der Ku¨nstlichen
Intelligenz)
• Die Roboter sind real vorhanden und es bewegt sich etwas, keine Simulation.
Damit hat man aber auch mit vielen kleinen Problemen zu tun. Der Roboter
macht nicht immer das, was man programmiert hat.
• Arbeit im Team (Studenten verschiedener Studienrichtungen) und man kann
auch etwas spielen (mit Lego)
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Auch an der Professur fu¨r Ku¨nstliche Intelligenz versuchten wir auf Initiative von
Prof. Dilger, 1995 diese Idee zu realisieren.
Prof. Dilger hat sich danach sehr fu¨r die weitere Entwicklung des Praktikums
eingesetzt und besuchte auch alle Abschlusswettbewerbe.
1996 fu¨hrten wir dann das erste Praktikum durch und benutzten dazu den Rug
Warrior (Abbildungen 1 und 2 ). Dieser konnte als Bausatz erworben werden und
wurde von den Studenten nach einer vorliegenden Anleitung zusammemgebaut.
Allerdings hatte man keine eigenen Gestaltungsmo¨glichkeiten. Danach konnten
verschiedene einfache Aufgaben programmiert und getestet werden.
Abbildung 1: Roboter - Rug Warrior
2 Rug Warrior
Einige Daten zum Rug Warrior (spa¨ter von uns auch Ka¨seglocke genannt):
• Spannung: 9 V
• Betriebsdauer: ca. 3 Stunden
• Durchmesser: 18 cm
• Ho¨he: 16 cm
• Raddurchmesser: 6 cm
• Gewicht: 900 g
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Abbildung 2: Roboter - Rug Warrior von oben
• Geschwindigkeit: 45 cm/s
• Hinderniserfassung: 15-20 cm (mit IREM 80 cm)
• 8-Bit Microcontroller Motorola MC68HC11, 32 KByte RAM, serielle Schnitt-
stelle RS-232
Aktoren:
• zwei Ra¨der (Differentialantrieb)
• Freilaufrad
• zweizeilige alphanumerische LC-Anzeige
• vier Leuchtdioden
• Piezo-Lautsprecher
Sensoren:
• Bumper, drei Mikroschalter fu¨r Kollision
• 2 Fotowidersta¨nde
• Infrarot-Hindernisdetektor mit 2 Infrarot-LEDs (keine Abstandsabscha¨tzung)
• Mikrophon
• 2 Radencoder
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• Pyro-Sensor
Fu¨r die Programmierung stand Interactive C (IC) zur Verfu¨gung. Diese am MIT
entwickelte Sprache entha¨lt neben wesentlichen Elementen der Programmierspra-
che C auch Funktionen zur Steuerung der Motoren, Aktoren und Sensoren sowie
das interaktive Ausfu¨hren von Anweisungen.
Weiter war ein Multitasking fu¨r die parallele Ausfu¨hrung von Prozessen realisiert.
Der Roboter kann u.a. folgende Aufgaben lo¨sen:
• Geradeausfahren
• Auswertung der Radencoder
• Fahren entlang einer Wand
• Umfahren von Hindernissen
• Erkennen von Gera¨uschen
• Spielen von Musik
• Erkennen, Hinbewegen und Verfolgung von Licht und Wa¨rme
• Verstecken in dunklen Ecken
• Kollisionserkennung
• Abstandsmessung zu Hindernissen
• Erkennen von Markierungen auf dem Boden
Der Originalroboter wurde von den Mitarbeitern der Professur fu¨r Prozessautoma-
tisierung (Prof. Protzel) der Fakulta¨t fu¨r Elektrotechnik und Informationstechnik
verbessert.
3 Praktikum im SS 2000
Das Praktikum wurde im Sommersemester 2000 zum ersten Mal gemeinsam mit
der Fakulta¨t fu¨r Elektrotechnik und Informationstechnik - Professur fu¨r Prozessau-
tomatisierung (Prof. Protzel) durchgefu¨hrt. Dadurch hatten Studenten verschiede-
ner Fachrichtungen Gelegenheit, gemeinsam (in Gruppen von 2-3 Studenten) eine
Aufgabe zu lo¨sen.
Am ersten interdisziplina¨ren Praktikum nahmen 22 Studenten verschiedenener Stu-
dienga¨nge (Informatik, Automatisierungstechnik, Mechatronik) aus 4 Fakulta¨ten
teil.
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Aufgabenstellung:
Der Roboter wird auf das Labyrinth (Abbildung: 4) gesetzt. Er muss ohne Hilfe und
Eingriff von außen eine Lampe (Abbildung: 3) finden, die irgendwo am Rande oder
innerhalb des Spielfeldes aufgestellt ist. Die Lampe leuchtet sta¨ndig und ist u¨berall
sichtbar. Dabei muss der Roboter mo¨glichst geschickt verschiedene Hindernisse
umfahren. Vor der Lampe muss der Roboter anhalten und einen Ton von sich
geben. Der Raum wird abgedunkelt, um den Einfluss des Tageslichtes weitesgehend
auszuschließen. Gewertet wird die Zeit bis zum Erreichen der Lampe. Jede Gruppe
hat 2 Versuche. Dafu¨r stehen insgesamt 15 Minuten zur Verfu¨gung.
Der Abschlusswettbewerb fand am 21.06.2000 von 16.00 - 20.00 Uhr o¨ffentlich
im Physikho¨rsaal N012 statt. 10 Gruppen nahmen den Wettbewerb auf.
In einer Vorrunde sollte der Rug Warrior in einem recht schwierigen Labyrinth
innerhalb von 5 Minuten eine Lampe finden. Dies schafften nur 3 Gruppen mit den
Zeiten 1:12 min, 3:11 min und 3:50 min. Diese 3 Gruppen bestritten das Finale.
Hier wurde das Spielfeld ein wenig vera¨ndert. Zahlreiche Zuschauer verfolgten die
Bemu¨hungen der Rug Warriors.
Sieger wurde die Gruppe mit den Studenten Mark Scha¨fer, Thomas Retzlaff und
Jan Heß die in der Superzeit von 1:06 min das Ziel erreichten. Zweiter wurden
Thomas Berger und Thomas Schro¨der. Den 3.Platz erreichten die Studenten Sven
Sieber und Alexander Bartsch.
Abbildung 3: Diese Lampe musste gefunden werden
4 Praktikum im Sommersemester 2001
Wir hatten uns fu¨r das Praktikum eine neue Aufgabenstellung ausgedacht, in
der jeweils zwei
”
Schu¨rzenja¨ger“(Roboter) gleichzeitig gegeneinander antreten. Das
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Abbildung 4: Labyrinth
Spiel hat jetzt eine fatale A¨hnlichkeit mit Hu¨ndchen, die Duftnoten an die Eck-
steine setzen, um ihr Revier zu markieren.
Die urspru¨nglichen Rug Warriors sind fu¨r diese Aufgabe etwas umgebaut und ver-
bessert worden.
Es gibt im zuna¨chst unbekannten Labyrinth verteilt 8 Infrarotsender (Leuchtbojen)
(Abbildung: 5) die eine Kennung (moduliertes IR Signal) aussenden. Es gibt 3
Zusta¨nde - Neutral, Rot und Gru¨n.
Die Ka¨seglocke (der Roboter) kann die Kennung durch Beru¨hren umschalten (Ab-
bildung: 6). Zu Beginn ist die Kennung neutral. Beim ersten Beru¨hren erfolgt
zufa¨llig die Umschaltung auf rot oder gru¨n. Danach erscheint immer die andere
Farbe bei jeder Beru¨hrung.
Fu¨r die Zuschauer ist das durch eine gru¨ne und eine rote Lampe zu erkennen.
Die Aufgabe besteht fu¨r jede Gruppe darin, mo¨glichst viele Bojen zu finden und auf
die eigene Farbe umzuschalten. Aber da gibt es ja auch noch die andere Gruppe,
die genau das Gegenteil tut.
Das Labyrinth hat eine Gro¨ße von 10x10 = 100 Feldern. Die einzelnen Parzellen
sind je 30x30cm groß und zur Navigation durch Streifen voneinander getrennt.
Es ist symmetrisch, d.h. bei einer Drehung um 180◦ geht das Spielfeld mit allen
Hindernissen und Leuchtbojen in sich selbst u¨ber.
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Abbildung 5: Leuchtboje
Abbildung 6: Leuchtboje und Ka¨seglocke
Die beiden Roboter starten an den beiden Endpunkten einer Diagonalen. Es werden
8 Leuchtbojen angebracht, die zu Beginn eines Spieles neutral sind. Die Anordnung
der Hindernisse und der Leuchtbojen wird vorher nicht festgelegt. Fu¨r die Roboter
liegt also ein unbekanntes Spielfeld vor.
Ein Spiel dauert 10 min.
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Der Abschlusswettbewerb fand am 10.Juli 2001 mit 7 Teams statt
(Abbildungen: 7, 8).
Abbildung 7: Labyrinth mit Leuchtbojen
Abbildung 8: Roboter im Labyrinth
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5 Praktikum in den Jahren 2002 - 2005
Das Praktikum wurde nun u¨ber 2 Semester (beginnend im Wintersemester) durch-
gefu¨hrt.
Es gab 3 Zwischenwettbewerbe:
• Der Roboter soll auf dem Fußboden genau 3 m bis zum Zwischenpunkt ge-
radeausfahren und danach um 45 Grad nach rechts gedreht weitere 2 m zum
Zielpunkt geradeausfahren und anhalten. Hindernisse ko¨nnen sich links bzw.
rechts zwischen Start und Ziel befinden. (Abbildung: 9) Wer dem Zielpunkt am
na¨chsten kommt ist Sieger.
Abbildung 9: 1. Zwischenwettbewerb
• Auf dem 10x10 Spielfeld wird ein einfaches Labyrinth aufgebaut. Der Roboter
muß in mo¨glichst kurzer Zeit vom Startfeld zum Zielfeld fahren. Das Labyrinth
ist vorher nicht bekannt. Der Roboter muß auf dem Zielfeld stehenbleiben und
einen Piepton von sich geben.
• Auf dem 10x10 Spielfeld wird ein Labyrinth aufgebaut. Das Labyrinth ist vorher
nicht bekannt. Es sind mo¨glichst viele Bojen (am Anfang neutral) zu finden und
auf gru¨n zu schalten. Jeder Roboter fa¨hrt allein.
Die Abschlusswettbewerbe:
• 1.Juli 2002: — Am Wettbewerb beteiligten sich 6 Studententeams und außer
Konkurrenz eine Mannschaft aus der Lego - AG. Am Ende gewann der aus
Legosteinen aufgebaute Roboter verdient und erreichte im Finale 28 Punkte.
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• 13. und 14.Juni 2003:— Am Wettbewerb beteiligten sich 9 Studententeams.
Der Wettbewerb fand am Tag der Offenen Tu¨r der TU Chemnitz statt.
• 1.Juli 2004: 8 Teams
• 27.Juni 2005: 8 Teams
Abbildung 10: Prof. Dilger verfolgte immer gespannt die Wettbewerbe
6 Neuer Roboter - Laus
Seit dem Wintersemester 2005/2006 verwenden wir neue Roboter mit a¨hnlichen
aber verbesserten Eigenschaften (Abbildung: 11).
Die Aufgabenstellung blieb gleich.
Technische Daten:
• Ho¨he des Roboters ca. 11 cm
• Breite des Roboters ca. 17 cm
• La¨nge des Roboters ca. 19 cm
• Spurweite ca. 15,2 cm
• Akkuspannung max. 9,6 V
• Betriebsdauer bis zu 5 h
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Abbildung 11: Neuer Roboter — Laus
• zwei Motoren mit jeweils einem richtungssensitiven Rad-Encoder
• maximale Geschwindigkeit ca. 0,2 m/s
• Raddurchmesser 50 mm
• Inkremente pro Umdrehung 420
• zwei mittels Servo drehbare Infrarot-Sensoren
Messbereich des linken Infrarot-Sensors 30-400mm
Messbereich des rechten Infrarot-Sensors 90-800mm
Stellbereich der Servos ca. -90 bis 90 Grad
• vier Bumper zur Kollissionserkennung
• 38 kHz-Infrarot-Empfa¨nger zur Erkennung der Bojen
• ein roter, gelber und gru¨ner Taster
• eine rote, gelbe und gru¨ne LED
• Messen der Akkuspannung
Der Roboter verfu¨gt neben der seriellen Schnittstelle zum Programmieren
zusa¨tzlich u¨ber eine serielle Kommunikationsschnittstelle zum Senden und Emp-
fangen vom PC oder einem anderen Roboter.
Die Programmierung des Roboters erfolgt in der Sprache C.
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Abschlusswettbewerbe:
• 21. Juni 2006, 6 Teams
• 1. Juni 2007, 6 Teams
7 Literatur und weitere Informationen
• Joseph L. Jones und Anita M. Flynn: Mobile Roboter — Von der Idee zur
Implementierung, Addison Wesley 1996
• http://www.tu-chemnitz.de/etit/proaut/prakt mob roboter.40.html
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Eurobot – Ein großes Abenteuer für 
junge Robotik-Begeisterte 
Niko Sünderhauf 
TU Chemnitz 
Fakultät für Elektrotechnik und Informationstechnik 
Professur für Prozessautomatisierung 
niko.suenderhauf@etit.tu-chemnitz.de 
"Eurobot ist ein außergewöhnliches Ereignis, das Spaß, Technologie, Wissen und 
Erfahrung, Freundschaft, Kreativität, Pädagogik mit Motivation und Begeisterung 
verbindet." 1  
"Ready?" Kurz und knapp kommt 
die Frage vom Schiedsrichter. 
"Go!" Ein Ruck an der Reißleine 
und der Roboter, der bisher im 
Standbymodus schlief, erwacht 
zum Leben. Vor ihm liegt ein 2×3 
Meter großes Spielfeld.  
Irgendwas ist einzusammeln, 
abzulegen, ins Tor zu werfen, 
umzudrehen oder aufzustapeln. 
Und Hindernisse gibt es da. Und 
einen zweiten Roboter. Den 
Gegner, der genau das gleiche Ziel hat. 
Die Zeit läuft. Nur 90 Sekunden. Am Spielfeldrand steht eine Handvoll junger 
Menschen. Sie haben den Roboter gebaut, kennen jedes Kabel, jede Zeile des 
Programmcodes. Die Roboter flitzen über das Spielfeld. Kommen den Hindernissen 
gefährlich nahe. Sind auf Kollisionskurs und weichen einander doch kurz vor dem 
Zusammenprall aus. Aufatmen am Spielfeldrand. 
Noch 60 Sekunden. Etwas weiter weg vom Spielfeld, auf der Tribüne, sitzt der Rest des 
Teams. Inmitten hunderter anderer Roboterbegeisterter. Musik hallt durch die Luft, nur 
kurz unterbrochen durch die Kommentare des Moderators. Dort unten auf den anderen 
                                                 
1 http://www.eurobot.org 
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Spielfeldern spielen noch vier andere Mannschaften gegeneinander. Doch das Team 
hat nur Augen für den eigenen Roboter. 
Noch 30 Sekunden. Jede Bewegung wird genau verfolgt. Sein Verhalten ist fest 
einprogrammiert. Und doch hat der Roboter, so scheint es, manchmal seinen eigenen 
Willen. Fragende Blicke wenn etwas schief geht, leuchtende Augen, wenn alles klappt.  
10 Sekunden noch. Die Zuschauer zählen mit. Der Schlusspfiff des Schiedsrichters geht 
unter im tosenden Applaus, im Klang der Rasseln, Glocken, Tröten. 
Beide Teams stürmen ans Spielfeld, tragen den Roboter zurück in ihre Box. Im Kopf 
schon wieder Ideen, was bis zum nächsten Spiel verbessert werden kann. Auf dem Weg 
dahin eine kurze Unterhaltung mit einer anderen Mannschaft. Fachkundige Blicke auf 
den fremden Roboter. Ein Lächeln, als eine kleine Schwäche der anderen erkannt wird. 
Staunen über technische Details. Eine neue Idee mehr. 
Ach ja, wer das Spiel gewonnen hat?  
Ich weiß es nicht mehr. 
Das sind meine ganz persönlichen Eindrücke unserer Teilnahme am Eurobot 2004, 
diesem außergewöhnlichen Wettbewerb, bei dem jedes Jahr hunderte junge Studenten 
und Schüler aus der ganzen Welt zusammenkommen. 
Worum geht es bei Eurobot? Zunächst einmal steht die Konstruktion und 
Programmierung eines oder mehrerer autonom agierender Roboter im Vordergrund. 
Diese Roboter müssen, ganz ohne Fernsteuerung und menschliche Hilfe, eine genau 
festgelegte Aufgabe bewältigen und dabei gegen ihren jeweiligen Gegner gewinnen. 
Was genau zu tun ist, denken sich die Veranstalter in jedem Jahr neu aus: Durch die 
unterschiedlichen Aufgaben bleibt der Wettbewerb spannend und lässt auch neuen 
Teams bei ihrer ersten Teilnahme gute Chancen, gegen die erfahreneren Teams zu 
bestehen. Nur eines bleibt jedes Jahr gleich: Ein Spiel dauert 90 Sekunden. Nicht viel 
Zeit, um die gestellte Aufgabe zu lösen und dabei noch den Überblick zu behalten um 
nicht die Orientierung auf dem 2x3 Meter großen Spielfeld zu verlieren. Nur gut, dass 
der gegnerische Roboter es auch nicht einfacher hat. Eine wichtige Regel beim 
Eurobot, wenn nicht sogar die wichtigste Regel, ist das Gebot absoluter Fairness. Wer 
den Gegner rammt, behindert oder sogar beschädigt, riskiert die „rote Karte“ für das 
laufende Spiel. 
Neben all den spannenden Wettkämpfen, gibt es aber noch mehr, was Eurobot zu dem 
macht, was es ist: Der direkte und enge Kontakt zu so vielen Gleichgesinnten aus ganz 
Europa und darüber hinaus. Nach der Ankunft am Wettbewerbsort bekommt jedes 
Team eine eigene kleine Fläche mit Tischen, Stühlen und einem Stromanschluss. Nur 
wenige Meter entfernt sitzen die anderen Teilnehmer aus Frankreich, Tschechien, 
Finnland, Italien, Marokko, ... Da ist es nur ganz natürlich, dass man sich ausgiebig die 
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Roboter der anderen Mannschaften anschaut und auch ins Fachsimpeln und einen regen 
Ideenaustausch kommt. 
Aus jedem Land dürfen maximal drei Mannschaften zu den internationalen Finalen 
anreisen. Gibt es mehr als drei Teams, ist ein nationaler Wettbewerb nötig, um die drei 
Landesvertreter zu bestimmen. 
Eurobot entstand ursprünglich aus einem rein französischen Wettbewerb, der 1994 ins 
Leben gerufen wurde.  Seit 1998 ist Eurobot international und „open“, lässt also auch 
Teams von außerhalb Europa zu.  
Im Jahre 2004, als wir und zum ersten Mal der Herausforderung Eurobot stellten, 
waren 21 Länder vertreten. Das Finale fand im französischen La Ferté –Bernard statt. 
Dieses kleine, etwas verschlafene Städtchen westlich von Paris, in der Nähe von Les 
Mans, mit gerade einmal 10000 Einwohnern und einem mittelalterlichen Stadtkern, 
hatte bis 2004 gewissermaßen das Eurobot-Monopol: Der Wettbewerb fand seit seiner 
Gründung immer hier statt, entsprechend eingespielt waren die Organisatoren, die mit 
einer reibungslosen und sehr professionellen Logistik beeindrucken konnten. Die 
gewaltige Zahl von 250 Mannschaften (davon über 200 allein aus Frankreich) musste 
untergebracht, verpflegt und unterhalten werden. Ein Heer von Helfern und 
Schiedsrichtern war für die Betreuung der Mannschaften zuständig, holte die 
Mannschaften rechtzeitig vor den Matches ab („Allez, allez!“) und sorgte für einen 
fairen und geordneten Spielablauf. 
Die Aufgabe 2004 hieß Coconut-Rugby. Eine ganze Anzahl von kleinen Rugby-Bällen 
aus rotem Schaumstoff lag auf dem Spielfeld verstreut bzw. wartete an „Palmen“ 
darauf, von den Robotern 
geerntet zu werden. Die 
Roboter mussten ver-
suchen, so viele Schaum-
stoffbälle wie möglich in 
ihre Touchdown-Zone zu 
befördern oder alternativ 
in die über den Stirnseiten 
der Spielfelder aufge-
hängten Tore zu schießen. 
Dass diese Aufgabe alles 
andere als trivial war, 
merkten wir im Herbst 
2003, als wir nach Veröffentlichung der Spielregeln im September begannen, unseren 
Roboter zu entwerfen. 
Wir, das waren etwa 15 Studenten und 2 Schüler der Robotik-AG. Diese 
Arbeitsgemeinschaft wurde bereits einige Jahre zuvor von den Professuren für 
Prozessautomatisierung (Prof. Protzel) und Künstliche Intelligenz (Prof. Dilger) als 
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fakultätsübergreifende Einrichtung gegründet, um Schüler und Studenten die 
Möglichkeit zu geben, sich auf spielerische Weise mit der Thematik Robotik zu 
beschäftigen. Nachdem wir im Sommer 2003 einen Wettbewerb an der TU Dresden 
gewonnen hatten, suchten wir eine neue Herausforderung und wurden so auf Eurobot 
aufmerksam. 
Durch die Unterstützung der beiden Professuren und einiger Sponsoren gingen die 
Arbeiten am Roboter gut voran. Angefangen von den ersten prototypischen Entwürfen 
einer Schussmechanik für die Rugby-Bälle aus Lego bis zum ausgefallenen 
Antriebskonzept mit sog. Allseitenrädern, die dem Roboter auch seitliche Bewegungen 
ermöglichen, wurde an allen Fronten geschraubt und gelötet. Und bald bekamen auch 
die beteiligten Informatiker zu tun: Die roten Rugby-Bälle müssten doch per Kamera 
vom gelben Spielfeldboden zu unterscheiden sein? Wie vernetzt man 5 Mikrocontroller 
und einen PC an Bord des Roboters? Wie soll der Roboter reagieren, wenn er ein 
Hindernis vor sich erkennt? Welche Strategien soll er überhaupt anwenden? Alle diese 
Fragen konnten wir natürlich auch live ausprobieren, denn ein nachgebautes Spielfeld 
stand längst in einem unserer Laborräume. 
Doch die Zeit verging wie im Fluge, Anfang des Jahres 2004 stand fest, dass sich mehr 
als drei Mannschaften aus Deutschland zur Wettbewerbsteilnahme gemeldet hatten: 
Eine nationale Meisterschaft war notwendig. Die im April stattfindende Hannover 
Messe bot dafür einen ansprechenden Rahmen. Wir waren ja ohnehin vor Ort mit 
einem eigenen Messestand vertreten, denn nebenbei hatten wir noch einen eigenen 
Roboter-Wettbewerb für Schüler, den RoboKing, ins Leben gerufen, zu dessen Finale 
wir 12 Teams auf der Hannover Messe erwarteten. 
Leider war uns das Glück in der nationalen Qualifikation nicht hold: Die ersten beiden 
Plätze gingen an die erfahrenen Teams aus Aachen und München, die schon aus den 
Vorjahren Eurobot-Erfahrung hatten. Das entscheidende Spiel um den dritten Platz 
verloren wir unglücklich, so dass unsere erste Eurobot-Teilnahme in der 
Qualifikationsrunde zu enden schien. Um so größer war unsere Überraschung, als uns 
an einem Montag, einige Wochen später im Mai, nur 4 Tage vor dem Beginn des 
internationalen Finales in La Ferté-Bernard ein Anruf erreichte: Das drittplatzierte 
deutsche Team hatte seine Teilnahme 
abgesagt, so dass wir nun nachrücken 
und doch noch nach Frankreich fahren 
konnten. 
Zu diesem Zeitpunkt stand der Roboter 
allerdings noch genauso verpackt im 
Labor, wie er von der Hannover Messe 
zurück transportiert wurde, denn 
niemand hatte nach dem Scheitern in 
der Qualifikation noch Lust gehabt, 
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weiter an ihm zu bauen. Doch der „harte Kern“ der Arbeitsgemeinschaft raffte sich 
noch einmal auf. Nun wurde fieberhaft gearbeitet, buchstäblich Tag und Nacht, um den 
Roboter auf den Wettbewerb vorzubereiten und die Schwächen, die zur Qualifikation 
aufgefallen waren, so gut wie noch möglich zu beheben. 
Viel Zeit war jedoch nicht mehr, bereits drei Tage später, also am Donnerstag, machten 
wir uns auf den Weg nach La Ferté-Bernard.  
Am ersten Tag in Frankreich musste der Roboter zunächst die sog. Homologation 
bestehen. Bei dieser technischen Abnahme gab es keine Beanstandungen seitens der 
Schiedsrichter, der Roboter entsprach also voll den vorgegebenen Regeln. Danach 
musste er noch seine Fähigkeiten auf einem Spielfeld ohne Gegner unter Beweis 
stellen, was auch mühelos gelang. Damit waren wir offiziell zur Teilnahme an der 
Eurobot Endrunde zugelassen. 
Am Freitagabend folgte schon das erste aus fünf Vorrundenspielen. Leider hatten wir 
hier technische Probleme, so dass der Roboter kurz nach dem Start stehen blieb. Auch 
die nächsten beiden Spiele liefen nicht sonderlich gut für uns. Immer wieder warfen 
uns technische Probleme zurück. Aufgrund der Beleuchtungsverhältnisse konnten wir 
auch unsere Bildverarbeitung zum Finden der Bälle, Palmen und Tore leider nicht voll 
ausspielen. Mit der Zeit bekamen wir die Probleme aber besser in den Griff, denn 
natürlich wurde zwischen den 
Wettkämpfen fleißig weiter gelötet 
und programmiert. So konnten wir am 
Sonntag, dem letzten Tag der 
Vorrunde, noch einmal kräftig 
punkten. Ein 3:3 gegen die späteren 
vierten der Gesamtwertung (Team 
Sirael aus Tschechien) und ein Sieg 
gegen ein weiteres tschechisches 
Team ließen uns am Ende auf dem 19. 
Platz landen. 
Für einen Einzug ins Achtelfinale hat 
es damit leider nicht gereicht (nur die besten 16 Teams qualifizierten sich), trotzdem 
war die Enttäuschung nicht allzu groß. Bei unserer ersten Eurobot-Teilnahme sind wir 
unter die Top-20 der internationalen Teams gekommen - 41 Mannschaften von Irland 
bis Kuwait, von Norwegen bis Algerien waren angetreten. 
Auch im Jahr 2005 waren wir wieder dabei, diesmal hieß die Aufgabe „Bowling“ und 
der Wettbewerb fand im schweizerischen Yverdon-les-Bains statt. Mit einer ähnlichen 
Platzierung konnten wir uns wieder im vorderen Mittelfeld aller Teilnehmer 
positionieren. 
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Was haben wir durch Eurobot gelernt? Eine ganze Menge will ich meinen. Vieles 
lässt sich gar nicht in einfache Worte fassen. Die Erfahrung, in einem Team aus 
Studenten der verschiedensten Fachrichtungen zusammen an einem doch sehr 
komplexen technischen  System gearbeitet zu haben, halte ich persönlich für die 
wertvollste aus dieser Zeit. Natürlich haben wir auch eine ganze Menge an Fachwissen 
erworben, waren nach Eurobot sozusagen per du mit I2C, RS485, bürstenlosen 
Motoren, HSV, PID-Reglern, Eagle, SRF08, GP2D12 und so weiter und so fort.  
Trotzdem, was bleibt, sind vor allem die Erinnerungen an die langen Nachmittage und 
Abende im Labor in denen wir zusammen über irgendeinem technischen Problem 
gebrütet und irgendwann gemeinsam die Lösung gefunden haben. Oder die Tage in La 
Ferté-Bernard, die unbeschreibliche Atmosphäre, das Knistern in der Luft, das entsteht, 
wenn hunderte Gleichgesinnte aus aller Herren Länder zusammenkommen und der 
eigentliche Wettbewerb immer wieder in den Hintergrund tritt und einem Gefühl des 
Miteinanders platz macht. 
Mittlerweile bin ich selbst Mitarbeiter an unserer Universität und bin der Robotik treu 
geblieben. Nicht zuletzt auch Dank Prof. Dilger, der mir als Professor in der 
Vertiefungsrichtung Künstliche Intelligenz die Freiheit ermöglichte, meine 
Studienarbeit am französischen LAAS/CNRS (Toulouse), einem der größten Robotik-
Forschungsinstitute in Europa, zu schreiben und mir auch die Diplomarbeit am 
Lehrstuhl von Prof. Protzel über ein Robotik-Thema gestattete.  
Meinen Entschluss, nach der Diplomarbeit an diesem Lehrstuhl, der ja zur Fakultät 
ET/IT gehört, als Mitarbeiter zu bleiben und dort weiterhin in der Robotik zu forschen, 
hat Prof. Dilger einmal scherzhaft als „überlaufen“ bezeichnet. Meinen Weg dorthin hat 
er mitgestaltet. Dafür gebührt ihm mein aufrichtiger Dank. 
In diesen Tagen, im Frühjahr 2008, gibt es wieder eine Handvoll Studenten aus dem 
ersten Semester, die auf die Robotik-AG aufmerksam geworden sind. Genau wie wir 
vor mittlerweile 5 Jahren  haben sie sich den Eurobot als herausfordernde Aufgabe 
herausgesucht und wollen im Mai 2009 dabei sein.  Die Aufgabe, die dann zu lösen 
sein wird, ist noch nicht bekannt. Der Austragungsort schon: Eurobot kehrt dorthin 
zurück, wo alles begonnen hat. In ein kleines, verschlafenes Städtchen im Westen 
Mittelfrankreichs. Nach La Ferté-Bernard. 
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1 Einleitung
Ein wichtiges Teilziel der Ku¨nstlichen Intelligenz (KI) ist die Entwicklung von
intelligenten Systemen, die in der Lage sind, sich in komplexen Umgebungen auto-
nom zu bewegen und Aufgaben selbsta¨ndig zu lo¨sen. Diese Zielstellung kann nicht
nur im Rahmen einer einzelnen Forschungsdisziplin wie der Informatik allein ver-
folgt werden, sondern erfordert das Zusammenwirken mit verwandten Disziplinen,
wie der Mathematik und Physik sowie der Kognitions- und Neurowissenschaft.
Beflu¨gelt wird die Herausbildung dieses interdisziplina¨ren Forschungsfeldes ins-
besondere durch eine Forschungsmethodik, die die Theoriebildung durch formale
Analyse intelligenter autonomer Systeme mit der konstruktiven Nachbildung ihrer
Verhaltensleistungen im praktischen Experiment verbindet.
Innerhalb der wissenschaftlichen Arbeit von Prof. Werner Dilger nimmt dieses
interdispziplina¨r ausgerichtete Forschungsleitbild einen zentralen Platz ein, da es
einen u¨ber einen strikten Reduktionismus hinausgehenden Erkla¨rungsrahmen fu¨r
das Entstehen intelligenter Verhaltensleistungen anbietet und gleichzeitig die expe-
rimentelle Untersuchung von Interaktionsmustern intelligenter Systeme mit ihrer
Umwelt ermo¨glicht, die sich aufgrund ihrer Komplexita¨t einer geschlossenen ana-
lytischen Beschreibung entziehen.
Zentrale Sa¨ulen dieser Forschungsmethodik sind die Bereiche Multiagentensysteme
[12] und Neurokognition [18].
Das Gebiet der Multiagentensysteme betrachtet intelligente Systeme als Individu-
en, die einer aufgrund ihrer Dynamik und Komplexita¨t per se nicht vollsta¨ndig
zuga¨nglichen und unsicheren Umwelt ausgesetzt sind. Intelligente Verhaltenslei-
stungen werden damit als Resultate des Anpassungsprozesses eines Individuums
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an diese Umwelt verstanden, die durch vielfa¨ltige dynamische Beziehungen zwi-
schen wesentlich einfacheren funktionalen Subsystemen hervorgebracht wird. In
diesem Sinne stellt ein autonomes System selbst ein komplexes Multiagentensy-
stem dar, innerhalb dessen der Ursprungsort seiner Intelligenz nicht mehr eindeutig
lokalisiert werden kann, da diese sich als ein emergentes Pha¨nomen in Form von
vielfa¨ltigen, quasi-stabilen Interaktionsmustern zwischen Subsystemen auf unter-
scheidlich abstrakten Organisationsebenen des autonomen Systems manifestiert.
Intelligenz wird somit allein aus der Perspektive eines externen Beobachters als
solche interpretiert.
Von besonderem Interesse ist die Anwendung dieses Erkla¨rungsrahmens auf die
Untersuchung der Organisationsformen biologischer Gehirne im Rahmen der For-
schungsrichtung
”
Cognitive Neuroscience“ [18]. Sie verbindet Erkenntnisse u¨ber die
physikalischen Funktionsprinzipien biologischer Neuronen mit den aus psychologi-
schen und verhaltensbiologischen Studien gewonnenen empirischen Resultaten aus
der Beobachtung intelligenter Verhaltensleistungen und versucht, diese an Hand
von Computermodellen nachzubilden. Auch hier wird intelligentes Verhalten als
evolutiona¨re Anpassungsleistung von Individuen an eine komplexe, unsichere Um-
gebung verstanden, aus der zugleich eine spezifische funktionale Differenzierung
von Neuronennetzen in Form von Gehirnstrukturen resultiert. Entwurfsprinzipien
von Multiagentensystemen finden dabei eine Entsprechung in Form von konnek-
tionistischen Systemarchitekturen, in denen neuronena¨hnliche Berechnungselemen-
te durch dynamische, adaptiv vera¨nderbare Beziehungen massiv parallel vernetzt
sind.
Aus Sicht der KI liefert dieser Forschungsrahmen vor allem Impulse, um formale
Modelle von Verhaltensentscheidungen und Lernprozessen im Kontext autonomer
Systeme zu bewerten und experimentell geleitet weiterzuentwickeln. Der vorliegen-
de Beitrag zeigt dies exemplarisch an Hand eines Ru¨ckblicks auf die Aktivita¨ten
der von Werner Dilger gefu¨hrten Professur KI der TU Chemnitz im Bereich des
RoboCup.
2 Die RoboCup-Initiative
Innerhalb des skizzierten interdisziplina¨ren Forschungsrahmens zur Untersuchung
intelligenter autonomer Systeme kommt der KI als ingenieurtechnischer Disziplin
vor allem die Aufgabe zu, die softwaretechnische Evolution geeigneter Systemar-
chitekturen voranzutreiben. Notwendige Voraussetzung zur Erkla¨rung intelligenten
Verhaltens ist jedoch zugleich die Verfu¨gbarkeit von Versuchsszenarien, die in der
Lage sind, die Umwelt der zu untersuchenden intelligenten autonomen Systeme
ada¨quat nachzubilden. Im Rahmen eines Multiagentensystem-Ansatzes sind diese
beiden Aufgaben untrennbar miteinander verbunden.
Ein Versuchsszenario muss die betrachtete Problemdoma¨ne einerseits thema-
tisch von irrelevanten Randbedingungen abgrenzen, damit sie im Hinblick auf Re-
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produzierbarkeit noch leicht gehandhabt und mit Hilfe der verfu¨gbaren Ressour-
cen an Roboter- und Rechentechnik effizient untersucht werden kann. Gleichzeitig
mu¨ssen dabei aber diejenigen Umweltaspekte, die das Verhaltenslernen als An-
passungsleistung an die Umgebung wesentlich charakterisieren, erhalten bleiben.
Hierin besteht ein Grundkonflikt bei der Entwicklung intelligenter autonomer Sy-
steme: die hinsichtlich der Praktikabilita¨t zwangsla¨ufig notwendige Vereinfachung
der Umweltanforderungen setzt den Entwicklungsprozess besta¨ndig der Gefahr aus,
wesentliche evolutiona¨re Randbedingungen zu ignorieren, und damit lediglich ei-
ne Anpassung des autonomen Systems an irrelevante Epipha¨nomene intelligenten
Verhaltens zu fo¨rdern, deren Resultate auf eine verwandte Problemdoma¨ne oder
gar die natu¨rliche Umgebung nicht u¨bertragbar sind.
In der Anfangszeit der KI waren Brettspiele beliebte Versuchsszenarien. KI-
Systeme fu¨r diesen Anwendungsbereich stehen vor der Herausforderung, auf die
Aktionen eines intelligenten Gegners ada¨quat zu reagieren. Dieses Entscheidungs-
problem la¨sst sich bereits nicht mehr vollsta¨ndig analytisch lo¨sen, sondern erfor-
dert die Interpretation komplexer Umgebungssituationen und die heuristische Su-
che nach optimalen Handlungsentscheidungen in sehr großen Situationsra¨umen.
Mit den Fortschritten der Robotertechnik sind die Herausforderungen noch einmal
drastisch gewachsen, denn diese ermo¨glicht nun eine unmittelbare Interaktion mit
der natu¨rlichen Umwelt u¨ber eine Vielzahl von Sensoren und Aktoren. Damit wird
die natu¨rliche Umgebung selbst zum eigentlichen Versuchsfeld der KI.
Innerhalb dieser Entwicklung, von stark simplifizierenden Versuchsumgebungen
hin zur Entwicklung autonomer Systeme innerhalb der natu¨rlichen Umwelt, mar-
kiert der RoboCup 1 einen wichtigen Meilenstein. Autonome Systeme, als zwei-
oder vierbeinige Roboter und in Form von Softwareagenten, ka¨mpfen hier um die
KI-Fußballweltmeisterschaft.
Abbildung 1: Facetten der RoboCup-Initiative
Ausgangspunkt der RoboCup-Initiative war das Erscheinen des Soccer Server
fu¨r die 2D-Simulation von Fußballspielen im Jahr 1995 [16]. Im Jahr 1997 fand
1http://www.robocup.org/
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der erste offizielle RoboCup statt, bei dem die Wettbewerbe der radgetriebenen
Roboter der Small Size League und Middle Size League im Mittelpunkt standen.
Von Beginn an wurde dabei, quer u¨ber alle beteiligten Wettbewerbsligen hinweg
erkennbar, dass der RoboCup die Grenzen der bis dato bekannten, stark simpli-
fizierten Versuchsszenarien u¨berschreitet, indem er Herausforderungen stellt, die
u¨ber die Soccerdoma¨ne hinausfu¨r autonome Systeme in vielfa¨ltigen zuku¨nftigen
Anwendungsfeldern von grundlegender Bedeutung sind:
• die Steuerung komplexer Bewegungsmodelle in Echtzeit
• die Echtzeitinterpretation komplexer Umweltsituationen auf der Grundlage ein-
geschra¨nkter, unsicherer Wahrnehmung mit Hilfe heterogener Sensoren
• die Integration von rationalen Entscheidungen auf verschiedenen Abstraktions-
ebenen der Umweltinteraktion in eine Verhaltensarchitektur
Aus heutiger Sicht leistet der RoboCup einen wichtigen Beitrag als Referenz-
Versuchsumgebung fu¨r die experimentelle Untersuchung vielfa¨ltiger KI-Forschungs-
ansa¨tze. Seine Bedeutung verdankt er dabei vor allem der Tatsache, dass sich
innerhalb der verschiedenen Wettbewerbsligen die wichtigsten Aspekte intelligen-
ten Verhaltens in breiter Vielfalt, aber unterschiedlicher Schwerpunktsetzung und
Komplexita¨t wiederfinden, so dass vielfa¨ltige Einstiegspunkte fu¨r die Auseinander-
setzung mit diesem Thema gegeben sind.
So repra¨sentieren die Wettbewerbe der gehfa¨higen Roboter in Gestalt der Humano-
ids (seit 2003) den Stand des in der Robotertechnik aktuell Machbaren hinsichtlich
der Steuerung komplexer physikalischer Bewegungsmodelle und der Umweltinter-
pretation auf der Grundlage anthropomorpher Sensoren. Fu¨r die aus komplexen
Bewegungsmodellen mit instabiler Ko¨rperachse aufgebauten, und mit einer beweg-
lichen Kopfkamera ausgestatteten Roboter der Four-Legged Robots (seit 1999) stellt
sich das Problem der Umweltinterpretation auf der Grundlage der Echtzeitverarbei-
tung von Kamerabildern unter wechselnden Umgebungsbedingungen in besonders
verscha¨rfter Form. Die Simulationsliga am anderen Ende des Spektrums hingegen
erlaubt die Abstraktion von komplexen Sensor- und Bewegungsmodellen und somit
die Konzentration auf andere, der Sensor-Motorsteuerung u¨bergeordnete Aspekte
intelligenten Verhaltens.
Jeder dieser unterschiedlichen Teilbereiche des RoboCup besitzt sein spezifisches
Entwicklungspotential. So fließen die jeweils aktuellen technischen Mo¨glichkeiten
im Bereich der Robotik unmittelbar in Form von neuen Roboterwettbewerben
ein. Gleichzeitig na¨hern sich die zum Einsatz kommenden Simulationsumgebun-
gen in den wesentlichen Aspekten der Umweltinteraktion schrittweise weiter den
Eigenschaften der natu¨rlichen Umwelt an. Erste Schritte in diese Richtung sind
die Implementation des 3D Soccer Servers, die seit 2005 innerhalb der Simulation
League zum Einsatz kommt, und die Etablierung von Referenzplattformen fu¨r die
Simulation von realen Robotern.
Der RoboCup ero¨ffnet damit insbesondere eine Perspektive fu¨r die platt-
formu¨bergreifende Entwicklung intelligenter autonomer Systeme. In diesem Zu-
sammenhang ist die erkla¨rte Zielstellung des RoboCup, bis zum Jahr 2050 eine
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Robotermannschaft zu entwickeln, die ein Spiel gegen den menschlichen Fußball-
weltmeister bestreiten kann, nicht als das ausschließliche Interesse am Fußball im
Speziellen zu verstehen, sondern als eine Vision, die auf andere Anwendungsberei-
che der Entwicklung autonomer Systeme ausstrahlen soll.
3 Erfahrungen aus dem RoboCup
3.1 Die fru¨he Entwicklung der 2D Simulation League
Als wir, Oliver Langer, Falk Schmidsberger und Holger Langner, damals noch Stu-
denten an der Professur KI, im Zeitraum der Entstehung des RoboCup mit dem
Gebiet der Multiagentensysteme in Beru¨hrung kamen, war der 2D Soccer Server
als Herzstu¨ck der 2D Simulation League das am weitesten fortgeschrittene Simu-
lationssystem fu¨r Softwareagenten in komplexen, dynamischen Umgebungen und
besaß damit das Potential fu¨r eine weite Verbreitung als Referenzplattform zur
vergleichenden Evaluation von Multiagentensystem-Ansa¨tzen unter Wettbewerbs-
bedingungen.
Obwohl der Soccer Server eine stark vereinfachte zweidimensionale Simulation eines
Fußballspiels darstellt, beinhaltet sein Entwurfskonzept dennoch bereits explizit
zentrale Anforderungen an eine Versuchsumgebung zur experimentellen Entwick-
lung von intelligenten autonomen Systemen:
• Die physikalischen Eigenschaften der natu¨rlichen Umgebung werden abstra-
hiert auf die Dynamik einfacher Ko¨rper, wodurch das Umgebungsmodell so
u¨berschaubar wird, dass mit wenig Aufwand verwendungsfa¨hige KI-Prototypen
realisiert werden ko¨nnen. Damit ist die Versuchsumgebung auch in der univer-
sita¨ren Lehre und schulischen Ausbildung einsetzbar.
• Trotz der weitgehenden Abstraktion bleibt der spielerische Reiz des natu¨rlichen
Vorbilds erhalten. Dies stellt einen nicht zu unterscha¨tzenden Motivationsfak-
tor dar, um Forschungsansa¨tze so weit praktisch zu realisieren, dass sie unter
Wettbewerbsbedingungen vergleichend evaluiert werden ko¨nnen.
• Wesentliche Aspekte der Komplexita¨t der natu¨rlichen Umwelt finden sich auch
im Soccer Server wieder: KI-Spieler mu¨ssen in Echtzeit reagieren und ko¨nnen
ihr Wissen u¨ber die Umgebung nur aus unvollsta¨ndigen und verrauschten Sen-
sordaten konstruieren. Ihre Aktionsmodelle beinhalten mehrere kontinuierliche
Parameter und sind ebenfalls mit Unsicherheiten behaftet.
• Eigenschaften der physischen Verko¨rperung von autonomen Systemen wurden
partiell nachgebildet: KI-Spieler verfu¨gen lediglich u¨ber ein eingeschra¨nktes
Sichtfeld, zudem sind die von ihnen ausfu¨hrbaren Aktionen durch Energie-
ressourcen und den momentanen Bewegungszustand begrenzt.
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• Jeder Spieler agiert unabha¨ngig von allen anderen, mit denen er nur u¨ber in
der Umgebung selbst situierte, begrenzte Kana¨le kommunizieren kann. Die Ent-
scheidungen anderer Agenten sind ihm somit nur indirekt durch Beobachtung
und Interpretation der Folgen ihrer Aktionen zuga¨nglich.
• Das Anwendungsszenario erfordert rationales Handeln auf unterschiedlichen Ab-
straktionsebenen der Umweltinteraktion: die Sensor-Motorsteuerung auf der
Ebene von elementaren Motorkommandos, die stabile Reproduktion von ko-
operativen Verhaltensmustern zwischen mehreren Agenten unter dem Einfluss
von Gegenspielern, sowie die Repra¨sentation von Spielzu¨gen und strategischen
Mannschaftsformationen.
Im Jahr 1998 fand der RoboCup in Paris, zeitgleich mit seinem ebenfalls in Frank-
reich ausgetragenen realen Vorbild, der FIFA-Fußballweltmeisterschaft statt, und
wir hatten die Gelegenheit, unter der Leitung von Prof. Werner Dilger an der 2D
Simulation League teilzunehmen und damit erstmals praktische Erfahrungen in der
Umsetzung von KI-Ansa¨tzen fu¨r autonome Systeme zu sammeln [14], [23], [15].
In der Anfangsphase des RoboCup wurde die Wettbewerbsfa¨higkeit teilnehmender
Mannschaften hauptsa¨chlich durch die robuste und effiziente Implementation der-
jenigen Basisfunktionen bestimmt, die fu¨r die Interaktion von Softwareagenten mit
einer ra¨umlichen, unsicheren Umgebungen notwendig sind:
• die zeitliche Synchronisation des Wahrnehmungs-/Aktionszyklus des Spielers
mit dem Simulationszyklus des Soccer Server
• die Umweltmodellierung, die insbesondere eine mo¨glichst genaue Selbstlokalisie-
rung und ein ra¨umliches Kurzzeitgeda¨chtnis voraussetzt
• die Spezifikation elementarer Fertigkeiten zur Interaktion mit sich schnell bewe-
genden Objekten vor dem Hintergrund zeitlich diskreter, verrauschter Sensor-
daten, und ihre Integration in eine Architektur zur Verhaltensselektion
Bereits in dieser fru¨hen Phase der Entwicklung wurde deutlich, dass fu¨r die Be-
herrschung komplexer unsicherer Umgebungen ad-hoc entwickelte Verfahren nicht
praktikabel einsetzbar sind: sie verursachen einen hohen Entwicklungsaufwand,
da robuste KI-Spielerkonfigurationen durch manuelle Tests und Verfeinerungen
schrittweise erarbeitet werden mu¨ssen, und die resultierenden Implementationen
sind dann nicht mehr auf verwandte Versuchsszenarien u¨bertragbar. Daher rich-
tete sich das Augenmerk der Forscherteams darauf, die wichtigsten funktionalen
Bereiche Selbstlokalisation, Echtzeitinteraktion mit sich schnell bewegenden Um-
weltobjekten, Verhaltensselektion und Kooperation zwischen autonomen Agenten
als doma¨nenu¨bergreifende Problemklassen zu behandeln.
Angesichts der Vielfalt von Umgebungs- und Aktionsparametern und der Unge-
nauigkeit von Sensoren war zu erwarten, dass vor allem bei der Entwicklung ele-
mentarer Verhaltensweisen Verfahren des Maschinellen Lernens eine wichtige Rolle
spielen wu¨rden. Es zeigte sich jedoch bereits sehr fru¨h, in welch starkem Maße die
Erfolgsaussichten fu¨r den Einsatz derartiger Verfahren von der konkreten Spezifika-
tion des jeweiligen Versuchsszenarios abha¨ngen. So fo¨rderte der Wettbewerbsdruck
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in erster Linie robuste Lo¨sungen fu¨r elementare Verhaltensweisen, was gegenu¨ber
einer allgemeinen Spielintelligenz und der Fa¨higkeit zu komplexen Handlungsent-
scheidungen den weitaus kritischeren Faktor fu¨r die Spielfa¨higkeit darstellte. Diese
Robustheit war mit per Hand programmierten Lo¨sungen sicherer zu gewa¨hrleisten
als mit Hilfe von Lernverfahren.
Begru¨ndet ist dies nicht zuletzt in den fu¨r die Simulationsumgebung spezifischen
Abstraktionen von der natu¨rlichen Umwelt. Vor allem erschwert die fu¨r den Soc-
cer Server typische grobe zeitliche Diskretisierung der Simulationsablaufs die An-
wendung von Lernverfahren. Zudem setzte die damals verfu¨gbare Rechenleistung
dem praktischen Einsatz von rechenintensive Verfahren, etwa fu¨r die Antizipati-
on zuku¨nftiger Aktionen in Echtzeit, enge Grenzen. Daher wurde im Wettbewerb
ha¨ufig auf den Einsatz aktueller Forschungsprototypen verzichtet, oder bereits in
der Entwicklung befindliche erlernte Verhaltensmodule wurden kurzfristig durch
von Hand programmierte ersetzt und der Einsatz von Verfahren fu¨r das Erlernen
von Verhaltensmustern jenseits von a-priori vorgegebenen analytischen Lo¨sungen
beschra¨nkte sich auf einzelne elementare Verhaltensweisen.
Auch die Agenten unseres Teams repra¨sentierten diesen fru¨hen Entwicklungs-
stand. Sie verfu¨gten u¨ber eine rudimenta¨re Umweltmodellierung zur Auswertung
diskreter Umweltpra¨dikate und einen minimalen, variablen Satz von Spielerfertig-
keiten fu¨r das Dribbling, das Abfangen eines Balls und das Halten von Angriffs- und
Verteidigungspositionen. Lediglich fu¨r das Problem, einen sich schnell bewegenden
Ball auf der Grundlage unsicherer Sensorinformationen bei grober Zeitdiskretisie-
rung abzufangen, kam ein Lernverfahren zum Einsatz.
Das Fernziel unserer Arbeiten war es, Lernverfahren fu¨r eine große Bandbrei-
te von Spielerfertigkeiten einzusetzen und deren Erwerb durch Lernen innerhalb
von Traningsszenarien zu automatisieren. Ein Schwerpunkt bestand daher in der
Entwicklung einer Trainingsumgebung, die die Konfiguration und automatische
Ausfu¨hrung von Traininingssituationen ermo¨glichte. Sie kam im Vorfeld des Wett-
bewerbs zum Einsatz, um fu¨r das Trainieren der Ballabfangroutine Torschu¨sse aus
verschiedenen Positionen und mit unterschiedlicher Schußsta¨rke zu simulieren. Im
Resultat zeigte sich, dass auf begrenzte Teilsituationen spezialisierte Fertigkeiten
(hier das Abfangen eines Balls, begrenzt auf den Aktionsradius eines Torwarts),
zufriedenstellend und mit vergleichsweise geringem Entwicklungsaufwand durch
Anwendung von Standardverfahren, in diesem Fall von Multi Layer Perceptrons,
realisiert werden kann. Das verwendete Neuronale Netz bestand aus 2 ∗ n Einga-
beneuronen fu¨r die Kodierung der Sensordaten (Richtung und Entfernung) an n
aufeinanderfolgenden Zeitpunkten und Ausgabeneuronen zur Kodierung der Ak-
tionsparameter (Drehrichtung und Beschleunigung) sowie einer einzelnen verbor-
genen Schicht von Neuronen. In der Praxis konnten damit Abfanquoten von ca.
70%-85% erreicht werden.
Fu¨r die Verhaltensselektion kam eine reaktive Architektur in Form eines Regelin-
terpreters zum Einsatz. Diese erlaubte noch keine flexible, tendenzbasierte Aus-
wahl von konkurrierenden Verhaltensweisen im Sinne von dynamischen Verhaltens-
netzwerken [11], sondern lediglich das Authoring einfacher Entscheidungs-Aktions-
ba¨ume. Dennoch erwies sie sich als geeignet, um auch elementare Fertigkeiten sehr
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unterschiedlicher Qualita¨t zu einem robusten Verhaltensmuster einer kompletten
Mannschaft zu kombinieren. Fu¨r die einfachsten reaktiven Verhaltensarchitekturen
gilt dies, solange die verfu¨gbaren Umwelttattribute zuverla¨ssig genug sind, um eine
gewinntra¨chtige u¨bergeordnete Spielstrategie konsistent zu repra¨sentieren. Im Fall
unserer Mannschaft bestand diese lediglich darin, die bevorzugte Schussrichtung
von Gegnern durch Verteidiger solange wie mo¨glich zu blockieren, um schwache
Gegnerzu¨ge zu provozieren, und ansonsten das Spiel mit langen Pa¨ssen in die geg-
nerische Ha¨lfte zu verlagern.
Zu erwa¨hnen wa¨re noch, dass die 2D Simulation League, analog zu ihrem realen
Vorbild, der Fußballweltmeisterschaft getrennt in Vor- und Finalrunde ausgespielt
wurde, wobei unsere Mannschaft innerhalb ihrer Vorrundengruppe zwei Siege und
zwei Niederlagen erzielte. Damit erreichte sie leider nur den dritten Platz von fu¨nf
Mannschaften und verfehlte das Erreichen der Finalspiele knapp.
Spielsta¨rkere Mannschaften investierten in der Regel wesentlich mehr Entwick-
lungsaufwand in die von-Hand-Programmierung von Spielerfertigkeiten und die
manuelle Anpassung der Konfiguration ihrer Mannschaften wa¨hrend des Wett-
bewerbs. Existierten besonders effektive Lo¨sungen fu¨r einzelne Basisfertigkeiten,
so konnten diese die Spielsta¨rke einer Mannschaft positiv beeinflussen, sofern die
u¨bergeordnete Spielstrategie robust genug war, um diese Vorteile gegenu¨ber der
gegnerischen Strategie auch wirksam zur Geltung zu bringen.
Den Stand der Entwicklung markierte zu dieser Zeit die zweischichtige Agentenar-
chitektur des Teams der Humboldt-Universita¨t Berlin, die sich vor dem Hinter-
grund der begrenzten Rechnerressourcen als besonders praktikabel erwies und in
spa¨teren Jahren kontinuierlich weiterentwickelt [5] wurde. Der Sieg dieses Teams in
der Simulation League zeigte, dass der Fa¨higkeit von autonomen Systemen, schnel-
le reaktive Entscheidungen mit deliberativen Planungsprozessen zu verbinden, in
komplexen Echtzeitumgebungen eine besonders große Bedeutung zukommt. Weg-
weisend fu¨r die zuku¨nftige Entwicklung von lernfa¨higen Softwareagenten fu¨r die
2D Simulation League war das Konzept des Layered Learning [27], das einen allge-
meinen Entwicklungsrahmen fu¨r den Einsatz von Lernverfahren auf verschiedenen
Abstraktionsebenen der Verhaltenssteuerung formuliert.
Nach den ersten Erfahrungen blieb unser Interesse an unterschiedlichen Teil-
aspekten der RoboCup-Doma¨ne bestehen. So arbeitete Falk Schmidsberger als wis-
senschaftlicher Mitarbeiter am Arbeitsbereich Fachbereich Automatisierung und
Informatik der Hochschule Harz von 2005-2007 an der Entwicklung der Bilderken-
nung und Verhaltensmodellierung fu¨r Roboter der Four-legged League, wa¨hrend
sich gleichzeitig die Aktivita¨ten an der Professur KI an der TU Chemnitz auch
weiterhin auf die Entwicklung von Softwareagenten fu¨r Lehre und Forschung kon-
zentrierten.
3.2 Socceragenten in der universita¨ren Lehre
Seit dem Wintersemester 2003 ist die Programmierung von Agenten fu¨r die 2D
Simulation League Bestandteil der Lehre an der Professur KI. Ja¨hrlich findet dazu
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ein Praktikum statt, das die Vorlesung Multiagentensysteme begleitet. An den
bisherigen Praktika nahmen insgesamt ca. 30 Studenten teil, die allein oder in
Teams von 2 bis 4 Studenten an einer begrenzten Problemstellung arbeiten.
Die Lehrveranstaltung soll es den Teilnehmern ermo¨glichen, Verfahren aus den
von Prof. Werner Dilger gelehrten Vertiefungsgebieten Multiagentensysteme, Neu-
rokognition, Konnektionistische Systeme und Maschinelles Lernen unmittelbar in
lauffa¨hige Prototypen fu¨r komplexe dynamische Umgebungen umzusetzen. Die Si-
mulation League stellt dabei eine interessante Herausforderung dar, da es im Rah-
men eines einzelnen Praktikums kaum mo¨glich ist, eine vollsta¨ndige Lo¨sung im
Sinne einer wettbewerbsfa¨higen Mannschaft zu realisieren und bereits im Fall des
Soccer Server die Querbeziehungen zwischen verschiedenen funktionalen Teilberei-
chen, sowohl eines individuellen Agenten, als auch einer Mannschaft als Agenten-
organisation so vielfa¨ltig sind, dass eine konventionelle Anforderungsanalyse stark
erschwert wird. Aussagen u¨ber die Qualita¨t von Lo¨sungen lassen sich nur hinsicht-
lich ihrer Robustheit und Erfolgswahrscheinlichkeit als Spielstrategie im Kontext
eines konkreten Versuchsszenarios treffen, etwa in Form eines Testspiels gegen ei-
ne Referenzmannschaft oder durch Konstruktion von begrenzten Spielszenarien
(wie z.B. das Spiel zweier Agenten gegen einen Torwart). Die Entwicklung dieser
Versuchsszenarien erfordert zusa¨tzlichen Aufwand und setzt wiederum bereits exi-
stierende Referenzagenten voraus.
Diese Randbedingungen fo¨rdern vor allem Prozesse der Softwareentwicklung mit
agilen Methoden, in deren Verlauf Entwurfskonzepte bereits in den fru¨hesten Ent-
wicklungsstadien praktischen Tests unterzogen und experimentell geleitet weiter-
entwickelt werden. Die Implementation von Agenten erfordert die Integration be-
reits existierender Teillo¨sungen, die daher als wiederverwendbare Komponenten
verfu¨gbar sein mu¨ssen. Zugleich muss das Ziel der Entwicklung einer wettbe-
werbsfa¨higen Mannschaft meist zuru¨ckstehen, um die Untersuchung einer gro¨ßeren
Bandbreite mo¨glicher Lo¨sungsansa¨tze fu¨r die Realisierung von Socceragenten aus
vielfa¨ltigen Bereichen der KI sta¨rker zu fo¨rdern als die Konzentration auf wenige,
rein wettbewerbsorientiert entwickelte (d.h. meist per Hand programmierte) Spe-
ziallo¨sungen.
Entsprechend groß ist die thematische Bandbreite der Praktikumsresultate. Sie
reichen von der Entwicklung einzelner Verhaltensweisen fu¨r die Kooperation zwi-
schen Spielern (Paßspiel, spezifische Spielerrollen), u¨ber den Entwurf von Re-
pra¨sentationsformalismen fu¨r die Verhaltensbeschreibung (Entscheidungs-Aktions-
ba¨ume, dynamische Verhaltensnetzwerke, neuronale Assoziationsnetze) bis hin zur
Entwicklung einer prototypischen Mannschaft, die elementare Spielzu¨ge so be-
herrscht, dass eine robuste Kooperation zwischen den Agenten fu¨r ein Offensivspiel
erreicht werden kann [30].
In softwaretechnischer Hinsicht versucht die Praktikumsorganisation, den spezifi-
schen Anforderungen der Doma¨ne gerecht zu werden, indem alle Implementationen
in das gemeinsame Entwicklungsframework TUCPlayers einfließen. Dieses soll das
schnelle Prototyping von Socceragenten unterstu¨tzen, indem es eine Implementa-
tion notwendiger Basisfunktionen bereitstellt und die Spielerentwickler damit von
den Problemen der elementaren Interaktion mit dem Soccer Server, wie etwa das
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Parsing von Sensorinformationen, erlo¨st. Dazu bietet es insbesondere ein zeitlich-
ra¨umliches Weltmodell an, das die Selbstlokalisierung und Extrapolation von Ob-
jektbewegungen mit Hilfe von diskreten Verfahren realisiert. Erfolgversprechende
Ansa¨tze aus jedem Praktikum werden in TUCPlayers integriert, das somit zugleich
eine offene Referenz-Applikationsschnittstelle fu¨r wiederverwendbare Spielerkom-
ponenten spezifiziert. Das Praktikum versucht damit explizit, die Beitra¨ge einer
Vielzahl von Studenten zu zu einer u¨ber einen la¨ngeren Zeitraum hinweg nutz-
baren gemeinsamen Entwicklungsplattform zu verbinden. Daru¨berhinaus liefert es
Ansatzpunkte fu¨r die vertiefende Untersuchung von Teilproblemen der Entwicklung
autonomer, situierter Softwareagenten im Rahmen von Studien- und Diplomarbei-
ten.
3.3 Erfahrungen aus der Entwicklung von Softwareagenten fu¨r
die Soccerdoma¨ne
Die Verhaltensarchitektur der auf der Grundlage des TUCPlayers-Framework
entwickelten Spieler folgt bisher meist dem hierarchischen Ansatz fu¨r die
Verhaltensbeschreibung, der sowohl innerhalb der KI, als auch der Verhaltens-
biologie und den Neurowissenschaften eine lange Tradition besitzt. Die untere
Architekturschicht konstruiert dazu einen notwendigen Satz von Sensor-Motor-
Steuerungsmodellen, die aus der Perspektive u¨bergeordneter Entscheidungsebenen
als generalisierte, parametrisierbare Verhaltensoptionen (
”
Skills“) erscheinen.
Skills besitzen fu¨r die jeweilige Doma¨ne eine universelle im Sinne einer platt-
formu¨bergreifenden Bedeutung. In der Soccerdoma¨ne geho¨ren dazu das Anlaufen
einer bestimmten Position (RunToPos), das Abfangen eines Balls (InterceptBall),
der gezielte Schuss (AimedKick), das Paßspiel (Pass) oder das Dribbling (Dribble).
Die Praxis, einen spezifischen Skill auf der Grundlage eines ad-hoc entwickelten
Steuerungsmodells von Hand zu implementieren, ist nach wie vor weit verbreitet,
daru¨berhinaus lassen sich im Falle des Simulated Soccer fu¨r einige der beno¨tigten
Skills optimale analytische Lo¨sungen des zu Grunde liegenden Steuerungspro-
blems angeben, fu¨r wieder andere ist eine optimale Lo¨sung leicht mit Hilfe von
Lernverfahren approximierbar. So liegt fu¨r die TUCPlayers bisher exemplarisch
ein mit Hilfe von Reinforcement Learning antrainierter InterceptBall-Skill vor [6].
Innerhalb einer konventionellen hierarchischen Verhaltensarchitektur re-
pra¨sentieren Skills eine Ausfu¨hrungsebene, der eine weitere Verhaltensselek-
tionsschicht u¨bergeordnet ist. Diese ist dafu¨r verantwortlich, in der jeweili-
gen Umgebungssituation eine passende Verhaltensoption auszuwa¨hlen, mit
Ausfu¨hrungsparametern zu pra¨zisieren und zur Ausfu¨hrung zu bringen.
Um verschiedenartige und meist unabha¨ngig voneinander entwickelte Skills in
dieses hierarchische Modell integrieren zu ko¨nnen, werden sie nach außen hin durch
eine einheitliche Schnittstelle beschrieben. Diese spezifiziert Ausfu¨hrungsparameter
und definiert die Vorbedingungen fu¨r die Ausfu¨hrung eines Skills sowie Umsta¨nde
fu¨r seine erfolgreiche oder fehlerhafte Termination in Form von Umweltpra¨dikaten,
die aus elementaren Sensorinformationen abstrahiert werden.
Fu¨r die praktische Umsetzung innerhalb einer komplexen, unsicheren Umgebung
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ergeben sich aus der Abstraktion von Umweltpra¨dikaten (wie z.B. Ball wird auf
das Tor geschossen, Mitspieler X ist am Ball) und Verhaltensparametern (z.B.
Abfangpunkt fu¨r den Ball, optimale Anspielposition des Passpartners) einige prin-
zipielle Probleme. Insbesondere verbirgt eine Abstraktion auf diskret-symbolische
Pra¨dikate aus Sicht der u¨bergeordneten Verhaltensentscheidung die faktische
Unsicherheit der jeweils zu Grunde liegenden Sensorbeobachtungen. Dies fu¨hrt
in der Praxis tendenziell zu einer U¨berspezifikation von Verhaltensentscheidun-
gen unter Vernachla¨ssigung dieser Unsicherheit, etwa in Form von komplexen
Wahrnehmungs-Aktions-Regelba¨umen, deren Robustheit in der Praxis nur mit
großem Testaufwand gewa¨hrleistet werden kann. Erfolgversprechend ist daher nur
ein Ansatz, der es erlaubt, Vagheit und Unsicherheit explizit zu repra¨sentieren
und im Rahmen eines probabilistischen oder Fuzzyansatzes zu verarbeiten.
Im Kontext einer hierarchischen Abstraktion von Verhaltensoptionen mu¨ssen
dazu neue prinzipielle Fragen beantwortet werden: wie kommen aus Sicht eines
autonomen Systems plausible Werte fu¨r Unsicherheit und Vagheit in Form
von Evidenzwerten oder qualitativen Umweltpra¨dikaten zustande? Welche
Entscheidungsmechanismen sind geeignet, um diese Werte, die heterogenen
d.h. unterschiedliche Abstraktionsebenen der Umweltinteraktion referenzierende
Umweltpra¨dikaten zugeordnet sind, innerhalb einer Verhaltensselektionsschicht
einheitlich zu verarbeiten? Die Erfahrungen aus der Entwicklung von Soccer-
agenten zeigen, dass diese Fragestellungen im Rahmen einer zweischichtigen, in
Planungs- und Ausfu¨hrungsebene getrennten Architektur bisher nur partiell gelo¨st
werden ko¨nnen.
Die Einbeziehung von Simulated Soccer in die universita¨re Lehre bot hier Spiel-
raum, um an Hand von funktionsfa¨higen Prototypen Alternativen zu dieser Dicho-
tomie von subsymbolisch beschreibbaren Steuerungsmodellen auf der elementaren
Ebene der Umweltinteraktion einerseits, und diskret-symbolischen Abstraktionen
von Verhaltensweisen und Umweltpra¨dikaten andererseits, experimentell zu unter-
suchen. So liegt im Fall der TUCPlayers der Abscha¨tzung der besten Schussrich-
tung fu¨r den ballfu¨hrenden Spieler ein reaktives Entscheidungsmodell zu Grunde.
Mo¨gliche Anspielpositionen und Gegenspieler sind dabei als positive bzw. nega-
tive Stimuli unmittelbar topologisch, innerhalb des 360◦ breiten Feldes mo¨glicher
Schussrichtungen in Form von Gaußschen Mischverteilungen repra¨sentiert [10]. Der
Verarbeitungsschritt besteht aus der gewichteten Aufsummation von Stimuliwer-
ten und anschließender Winner-Takes-All-Filterung.
In der Praxis liefert dieses Modell mit vergleichsweise geringem Entwicklungsauf-
wand Abscha¨tzungen von bevorzugten Schussrichtungen, die gegenu¨ber ungenau-
en Sensordaten robust und vielfa¨ltig wiederverwendbar sind. Insbesondere erlaubt
ein Ansatz dieser Art sowohl hierarchische, als auch heterarchische Interaktions-
formen zwischen den Verhaltensmodulen einer Verhaltensarchitektur, da er keine
explizite, hierarchische Abstraktion von Umweltpra¨dikaten und Aktionen voraus-
setzt. So kann etwa ein kognitives Verhaltensmodul abstrakte Ziele generieren, in-
dem es Stimuli unmittelbar innerhalb der topologischen Repra¨sentation moduliert.
Auch ein entgegengerichteter Verarbeitungsprozess ist realisierbar: die dynamische
Vera¨nderung von Stimuli kann mit Hilfe eines geeigneten Vorhersagemoduls aus-
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gehend von den aktuellen Sensorinformationen fu¨r zuku¨nftige Umweltsituationen
vorausberechnet werden und damit zeitlich la¨ngerfristig stabile Stimuli generieren,
die von einem kognitiven Verhaltsmodul als Ziele interpretierbar sind.
Damit stellt das Modell ein prototypisches Beispiel fu¨r Umweltrepra¨sentationen
dar, die einem neurowissenschaftlich ada¨quaten Common Coding Principle [19] der
internen Umweltmodellierung autonomer Systeme folgen: afferente Sinnesreize aus
der Umgebung (hier: ra¨umliche Positionen anderer Spieler) sind dabei gemeinsam
mit efferenten, den internen Verhaltensentscheidungsmodulen entstammenden Rei-
zen (hier: Assoziation dieser Positionen mit Stimuli) innerhalb derselben Darstel-
lungsform repra¨sentiert. Derartige interne Umgebungsmodelle verleihen elemen-
taren Sensorsignalen eine intentionale Bedeutung (z.B. als einen mo¨glichen Paß-
partner) innerhalb eines spezifischen Aktionskontext (hier: den gezielten Schuss)
und realisieren gleichzeitig die Umkehrung dieses Prozesses, indem sie intentionale
Zusta¨nde, die von anderen internen Entscheidungsmodulen hervorgebracht wur-
den (z.B.
”
spiele den Ball nach vorn“) auf den jeweiligen Aktionskontext auf der
Ebene elementarer Aktionsparameter (hier: die topologische Repra¨sentation des
Aktionsparameters
”
Schussrichtung“) abbilden.
Auch aus der Perspektive der Verhaltensselektion sind Entscheidungsmodelle
von Interesse, die eine Alternative zum hierarchischen Ansatz anbieten. Im Rah-
men des Praktikums werden dazu neben konventionellen, hierarchischen Aktions-
Entscheidungsba¨umen vor allem heterarchische Verhaltensarchitekturen unter-
sucht. Ihre Entwicklung erfolgt dabei bottom-up, ausgehend von der elementarsten
Form der Assoziation von Wahrnehmungen mit Aktionen: dem triebbasierten Mo-
dell, das die momentane Affinita¨t des Agenten zur Ausfu¨hrung eines Skill auf der
Grundlage von Trieben quantitativ repra¨sentiert und dynamisch berechnet. Kon-
kurrierende Triebe eines Socceragenten wie z.B. fu¨r das Erreichen des Balls oder
das Halten einer festen Position innerhalb einer Spielformation sind dabei analog
zu den Soft Boolean Expressions in [25] als dynamische Funktionen u¨ber elementa-
ren Umweltsignalen definiert. Die einfachste Form der Verhaltensselektion ist ein
assoziatives Netz, das als Eingabevektor die aktuelle Sta¨rke jedes Triebs innerhalb
einer ausgewa¨hlten Menge von relevanten Trieben besitzt und Affinita¨tswerte fu¨r
die verfu¨gbaren Skills als Ausgabe produziert. Die Gewichtsmatrix des Netzes wird
dynamisch mittels Hebbschem Lernen oder durch Bootstrapping aus einem festen
Satz von Beispielmustern erwu¨nschter Trieb-Skill-Assoziationen konstruiert.
Triebbasierte Verhaltensselektionsmodule sind aufgrund ihrer sehr begrenz-
ten Fa¨higkeit, den Zeit- und Aufgabenkontext einer Verhaltensoption zu re-
pra¨sentieren, zu primitiv, um alle Aspekte komplexer Verhaltensentscheidun-
gen modellieren zu ko¨nnen, zeigen jedoch bei der praktischen Anwendung an-
dere interessante Eigenschaften. So la¨sst sich mit vergleichsweise wenig Ent-
wicklungsaufwand ein stabiles, wenn auch sehr einfaches offensives Mannschafts-
verhalten auf der Grundlage statisch festgelegter Anspielstationen realisieren
[30]. Der konkrete Handlungskontext selbst (z.B. das Verhalten jeder Spieler-
rolle beim Angriff oder bei der Abwehr), ist dabei verteilt in den Tendenzen
der beteiligten Spieler repra¨sentiert. Ein solcher Ansatz vermeidet zum einen die
den Aktions-Entscheidungsba¨umen in Form von booleschen Pra¨dikaten inha¨rente
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U¨berspezifikation von Verhaltensentscheidungen und ist daher robuster gegenu¨ber
der faktischen Unsicherheit der zu Grunde liegenden Sensorinformationen. Zum
zweiten produziert selbst ein einfacher Prototyp dieses Entscheidungsmodells in
der Praxis bereits abstrakte Verhaltensmuster auf Mannschaftsebene (wie z.B.
”
U¨berzahl am Ball“), die in Form von diskreten Verhaltensentscheidungen eines
einzelnen Spielers nicht vollsta¨ndig spezifiziert werden ko¨nnen und deren Model-
lierung auf der Grundlage diskreter Pra¨dikate einen gro¨ßeren Aufwand erfordert.
Derartige Verhaltensarchitekturen kommen der Vorstellung von intelligenten Ver-
haltensleistungen als emergente Pha¨nomene flexibler, verteilt repra¨sentierter Orga-
nisationsstrukturen na¨her als a-priori hierarchisch strukturierte Architekturen und
bieten damit einen guten Ausgangspunkt fu¨r weitere Untersuchungen zu Compu-
termodellen des rationalen Handelns in komplexen unsicheren Umgebungen.
4 Lernfa¨hige Socceragenten
Autonome Systeme mu¨ssen in der Lage sein, ihr Verhalten wa¨hrend ihrer Lebens-
zeit selbsta¨ndig zu vera¨ndern, um in einer Umgebung handlungsfa¨hig zu bleiben,
die dynamischen Vera¨nderungen unterworfen ist, und dabei erfolgreich mit ande-
ren Agenten zu konkurrieren oder zusammenzuarbeiten, deren Aktionen sie nur
teilweise antizipieren ko¨nnen.
Bisher gibt es keinen einheitlichen konzeptuellen Forschungsrahmen, der es erlau-
ben wu¨rde, alle doma¨nenu¨bergreifend bedeutsamen Teilaspekte dieses Problems,
vornehmlich die Skalierbarkeit von Lernverfahren fu¨r komplexe, unsichere Sen-
sorra¨ume und unterschiedlich abstrakte Handlungskontexte gleichermaßen ange-
messen zu beru¨cksichtigen. Stattdessen existieren verschiedene Zugangsperspekti-
ven zum Problem des Verhaltenslernens komplementa¨r nebeneneinander.
Die im Rahmen des RoboCup dominierende Zugangsperspektive stellt den ratio-
nalen Agenten als ein individuelles adaptives System an den Anfang der Unter-
suchungen. Dieses lernt, als Reaktion auf eine gegebene Folge von Sensorinforma-
tionen eine Folge von Aktionen zu generieren, die es ihm erlaubt, ein mit einem
bestimmten Nutzen assoziiertes Ziel mit mo¨glichst geringen Kosten zu erreichen.
Im Mittelpunkt steht daher die Frage, welche Verfahren prinzipiell geeignet sind,
um eine geeignete Assoziation von Sensorwerten mit Aktionen selbsta¨ndig als Op-
timierungsproblem zu lo¨sen und unter welchen Umsta¨nden diese Verfahren als
Resultat optimale Sensor-Aktionsmuster hervorbringen.
Viele Arbeiten im Umfeld des RoboCup leisten Beitra¨ge explizit zu dieser Frage.
So wurde bereits in den fru¨hen Entwicklungen gezeigt, dass Verfahren des fehler-
korrigierenden Lernens, implementiert in Multi-Layer Perceptrons, fu¨r das Antrai-
nieren von Reiz-Reaktionsmustern zur Bewegungssteuerung in einer komplexen
Umgebung eingesetzt werden ko¨nnen [27]. Insbesondere ko¨nnen diese Verfahren
verrauschte Sensordaten robust integrieren und erwiesen sich auch als skalierbar
auf Steuerungsprobleme, die einer komplexen nichtlinearen Dynamik unterliegen.
Inzwischen haben Verfahren aus dem Bereich des Reinforcement-Learning (RL)
[28] aufgrund ihrer Eigenschaften eine besondere Aufmerksamkeit erfahren:
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• Sie repra¨sentieren ein Computermodell des universellen biologischen Prinzips
des Lernens aus Versuch und Irrtum.
• Markov-Modelle sind ein formales Beschreibungsmittel fu¨r RL, mit dem das
Erlernen auch von la¨ngeren Aktionsfolgen besonders elegant beschrieben werden
kann.
• Sie sind im Gegensatz zu den fehlerkorrigierenden Lernverfahren nicht von Lern-
signalen in Form von optimalen Soll-Aktionen oder der Abweichung der aktu-
ellen von der optimalen Systemantwort abha¨ngig, sondern beno¨tigen lediglich
abstrakte Belohnungssignale als Ru¨ckmeldung. Damit sind sie insbesondere in
komplexen Umgebungen anwendbar, fu¨r die eine richtige Systemantwort seitens
eines Lehrers nicht im Vorfeld vollsta¨ndig expliziert werden kann, und in der
Ru¨ckmeldungen an das adaptive System nur sporadisch verfu¨gbar sind.
Verwendet werden RL-Verfahren derzeit sowohl innerhalb der Simulationsliga,
als auch fu¨r Roboter, um einzelne Fertigkeiten unabha¨ngig voneinander anzutrai-
nieren, die anschließend als Verhaltensmodule in die Verhaltensselektionschicht in-
tegriert werden ko¨nnen [21]. Der RoboCup hat sich zu einer Referenzplattform
entwickelt, auf der RL-Verfahren erstmals in großem Umfang außerhalb von idea-
lisierten Benchmarkproblemen unter Praxisbedingungen untersucht werden. Den
Schwerpunkt der Forschung bildet dabei bisher die Weiterentwicklung bestehender
RL-Verfahren hinsichtlich ihrer Skalierbarkeit auf komplexe Umgebungen.
Die fru¨hen Formalisierungen des RL sind diesbezu¨glich noch auf eine Beschreibung
der Umgebung eines Agenten in diskreter Form beschra¨nkt. Die Aktionsauswahl er-
folgt dann durch Assoziation eines die aktuelle Umgebungssitation beschreibenden
Vektors diskreter Sensorwerte mit einer, ebenfalls diskreten, Aktion. Dieses urs-
rpu¨ngliche Modell des RL ist auf kontinuierliche Umgebungen und komplexe, viele
Freiheitsgrade beinhaltende Bewegungsmodelle nicht skalierbar. Einen wesentli-
chen Beitrag zu seiner Weiterentwicklung leisten vor allem Ansa¨tze zur approxi-
mativen Berechnung der Abbildung von Sensor- auf Aktionsra¨ume [7]. Innerhalb
des RoboCup kann damit erstmals ein breites Spektrum an Skills ausschließlich
auf der Grundlage von Lernverfahren entwickelt [22] und dabei die Qualita¨t von
analytischen Lo¨sungen des jeweiligen Steuerungsproblems erreicht werden.
Allerdings muss bei der Beurteilung der verfu¨gbaren Lo¨sungsansa¨tze hinsicht-
lich der zuku¨nftigen Weiterentwicklungsmo¨glichkeiten und ihrer doma¨nenunab-
ha¨ngigen Anwendbarkeit beru¨cksichtigt werden, dass sie in starkem Maße der kon-
kreten Spezifikation des Soccer Server als Simulationsumgebung verhaftet bleiben.
Dieser spezifiziert, was ein Agent wahrnehmen kann, durch eine a-priori festge-
legte Auswahl von elementaren kontinuierlichen Sensorattributen wie Distanz und
Richtung. Analog sind die Handlungsmo¨glichkeiten eines Agenten in Form von
heterogenen, parametrisierten Aktionsmodellen, etwa fu¨r die Ko¨rperdrehung oder
das Schießen eines Balls, festgelegt. Charakteristisch fu¨r eine solche Simulations-
umgebung ist, dass fu¨r manche Skills eine fast-optimale Lo¨sung vergleichsweise
leicht mit Hilfe von RL-Verfahren konstruiert werden kann (z.B. fu¨r das Intercept-
Ball), wa¨hrend dies mit denselben Verfahren fu¨r verwandte Skills, die ein anderes
Aktionsmodell benutzen (z.B. AimedKick) kaum gelingt. Auch zeigen eigene Un-
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tersuchungen, dass das Erlernen optimaler Bewegungsmuster nur unter gu¨nstigen
Bedingungen stabil reproduziert werden kann [6]. So ist etwa die erreichte Lern-
qualita¨t in starkem Maße von dem bei der Integration von Sensordaten in ein
ra¨umliches Koordinatensystem verwendeten Referenzsystem (spieler- oder ballzen-
triert) abha¨ngig.
Die Anwendung von Standardverfahren, wie etwa Multi-Layer Perceptrons zur
Funktionsapproximation fu¨r heterogene Skills, setzt derzeit noch eine manuell kon-
trollierte Auswahl von Lernbeispielen und sorgfa¨ltige Steuerung der Lernstrategie
unter Anwendung spezieller Verfahren zur dynamischen Anpassung der Lernpa-
rameter (z.B. Neural Fitted Q-learning [20]) voraus. Dies erho¨ht wiederum den
Entwicklungsaufwand betra¨chtlich und begrenzt damit das Potential der Verfah-
ren fu¨r das Erlernen einer großen Bandbreite unterschiedlicher Skills einer Doma¨ne
und vor allem im Hinblick auf ihre lernplattform- und doma¨nenunabha¨ngige Ein-
setzbarkeit.
Standardverfahren aus dem Bereich des Maschinellen Lernens bieten somit eine
partielle Lo¨sung des Verhaltenslernproblems auf der elementaren Handlungsebene
an, indem sie das Erlernen von Verhaltensoptionen unter der Voraussetzung einer
geeignet spezifizierten Versuchsumgebung ermo¨glichen.
Hinsichtlich des Problems der Skalierbarkeit auf komplexe Handlungsebenen wird
allgemein davon ausgegangen, dass die auf der Verhaltensselektionsebene erfol-
gende Behandlung von komplexen Aktionsfolgen als hierarchisch abstrahierte Ver-
haltensoptionen eine erfolgversprechende Lo¨sungsperspektive ero¨ffnen. Zum einen
entspricht dies unmittelbar unserer intuitiven Wahrnehmung von menschlichem
Handeln, und desweiteren la¨sst sich der Ansatz des RL konzeptionell auf elegante
Weise fu¨r die Verarbeitung zeitlich abstrahierter Aktionen erweitern [2]. Auch im
Bereich der Socceragenten haben entsprechende Verfahren innerhalb zweischich-
tiger Architekturen auf der Ebene der Verhaltensselektion Anwendung gefunden
(z.B. [26]). Allerdings wird dabei bisher ausschließlich eine a-priori-Hierarchisierung
von Aktionen vorgenommen, was zu den bereits angesprochenen Problemen bei der
praktischen Umsetzung fu¨hrt.
Somit fo¨rdert die momentane im RoboCup bevorzugte Zugangsperspektive zum
einen explizit die inkrementelle Weiterentwicklung immer leistungsfa¨higerer Vari-
anten von RL-Verfahren, aber zugleich auch eine Betrachtungsweise intelligenter
Verhaltensleistungen, die selbige als Lo¨sungen einzelner, voneinander isolierter Ver-
haltenssteuerungsprobleme betrachtet. Diese ko¨nnen zwar als eigensta¨ndige Ver-
haltensmodule in eine u¨bergeordnete Verhaltensselektionsschicht integriert werden,
jedoch ha¨ngt, wie die bisherigen Erfahrungen zeigen, die Effizienz und Robustheit
des Gesamtsystems dann in starkem Maße von einer wohlabgewogenen vorab vor-
genommenen Differenzierung und Spezifikation der beteiligten Skills ab. Desweite-
ren findet außerhalb ihrer hierarchischen Integration ansonsten keine Interaktion
zwischen Skills im Sinne einer U¨bertragung erlernter Fertigkeiten auf verwandte
Steuerungsprobleme oder eine Wiederverwendung des zugrundeliegenden Lernver-
fahrens mehr statt.
Dadurch wird zum einen die Doma¨nenunabha¨ngigkeit des Ansatzes begrenzt, zum
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zweiten kann diese Zugangsperspektive bestimmte Pha¨nomene des Verhaltensler-
nens in biologischen Systemen wie etwa den Transfer von Problemlo¨sekompetenz
auf verwandte Aufgabenstellungen nur unzureichend erkla¨ren. Sie stellt damit eine
Teillo¨sung fu¨r die Analyse und Modellierung intelligenter Verhaltensleistungen dar,
deren Grenzen besonders deutlich an Hand von autonomen Systemen in komple-
xen, dynamischen Umgebungen zu Tage treten.
Ausgehend von diesen bisherigen Erfahrungen formuliert der Schlussabschnitt
Vorschla¨ge fu¨r eine alternative Zugangsperspektive, die auf einem konnektionisti-
schen Ansatz zur Untersuchung intelligenter Verhaltensleistungen beruht.
5 Ausblick: Untersuchungen zu konnektionistischen
Modellen des Wahrnehmungs-Aktionszyklus in
virtuellen Simulationsumgebungen
Der konnektionistische Forschungsrahmen bietet zur U¨berwindung der fu¨r klassi-
sche hierarchische Verhaltensarchitekturen charakteristischen Schwierigkeiten ei-
ne alternative Zugangsperspektive an. Im Mittelpunkt der Betrachtungen steht
dabei die Frage, auf welche Weise die Anpassung eines autonomen Systems an
die Struktur und Dynamik seiner Umwelt, ausgehend von einem elementaren
Wahrnehmungs-Aktionszyklus, eine spezifische Differenzierung dieses Systems in
funktionale Teilbereiche hervorbringt.
Ein Ansatz dieser Art gibt nicht von Beginn an explizite Skills vor, die von ei-
nem in einer Doma¨ne situierten Agenten beherrscht werden mu¨ssen, stattdessen
liegt der Fokus auf der Nachbildung des evolutiona¨ren Umfelds der Herausbil-
dung von Skills in Form von vielfa¨ltigen Lernszenarien innerhalb der betreffen-
den Doma¨ne. Die betrachteten Lernszenarien betreffen unterschiedliche Ebenen
der Umweltinteraktion mit wachsender Abstraktion, beginnend mit elementaren
Problemen der Sensor-Motorsteuerung. Hinsichtlich unterschiedlicher funktionaler
Anforderungen wie dem zeitlichen Bedarf von neurokognitiven Verarbeitungspro-
zessen, der Dimensionalita¨t von Sensor- und Aktionsraum, der Nichtlinearita¨t der
Dynamik von Aktions- und Umgebungsmodellen, der Unsicherheit von Sensor-
informationen u.s.w. mu¨ssen sie parametrisierbar sein. Im Idealfall erlaubt eine
entsprechende Versuchsumgebung die virtuelle Nachbildung von standardisierten
Verhaltensexperimenten aus dem Bereich der Verhaltensbiologie und Psychologie.
An der Professur fu¨r KI wird derzeit anknu¨pfend an die Arbeiten zum Robo-
Cup an einer Realisierung eines solchen experimentellen Rahmens zur Untersu-
chung intelligenter Verhaltensleistungen im Kontext von Softwareagenten gearbei-
tet. Grundlage hierfu¨r ist eine geeignete Simulationsumgebung, die die Konstrukti-
on von Bewegungsmodellen mit nichtlinearer Dynamik und variabler Komplexita¨t
ermo¨glicht. Die bisherigen Erfahrungen mit Socceragenten haben zudem verdeut-
licht, wie stark die funktionale Differenzierung eines autonomen Systems von der
vorgegebenen Spezifikation der Wahrnehmungs- und Aktionsschnittstelle abha¨ngt:
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eine inada¨quate a-priori-Differenzierung des Sensorraums in einzelne Dimensio-
nen und seine willku¨rliche Abstraktion zu komplexeren Umweltpra¨dikaten unter
Vernachla¨ssigung der Sensorunsicherheit erschwert insbesondere die Verhaltensbe-
schreibung auf der Grundlage heterarchischer Modelle ganz erheblich [13]. Daher
ist es erforderlich, die in den meisten bisherigen Multiagentenumgebungen wie dem
Soccer Server vorgegebene Abstraktion der Wahrnehmung auf symbolische Sensor-
kana¨le aufzugeben und diese durch Sensoren zu ersetzen, die in Form eines einzel-
nen Rezeptors oder als Rezeptorfeld in der Umgebung situiert sind. Diese Sensoren
ko¨nnen dabei selbst als manipulierbare Simulationsobjekte repra¨sentiert sein.
Die Simulationsumgebung muss zudem die Begrenztheit zeitlicher Ressourcen
nachbilden ko¨nnen, indem sie den internen Wahrnehmungs-Aktionszyklus eines
autonomen Systems von der Simulation seiner externen Umwelt entkoppelt und
die explizite Modellierung von Zeitverzo¨gerungen bei der Aufnahme und Verarbei-
tung von Sensorinformationen erlaubt. Eine wichtige Rolle spielt daru¨berhinaus die
Visualisierungskomponente: sie dient zum einen zur direkten interaktiven Manipu-
lation der Umgebung und darin befindlicher Agenten durch einen menschlichen
Trainer, und kann zum zweiten genutzt werden, um die Umgebung des Agenten
aus dessen Ich-Perspektive zu visualisieren und diesem als spezielles Rezeptorfeld
in Form eines Kamerabildes zur Verfu¨gung zu stellen.
Der an der Professur fu¨r KI in Entwicklung befindliche Prototyp ermo¨glicht zur
Zeit die Simulation einfacher physikalischer Festko¨rpersysteme und implementiert
auf dieser Grundlage ausgewa¨hlte Benchmarkprobleme zur Untersuchung einzelner
Teilprobleme der Sensor-Motorsteuerung wie z.B. das Stabbalancierproblem sowie
den 2D-Soccer Server als Beispiel fu¨r ein komplettes Multiagenten-Szenario. Die
Simulationsumgebung verfu¨gt u¨ber eine 3D-Visualisierung auf der Grundlage einer
Visualisierungsbibliothek [29], [24], die die Repra¨sentation von Simulationsobjekten
als animierbare, auf Umgebungsereignisse reagierende und interaktiv manipulierba-
re Szenenobjekte erlaubt. Neben dem Wechsel der Kamera-Sensorperspektive zwi-
schen einzelnen Agenten kann damit auch die Kommunikation mit einem mensch-
lichen Lehrer durch direkte Manipulation und somit die interaktive Kontrolle u¨ber
Trainingssituationen realisiert werden.
Die mit Hilfe der Simulationsumgebung realisierbaren virtuellen Lernszenarien
bilden den Hintergrund fu¨r die Einbettung von konnektionistischen Softwareagen-
ten. Der konnektionistische Ansatz erlaubt es, die dynamischen Eigenschaften einer
Systemarchitektur mit Hilfe eines begrenzten Satzes von Interaktionsbeziehungen
zwischen Neuronen-a¨hnlichen Berechnungseinheiten zu spezifizieren. Diese sind als
Punktneuronen modelliert, die Eingabedaten integrieren und u¨ber diesen elemen-
tare, zeitlich diskrete numerische Berechnungen wie etwa Schwellwertoperationen
ausfu¨hren Damit abstrahieren sie von der Komplexita¨t der biologischen neuro-
nalen Netze soweit, dass die resultierenden Architekturen u¨berschaubar bleiben.
Alle Interaktionsbeziehungen zwischen ihnen werden durch gewichtete Kanten be-
schrieben, wodurch die Adaptivita¨t einer solchen Architektur unmittelbar auf der
untersten Modellierungsebene durch die Plastizita¨t von Kantengewichten und Be-
rechnungsparametern der beteiligten Einheiten repra¨sentiert ist.
Ein konnektionistischer Ansatz liefert damit die Grundlage, um unterschiedliche,
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funktionale Teilbereiche in ein inkrementell erweiterbares Gesamtsystem zu inte-
grieren, ohne dass dazu eine symbolische Abstraktion der Schnittstelle zwischen
Teilsystemen vorausgesetzt werden muss. Entsprechend werden Skills nicht mehr
explizit auf lokale Verhaltensmodule abgebildet, sondern entstehen durch Interakti-
on zwischen verteilt repra¨sentierten funktionalen Teilsystemen und erscheinen aus
Sicht eines externen Beobachters als quasi-stabile, emergente Verhaltensmuster.
Insbesondere muss eine als hierarchisch wahrgenommene Strukturierung des Ver-
haltens nicht notwendigerweise eine ebenfalls hierarchische interne Organisation
des autonomen Systems voraussetzen, sondern kann auch von einer heterarchi-
schen Architektur reproduziert werden, wie neuere konnektionistische Modelle der
menschlichen Fa¨higkeit zur Sequenzierung von Aktionen mit Hilfe von konnektio-
nistischen Systemen zeigen [9].
Aus dem bisherigen Forschungsstand konnektionistischer Systeme lassen sich Klas-
sen von Architekturmustern in Form von speziellen Netztopologien, sowie von In-
teraktionsmustern in Form von Adaptionsregeln ableiten, die in Frage kommen, um
innerhalb eines komplexeren autonomen Systems verschiedene funktionale Teilsy-
steme zu realisieren. So dient Hebbsches Versta¨rkungslernen dazu, die allen auto-
nomen Systemen zu Grunde liegende Funktion der Assoziation von Sensor- mit Ak-
tionswerten zu realisieren. Im Rahmen der Versuche an der Professur fu¨r KI dient
die Sensor-Aktuator-Assoziationsschicht zugleich als Kernelement eines initialen
Computermodells fu¨r den Wahrnehmungs-Aktionszyklus, das den Ausgangspunkt
der inkrementellen Systementwicklung markiert.
Um eine adaptive Sensor-Motorsteuerung zu realisieren, die externe Belohnungssi-
gnale verarbeiten kann, ist sie mit einem RL-Element in Form eines Actor-Critic-
Architekturmusters [1] verknu¨pft. Bereits diese minimale Architektur ist in der
Lage, nichtlineare Sensor-Motorsteuerungsprobleme zu lo¨sen [3], wie auch die bis-
herigen eigenen Versuche an Hand des Stabbalancierproblems besta¨tigen. Aller-
dings sind im Rahmen der zur Zeit verwendeten Versuchsanordnung die relevanten
Sensorfeatures noch vordefiniert und der Wertebereich jedes Features wird durch
lineare Diskretisierung statisch generalisiert.
Im Mittelpunkt der aktuellen Weiterentwicklungen steht daher die Frage, wie Funk-
tionen fu¨r die selbsta¨ndige Extraktion von Sensorfeatures aus einem hochdimen-
sionalen und durch irrelevante Signale verrauschten Sensorraum in das Modell in-
tegriert werden ko¨nnen und auf welche Weise sie innerhalb des Wahrnehmungs-
Aktionszyklus verhaltensrelevante Stimuli und komplexere Wahrnehmungskon-
strukte wie z.B. die Zielobjekte einer Aktion konstruieren. Den Ausgangspunkt
hierfu¨r liefern die bisher bekannten Umsetzungen des Informationsmaximierungs-
prinzips im Rahmen der Independent Component Analysis (ICA) [4] und ihre
Anwendung auf Bilder und Videosequenzen natu¨rlicher Szenen [17], [8]. Aktuelles
Entwicklungsziel ist die U¨bertragung dieser Ansa¨tze auf Softwareagenten, die in
virtuellen Umgebungen situiert sind und diese unmittelbar durch ein Kamerabild
wahrnehmen.
Parallel dazu sollen die funktionalen Grenzen der bisherigen, elementaren Sensor-
Aktuator-Assoziationsschicht pra¨zisiert werden, die bisher Aktionsfolgen implizit
durch die in jedem Zeitschritt neu erfolgende Zuordnung einer einzelnen Aktion zu
den jeweils aktuellen Sensor- und Reinforcement-Werten generiert, ohne den Zeit-
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und Sensorkontext explizit zu repra¨sentieren. Untersuchungsgegenstand ist hierbei
die Erweiterung der bisherigen Architektur um rekurrente Beziehungen zwischen
den beteiligten Einheiten in Anku¨pfung an verwandte Ansa¨tze auf der Grundlage
von Elman- und Jordan-Netzen [9].
Ziel der Arbeiten ist die Entwicklung einer konnektionistischen Verhaltenslernar-
chitektur, die verschiedene funktionale Bereiche wie Sensorfeatureextraktion, Ver-
arbeitung von Belohnungssignalen und Generierung Sensorkontext-spezifischer Ak-
tionsfolgen gleichermaßen integrieren kann. Sie sollte in der Lage ist, ein breiteres
Spektrum unterschiedlicher Probleme der Sensor-Motorsteuerung in einer Soccer-
a¨hnlichen Doma¨ne auf der Grundlage derselben funktionalen Organisation zu lo¨sen
und bereits erworbene Problemlo¨sefa¨higkeit zwischen verwandten Lernszenarien zu
u¨bertragen.
6 Zusammenfassung
Dieser Beitrag bietet einen Ru¨ckblick auf die Erfahrungen der von Prof. Werner
Dilger gefu¨hrten Professur KI bei der Entwicklung von Softwareagenten fu¨r den
RoboCup. Es wurde dabei deutlich, dass der RoboCup im Rahmen eines interdis-
ziplina¨ren Frameworks fu¨r die Erforschung intelligenter autonomer Systeme, der
die formale Analyse mit Methoden der konstruktiven Simulation verbindet, ein ge-
eignetes Versuchsszenario anbietet, um vielfa¨ltige Aspekte komplexer dynamischer
Umgebungen nachzubilden. Insbesondere ko¨nnen damit Ansa¨tze aus dem Bereich
der KI, die vordem nur in idealisierten Einzelanwendungen eine Umsetzung fanden,
im breiteren Kontext der Realisierung autonomer Systeme fu¨r Praxisanwendungen
evaluiert und iterativ weiterentwickelt werden.
Am Beispiel der Softwareagenten im Umfeld des RoboCup wurde gezeigt, wie da-
durch die Skalierbarkeit von Verfahren insbesondere des Maschinellen Lernens auf
praxisnahe Problemstellungen ganz wesentlich gefo¨rdert werden kann. Es zeigt sich
dabei aber auch, dass fu¨r viele Teilaspekte intelligenter Verhaltensleistungen bisher
nur partielle Lo¨sungen existieren.
Als Fazit der eigenen Erfahrungen mit der Soccerdoma¨ne pla¨diert der Artikel da-
her fu¨r eine alternative, an konnektionistischen Systemen orientierte Zugangsper-
spektive zur Untersuchung und Modellierung intelligenter autonomer Systeme, um
prinzipielle Schwierigkeiten der traditionellen Modelle zur Verhaltensbeschreibung
zu u¨berwinden. Die aktuellen Entwicklungen auf dem Gebiet der Neurokognition
ermutigen hier zu einer versta¨rkten Bescha¨ftigung mit konnektionistischen Archi-
tekturen im Kontext praxisnaher Anwendungen wie dem RoboCup, deren Einsatz
in echtzeitfa¨higen Systemen zum damaligen Zeitpunkt unserer Teilnahme am Ro-
boCup, vor allem vor dem Hintergrund der verfu¨gbaren Rechnerressourcen, noch
illusorisch erschien.
Der Beitrag formuliert dazu Vorschla¨ge fu¨r den Entwurf eines experimentellen Rah-
mens zur Untersuchung von intelligenten Verhaltensleistungen in Form einer virtu-
ellen Versuchsumgebung und skizziert das Konzept fu¨r ein Computermodell eines
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adaptiven Wahrnehmungs-Aktionszyklus, das als initialer Prototyp fu¨r die iterative
Entwicklung von konnektionistischen Verhaltenslernarchitekturen dienen kann.
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1 Wie alles begann 
Meist kann zu einer Erfolgsgeschichte am Ende niemand sagen, was der auslösende 
Gedanke für den Verlauf der Dinge gewesen ist. Beim DATA-MINING-CUP ist das 
anders. Es war ein Tag im späten Winter des Jahres 2000, als Vertreter der Chemnitzer 
Professur Künstliche Intelligenz – darunter auch Prof. Dr. Werner Dilger - und der 
Prudential Systems Software GmbH (heute prudsys AG) die Idee hatten, dass man 
Studenten noch mehr mit dem Thema Intelligente Datenanalyse/Data Mining vertraut 
machen müsste. Hintergedanke dabei war, fähige Studierende besser fördern und damit 
an die Professur bzw. die Firma binden zu können. 
In einem Jahr mit Fußball-Europameisterschaft und Olympischen Spielen war die Idee 
schnell weitergeführt, die Studenten sich in einem Wettbewerb messen zu lassen. Und 
warum diese Konkurrenz nicht DATA-MINING-CUP nennen? Übrig blieb die Frage 
nach einer griffigen Aufgabe und danach, wie der zusätzliche Organisationsaufwand zu 
stemmen war. Die Aufgabe stammte schließlich aus dem Umfeld der täglichen Arbeit 
von prudsys – der Analyse von anonymisierten Daten.  Und da man sich vom Cup eine 
Menge positiver Impulse versprach, war auch der Aufwand kein echtes Problem mehr. 
Sogar Sponsoren konnten auf die Schnelle noch begeistert werden. 
Als Glücksgriff erwies sich im Nachhinein, dass der pure Wettbewerb mit Hilfe des 
Internets ausgetragen wurde. Niemand musste zu einer „Prüfung“ nach Chemnitz 
anreisen. Prudsys stellte ihre Software zur Lösung zur Verfügung. Die Ergebnisse 
konnte per Email eingereicht werden. Eine Jury bewertete anhand von Testdaten die 
abgegebenen Lösungen. 
Eben um die Teilnehmer am Ende doch an einen Tisch zur Siegerehrung zu bringen, 
wurde ein Anwendertag ins Leben gerufen. Prudsys war zum Start quasi Hausherr. Der 
Anwendertag fand im Technologie-Centrum Chemnitz (TCC) statt. Die Auszeichnung 
der Besten war nur ein Programmpunkt, Vorträge von Fachleuten bildeten weitere. Das 
lockte zusätzliche Interessenten an, die mit dem Wettbewerb nichts zu tun hatten. 
Damit alle sich am Ende des Tages nicht einfach so trennen, wurde noch eine 
Abendveranstaltung organisiert. 
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 Ein Zitat aus dem Flyer, der auf das neue Ereignis im Jahr 2000 aufmerksam machte: 
„Ziel des DATA-MINING-CUP 2000 ist es, bei Studierenden das Interesse am Data 
Mining zu wecken. Durch die Abschlussveranstaltung und den Data-Mining-
Anwendertag sollen die beruflichen Perspektiven auf dem Gebiet des Data Mining 
aufgezeigt werden. Studierende und einschlägige Unternehmen erhalten dabei die 
Möglichkeit sich kennenzulernen. Den Besten des Wettbewerbs winken attraktive 
Preise, u.a. die Teilnahme an der Internationalen Konferenz Knowledge Discovery und 
Data Mining (KDD), dieses Jahr in Boston, USA.“ 
2 2000 bleibt keine Eintagsfliege 
Der Erfolg der Premiere - Studenten aus 44 Universitäten meldeten sich für den 
Wettbewerb an – ließ bei den Beteiligten keinen Zweifel daran, dass es eine 
Fortsetzung geben muss. Es blieben die Fragen nach der Organisation, den 
interessanten Aufgabenstellungen, den Preisen für die Sieger und  nicht zuletzt nach 
Ort und Dauer der Anwendertage. Das TCC war schon bei der ersten Veranstaltung an 
seine Kapazitätsgrenzen gestoßen.  
Wiederum blieb den Organisatoren das Glück treu. Eine Neueinstellung bei prudsys 
erwies sich als ausgesprochener Volltreffer. Der Name von Sandra Kögel (ehemals 
Hömke) war ab dem Tag fest mit dem DATA-MINING-CUP verbunden. Sandra Kögel 
regelte alles – von der Sponsorensuche bis zur Ausgestaltung der Anwendertage. 
Die Aufgabe blieb zunächst konservativ. Mit Hilfe anonymisierten Kundendaten 
sollten Vorhersagemodelle entwickelt werden. Aus dem Anwendertag wurden schnell 
zwei Tage. Als Ort bot sich das zentrumsnahe Dorint-Hotel in Chemnitz an. Da sich die 
Sponsoren erneut für Wettbewerb und Anwendertage interessierten, konnte wieder 
einen Reise zur KDD nach Nordamerika ausgelobt werden – einschließlich 
Teilnahmegebühr, Flug, Übernachtung und Taschengeld. Die Platzierten erhielten 
Computertechnik und wertvolle Buchpreise. 
3 Der DATA-MINING-CUP 2001 bis 2007 
3.1 Die Rolle von prudsys und der TU 
Die Hauptorganisation von Cup und Anwendertagen lag bei prudsys. Die TU-Professur 
Künstliche Intelligenz kümmerte sich um die Versendung von Plakaten und Flyern an 
andere Universitäten. Der Beginn wurde auf den Start des Sommersemesters in den 
Universitäten abgestimmt. So konnte die größte Anzahl an Studenten erreicht werden. 
Mit dem Juryvorsitzenden Werner Dilger war jemand aus der Professur Künstliche 
Intelligenz an allen Schritten des Wettbewerbs sowie bei den Anwendertagen beteiligt. 
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 3.2 Die Aufgabenstellungen 
Nach den Vorhersagemodellen der drei Startjahre konnte für 2003 erneut eine allseits 
interessierende Aufgabe gefunden werden. Es ging um ein Problem, dass im Internet 
mittlerweile jeden betraf, die Spam-Erkennung in Emails. Das Jahr darauf stellte mit 
der Quelle AG ein prominentes Unternehmen Daten zur Analyse zur Verfügung. 
Ähnliches konnte 2006 realisiert werden. Daten der Firma ebay sollten darauf hin 
untersucht werden, wann es am günstigsten ist, eine Internetauktion einzustellen. Die 
Studenten hatten jeweils mehr als einen Monat Zeit, die Aufgabenstellung zu 
bearbeiten. 
3.3 Die Jury 
Neben dem Juryvorsitzenden Werner Dilger waren stets ein prudsys-Vertreter sowie 
Personen aus dem Kreis der Sponsoren oder der Key-Note-Speaker  bei den 
Anwendertagen im Kreise der Juroren dabei. Aufgabe der Jury war die Auswertung der 
Lösungen durch Vergleich mit den zurückgehaltenen Testdaten sowie die 
anschließende Feststellung des Siegers und der Platzierten. 
3.4 Die Entwicklung der Teilnehmerzahlen 
Im Laufe der Jahre konnten die Zahlen immer weiter gesteigert werden (siehe Tabelle 
1). Der Wettbewerb blieb Studenten vorbehalten. Teilnehmer aus dem akademischen 
Umfeld konnten sich nur außer Konkurrenz bewerben. 
Anmeldungen Sieger  
Jahr Zahl Unis Länder
Eing. 
Lösun-
gen 
Name Ort 
2000 ca. 50 44 3 ca. 25 Sven Sieber TU Chemnitz 
2001 165 64 k.A. ca. 50 Sven Völker TU Ilmenau 
2002 387 126 30 120 Hendrik Eisenberg FH Anh. Köthen 
2003 514 199 38 156 Torsten Hildebrandt TU Ilmenau 
2004 425 166 32 112 Arne Mauser HWTH Aachen 
2005 530 176 41 160 Ilja Bezrukov RWTH Aachen 
2006 570 177 42 189 Moritz Schlie Uni Karlsruhe 
2007 688 159 40 248 Christian Buck RWTH Aachen 
Tabelle 1: Der DATA-MINING-CUP in Zahlen 
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 3.5 Die Sieger 
Die Sieger des Wettbewerbs, die sich jeweils über eine Reise in die USA bzw. nach 
Kanada freuten, kamen im Laufe der Jahre nur aus Deutschland. Es konnte eine 
Häufung von sehr guten Lösungen, z.B. in Aachen und Karlsruhe, festgestellt werden. 
An vielen Universitäten wurde der Wettbewerb nämlich in die Vorlesungen, Übungen 
und Praktika des Sommersemesters integriert. 
3.6 Die Nachnutzung von Daten und Lösungen 
Nach der Auszeichnung der Sieger wurden die Aufgaben und Daten weiter genutzt. 
Zahlreiche Universitäten banden die Daten in Aufgaben ihre Lehrveranstaltung ein. 
Software wurde auf die resultierenden Modelle mittels der Daten getestet. Das BMBF-
Verbundprojekt Data-Mining-Tutor (DaMiT) nutzte die Aufgaben für E-Learning-
Praktika. 
4 Die DATA-MINING-CUP Anwendertage 
4.1 Orte und Zeiten 
Da die Durchführung und Auswertung des Wettbewerbs einige Zeit in Anspruch nahm 
und der Sieger im August zu einer Konferenz fahren durfte, war der Juni meist die 
ideale Zeit für die DATA-MINING-CUP Anwendertage. Jeweils am ersten Tag fand 
die Auszeichnung der Sieger statt. Orte und Zeiten sind Tabelle 2 zu entnehmen. 
Jahr Ort Datum 
2000 Technologie-Centrum Chemnitz 21. Juli 2000 
2001 Dorint-Hotel Chemnitz 21./22. Juni 2001 
2002 Dorint-Hotel Chemnitz 26.-28. Juni 2002 
2003 Dorint-Hotel Chemnitz 18.-20. Juni 2003 
2004 Dorint-Hotel Chemnitz 22.-24. Juni 2004 
2005 Dorint-Hotel Chemnitz 14.-16. Juni 2005 
2006 Mercure-Hotel Chemnitz 27.-29. Juni 2006 
2007 Westin Hotel Leipzig 19.-21. Juni 2007 
Tabelle 2: Orte und Zeiten der DATA-MINING-CUP Anwendertage 
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 4.2 Das Fachprogramm 
In jedem Jahr gelang es, namhafte Key-Note-Speaker für die Anwendertage zu 
gewinnen. So sprachen z.B. Dr. Wolfgang Martin, Dr. Martin Gentsch, Dorian Pyle, 
Dr. Andreas S. Weigend, Dirk Berensmann und Prof. Dr. Peter Chamoni zu den 
Besuchern. Die einzelnen Sitzungen wurden nach Anwendungsgebiet oder 
wissenschaftlicher Methode gruppiert. Sehr beliebt war über mehrere Jahre die Session 
„Basics“, in der es um Grundlagen des Data Mining ging. 
4.3 Das Rahmenprogramm 
Die familiäre Atmosphäre der DATA-MINING-CUP Anwendertage kam auch durch 
die lockere Stimmung am Rande der Veranstaltung zustande. Während der Get-to-
gether-Party, die nicht nur kulinarische sondern auch musikalische Genüsse bot, kamen 
die Teilnehmer reichlich ins Gespräch. Dass oftmals eine Welt- oder 
Europameisterschaft im Fußball den Anwendertagen Konkurrenz machte, war kein 
Problem. Highlights im Abendprogramm, wie die Vorträge von Prominenten - 
Dominique Görlitz (Erbauer des Schilfbootes Abora), Jörg Stingl (Extrembergsteiger) 
und Jürgen Croy (früherer Fußballnationaltorwart) – zogen die Leute an. 
5 Die Rolle von Werner Dilger 
Von der ersten Sekunde an war Werner Dilger in Sachen DATA-MINING-CUP Feuer 
und Flamme. Bis 2006 beteiligte er sich federführend an der Organisation. Auch 2007, 
als er eigentlich schon kürzer treten wollte, stand Werner Dilger den Organisatoren mit 
Rat und Tat zur Seite. An den Anwendertagen 2007 in Leipzig nahm er erstmals als 
Gast teil. Keiner ahnte, dass das sein letzter Besuch bei den DATA-MINING-CUP 
Anwendertagen sein sollte. 
Die Organisatoren waren sich sofort einig, dass das Wirken von Werner Dilger für den 
DATA-MINING-CUP gewürdigt werden soll. Für 2008 wird deshalb in Erinnerung an 
den geistigen Vater des Wettbewerbs und der Anwendertage ein Werner-Dilger-Preis 
ausgelobt. 
6 Ausblick 
2008 wird der DATA-MINING-CUP fortgeführt. Erstmal gibt es zusätzlich eine 
Ausschreibung für einzureichende Fachbeiträge. Die Anwendertage finden am 4. und 5. 
Juni 2008 im Westin Hotel Leipzig statt. 
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Data Mining trifft Web 2.0 
Andreas Ittner1 und Silke Meyer2 
Hochschule Mittweida 
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Vorwort: Ein Forschungsgebiet, das an der Professur Künstliche Intelligenz 
unter Leitung von Prof. Dr. Werner Dilger einen besonderen Stellenwert 
einnahm, war Maschinelles Lernen und Data Mining. Dieser Artikel, der 
sich mit dem Data-Mining-Einsatz im Web 2.0-Kontext beschäftigt, ist 
seiner Person gewidmet. 
1 Umfang und Reichweite von Web 2.0-Daten 
Aus dem 1.0er „read-only" Web wurde das 2.0er „read-write" Web. Millionen User 
und Verbraucher wurden und werden selbst zu Produzenten von Daten und 
Informationen. Der Begriff des „Web 2.0“ geht auf Dale Dougherty (O’Reilly Verlag) 
und Craig Cline (MediaLive) zurück, die im Frühjahr 2004 erstmals diesen Begriff 
gebrauchten, welcher bis heute nicht unumstrittenen ist [ORe]. Aus technischer Sicht 
adressiert „Web 2.0“ eine Reihe neuer Technologien, die bereits seit Ende der 90-er 
Jahre entwickelt wurden, aber erst in jüngster Vergangenheit als Webservices miteinan-
der vernetzt ihren Einsatz fanden. So wird das Internet, auch mittels Ajax und den 
heutigen Bandbreiten, interaktiver und benutzerfreundlicher. Der folgende Vergleich 
ausgewählter Programme und Services (Tab. 1) soll verdeutlichen, worin sich das Web 
2.0 von den Angeboten der ersten Generation(en) unterscheidet: 
Nicht jedoch die Technik als Selbstzweck steht im Fokus des Begriffs Web 2.0, 
sondern vielmehr der Mensch als Informationsproduzent: „Web 2.0 is about people, not 
technology!“ [ORe05]. Mit einfach zu bedienenden Werkzeugen („Demokratisierung 
der Produktions- und Kommunikationsmittel“ [And07, S.98]) werden Millionen User 
in die Lage versetzt, selbst Inhalte zu produzieren und zu publizieren: „wichtig ist nur, 
dass du etwas zu sagen hast“ [ebenda]. Aus passiven Konsumenten werden aktive 
Produzenten. So entsteht ein Marktplatz vielfältigster, Ideen und Gedanken von 
Menschen, die nicht nur User, sondern zugleich Verbraucher und (potenzielle) Kunden 
sind. Das macht die von ihnen generierten Daten so interessant für Data Mining- 
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 Anwendungen., nicht nur bzgl. ihres Webverhaltens (Web-Mining), sondern darüber 
hinaus auch in Bezug auf ihre Inhalte und Botschaften sowie deren Reichweite im Web 
2.0. Doch warum kommentieren User ihr Konsumenten- und Verbraucherverhalten mit 
Meinungen, Ideen und Wünschen aktiv im Web? Warum werden bisherige  
 „Empfänger“ zu „Sendern“ und stellen bewusst Informationen für andere User als 
„Customer Self-Service“ (z. B. Wikipedia, Rezensionen, Bewertungen) bereit? 
Das Web 2.0 verbindet nicht nur technisch die Inhalte, sondern sozial die User in 
Blogs, Foren und Chats. Communities im Web ergänzen und ersetzen klassische 
„Kaffeerunden“, da die heutige Kultur vielfältigster Inhalte die Gesellschaft stärker als 
bislang fragmentiert. Spezielle Inhalte im Web treffen in einem stärkeren Maße als 
bislang individuelle Interessen und wecken die Aufmerksamkeit der Konsumenten. 
Web 2.0-User finden Gleichgesinnte, werden in ihrer eigenen Individualität bestätigt 
und durch dieses interaktive „Do-it-yourself“-Medium ermutigt, sich selbst mit ihrem 
Wissen darzustellen. Diese Gemeinschaften und Märkte bilden eine Plattform des regen 
Austauschs zu Produkten, Marken und darüber hinaus zu Wünschen, Wahrnehmungen 
und sogar Motivationen. 
Analog dem hohen Unterhaltungswert elektronischer Marktplätze (vgl. Begriff 
„Auktainment“) locken diese Communities ihre Mitglieder mit attraktiven, 
unterhaltsamen Offerten. Die User interagieren miteinander (vgl. im Folgenden 
„architectures of interaction“) und schaffen „spielerisch“ Werte, z. B. durch die 
Ergänzung semantischer Informationen im Rahmen von ESP-Games [ESP]. Vergütet 
werden sie nicht monetär, sondern in Form von Aufmerksamkeit, z. B. Highscore-
Web 0.0 Web 1.0 Web 2.0 
Publishing Participation 
Litfasssäule DoubleClick AdSense 
Fotoalbum/Dias Ofoto (Kodakgallery) Flickr 
Radio / MTV mp3.com iTunes 
Encyclopaedia Britannica Britannica Online Wikipedia 
Tagebuch Personal Websites Blogging 
Postwurfwerbung  Page views (cost per View) Interact (cost per click) 
Druckplatte (CtP) Content Management Syst. Wikis 
Bibliotheksrecherche Directories „taxonomy“ Tagging „folksonomy“ 
TV-Werbepause Stickiness Syndication / RSS 
Post-it Local bookmarking Online bookmarking 
del.icio.us  
Tabelle 1: Vergleich von Services der verschiedenen Web-Generationen 
106
 Listen mit Links auf persönliche Webseiten und in Folge dessen mit einem höheren 
Google-Page-Rank. Das heutzutage viel zitierte „Outsourcing“ wird im Web 2.0-
Kontext damit zum „Crowdsourcing“ und das „Auge des Gesetzes“ zum selbst 
organisierten „Auge der Community“, d. h. eine kollektive Qualitätssicherung schafft 
hochwertige Beiträge in Communities (z. B. in der Wikipedia) und dämmt 
Vandalismus ein. 
Nach dem Motto: „Cooperate – don’t control“ [ORe05] war die Bereitschaft nie größer, 
selbst persönliche Dinge und Daten über sich und sein soziales Netzwerk (z. B. 
MySpace, Xing, StudiVZ) preiszugeben. Noch nie war die technische Umsetzbarkeit 
einfacher, noch nie die Verlockung der intelligenten Analyse und Verdichtung dieser 
Daten zu Kunden-Profilen und deren Verwendung für 
Personalisierung/Individualisierung größer als heute. Welches Potenzial liegt in der 
neuen Datenfülle für Realtime Analytics-Anwendungen? 
2 Web 2.0 als Datenquelle für Business 
Intelligence 
Die erste Phase der Business Intelligence stellt für jedes Unternehmen die 
Datenintegration dar. Externe Daten genießen zunehmend eine höhere Bedeutung für 
ein gezieltes Agieren im Markt:„…requires that a company shifts focus from enterprise 
information management to building the ability to monitor the marketplace and quickly 
realign the company to meet market demands … to scan information from external 
sources” [Sto05, S.279f.]. 
Ob Unternehmen „dem Internet zuhören“ oder nicht, „Mund-zu-Mund-Propaganda“ im 
Web wirkt als Verstärker oder Störgröße unternehmerischer Maßnahmen. Sie ist 
authentischer und glaubwürdiger als herkömmliche unternehmensinitiierte Werbung. 
Sie vermittelt wirkungsvoll, wie sich andere Verbraucher in ähnlichen 
Nachfragesituationen verhalten. Dieses als fallbasiertes Schließen bekannte 
menschliche Problemlösungsprinzip kurbelt mittels des Netzwerkeffekts die Nachfrage 
nach Produkten und Dienstleistungen an oder bremst sie; steigert oder senkt sogar die 
Reputation von Unternehmen. 
Verbraucher liefern im Web 2.0 eine Fülle von wertvollen Informationen (vgl. 
Weblogs, Tagging, Produktbewertungen, User-Profile auf Social Network-Plattformen, 
etc.), die zur Beantwortung nachfolgender Fragen durch die Unternehmen 
herangezogen werden können: 
• Wie beurteilen (potenzielle) Kunden meine Produkte / Dienstleistungen? 
• Welche Verbesserungspotenziale weisen diese auf (Ideen zur 
Produktverbesserung)? 
• Wie werden meine Kampagnen / wird meine Kommunikation wahrgenommen? 
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 • Welche Trends verfolgen die Wettbewerber? Wie wird dies vom Markt 
aufgenommen? 
• Wie werden Produkte, Marken und Firmen von den (potenziellen) Kunden 
bewertet? 
• Wie argumentieren die (potenziellen) Kunden, was suchen sie? 
• Wer sind die Meinungsführer? Wie und wo können Kunden gezielt angesprochen 
werden? 
Bislang stehen „diese Informationen nicht im Fokus der Business-Intelligence-
Systeme“ [Kla07, S.36]. Gelingt es, derart semi- und unstrukturierte Daten zu 
integrieren, wird die Marktforschung eines Unternehmens zu einem beträchtlichen Teil 
„industrialisiert“. An die Stelle aufwändiger (manueller) Marktdatenerhebungen treten 
Aufgaben des Metadaten- und Qualitätsmanagements. Die so erweiterte Datenbasis 
kann mit Methoden der Business Intelligence (vgl. nächster Abschnitt) oder mit 
Technologien des Web 2.0 selbst analysiert werden. So können Meinungsbilder 
identifiziert und Trends frühzeitig erkannt werden: „Mode wird zum Trend“. Beispiele 
liefern hierfür die bislang noch wenig beachteten Dienste „Google Trends“ und 
„Technorati Chart“. 
3 Anreicherung mit Web 2.0-Daten  
Wenn es um die Anwendung von Data Mining-Methoden in der Zukunft geht, geht es 
stets um kunden- und unternehmensrelevante Daten und Informationen, die geschickt 
ausgewertet und aufbereitet, tiefe Einblicke in bisher verborgen gebliebene 
Zusammenhänge und Abhängigkeiten gestatten. Doch worin liegt das hohe Potenzial 
der Anreicherung mit Web 2.0-Daten? Entscheidend sind eine bis dato unbekannt hohe 
Daten-Quantität und -Authentizität sowie eine bisher unübertroffene Verfügbarkeit 
dieser Daten: 
• UGC (User generated Content) als Ausdruck dessen, dass bisherige „Empfänger“ 
zu „Sendern“ werden und explizit Daten über sich sowie ihr soziales Umfeld 
öffentlich teilen, 
• SaaS (Software as a Service) und die millionenfache Nutzung von API-
WebService-Plattformen führt zu einer exponentiell wachsenden Menge an implizit 
erhobenen Daten über genau dieses Nutzungsverhalten, 
• eine neue Web-Interaktivität (z. B. Ajax) ermöglicht es einfacher als früher, mit 
Usern „Web-Dialoge“ zu führen. Durchdacht designte Online-Experimente zur 
verbesserten Marktforschung („Web as a Lab“) mit statistisch repräsentativen 
Kontrollgruppen (A/B-Tests) erlauben das Messen des Erfolgs/Misserfolgs bei 
einer gezielten Veränderung von SaaS-Komponenten an dieser „Dialog-Front“, 
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 • die digitale Revolution erreicht bisherige „analoge“ Produkte wie Bücher, Musik, 
Fotos, Videos, Second Life und führt zu einer weiteren Beschleunigung des 
Wachstums elektronischer Informationen. Durch SaaS wird zukünftig auch die 
Produkt-Konsumtion nachverfolg- und nachvollziehbar (z. B. DRM, digitales 
Wasserzeichen, …), 
• durch einfache Verknüpfungen verschiedener Informationsquellen und API´s (so 
genannten „Mashups“ [War06]) wird es möglich, mit geringem Aufwand SaaS-
Qualitätssprünge (1+1>2!) zu erzielen (z. B. Verknüpfung von Kundendaten aus 
Webshop-Wunschlisten mit Geodaten. 
Die Besonderheiten sowie das Zusammenspiel dieser neuen charakteristischen 
Elemente des Webs 2.0 werden in ihren Ansatzpunkten für zukünftige Data Mining-
Anwendungen nachfolgend diskutiert. 
4 Integration impliziter Nutzungs- und 
Navigationsdaten 
 „The network is the computer“ verkündete die Firma Sun Microsystems bereits in den 
80/90-er Jahren des vergangenen Jahrhunderts. Doch erst mit der DSL-„Breitband-
Revolution“ der letzten Jahre traten Services (2.) in den Vordergrund, die zukünftig 
lokal installierte Software (und die damit verbundene, aufwändige Release-Wartung 
und -Pflege) ablösen werden (vgl. Abbildung 1). In dem Maße in dem User immer 
mehr Services nutzen, hinterlassen sie implizit „Daten-Spuren“ bezüglich ihres 
Service-Nutzungsverhaltens. Service-Anbieter können intelligente Closed-Loop-Steue-
rungsprozesse in ihre Services integrieren und damit einen großen Schritt in Richtung 
kontinuierliche Verbesserung, Adaptivität und Personalisierung gehen. 
 
Abbildung 1: Paradigmenwechsel „The network is the computer“ 
Das Erfassen impliziter Navigations- und Nutzungsinformationen im Web 2.0 endet 
jedoch nicht mehr an Domain-Grenzen. SaaS verbunden mit dem API/Mashup-
Gedanken führt dazu, dass User „verteilte“ Spuren im Web hinterlassen. Die ersten 
Anwendungen sind im Online-Werbemarkt bereits heute zu erkennen. Der Trend von 
„pay-per-Impression“ über „pay-per-Click“ hin zum „pay-per-Order/Purchase“ im 
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 Online-Anzeigenbereich (z. B. AdSense, zanox, …), basiert grundlegend auf dem 
Prinzip der verteilt erhobenen und für die Provisionierung ausgewerteten impliziten 
Such-, Navigations- und Kaufinformation im Web. 
5 Integration expliziter Daten (UGC) 
Insbesondere das Zusammenspiel des UGC (1.) mit digitalisierbaren Produkten (4.) 
führt zum so genannten Long-Tail-Phänomen: aus einer überschaubaren Anzahl von 
Hits und Blockbustern, die in der Vergangenheit alle Aufmerksamkeit auf sich vereinen 
konnten, werden Millionen von Nischen, die ohne weiteres nicht mehr zu überblicken 
sind (siehe Abbildung 2). Auf der Grundlage der neuen Web-Interaktivität (3.) ist es 
möglich, explizit (1.) und implizit (2.) Daten über diese Nischen-Produkte zu sammeln 
und durch deren Auswertung eine bessere Navigation (Finden, Filtern und Empfehlen) 
entlang des Long Tails zu ermöglichen. 
 
Abbildung 2: Long-Tail-Phänomen (vgl. [And07]) 
Für Navigation und Empfehlungen ist bezüglich der Algorithmen zwischen 
inhaltbasierten Verfahren und kollaborativen Methoden zu unterscheiden. Während 
sich freie Web-Radios (reine „digitale“ Händler), wie z. B. pandora.com, adaptiv 
inhaltsbezogen (Tempo, Melodie, …) an den Musikgeschmack ihrer User „herantasten“ 
und Feedback von ihnen einfordern („Wie hat Dir das soeben Gespielte gefallen, das 
wie ABBA klang, aber von XYZ war?“), agieren klassische Realtime-
110
 Recommendation-Engines für Up- und Cross-Selling bei hybriden Onlinehändlern 
(„Kunden, die A gekauft haben, haben auch B gekauft.“) zum überwiegenden Teil 
kollaborativ. 
Für das kollaborative Filtern von Angeboten braucht es differenziertes Wissen über den 
Kunden, welches idealerweise über historische Präferenzen und (Kanal-)Affinitäten 
hinausgeht. Dabei bleiben bislang die Fragen nach Intentionen, Wünschen und 
Sehnsüchten der Kunden unbeantwortet und ungenutzt. Das Web 2.0 bietet hier gerade 
unverfälschten Dateninput, um den „Puls des Kunden zu messen“ [Gen02, S.301]. 
Weitere technische und zugleich organisatorische Herausforderungen, die 
unternehmensspezifisch für das Up- und Cross-Selling durch Empfehlungen gelöst 
werden müssen, sind: 
Monetäre statt rein statistische Aspekte bedenken (z. B. teureres Hardcover-Buch statt 
preiswertes Paperback anbieten)! 
Verfügbarkeiten der Empfehlungen berücksichtigen (Negativbeispiel: „Ihr 
Weihnachtsgeschenk ist nach dem 26.12. wieder lieferbar“)! 
Faktor Zeit beachten, insbesondere zeitliche Reihenfolgen der Empfehlungen (erst der 
Drucker und dann die Tinte oder gleichzeitig, nie aber umgekehrt)! 
Optimierung über Produkt-„Ketten“ und Vermeiden von sich-selbst-erfüllenden 
Prophezeiungen (hier hilft Reinforcement-Learning via exploit- und explore-Methoden, 
indem als statistische Kontrollgruppe zufällige Produkte aus der gleichen 
Produktkategorie eingestreut und deren Akzeptanz gemessen wird). 
Das automatisierte „Justieren“ von personalisierten Empfehlungen ist hierbei verstärkt 
notwendig, wenn Transaktionsdaten wie vorgeschlagen durch Profildaten aus dem Web 
angereichert werden: “Wo steht der Einkaufswagen erfolgreicher, links oder rechts? 
Wir wissen es nicht, aber wir können es messen!” [Wei05]. 
6 Berücksichtigung von Long-Tail-Effekten 
Insbesondere in Long-Tail-Märkten, aber auch bei einem sich schnell verändernden 
Produktsortiment („Schnelldreher“ in TV-Shops, Themenwelten, …) tritt das Problem 
der Kategorisierung der Produkte und des Vorhandenseins extrem dünn besetzter 
Kunden-Produkt-Matrizen auf. Dies wird oft auch als das „Kaltstart-Problem“ 
bezeichnet. Hier können LSI-Verfahren (Latent Semantic Indexing), die auf Singular 
Value Decomposition basieren und bereits erfolgreich auf dem Gebiet des 
Dokumenten-Retrieval zum Einsatz kommen, helfen, die bisher verborgen gebliebenen 
(semantischen) Strukturen in den Daten zu ermitteln. Dies geschieht durch eine 
intelligente Projektion der Daten in einen Unterraum des ursprünglichen Kunden-
/Produkt-Raumes derart, dass ein Maximum an Information bei dieser Projektion 
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 erhalten bleibt und so die Matrix-Informationen zielgerichtet verdichtet werden. Diese 
Verdichtung ermöglicht dabei, dass bei einer fehlenden und fehlerbehafteten 
Kategorisierung der Produkte sowie bei einem sehr geringen Matrix-Besetzungsgrad 
überhaupt Verbundkäufe und Nachfrageketten identifizieren zu können und sichert 
zudem die Qualität der Analyse, da zufälliges „Rauschen“ in den Daten eliminiert wird. 
7 Integration von Social-Network-Daten 
UGC (1.) auf Social-Network-Plattformen oder in der Blogosphäre bieten 
umfangreiche Informationen über das Netzwerk jedes Einzelnen, die erschlossen 
werden können. Verfahren aus der Graphen-Theorie [Was94] sowie Googles populärer 
Page-Rank-Algorithmus [Bri98] sind Kandidaten, um Netzwerk-Multiplikatoren (sog. 
Hubs und Autoritäten) zu identifizieren und zukünftig die Gesamtprofitabilität des 
Kunden im Customer-Lifetime-Value (CLTV) als gewichtete Summe aus direktem 
(innerem) Wert und indirektem (äußeren) Netzwerk- bzw. Referenz-Wert zu 
modellieren. Anderson bringt die hohe Bedeutung letzterer, eher qualitativer 
Kundenwertkomponente mit: „Die Ameisen haben Megaphone“ [And07, S. 117] zum 
Ausdruck. 
Innerhalb eines Sozialen Netzwerks bildet sich häufig eine Rangfolge, die das 
Renommee des betreffenden Individuums in der Gruppe und damit seinen Wert als 
Multiplikator widerspiegelt: „one involved in many ties“ [Was94, S.173]. Die 
Modellierung dieses Sozialen Rangs SR basiert auf dem o. g. Page-Rank-Verfahren 
und kann mit der Annahme starten, dass wesentliche Einflussfaktoren die 
Aufmerksamkeit Ai, die ein Individuum Pi direkt erfährt und der Soziale Rang des 
eigenen persönlichen Umfeldes sind. Unter der vereinfachten Annahme, dass ein 
Individuum sein Wissen gleich verteilt an das gesamte Umfeld weitergibt, folgt: 
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wobei Pi ein Individuum ist, das zu P1, …, Pn soziale Beziehungen hat, und C(Pi) die 
Gesamtanzahl aller Kontakte, die Pi in einem solchen sozialen Netzwerk besitzt (vgl. 
u.a. [Tür07]). Der Gewichtungsfaktor d (0≤d≤1) stellt lediglich die Balance zwischen 
direkter Aufmerksamkeit und Renommee im Netzwerk dar. Der Social Rank ist dem 
Page Rank von Google sehr ähnlich, da auch dieser das „Umfeld“ einer Seite im Web 
bewertet. Er muss iterativ berechnet werden und konvergiert analog zum Page-Rank 
recht schnell. Je nachdem, ob die direkte Aufmerksamkeit eines Individuums höher 
(oder niedriger) als der Rang des Umfelds bewert wird, kann der Parameter d gesetzt 
werden. 
Die Ermittlung der Aufmerksamkeit Ai erfolgt über die Schätzung der Popularität des 
Individuums. Hier können die Anzahl der Abfragen des User-Profils, die Anzahl der 
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 Zitierungen seiner Beiträge oder anderweitige Interessens-
bekundungen/Informationsabrufe (auch von Nicht-Netzwerkmitgliedern) herangezogen 
werden. Eine stärkere Gewichtung jüngster Aufmerksamkeitsanteile unterstützt dabei 
eine schnellere Identifizierung von neuen, aufstrebenden Meinungsführern.  
In dem Maße wie es zukünftig gelingt, als Kenngröße der sozialen Netzwerkanalyse die 
Zentralität eines Individuums (closeness/betweenness) auch für große dynamische 
Netze schnell ermitteln zu können, sollte diese hier einfließen: „those actors with the 
most access or most control or who are the most active brokers will be the most central 
in the network“ [Was94, S.174]. Erste viel versprechende Ansätze für approximative 
Berechnungen hierzu liefern Brandes und Pich in [Bra07]. 
Auch Assoziationsanalysen sind in sozialen Netzwerken möglich. Werden z. B. 
Auktionen als „Baskets“ und Auktionsteilnehmer als „Items“ betrachtet, so sind 
überdurchschnittlich oft vorkommende Item-Verbünde ein Indiz dafür, dass hier 
vielleicht der Auktionspreis künstlich in die Höhe getrieben wird. Das gleiche gilt 
übrigens ebenso im Netzwerk der Buch-Rezensionen! Auch die Web 2.0-Welt der Tags 
(Fotos, Weblinks, Nachrichten, …) stellt ein interessantes Betätigungsfeld für 
Assoziationsanalysen und o. g. LSI-Verfahren dar. Tag-Begriffe, die zwar selten 
gemeinsam, oft aber über eine dritte Verbundbeziehung auftreten, stellen Synonyme für 
Begrifflichkeiten dar und helfen bei der semantischen Suche sowie dem Aufbau von 
Ontologien. 
8 Zusammenfassung 
Sowohl die neue Fülle an Daten (explizit oder implizit erhoben) als auch die erwähnten 
neuen Technologien und Algorithmen führen dazu, den Grad an Interaktion eines 
Unternehmens mit seinen Kunden oder Usern weiter zu erhöhen. Die bisherige 
Entwicklung kann durch 5 Interaktionsstufen in Anlehnung an Weigend beschrieben 
werden: 
1. Business metrics and data collection (an iterative process) 
2. Data Analysis (passive Data Mining, description, prediction) 
3. Architectures of Experimentation (A/B tests, active learning, survey design) 
4. Architectures of Participation (remember, tag, share, discover, empower and 
incentive people to contribute, self-expression) 
5. Architectures of interaction (z. B. ESP Games) 
Während in den Stufen 1 und 2 lediglich vorhandene Daten gesammelt und ausgewertet 
worden sind, gingen Pioniere wie amazon.com in der 3. Entwicklungsstufe dazu über, 
das Web als großartige Chance der interaktiven Marktforschung und Datenerhebung zu 
begreifen. Web 2.0 in Stufe 4 brachte mit dem gern zitierten „read-write“-Web die User 
dazu, auch Antworten zu geben, ohne dass explizit Fragen gestellt werden mussten. Die 
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 gegenwärtig erreichte 5. Stufe (architectures of interaction) bildet den Höhepunkt und 
geht einher mit der oft erwähnten und zu Beginn beschriebenen „Attention and Fun 
Economy“. 
Als Fazit kann festgehalten werden: 
• Web 2.0. stellt für BI sowohl einen Technologie- als auch einen Anwendungsschub 
dar, 
• Business Intelligence und Marktforschung werden zukünftig weiter 
zusammenwachsen, 
• Customer Behavior Modeling wird zunehmend zum Treiber für BI, 
• Internet wird als Quelle für strukturierte und unstrukturierte Daten an Bedeutung 
für BI gewinnen (Google-ization), wofür 
• eine neue Generation von BI-Werkzeugen relevant wird: Crawler, Agenten, Web-
ETL, Linguistik-Tools, Web und Text Mining, … 
Das Zusammenwirken sowohl technischer als auch sozialer Aspekte des Web 2.0 führt 
dazu, dass eine Fülle hochwertiger Daten generiert wird und diese Daten für 
Analysezwecke verfügbar sind. Data Mining-Anwendungen müssen dem gerecht 
werden, d. h. das Web zukünftig stärker als Datenquelle und als interaktiven Kommuni-
kationskanal zum Kunden nutzen. Neue Technologien und Algorithmen, wie in diesem 
Beitrag skizziert, werden dabei helfen, eine wahrhafte BI 2.0 zu entwickeln. Dabei wird 
die Grenze zwischen der klassischen BI (z. B. in Form von Reports und grafischen 
Auswertungen) und der operativen Welt in Zukunft immer mehr verschwinden, indem 
zukünftig BI-Ergebnisse (z. B. Score-/ Wahrscheinlichkeitswerte bzgl. Such-
/Navigations- und Entscheidungsverhalten) in Echtzeit in diese operativen Prozesse 
eingebettet werden. Die heutige intelligente Unterstützung des Kaufprozesses eines 
Kunden im E-Commerce-Portal mittels einer Realtime Recommendation Engine ist nur 
der Anfang dieses Paradigmenwechsels. 
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1 DaMiT: Ein Rückblick 
1.1 Das DaMiT-Verbundprojekt 
Das Projekt Data-Mining-Tutor (DaMiT) [1] war ein DLR-gefördertes Vorhaben zur 
Schaffung eines Lehr- und Lernsystems für Inhalte des Maschinellen Lernens und des 
Knowledge Discovery auf Basis von Webtechnologien.  Das System wird derzeit 
insbesondere in Universitäten eingesetzt und unterstützt bestehende 
Lehrveranstaltungen der Künstlichen Intelligenz im Kontext des Blended Learning. 
Das Projektkonsortium von DaMiT bestand aus zehn universitären Partnern, deren 
Aufgabengebiete hinsichtlich der technischen Realisierung der Systemarchitektur sowie 
der Erstellung von Inhalten für das System differenziert werden konnten. 
Bei der Erstellung von Lerneinheiten für DaMiT bildeten die Identifikation von 
inhaltlich geeignetem Material innerhalb der Themengebiete, sowie die Art und Weise 
der Inhaltsrepräsentation im Lernsystem wesentliche Schwerpunkte der Arbeit. Da das 
System von einer Vielzahl von Studenten aus fakultätsübergreifenden Studiengängen 
genutzt wird, ist eine personalisierte Aufbereitung der Inhalte notwendig. Während die 
Systemarchitektur die strukturellen Rahmenbedingungen für eine individuelle 
Anpassbarkeit generierte, bestand eine Herausforderung in der nahtlosen 
Kombinierbarkeit von Lernabschnitten. Im DaMiT-System werden drei verschiedene 
Herangehensweisen eines Nutzers im System unterstützt:  
 Der „klassische“ Nutzer will sich mithilfe des Systems über das Lehrgebiet im 
Ganzen informieren. Dieser Nutzer bringt keine oder minimale Vorkenntnisse 
mit und erwartet eine pädagogisch sinnvoll aufgebaute Präsentation des 
Themenfeldes. 
 Der „zielgerichtete“ User verfügt bereits über Kenntnisse, möchte diese aber auf 
einem oder mehreren Teilgebieten erweitern bzw. vertiefen. Das System soll 
hierbei in der Lage sein, den Wissensstand des Nutzers zu erfassen und 
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 analysieren, hierauf aufbauend für diesen relevante Themenbereiche auf 
adäquaten Level herauszusuchen, und diese Elemente inhaltlich so miteinander 
zu verbinden, dass ein auf den Nutzer angepasster, einheitlicher Kurs entsteht.  
 Der „nachschlagende“ User nutzt das System zum schnellen Auffinden 
bestimmter Sachverhalte oder Begriffe; er muss somit in die Lage versetzt 
werden, gezielt Lernelemente unabhängig von deren Einordnung aufrufen zu 
können. 
Sämtliche Nutzerarten können in weitere Nutzergruppen zerlegt werden: das Gebiet des 
Data Mining muss für jeden Nutzer in seiner Gesamtheit betrachtet werden, dies jedoch 
auf unterschiedlichen Abstraktionsebenen und mit verschieden gesetzten 
Schwerpunkten. Die Realisierung einer vollständig nutzerindividuellen 
Lerninhaltsanpassung  ist aufgrund des großen Umfangs des Themengebietes eine 
komplexe Aufgabe. Hierzu müssten sämtliche Themengebiete innerhalb des Data 
Mining in kleine, in sich schlüssige Sinnzusammenhänge zerlegt werden, welche 
gemäß definierten Beziehungsarten untereinander kombinierbar sein müssten.  
Zu betrachten ist hierbei insbesondere der große Aufwand bezüglich der 
Metadatenverwaltung sowie der Pflege der Beziehungen. Zur Wahrung der 
Möglichkeit einer Weiterentwicklung war eine Integration von ständig neuen 
Lehrinhalten zu berücksichtigen. Aus Gründen der Wartbarkeit und Konsistenz sollte 
dies möglichst ohne grundsätzliche Änderungen an zahlreichen bestehenden 
Lerneinheiten im System erfolgen. 
Die Implementation des DaMiT-Systems basiert aus Gründen der 
Komplexitätsreduzierung auf zuvor definierten Nutzerklassen, in welche die Anwender 
eingeteilt werden. Dies hat zur Folge, dass Beziehungen und Metadaten nicht die 
atomaren Lernelemente beschreiben, sondern weiter gefasste Lerneinheiten. Hierdurch 
kann die Zahl der Beziehungen und Metadaten stark gesenkt werden, so dass der 
Erstellungsaufwand für die grundlegenden Inhalte zunächst  vermindert wird. Soll zu 
einem späteren Zeitpunkt auf individuelle Nutzerbedürfnisse gezielter eingegangen 
werden, so ist auf Seiten des Inhaltserstellers die Lerneinheit in kleinere Teile wieder 
zu untergliedern, wobei jedes neu abgetrennte Teil mit derselben Anzahl an Metadaten 
ausgestattet werden muss wie die Ursprungseinheit. 
Eine Aufbereitung von wissenschaftlichen Inhalten für die Nutzung mit gängigen 
Kommunikationsmedien ist ein alltäglicher Vorgang, welcher keiner gesonderten 
Erwähnung mehr bedarf und insbesondere im universitären Betrieb zu einer 
Selbstverständlichkeit geworden ist. Schriftliche Darstellungen angereichert mit 
Illustrationen, teils gar Videos oder Applets, erheben für sich den Anspruch auf 
multimediale Präsentation. Verweise auf weitere inhaltlich relevante 
Veröffentlichungen sind gängige Praxis. Suchmaschinen ermöglichen das 
übergreifende Auffinden von stichwortbezogenen Inhalten gestaffelt nach Kriterien wie 
Relevanz und Seriosität der Quelle. Das Problem der Vermittlung von Inhalten liegt 
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 somit weniger in der Verfügbarkeit relevanter Informationen, als dem zielgerichteten 
Zugriff sowie der Ausrichtung des Lehrinhaltes an den individuellen Lerneigenschaften 
des Nutzers. Die Zielperson beabsichtigt sich über ein Themenfeld, konkretes 
Themengebiet oder einen bestimmten Begriff zu informieren. Die Zielstellung, mit der 
die Zielperson auf Informationssuche geht, ist somit grundlegend individuell 
verschieden und kann nicht mithilfe bekannter automatisierter Suchalgorithmen 
basierend auf Schlagwortanalyse befriedigt werden. Die Personalisierung von Content 
stellt somit eines der vorrangigen Potentiale beim E-Learning dar [2][3]. Das DaMiT-
Projekt kann diesbezüglich als Vorreiter einer in den nachfolgenden Jahren verstärkt 
entwickelten Gruppe personalisierter e-Learning-Systeme verstanden werden. 
1.2 Projektarbeit für DaMiT am Lehrstuhl für Künstliche 
Intelligenz an der TU Chemnitz 
Die Professur für Künstliche Intelligenz der Technischen Universität Chemnitz befasste 
sich mit der Erstellung von Lerneinheiten in den Gebieten „Assoziationsregeln“ sowie 
„LVQ-Netze“ und stellte somit einen Content-Provider dar. Unter der Leitung von 
Herrn Professor Dr. Dilger sowie Herrn Dr. Zeidler wurde in zwei Teilprojekten an der 
Aufarbeitung und Vereinheitlichung der Inhaltsdarstellungen gearbeitet. Als 
studentische Hilfskraft unterstützte ich die Erstellung der Lerneinheiten zum 
Themengebiet „Assoziationsregeln“, so dass sich die folgenden Ausführungen auf 
diese Thematik beziehen. 
Auf dem Gebiet der Assoziationsregeln war insbesondere die Abgrenzung, sowie die 
Verständlichkeit des Themengebietes von besonderer Wichtigkeit. Aufgrund der 
breiten Thematik ist sowohl eine Abdeckung sämtlicher Algorithmen zum Auffinden 
von strengen Assoziationsregeln, als auch eine Darstellung des 
Hauptanwendungsgebietes im Rahmen der Warenkorbanalyse mit speziellem Fokus 
auf der betriebswirtschaftlichen Komponente denkbar. Die Entscheidung über die 
grundsätzliche Ausrichtung auf den Verstehens- oder den Implementationsaspekt 
seitens des Nutzers sorgte aufgrund anfänglicher Unklarheit über die zu realisierenden 
Nutzerprofile für einen Dualismus in der Entwicklung. Die Lernelemente wurden 
zunächst im „Frage und Antwort“ Stil verfasst und mithilfe von Metadaten 
beschrieben, welche zunächst nur nähere Informationen über Nutzerlevel und 
notwendige Vorkenntnisse enthielten. 
Es wurde versucht, die Lernelemente so zu gliedern, dass ein Element jeweils für sich 
genommen einen Teilaspekt vollständig abhandelt, ohne dass notwendigerweise die 
Existenz eines zweiten Lernelementes für das Verstehen notwendig ist. Hieraus 
erwuchs die Problematik einer groben Vereinheitlichung der Elementlängen, da diese je 
nach Umfang erheblich voneinander variierten. Hierdurch entstand ein erheblicher 
Metaaufwand bei den kleinsten dieser Mikroeinheiten. Die Problematik wurde durch 
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 eine Neugliederung der Lernelemente umgangen, wobei thematisch ähnliche 
Mikroeinheiten zu einem Block, einer Lerneinheit, zusammengefasst wurden. Dies 
schränkte die Flexibilität des Systems ein, senkte jedoch zugleich auch die 
Komplexität.  
Inhaltlich erfolgte eine Untergliederung der einzelnen Lernelemente in vier Kategorien:  
 Fragen bezüglich Sinn und Zweck von Assoziationsregeln wurden als 
„einführend“ gekennzeichnet 
 Elemente mit betriebswirtschaftlicher Ausrichtung wurden als 
„anwendungsbezogen“ beschrieben,  
 Ablaufbeschreibungen von Algorithmen wurden als „vorgehensorientiert“ 
benannt 
 Konkrete Algorithmen bzw. Pseudo-Code wurden als „implementationslastig“ 
eingestuft.  
Eine eindeutige Abgrenzung fiel teilweise schwer, da etwa die in Fliesstext verfasste 
grundsätzliche Vorgehensweise des Apriori-Algorithmus sowohl einführenden, als 
auch ablaufbeschreibenden Charakter hat. Die Eindeutigkeit der Zuordnung war jedoch 
deswegen von erhöhter Bedeutung, da das System später ausschließlich aufgrund der 
Metadaten Kenntnis über Einordnung der Lernelemente hätte gewinnen sollen. Ein 
Hilfselement zur Verknüpfung von Lerneinheiten stellen daher Beziehungstypen dar, 
welche Abhängigkeiten von Lerneinhieten zueinander beschreiben. Der inhaltliche 
Aufbau des Abschnittes „Assoziationsregeln“ besteht aus neun Lerneinheiten, welche 
sich jeweils aus einer Anzahl an Lernelementen zusammensetzen. Zur einfacheren 
Verständlichkeit der Ausführungen wird nachfolgend eine Betrachtung auf 
Lerneinheitsebene vorgenommen.  
Lerneinheit 1 enthält Lernelemente, welche einführenden Charakter in das Gebiet 
haben. Es werden grundsätzliche Punkte angesprochen, welche das was, wie, warum 
und wieso zum Mittelpunkt haben. Eine kurze formale Definition findet sich ebenso 
wie die inhaltliche Bedeutung von Assoziationsregeln sowie Erläuterungen im Rahmen 
des Data Mining bzw. Erläuterungen mit Bezug auf den Einsatz in der 
Warenkorbanalyse. Aufgrund der Oberflächlichkeit der Betrachtung ist sämtlichen 
Lernelementen der Lerneinheit dem niedrigsten Lernniveau zugeordnet. Wird während 
der Grundlagen des Data Mining auf die Warenkorbanalyse eingegangen, so kann das 
betreffende Lernelement auch im Rahmen der Grundlagen von Assoziationsregeln in 
Bezug auf Einsatzfelder referenziert werden. 
Lerneinheit 2 beschreibt strenge und quantitative Assoziationsregeln. Im 
Zusammenhang mit der globalen Diskretisierung von Attributen werden Algorithmen 
angesprochen, bei welchen mittels der „see also“-Beziehungsart auf die 
weiterführenden Vorstellungen der Algorithmen für eine detailliertere Besprechung 
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 verwiesen wird. Die Elemente der Lerneinheit 2 sind ebenfalls als unterstes Lernniveau 
definiert. 
Lerneinheit 3 stellt das Glossar dar. Eine Verknüpfung der Definitionen und 
Kurzerläuterungen über Beziehungstypen ist wenig sinnvoll, da nicht Sinnabschnitte 
sondern einzelne Begriffe erläutert werden. Entsprechend erscheint eine direkte 
Hyperlinksetzung innerhalb der Dokumente sinnvoller. 
Lerneinheit 4 beginnt mit der Generierung von Assoziationsregeln, wobei allgemeines 
Vorgehen und Einschränken der Trefferlisten im Vordergrund stehen. Schlagworte 
dieser Einheit sind u.a. „Treffergenauigkeit“ und „Generierung von AR“, das 
Lernniveau ist mit dem Wert 2 definiert. 
Die Lernelemente in Lerneinheit 5 haben die Apriori-Algorithmen-Familie zum 
Thema. Da dieses Feld sich nicht innerhalb einer Lerneinheit beschreiben lässt, 
existieren drei vom Anspruch stark divergierende Lerneinheiten. So werden neben 
allgemeiner Schilderung des AIS/Apriori-Algorithmus-Ablaufes konkrete 
Algorithmusansätze ebenso wie deren letztliche Implementation angeboten. Weiterhin 
wird auf AprioriTID sowie AprioriHybrid Algorithmen eingegangen. Den Elementen, 
welche letztere Algorithmen beschreiben, ist ein höheres Lernniveau zugeordnet als der 
allgemeinen Apriori-Ablaufbeschreibung. Ist das Nutzerniveau höher als das Niveau 
des Lernelements zur Ablaufbeschreibung des Apriori-Algorithmus, so braucht dieses 
nicht angezeigt zu werden, ansonsten ist es als Basis den TID/Hybrid 
Algorithmenpräsentationen voranzustellen. 
Wird die Apriori Algorithmus Familie im Rahmen der Assoziationsregeln nur 
angesprochen, so können durch Einstieg in Lerneinheiten des reinen Apriori-Kurses 
diese Kenntnisse mithilfe der Setzung der „further info“-Beziehungsart vertieft werden. 
Es wird hierbei auf weiterführende externe Quellen verwiesen. 
Die Implementation des Apriori Algorithmus ist sowohl für Inhalte des Apriori Kurses 
wie auch für die Elemente der Lerneinheit „Algorithmen der Apriori Familie“ des 
Assoziationsregeln Kurses eine geeignete Ergänzung, so dass das Lernelement an 
verschiedenen Stellen sinnvoll eingebunden werden kann. 
Lerneinheit 6 beschäftigt sich mit Hashing-Verfahren zur Generierung von 
Assoziationsregeln. Da DHP-Algorithmen auf der Apriori-Familie beruhen, ist auch bei 
diesem Element etwa ein „depends on“ als Beziehungsart gesetzt. Hiermit wird die 
notwendige Lernvorlesitung gekennzeichnet. Weiterhin sollte eine „see also“-
Beziehungsart auf  (noch nicht existente) Lernelemente zum Inhalt Hash-Tables 
verweisen, wodurch systeminterne  Hintergrundinformationen referenziert werden. Das 
Lernniveau ist mit Stufe 3 angegeben. 
Lerneinheit 7 behandelt Constraint-Based-Algorithmen. Es wird auf die allgemeine 
Verfahrensweise eingegangen und der Frequent-Pattern-Growth-Algorithmus 
vorgestellt, welcher die technischen Anforderungen an Constraint-Based-Algorithmen 
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 erfüllt. Da der FP-Growth-Algorithmus ohne die Erzeugung einer Kandidatenmenge 
arbeitet und sich hierdurch deutlich von anderen vergleichbaren Algorithmen 
unterschiedet, war das Setzen der Beziehungsart „motivation for“  bezüglich eines 
Elementes mit Beschreibung der  Probleme bei Apriori-Algorithmen sinnvoll. 
Weiterhin macht das Studium von Algorithmen zur Verarbeitung von Frequent-Pattern-
Algorithmen auf verteilten Systemen nur dann Sinn, wenn Vorkenntnisse auf den 
Gebieten „Apriori Algorithmenfamilie“ sowie „Strenge Assoziationsregeln“ bestehen, 
folglich sind „depends on“ Beziehungsarten zur Beschreibung von Abhängigkeiten 
zwischen Elementen dieser Lerneinheiten definiert. 
Lerneinheit 8 thematisiert weitere Algorithmen zur Generierung von 
Assoziationsregeln: SetM, Partitions-/Teilemengenverfahren sowie CARMA werden 
beschrieben. Das Lernniveau ist mit 4 definiert, da die Algorithmen heutzutage keine 
gängigen  Implementationen in der Praxis darstellen, sondern vorwiegend theoretische 
Konstrukte sind, mit welchen sich vorwiegend im Rahmen einer Vertiefung bzw. bei 
besonderem Interesse  beschäftigt werden sollte. Es ist sinnvoll, bei der Beschreibung 
des SetM Verfahrens einen Querverweis auf Lernelemente zum Thema SQL zu setzen, 
da dies zum Verständnis des Algorithmus beitragen kann, auch ohne dass in der 
spezifizierten Quelle konkret das Verfahren vertieft wird. 
Lerneinheit 9 beschreibt die Verarbeitung von Frequent Pattern Algorithmen auf 
verteilten Systemen, es werden die Grundlagen zusammengefasst, CD und DD 
Verfahren beschrieben und mit Algorithmen belegt. Der Hybrid Domination Ansatz, 
welcher sich nicht unmittelbar dem Daten bzw. Aufgabenparallelismus zuordnen lässt, 
wurde mit der „see also“-Beziehungsart an die Elemente der Lerneinheit angebunden, 
da er nicht unmittelbar einem Ansatz folgt. 
Auf persönlicher Ebene stellte die Arbeit als studentische Hilfskraft am Lehrstuhl von 
Professor Dilger für mich den Einstieg in die wissenschaftliche Forschungsarbeit dar. 
Inzwischen arbeitete ich, unabhängig vom mittlerweile abgeschlossenen DaMiT-
Projekt, beim damaligen Koordinator des DaMiT-Projektes, dem Deutschen 
Forschungszentrum für Künstliche Intelligenz in Saarbrücken. 
2 DaMiT: Ein Ausblick 
Die Zielsetzung des DaMiT-Projektes war zum Zeitpunkt der Entwicklung visionär und 
thematisch dem existenten Status-Quo interaktiver Lernsysteme voraus. Ein singuläres 
Lernsystem sollte komplexe Sachverhalte aus der Data-Mining-Domäne für 
unterschiedlichste Nutzergruppen aufbereiten. Es sollte sowohl den Einsatz im 
traditionellen e-Learning, als auch zum Blended Learning ermöglichen. Der Fokus lag 
nicht nur auf der Art der Informationsdarstellung, etwa über eine personalisierte 
Anpassung von Masken und Layouts, sondern zusätzlich sollten auf der inhaltlichen 
Ebene dynamisch die Ansprüche des Nutzers bei der Ausgabe der Lerneinheiten 
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 berücksichtigt werden. Die Komplexität dieses Anspruchs äußerte sich bereits bei den 
bereits im System fest definierten, unterschiedlichen Nutzerklassen. Während 
insbesondere im Rahmen derzeit aktueller EU-Ausschreibungen der Anspruch auf 
personalisierte Inhalte in Lernumgebungen betont wird, stehen dem Anspruch 
weiterhin die bereits beim DaMiT-Projekt identifizierten Komplexitätshürden einer 
vollständig dynamischen Kombination von Inhaltselementen entgegen. 
Im Zusammenspiel von Systemstruktur und Inhalten gibt notwendigerweise die 
Struktur den Rahmen zur Gestaltung der Inhalte vor. Dementsprechend folgt der 
Aufbau von Inhalten den vorgegebenen Spezifikationen des Systems. Bei der 
Betrachtung von Entwicklungsperspektiven ist deswegen zwischen systemseitigem 
Entwicklungspotential und Potential bei den Content - Erstellern  zu differenzieren.  
Ein entscheidender Aspekt bei der weiteren Entwicklung ist insbesondere die Art und 
Weise, wie Lernfortschritt im System abgebildet werden kann. Hierzu existieren 
grundlegend verschiedene Ansätze: 
Einerseits kann von einer wie auch immer detaillierten Nutzerleveleinteilung 
ausgegangen werden. Hierbei wird der User im Vorwege eingestuft und bekommt 
einen statischen Kurs  dynamisch generiert. Wird der Kurs erfolgreich absolviert, so 
steigt der User in einen höheren Nutzerlevel bzw. ein höheres Lernniveau auf. Es 
werden dort die entsprechenden Lerneinheiten präsentiert, welche dem neuen Level 
entsprechen. Die Dynamik des Systems ist hierbei auf die Generation des Kurses 
beschränkt, es besteht keine Interaktion im Sinne eines menschlichen Tutors, welcher 
gezielt einzelne Themenbereiche bei Interesse vertieft. Eine Intensivierung einzelner 
Lernabschnitte ist dennoch dadurch möglich, dass bei Abschnitten, bei denen der 
Nutzer Lücken zeigt oder weitere Informationen oder Hintergründe benötigt, mithilfe 
geeigneter Beziehungsarten weitere Informationen zu einem Gebiet abgerufen werden 
können. Nichtsdestotrotz ist die Flexibilität des Systems eingeschränkt. Vorteilhaft an 
der Konzeption ist der systematische Aufbau, welcher die Komplexität des Systems 
reduziert. Weiterhin werden auf pädagogischer Ebene keine Gebiete angeschnitten für 
welche weitere Vorkenntnisse benötigt werden: das Frustrationspotential des Nutzers 
bleibt gering. Zur Informationsgewinnung bieten sich hier je nach angestrebtem 
Detaillierungsgrad eine regel-basierte Weiterentwicklung der Verfahren an. Aus Sicht 
des Inhaltserstellers erfordert eine derartige Umsetzung keine Erweiterung der 
Metadaten, vielmehr kann ein derartiges Konzept ausschließlich durch systemseitige 
Entwicklung erstellt werden.  
Als alternative Konzeption steht die vollständig dynamische Inhaltsgenerierung zur 
Diskussion. Hierbei kann nicht mehr von Generierung eines Kurses gesprochen 
werden, sondern von der nutzerabhängigen Aufbereitung von relevanten Inhalten. Im 
Gegensatz zu der vorgenerierten Abfolge von Inhalten besteht hier die Möglichkeit auf 
Wünsche und Interessen des Nutzers zur Zeit des Lernprozesses besser einzugehen; das 
System dient als Konversationspartner. Wesentliche Gefahr des Ansatzes ist ein Verlust 
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 des Fokus auf das eigentliche Lernziel. So ist nicht gewährleistet, dass der Nutzer das 
Lernziel in vertretbarem Zeitrahmen erreicht, vielmehr kann er sich in einem Teilgebiet 
verlaufen, wodurch der eigentliche Lernzweck erheblich gefährdet ist. Weiterhin ist er 
in der Lage, ihm unangenehmen Themengebieten teilweise auszuweichen, wenn ihm 
die Funktionsweise des Systems bekannt ist. Eine Umsetzung dieser Konzeption ist 
nicht allein systemseitig möglich. Das notwendige Monitoring muss mit Kontrollfragen 
kombiniert werden, welche über den Wissensstand und somit über Art und Weise des 
weiteren Vorgehens informieren. Diese Kontrollfragen gehören zur Domäne der 
Inhaltserstellung, so dass keine rein systemseitige Lösung geschaffen werden kann; die 
Realisierung derartiger Kontrollblöcken ist etwa in separaten Lernelementen denkbar.  
Analog hierzu muss neben dem Nutzerlevel als generelle Einordnung der gegenwärtige, 
als auch der historische Lernerfolg innerhalb des spezifischen Abschnittes gemessen 
werden.  Weiter denkbar sind Kennzahlen, welche den Wissensstand jedes 
Themengebietes kennzeichnen und somit auf besondere Lücken hinweisen. Derartige 
Punkte sind im Nutzerprofil zu speichern; diese sind von den Metadaten als 
Beschreibungen der Lernelemente unabhängig. 
Eng verbunden mit diesem Aspekt ist die Frage, wie der Lernfortschritt gemessen 
werden kann. Dies ist einerseits aus pädagogischer Sicht zu klären, andererseits muss 
überlegt werden an welchen Stellen der Lernerfolg überprüft werden soll: erscheint dies 
bei der implementierten DaMiT Struktur als eher trivial, so müssen bei einer auf 
singulären Lernelementen basierenden Struktur in den Metadaten Beziehungen 
definiert werden, die ein Einblenden eines Kontrollfragenelementes vor Aufruf eines 
neuen Themenkreises bedingen. Dies wiederum erfordert genaue Kenntnis seitens der 
Inhaltsersteller über den geplanten Systemablauf. 
Grundsätzlich ist festzuhalten, dass sämtliche E-Learning Systeme, welche den 
Anspruch auf Dynamik erheben, mit ähnlichen Problemen bei der Entwicklung zu 
kämpfen haben wie das DaMiT-System. Der Einsatz von Vorgehensmodellen, wie 
etwa SCORM[4] oder AICC[5], kann die Entwicklung dynamischer Systeme durch 
Bereitstellung einer erprobten Architektur beschleunigen, allerdings ist kritisch zu 
hinterfragen, welchen Anspruch die entsprechenden Vorgehensmodelle wirklich 
abdecken. Wie angesprochen, kann „Dynamik“ auf verschiedenste Weise definiert 
werden, so dass keineswegs gewährleistet ist, dass eine komplette Eigenentwicklung, 
wie beim DaMiT-System geschehen, nicht doch ratsam und notwendig sein kann.  
Die Erfahrungen bei der Entwicklung von Inhalten für das DaMiT-System lassen sich 
somit auch heutzutage auf den Erstellungsprozess personalisierter Lernumgebungen 
übertragen. Entsprechend haben die Arbeiten von Professor Dilger, neben dem Einfluss 
auf seine Kerndomäne der Künstlichen Intelligenz, auch Implikationen auf 
nachfolgende Projektvorhaben und Publikationen in der Domäne des e-Learning / 
Blended Learning geworfen. 
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1 Einleitung 
In den vergangenen Jahren wurden an der Professur für Künstliche Intelligenz der 
Technischen Universität Chemnitz zahlreiche geförderte Forschungsprojekte absolviert. 
Die Ergebnisse dieser Arbeiten sind in umfangreichen Veröffentlichungen, unter 
anderem auch in diesem Band dokumentiert. 
An dieser Stelle sollen jedoch einmal einige kleinere, pragmatische Projekte betrachtet 
werden, denen gegenüber Prof. Dr. Werner Dilger stets aufgeschlossen war. Durch die 
unkomplizierte Kooperation mit verschiedensten Spezialisten konnten dabei Methoden 
der künstlichen Intelligenz zur Lösung von realen Aufgabenstellungen umgesetzt 
werden. Die ausgewählten Beispiele sind ein Beleg dafür, wie sich 
Prof. Dr. Werner Dilger immer wieder um den nutzbringenden Einsatz theoretisch 
fundierter Verfahren der KI in echten Anwendungen bemühte. 
2 Textmining-Tool zur Auswertung von MEDLINE-
Beiträgen 
MEDLINE (Medical Literature Analysis and Retrieval System Online) stellt derzeit 
eine der wichtigsten bibliographischen Datenbanken für Recherchen zu 
Veröffentlichungen im Bereich der Medizin dar. Entsprechend umfangreich sind der 
Bestand an Datensätzen und die angebotenen Suchhilfen. Leider führen der riesige 
Fundus sowie unterschiedlich gut gepflegte Metadaten zu teils unübersichtlichen 
Suchergebnissen mit oftmals irrelevanten Einträgen. 
In Kooperation mit Ärzten des Küchwaldklinikums Chemnitz wurde daher ein 
Textmining-Tool entwickelt, mit dessen Hilfe MEDLINE-Suchergebnisse bezüglich 
ihrer Relevanz weiter eingegrenzt werden konnten. Darüber hinaus war die Software in 
der Lage, zusätzliche Fragestellungen zu beantworten, die sich aus den existierenden 
Metadaten allein nicht ableiten ließen. Dies war eine wichtige Funktionalität, da viele 
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 Informationen, die für die Ärzte zur Beurteilung der Beiträge ausschlaggebend waren 
(beispielsweise zur Einschätzung der Stichhaltigkeit einer klinischen Studie) nur 
natürlichsprachlich innerhalb der Abstracts beschrieben waren.  
Mit Hilfe des Expertenwissens der beteiligten Ärzte konnten Regelsätze zur Extraktion 
von Fakten entwickelt und in einem Textmining-Tool implementiert werden. So diente 
beispielsweise die Anzahl der berücksichtigten Patienten der Einschätzung der 
Relevanz einer Studie. Da diese Information zumeist nicht direkt über die Metadaten 
zugänglich war, wurde versucht, entsprechende Werte aus den Abstracts zu ermitteln. 
Weitere Analysen der Abstracts lieferten Aufschluss über Patienten- und 
Altersgruppen, eingesetzte Medikamente, Dauer von Studien, Wechselwirkungen 
sowie diverse andere spezielle Merkmale. Die Auswertung der Texte erfolgte mittels 
umfangreicher Regeln, die im Wesentlichen auf der Suche nach Schlüsselwörtern in 
Kombination mit ihren relativen Positionen sowie den erwarteten bzw. gesuchten 
Werten und Einheiten basierten. 
In der Folge konnte eine wesentliche Verbesserung für die Recherche innerhalb der 
MELINE-Bestände erreicht werden. Vor allem die Einstufung der Relevanz von 
Beiträgen konnte zum Filtern und Verfeinern der Ergebnismengen eingesetzt werden. 
Zudem ließen sich nun Fakten aus den Abstracts tabellarisch aufbereiten, die zuvor 
über die existierenden Metadaten nicht zugänglich waren. 
3 Tree Ring Analyser -  Datierung von Holzproben 
mit Hilfe multivariater Zeitreihenanalyse 
Ein weiteres Projekt, das in Zusammenarbeit mit Spezialisten eines anderen 
Fachbereichs entstand, war eine Software zum Aufbau von Chronologien und zur 
Datierung von Holzproben mit Hilfe multivariater Zeitreihenanalyse. Konkret kam eine 
Kooperation mit der Professur für Forstnutzung der TU-Dresden dadurch zustande, 
dass sich auf der einen Seite die 
KI mit Zeitreihenanalyse im 
Sinne des Maschinellen Lernens 
und des Data Minings 
beschäftigte und auf der anderen 
Seite die Forstwirtschaftler 
Zeitreihenanalyse im Zuge der 
Dendrochronologie betrieben. 
Die Dendrochronologie basiert 
auf der Untersuchung von 
Jahrringen bestimmter 
Baumarten. Ein besonders 
wichtiges Merkmal ist z. B. die 
Abbildung 1: Screenshot Tree Ring Analyser [1] 
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 Jahrringbreite. Durch die Vermessung von Holzproben lassen sich Zeitreihen erstellen, 
die das Wachstum einer Holzart in einem bestimmten Gebiet charakterisieren. Die 
dabei entstehenden Daten haben als Ausgangsmaterial für Zeitreihenanalysen einige 
angenehme Eigenschaften. So existiert gewissermaßen ein unerschöpflicher Vorrat an 
Probematerial, da Holz eine natürliche, nachwachsende Rohstoffquelle darstellt. 
Wichtig ist diese Eigenschaft für Analyseverfahren, die trainiert werden und deren 
Leistungsfähigkeit anschließend mit Testmaterial bewertet wird. Weiterhin besitzen die 
Daten von Natur aus eine lineare Zeiteinteilung. Die meisten Holzsorten aus Gebieten 
mit klar unterschiedenen Jahreszeiten bilden in der Regel pro Jahr einen Jahrring aus. 
Im Übrigen lassen sich die Daten häufig anschaulich interpretieren. Ein sehr starker 
Winter ist z. B. in einem Holzquerschnitt direkt ablesbar. Die Bestrebungen des 
Projektes beschäftigten sich allerdings vorrangig damit, versteckte Abhängigkeiten 
aufzudecken. Die Anliegen der Dendrochronologie lassen sich auf klassische Gebiete 
der Künstlichen Intelligenz abbilden. Der Aufbau von Langzeitchronologien entspricht 
gewissermaßen einem Lernvorgang. Für eine bestimmte Baumart und ein begrenztes 
Gebiet wird eine charakteristische Zeitreihe erstellt. Diese Chronologie repräsentiert 
dann das Wachstumsverhalten der Baumart für den betreffenden Zeitraum. Langzeit-
chronologien haben eine große Bedeutung für die Datierung archäologischer 
Holzfunde. Existiert eine entsprechende Chronologie, die den Zeitraum beinhaltet aus 
dem der Fund stammt, so ist eine zeitliche Einordnung höchstwahrscheinlich möglich. 
Dieser Vorgang entspricht dem Klassifizieren einer unbekannten Probe. Das 
Zielmerkmal ist dabei die Zeit bzw. die genaue Jahreszahl. (Auszugsweise Wiedergabe 
aus [1]) 
Mit Hilfe multivariater Zeitreihenanalyse, also der parallelen Verwendung 
verschiedener charakteristischer Kennwerte, konnte die benötigte Anzahl an Jahrringen 
für eine gesicherte Datierung drastisch gesenkt werden. Die Forschungsergebnisse der 
Dresdner Forstwirtschaftler konnten dabei direkt in eine praxistaugliche Anwendung 
transferiert werden. Mit Hilfe des Tree Ring Analysers konnten Chronologien angelernt 
werden und darauf aufbauend unbekannte Holzproben im Sinne der Datierung 
klassifiziert werden. 
4 Methoden der Dokumentbildanalyse zur 
Behandlung nicht OCR-geeigneter Dokumente 
Das dritte Beispiel für die vielfältige Zusammenarbeit mit anderen Fachbereichen steht 
eigentlich für eine ganze Reihe von Arbeiten. Am Institut für Print- und Medientechnik 
der Technischen Universität Chemnitz wird derzeit ein System entwickelt, dass die 
Verarbeitung von nicht OCR-geeigneten Dokumenten fördern soll. Im Rahmen von 
zahlreichen Studienarbeiten konnten dabei Teilprobleme untersucht sowie auch 
programmtechnische Lösungen implementiert werden. 
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 Die Ausgangssituation ist dadurch gekennzeichnet, dass gegenwärtig riesige Bestände 
an überlieferten Dokumenten und Werken digitalisiert werden, ohne dass Werkzeuge 
für eine angemessene Aufbereitung der Daten existieren. Dies gilt besonders für 
Dokumente die mit heutiger OCR (Optical Character Recognition - Texterkennung) 
nicht verarbeitet werden können. Die Gründe dafür sind so vielfältig wie die Vorlagen 
selbst. Oftmals hindern alte Schriften, außergewöhnliche Fonts, die Vermischung 
verschiedener Sprachen oder ungeläufige Symbole und Sonderzeichen eine maschinelle 
Erkennung.  
Kern des Vorhabens ist daher ein System zur automatisierten Analyse, Aufbereitung 
und Verarbeitung nicht OCR-geeigneter Dokumente, um die effiziente Speicherung, 
Übertragung, Weiterverarbeitung, Neuformatierung sowie die Unterstützung 
verschiedenartiger Ausgabemedien zu erreichen. Wesentlich ist dabei der Ansatz, die 
Verarbeitung nicht auf ein vordefiniertes statisches Alphabet oder begrenzte 
Schriftarten einzuschränken, sondern den Zeichenvorrat und einen zugehörigen 
Vektorfont zunächst aus dem Dokument selbst zu extrahieren. Dies ermöglicht die 
automatisierte und fehlerrobuste Behandlung nahezu beliebiger Vorlagen. Über 
spezielle Ausgabetransformationen können am Ende der Prozesskette spezielle Layouts 
und Formate zur Unterstützung verschiedenartiger Zielplattformen erzeugt werden 
(siehe auch [2]). 
Wesentliche gemeinschaftliche Arbeiten wurden dabei in den Bereichen 
Segmentierung von Dokumentbildern [3], Merkmalsextraktion für 
Klassifikationsverfahren [4], Blockklassifikation [5], Vektorisierung von Glyphen [6, 
7] und Clustering von Prototypen [8, 9] durchgeführt. Das Gesamtvorhaben konnte 
dabei durch die individuellen Problemlösungen entscheidend voran gebracht werden. 
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Werner Dilger hatte breite Forschungsinteressen und war Kooperationen mit 
Wissenschaftlern aus anderen Fachdisziplinen stets aufgeschlossen. So war er von 1998 
bis 2004 an einer Forschergruppe beteiligt, die ihren Kern in der Philosophischen 
Fakultät der TU Chemnitz hatte und unter dem Titel „Neue Medien im Alltag. Von 
individueller Nutzung zu soziokulturellem Wandel“ Fragen der alltäglichen Nutzung 
neuer Medien aus der Perspektive verschiedener Geistes-, Kultur- und 
Sozialwissenschaften sowie der Informatik untersuchte. Dieser von der DFG geförderte 
Forschungsverbund analysierte den Prozess der zunehmenden Aneignung neuer 
Medien aus verschiedenen Perspektiven und in unterschiedlichen Bereichen. In der 
ersten Förderphase (1998 – 2001) ging es vor allem um verschiedene Aspekte der 
Nutzung des vernetzten PCs. In der zweiten Förderphase (2001 – 2004) wurde die 
Internetnutzung zum Fokus der Arbeit. Acht Projekte, davon zwei geleitet von Werner 
Dilger, waren an der ersten Phase beteiligt.  Die Projekte einte die gemeinsame 
Sichtweise, dass die Nutzung neuer Medien als aktive Aneignung des Mediums 
Computer - bzw. explizit des Internets - zu verstehen ist. Dabei wurde auch 
thematisiert, auf welche Art und Weise individuelle Nutzungsformen soziokulturellen 
Wandel fördern bzw. mit diesem interagieren. Im Einzelnen wurden folgende Themen 
bearbeitet: 
"Jugendsozialisation und Medien: Zur Entwicklungsfunktionalität der 
Medienaneignung im Jugendalter am Beispiel Hörfunk, Musikfernsehen und 
Internet" 
Leitung: Prof. Dr. Klaus Boehnke/Prof. Dr. Thomas Münch 
"Modellierung und Simulation der Rezeption textuell repräsentierter Inhalte 
im Internet" 
Leitung: Prof. Dr. Werner Dilger 
"Softwareentwicklung in der Praxis im Kulturvergleich" 
Leitung: Prof. Dr. Werner Dilger 
"Die sprachliche Aneignung von Computermedien" 
Leitung: Prof. Dr. Werner Holly/Dr. Stephan Habscheid 
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 "Benutzerorientierte Präsentation von Informationen im Internet" 
Leitung: Prof. Dr. Josef Krems 
"Lernerverhalten in der InternetGrammar" 
Leitung: Prof. Dr. Josef Schmied 
"Neue Arbeits- und Alltagspraktiken bei medienvermittelten autonomisierten 
Arbeitsformen“ 
Leitung: Prof. Dr. G. Günter Voß 
Im Abschlußbericht fasste Werner Dilger die Ergebnisse seines Projektes 
folgendermaßen zusammen: „Bedingt durch die enge Zusammenarbeit mit den TP 
Krems und Schmied wurde die Untersuchung auf Texte beschränkt, die zum Erlernen 
von Inhalten bestimmt sind. Infolgedessen wurde der zu modellierende Internetnutzer 
in erster Linie als Lerner, insbesondere als Sprachlerner, betrachtet. Als Grundlage für 
die Modellentwicklung sollte das beim Sprachlernen vorhandene Wissen über die 
Vorgehensweise menschlicher Lerner genutzt werden, ergänzt um Erkenntnisse über 
Nutzermodellierung in der Psychologie. 
Ein erstes Nutzermodell auf Basis der Protokollierung der Aktionen eines 
Online-Nutzers der InternetGrammar wurde entwickelt. Es liefert Informationen über 
das Verhalten und das Wissen eines Nutzers. Die Weiterentwicklung des Modells 
erfolgte auf der Grundlage des in der Gruppe um R. Mooney entwickelten Active 
Learning. Dabei wird versucht, Sprachen, auch Ausschnitte natürlicher Sprachen, 
maschinell zu erlernen, d.h. aus Sprachbeispielen die Grammatik der jeweiligen 
Sprache zu ermitteln. Der Lernprozess ist also induktiv. In dieser Hinsicht bestand eine 
Analogie zu den bei der Nutzung der InternetGrammar angedachten Lernmethoden. 
Mit dem geplanten Simulationsmodell sollte es daher möglich sein, eine Analogie 
zwischen menschlichem und maschinellem Sprachlernen herzustellen. 
Ein weiterer interessanter Aspekt der Mooneyschen Arbeiten ist die 
Einschaltung eines menschlichen Lehrers. Das (maschinelle) lernende System kann 
dem Lehrer in unklaren Fällen Beispiele zur Klassifikation vorlegen. Der Lehrer gibt 
eine Bewertung ab, die vom lernenden System für weitere Klassifizierungen ähnlicher 
Beispiele genutzt wird. Im hier entwickelten Modell eines Internet-Sprachlerners sollte 
der menschliche Lehrer durch ein maschinelles System ersetzt werden, d.h. ein 
Lehrsystem, das sich ähnlich verhält wie der Lehrer im Active Learning. Dazu eignete 
sich die InternetGrammar in der geplanten Form. Beide Systeme sind mit unterschied-
lichem Sprachwissen ausgestattet und können gemeinsam in unklaren Fällen eine 
Klassifikation der Beispiele erreichen. Nur wenn auch dies nicht gelingt, sollte ein 
menschlicher Supervisor zu Rate gezogen werden. Diese Modifikation des Active 
Learning wurde Consultative Learning genannt, weil das lehrende System eher die 
Funktion eines Beraters hat. 
134
 Als Eingabe in das induktiv lernende sprachlernende System werden Beispielsätze 
benötigt, die durch Merkmale und Merkmalswerte charakterisiert sind. Das TP 
Schmied stellte hierzu 150 englische Sätze, die die Pronomina who, which, where und 
that enthalten, bereit. Mit ihnen war es möglich einen ersten Versuch zum Erlernen von 
Regeln über Relativpronomina durchzuführen. Das System geht dabei nach der 
Strategie des komiteebasierten Lernens vor, d.h. es werden mehrere 
Entscheidungsbäume aufgebaut, die Klassifikationsergebnisse der einzelnen Bäume 
verglichen und es wird die plausibelste Klassifikation genommen. Die erlernten 
Grammatikregeln können aus dem erzeugten Entscheidungsbaum abgelesen werden. 
Wegen des noch sehr kleinen Samples konnte das Zusammenspiel zwischen dem 
lernenden System und dem lehrenden System, also der InternetGrammar, nicht 
realisiert werden. 
Der wesentliche Beitrag des Projekts zur Forschung sollte die Entwicklung eines 
Lernermodells für das Sprachlernen sein. Erste Schritte dazu wurden erfolgreich 
gemacht. Es konnte demonstriert werden, dass das Erlernen grammatischer Regeln mir 
induktiven Methoden für einen begrenzten Ausschnitt einer natürlichen Sprache 
möglich ist. Für weitere Untersuchungen sollten möglichst große Samples von 
aufbereiteten Satzbeispielen über verschiedene Teile der Grammatik verwendet 
werden. Dann könnte auch betrachtet werden, inwieweit diese maschinelle Form des 
Sprachlernens eine Analogie zum menschlichen Lernen darstellt.“ (Abschlußbericht 
FOR 327/1-2, S. 19). 
 
In der zweiten Phase der Forschergruppe wurden die folgenden Themen bearbeitet: 
"Modellierung und Simulation der Rezeption textuell repräsentierter 
Inhalte im Internet" 
Leitung: Prof. Dr. Werner Dilger 
"Die sprachliche Aneignung von Computermedien" 
Leitung: Prof. Dr. Werner Holly/Prof. Dr. Stephan Habscheid 
"Benutzerorientierte Präsentation von Informationen im Internet" 
Leitung: Prof. Dr. Josef Krems 
"Lernerverhalten in der InternetGrammar" 
Leitung: Prof. Dr. Josef Schmied 
"Selbstdarstellung im Internet. Strategien der Persönlichkeitsdarstellung 
auf privaten Homepages“ 
Leitung: Prof. Dr. A. Schütz 
"Neue Arbeits- und Alltagspraktiken bei medienvermittelten 
autonomisierten Arbeitsformen“ 
Leitung: Prof. Dr. G. Günter Voß 
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 Das Schwergewicht der Arbeiten von Werner Dilger lag auf der Entwicklung eines 
Nutzermodells, das die Nutzung des Internet, sei es zum Zweck des e-Learning oder 
zum Zweck der Informationserschließung, im Sinne einer komfortablen und 
leistungsfähigen Assistenzfunktion unterstützen kann. Ein wichtiger Aspekt bei der 
Neuorientierung war außerdem, inwieweit die Arbeiten auch für andere Projekte 
nutzbringend sein könnten. Davon profitierte in erster Linie das von mir geleitete 
Teilprojekt. 
W. Dilger bilanziert: „Ein Prototyp des Visualisierungswerkzeugs VisualWeb wurde 
entwickelt und implementiert und bereits in einer experimentellen Anwendung im TP 
Krems (Psychologie) eingesetzt. Es konnten damit Daten über das Nutzerverhalten bei 
der Informationsrecherche im WWW erhoben werden, die für ein Nutzermodell des 
Wissenserwerbs im Internet ausgewertet werden können. Das Werkzeug basiert auf 
modernen grafischen Hilfsmitteln und nutzt neue kognitionspsychologische 
Erkenntnisse. Bei der Realisierung wurden Prinzipien der Multiagentensysteme und 
aktuelle Methoden des Software-Engineering genutzt. 
VisualWeb benutzt diese Erkenntnisse, um Nutzer bei der Informationsrecherche im 
WWW in vielfältiger Weise zu unterstützen. Insbesondere stellt es den Nutzern 
reichhaltige Hilfsmittel zur Interaktion bereit und damit auch zur Modellierung von 
„Informationsräumen“ nach ihren individuellen Bedürfnissen und Interessen. 
VisualWeb ist damit einerseits vielseitig verwendbar, und kann andererseits zugleich 
leicht auf die Anforderungen einzelner Nutzer spezialisiert werden. 
Innerhalb des Gesamtprojekts der Forschergruppe wurde VisualWeb als Software-
Plattform für kognitionspsychologische Experimente zur Untersuchung des 
Nutzerverhaltens bei der Erschließung vernetzter Informationsbestände eingesetzt. 
Diese Untersuchungen knüpfen an Arbeiten zum Wissenserwerb aus Hypertexten im 
TP Krems an. Ausgangspunkt ist die These, dass die individuelle Fähigkeit des 
Nutzers, während des Textverstehensprozesses eine kohärente mentale Repräsentation 
der beteiligten Informationsstrukturen aufzubauen, eine wichtige Voraussetzung für das 
Verstehen darstellt. Mit grafischen Navigationshilfen kann das Potenzial der kognitiven 
Fähigkeiten zur räumlichen Orientierung stärker einbezogen werden. 
Über die oben dargestellte Anwendung als Experimentierwerkzeug für psychologische 
Untersuchungen hinaus kann VisualWeb in modifizierter Form für die internetbasierte 
Informationsbeschaffung genutzt werden. Eine weitere Anwendungsperspektive ergibt 
sich im Rahmen der Unterstützung von Software-Entwicklern durch grafische 
Hilfsmittel.“ (Abschlußbericht FOR 327/1-2). 
 
Die Forschergruppe war also erfolgreich! In den sechs Jahren wurden 10 Tagungen und 
Workshops durchgeführt, die meisten davon mit internationaler Beteiligung. Mehr als 
100 Wissenschaftler konnten für Vorträge oder mehrtägige Gastaufenthalte gewonnen 
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 werden. Mehr als 10 Dissertationen entstanden unmittelbar im Umfeld der 
Forschergruppe. Es wurden 11 Bücher geschrieben, mehr als 100 Aufsätze in 
Zeitschriften und Herausgeberbänden publiziert und Dutzende von Vorträgen auf 
nationalen und internationalen Kongressen gehalten. Werner Dilger hat mit seinen 
Teilprojekten zu dieser positiven Bilanz wesentlich beigetragen.  
Literatur 
Abschlußbericht der Chemnitzer Forschergruppe „Neue Medien im Alltag: Von 
individueller Nutzung zu soziokulturellem Wandel“, FOR 327/2-1 
Abschlußbericht der Chemnitzer Forschergruppe „Neue Medien im Alltag: Von 
individueller Nutzung zu soziokulturellem Wandel“, FOR 327/2-2 
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KI und Sozialwissenschaften – geht 
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1 Wissenschaftszentrum Berlin für Sozialforschung (WZB) 
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2 Geschäftsführerin SLG Akademie GmbH 
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Viele Absolventen von Prof. Dilger fanden nach Studienabschluss eine Anstellung in 
einem Unternehmen, um dort Software zu entwickeln, oder wurden selbst 
Unternehmensgründer. Auch er selbst war lange Zeit im Vorstand einer Software-
Firma tätig. Die dabei gemachten Erfahrungen motivierten ihn, Forschungsarbeiten an 
seinem Lehrstuhl zu betreiben, die dem Bereich Softwaretechnik bzw. der 
sozialwissenschaftlichen Arbeitsforschung zuzurechnen sind. In diesen Projekten 
arbeiteten auch Mitarbeiterinnen mit sozialwissenschaftlicher Ausbildung und es 
entstand ein fachübergreifender Dialog. Interdisziplinarität war am Lehrstuhl also nicht 
nur Lippenbekenntnis, sondern es kam zu einem sehr produktiven und für beide Seiten 
befruchtenden Austausch. Das zeigt sich insbesondere in der Vielzahl der aus den 
Projekten hervorgegangenen Publikationen sowie in den daraus resultierenden 
Qualifikationsarbeiten. Im Folgenden werden wesentliche Schwerpunkte dieser 
Forschungsarbeiten am Lehrstuhl von Prof. Dilger aufgezeigt. 
Das Forschungsprojekt „Softwareentwicklung in der Praxis im Kulturvergleich“ war in 
der interdisziplinären Forschergruppe der DFG „Neue Medien im Alltag: Von 
individueller Nutzung zu soziokulturellem Wandel“ verankert. Der gemeinsame 
inhaltliche Schwerpunkt der Forschergruppe war die vergleichende Analyse der 
Nutzung Neuer Medien aus dem Blickwinkel des Alltags. Im Projekt wurde die Frage 
nach der Mediennutzung mit einer empirischen Analyse der Arbeitsprozesse in kleinen 
Softwarefirmen in Ost- und Westdeutschland verknüpft; hierzu wurden 
Betriebsfallstudien und erwerbsbiografische Interviews mit Personen durchgeführt, die 
in der Softwareentwicklung und im Management arbeiteten. 
Wichtige Meilensteine der Forschungsarbeit finden sich in folgenden Publikationen: 
• Boehnke, K.; Dilger, W.; Habscheid, S. u.a. (Hrsg., 1999): Neue Medien im 
Alltag: Von individueller Nutzung zu soziokulturellem Wandel. Pabst: 
Lengerich. 
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• Voß, G.G; Holly, W.; Boehnke, K. (Hrsg., 2000): Neue Medien im Alltag. 
Begriffsbestimmungen eines interdisziplinären Forschungsfeldes. Leske + 
Budrich: Opladen. 
• Boehnke, K.; Döring, N. (Hrsg., 2001): Neue Medien: Die Vielfalt individueller 
Nutzungsweisen. Pabst: Lengerich. 
• Matuschek, I.; Henninger, A.; Kleemann, F. (Hrsg., 2001): Neue Medien im 
Arbeitsalltag: Empirische Befunde – Gestaltungskonzepte – Theoretische 
Perspektiven. Westdeutscher Verlag: Opladen. 
• Dilger, W.; Keitel, E. (Hrsg., 2001): Kultur und Stil in der Informatik? 
Chemnitzer Informatik-Berichte. CSR-01-01 
• Sieber, A.; Dilger, W. (Hrsg., 2001): Theorie und Praxis des Software 
Engineering. Chemnitzer Informatik-Berichte. CSR-02-01 
• Keitel, E.; Boehnke, K.; Wenz, K. (Hrsg., 2003): Neue Medien im Allgag: 
Nutzung, Vernetzung, Interaktion. Pabst: Lengerich. 
Das Forschungsprojekt „Innovative Contexts: The Social Embeddedness of Small 
Software Companies“ wurde von der Volkswagen Stiftung im Rahmen des 
Schwerpunkts „Innovationen in Wirtschaft und Gesellschaft“ gefördert. Im Mittelpunkt 
stand die Analyse individuellen Handelns in kleinen Softwareunternehmen in 
Deutschland und den USA, die – so die Ausgangsthese des Projektes – eingebettet ist in 
unterschiedliche nationale Innovationssysteme, regionale und organisationale 
Rahmenbedingungen. Die empirischen Daten wurden aus einer Sekundäranalyse der im 
Vorgängerprojekt erhobenen Daten sowie weiteren Experteninterviews und 
Betriebsfallstudien gewonnen. Es zeigte sich, dass Innovationen komplexe und in sich 
widersprüchliche Phänomene sind, die verschiedene Aspekte umfassen. Verbreitet ist 
die technische und ökonomische Betrachtung von Innovationen. Im Projekt stand die 
soziale Sicht darauf im Mittelpunkt. In technischer Sicht interessierten funktionale 
Verbesserungen von Produkten oder Prozessen. In ökonomischer Sicht standen 
Mechanismen im Mittelpunkt, die für die Verankerung am Markt von Bedeutung sind. 
In sozialer Sicht wurden Handlungen herausgearbeitet, welche die Gestalt und den 
Verlauf von Innovationsprozessen beeinflussen. Im Verlauf des Projektes konnten 
wesentliche, den Verlauf von Innovationsprozessen bestimmende Handlungsmuster 
herausgearbeitet und detailliert rekonstruiert werden: Vernetzung, individuelle 
Arbeitsstile und der Umgang mit Konflikten. Diese miteinander in Zusammenhang 
stehenden und zum Teil auseinander hervorgehenden Muster bestimmen, wie 
Innovationsprozesse entstehen und verlaufen. Die Charakteristika und das 
Zusammenspiel dieser Handlungsmuster sind zentral für die soziale Einbettung von 
kleinen Softwareunternehmen und für ihr Innovationspotential. 
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Wichtige Meilensteine der Forschungsarbeit finden sich in folgenden Publikationen: 
• Henninger, Annette (2004): Lokal Heroes im globalen Informationsraum. 
Software-Unternehmen in Ost- und Westdeutschland und in den USA im 
Vergleich. In: Hirschfelder, Gunter; Huber, Birgit (Hrsg.): Die Virtualisierung 
von Arbeit. Zur Ethnographie neuer Arbeits- und Organisationsformen. 
Frankfurt/M.: Campus, 90-113 
• Kräuter, Mandy (2004): Vernetzung kleiner Softwareunternehmen. 
Überbetriebliche kooperative Beziehungen zwischen unternehmerischen und 
institutionellen Akteuren. Chemnitz: Philosophische Fakultät. (Master’s thesis) 
• Sieber, Andrea (2004): Between Cooperative Creativity and Conflicts on 
Appreciation. Customer Developer Links in Small Software Companies. In: 
Clement, Andrew et al. (Eds.): Artful Integration. Interweaving Media, 
Materials and Practices. Proceedings of the PDC; July 27-31, 2004, Toronto, 
Vol. II, New York, Palo Alto: CPSR, 143-147 
• Sieber, Andrea (2006): Kleine Softwareunternehmen und ihre Erfahrungen  mit 
Softwareentwicklung in Osteuropa und Indien. In: Hochberger, C.; Liskowsky, 
R. (Hrsg.): INFORMATIK 2006. Informatik für Menschen. Beiträge der 36. 
Jahrestagung der GI, 2.-6.10.2006, Dresden, 642-649 
• Sieber, Andrea (2007): Wo kann die Einführung von Methoden der 
Softwaretechnik in Unternehmen ansetzen. In: Bleek, W.G.; Raasch, J.; 
Züllighoven, H. (Hrsg.): Software Engineering 2007. Bonn: Köllen, S. 193 - 
204. 
• Sieber, Andrea.; Kräuter, Mandy; Henninger, Annette; Dilger, Werner (2007): 
Konfliktlösungsprozesse in kleinen Unternehmen der Softwarebranche als 
Quelle von Innovation? In: Hof, H.; Wengenroth, U. (Hrsg.): 
Innovationsforschung. Ansätze, Methoden, Grenzen und Perspektiven. Münster: 
Lit-Verlag. 
• Sieber, Andrea (2008): Arbeitsstile in der Softwareentwicklung. Wie die 
Einführung neuer Methoden in kleinen Softwareunternehmen gelingt! 
Norderstedt: BoD. 
Prof. Dilger war uns in diesen Projekten immer ein offener und interessierter 
Gesprächspartner, der gerne mit uns über Zwischenergebnisse diskutierte und der uns 
nach Kräften unterstütze, z.B. durch die Vermittlung von Kontakten zu potentiellen 
Interviewpartnern oder Referenten für die im Rahmen der Projekte durchgeführten 
Workshops. Ohne seine Ermutigungen, sein Vertrauen und die gewährte 
Forschungsfreiheit wären diese Arbeiten nicht entstanden. Wir werden ihn stets in guter 
Erinnerung behalten. 
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Arbeitsstile als Instrument zur 
Analyse von Softwareentwicklung in 
Organisationen 
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andrea.sieber@informatik.tu-chemnitz.de  
Abstract: Es gibt eine große Vielfalt an Modellen und Methoden für die 
Softwareentwicklung. Praktiker empfehlen eine Auswahl derselben in 
Übereinstimmung mit den Softwareentwicklern und der Organisation. In 
diesem Beitrag wird eine solche Auswahl analytisch mit Hilfe von 
individuellen Arbeitsstilen konkretisiert. Auf Gruppenebene sind immer 
unterschiedliche Arbeitsstile anzutreffen. Damit gewinnt die Lösung von 
Konflikten an Bedeutung. Ausgangspunkt für eine konstruktive 
Konfliktlösung ist die bewusste Reflexion von Arbeitsstilen. Sie ermöglicht 
zudem die Auswahl der zum Gruppenstil passenden Entwicklungsmethoden. 
Die aufgezeigte Arbeitsstilstruktur kann als Ausgangspunkt für weitere 
empirische Untersuchungen in der Softwaretechnik dienen. 
1 Einleitung 
Es gibt eine Vielzahl von Modellen und Methoden, die die Organisation von 
Softwareentwicklungsprojekten unterstützen. Hinter jedem dieser Modelle steht eine 
bestimmte Sichtweise auf Softwareentwicklung, verknüpft mit bestimmten 
Vorstellungen davon, wie Softwareentwicklungsprojekte erfolgreich abgewickelt 
werden. 
Diese Bedeutungsebene der Modelle und Methoden lässt sich mit dem Begriff der 
Perspektive erfassen, wie ihn Nygaard [Ny86] geprägt hat. Für Nygaard ist die 
Perspektive einer Person eine kognitive Struktur, die bestimmt, was Personen im 
Hinblick auf ein bestimmtes Phänomen wahrnehmen, denken, schlussfolgern und was 
sie übersehen. In diesem Sinne transportieren Modelle immer auch die Perspektive der 
Autoren, die sie entworfen haben. Sie sind Resultat einer Interpretation des 
Softwareentwicklungsprozesses in einer bestimmten Perspektive und unterstützen den 
Softwareentwicklungsprozess in dieser Hinsicht. 
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In Anlehnung an Bremers Genealogie [Bre98] lassen sich betriebswirtschaftlich, 
softwaretechnisch und soziotechnisch orientierte Prozessmodelle unterscheiden. In der 
derzeitigen Diskussion spielen softwaretechnisch orientierte Modelle eine wichtige 
Rolle. Autoren, die in diesem Umfeld methodische Beiträge liefern, reflektieren ihre 
Perspektive auf den Softwareentwicklungsprozess [AM01]. Die Methodenbeiträge 
beruhen auf den langjährigen Erfahrungen der Autoren als Softwareentwickler oder als 
Berater von Softwareentwicklungsprojekten. Sie (vgl. u.a. [B99, C03]) gehen davon 
aus, dass Softwareentwicklungsmethoden und die zu entwickelnde Software zu den 
Personen, also den Softwareentwicklern, und zur Organisation passen müssen. 
1.1 Die Arbeitsweise von Softwareentwicklern 
Untersuchungen zur Arbeitsweise von Softwareentwicklern zeigen auf, dass 
Abweichungen von durch Methoden vorgegebene Vorgehensweisen Normalität und 
nicht Ausnahme sind. Individuelle Unterschiede in den Arbeitsweisen und 
Arbeitsergebnissen gehören zum Alltag.  
Mit empirischen Methoden analysierte Unterschiede im Vorgehen von 
Softwareentwicklern zeigte bereits Naur [N85] auf. Er erfasste mit Hilfe der 
Tagebuchmethode, was er und seine Studierenden bei der Softwareentwicklungsarbeit 
dachten. Er kam zu dem Schluss, dass Softwareentwickler bei der Erarbeitung eines 
Programms eine „Theorie“ entwickeln, die als Wissen darüber angesehen werden kann, 
wie das Programm die gestellte Aufgabe im Sinne der subjektiv gesetzten Kriterien gut 
löst. Bei der Bildung dieser Theorie halten sie bestimmte Aktivitäten für wichtig, die 
sie in unterschiedlicher Reihenfolge ausführen. Auf der Basis dieser Erkenntnisse 
kritisiert Naur Versuche, Softwareentwicklung nach einem einheitlichen, von äußeren 
Regeln geleiteten Vorgehen zu betreiben1. 
In einer Vielzahl von empirischen Untersuchungen sind konkrete Ausprägungen 
solcher Unterschiede in den Arbeitsweisen und die Hintergründe ihrer Entstehung 
nachgewiesen worden. Dabei lassen sich die empirischen Untersuchungen einteilen in 
jene, die sich auf Einzelzusammenhänge konzentrieren und quantitative Methoden 
einsetzen und solche, die sich auf komplexe Zusammenhänge konzentrieren und 
qualitative Methoden nutzen. 
Einzelzusammenhänge können bei einer größeren Menge von Personen untersucht 
werden. In den Ergebnissen zeigen sich konkrete Unterschiede und Gemeinsamkeiten 
im Programmverständnis und -design, in der Programmerinnerung und im Vorgehen, 
beim Testen und in der Fehlersuche sowie bei wissensbezogenen Aufgaben. Diese 
Untersuchungen unterscheiden in der Regel anhand der Semesterzahl, der Kenntnis der 
                                                 
1 Cockburn [C03] verweist auf diesen Beitrag von Naur als grundlegend für seine Vorstellungen von Softwareentwicklung. 
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Programmiersprachen und der Anzahl Praktika zwischen mehr oder weniger erfahrenen 
bzw. leistungsstarken Personen2. Die Ergebnisse zeigen generell, dass sich Studierende 
in höheren Semestern stark an abstrakten Aufgabenmerkmalen und Programmierzielen 
orientieren, Anforderungen klären, nach Informationen suchen und Probleme zerlegen. 
Sie besitzen umfangreiches handlungsleitendes und meta-kognitives Wissen [So96]. 
Überdurchschnittlich leistungsfähige Entwickler sind hoch motiviert, verfügen über 
eine breite und variable Erfahrung und besitzen gute kommunikative Fähigkeiten 
[So96]. 
Feld- und Einzelfallstudien rekonstruieren komplexe Zusammenhänge, die zu 
Unterschieden in den Arbeitsweisen von Softwareentwicklern führen. Turkle [Tu86] 
und Strübing [St93] charakterisieren spezifisch-typische Arbeitsweisen von 
Softwareentwicklern als Programmierstile. Die Verwendung des Stilbegriffs weist auf 
strukturelle Ähnlichkeiten in den Handlungen hin, die sich aus dem subjektiven Bezug 
auf die Arbeit und die damit einhergehende Notwendigkeit zur Routinisierung ergeben. 
Personen entwickeln zu ihrer eigenen Entlastung aus ihrer sozialen Einbettung heraus 
einen individuellen Stil, der als Kontrast zu anderen Arbeitsstilen erkennbar wird 
[MKV02]. Konstituierende Faktoren für einen personalen Arbeitsstil sind die soziale 
Einbettung der Person, ihre subjektiven Sinnkonstruktionen und die konkrete 
Arbeitssituation [MKV02]. 
1.2 Die organisatorische Einbettung von 
Softwareentwicklern in Deutschland 
Wenn Modelle und Methoden nicht nur zu Personen, sondern auch zu den 
Organisationen passen müssen, in denen diese Personen arbeiten, dann ist es wichtig, 
nach den konkreten organisatorischen Kontexten zu fragen, in denen 
Softwareentwickler arbeiten. In Deutschland sind Unternehmen, zu deren Kerngeschäft 
die Entwicklung von Software und damit in Zusammenhang stehender Dienstleistungen 
gehört, überwiegend klein [PG00]. Lediglich 7% dieser Unternehmen haben 50 und 
mehr Beschäftigte (s. Tabelle 1). Sie waren zum Zeitpunkt der Befragung im Jahr 2000 
durchschnittlich 10 Jahre alt und beschäftigen nahezu 300 000 Mitarbeiter (ca. 1% der 
in Deutschland Erwerbstätigen). Fast ein Drittel davon arbeitet in Unternehmen mit 
weniger als 50 Mitarbeitern. 
Zwei Studien der Industrie- und Handelskammern (IHK) in Südwestsachsen [IHK01] 
und Karlsruhe [IHK00] zu Unternehmen der Informations- und 
Kommunikationsbranche kommen im Hinblick auf die Größe der Unternehmen zu 
ähnlichen Ergebnissen: Die Mehrzahl hat weniger als 50 Beschäftigte. 
                                                 
2 Vgl. die jährlichen Workshops „Empirical Studies of Programmers“ beginnend mit [SI86] und im Überblick [So96]. Neuere 
Arbeiten entstehen u.a. in der Karlsruher Empirical Informatics Research Group )[Ti05]). 
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Anzahl der Beschäftigten Anzahl der Unternehmen Prozentualer Anteil 
1-9 Beschäftigte 8.173 77% 
10-49 Beschäftigte 1.735 16% 
50-199 Beschäftigte 475 5% 
200 und mehr Beschäftigte 185 2% 
Tabelle 1: Größe und Anzahl der Software entwickelnden Unternehmen der Primärbranche [PG00:51] 
Im Vergleich beider Studien zeigen sich jedoch tendenzielle Unterschiede. Die 
Unternehmen in Südwestsachsen sind im Durchschnitt knapp 6 Jahre alt, die in 
Karlsruhe im Durchschnitt 7 Jahre. Zudem kooperieren Unternehmen in 
Südwestsachsen weniger als in Karlsruhe. Außerdem unterscheiden sich die 
Rahmenbedingungen, unter denen die Unternehmen in den neuen und alten 
Bundesländern existieren [HeSi01]. 
Im Folgenden skizziere ich das Design meiner Untersuchung zur analytischen 
Ermittlung der Passfähigkeit zwischen Methoden, Aufgaben, Personen und 
Organisationen. Im dritten Abschnitt stelle ich die empirischen Ergebnisse der 
Untersuchung vor. In Abschnitt vier diskutiere ich die Rolle von Arbeitsstilen im 
Unternehmensalltag. Abschließend beantworte ich die Frage nach der Passfähigkeit 
und formuliere Schlussfolgerungen für Theorie und Praxis der Softwaretechnik. 
2 Forschungsdesign 
Modelle und Methoden in der Softwaretechnik sind in einer bestimmten Perspektive 
entworfen worden, die zunehmend reflektiert wird. Empirische Untersuchungen 
unterschiedlicher methodischer Provenienz zeigen jedoch auf, dass Softwareentwickler 
einen eigenen Stil des Arbeitens kreieren. Abweichungen von Modell und Methoden 
sind im Arbeitsalltag Normalität. Sie ergeben sich aus der Notwendigkeit, die 
Anforderungen der Arbeit zu bewältigen. Die diesbezüglichen Untersuchungen stellen 
die Person des Softwareentwicklers in den Vordergrund und lassen seine 
organisatorische Einbettung unberücksichtigt. In Deutschland sind kleine Unternehmen 
ein verbreiteter organisatorische Rahmen, in dem Softwareentwicklung stattfindet. Es 
gibt jedoch zwischen diesen kleinen Unternehmen aufgrund unterschiedlicher 
Rahmenbedingungen vor und nach der Wiedervereinigung Unterschiede im Alter und 
in der Zielsetzung der Unternehmen. 
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Benötigt wird deshalb eine empirische Untersuchung, mit der Handlungsweisen von 
Softwareentwicklern und die dazugehörigen Bedeutungszuschreibungen in einem 
konkreten organisatorischen Kontext erfasst und analysiert werden. Als 
organisatorischer Kontext bieten sich kleine Unternehmen an, denn in Deutschland sind 
Softwareunternehmen in der Mehrzahl klein. Der Einfluss der sozialen Einbettung auf 
die Arbeitsweisen legt nahe, zwischen Unternehmen in den neuen und alten 
Bundesländern zu unterschieden. In meiner Dissertation analysiere ich kleine 
Unternehmen in den neuen Bundesländern. In weiterführenden Untersuchungen werden 
meine Ergebnisse mit den Ergebnissen von Untersuchungen in den alten 
Bundesländern und in anderen Regionen und Ländern verglichen3. 
Grundlage der hier vorgestellten Dissertation bilden Fallstudien in fünf kleinen 
Unternehmen in den neuen Bundesländern, die von 1996 bis 1998 durchgeführt 
wurden. Vergleichbare Fallstudien wurden 2002/3 im Rahmen eines VW-Projektes 
gemacht. Sie konnten für die Analyse als zusätzliches Kontrastmaterial herangezogen 
werden. Insgesamt wurden 17 Personen beobachtet und dann anschließend mit Hilfe 
narrativer, leitfadenorientierter4 Interviews befragt. Die Interviews wurden 
transkribiert. Während der nicht teilnehmenden, offenen Beobachtung wurden Notizen 
angefertigt. Die Kommunikation mit den Geschäftsführern und Softwareentwicklern 
vor, während und nach der Erhebung wurde dokumentiert. Zudem wurden Dokumente 
des Unternehmens analysiert. 
Die Auswahl der Unternehmen orientierte sich an ihrer Größe und ihrem primären 
Geschäftsbereich (Produktentwicklung/Dienstleistung). Sie erfolgte auf der Grundlage 
bestehender universitärer und privater Kontakte sowie mit Hilfe von telefonischen 
Anfragen. In drei Phasen wurde das empirische Material erhoben. Die Auswertung 
erfolgte in abduktiver Forschungslogik [K94] und orientierte sich am Vorgehen von 
Meuser und Nagel [MN91], am „theoretical sampling“ [GS67] und an der minimalen 
bzw. maximalen Kontrastierung, die ein Bestandteil der rekonstruktiven Fallanalyse 
[Boh00] ist. 
3 Ergebnisse 
Meine empirischen Untersuchungen haben bestätigt, dass Softwareentwickler einen 
individuellen Stil des Arbeitens entwickeln. Darüber hinaus kann ich aufzeigen, welche 
idealtypischen Arbeitsstile im Material zu finden waren und welche Dimensionen der 
Arbeitsstile im Hinblick auf die Passfähigkeit wesentlich sind (Abschnitt 1). Im 
                                                 
3 In Projekten mit der DFG und der VW-Stiftung wurden und werden die Arbeitsweisen von Softwareentwicklern in den neuen 
Bundesländern mit denen in den alten Bundesländern und in zwei Regionen in den USA (NC; WA) verglichen. Im Rahmen des 
DFG-Projektes wurde eine Vorstudie in Russland (St. Petersburg) gemacht. 
4 Themen des Interviews waren der biografische Bezug zur Arbeit, das Vorgehen im Arbeitsalltag und ausgewählte 
Beobachtungssituationen. 
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zweiten Abschnitt stehen die Befunde zur Arbeitsweise auf Gruppenebene im 
Vordergrund.  
3.1 Die Arbeitsstile der Softwareentwickler 
Die Arbeitsweise der untersuchten Softwareentwickler lässt sich mit Hilfe von drei 
Idealtypen beschreiben, die durch fünf Dimensionen charakterisiert sind. In Tabelle 2 
sind die Idealtypen entlang ihrer Dimensionen im Überblick dargestellt. Jeder Typus 
wird anschließend zusammenfassend erläutert und mit einem Zitat illustriert.  
Bezeichnung 
 
Dimensionen 
Pragmatisch 
zyklischer 
Konzept-
entwickler 
(Sich) Absichernder 
linearer 
Konzeptentwerfer 
Maschinen-
orientierter 
experimenteller 
Codeoptimierer 
Arbeitsziel Ökonomische 
Effizienz 
Prozessuale Effizienz Maschinelle 
Effizienz 
Vorgehen Zyklisch 
(Diskussion-
Realisierung) 
Linear (Anforderungs-
ermittlung-Entwurf-
Realisierung-Test-
Dokumentation) 
Experimentell 
(Nachdenken- 
Realisieren) 
Quellcode Klare, 
verständliche 
Objektstruktur, 
wieder 
verwendbar, 
mittlere 
Performanz 
Komplexe, komplizierte 
Objektstruktur, kaum 
wieder verwendbar, 
mittlere Performanz, 
fehleranfällig 
Strukturierter 
Quelltext, einzelne 
Routinen wieder 
verwendbar, hohe 
Performanz 
Arbeits-
organisation 
Bewusst Geplant Angepasst 
Zusammenarbeit Selektiv Offen Zweckbestimmt 
Tabelle 2: Die idealtypischen Arbeitsstile und ihre Dimensionen 
Der pragmatisch zyklische Konzeptentwickler 
„Man fängt erst mal an, überlegt sich irgendwas, wie es ungefähr gehen könnte. Und 
dann macht man irgendwann los. Und dann klappt das sicherlich auch erstmal ne 
ganze Weile. Und irgendwann kommt man an Punkte, mit denen man eigentlich gar 
nicht so richtig zufrieden ist. Jetzt versucht man mit irgendwelchen Vehikeln, mit 
irgendwelchen Krücken, das Problem trotzdem erst mal hinzukriegen. Und aber 
irgendwann ist man dort an nem Punkt, wo man sagt: Also jetzt ist Schluss. .... Jetzt seh 
ich hier nicht mehr durch ... Und hat dann sicherlich auch schon im Hinterkopf ein 
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paar Gedanken…. Außerdem wird einem dann auch während der Arbeit erst klar, wo 
die Mängel des anfänglichen Konzepts gewesen sind. … Und teilweise führt das dann 
eben dazu, dass man also im Extremfall noch mal ein komplettes Re-Design machen 
muss.“ (I15,6,48ff.) 
Softwareentwickler, die pragmatisch zyklisch Konzepte entwickeln, orientieren sich in 
ihrer Arbeit an Effizienzkriterien: Der Kollege oder Kunde soll schnell eine Lösung 
sehen, ihr Quellcode soll so strukturiert sein, dass er in anderen Projekten ohne 
Schwierigkeiten wieder verwendet werden kann, das Ergebnis soll optimal für den 
Kunden sein. Nach einer ersten Diskussion ihrer Ideen entwerfen sie einen Prototyp. 
Die Erfahrungen, die sie bei der Umsetzung ihrer Ideen machen und die Reaktion der 
Anderen auf ihren Prototyp nutzen sie zur Verbesserung der Struktur des Quellcodes. 
Auf diese Weise entsteht in mehreren Zyklen von Diskussion und Realisierung ihr 
Quelltext. Er weist eine klare und für Kollegen verständliche Objektstruktur auf, so 
dass er auch von ihnen wieder verwendet werden kann. Die zusätzlichen Operationen, 
die durch die Strukturierung erforderlich werden, reduzieren die Leistungsparameter 
des Quellcodes geringfügig. Konzeptentwickler organisieren sich ihren Arbeitstag 
bewusst. Sie sorgen für ungestörte Arbeitsphasen, orientieren sich bei der 
Aufgabenauswahl aber auch an ihren Befindlichkeiten und sind offen für Anfragen 
anderer. Sie arbeiten dann gern mit anderen zusammen, wenn diese mit der Thematik 
vertraut sind und von ihnen als fachlich kompetent eingeschätzt werden. Das sind in 
der Regel die Kollegen, die einen Arbeitsstil ausgeprägt haben, der dem ihren ähnlich 
ist. 
Der (sich) absichernde lineare Konzeptentwerfer 
„Weil das Pflichtenheft auch die Basis ist, um sich zu verständigen. …Du schreibst das 
auf, wie du das machen würdest, wie du das Problem siehst, wie du das realisieren 
würdest. Und der Kunde kann dann anhand des Pflichtenheftes sehen: Ja. Das ist 
genau das, was ich will. Oder: Der hat da irgendwas falsch verstanden.“ (I17, S. 8, 
56ff.) 
Softwareentwicklern, die absichernd linear Konzepte entwerfen, ist es wichtig, sich in 
ihrer Arbeit durch die Verwendung von Methoden, das zu Rate ziehen von Kollegen 
und Kunden abzusichern. Sie entwickeln ihre Softwarekonzepte von der Analyse der 
Anforderungen bis zur Dokumentation, wie es in phasenorientierten Modellen 
vorgesehen ist. Sie entwerfen komplexe und für Kollegen z.T. schwer verständliche 
Objektstrukturen, die auch dann Bestand haben sollen, wenn sich später Änderungen 
ergeben. Durch ihr Vorgehen entsteht funktionierender Quellcode erst relativ spät im 
Entwicklungsprozess. Stellen sich dann nicht reproduzierbare Fehler ein, gerät ihre 
Zeitplanung aus den Fugen. Wichtige Arbeitsergebnisse und Entscheidungen halten 
diese Entwickler schriftlich fest. Ihre Vorüberlegungen bilden die Grundlage für ihre 
inhaltliche und zeitliche Planung, mit der sie ihre Arbeit rational organisieren. Die 
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Zusammenarbeit mit Kollegen und Kunden ist für diese Entwickler von hohem Wert, 
auch in solchen Fällen, wo diese einen anderen Arbeitsstil pflegen. 
Der maschinenorientierte experimentelle Codeoptimierer 
„Das misst du doch selber vorneweg schon aus. Du spielst ja selber damit rum. Wie 
gut es geht. Und grad beim Algorithmus- wird immer Zeiten gemessen…. Na„ 
letztendlich, ja, tu ich z.B. noch in Prozessortakten rechnen und denken und in 
Assembler-Befehlen. Ab und zu. Natürlich. Da, wo es notwendig ist.“ (I7,17,44f.) 
Softwareentwickler, die maschinenorientiert und experimentell Code optimieren haben 
das Ziel, Software zu schreiben, die besonders schnell und speicherplatzsparend Daten 
verarbeitet. Sie erreichen das, indem sie versuchen, wie die Maschine zu denken und 
immer wieder darauf zu achten, dass Algorithmen effizient in diesem Sinne 
funktionieren. Finden sie nicht sofort eine zufriedenstellende Lösung, experimentieren 
sie so lange, bis die Lösung ihren Vorstellungen entspricht. Objektstrukturen halten sie 
für ineffizient. Eine funktionale Strukturierung reicht ihnen aus. So können sie auch die 
Spezifika der Hardware und der Systemsoftware besser manipulieren und Algorithmen 
effizient in ihrem Sinne gestalten. Sie arbeiten ohne expliziten Plan je nach 
persönlichen Erfordernissen oder unternehmensseitigen Vorgaben. Sie arbeiten am 
liebsten allein, brauchen jedoch Kollegen in Phasen geringer Motivation und zur Suche 
nach Fehlern, die sie selbst nicht mehr sehen. 
3.2 Die Zusammenarbeit im Unternehmen 
Softwareentwickler prägen durch ihren Arbeitsstil den Quellcode und seine 
Eigenschaften. Jene Softwareentwickler bzw. Ingenieure, die im Unternehmenskontext 
die Geschäftsführerposition wahrnehmen, entwickeln ergänzend auch in Bezug auf ihre 
Geschäftsführungstätigkeit einen eigenen Stil. Sie haben aufgrund ihrer formalen 
Funktion und den ihnen damit zur Verfügung stehenden Ressourcen großen Einfluss 
auf die Art und Weise der Zusammenarbeit im Unternehmen und der Zusammenarbeit 
mit Kunden. Von ihren letztgenannten Fähigkeiten hangt es ab, in welchem 
Anwendungsbereich die Software eingesetzt wird5. 
In den kleinen Unternehmen treffen Softwareentwickler aufeinander, die ähnliche und 
unterschiedliche Arbeitsstile pflegen. In den Fällen, in denen Personen einen ähnlichen 
Arbeitsstil entwickelt haben, gestaltet sich die Zusammenarbeit unkompliziert. Es 
besteht – meist ohne viele Worte – Übereinstimmung in der Wahl von Methoden und 
Techniken bei der Softwareentwicklung. Die Zusammenarbeit wird als konstruktiv 
empfunden und Synergieeffekte werden genutzt. In den Fällen, in denen Personen 
unterschiedliche Arbeitsstile entwickelt haben, prägen Konflikte die Zusammenarbeit. 
                                                 
5 Vgl. zu Kooperationsmustern der Geschäftsführer [KrSi05]. 
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Zentrale Felder der Auseinandersetzung sind, welches Vorgehen, welche Ziele, 
Methoden und Techniken bei der Softwareentwicklung für die Gruppe gültig sein soll. 
Am Beispiel der Vorgehensweise illustrieren das folgende zwei Interviewausschnitte: 
„Ich zweifle dem <Herrn Schmied> seine Kompetenz nicht an, was diese 
Grundroutinen und dass er die optimiert und schnell macht, zweifel ich gar nicht an. 
Aber ich bin eben anderer Meinung und zweifel seine Kompetenz an, was jetzt in Bezug 
auf objektorientierte Programmierung, so richtige so ne kultigen Konzepte eben. … 
Dass er sich so was ausdenken könnte. Und dann hab ich immer zu kämpfen, dass er 
das dann auch einsetzt.“ (I8,52,39ff.) 
„Ich hab dann bloß gesagt: Ich hab das Gefühl, wenn wir jetzt auf der Strecke so 
weiter machen, kommen wir in Teufels Küche. … Da stand dann Meinung gegen 
Meinung. … Und hatte dann auch ganz grob irgendwie Konzepte vorgeschlagen, wie 
man es anders lösen kann. Da hatten wir uns nämlich alle viere zusammengesetzt. Das 
war ne richtig heiße Diskussion. … Ich hab mein Konzept zwar nur auf dem Papier 
gehabt … aber das haben alle verstanden. … Und der Albert konnte sein Konzept nicht 
erklären. … Das hat niemand begriffen. … Und dann sind wir dort so 
auseinandergegangen.“ (I15,9,9ff.) 
Die Lösung solcher Konflikte im Unternehmensalltag wird wesentlich von der 
Arbeitsweise der Geschäftsführer bestimmt. Ihre Meinung hat ein besonderes Gewicht, 
denn ihnen stehen aufgrund ihrer Funktion und ihrer Aufgaben Informationen zur 
Verfügung, die von entscheidender Bedeutung für die Entwicklung des Unternehmens 
sind. Sie nutzen diesen Einfluss, reflektierten ihn jedoch nicht. Das hat zur Folge, dass 
Sichtweisen auf die Problemlagen, die von ihren abweichen, nicht offen diskutiert 
werden. Daraus resultiert eine einseitige Betrachtung, weil Mitarbeiter mit anderer 
Meinung sich an der Diskussion nicht beteiligen. „Das waren dann eingefahrene Strukturen. Da hat 
er eben geredet und da drauf hat auch jeder gewartet und: Der entscheidet das schon.“ (I16, S. 22, 15f.) Es gibt 
jedoch auch Mitarbeiter, die ihre abweichende Position engagiert vertreten (s. Zitat I15, 
9, 9ff.). 
In beiden Situationen nutzen Geschäftsführer ihren Einfluss und fällen unbewusst oder 
bewusst Entscheidungen, ohne auf die Vorstellungen ihrer Mitarbeiter einzugehen. 
Passiert das häufig, ziehen sich Mitarbeiter auf ihren Arbeitsbereich zurück und 
beschränken die Zusammenarbeit auf ein Minimum. “Wir haben strenge Arbeitsteilung fachlich.“ 
(I8, S. 49, 21ff.) Über einen längeren Zeitraum führen solche Konfliktlösungen zu 
Motivationsverlusten, inneren und später auch realisierten Kündigungen. 
4 Diskussion 
Softwareentwickler und Geschäftsführer kreieren einen bestimmten Stil, der sich auch 
in ihrer alltäglichen Arbeit zeigt. Er erleichtert ihnen die Bewältigung der alltäglichen 
Herausforderungen in der Arbeit, indem er die Art und Weise ihres Arbeitsbezuges 
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strukturiert. Sie entwickeln Praktiken, die ihnen bei der Lösung von Aufgaben 
(Vorgehen), aber auch bei der Arbeitsorganisation und der Zusammenarbeit helfen. Der 
Arbeitsstil der Softwareentwickler offenbart sich im Quellcode und seinen 
Eigenschaften. Der Arbeitsstil der Geschäftsführer beeinflusst die Art und Weise der 
Zusammenarbeit im Unternehmen und mit Kunden und damit den Anwendungsbereich 
der Software. 
Arbeitsstile sind ein relativ dauerhaftes Konstrukt. Sie ändern sich nicht vollständig, 
auch wenn Softwareentwickler sich bemühen, ihre Arbeitsweise den Gepflogenheiten 
im Unternehmen bzw. autoritären Entscheidungen des Geschäftsführers anzupassen. 
Ein Geschäftsführer ist gut beraten, wenn er in seinen Entscheidungen die Interessen 
der Mitarbeiter berücksichtigt und Arbeitsaufgaben entsprechend der personalen 
Arbeitsstile verteilt. Jeder Arbeitsstil hat seine spezifischen Vor- und Nachteile, die es 
im Sinne des Unternehmens zu nutzen gilt. So ist es beispielsweise wenig ratsam, 
einem Codeoptimierer die Systemarchitektur zu überlassen. Seine Ansichten im 
Hinblick auf die Performanz des Systems können aber sehr wohl für die Verbesserung 
von Strukturen wertvoll sein. 
Die Lösung von Konflikten zwischen Personen mit unterschiedlichen Arbeitsstilen 
setzt voraus, dass die Personen in der Lage sind, den eigenen Arbeitsstil und den der 
anderen zu reflektieren und zu akzeptieren. Dann können Softwareentwickler und 
Geschäftsführer optimale Lösungen für Konflikte finden und die Stärken von 
Mitarbeitern nutzen, anstatt permanent ihre Schwächen im Blick zu haben. Dann sind 
Mitarbeiter möglicherweise auch gewillt, mit ihrem Arbeitsstil zu experimentieren und 
bewusst einzelne Stilelemente zu variieren – also andere Vorgehensweisen 
auszuprobieren. 
Im Hinblick auf die Software gibt es keinen Arbeitsstil, mit dem alle Wünsche, sowohl 
die der Kunden, als auch die des Unternehmens, erfüllt werden können. Nutzer 
wünschen sowohl schnelle als auch leicht verständliche als auch leicht anpassbare 
Software. Softwareentwickler wünschen geniale und widerverwendbare Lösungen. All 
diese Wünsche sind widersprüchlicher Natur und die Vervollkommnung in eine 
Richtung bringt Nachteile in eine andere. Das praktisch realisierbare Optimum liegt 
dort, wo sich die Mitarbeiter in Reflexion ihres spezifischen Arbeitsstils und mit den 
Kunden auf Lösungen verständigen, in denen Konflikte konstruktiv gelöst und nicht 
autoritär entschieden werden. 
Im innerdeutschen Vergleich zeigt sich, dass die Technologieförderprogramme in den 
neuen Bundesländern die Gründung von kleinen Unternehmen ermöglichten, die sich 
auf die Entwicklung von Produkten konzentrierten. Das war in den alten 
Bundesländern nur eingeschränkt möglich [HeSi01]. Zudem zeigt sich bei den 
Geschäftsführern in den neuen Bundesländern ein breiteres Spektrum an 
Kooperationsmustern, die auf die Spezifika in der gesellschaftlichen Entwicklung 
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zurückzuführen sind [Kr05]. Auch bei den Arbeitsstilen deuten sich regionale 
Besonderheiten im Hinblick auf die Häufigkeit des Auftretens bestimmter Stile an. 
5 Schlussfolgerungen 
Modelle und Methoden für die Organisation von Softwareentwicklungsprojekten 
strukturieren in dieser oder jener Art den Entwicklungsprozess. Die identifizierten und 
in ihren Dimensionen beschriebenen Arbeitsstile zeigen ebenfalls eine mehr oder 
weniger ausgeprägte Affinität zu Strukturierungen (Dimension Quellcode).  
Am Beispiel der hier beschriebenen Idealtypen bedeutet das: Codeoptimierer stehen 
Prozessstrukturierungen skeptisch gegenüber und halten sie für kontraproduktiv für den 
Softwareentwicklungsprozess. Der Konzeptentwickler und der Konzeptentwerfer 
unterscheiden sich in ihren Präferenzen im Hinblick auf die Strukturierungsart. 
Konzeptentwickler mögen Methoden, die den Entwicklungsprozess so strukturieren, 
dass er genügend offen ist für Strukturerfordernisse aus der Beschäftigung mit der 
Sache heraus. Konzeptentwerfer möchten im Vorfeld wissen, wie der Prozess abläuft. 
Ähnliche Zusammenhänge lassen sich auch zwischen den anderen Dimensionen der 
personalen Arbeitsstile: den Arbeitszielen, dem Vorgehen, den Planungserfordernissen 
(Dimension Arbeitsorganisation), dem Erfordernis zur Zusammenarbeit herstellen. 
Auch Methoden unterstützen diese oder jene Ziele, Vorgehensweisen, Arten der 
Planung und Zusammenarbeit. 
Für den Arbeitsalltag in Softwareunternehmen ist es eine Herausforderung, 
Passfähigkeit zwischen den Arbeitsstilen ihrer Mitarbeiter und den verwendeten 
Methoden herzustellen, insbesondere vor dem Hintergrund, dass Mitarbeiter 
unterschiedliche Arbeitsstile entwickelt haben. 
Bei unterschiedlichen Arbeitsstilen bleiben Konflikte nicht aus. Sie verdeutlichen die 
Vielfältigkeit, mit der Arbeitsweisen, Entwürfe, Probleme etc. gesehen werden können. 
Konfliktlösungen liegen nicht einfach auf der Hand. Sie müssen sich in den 
Diskussionen der Vor- und Nachteile der unterschiedlichen Herangehensweisen erst 
zeigen. Führung im Sinne einer „promotive control“ ([Scho99], [Kl04]), einer 
Einflussnahme von Führungspersonen in Übereinstimmung mit den Interessen der 
Geführten, gewinnt an Bedeutung. 
Für empirische Arbeiten in der Softwaretechnik, die gezielt einzelne Zusammenhänge 
zwischen Softwareentwicklern, Arbeitsweisen und Technologien untersuchen, bietet es 
sich an, Stil als Unterscheidungskriterium zwischen Softwareentwicklern einzuführen. 
Allerdings bedarf es noch weiterer Überlegungen, wie die Dimensionen der Arbeitsstile 
in mess- und kontrollierbare Größen transformiert werden. Eine diesbezügliche 
Reflektion bringt sowohl Wissenschaftler als auch Praktiker in Forschung und Lehre 
weiter. 
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Kooperative Beziehungen von 
endogenen Akteuren als zentrale 
Momente wirtschaftlicher 
Regionalentwicklung 
Mandy Kräuter und Andrea Sieber 
Zusammenfassung Kleine Unternehmen der Softwarebranche sind wichtige 
Elemente regionaler Innovationssysteme. Geschäftsführer als die endogenen 
Akteure dieser Unternehmen stehen im Zentrum der hier beschriebenen 
Analyse. In jeweils fünf Fallstudien in vier Regionen haben wir ihr 
kooperatives Handeln untersucht. Dabei wird deutlich, dass 
unternehmerische Kooperation und soziale Beziehungen zusammen gehören. 
Kooperatives Handeln endogener Akteure lässt sich anhand von vier 
typischen Mustern beschreiben. Die Muster unterscheiden sich anhand der 
Bedeutung, welche die Akteure kooperativen Aktivitäten beimessen und 
welches wirtschaftliche Risiko sie dafür eingehen. Zudem beeinflussen 
regionale Rahmenbedingungen kooperatives Handeln. Unternehmerisches 
Tätigsein und insbesondere die Gründung eines Unternehmens in einer 
bestimmten Region setzt jedoch in jedem Fall voraus, dass die endogenen 
Akteure in dieser Region wirtschaftlich bedeutsame soziale Kontakte 
entwickeln konnten. Die weitere unternehmerische Entwicklung ist dann 
davon geprägt, dass die endogenen Akteure über die Region hinausreichende 
soziale Beziehungen entwickeln können. 
1 Einleitung 
Vor dem Hintergrund der zunehmenden wirtschaftlichen Globalisierung setzen sich 
Experten seit einigen Jahren mit Handlungsstrategien auseinander, die zur Sicherung 
der Wettbewerbsfähigkeit von Unternehmen und damit zur wirtschaftlichen Prosperität 
von Regionen beitragen. Zwei wesentliche Strategien sind die Hervorbringung von 
Innovationen in technischen und organisatorischen Bereichen und die Vernetzung 
regionaler Akteure. Die Gesamtheit der regionalen Akteure und ihre Zusammenarbeit 
werden als regionales Innovationssystem bezeichnet (vgl. u.a. Fritsch 2000). Dahinter 
steht die Annahme, dass wirtschaftliche Leistungsfähigkeit und Innovationen immer 
weniger durch lokale Ressourcen, günstige Transaktionskostenbedingungen und 
Spezialisierungen herstellbar sind, sondern dass sie zunehmend durch 
Kommunikations- und Kooperationsnetzwerke erzeugt werden (vgl. 
Braczyk/Heidenreich 2000). 
157
 Die wirtschaftliche Entwicklung einer Region ist dabei jedoch ein historischer Prozess. 
Er ist geprägt von der sich verändernden Bedeutung von regional ansässigen, sich neu 
niederlassenden bzw. insolvent werdenden Unternehmen. Bestimmte Unternehmen der 
Region verlieren an wirtschaftlicher Bedeutung, die anderer bleibt stabil oder nimmt 
zu. Die wirtschaftliche Bedeutung von Unternehmen hängt eng mit der Dynamik der 
jeweiligen Märkte zusammen. Die zunehmende Internationalisierung der Wirtschaft 
stellt Unternehmen und damit auch Regionen vor die große Herausforderung, auf diese 
Dynamik zu reagieren, um ihre wirtschaftliche Wettbewerbsfähigkeit zu erhalten bzw. 
möglichst zu steigern. Das gilt insbesondere für kleine Unternehmen, die nur einen 
Bruchteil des Marktes abdecken und deshalb anfälliger sind für Veränderungen am 
Markt. 
Ein eindrückliches Beispiel für die Dynamik von Märkten, mit der Unternehmen heute 
konfrontiert sind, ist die Softwarebranche. In historisch kurzer Zeit stieg die 
wirtschaftliche Bedeutung von Unternehmen dieser Branche für Regionen. Software 
spielt mittlerweile bei der Herstellung von fast jeder Dienstleistung und jedem Produkt 
eine Rolle. Trotzdem verläuft die Entwicklung dieser Branche nicht linear. Ende der 
90er Jahre gelang es vielen der existierenden bzw. gegründeten Unternehmen nicht, 
sich am Markt zu halten bzw. zu etablieren. Kunden waren kritischer geworden und 
ließen sich nicht von faszinierenden technischen Ideen verleiten. Heute ist die 
Softwarebranche wieder ein zukunftsorientierter, innovativer Arbeitsbereich mit 
zentraler Bedeutung für die wirtschaftliche Entwicklung. Die Unternehmen der 
Branche stehen jedoch vor der schwierigen Aufgabe, technisch innovativ und 
ökonomisch erfolgreich den sich wandelnden Anforderungen von Kunden gerecht zu 
werden. 
Betrachtet man jene Unternehmen, deren hauptsächlicher Unternehmensinhalt die 
Entwicklung und Anpassung von Software und damit verknüpfter Dienstleistungen ist, 
dann ist die Softwarebranche sowohl in Deutschland als auch in den USA von kleinen 
und jungen Unternehmen geprägt (vgl. Projektgemeinschaft 2000, Hofmann 2001)1. In 
Deutschland haben 77% solcher Softwareunternehmen weniger als 10 Mitarbeiter und 
sind nicht älter als fünfzehn Jahre. In den USA beschäftigen 56% der 
Softwareunternehmen bis zu 30 Mitarbeiter. 15% der Softwareunternehmen in den 
USA beschäftigen 100 Mitarbeiter und mehr. In Deutschland haben lediglich 7% der 
Unternehmen mehr als 50 Mitarbeiter (Projektgemeinschaft 2000). Im prozentual 
höheren Anteil mittlerer und größerer Unternehmen in den USA schlägt sich nieder, 
dass die Mehrzahl der „Global Players“ wie u.a. Microsoft, IBM, SUN und Hewlett-
Packard in den USA zu finden sind. Trotz allem ist in beiden Ländern die Anzahl 
                                                 
1 Betrachtet man Unternehmen, in denen Softwareentwicklung lediglich Bestandteil von Produkten oder 
Dienstleistungen ist (Automobilbranche, Finanzdienstleister etc.), dann bestimmen mittlere und große, 
ältere Unternehmen das Bild. 
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 kleiner Unternehmen in der Branche beeindruckend. Das heißt, kleine Unternehmen 
tragen in der Softwarebranche wesentlich zu den wirtschaftlichen Aktivitäten einer 
Region bei. Sie sind – sofern sie mit anderen Unternehmen oder Institutionen 
zusammenarbeiten – Bestandteil des regionalen oder nationalen Innovationssystems.  
Bei der Beschreibung von Innovationssystemen in wissenschaftlichen Beiträgen (vgl. 
u.a. Fritsch 2000, Hall/Soskice 2001) bleiben jedoch die Elemente und die 
Beziehungen dieser Elemente untereinander notwendigerweise abstrakt. In diesem 
Beitrag werden im Gegensatz dazu die konkreten Vernetzungsaktivitäten von 
endogenen Akteuren im Hinblick auf ihre strukturierende Wirkung für regionale bzw. 
nationale Innovationssysteme untersucht. Wir fragen, in welcher Art und Weise 
endogene Akteure mit ihrem Handeln Innovationssysteme und damit wirtschaftliche 
Strukturen von Regionen bzw. Nationen beeinflussen. Dabei gehen wir von einer 
strukturierenden Wirkung individuellen Handelns in zweifacher Hinsicht aus. Es 
rekonstruiert vorhandene Strukturen und verändert sie dabei gleichzeitig (vgl. Giddens 
1984). 
Um Einblick in die Vernetzungsaktivitäten kleiner Unternehmen zu erhalten, 
analysierten wir in jeweils zehn Fallstudien in kleinen deutschen bzw. amerikanischen 
Softwareunternehmen das Kooperationshandeln von Geschäftsführern.2 Die 
Geschäftsführer und ihre Vernetzungsaktivitäten werden als besonders einflussreich 
angesehen. Sie sind die endogenen Akteure kleiner Unternehmen im Sinne von 
Schwarz (1999). Sie rekonstruieren in ihrem Kooperationshandeln die regional bzw. 
national spezifischen Bedingungen innovativen Wirtschaftens. Gleichzeitig wird 
deutlich, dass die in ihrem Handeln rekonstruierten Strukturen individuell verschieden 
sind. Daraus lassen sich Muster und Bedeutungsebenen individuellen kooperativen 
Handelns ableiten. Die Akteure kreieren dabei nach einem bestimmten Prinzip Räume 
wirtschaftlichen Handelns, die mit regionalen Wirtschaftsräumen nicht zwangsläufig 
konform sind. Genau dort liegt der verändernde Einfluss, den sie auf Regionen, aber 
auch Nationen ausüben. 
Im Abschnitt „Forschungsstand“ werden jene sozialwissenschaftlichen Ansätze 
aufgeführt, die sich (z. T. branchenspezifisch) mit nationalen bzw. regionalen 
Innovationssystemen und Vernetzung beschäftigen. Im Abschnitt „Forschungsdesign“ 
werden Gegenstandsbereich, Fragestellungen, Ziele und Methode der hier vorgestellten 
Studie expliziert. Im Abschnitt „Muster und Bedeutungsebenen kooperativen Handelns 
endogener Akteure“ werden Kooperationsmuster von Geschäftsführern kleiner 
Softwareunternehmen und Bedeutungsebenen ihres kooperativen Handelns im 
                                                 
2 Die Untersuchung fand im Rahmen des von der VW-Stiftung geförderten Forschungsprojektes 
„Innovative Contexts – The Social Embeddedness of Small Software Companies“ statt. Es wurde im 
Schwerpunkt „Innovation in Wirtschaft und Gesellschaft“ unter Aktenzeichen II/78 383 bis 2007 
gefördert. 
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 Überblick dargestellt. Hier zeigen sich wichtige Praktiken der Re-Konstruktion von 
Innovationssystemen. Im Abschnitt „Vergleiche“ wird das kooperative Handeln der 
Geschäftsführer in den jeweiligen Regionen in seiner individuell re-konstruierenden 
und dabei Wirtschaftsraum kreierenden Wirkung vorgestellt. Diese Darstellung des 
kooperativen Handelns erfolgt im Vergleich zwischen den untersuchten Regionen und 
Ländern. Abschließend werden die generellen Erkenntnisse aus den Fallstudien 
resümiert. 
2 Forschungsstand 
Arbeiten zur Struktur regionaler und nationaler Innovationssysteme benennen folgende 
Elemente und Beziehungen als wesentlich für erfolgreiches wirtschaftliches Handeln: 
private Unternehmen, öffentlich finanzierte Forschungs- und Transfereinrichtungen, 
das Bildungssystem, das Arbeitskräftepotenzial, die rechtlichen und sonstigen 
institutionellen Rahmenbedingungen sowie die staatliche Politik (vgl. Fritsch 2000). 
Die Elemente nehmen bestimmte Funktionen wahr und tragen in ihrem Zusammenspiel 
maßgeblich zum Funktionieren des Innovationssystems bei (ebd.). Akteure lassen sich 
in solchen Ansätzen nur ausmachen, wenn man einen sehr breiten Akteursbegriff 
zugrunde legt, der Personen und Artefakte einschließt3. Trotz allem liefern solche 
Ansätze Hinweise darauf,  welche personalen Akteure und institutionellen 
Rahmenbedingungen relevant für den wirtschaftlichen Erfolg von Regionen und 
Nationen sind. 
In Forschungsarbeiten speziell zu nationalen Innovationssystemen wird der Einfluss 
von national-institutionellen Strukturen auf die Innovationsstrategien von Unternehmen 
analysiert. Diese Rahmenbedingungen wirtschaftlichen Handelns unterscheiden sich in 
Deutschland und in den USA. Diese Unterschiede resultieren aus den verschiedenen 
Wirtschaftsordnungen der beiden Länder. Deutschlands Wirtschaftsordnung wird von 
Hall und Soskice (2001) als soziale Marktwirtschaft bezeichnet, die 
Wirtschaftsordnung der USA als liberale Marktwirtschaft. Diese Unterschiede wirken 
sich auch auf Unternehmen der Softwarebranche aus. Die Analysen von 
Casper/Lehrer/Soskice (1999) legen nahe, dass die politische Wirtschaftsordnung in 
Deutschland die Entwicklung kundenspezifischer Softwarelösungen und damit 
inkrementelle Innovationen befördert. Nach Vitols (2001) werden sie in Unternehmen 
entwickelt, die sich durch Eigenkapital oder Bankkredite finanzieren und in denen die 
Gründer ihre dominante Entscheidungsposition ausbauen. Die politische 
Wirtschaftsordnung in den USA befördert demgegenüber die Entwicklung von 
Standardsoftware und damit radikale Innovationen (vgl. Casper/Lehrer/Soskice 1999). 
                                                 
3 Vgl. dazu die Actor-Network-Theory (Latour 2005). In diesem Beitrag wird der Akteursbegriff jedoch 
im Bezug zu Personen bzw. Personengruppen gebraucht. 
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 Sie werden mit Hilfe von Unternehmen entwickelt, die sich mit Risikokapital 
finanzieren. In diesen Unternehmen bestimmen die Risikokaptial-Geber bzw. ihre 
Vertreter über die Strukturen und Arbeitsweisen der Unternehmen (vgl. Vitols 2001). 
Konzepte zu nationalen Innovationssystemen vernachlässigen regionale Unterschiede 
(Henninger 2004). Forschungsarbeiten zu regionalen Innovationssystemen (vgl. z.B. 
Lundvall 1992, Edquist 1997, Braczyk/Heidenreich 2000, Tödtling 2002) weisen 
jedoch regional spezifischen Vernetzungen zwischen Unternehmen und Organisationen 
eine besondere Bedeutung zu. Dahinter steht die Annahme, dass durch die 
Kooperationen von wirtschaftlichen und institutionellen Akteuren ein positiver Einfluss 
auf die „Akkumulierung, Neukombination, Weiterentwicklung und Konservierung 
technischen Wissens“ entsteht und dadurch Innovationen hervorgebracht werden 
(Braczyk/Heidenreich 2000). Als Beispiele werden u. a. die Textilbranche in 
Norditalien oder die metallverarbeitende Industrie in Baden-Württemberg genannt. Die 
wirtschaftlichen Erfolge dieser Regionen beruhen auf einer flexiblen Spezialisierung 
der Unternehmen, die durch den dort vorherrschenden hohen Grad an Vernetzung von 
Unternehmen untereinander und mit Institutionen entsteht (vgl. Weyer 2000).  
Mit der Analyse kooperativer Wirtschaftsbeziehungen, insbesondere in Regionen, 
beschäftigt sich die Netzwerkforschung (Fritsch 2000). Ihr Fokus liegt dabei 
hauptsächlich auf bereits existierenden Netzwerkbeziehungen und deren Bedeutung für 
die wirtschaftliche Entwicklung von Unternehmen und Regionen.  Partnerschaften 
zwischen Unternehmen werden in diesem Rahmen als strategische Beziehungen 
betrachtet, die eingegangen werden, um zum Zwecke einer gemeinsamen 
Zielerreichung gegenseitig Ressourcen auszutauschen (ebd.) und Kompetenzen zu 
bündeln (vgl. Wetzel et al. 2001). Stehen mehrere Unternehmen auf diese Art und 
Weise in Beziehung, dann wird von einem Unternehmensnetzwerk gesprochen 
(Corsten 2001). Nach Meinung dieser Autoren sind zudem sozialen Faktoren, wie z.B. 
Vertrauen und Face-to-Face-Kontakte bedeutsam für solche Partnerschaften. 
Die soziale Dimension von Wirtschaftsbeziehungen untersucht insbesondere 
Granovetter (1985). Er arbeitet heraus, dass kooperative Wirtschaftsbeziehungen in 
soziale Beziehungen bzw. soziale Beziehungsgeflechte (soziale Netzwerke) eingebettet 
sind. Er differenziert dabei zwischen „Strong Ties“ und „Weak Ties“. Als „Strong 
Ties“ bezeichnet Granovetter Beziehungen zwischen Personen, die durch häufige 
Kontakte, Reziprozität und emotionale Nähe charakterisiert sind. „Weak Ties“ sind für 
Granovetter dagegen Beziehungen, die auf gelegentlichen Kontakten beruhen. 
Granovetter hebt die besondere Bedeutung von „Weak Ties“ für wirtschaftliches 
Handeln hervor. Sie können – über die andere Person – Verbindungen zu anderen 
Netzwerken darstellen, denen eine Person selbst nicht angehört. Sie hat darüber jedoch 
Zugang zu für sie möglicherweise relevanten Informationen. „Weak Ties“ werden in 
diesem Sinne als nützlicher für die Entstehung von Innovationen angesehen. 
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 3 Forschungsdesign 
Forschungsansätze zu regionalen und nationalen Innovationssystemen sehen mit ihrer 
systemischen Perspektive in einem einzelnen Unternehmen ein Beispiel für ein 
Elements der Struktur, die für die Erzeugung von Innovationen eine wichtige Rolle 
spielt. Sie betrachten die Makroebene und blenden die Mikroebene aus. In ähnlicher 
Weise gehen Netzwerkansätze vor. Sie betrachten zwar die einzelnen am Netzwerk 
beteiligten Akteure bzw. Organisationen hinsichtlich ihrer Rolle und Funktionalität, 
untersuchen deren individuelle Handlungen jedoch nicht systematisch. Sie lassen 
insbesondere auch den konkreten Vorgang der Entstehung von Netzwerken 
unterbelichtet. 
Unsere Studie analysiert demgegenüber das Handeln von Geschäftsführern kleiner 
Softwareunternehmen und verankert sich damit auf der Handlungs- bzw. Mikroebene. 
Sie versucht im Sinne von Giddens Theorie der Strukturierung  (1995) eine Verbindung 
zur Makroebne zu schaffen. Giddens betont, das Akteure mit ihrem Handeln 
gleichzeitig die strukturellen Bedingungen ihres Handelns re-konstruieren. Dabei 
ermöglicht die Kontinuität sozialer Praktiken, dass Akteure Reflexivität entwickeln. 
Diese Reflexivität ist zugleich Chance und Bedingung für die Steuerung ihres 
Handelns. Die Möglichkeit der reflexiven Steuerung impliziert dabei für jeden 
handelnden Akteur die Macht, so oder anders zu handeln (ebd.). Akteure rekonstruieren 
in ihrem Handeln also bisher existierende Strukturen. Sie sind jedoch zugleich in der 
Lage, diese existierenden Strukturen zu verändern und in diesem Sinne neue Strukturen 
zu kreieren. 
Im Mittelpunkt der Untersuchung steht das kooperative Handeln von Geschäftführern 
kleiner Softwareunternehmen. Sie stellen für die Unternehmen eine Schlüsselfigur dar, 
haben sie doch entscheidenden Einfluss auf die Geschehnisse innerhalb des 
Unternehmens, aber auch auf die Kooperationsstrategien des Unternehmens mit 
Kunden, mit anderen Unternehmen oder mit Institutionen (vgl. Kräuter 2004, Sieber 
2008). Wir fragen danach, wie und wo Geschäftsführer kooperative Beziehungen ins 
Leben rufen und weiterentwickeln, welchen Einfluss Institutionen und 
Rahmenbedingungen auf ihre Art und Weise zu kooperieren haben. Um bezogen auf 
den Einzelfall, aber auch regional bzw. national kontrastierend vergleichen zu können, 
werden kleine Softwareunternehmen in der Technologieregion Karlsruhe und der 
Wirtschaftsregion Südwestsachsen in Deutschland, dem Research Triangel Raleigh-
Durham-Chapel Hill (NC) und dem Greater Seattle Area (WA) in den USA analysiert. 
Alle vier Regionen weisen bedeutsame wirtschaftliche Aktivitäten im technologischen 
Bereich auf. Die Aktivitäten werden jedoch national unterschiedlich bewertet. Zudem 
weisen die Regionen unterschiedliche historische Entwicklungen auf, auf welche die 
Interviewten auch Bezug nehmen. 
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 Für die Fallstudien wurden pro Region fünf Unternehmen mit weniger als 30 
Mitarbeitern anhand unternehmensstruktureller Unterschiede wie Alter und 
Arbeitsgebiet ausgewählt (vgl. dazu Kelle/ Kluge 1999). Generell deuten strukturelle 
Unterschiede auf Varianzen im Handeln der Personen hin. Damit ist es möglich, auch 
in einem kleinen Sample die Vielfalt möglicher Handlungsweisen in der Branche zu 
erfassen. Um Einblick in individuelle Handlungen und Deutungsmuster zu bekommen, 
wurden Methoden der qualitativen Sozialforschung zur Erhebung und Auswertung des 
Datenmaterials eingesetzt (vgl. u.a. Flick/von Kardorff/ Steinke 2000).  
Das Datenmaterial wurde mit Hilfe von Beobachtungen und leitfadenorientierten 
Interviews mit Schlüsselpersonen in den Unternehmen erhoben. Die Analyseergebnisse 
der Interviews mit den Geschäftsführern stehen in diesem Beitrag im Mittelpunkt. 
Zentrale Themen der Interviews waren neben dem Kooperationshandeln dieser 
Personen die Unternehmensgeschichte, das Arbeitsgebiet und der Prozess der 
Softwareentwicklung in den Unternehmen. Analysiert wurde das erhobene empirische 
Material in Anlehnung an die von Meuser und Nagel (1991) vorgeschlagene 
Auswertungsmethode (Transkription, Paraphrasierung, Thematischer Vergleich, 
theoretische Konzeptualisierung). Der Fokus der Auswertung lag auf der Analyse der 
Entstehung und Entwicklung von Kooperationsbeziehungen sowie der typischen 
Unterschiede zwischen dem Kooperationshandeln der Geschäftsführer.  
4 Ergebnisse 
Die Auswertung des empirischen Materials hat gezeigt, dass endogene Akteure in 
kleinen Unternehmen kooperative Beziehungen mit unterschiedlicher Bedeutung 
unterhalten. Sie sind mit Kooperationsaktivitäten verknüpft, die sich in ihrem Aufwand 
und damit ihrem wirtschaftlichen Risiko unterscheiden. Zudem entwickeln endogene 
Akteure unterschiedliche Muster, wenn man ihre kooperativen Handlungen in den 
Blick nimmt. Im Vergleich zwischen den Regionen und Nationen zeichnet sich ab, dass 
diese Handlungsmuster von gesellschaftlichen Bedingungen, die regional bzw. national 
spezifisch sind, beeinflusst werden. In den folgenden Abschnitten werden unsere 
diesbezüglichen Ergebnisse genauer dargestellt. 
4.1 Bedeutungsebenen kooperativer Beziehungen bei 
endogenen Akteuren 
Um das Bestehen und den wirtschaftlichen Erfolg des eigenen Unternehmens zu 
sichern, arbeiten die Geschäftsführer kleiner Softwareunternehmen auf unterschiedliche 
Art und Weise mit Unternehmenspartnern, Kunden und institutionellen Akteuren 
zusammen. Die Beziehungen basieren auf dem Prinzip des gegenseitigen Gewinns, 
wobei jeder seine Ressourcen zum Zwecke einer gemeinsamen Zielerreichung 
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 einbringt. Die Entstehung und Entwicklung kooperativer Beziehungen setzt 
gegenseitiges Vertrauen der Akteure voraus. Es wird langsam aufgebaut und muss im 
Laufe der Zusammenarbeit kontinuierlich erneuert werden. Die Untersuchung der 
kooperativen Beziehungen von Geschäftsführern kleiner Softwareunternehmen hat 
gezeigt, dass es vier Bedeutungsebenen kooperativer Beziehungen gibt, die mit jeweils 
unterschiedlichen Ausmaßen von Vertrauen und Ressourcenaufwendungen verbunden 
sind (Kräuter 2004). 
Ebene Kooperationsform Kooperationsinhalt 
a) Absichtserklärung Kommunikation einer Kooperations-
idee 
Ebene 1: 
Kooperations-
anbahnung 
(geringer Zeit- und 
Arbeitsaufwand) 
b) Informationsaustausch Sprechen über potentielle Kunden 
oder über technische Entwicklungen 
in der Branche 
Ebene 2: 
Kooperationstest 
(mittlerer Zeit- und 
Arbeitsaufwand) 
Gemeinsame Präsentation Sprechen über die Stärken und 
Schwächen der einzelnen 
Unternehmen, gemeinsame Suche 
nach Kunden 
a) Outsourcing bestimmter     
    Geschäftsbereiche 
Teilung der Arbeitsbelastung und 
von Fachwissen 
Ebene 3: 
einfache Kooperation 
(hoher Zeit- und 
Arbeitsaufwand) 
b) Ab- und Weitergabe von Teilen  
    eines Projektes oder einer     
    Dienstleistung  
Zugangsbildung zu einem Pool 
bestehend aus sich ergänzenden 
Qualifikationen und Fachwissen 
Ebene 4: 
komplexe 
Kooperation 
(sehr hoher Zeit- und 
Arbeitsaufwand) 
Teilung der Dienstleistung und der 
Produkte  
Je nach geforderten Kompetenzen, 
gemeinsame Bearbeitung von 
bestimmten Aufgaben aus Projekten 
Abbildung 1 Bedeutungsebenen kooperativer Beziehungen 
Das Vertrauen zwischen Partnern entsteht durch gemeinsame Handlungen, die von den 
Beteiligten positiv bewertet werden. Wird Vertrauen über einen längeren Zeitraum 
immer wieder gegenseitig reproduziert, steigt die Bereitschaft der Partner, mehr Zeit 
und Arbeitsaufwand zu investieren, also ein höheres wirtschaftliches Risiko 
einzugehen. Ein höheres wirtschaftliches Risiko ermöglicht Kooperation auf der nächst 
höheren Bedeutungsebene. Unternehmen in einem funktionierenden 
Unternehmensnetzwerk kooperieren dabei in der Regel auf Ebene 4. 
Geschäftsführer ohne oder mit negativen Kooperationserfahrungen haben weniger 
Vertrauen in kooperative Beziehungen und agieren auf Ebene 1 oder 2, sofern sie 
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 überhaupt kooperieren. Sie benennen zudem spezifische Bedingungen für ihrer 
Meinung nach erfolgreiche kooperative Beziehungen. In einem Fall setzten sie 
langjähriges Vertrauen und das gleiche Arbeitsgebiet voraus. Dieser Geschäftsführer 
könnte also nur mit einer ihm bereits bekannten Person kooperieren. Er gibt aber 
gleichzeitig an, dass es in seinem Bekannten- und Freundeskreis keine Person gibt, die 
auf dem gleichen Gebiet arbeitet. Ein anderer Geschäftsführer kooperierte nur, wenn er 
die Beziehung vertraglich absichern konnte. Unter diesen Bedingungen scheint eine 
Ausweitung kooperativer Aktivitäten nur schwer vorstellbar. Gleichzeitig verweisen 
diese Beispiele auf individuelle Handlungs- und Deutungsmuster. 
4.2 Muster kooperativen Handelns endogener Akteure 
Das Kooperationshandeln der Geschäftsführer ist von ihrer Sozialisation beeinflusst. 
Relevant sind insbesondere ihre Erfahrungen mit kooperativen Beziehungen zu 
wirtschaftlichen Partner, die keine Kunden sind sowie ihr Bedürfnis nach sozialer 
Sicherheit, dass sich in der Nutzung bestimmter Arten von Beziehungen (vgl. 
Granovetter 1985) und in unterschiedlich hohen Anforderungen an neue kooperative 
Beziehungen zeigt. Anhand des erhobenen Datenmaterials lassen sich vier 
verschiedene Kooperationsmuster4 identifizieren. Sie sind im Folgenden mit Zitaten 
illustriert zusammenfassend dargestellt (für eine ausführliche Beschreibung vgl. 
Kräuter 2004). 
Muster „Nicht Aktiv“: Geschäftsführer, die nach diesem Muster handeln, haben keine 
ökonomisch relevanten Beziehungen zu anderen wirtschaftlichen Akteuren. Sie haben 
wenig oder keine Kooperationserfahrungen und können nicht oder nur schwer 
Vertrauen zu anderen wirtschaftlichen Akteuren entwickeln. Selbst 
Kundenbeziehungen und Mitarbeiterbeziehungen beruhen hauptsächlich auf „Strong 
Ties“ (Familienmitglieder und Freunde). Sie sehen keine Möglichkeit einer 
ökonomisch vorteilhaften Kooperation:„ Es hat sich herausgestellt ..., dass es[das 
Produkt] eigentlich vor Ort kein Fremder einfach mal so herstellen und vorstellen 
kann. ... Das ist wirklich unmöglich.“ 
Muster „Kontrolltyp“: Geschäftsführer mit diesem Kooperationsmuster verankern ihr 
Unternehmen mit „Strong Ties“. Sie pflegen nur wenige Beziehungen zu anderen 
wirtschaftlichen Akteuren. Die kooperativen Beziehungen, die sie unterhalten, sind 
vertraglich geregelt. Mit einem Vertrag fühlen sie sich geschützt vor 
Vertrauensmissbrauch durch eigennützige und unehrliche Partner und damit 
verbundenem ökonomischem Schaden. Kooperationen zu Inhalten, die sich vertraglich 
                                                 
4 Die dargestellten Handlungsmuster sind idealtypische Konstruktionen. Sie sind in ihrer Reinform in 
der Praxis nicht zu finden. Die tatsächlichen Kooperationshandlungen der Geschäftsführer weisen in der 
Praxis eine mehr oder weniger große Nähe zu diesen Mustern auf. Zudem gibt es Mischformen. 
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 kaum regeln lassen, wie bspw. der Austausch von Informationen, vermeiden sie: „Und 
der andere versucht mich auszuschalten, denn wenn er den Kunden ganz haben will, 
muss er mich auch ganz ausschalten. Und dann wird er nicht mit mir die andere Hälfte 
noch machen, sondern sucht sich einen anderen Partner.“  
Muster „Partizipator“: Dieser Geschäftsführer hat typischerweise positive 
Erfahrungen mit ökonomisch relevanten Kooperationen gemacht. Durch diese 
Erfahrungen sieht er die Vorteile von kooperativen Beziehungen und kann Vertrauen in 
sie entwickeln. Seinen Kooperationen liegen „Weak Ties“ zu anderen – ihm vorher 
unbekannten - Unternehmern zugrunde. Charakteristisch für ihn ist, dass er 
Kooperationsangebote von potentiellen Partnern annimmt, die ihm vorteilhaft 
erscheinen und relativ wenig Zeit und Aufwand erfordern. Er trägt zum Erfolg von 
Kooperationen bei, initiiert selbst jedoch keine Kooperationen: „Meistens ist es so, die 
identifizieren den Bedarf, die wissen, wir können das und dann geben sie uns den Tipp 
und dann kriegen die entweder von uns etwas dafür oder die kriegen auch Anteile an 
dem Auftrag.“ 
Muster „Initiator“: Geschäftsführer, die nach diesem Muster kooperieren, haben viele 
kooperative Beziehungen zu anderen wirtschaftlichen Akteuren. Sie beruhen sowohl 
auf „Strong Ties“ als auch auf „Weak Ties“ und umfassen alle Bedeutungsebenen 
kooperativer Beziehungen. In der Regel sind sie auch in professionelle 
Netzwerkstrukturen eingebunden. Sie besitzen zahlreiche, mehrheitlich positive 
Kooperationserfahrungen und haben deshalb Vertrauen in Kooperation entwickelt. 
Davon ausgehend erscheint ihnen Kooperation als eine Möglichkeit, das eigene 
Geschäft zu sichern und zu verbessern. Deshalb initiieren sie bewusst Partnerschaften. 
„Und wir haben festgestellt in den Gesprächen nach außen, dass es viel einfacher ist, 
mit so einem Netzwerk loszuziehen und zu sagen: Ich kann das alles. Aber es wirkt 
dadurch glaubwürdig, [...]. Das ist eine Frage der Glaubhaftigkeit, die wir damit lösen 
konnten.“ 
4.3 Endogene Akteure im innerdeutschen Vergleich 
Die Softwarebranchen der im Rahmen dieses Forschungsprojektes untersuchten zwei 
Regionen in Deutschland unterscheiden sich hinsichtlich ihrer nationalen Bedeutung. 
Die Softwarebranche der Technologieregion Karlsruhe wird nach der von München 
und Stuttgart als eine der innovativsten Deutschlands angesehen (vgl. ISI 2000). 
Beispielsweise sind einige bekannte Internetdienstleister (Yellow, ...) dort angesiedelt. 
Möglicherweise hat darauf auch die unmittelbare Nähe von SAP, einem der wenigen 
großen deutschen Unternehmen der Branche mit internationaler Bedeutung, einen 
Einfluss. Die nationale Bedeutung der Unternehmen der Softwarebranche in der 
Wirtschaftsregion Südwestsachsen ist damit jedoch nicht vergleichbar. Vielmehr 
handelt es sich bei dieser Region im empirischen Sinne um einen Kontrastfall, auch 
wenn die Branche in der Region durchaus zentrale Bedeutung hat. 
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 Bezogen auf Innovationssysteme und ihre Struktur lassen sich in beiden Regionen 
Gemeinsamkeiten feststellen: Sie besitzen eine Reihe von Bildungs- und 
Forschungseinrichtungen, die mit ihrem Potenzial werben, um 
Technologieunternehmen anzuziehen. Es gibt jedoch geschichtliche Besonderheiten, 
die von den Geschäftsführern in Südwestsachsen als prägend für ihre eigenen 
Handlungsmuster und Deutungen, aber auch für den Standort des Unternehmens und 
damit verknüpfte Rahmenbedingungen beschrieben werden. Sie verweisen auf ihre 
Lebensphasen vor 1990 und die Ansiedlung ihrer Unternehmen in dem Teil 
Deutschlands, der vor 1990 ein Teil der DDR war. 
Es gibt eine Reihe von Untersuchungen, welche die industrielle Transformation 
Ostdeutschlands analysiert haben. Anhand der Befragung von Geschäftsführern kleiner 
und mittelständischer ostdeutscher IT-Unternehmen arbeiten Nuissl, Schwarz und 
Thomas (2002) diese Besonderheiten heraus. Sie benennen Defizite und liefern 
Erklärungen für deren Ursachen. Als Defizite treten fehlende Vertriebsstrukturen, 
fehlende kaufmännische Kompetenz, fehlendes Selbstbewusstsein, fehlende rechtliche 
Kompetenz, Kapitalschwäche und fehlende Partner in Erscheinung. Albach (1993, zit. 
nach Nuissl, Schwarz, Thomas 2002) benennt als Grund für den Mangel an 
kooperativen Partnerschaften, dass existierende Netze innerhalb der Wirtschaft der 
DDR durch die Wiedervereinigung Deutschlands zerrissen sind. In Westdeutschland 
sind im Gegensatz dazu funktionierende und über lange Zeit etablierte 
Kooperationsverbünde zu finden, auf welche die Unternehmer zurückgreifen können.  
Die Ergebnisse unserer Studie weisen ähnliche Unterschiede zwischen den 
Kooperationspraktiken der Geschäftsführer aus der ostdeutschen Wirtschaftsregion 
Südwestsachsen und aus der westdeutschen Technologieregion Karlsruhe auf. Darüber 
hinaus wird deutlich, dass diese Differenzen ein zeitabhängiges Phänomen sind. Im 
unserem Sample kooperieren die westdeutschen Geschäftsführer unabhängig von ihrem 
Gründungszeitpunkt generell nach dem Muster des „Partizipators“ bzw. des 
„Initiators“. Sie nutzen bestehende soziale Beziehungen für ihre 
Kooperationsaktivitäten und greifen dabei sowohl auf familiäre Verbindungen zurück 
als auch auf Beziehungen, die sie im Laufe ihres Lebens geknüpft haben. Dagegen 
kooperieren in der Wirtschaftsregion Südwestsachsen Geschäftsführer von jüngeren 
Unternehmen (gegründet ab 1997) anders als Geschäftsführer von älteren Unternehmen 
(gegründet ab 1990). Geschäftsführer, die ihr Unternehmen kurz nach der Deutschen 
Wiedervereinigung gegründet haben (ab 1990) arbeiteten nach dem Muster „Nicht 
aktiv“ bzw. „Kontrolltyp“. Geschäftsführer von Unternehmen, die ab 1997 gegründet 
worden sind, arbeiten nach dem Muster „Partizipator“ bzw. „Initiator“. 
Eine Erklärung dafür könnte sein, dass die Geschäftsführer der ab 1997 gegründeten 
ostdeutschen Unternehmen, die allesamt jünger sind, quasi in die soziale 
Marktwirtschaft des vereinigten Deutschlands hineinwachsen sind. Sie haben in der 
Zeit nach 1990 studiert oder in westdeutschen Unternehmen gearbeitet und lernen dabei 
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 die neuen wirtschaftlichen Gegebenheiten und Anforderungen kennen. Es entstehen 
soziale Beziehungen, die sie später für Kooperationen nutzen. Sie machen positive 
Erfahrungen mit Kooperation und ihr Vertrauen dazu steigt. Die Geschäftsführer, die 
ihr Unternehmen nach 1990 gründen, haben wesentliche Teile ihres Studiums vor dem 
politischen Wandel absolviert. Sie agieren bis zur Gründung als Arbeitnehmer in 
Betrieben der sozialistischen Planwirtschaft bzw. als Mitarbeiter in Universitäten und 
beginnen ihre Unternehmertätigkeit in einem zuerst einmal fremden politischen und 
wirtschaftlichen System (vgl. Kräuter 2005). Sie müssen nicht nur als Unternehmer 
Erfahrungen sammeln, sondern zugleich in einem gesellschaftlichen System agieren, 
das sich gerade grundlegend wandelt. In dieser Zeit ist es schwierig, soziale 
Beziehungen zu entwickeln, die unternehmerisch nützlich sind: Bisherige Beziehungen 
z.B. zu Arbeitskolleginnen und -kollegen sind nutzlos bzw. bestehen nicht mehr. Der 
Aufbau neuer Beziehungen wird durch den Wandlungsprozess, in dem sich die 
Gesellschaft befindet, erschwert. Diese Situation, in der sich die Geschäftsführer auf 
nichts wirklich verlassen können, scheint nicht förderlich für das Entstehen einer 
offenen Einstellung gegenüber Kooperation zu sein. Ein geringer Vertrauensvorschuss 
ist die Reaktion der Geschäftsführer. Dieses Misstrauen artikulieren sie auch noch 
Jahre später. 
Für die Entwicklung ihrer Unternehmen nutzen die Geschäftsführer verschiedene 
Formen der Finanzierung. Die westdeutschen Geschäftsführer greifen insbesondere auf 
Eigenkapital bzw. Privatinvestoren zurück. Die ostdeutschen Geschäftsführer haben 
nur wenig Eigenkapital zur Verfügung. Sie beantragen vermehrt Forschungsgelder von 
Industrie und Öffentlichkeit, nutzen speziell auf die ostdeutsche Wirtschaft 
zugeschnittene Förderprogramme von Bund und Ländern, binden westdeutsche 
Privatinvestoren in ihre Unternehmen ein oder verschulden sich privat, um ihr 
unternehmerisches Tätigsein abzusichern. 
Der Wirtschaftsraum, den sich die Geschäftsführer in beiden deutschen Regionen mit 
ihren kooperativen Beziehungen erschließen, verändert sich im Verlauf der 
Entwicklung ihres Unternehmens. Eine Ursache dafür mag sein, dass die Gründer 
immer auch die Geschäftsführer sind. Sie müssen ein für das Unternehmen sinnvoll 
nutzbares soziales Beziehungsgeflecht erst entwickeln. In der Phase der Gründung 
greifen alle befragten Geschäftsführer auf „Strong Ties“ zurück. Sie gründen ihr 
Unternehmen an dem Ort, an dem sie seit einigen Jahren leben, Familienbeziehungen, 
enge Beziehungen zu ehemaligen Studien- und Arbeitskollegen und zu potentiellen 
Kunden besitzen. Diese engen sozialen Beziehungen haben für die Geschäftsführer 
auch im unternehmerischen Sinne Bedeutung und werden als Argument für einen 
bestimmten Standort angeführt. Die Geschäftsführer orientieren sich bei der 
Standortwahl nicht an Charakteristiken einer Region, die als mehr oder weniger 
förderlich für eine Unternehmensgründung angesehen werden wie bspw. die 
vorhandene Unternehmensstruktur, Vereinigungen mit dem Ziel der Netzwerkbildung, 
Finanzierungsmöglichkeiten. Auf solche systemischen Gründe für die Standortwahl 
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 greifen Geschäftsführern nur zurück, wenn sie bereits in einer Region leben, die in 
dieser Richtung unterstützende Ressourcen bereithält.  
In der Phase der Entwicklung und Etablierung der Unternehmen investieren 
Geschäftsführer, die in ihren kooperativen Handlungen dem Muster des „Partizipators“ 
bzw. „Initiators“ folgen, nicht nur in Unternehmenspartnerschaften, die auf „Strong 
Ties“ beruhen, sondern auch in solche, die auf „Weak Ties“ aufbauen. Der Raum, in 
dem sie kooperative Beziehungen besitzen, erweitert sich. Der unmittelbare, eng mit 
dem eigenen Lebensraum verknüpfte Unternehmensraum dehnt sich aus auf andere 
Orte, Regionen, Nationen – je nachdem, wo der jeweilige Unternehmenspartner 
verankert ist. Zugleich besteht über Geschäftspartner dieser Art Zugang zu weiteren 
Personen. Sie bieten neue Möglichkeiten der Zusammenarbeit. „Partizipatoren“ bzw. 
„Initiatoren“ betreiben somit eine auf ihre (unternehmerischen) Bedürfnisse 
zugeschnittene Globalisierung5: politische Grenzen werden nur dort sichtbar, wo 
wirtschaftliche Zusammenarbeit auf der Ebene der endogenen Akteure nicht erfolgreich 
ist, von regionalen oder nationalen Systemen nicht gewollt oder nicht erlaubt wird. 
4.4 Endogene Akteure im inneramerikanischen Vergleich 
Die Softwarebranche der von uns untersuchten US-amerikanischen Wirtschaftsregion 
Greater Seattle Area (im Bundesstaat Washington an der Westküste) ist neben der von 
San Francisco und New York eine der bedeutendsten für die US-amerikanische 
Wirtschaft. Zur nationalen Bedeutung beigetragen haben die Nähe zum 
Risikokapitalmarkt des Silicon Valleys und die zunehmende Bedeutung von Microsoft 
(vgl. Ervin 2000). Die Softwarebranche im Research Triangel Raleigh-Durham-Chapel 
Hill (im Bundesstaat North Carolina an der Ostküste) kann trotz der räumlichen Nähe 
zu IBM keinen vergleichbaren nationalen Rang vorweisen, auch wenn sie regionale 
Bedeutung besitzt. Zwischen beiden Regionen scheint es zudem historisch bedingt 
Unterschiede zu geben, auf die von den Interviewten dann verwiesen wurde, wenn wir 
erwähnten, dass wir auch noch in einer anderen Region (an der Ost- bzw. Westküste) 
Datenmaterial erheben. Dann verwiesen sie auf die Mentalität der ersten Siedler an der 
jeweiligen Küste. Die Siedler an der Westküste wurden dabei als die wagemutigeren 
dargestellt, die bereit waren, größere Entbehrungen hinzunehmen. Daraus 
schlussfolgerten die Interviewten, dass die Gründer an der Westküste jene seinen, die 
mehr Risiko eingehen würden und technologisch voraus wären. 
Die Kooperationspraktiken der Geschäftsführer im amerikanischen Sample 
unterscheiden sich anhand der gewählten Finanzierungsarten. In den Unternehmen, die 
                                                 
5 Geschäftsführer, die im Hinblick auf die Entwicklung unternehmerischer Partnerschaften dem Muster 
„Nicht aktiv“ bzw. „Kontrolltyp“ folgen, entwickeln demgegenüber ihre auf „Strong Ties“ basierenden 
Kundenkontakte. Sie besitzen in der Regel eine geringere räumliche Ausdehnung und überschreiten 
meist nationale Grenzen nicht. 
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 sich mit Risikokapital (Venture Capital) finanzieren, finden sich ausschließlich 
Geschäftsführer, die nach dem Muster „Initiator“ handeln. Dabei kann der 
Geschäftsführer auch eine von den Risikokapitalgebern eingesetzte Person sein. 
Zumindest verpflichten die Risikokapitalgeber das Unternehmen jedoch zur 
Zusammenarbeit mit einem von ihnen gestellten Berater. Wird der Geschäftsführer von 
den Kapitalgebern gestellt, dann leitet diese Person die Bereiche Marketing, 
Finanzierung, Kontaktanbahnung und -pflege von Partnern und Kunden, ohne die 
alltäglichen Arbeiten zu erledigen. Das obliegt den Gründern, die für die Organisation 
des Unternehmens und die Organisation der Softwareentwicklung im Arbeitsalltag 
zuständig sind. Die eingesetzten Geschäftsführer bzw. Berater sind lediglich zu 
wichtigen Terminen im Unternehmen bzw. beim Kunden anwesend. 
Risikokapitalgeber haben ein unmittelbares Interesse am wirtschaftlichen Erfolg des 
Unternehmens, das sie finanzieren. Sie bemühen sich, ihr Risiko zu reduzieren, indem 
sie ihre Erfahrungen im Unternehmen einfließen lassen. Um das Unternehmen am 
Markt zu etablieren und damit dessen Wert und die Aussichten auf Gewinn zu steigern, 
stellen sie einen CEO oder Beraten das Unternehmen anderweitig. Die Person, die die 
Risikokapitalgeber vertritt, besitzt immer ein fachspezifisches, aber ausgedehntes 
soziales Netzwerk, das sie für das Unternehmen, das mit dem Risikokapital gefördert 
wird, einsetzt. Diese Person aktiviert für das Unternehmen solche Kontakte, bei denen 
es sehr wahrscheinlich ist, dass aus ihnen ein Gewinn für das Unternehmen hervorgeht.  
Bei Unternehmen, die sich mit Privatinvestoren ohne direkte Beteiligung (Angel 
Capital), Bankkrediten oder Eigenkapital finanzieren, kooperieren die Gründer nach 
den Mustern „Initiator“, „Partizipator“ bzw. „Kontrolltyp“. In diesen Unternehmen sind 
die Gründer die Geschäftsführer der Unternehmen. Lediglich in einem Fall wurde ein 
Geschäftsführer eingestellt, als ein Generationswechsel in der Führungsebene anstand.6 
Dieser hatte bereits langjährige Erfahrungen im Managementbereich und für das 
Unternehmen interessante geschäftliche Kontakte zu potentiellen Partnern und Kunden. 
In einem anderen Fall arbeiteten die Personen, die das Unternehmen nach dem 
Ausscheiden des Geschäftsführers weiterführen sollten, bereits mehrere Jahre im 
Unternehmen. 
Die im Rahmen unseres Samples untersuchten Unternehmen nutzen verschiedene 
Formen der Finanzierung. Die Finanzierung durch Risikokapital hatte 
Leitbildcharakter. Die Unternehmen, die solches Kapital nicht oder nur teilweise in 
Anspruch nahmen, grenzten sich explizit von diesem Modell ab. Zudem schilderten 
insbesondere die Geschäftsführer an der Westküste, dass es schwieriger geworden war, 
Risikokapitalgeber zu finden. Die Unternehmen finanzieren sich durch eine oder 
mehrere der folgenden genannten Kapitalarten: Risikokapital (Venture Capital), 
                                                 
6 Im deutschen Sample gab es kein Unternehmen, das einen Generationswechsel plante bzw. bereits 
vollzogen hatte. 
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 Privatinvestoren (Angel Capital), Bankkredite und Eigenkapital. Je nach gewählter 
Finanzierungsart gehören Vertreter der finanzierenden Seite, die über 
branchenspezifisches  Wissen und entsprechende Kontakte verfügen zum Unternehmen 
bzw. stehen ihm beratend zur Verfügung. Allgemeine Kredite von Banken zu erhalten 
ist nur möglich, wenn der Geschäftsführer eine vertrauensvolle Beziehung zum 
jeweiligen Bearbeiter bei der Bank hat. Für Geschäftsführer, die von ihrer Bank keinen 
Kredit brauchen, ist die Beziehung zur Bank eher austauschbar bzw. funktional. Als 
funktional und austauschbar werden ebenfalls die Beziehungen zu Serviceanbietern 
(Rechtsanwälte, Buchhalter, Personalagenturen) angesehen.  
Den Wirtschaftsraum, den sich die Geschäftsführer mit ihren kooperativen 
Beziehungen erschließen, entwickelt sich ausgehend vom Ort der Gründung des 
Unternehmens. Die Gründung erfolgt dort, wo die Gründer zum jeweiligen Zeitpunkt 
leben und entfaltet sich entlang der engen soziale Kontakte, die sie besitzen und für das 
Unternehmen aktivieren können. Regionale Rahmenbedingungen spielten nur dort eine 
Rolle, wo es mehrere Unternehmensgründer gibt, die an verschiedenen Orten leben und 
geschäftlich interessante soziale Kontakte haben. In einem Fall verglichen die Gründer 
die regionalen wirtschaftlichen Rahmenbedingungen der jeweils in Frage kommenden 
Orte. Sie entschieden sich für den Ort, an dem ihre sozialen Beziehungen zur 
Finanzierung des Unternehmens genutzt werden konnten. In einem anderen Fall hatten 
sich Gründer an einem Ort niedergelassen, dessen regionale Rahmenbedingungen zu 
stimmen schienen. Sie konnten dort jedoch keine ausreichenden sozialen Beziehungen 
aufbauen und gaben den Standort wieder auf. 
Im Verlaufe der weiteren Unternehmensentwicklung greifen die Geschäftsführer mit 
dem Kooperationsmuster „Partizipator“ und „Initiator“ zunehmend auf „Weak Ties“ 
zurück, z.B. für die Gewinnung von Investoren oder Unternehmensberatern. Diese 
Beziehungen gehen weit über die regionalen und nationalen Grenzen hinaus. In einigen 
Fällen kooperieren sie in regional übergreifenden professionellen Netzwerken. 
Geschäftsführer, die dem Muster „Kontrolltyp“ folgen, nutzen zwar auch „Weak Ties“, 
um neue Beziehungen zu knüpfen, entwickeln diese jedoch zu „Strong Ties“ weiter und 
investieren erst dann in diese Beziehung. Die räumliche Verankerung der Unternehmen 
ergibt sich in allen Fällen aus dem Standort der jeweiligen Wirtschaftspartner. 
5 Resümee 
Die bisher gewonnenen Ergebnisse zeigen Gemeinsamkeiten und Unterschiede im 
Kooperationshandeln der Geschäftsführer kleiner Softwareunternehmen in den beiden 
deutschen und den beiden US-amerikanischen Regionen. In den Fällen, in denen 
Geschäftsführer mit anderen wirtschaftlichen Akteuren kooperieren, zeigt sich, dass die 
Kooperationen von sozialen Beziehungen ausgehen, welche die Geschäftsführer im 
Laufe ihrer Ausbildung bzw. ihrer beruflichen Tätigkeit entwickelt haben. Insofern 
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 erweist sich das Vorhandensein von Ausbildungseinrichtungen wie Fachhochschulen 
(bzw. Colleges) und Universitäten als vorteilhaft für Regionen, denn die dort 
geknüpften Beziehungen haben einen positiven Einfluss auf das Gründungs- und 
Kooperationsverhalten der späteren Geschäftsführer. Sie können später zu 
Unternehmenszwecken aktiviert werden. Auch die Ausbildung von Menschen aus der 
Region, die somit auch über enge familiäre Kontakte dort verfügen, wirkt sich positiv 
auf das Gründungsgeschehen in der Region aus, denn die Gründungen erfolgen an dem 
Ort, an dem die Gründer enge soziale Kontakte haben. 
Gründer kleiner Softwareunternehmen sind in Deutschland immer auch 
Geschäftsführer. In den USA besteht dieser Zusammenhang nicht zwangsläufig. Hier 
werden Geschäftsführer aufgrund ihrer fachlichen Eignung und insbesondere aufgrund 
ihres fachspezifischen sozialen Netzwerkes angestellt. Die Gründer sind in solchen 
Fällen für die alltägliche Organisation der Softwareentwicklung bzw. des 
Unternehmens verantwortlich. Solche Geschäftsführer folgen in der Kooperation in der 
Regel dem Muster „Initiator“. Diese Form der Anstellung eines Geschäftsführers wird 
insbesondere im Rahmen der Finanzierung mit Risikokapital unterstützt. Damit 
versuchen Risikokapitalgeber, optimale Voraussetzungen für die Etablierung eines 
neuen Unternehmens am Markt zu schaffen. In unserem deutschen Sample nutzte kein 
Unternehmen diese Form der Finanzierung. Bei den kleinen Softwareunternehmen in 
den USA bezogen sich zwar viele Geschäftsführer auf die Risikokapital-Finanzierung. 
Durch den Einbruch vieler derart unterstützter Unternehmen am Markt beurteilen sie 
diese jedoch kritisch. Drei von zehn amerikanischen Unternehmen nutzen bzw. nutzten 
es zur Anschubfinanzierung in der Gründungsphase bzw. zur Erweiterungen ihres 
Geschäftsfeldes. 
Im Sample der östlichen Regionen in den USA und Deutschland nutzten 
Geschäftsführer Forschungsaufträge von öffentlichen oder industriellen Einrichtungen 
zur Unternehmensfinanzierung. Eine wichtige Rolle spielten auch private Investoren. 
Sie zu finden war in beiden Ländern einfacher, als einen Kredit von einer Bank zu 
erhalten. Bankkredite erhielten die kleinen Softwareunternehmen in beiden Ländern 
nur, wenn der Geschäftsführer über eine vertrauensvolle Beziehung zu einem 
Kreditbearbeiter verfügte. Auch der Einsatz von Eigenkapital war üblich. Generell 
deckten die Geschäftsführer den über das laufende Geschäft hinausgehenden 
Finanzbedarf mit unterschiedlichen Mitteln. Welche Mittel sie bevorzugen steht im 
Zusammenhang mit dem Muster, dem sie in ihren kooperativen Handlungen folgen. 
Neben „Initiatoren“ finden sich auch „Partizipatoren“, „Kontrolltypen“ oder „Nicht 
Aktive“. Alle Geschäftsführer gründen ihre Unternehmen zwar aufbauend auf engen 
sozialen Kontakten („Strong Ties“), „Partizipatoren“ und „Initiatoren“ nutzen jedoch 
auch zunehmend „Weak Ties“ – Beziehungen, die sie über ihre Unternehmenspartner 
knüpfen können – um sich am Markt zu etablieren. „Kontrolltypen“ und „Nicht 
Aktive“ konzentrieren sich auf die Pflege und Entwicklung von „Strong Ties“. 
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 Die Kooperation kleiner Softwareunternehmen mit anderen wirtschaftlichen Akteuren 
ist ein Prozess, in dem – im Falle positiven Feedbacks – sich gegenseitig vertraut und 
miteinander gearbeitet wird. Dieser Prozess lässt sich als eine Genese beschreiben, die 
vier Bedeutungsebenen umfasst: Kooperationsanbahnung, Kooperation auf Probe, 
einfache Kooperation, komplexe Kooperation. Jede Bedeutungsebene ist mit einem 
spezifischen Arbeits- und Zeitaufwand für die an der Kooperation mitwirkenden 
Akteure verknüpft. In Kooperationsprozessen müssen diese Bedeutungsebenen nicht 
nacheinander durchlaufen werden. Kooperationsprozesse können zu komplexer 
Kooperation auf Ebene 4 führen: zu relativ stabilen Netzwerkstrukturen. Voraussetzung 
dafür ist, dass Kooperationspartner positive Erfahrungen in der Zusammenarbeit 
machen, die das gegenseitige Vertrauen immer wieder bestätigen, erneuern und stärken. 
Geschäftsführer, die nach dem Muster „Initiator“ bzw. „Partizipator“ kooperieren, 
gliedern viele Arbeitsbereiche, die ihr Unternehmen selbst nicht bearbeiten kann oder 
will, an andere wirtschaftliche Akteure aus. Die Geschäftsführer, die den anderen 
beiden Mustern folgen, tun das kaum. Die wirtschaftlicher Bedeutung der 
übernommenen Arbeitsaufgaben und die Bedeutungsebene der Beziehung stehen dabei 
in einem direkten Zusammenhang. Zu Partnern, die direkt an der Produktentwicklung 
und Herstellung beteiligt sind, ist für die Geschäftsführer ein zuverlässiger Kontakt mit 
einer hohen kommunikativen Austauschquote und persönliche Sympathie wichtig. 
Die kooperativen Handlungen von Geschäftsführern sind jedoch nicht allein von ihrem 
individuellen Kooperationsmuster beeinflusst. Im Sample zeigt sich in beiden Ländern 
auch ein Zusammenhang zu den in der Gründungsregion gegebenen Bedingungen. 
Viele kleine Softwareunternehmen haben ihre Kunden und damit ihr 
Anwendungsgebiet in den ortsansässigen Unternehmen und Industrien. Die Gebiete, in 
denen die kleinen Softwareunternehmen technische Aufgaben lösen, spiegeln die 
Wirtschaftsstruktur der Region. Der Einfluss von regionalen Besonderheiten auf 
Kooperationshandeln zeigt sich insbesondere auch im ostdeutschen Sample in den 
Fällen, wo die Geschäftsführer ihr Unternehmen kurz nach der politischen Wende 
gründeten. Sie haben das Problem, dass sie ihre sozialen Beziehungen durch den 
Systemwechsel nicht für ihr geschäftliches Vorhaben aktivieren können. 
Kooperationserfahrungen können sie nur mit wirtschaftlichen Akteuren sammeln, zu 
denen sie keine vertrauensvolle Beziehung haben. Sie enden mit negativem Ergebnis. 
Das scheint ihre tendenziell misstrauische und ablehnende Haltung gegenüber 
Kooperationen zu verstärken und den Aufbau von geschäftlichen Partnerschaften heute 
zu verhindern.  
Geschäftsführer, die dem Muster „Kontrolltyp“ bzw. „Nicht Aktiv“ folgen, finden sich 
im (ost)deutschen und im (ost)amerikanischen Sample. Sie sind jedoch älter und führen 
ältere Unternehmen. Jüngere Geschäftsführer in jüngeren Unternehmen folgen diesen 
Mustern nicht. Sind diese Muster kooperativen Handelns deshalb Auslaufmodelle? 
Davon gehen wir nicht aus. Diese Unternehmen haben eine stabile Position am Markt 
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 und erwecken nicht den Eindruck, dass sie demnächst nicht mehr existieren. 
Möglicherweise führen auch nicht nur gesellschaftliche Brüche – wie im Falle der 
ostdeutschen Region – zu einem derartigen kooperativen Handeln. Der Fall im 
(ost)amerikanischen Sample zeigt, dass solche Handlungsmuster auch ohne 
gesellschaftliche Umbrüche entstehen. Eine Reihe weiterer Situationen mit 
Bruchcharakter gibt es auch in heutiger Zeit: das Fehlschlagen unternehmerischer 
Aktivitäten, Brüche im Lebenslauf etc. Zudem scheinen Kooperationsmuster eine 
relative Beständigkeit aufzuweisen, d.h. Personen ändern die Art und Weise ihres 
kooperativen Handelns nicht ohne weiteres (vgl. auch Sieber 2008).  
Interessant für die kleinen Unternehmen der Softwarebranche in Deutschland sind die 
Generationswechsel, die in zwei Unternehmen in den USA stattgefunden haben bzw. in 
absehbarer Zeit stattfinden. In einem Fall wurde ein Geschäftsführer eingestellt, der mit 
der Branche bereits vertraut war und dem Muster „Partizipator“ in seinen kooperativen 
Handlungen folgte. In einem anderen Fall, in dem der Geschäftsführer dem 
Kooperationsmuster „Kontrolltyp“ folgte, wurde ein Generationswechsel langfristig 
vorbereitet. Die Personen, die die Führung im Unternehmen übernehmen sollten, 
arbeiteten bereits seit einigen Jahren mit und hatten bereits einen Teil der 
Führungsverantwortung. 
Die kooperativen Beziehungen der Geschäftsführer aus allen Regionen sind in dem 
Wirtschaftsraum verankert, in dem sie bedeutsame Lebensabschnitte verbracht haben, 
wie z.B. Heranwachsen, Ausbildung, erste berufliche Erfahrungen. In diesem Raum 
entwickeln die späteren Geschäftsführer enge soziale Beziehungen unterschiedlicher 
Art. Sie sind für die Gründungsphase von Unternehmen und damit die Wahl des 
Unternehmensstandortes bedeutsam. Regionale oder nationale Rahmenbedingungen 
gewinnen erst dann an Bedeutung, wenn Gründer in unterschiedlichen 
Wirtschaftsräumen verankert sind. Dann kommt es darauf an, wo sie die für eine 
Unternehmensgründung relevanten Beziehungen aktivieren können.  
Ausgehend von diesem Wirtschaftsraum entwickeln die Geschäftsführer ihre sozialen 
Beziehungen weiter, indem sie – abhängig von ihrem Kooperationsmuster – „Strong 
Ties“ oder „Weak Ties“ bzw. eine Mischung daraus nutzen. Sie betreiben dann 
sozusagen Globalisierung in eigener Sache. Der Wirtschaftsraum, den sie mit ihren 
kooperativen Handlungen überdecken, ist dann in erster Linie sozial bestimmt. Er 
orientiert sich nicht an regionalen oder nationalen Grenzen, solange die Möglichkeit 
besteht, über diese Grenzen hinweg soziale und geschäftliche Beziehungen aufzubauen. 
Der Wirtschaftsraum, in dem ein kleines Unternehmen agiert, ist der Raum, den 
endogene Akteure im Verlauf ihrer unternehmerischen Tätigkeit durch ihre sozialen 
Kontakte, die sie auch für geschäftliche Zwecke nutzen, erobern. 
Die regionale Zusammenarbeit von kleinen Unternehmen wird von Wissenschaftlern 
und Politikern als eine geeignete Strategie für die Sicherung des zukünftigen 
wirtschaftlichen Erfolges von Wirtschaftsregionen angesehen. Unsere Ergebnisse 
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 zeigen für kleine Softwareunternehmen, dass die praktische Umsetzung dieser 
geforderten Strategie von verschiedenen Faktoren abhängig ist. 
1. Maßgeblich für das Entstehen und für die Eigenschaften von kooperativen 
Partnerschaften ist das Kooperationsmuster des Geschäftsführers.  
2. Regionale und institutionelle Rahmenbedingungen wie z.B. geschichtlich 
bedingte Gegebenheiten und vorherrschende Finanzierungssysteme haben 
Einfluss auf das Kooperationshandeln der Geschäftsführer, sind für die 
Gründung aber erst in zweiter Linie wichtig. 
3. Unternehmensgründungen finden dort statt, wo endogene Akteure relevante 
soziale Beziehungen entwickelt haben.  
4. Der Wirtschaftraum von endogenen Akteuren ist bestimmt von ihren sozialen 
Beziehungen. Regionale oder nationale Grenzen haben nur dann Einfluss, wenn 
sie die Entstehung und Entwicklung sozialer Beziehungen behindern. 
Die endogenen Akteure in kleinen Unternehmen tragen maßgeblich zur 
wirtschaftlichen Entwicklung einer Region bei, weisen in ihren Aktivitäten jedoch über 
sie hinaus, denn sie entwickeln in den meisten Fällen soziale Beziehungen in andere 
Regionen und Nationen, die sie für ihre unternehmerischen Zwecke nutzen. Regionale 
bzw. nationale Rahmenbedingungen beeinflussen ihre Aktivitäten insofern, als sie unter 
bestimmten Bedingungen aufwachsen. In bedeutsamen Phasen wie der Ausbildung 
oder ersten beruflichen Aktivitäten entwickeln sie soziale Beziehungen, die 
insbesondere für eine Unternehmensgründung von so grundlegender Bedeutung sind, 
dass sie den Unternehmensstandort bestimmen. Eine Region, die sich wirtschaftlich 
entwickeln will scheint also gut beraten zu sein, wenn sie beides unterstützt: die 
Vernetzungsaktivitäten endogener Akteure und die Schaffung geeigneter 
Rahmenbedingungen. 
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This article is dedicated to Werner Dilger who has passed away too
soon. I met Werner almost 5 years ago while attending his neural
network course in Chemnitz, and I was immediately attracted by his
calm way of making the complex clear. Over more than two years,
he taught me not only artificial intelligence and machine learning, but
also gave me the chance to develop and defend own ideas. At the end
of my graduate studies, I asked him to supervise my thesis on kernel
machines and he immediately supported my suggested topic. After
completing the Diplom, Werner encouraged me in doing my PhD which
I am currently working on. The following article summarizes some key
aspects of my Diplom thesis putting them in a Bayesian perspective.
1 Introduction
Over time, many methods have been proposed to tackle the problem of classi-
fication. Starting with the perceptron in 1958, followed by neural networks up
to support vector machines and Bayes classifiers; and as they originate from dif-
ferent scientific areas such as psychology, theoretical physics, and statistics, their
derivation and justification varies as well. In this article we take three well known
statistical principles — namely maximum likelihood, maximum a-posteriori, and
the Bayes point — up, apply them to the problem of binary classification, and link
them to the perceptron and the SVM solution.
The rest of this article is structured as followed. After formalizing the learning
problem we derive the ML, MAP, and Bayes point estimators and give them a
statistical and intuitive meaning. In section 5 we sketch some methods to compute
these estimators and mark the perceptron and the SVM as special cases. Section
6 concludes.
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2 Problem Setting
Suppose that we are given an input data space D = (X × Y ) and a training
sample z = (x,y) = ((x1, y1), ..., (xm, ym)) ∈ Dm drawn iid from an unknown joint
probability distribution PD. Further, we are given a set H of functions h : X → Y
referred as hypothesis space and a loss function l : Y × Y → <+ which measures
the error of h ∈ H, i.e., the disagreement between label y and prediction h(x).
The learning task is defined by finding the hypothesis h∗ which performs best on
instances (x∗, y∗) drawn iid from PD, that is
h∗(x∗) = argmin
y∗∈Y
∫
H
l(h(x∗), y∗)p(h|x,y)dh. (1)
According to Bayes’ theorem, the posterior of h can be stated in terms of likelihood
and prior, i.e.
p(h|x,y) = p(x,y|h)p(h)∫
H
p(x,y|h′)p(h′)dh′ =
p(y|x, h)p(h)∫
H
p(y|x, h′)p(h′)dh′ ∝ p(y|x, h)p(h)(2)
where the second expression holds as p(x,y|h) = p(y|x, h)p(x|h) = p(y|x, h)p(x).
The right formulation follows from the fact that the denominator of the second
expression is constant, such that
h∗(x∗) = argmin
y∗∈Y
∫
H
l(h(x∗), y∗)p(y|x, h)p(h)dh (3)
This definition of the learning problem covers many specific learning tasks such
as classification, regression, and function estimation. In this article we address
the classification problem and without loss of generality, we will focus on binary
classification where Y = {−1,+1}.
3 Choice of Estimator
Predicting the label of x∗ using equation 3 would require to solve the integral, i.e.,
estimating the induced loss for all hypotheses of H, which is infeasible. However,
h∗ can be approximated using different strategies which we will present in the
following.
3.1 Maximum Likelihood Estimator
As mentioned, we are interested in relaxing 3 such that we can efficiently obtain
an almost optimal estimator. Therefore, let us approximate the integral by the
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largest single term. Now, under the assumption of a uniform prior we obtain
h∗(x∗) ≈ argmin
y∗∈Y
l(hML(x
∗), y∗) (4)
hML = argmax
h∈H
p(y|x, h). (5)
where p(y|x, h) is the likelihood of h given the entire training set. This approach
has the appealing property, that under independence assumption of the training
instances (i.e., the instances are drawn iid from PD) the ML estimator can be
computed efficiently using an arbitrary loss function, as
ln p(y|x, h) = ln
m∏
i=1
p(yi|xi, h) =
m∑
i=1
ln p(yi|xi, h) (6)
where the partial likelihood can be expressed in terms of exponentials of the loss
incurred by h [5],
p(yi|xi, h) = exp(−β l(h(xi), yi))∑
y∈Y exp(−β l(h(xi), y))
, (7)
where β ≥ 0 controls the assumed amount of noise. When inserting equations 6
and 7 into 5 we obtain
hML = argmax
h∈H
p(y|x, h) = argmax
h∈H
ln p(y|x, h) (8)
= argmax
h∈H
m∑
i=1
−β l(h(xi), yi)−
m∑
i=1
ln
∑
y∈Y
exp(−β l(h(xi), y)) (9)
= argmin
h∈H
C
m∑
i=1
l(h(xi), yi) + Θ(h) (10)
where the first term of 10 reflects the total loss and the second term controls
the smoothness of h. Unfortunately, if the loss becomes zero, the second term
can be arbitrarily small which makes the problem ill-posed for which reason we
have to disregarding Θ(h). But even than, there might exist an infinite number
of hypotheses that induce a minimal loss and the maximum likelihood principle
provides no strategy for choosing one of those.
3.2 Maximum A-Posteriori Estimator
As maximizing the likelihood purely leaves us with an ill-posed problem, we drop
the assumption of an uniform prior on h, i.e., we maximize p(y|x, h)p(h) which is
equivalent to maximizing the posterior (see 2).
h∗(x∗) ≈ argmin
y∗∈Y
l(hMAP (x
∗), y∗) (11)
hMAP = argmax
h∈H
p(y|x, h)p(h) (12)
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PAC (probably approximately correct) learning theory gives justification for
choosing a hypothesis of low complexity [15], such that p(h) = N(Ω(h), σ2) where
Ω controls the complexity of h, and σ controls the amount of regularization. When
applying 6 and 7 we obtain
hMAP = argmax
h∈H
p(y|x, h)p(h) = argmax
h∈H
ln p(y|x, h) + ln p(h) (13)
= argmin
h∈H
C
m∑
i=1
l(h(xi), yi) + Ω(h). (14)
In contrast to Θ in equation 10, minimizing Ω leads to a function with high gen-
eralization capability which is unique and well defined. However, the initial ap-
proximation — replacing the integral by its largest component — might not be
suitable as we have almost no knowledge about the shape of the function we want
to integrate, and even more, we cannot guarantee that the chosen prior on h is in
line with the model.
3.3 Bayes Point Estimator
The Bayes classification strategy is a way to obtain a well defined estimator without
making strong assumptions about the prior on h. Starting with equation 3, we
consider the PAC likelihood of h [5], i.e., p(y|x, h) = 1 if h is consistent with the
whole training sample, else it is zero. Notice, that the PAC likelihood is obtained
by applying 6 and 7, and choosing the zero-one loss. When defining the version
space V ⊂ H to be the set of all consistent hypotheses, we obtain
h∗PAC(x
∗) = argmin
y∗∈Y
∫
V
l(h(x∗), y∗)p(h)dh. (15)
It is worthwhile to mention that one can easily extend the definition of V to all
hypotheses which are consistent to at least a certain amount of training instances,
which gives an estimator being more robust to outliers in the training data.
Although this classification strategy is Bayes optimal, classifying a new example
is computational very demanding as it still requires to evaluate 15 for each new
instance. Thus, we aim to find a hypothesis hBP ∈ H which mimics best h∗PAC on
average over the input data distribution PX , where hBP is called the Bayes point
estimator.
h∗(x∗) ≈ argmin
y∗∈Y
l(hBP (x
∗), y∗) (16)
hBP = argmin
h∈H
∫
X
l(h(x), h∗PAC(x))dPX(x) (17)
In this formulation, the Bayes point is equal to the center of mass of version space
V with mass distribution PX [4], and if we assume PX to be point-wise symmetric,
this becomes equal to the centroid of V . If we consider linear classifiers, i.e.,
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V = {x 7→ sign(〈x,w〉)|w ∈ <n,∀i = 1...m sign(〈xi,w〉) = yi, ‖w‖ = 1}, equation
17 reduces to
hBP (x
∗) ≈ sign(〈x∗,wC〉) (18)
wC =
∫
V
wdw. (19)
Even though the version space is bounded, computing the exact centroid of V is
infeasible. However, several algorithms exist to approximate wC (see chapter 5).
4 Geometric Interpretation
In addition to a statistical meaning, the above estimators have an intuitive meaning
as well. Therefore, we consider H to be the set of all hyperplane classifiers with
weight vectorsw and ‖w‖ = 1. Geometrically, w can be taken as the normal vector
of a hyperplane going through the origin. Each of those hyperplanes separates the
input space (feature space) into two halfspaces and the initial learning problem
reduces to finding an optimal hyperplane which groups training examples of one
class into one halfspace.
In the above interpretation, each training example corresponds to one point in
input space and the classifier is a separating plane. In the dual view, referred as
linear conjugate vector space [13], the m training instances are considered to be
normal vectors ofm hyperplanes forming an n-dimensional cone, and each classifier
corresponds to a point w. Now, the set of all points within this cone correspond
to classifiers which are consistent with the training data, i.e., hyperplanes that
perfectly separate the training examples. As we only consider weight vectors of
length one, the version space reduces to a polytope on the surface of the unit
hypersphere (Figure 1).
All classifiers in the version space are ML estimators as their total loss is zero (see
3) and thus, all points of this polytope are optimal with respect to the maximum
likelihood principle. The MAP estimator equals to the classifier with maximal
margin, i.e., the point of the polytope which has the maximal distance to all
hyperplanes. Up to a scaling factor, this vector is equal to the incenter of the
polytope [7]. In contrast, the Bayes point estimator corresponds to geometrical
mean of the polytope referred as centroid or center of mass [4].
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Figure 1: Hyperplane classifier in vector space (left) and in linear conjugate vector
space (right). The upper and lower planes in the left image indicate the
margin which corresponds to the circle in the right image.
5 Computing the Estimators
The derivations of chapter 3 and the geometrical interpretation in the previous
chapter suggest several algorithms to compute the ML, MAP, and Bayes point
estimator. In the following we consider linear hyperplane classifiers which can
be easily extended to non-linear classifiers by applying the kernel trick. And
unless otherwise stated, we upper-bound the zero-one loss by the hinge loss
lhinge(h(x), y) = max(0, 1− yh(x)).
When omitting Θ(h) in 10, we obtain the ML estimator
hML = argmin
h∈H
m∑
i=1
max(0, 1− yi 〈xi,w〉). (20)
This can be solved easily by a sub-gradient approach: starting with an arbitrary
weight vector w and a randomly selected training instance (xi, yi), the sub-
gradient of 20 is −yixi if yi 〈xi,w〉 < 1, else zero. In other words, w is updated by
adding yixi iff 〈xi,w〉 < 1, which is equal to the well known perceptron update
rule. The updating step is repeated for randomly selected examples, and as
20 is convex, the algorithm converges. Notice that this algorithm is identical
to Rosenblatt’s perceptron [8] except that the perceptron implements the loss
function l(h(x), y) = max(0,−yh(x)). Several variants of the perceptron, such as
margin perceptron, batch perceptron, and perceptrons with learning rates can be
obtained from 20 by replacing the loss function or using a different optimization
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strategy such as stochastic gradient descent.
Similar to the ML estimator, the MAP estimator is given by
hMAP = argmin
h∈H
C
m∑
i=1
max(0, 1− yi 〈xi,w〉) + 1
2
‖w‖ , (21)
where the second term corresponds to Ω(h) of equation 14. For a justification
of this choice of omega see [15]. The above optimization problem can be solved
efficiently by deriving the dual of 21 and using a QP solver [11], or again, using
a sub-gradient approach which gives a perceptron-like algorithm with adaptive
margin (see [12]). The first method is identical to the standard soft margin sup-
port vector machine without constant term b, where several versions of the SVM
can be derived by replacing the loss function or making a different choice for omega.
Computing the Bayes point estimator is more challenging as there does not
exist a closed-form solution to 19. In general, there are two main strategies for
approximating the Bayes point. First, one can sample several w ∈ V and compute
the empirical mean of these samples which is guaranteed to converge to the centroid
of V . However, in a high dimensional input space the rate of convergence might
be extremely small. Thus, alternatively one may use efficiently computable points
which are close to the Bayes point such as the analytic center.
Following the sampling strategy, wC can be obtained by averaging over several
ML estimators using the above algorithm, i.e., running the perceptron (with ran-
domly selected training examples) several times and computing the mean of the
resulting weight vectors [3]. A second, more efficient sampling strategy is the bil-
liard algorithm [9, 4, 5, 6], where a “billiard ball” bounces in the version space and
the trajectory of the ball is taken as the sample. It was shown that under mild
conditions of the version space [13], the mean of the trajectory converges to the
centroid of V . This trajectory can be computed efficiently, e.g., starting with an
arbitrary ball position w ∈ V and heading vector v ∈ <n, w is rotated in direction
v until the billiard ball bounces a wall, that is, compute the smallest angle such
that the new ball position w′ is orthogonal to a training instance. Afterwards,
update the heading vector by reflecting v on the corresponding training instance.
Repeating this updating process several times gives the billiard trajectory which
can be averaged over simultaneously.
As mentioned, sampling might be inefficient for high dimensional data. There-
fore, we are interested in points close to the Bayes point which can be computed
efficiently. One of those is the incenter, i.e., the SVM solution can be interpreted
as an approximation of the Bayes point [4]. Other centers used in kernel machines
are the analytic center which is the center of the largest inscribable ellipsoid [14],
the vertex centroid which is the mean of the vertices [10], and the p-center that is
obtained by an orthogonal projection scheme [2]. The interested reader is referred
to [1] for a detailed study and comparison of these and other kernel machines.
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6 Conclusions
Starting with the supervised learning problem we derived three different estimators
and explained their statistical and intuitive meaning. Based on the maximum
likelihood principle we derived the ML estimator and linked it to the well known
perceptron algorithm. We obtained a second method — the MAP estimator —
by introducing a non-uniform prior which gives the SVM solution. Finally, we
presented the Bayes point estimator and sketched some approaches to estimate the
Bayes point. Remarkable, support vector algorithms such as the kernel perceptron
and the SVM can derived in the Bayesian framework as well and are approximations
of the Bayes optimal solution.
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Die Faszination des Aktienhandels geht sicherlich zu einem nicht gerin-
gen Anteil davon aus, dass ein Aktionär mit einfachen Transaktionen
innerhalb kurzer Zeit große Gewinne erzielen kann, wenn er die zukünf-
tige Entwicklung eines Unternehmens richtig vorherzusagen vermag.
Die Idee, dass sich ausschließlich durch eine Analyse bereits bekann-
ter Aktienkurswerte eine Prognose für die Zukunft erstellen lässt ist
nicht neu. Den Wertverlauf einer Aktie als Funktion in Abhängigkeit
von der Zeit anzunähern, wurde mit unterschiedlichsten Verfahren in
der Vergangenheit versucht. Ziel dieser Arbeit ist es zu zeigen, dass
die aus der Statistical Learning Theory von Vapnik und Chervonenkis
hervorgegangenen Support Vector Machines in ihrer Prognosegüte den
häufig eingesetzten künstlichen neuronalen Netzen (KNN) ebenbürtig
und dabei wesentlich rechenzeiteffizienter sind.
1 Einleitung
Grundsätzlich lässt sich die Prognose anhand von wirtschaftlichen Kenndaten eines
Unternehmens von einer Prognose auf Basis der letzten bekannten Kurswerte un-
terscheiden. Die erste Art wird Fundamentalanalyse genannt, die zweite technische
Analyse. In dieser Arbeit wird die technische Analyse unter Anwendung eines ma-
schinellen Lernverfahrens aus dem Bereich der Künstlichen Intelligenz untersucht,
den sog. Support Vector Machines (SVMs).
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Die Idee, dass sich ausschließlich durch eine Analyse bereits bekannter Aktien-
kurswerte eine Prognose für die Zukunft erstellen lässt, ist nicht neu. Den Wert-
verlauf einer Aktie als Funktion in Abhängigkeit von der Zeit anzunähern, wurde
in der Vergangenheit u.a. mit künstlichen neuronalen Netze (Knn) versucht.
Dabei konnte gezeigt werden, dass sich auf diese Weise grundsätzlich Rendi-
ten erzielen lassen [Schlitter 2006], [Yao&Tan 2001], [Mohan et al. 2005]. Durch
die speziellen Eigenschaften der KNN als maschinelles Lernverfahren ist der Re-
chenaufwand dafür allerdings verhältnismäßig hoch. Ziel dieser Arbeit ist zu zeigen,
dass SVMs ebenso gut geeignet sind wie KNN und bei vergleichbarer Prognose-
qualität mit wesentlich geringerer Rechenzeit auskommen.
In Abschnitt 2 werden dazu zunächst einige ökonomische Grundlagen darge-
stellt, die für die Anwendung der SVMs in einer technischen Analyse zwingend
erforderlich sind. In Abschnitt 3 wird die Datenvorverarbeitung beschrieben, die
notwendig ist, um die zur Verfügung stehenden Kursdaten als Trainingsdaten in
den SVMs verwenden zu können. Abschnitt 4 stellt überblickartig die verwendeten
Finanzindikatoren vor, die als Referenzmaßstab für die Bewertung der Prognosegü-
te der SVMs und zur Datenaufbereitung verwendet wurden. Um die SVMs in ihrer
Prognosegüte mit anderen Verfahren vergleichen zu können, wurde für diese Ar-
beit eine objektorientierte Simulationsumgebung implementiert, in der als Agenten
implementierte Handelsstrategien im Zeitraum von 1998 bis 2004 auf Basis his-
torischer Kursdaten um die beste Prognosegüte konkurrieren können. Abschnitt
5 beschreibt dieses System. In Abschnitt 6 werden die gesammelten Daten ana-
lysiert und den Ergebnissen aus [Schlitter 2006] gegenübergestellt. Anschließend
werden die gewonnenen Erkenntnisse zusammengefasst und daraus resultierende,
neue Forschungsfragen kurz skizziert.
2 Ökonomische Grundlagen
Prinzipiell gehört der für diese Arbeit gewählte Ansatz in den Bereich der Fi-
nanzanalyse. Nach der Definition in [Rehkugler&Poddig 1994, 3] geht es bei einer
Finanzanalyse im allgemeinen darum, »einer Menge von Zuständen oder Situatio-
nen (z.B. Situationen an Finanzmärkten, definiert durch die Zustände bestimmter
ökonomischer Variablen wie Zinsen, Auftragseingänge usw.) jeweils eine (sinnvol-
le) Handlungsvorschrift oder Folgerung (z.B. Aktie kaufen, halten oder verkaufen)
zuzuordnen«.
Diese Arbeit baut auf der Technischen Analyse auf. Sie »lässt sich dahingehend
charakterisieren, dass sie (nahezu) ausschließlich auf der Zeitreihe des Preises oder
der Rendite des zu analysierenden Anlageobjektes aufsetzt« [Poddig 1999, 8]. Die
Idee ist, dass alle relevanten Unternehmensdaten bereits in der Kursentwicklung
(z.T. wird auch die Umsatzentwicklung einbezogen) enthalten sind und nicht wie
bei der Fundamentalanalyse getrennt erhoben werden müssen.
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Im Gegensatz dazu betont die Random-Walk-Hypothese die Wichtigkeit, Un-
ternehmensdaten zu erfassen. Sie ist gleichzeitig die Formulierung der schärfsten
Kritik an der technischen Analyse und geht auf Louis Bachelier und seine Schrift
[Bachelier 1900] »Theorie de la speculation« aus dem Jahr 1900 zurück. Die or-
thodoxe Form der random-Walk-Hypothese geht davon aus, dass der zukünftige
Wert einer Aktie j ausschließlich vom aktuellen Wert Kj(t) und dem Wert einer
Zufallsvariablen e abhängt:
Kj(t+ 1) = Kj(t) + ej(t) (1)
Dabei soll für e gelten:
1. e ist normalverteilt und die Häufigkeitverteilung bleibt über die Zeit konstant.
2. Der Erwartungswert der Kursveränderung ist 0.
3. Aufeinander folgende Kursänderungen sind unabhängige Zufallsereignisse.
Als eine Vergleichsprognosestrategie wurde ein Handelsagent implementiert, der die
Random-Walk-Hypothese als Grundlage seiner Kaufentscheidungen verwendet.
3 Datenuniversum
In dieser Arbeit werden SVMs zur Analyse und Prognose von Zeitreihen einge-
setzt. Für eine Erläuterung der theoretischen Grundlagen sei auf [Vapnik 1998],
[Vapnik&Chervonenkis 1968] und [Vapnik&Chervonenkis 1974] verwiesen. Eine
ausführliche Erörterung des SVM-Algorithmus findet sich etwa in [Schölkopf 1997].
Als Datenbasis standen die täglichen, vollständigen Tagesschlusskurse von 1744
deutschen und internationalen Wertpapieren und Aktienindizes aus dem Zeitraum
vom 1.1.1998 bis zum 30.12.2004 zur Verfügung. Diese Daten umfassten für jeden
Handelstag und für jeden Kurs Start-, Maximal-, Minimal- und Schluss-Wert. Als
Prognosezeitreihen wurden der Deutsche Aktien Index (Dax) und der Dow Jones
Industrial Average-Index (Djia) untersucht. Der Gesamtzeitraum wurde in fünf
Simulationszeiträume aufgeteilt (s. Tabelle 3). Diese Zeiträume decken Abschnitte
im Aktienmarkt mit unterschiedlichen Trends ab.
Tabelle 1: untersuchte Simulationszeiträume
Bezeichner Beginn Ende
A 01.06.2002 29.11.2002
B 01.06.2003 28.11.2003
C 01.06.2004 30.11.2004
D 01.12.2002 30.05.2003
E 01.12.2003 30.05.2004
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Behandlung fehlender Werte
Im Gegensatz zu vielen Dataminingproblemen sind die Daten des hier verwendeten
Kursuniversums an sich vollständig und korrekt. Durch unterschiedliche Feiertage
in den USA und Deutschland kommt es allerdings mitunter zu Lücken an Ta-
gen, an denen für einen der Handelsplätze kein Wert vorliegt, weil die Börse an
diesen Tagen geschlossen war. Fehlende Werte durch Interpolation – bspw. mit
Mittelwertbildung oder linearer Regression – zu ersetzen verfälscht prinzipiell die
Eingabedaten. Für diese Arbeit wurde deshalb die Streichung gewählt. Der Infor-
mationsverlust wird als Preis in Kauf genommen für die Sicherheit, dass auf diese
Weise die Prognosegüte im schlechtesten Fall lediglich unterschätzt wird.
4 Transformationen der Zeitreihendaten
Aus der Finanzanalyse sind zahlreiche Verfahren zur Vorverarbeitung von ökonomi-
schen Zeitreihen bekannt. Eine wichtige Operation ist dabei die Trendbereinigung.
Sie sorgt dafür, dass das maschinelle Lernverfahren als Eingabe nicht den absoluten
Kurswert (gewissermaßen die Randfunktion des Kurses) sondern die Wertverände-
rung (die erste Ableitung) erhält. Der Trend bezeichnet dabei das Vorzeichen der
ersten Ableitung, die Rendite den Betrag inkl. Vorzeichen.
Kompliziertere Indikatoren wie der Overbought/Oversold Oszillator oder der
MACD-Trigger sind Beispiele aus der Finanzanalyse, wie sich auf rel. einfache
Weise aus dem historischen Kursverlauf Handelssignale erzeugen lassen. Diese In-
dikatoren wurden in der vorliegenden Arbeit als Transformation für die Trainings-
daten der SVMs untersucht. Tabelle 2 gibt einen Überblick über alle für diese
Untersuchung implementierten Transformationen und Indikatoren.
4.1 Vektorisierung der Zeitreihendaten
Die Trainingsvektoren haben den in Formel 2 dargestellten Aufbau. Die erste Kom-
ponente bestimmt sich jeweils aus dem Wert der Zielzeitreihe (ZRZ) am Tag mit
dem Index i. Danach folgen der Reihe nach die Werte aller l für die Trainingsmenge
ausgewählten Zeitreihen ZR1 . . . ZRl am jeweils unmittelbar davor liegenden Tag
i−1. Da der Trainingszeitraum vom Tag mit dem Index t−n−1 bis zum Tag t−1
reicht, läuft i im Intervall i ∈ [t− n, t]. Auf diese Weise wird eine Trainingsmenge
mit n Vektoren der Dimension l + 1 erzeugt.
ZRZ(i)
ZR1(i− 1)
ZR2(i− 1)
...
ZRl(i− 1)
 (2)
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Tabelle 2: alle Zeitreihentransformationen im Überblick
Name Funktionsbezeichnung
gleitender Durchschnitt GDt(X,n) = 1n
∑n
i=1X(t− i)
stetige Rendite rs(i) = ln(Z(i)− lnZ(i− n))
diskrete Rendite rd(i) = Z(i)−Z(i−n)Z(i−n)
absolutes Momentum AbsMom(X,n, t) = X(t)−X(t− n)
relatives Momentum RelMom(X,n, t) = X(t)
X(t−n)
Trendoszillator TO(X,n,m, t) = avg(X,t,n)
avg(X,t,m)
Trend
Trend(i) = sgn(X(i)−X(i− 1))
sgn(x) =

+1 falls x > 0
0 falls x = 0
−1 falls x < 0
relative Stärke RS(X,n, t) = X
avg(X,t,n)
relative Stärke Index
G(t) =
t∑
i=t−n
{
1 AbsMom(X, i, n) ≥ 0
0 sonst
V (t) =
t∑
i=t−n
{
1 AbsMom(X, i, n) < 0
0 sonst
Z(t) = 1− 1
1 + G(t)
V (t)
Overbought/sold Oszil. Z(t) X(t)−min(X,t,n)
max(X,t,n)−min(X,t,n)
MACD-Trigger T = avg(avg(X, t, n)− avg(X, t,m), t, o)
Volatilität Standardabweichung σ der logarithmierten Renditen
Entfernung vom Minimum Z(t) = X(t)−min(X, t, n)
Entfernung vom Maximum Z(t) = max(X, t, n)−X(t)
Addition Z = ADD(X, Y )
Subtraktion Z = SUB(X, Y )
zeitliche Verschiebung Z = MV (X,n)
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Soll eine Prognose erzeugt werden, so wird aus den Zeitreihendaten für den aktu-
ellen Handelstag t ein Testvektor erzeugt. In der ersten Komponente steht eine 0,
weil sie die zu prognostizierende Zielklasse für ein Klassifikationsproblem darstellt.
4.2 Strategien für die Auswahl der Trainingsdaten
4.2.1 Naive Auswahlstrategie
Ein naiver Ansatz zur Auswahl der relevanten Eingabezeitreihen ist die Wahl der im
jeweils prognostizierten Aktienindex abgebildeten Aktien. Zur Trendbereinigung
wurde von jeder Zeitreihe das relative Momentum gebildet. Diese Auswahl kommt
ohne den immensen Rechenaufwand der im folgenden Abschnitt beschriebenen
Auswahl auf Basis von Korrelationstests aus.
4.2.2 Auswahl auf Basis von Korrelationstests
Dabei handelt es sich um ein empirisches statistisches Verfahren zur Bestimmung
geeigneter Zeitreihen für die Modellbildung in induktiven maschinellen Lernver-
fahren im Kontext der Kursprognose [Baun 1994, 156f], [Poddig&Wallem 1994,
327], [Poddig 1999, 401ff]. Kerngedanke ist, dass eine Zeitreihe Informationen zur
Prognose einer Zielzeitreihe liefern kann, wenn die beiden Zeitreihen in der Ver-
gangenheit wenigstens zu einem gewissen Grad korreliert waren.
Für diese Arbeit standen rund 23 Mio. einzelne Datenpunkte aus 1744 verschie-
denen Aktienkursen zur Verfügung. Aus der Kombination von mehreren Trans-
formationen ergeben sich potentiell unendlich viele verschiedene Zeitreihen, die in
die Trainingsmenge eingehen können. In [Schlitter 2006] werden mehrere Verfahren
beschrieben, um diese Datenvielfalt nach ihrer Relevanz für die Prognose der je-
weiligen Zielzeitreihe zu sortieren. Hier werden im folgenden nur einige wesentliche
Eckpunkte dieser Verfahren beschrieben, für Details sei auf die genannte Arbeit
verwiesen.
Auf jeden der zur Verfügung stehenden Kursverläufe wurden diverse Kombi-
nationen von Eingabetransformationen angewendet. Die resultierenden Zeitreihen
wurden zudem zeitlich zwischen null und neun Börsentagen verschoben (Timelags),
um verzögerte Abhängigkeiten zwischen Eingabe- und Zielzeitreihe zu berücksich-
tigen. Die statistischen Tests wurden in den drei Zeiträumen A, B und C sowie mit
11 verschiedenen Zeitreihenlängen zwischen 11 und 520 Tagen auf allen zur Verfü-
gung stehenden Zeitreihen durchgeführt. Auf diese Weise entstanden für Dax und
Djia jeweils
20 143 200 = (
Wertpapiere︷︸︸︷
1744 ·
Transformationen︷︸︸︷
35 +
Transformationen︷︸︸︷
224 ) ·
Timelags︷︸︸︷
10 ·
Längen︷︸︸︷
11 ·
Zeitpunkte︷︸︸︷
3
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zu vergleichende Zeitreihen. Aus jeder dieser neuen Zeitreihen und der Zielzeitreihe
wurden Paare gebildet, für die mit vier verschiedenen Tests die Korrelation berech-
net wurde. Eine starke Korrelation ist ein Hinweis darauf, dass die Zeitreihe für die
Trainingsmenge geeignet ist, weil ihr Verlauf ähnlich dem Verlauf der Zielzeitreihe
ist. Zur Anwendung kamen vier verschiedene Testverfahren: Die Korrelationsana-
lyse nach Bravis-Pearson, der Delta-Test nach [Pi&Peterson 1993], die Average
Mutual Information nach [Krischer&Kruel 1992] sowie die Signumparität, die die
Übereinstimmung des Prognosevorzeichens für jeden Handelstag überprüft.
Für die Berechnung dieser großen Anzahl von Korrelationen wurde auf ei-
ne eigene Implementation verzichtet. Statt dessen wurden die Ergebnisse aus
[Schlitter 2006] übernommen, für deren Berechnung ca. 30 Einzel-CPU-Jahre Re-
chenzeit auf dem 512-Knoten-Cluster an der TU-Chemnitz aufgewendet werden
mussten.
5 Simulationsumgebung
5.1 Handelsstrategie
Als gültige Handelssignale wurden Kaufen (buy), Verkaufen (sell) und keine Ope-
ration (nop) verwendet. Gehandelt wurde stets mit der Zielzeitreihe indem Anteile
des Indexes ge- bzw. verkauft wurden. Das Signal buy führte immer dazu, dass
für das gesamte zur Verfügung stehende Kapital Wertpapiere der Zielzeitreihe ge-
kauft wurden. Dabei wurde berücksichtigt, dass immer nur diskrete Anzahlen von
Wertpapieren gekauft werden können. Der übrig bleibende Restbetrag verblieb als
freies Kapital. Die marktüblichen Transaktionsgebühren (im folgenden auch als
Spesen bezeichnet) wurden berücksichtigt und bei jeder Transaktion automatisch
in Rechnung gestellt. Das Signal sell führte immer dazu, dass alle zuvor gekauf-
ten Anteile abgestoßen und der Erlös nach Abzug der Spesen dem freien Kapital
gutgeschrieben wurde.
Die Trainingsvektoren wurden den beiden disjunkten Klassen steigend (+1) und
fallend (−1) zugeordnet. Das Klassifikationsergebnis für einen neuen Vektor ord-
nete dem Vektor folglich eine dieser beiden Klassen zu. Das verwendete SVMlight
lieferte als Ergebnis jedoch nicht ±1 sondern einen kontinuierlichen Wert, der als
Konfidenz der Klassifikation interpretiert wurde. Alle Ergebnisse < 0 wurden des-
halb der Klasse fallend und alle Werte ≥ 0 der Klasse steigend zugeordnet.
Unterschritt das Klassifikationsergebnis im Fall < 0 den Schwellenwert sell oder
überschritt es im Fall ≥ 0 den Schwellenwert buy so wurde das entsprechende
Handelssignal ausgelöst.
Statt auf die Details der Implementation einzugehen, sollen an Hand des Fluss-
diagramms in Abbildung 1 die notwendigen Schritte für die Erzeugung eines Han-
delssignals erläutert werden. Der Ablauf lässt sich grob in zwei Phasen aufteilen.
195
klass. Tagesvektor
Modell
Modellparameter
Supportvektor 1
...
Supportvektor m
decide()
Trainingsvektoren erzeugen
SVM trainieren
Handelssignal erzeugen
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Klassifikation mit SVM
Abbildung 1: Flussdiagramm für Generierung eines Handelssignals mit SVMs
In Phase 1 wird ein Modell auf Basis vergangener Handelstage erlernt. In Phase 2
wird dieses Modell auf die Daten des aktuellen Handelstags angewendet, um eine
Prognose für den nächsten Handelstag zu erzeugen.
5.2 Systemarchitektur
Abbildung 2 zeigt ein stark abstrahiertes Schema der in Perl1 implementierten
Simulationsumgebung. Sie wurde objekt-orientiert realisiert. In ihr konnten ver-
schiedene Handels-Agenten (im folgenden kurz Agenten) an einem simulierten Bör-
senhandel teilnehmen. Wurde ein Agent in die Simulationsumgebung eingefügt, so
legte die Simulationsumgebung automatisch ein Depot mit 10000 Euro Startgut-
haben für ihn an. In Abb. 2 wurden vier verschiedene Agenten stellvertretend für
bestimmte Handelsstrategien eingesetzt, die im folgenden kurz erläutert werden
sollen.
BuyAndHold Eine der einfachsten Anlagestrategien ist, einfach alles Kapital in
Aktien anzulegen und die Aktien erst wieder zu verkaufen, wenn man das
Kapital für andere Zwecke braucht. Der Hintergrundgedanke ist, dass der
Aktienmarkt tendenziell nach oben entwickelt. Diese Strategie versucht, diese
Tendenz in Gewinn umzusetzen und vermeidet Spesen weitgehend.
GD Es wird ein gleitender Durchschnitt der Kursnotierungen der letzten n Tage
gebildet. Schneidet der aktuelle Kurs diese Linie von unten nach oben wird
1Im Internet: http://www.cpan.org/
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Abbildung 2: Architektur der Simulationsumgebung
ein Kaufsignal erzeugt; in der Gegenrichtung ein Verkaufssignal.
SVMTP Eine SVM wird eingesetzt, die jeden Tag neu mit den (transformierten)
Kursdaten der letzten n Tage trainiert wird und an jedem Handelstag eine
Handelsentscheidung treffen kann.
SVMWP Auch hier kommt eine SVM zum Einsatz, sie trifft aber nur einmal
pro Woche eine Handelsentscheidung. Auf diese Weise soll vermieden wer-
den, dass Kursgewinne durch die Spesen zu häufiger Kauf-Verkauf-Aktionen
aufgefressen werden.
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5.3 Statistik und Performanz-Messung
Für die Datenvorverarbeitung, sowie für die SVMs gab es diverse Parameter, die
variiert werden konnten. Während jedes Simulationsdurchlaufes wurden diverse
statistische Daten gesammelt und in einer zentralen Datenbank gespeichert. An
jedem Handelstag wurde erfasst, welchen Wert das Aktiendepot jedes der regis-
trierten Agenten gehabt hätte, wenn es an diesem Tag komplett liquidiert worden
wäre. Um der großen Zahl zu testender Parameterkombinationen Herr zu werden,
wurde das System für eine parallele Anwendung auf mehreren Rechenknoten an-
gepasst. Insgesamt standen maximal 279 PCs (jeweils mind. 1 GB RAM und 1,8
GHz CPU) zur Verfügung.
6 Ergebnisse
Als Datenbasis standen nach Ende
 56
 58
 60
 62
 64
 66
 68
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600 0
 0.5
 1
 1.5
 2
 2.5
 3
 3.5
 4
 56
 58
 60
 62
 64
 66
 68
TQ
Regularisierungsparameter
Sigma
Abbildung 3: Djia, Zeitraum A
der Batch-Tests über 140 000 Simula-
tionsergebnisse zur Verfügung. Da ein
Simulationsergebnis jeweils das Han-
delsgeschehen eines halben Jahres ab-
bildet, entspricht diese Zahl mehr als
70 000 Jahren simulierten Handelsge-
schehens. In den Tests konnte gezeigt
werden, dass mit SVMs auf handels-
üblicher PC-Hardware problemlos ein
täglich aktualisiertes Modell realisier-
bar ist. Die Trefferquoten eines sol-
chen Modells erreichen bei geeigneten
Parametern für Auswahlverfahren und
SVM mit 60 bis 70 Prozent für Zeitreihen beachtliche Werte und schlagen die
wesentlich rechenzeitintensiveren Knn aus [Schlitter 2006].
Gesucht wurde nach Parameterkombinationen, die die summierte Trefferquote in
den drei Simulationszeiträumen A, B und C maximiert. Es handelt sich dabei um
eine Suche in der Menge aller Ergebnisse. Diese Suche wurde getrennt für lineare,
polynomielle und RBF-Kernel durchgeführt. Dabei wurden für jeden untersuchten
Kernel der Mittelwert der Trefferquote und die Standardabweichung in den drei
Simulationszeiträumen berechnet. Die Tabelle 3 fasst die Ergebnisse dieser Suche
zusammen. Auf Grund des begrenzten Platzes sei für eine erschöpfende Darstel-
lung der Ergebnisse an dieser Stelle auf die vollständige Arbeit in [Möller 2006]
verwiesen.
Beim Vergleich der Ergebnisse dieser Studie mit den Ergebnissen der KKN aus
[Schlitter 2006] zeigt sich, dass die künstlichen neuronalen Netze den SMVs sowohl
bei der Prognosegüte als auch bei der zum Training notwendigen Rechenzeit unter-
legen sind. Der Vorteil rührt unter anderem aus dem deterministischen Verhalten
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Tabelle 3: Ergebnisse der Suche nach global optimalen Parameterkombinationen
Zielzeitreihe Dax Djia
Kerneltyp linear polynomiell RBF linear polynomiell RBF
Regularisierungspara. 100 100 500 100 1500 1000
Polynomgrad 0 2 0 0 3 0
σ 0 0 0.1 0 0 0.1
Trainingszeitraum 150 150 50 150 120 100
sum.Trefferquote 202.63 200.27 193.98 202.62 204.19 199.46
avg. 67.54 65.70 64.66 67.54 68.06 66.49
der SVMs bei der Modellerzeugung, wohingegen die KNN mittels zufälliger Wahl
der Kantengewichte inititialisiert werden. Um den stochastischen Einfluss dieser
zufälligen Initialisierung zu vermindern, werden Netze mit verschiedenen Kante-
ninitialisierungen trainiert, woraus folglich der höhere Rechenzeitbedarf resultiert.
Darüber hinaus vereinfacht das deterministische Verhalten der SVMs die Opti-
mierung der zugehörigen Lernparameter. Die zu optimierende Funktion kann un-
mittelbar berechnet werden und muß nicht aus den Ergebnissen mehrerer Netze
mit zufälliger Kanteninitialisierung aggregiert werden.
Ein weiterer Vorteil der SVMs ist deren bessere Generalisierungsfähigkeit. An-
ders als bei den Versuchen mit den KNN liegen die Prognosegüten für Trainings-
und Testmenge dicht beieinander.
7 Fazit und Ausblick
Bei der Untersuchung hat sich gezeigt, dass Support Vector Machines grundsätzlich
für die Analyse und Prognose ökonomischer Zeitreihen geeignet sind. Weiterhin
konnte gezeigt werden, dass sich mit Handelsstrategien auf Basis dieser Prognosen
grundsätzlich positive Renditen erzielen lassen. Die dabei erzielte Prognosegüte
ist vergleichbar mit den Ergebnissen aus [Schlitter 2006]. Die zur Modellerzeugung
benötigte Rechenzeit beträgt hingegen nur einen Bruchteil der zum Training der
neuronalen Netze notwendigen.
Eine typische Schwachstelle von Prognosesystemen auf Basis maschineller Lern-
verfahren ist die Erzeugung von Handelssignalen aus den vom Modell erzeugten
Prognosen. Typischerweise werden so viele Handelssignale erzeugt, dass die Rendi-
ten aus den korrekt prognostizierten Kursschwankungen durch die für jede Transak-
tion am Aktienmarkt anfallenden Handelsgebühren zunichte gemacht werden. Die
Verbesserung der zugrunde liegenden Handelsstrategien steht somit im Zentrum
zukünftiger Forschung, um die Praxistauglichkeit des hier beschriebene Verfahrens
zu erreichen. Ein selbst adaptives System, das sich selbständige an neue Marktsi-
tuationen anpasst, ist hier wünschenswert. Das beschriebene Problem der hohen
Transaktionskosten kann jedoch auch ökonomisch gelöst werden. Anstatt sich beim
Handel ausschließlich auf Aktien zu konzentrieren, können beispielsweise Optionss-
scheine verwendet werden. Diese bieten die Möglichkeit sowohl auf fallende als auch
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auf steigende Kurse zu spekulieren. Der bei Optionsscheinen entstehende Hebelef-
fekt übersteigt die beim Aktienhandel möglichen Renditen um ein vielfaches und
relativiert somit die anfallenden Transaktionskosten.
Sowohl [Möller 2006] als auch [Schlitter 2006] zeigen deutlich, das die Quali-
tät der Prognosen, maßgeblich von den verwendeten Prediktoren abhängt. Neue
Methoden zur Auswahl geeigneter Zeitreihen als Eingabe für den Modellerzeu-
gungsprozess sind deshalb unabdingbar. Darüber hinaus erwarten wir eine Steige-
rung der Prognosegüte, wenn neben der Verwendnung von ökonomische Zeitreihen
auch aktuelle Wirtschaftsmeldungen bei der Modellerzeugung berücksichtigt wer-
den. Die Arbeiten von Kroha [Kroha et al. 2005, Kroha et al. 2006] auf dem Gebiet
des Textminings beinhalten dahingehend vielversprechende Ergebnisse.
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This article describes the use of backpropagation networks to predict
economic time series. In this study short-term prediction models for
the Dow Jones Average Industrial Index and the German Stock Index
are generated. The article presents the prediction process and suggests
some modifications for the classical training algorithm. Furthermore
several methods to select relevant network inputs and their preprocess-
ing are examined. After a short introduction of quality measures the
prediction results and their implications are presented.
1 Introduction
Predicting a stock price is more a process rather than a single action. ”‘Neural
network training is an art. Trading based on neural network outputs, or trading
strategy is also an art.”’ [YT01] Therefore it is important to discuss which part
of this generation process could be improved. In this article some methods of
increasing the prediction quality and to decrease the essential efforts at the same
time are suggested. Section 2 shows the main target of the stock price prediction.
Section 3 describes each part of the process and presents the improvements. The
required quality measures are presented in section 3.5. In the following section 4
the results are visualized and finally a short summary and a future outlook are
given.
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2 Main target
The time series O that we want to predict, is given by daily stock price differences.
Consequently the generated models predict the daily interest of Z:
O(i) =
Z(i)− Z(i− 1)
Z(i− 1) (1)
For some applications the exact stock price is not interesting because in such cases
the direction of the price movement is (much) more important. The trend is defined
as:
O(i) =

+1 Z(i− 1) < Z(i)
0 Z(i− 1) = Z(i)
−1 Z(i− 1) > Z(i)
(2)
Independent from the choice of O the target of our efforts is to find a function F
that maps a set of unknown external variables Ik to the value O(i). Probably it
is impossible to determine the exact function. Therefore a non explicable rest R
remains:
O(i) = F (I1, I2, · · · , In) +R (3)
The success of this calculations lies in finding the function F and a fixed number of
variables Ik. Fortunately it is possible to find dependencies between O and other
stock time series by using historical data. This is done in the prediction process.
3 The prediction process
The set of procedures which end in a successful prediction model is denoted as
prediction process. It consists of data preprocessing, data analysis, data selection,
model generation, and model testing. In the following, each phase of this closed
loop process is described in detail.
3.1 Data preprocessing
The original market stock prices are given by a set of synchronized time series
X(i):
Xk(i) =
(
Xk(1), Xk(2), · · · , Xk(n)
) ∈ Rn (4)
In this regard synchronized means that the values Xp(l) and Xq(l) describe the
same day in two different time series. In the following, the number of values in a
time series X is defined as |Xk|).
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The data preprocessing is realized by a set of transformations fj : R
n 7→ Rn. Each
fj maps an original time series X to a transformed time series T .
A large number of the dependencies which are used for the prediction are time
phased. Therefore it is necessary to regard them oder: ’to take them into account’.
The function MV moves the time index as shown in (5) and realizes in this way a
time lag structure.
T =MV (X,n) n ∈ N+ (5)
T (i) = X(i− n)
To take account of the economic background some special functions are used. The
following important economic indicators (cf. [Wil90]) are used in this study:
• relative strength index (RSI)
• MACD-trigger
• trend oscillator (TO)
• over bought over sold indicator (OBOS)
• volatility (VOL)
Using these kinds of indicators seems to be reasonable, because many traders con-
form to them and so they influence the stock price. Beside the economic indicators
there are some other helpful transformations. They simplify the network training
by providing for instance the following useful information:
• difference to the moving average (DifToMA)
• difference to the minimum (DifToMin)
That way the network does not have to realize such simple functions by adapting
the internal weights.
For using artificial neural networks it is necessary to normalize the input data.
Different methods are examined to normalize the time series. The min-max-
normalization scales the data into a fixed interval e.g. [0, 1] or [−1, 1].
T (i) =
X(i)−min(X)
max(X)−min(X) (6)
The z-normalization ensures that the data will have an average of zero and a
standard deviation of one. Additionally, the outliers do not determine the interval
range:
T (i) =
X(i)− aver(X)
std(X)
(7)
3.2 Data analysis
The aim of the data analysis is to detect which of the transformed time series T k are
related to the objective time series O. To determine the scale of the dependencies
four different test algorithms are used.
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Correlation analysis The correlation analysis (r) is able to find linear dependen-
cies.
rk =
∑
i
(
T k(i)− aver(T k)
) · (O(i)− aver(O))√∑
i
(
T k(i)− aver(T k)
)2 ·∑i (O(i)− aver(O))2 (8)
For r > 0 a linear dependency between the objective time series O and another po-
tential influential time series T k exists. For r < 0 one can assume an indirect linear
dependency. Consequently the value |r| measures direct and indirect dependencies.
Delta-test The δ-test (I) in [PP93] is based on the continuity of functions and
is able to discover linear and nonlinear relations.
Average mutual information The average mutual information (AMI) in [Sha48]
is also enabled to discover linear and nonlinear relations. It measures the mutual
information between two variables a and b. This mutual information is a measure
for the prediction precision of the value b if the value a is known.
Sign parity The sign parity (S) describes how often the sign of T k(i) matches
the sign of O(i):
Sk = −0.5 + 1|O|
∑
i
c (9)
c =
{
1 sign
(
O(i)
)
= sign
(
T k(i)
)
0 otherwise
(10)
Because of the subtraction of 0.5 the value |S| can also be used to measure the
direct and indirect dependencies.
Table 1 shows a partial list of results from these tests for circa 20 million pairs
of time series. High values point to a strong relation between O and T k. In this
case the value T k(i) seems to be adequate to predict the value O(i+ 1). In order
find valid dependencies three different points in time and eight different sizes of
time series are used. In that way it is possible to analyze if the prediction quality
depends on the size of the training set. Section 4 describes this issue in detail.
3.3 Data selection
The results in table 1 can be used to select the required number of variables in (3).
The most relevant time series are examined by two different methods as follows.
High dependency Based on the test results only transformed time series are used
with a high influence on the objective time series O. That way each test method
determines twelve influential time series Ik.
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Table 1: A part of the described test results
Transf. time series T k Year |X| |r| I AMI |S|
MV(TO(852362,10,15),2) 2004 130 0.054 0.079 7.8 0.007
MV(VOL(852362,5),5) 2003 22 0.014 0.133 3.4 0.035
MV(DifToMA(200455,3),4) 2004 260 0.194 -0.024 0.5 0.190
MV(Rendited(200455,5),1) 2003 780 0.053 0.035 2.1 0.030
MV(VOL(854717,3),6) 2004 260 0.018 0.094 10.4 0.034
MV(DifToMin(855689,5),6) 2002 520 0.024 0.003 0.6 0.130
MV(OBOS(856584,5),9) 2003 780 0.026 0.054 5.7 0.232
MV(TO(850229,10,15),2) 2004 65 0.054 0.079 7.8 0.007
High dependency and less standard deviation In addition to the high influence
the time stability seems to be important for a successful prediction. To measure
this stability the standard deviation of eight overlapped time periods consisting of
22, 65, 130, 195, 260, 520, 780 and 1560 days are used as shown in figure 1.
Figure 1: Overlapping time periods for the calculation of the standard deviation
In the following the use of the correlation test will be described in detail. Beside
the correlation coefficient the other three methods are used in the same way to
select twelve time series each. The standard deviation of the correlation coefficient
is defined as:
σk =
√
1
8
·
∑8
i=1
(|rik| − rk)2 (11)
Finally the set of time series {I1, . . . , I12} with a maximal correlation coefficient
and a minimal standard deviation is used:∑12
k=1
σk −→ minimize (12)∑12
k=1
rk −→ maximize (13)
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3.4 Model generation
After the selection of the input time series it is possible to create a prediction
model. For this end we use modified backpropagation networks. The aim of the
network training is to approximate the function F in (3) by minimization of the
mean squared error (MSE) between the real values O(i) and the predicted values
P (i).
MSE =
1
2 · |O|
|O|∑
i
(
O(i)− P (i))2 (14)
Usually the standard algorithm in [RHW86] is used to adapt the weights in the
backpropagation network:
WLij (t+ 1) = W
L
ij (t) + ∆W
L
ij (t) (15)
∆WLij (t) = −γ(t) ·NLi (t) · δL+1j (t) (16)
where
WLij (t) is the weight between neuron i in layer L and neuron j in layer L + 1 at
time t
∆WLij (t) is the change of the weight W
L
ij (t) at time t
γ(t) is the learning rate at time t
NLi (t) is the input of the neuron i in layer L at time t
δLj (t) is the error signal of neuron j in layer L at time t
In this study about three million backpropagation networks were generated to
predict four several time series:
• the daily interest of Dow Jones Index (DJ)
• the daily interest of German Stock Index (DAX)
• the daily trend of Dow Jones Index
• the daily trend of German Stock Index
Eight different time series sizes (cf. figure 1) and three different points in time1
are used to examine the relation between prediction quality and the size of the
training set. Furthermore the network parameters e.g. the numbers of the network
layers or the neurons, were controlled by standard evolution strategies [Rec94]. The
necessary calculation power was provided by the homogeneous Linux cluster CLiC
consisting of 512 nodes. The network training is supplemented by the following
three modifications to improve the classic training algorithm.
Backpropagation with momentum term Rumelhart et al. [RHW86] suggest to
add some part of the last weight change to the actual weight change. Therefore
106/01/2002, 06/01/2003 and 06/01/2004
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(16) is modified:
∆WLij (t) = γ(t) ·NLi (t) · δ(t)L+1j
weighted momentum term︷ ︸︸ ︷
·(α− 1) + α ·∆WLij (t− 1) (17)
Delta-Bar-Delta This modification is based on different learning rates γSij for
each weight. Additionally a learning rate control exists that changes the learning
rate depending on the neurons’ error signal. [Jac88]
∆WLij (t) = −γLij(t) ·NLi (t) · δL+1j (t) (18)
γLij(t+ 1) = γ
L
ij(t) + ∆γ
L
ij(t) (19)
∆γLij(t) =

κ for δ
L+1
j (t− 1) · δL+1j (t) > 0
−φ · γLij(t) for δ
L+1
j (t− 1) · δL+1j (t) < 0
0 otherwise
(20)
δ
L
j (t) = (1− θ) · δLj + θ · δ
L
j (t− 1) (21)
where
γLij(t) is the learning rate at time t
∆γLij(t) is the change of the learning rate at time t
κ is the linear increment of the learning rate
φ is the proportion of decrease of the current learning rate
δ
L
j (t) is the exponential average of the current and past error signals
θ is the base of this exponential average and t the exponent
Equation (20) enables a linear increment and exponential decrease of the learning
rate. Thus a fast learning rate adaption is guaranteed. In this study the learning
constants (e.g. κ, φ, γ) are controlled by Rechenbergs’ evolution strategies.
Delta-Bar-Delta with exponential growth Furthermore Jacobs’ algorithm is
adapted to allow an exponential increment of the learning rate. Therefore (20)
changes to:
∆γLij(t) =

+κ · γLij(t) for δ
L+1
j (t− 1) · δL+1j (t) > 0
−φ · γLij(t) for δ
L+1
j (t− 1) · δL+1j (t) < 0
0 otherwise
(22)
where
κ is the proportion of increase of the current learning rate
This modification allows an exponential growth of the learning rate. So the learning
rate can be quickly adapted to the current error surface.
Independent from the training algorithm a separate test set is used to determine
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the ideal training stop. This test set is not involved in the training process of the
networks and contains 50 percent of the available historical data. Using a time
series size of 520 days the training and test set consist of 260 vectors with the
dimension of 48.
To prevent overfitting it is necessary to stop the network training phase. In this
purpose the MSE on the test set is used. During the training process the network
with the smallest MSE is saved. After a fixed number of training cycles (e.g.
1000) or a significant rising of the MSE (e.g. 20% beyond the smallest MSE) the
saved network with the smallest error is recovered.
3.5 Model testing
After model generating some ways to compare oder: ”‘of how to compare”’ the
different models are required. Contrary to the network training the testing orients
toward the practical exertion: The error rate, Theil’s inequality coefficient, and
the profit gain are used to test the models on a separate validation set. This set
consists of 130 trading days (half a year) and is not used in the training period.
During the validation phase the prediction models are not adapted.
Error rate In the validation period measurements were done to check how often
the signs of the real value O
V
(i) differs from the predicted value P
V
(i). The
proportion of false predictions is termed as error rate (ER).
ER =
1
130
·
130∑
i=1
{
1 for sign
(
O
V
(i)
)
6= sign
(
P
V
(i)
)
0 otherwise
(23)
In an acceptable model the number of false trend predictions should be remarkably
less than 50 percent. The aim is to minimize this error rate.
Theil’s inequality coefficient Theil’s inequality coefficient [The67] allows a com-
parison between the current prediction model and the naive prediction. This special
benchmark method predicts the trend or change of the previous day for the next
day.
U =
√
1
130
·
130∑
i=1
(
P
V
(i)−OV (i)
)2
√
1
130
·
130∑
i=1
(
O
V
(i)
)2 (24)
The interpretation is simple: The smaller Theil’s inequality coefficient the better
the prediction quality is. A perfect model shows an inequality coefficient of U = 0.
When U > 1 the naive prediction is better compared to the proposed prediction
model.
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Profit gain The stock trading is simulated to estimate the model’s practical
implications. The reached profit is compared to the profit of the by-and-hold
strategy. This simple trading strategy measures the profit which results from a
stock buying on the first and a stock selling on the last day of the validation period.
A model is considered as useful if the simulated profit exceeds the buy-and-hold
profit. The difference between both is called profit gain (PG):
PG =
(
final capital
start capital
)( 260130)
︸ ︷︷ ︸
simulated profit p.a.
−
(∑130
i=1
O
V
(i)
)( 260130)︸ ︷︷ ︸
buy-and-hold profit p.a.
(25)
To allow an easy comparison between different prediction models the profit gain
in (25) is calculated on an annual basis (260 trading days) by including compound
interest effects - consequently the reached interest is measured per annum.
The profit gain is maximized by using a suitable trading strategy and a good
prediction model. The start capital amounts 10,000 Euro and during the simulation
we do not take account of any trading fees. Depending on a daily prediction
this proposed trading strategy provides buy- or sell signals. In case of positive
predictions the stock is bought; otherwise it is sold.
4 Results
The prediction results are presented in Table 2. Beside the training and test period
one can recognize the buy-and-hold profit (B&H), the annually profit gain (PG)
and the reached annually total profit. For each objective time series and each
prediction period the results of the best network are shown in a row. The selection
of the best network is based on the precision of the test set. The displayed results
come from the validation set. It is almost always possible to reach a positive
profit gain. That means, the generated models are able to outperform the general
market. The prediction of the DAX in the year 2004 is the only exception.
Some of the networks and the trading strategies obtain a positive interest even
though the market moves downward. But this is only possible by ignoring the trad-
ing fees. Otherwise the numerous trades and the resultant fees would depreciate
the profit.
Probably, this problem can be solved by using a better trading strategy which
regards the accruing fees of each potential sale. This way it is possible to reduce
the number of sales and consequently the amount of money spent on trading fees.
Furthermore the change of the prediction horizon (e.g. weekly instead of daily
predictions) is another option to decrease the number of trades, because the number
of alternated trading signals would be reduced.
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Table 2: Complete prediction results
(a) DAX daily trend prediction
prediction period optimal training period B&H PG Profit
06/01/ - 11/29/02 65: 27.02.02 - 06/01/02 -51,8 % 73,4 21,6 %
06/01/ - 11/28/03 65: 26.02.03 - 06/01/03 50,6 % 1,7 52,3 %
06/01/ - 11/30/04 65: 01.03.04 - 06/01/04 12,7 % 13,7 26,4 %
(b) DAX daily interest prediction
prediction period optimal training period B&H PG Profit
06/01/ - 11/29/02 22: 05/02/02 - 06/01/02 -51,8 % 26,6 -25,2 %
06/01/ - 11/28/03 65: 02/26/03 - 06/01/03 50,6 % 3,7 54,3 %
06/01/ - 11/30/04 22: 05/03/04 - 06/01/04 12,7 % -24,1 -11,4 %
(c) Dow Jones daily trend prediction
prediction period optimal training period B&H PG Profit
06/01/ - 11/29/02 65: 02/28/02 - 06/01/02 -18,9 % 16,2 -2,7 %
06/01/ - 11/28/03 65: 02/27/03 - 06/01/03 22,9 % 2,6 25,5 %
06/01/ - 11/30/04 65: 03/01/04 - 06/01/04 5,5 % 4,6 10,1 %
(d) Dow Jones daily interest prediction
prediction period optimal training period B&H PG Profit
06/01/ - 11/29/02 22: 05/01/02 - 06/01/02 -18,9 % 1,8 -17,1 %
06/01/ - 11/28/03 65: 02/27/03 - 06/01/03 22,9 % 2,6 25,5 %
06/01/ - 11/30/04 520: 05/10/02 - 06/01/04 5,5 % 14,3 19,8 %
4.1 Size of training set
Also the small size of the training set in table 2 attracts to attention. Figure 2
shows the quality of the daily interest prediction of the DAX depending on the size
of the training set. The best results are achieved with a relatively small training
set: By using 65 days Theil’s inequality coefficient and the error rate are minimal
and the profit gain reaches a maximum.
Against the expectation the optimal training period is relatively short. With 65
days it seems to be capacious enough to include necessary information but small
enough to exclude timeworn rules and information. With regards to the optimal
training period nearly all experiments show similar results (cf. table 2).
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Figure 2: Trend prediction quality DAX 06/01/2003
4.2 Training algorithm
The training algorithm has only a small influence on the prediction quality in
this study. But it certainly influences the convergence of the network training.
The quotient of complexity and prediction precision is used to show this fact. The
complexity is measured by the training cycles (TC), the precision by the profit gain
(PG), the reciprocal error rate ( 1
ER
), or the reciprocal Theil inequality coefficient
( 1
U
):
PGrel =
TC
PG
, ERrel = TC · ER, Urel = TC · U (26)
The smaller the complexity precision proportion the better model’s precision and
complexity are. Figure 3 shows the advantage of Delta-Bar-Delta with exponential
growth. In the relevant range between 65 and 260 days it has almost always the
best complexity precision proportion.
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Figure 3: Prediction quality DAX trend prediction
4.3 Normalization
Similarly to the training algorithm the kind of normalization is not important for
the prediction quality. However like the training algorithm it influences the time of
convergence. Figure 4 shows the relative profit gain (PGrel) for the three analyzed
normalization methods.
Figure 4: Prediction quality DJ daily interest prediction
The advantage of the z-normalization is clearly recognizable, because in the
important range between 22 and 260 days it has a better relative profit gain than
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both other methods. By using the z-normalization it is possible to reduce the
necessary calculation power and enhance the prediction precision at the same time.
4.4 Data selection
Finally the influence of data selection methods is analyzed. The differences between
the two examined algorithms are shown in figure 5.
Figure 5: Prediction quality DJ daily interest prediction
It is not possible to recognize a significant advantage for one of both. The costlier
method of regarding time stability is not worthwhile. On that score it is necessary
to develop another more suitable data selection method.
5 Conclusion
The prediction models reach nearly always a positive profit gain. That means it is
succeeded to generate models that outperform the general market.
Furthermore the results show some interesting implications. So the correct size of
the training set is more important for the prediction quality than expected. This
fact has not been taken into account in other papers. Based on the results a training
period between 65 and 130 trading days is suggested to reach a better prediction
quality. Furthermore the normalization and the choice of the training algorithm
influence the quality indirectly because of the training convergence. The Use of
the Delta-Bar-Delta algorithm with exponential growth and the z-normalization
reduce the time for training. The saved time can be spend to create more prediction
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models by using optimization methods, as e.g. evolution strategies, to adjust the
number of layers, neurons, or activation functions.
6 Further Research
Due to complexity of these calculations it is almost impossible to find the ideal size
of the training set. Therefore it might be useful weighted training set. Older stock
prices should be less involved than more actual data. To use such a method it is
necessary to adapt the training algorithm and the quality measures. The future
research should regard this supposition.
Data selection and preprocessing are the most important parts of the prediction
process. Based on the efficient market hypothesis [Fam70] it is necessary to in-
clude other information in addition to raw stock price time series. The analysis
of business news could contribute in a promising way. Kroha’s research on this
field [KBY05,KBYK06] should be combined with traditional forecast methods to
improve the prediction quality.
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Künstliche Immunsysteme mit
Selbstorganisierenden Karten
Stefan Schadwinkel
stefan.schadwinkel@s2000.tu-chemnitz.de
Dieser Artikel beschreibt einen Ansatz der Vereinheitlichung künst-
licher neuronaler Netze und künstlicher Immunsysteme auf der Basis
funktionaler Übereinstimmungen. Diese funktionale Ähnlichkeit wird
näher erläuert, kurz im Kontext schon existierender Modelle diskutiert
und für die Interpretation Selbstorganisierender Karten angewendet.
Daraus resultiert ein Ansatz eine Selbstorganisierende Karte innerhalb
einer Feedback-Schleife als künstliches Immunsystem zu interpretieren
und zu Problemlösezwecken anzuwenden. Dieser Ansatz wird darge-
stellt und mit kurz skizzierten Anwendungsbeispielen erläutert.
1 Einführung
Dieser Beitrag zum Chemnitzer Informatik-Bericht zu Ehren von Prof. Dr. Werner
Dilger beschreibt den wesentlichen Inhalt meiner Diplomarbeit, die ich im Rahmen
meines Studiums der Diplom-Informatik an der Technischen Universität Chemnitz
erstellt habe. Diese Arbeit wurde von Prof. Dilger betreut und im August 2006
fertiggestellt. Dieser Artikel stellt die Grundgedanken und Zusammenhänge mög-
lichst allgemeinverständlich dar, so dass auch fachfremde interessierte Laien einen
Einblick bekommen können. Für weitere Details sei also schon an dieser Stelle auf
die Diplomarbeit selbst verwiesen [Schadwinkel 2006].
Da dieser Artikel im Kontext weiterer Artikel die Arbeit und Interessen von Prof.
Dilger darstellen soll, folgt zunächst ein kurzer Abschnitt um diese Arbeit in einen
entsprechenden Kontext zu setzen.
2 Die Arbeit mit Prof. Dilger
Prof. Dilger war immer sehr an neuen Entwicklungen, insbesondere innerhalb der
KI, interessiert. Dies wird neben diesem Artikel auch in den vielfältigen weiteren
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Beiträgen dieser Ausgabe des Chemnitzer Informatik-Berichtes zu Ehren von Prof.
Dilger deutlich. Insbesondere interessierten ihn in jüngerer Zeit die Entwicklungen
der Neurowissenschaften und das Feld der künstlichen Immunsysteme, was er bei-
des in Form der Vorlesungen Neurokognition und Künstliche Immunsysteme auch
an seine Studierenden weiterzugeben wusste. Über die Teilnahme an diesen Vorle-
sungen kam ich dazu, sowohl ein vorlesungsbegleitendes Praktikum zur Vorlesung
Künstliche Immunsysteme zu übernehmen als auch kurze Zeit später die Übung
zur Vorlesung Neurokognition nach Umstellung auf die Basis des Buches Com-
putational Explorations in Cognitive Neuroscience [O’Reilly/Munakata 2000] zu
gestalten. Auf dieser Basis entstand der Gedanken, dass sich biologisch inspirierte
künstliche neuronale Netze mit den Ideen und Modellen der künstlichen Immun-
systeme sicherlich gewinnbringend verbinden lassen. Dies wurde dann auch zum
Thema meiner Diplomarbeit, deren Kerninhalt ich durch die Unterstützung von
Prof. Dilger auch innerhalb einer Posterpräsentation auf der GECCO-Konferenz
2006 in Seattle vorstellen durfte. Wie dieser kurze Abschnitt darstellt wurde die
Arbeit, welche hier im folgenden kurz dargestellt wird, nicht zuletzt dúrch die In-
teressenschwerpunkte von Prof. Dilger und seine Begeisterung für diese Themen
entscheidend mitgeprägt.
3 Die Idee - oder Warum ist ein neuronales Netz
ein sinnvolles Modell für ein künstliches
Immunsystem?
Warum liegt es nun nahe, künstliche neuronale Netze und künstliche Immunsyste-
me zu verbinden. Nun, zum einen ist das Nervensystem in lebenden Organismen
sehr eng mit dem Immunsystem verknüpft, zum anderen sind die daraus entstan-
denen Modelle und Berechnungsverfahren auf ähnliche Aufgabenstellungen ange-
wandt worden und bieten sich gegenseitig ergänzende Eigenschaften an. So sind in
beiden die Ideen der verteilten Repräsentation angelegt, für neuronale Netze in den
Eigenschaften der Neuronenverbindungen und für das Immunsystem in Form von
spezialisierten Zellpopulationen. Die neuronalen Netze legen dann einen Schwer-
punkt auf die Berechnungsfähigkeiten (Schnelligkeit, Parallelisierbarkeit, Fehlerto-
leranz, Erzeugen von sinnvollen Antworten auf bisher ungesehene Eingaben) wäh-
rend die Modelle der Immunsysteme eher einen Schwerpunkt auf evolutionäre An-
passung legen. Diese Adaptation verfolgt aber prinzipiell dieselben Ziele, nämlich
schnell und eﬀektiv auf neue oder sich schnell verändernde Umweltbedingungen
reagieren zu können. Ob es sich dann dabei um ein neues visuelles Aktivitäts-
muster beim Betrachten eines bislang unbekannten Kunstwerkes handelt oder um
eine veränderte Dynamik von verschiedenen Stoﬀwechselprozessen im Körper, die
optimal gesteuert werden müssen, ist aber in einer abstrakten Sichtweise auf die
rein funktionale Vorgehensweise der Verfahren nicht mehr relevant. Dies ist auch
wünschenswert, schliesslich sollen die resultierenden Verfahren allgemein auf eine
Vielzahl von unterschiedlichsten Aufgaben anwendbar sein.
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Um nun die Funktionsweise der beiden Verfahren (damit sind im Folgenden
immer künstliche neuronale Netze und künstliche Immunsysteme gemeint) zu ver-
gleichen, ist es zunächst wichtig zu untersuchen, aus welchen Grundelementen die
Modelle bestehen und wie diese miteinander interagieren.
Diese Grundelemente sind zum einen die einzelnen Neuronen und zum anderen
sogenannte Immunelemente, dies sind zum größten Teil bestimmte Zellen, wie z.B.
B- und T-Zellen, aber auch Botenstoﬀe wie die Zytokine. Wenn man nun unter-
sucht, wie diese Grundelemente in beiden Systemen miteinander interagieren, so
kann man eine erstaunliche Übereinstimmung ﬁnden.
Künstliche, modellierte Neuronen folgen einer bestimmten Aktivierungsfunkti-
on, wie sie in Abbildung 1 (a) dargestellt ist. Dieser Verlauf entspricht nicht dem
tatsächlichen Verhalten biologischer Neuronen, sondern stellt lediglich eine An-
näherung an den biologischen Vorgang dar. Wie diese Verallgemeinerung genau
vorgenommen wird, kann unter anderem in [O’Reilly/Munakata 2000] nachgele-
sen werden. Der dargestellte Verlauf beschreibt wie stark ein einzelnes Neuron auf
einen Eingangsreiz reagiert. Je stärker der Eingangsreiz, umso stärker auch die Ak-
tivität des Neurons. Dies ist aber wie in der Abbildung zu sehen, kein rein linearer
Zusammenhang (wie er durch eine gerade Linie dargestellt werden würde). Hat
man nur einen sehr schwachen Eingangsreiz, so bleibt das Neuron in seinem Ruhe-
zustand, selbst wenn dieser schwache Reiz in seiner Stärke variiert. Überschreitet
dieser Eingangsreiz allerdings eine gewisse Schwelle, so variiert plötzlich die Aus-
gangsaktivität mit der Eingangsreizstärke. Steigt dann die Eingangsreizstärke noch
weiter an, so erreicht das Neuron seine maximale Aktivität, welche es selbst bei
noch stärkerer Reizung nicht weiter steigern kann. Dabei spricht man dann von
Sättigung.
Stellt man sich weiterhin die Gesamtheit aller Immunelemente und ihrer In-
teraktionen vor, so kann man erkennen, dass auf einen bestimmten Umweltreiz
nur bestimmte Elemente reagieren. So reagieren auf ein bestimmtes Molekül nur
entsprechend passende Antikörper, ebenso sind zur Regulation von veränderten
Umweltbedingungen, wie einer zu hohen Temperatur, nur bestimmte Prozesse zu
intensivieren, nämlich gerade die, welche die Temperatur absenken.
Die Stärke einer solchen durch das Immunsystem gesteuerten Reaktion folgt
nun genau demselben Verlauf wie auch die Stärke der Neuronenaktivierung. Diese
Beschreibung der Ausgangsaktivität in Abhängigkeit von der Eingangsreizstärke
spiegelt auch hier einen verallgemeinerten Verlauf wieder, diese Verallgemeinerung
erfolgt aber analog zu der allgemeinen Beschreibung der Neuronenaktivität.
Dieser Zusammenhang ist in Abbildung 1 (b) identisch zu der Neuronenaktivie-
rung dargestellt. Dieser Zusammenhang gilt hier nicht wie bei den Neuronen für ei-
ne einzelne Zelle, sondern für eine einzelne speziﬁsche Population quasi-identischer
Zellen, wie zum Beipiel einem bestimmten hochspeziﬁschen Antikörper. Die durch
einen Reiz ausgelöste Aktivierung entspricht dabei nicht einem elektrochemischen
Signal, sondern einer Konzentrationsänderung dieser speziﬁschen Population.
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Abbildung 1: Aktivierungsfunktionen von künstlichen Neuronen und modellierten
Populationen von Immunelementen
Eine gewisse Menge eines bestimmten Antikörpers ist ohne konkrete Notwendig-
keit generell vorhanden, dies entspricht analog dem Grundzustand eines Neurons.
Sobald nun einige wenige passende Moleküle auftauchen, so werden diese durch die
im Ruhezustand vorhandenen Antikörper gebunden, ohne dass eine größere Reakti-
on und eine damit verbundene Konzentrationsänderung eintritt. Sobald die Menge
dieser Moleküle (Antigene) aber eine gewisse Schwelle überschreitet, so muss eine
Immunreaktion ausgelöst werden, welche eine entsprechende Menge der passenden
Antikörper produziert. Je mehr dieser Antigene vorhanden sind, umso mehr An-
tikörper müssen produziert werden, d.h. umso stärker die Ausgangskonzentration
dieser konkreten Antikörperpopulation und umso heftiger die Immunreaktion. Ir-
gendwann sind aber auch dabei die Produktionsgrenzen für die Antikörper erreicht
und eine noch größere Menge an Antigenen kann die Konzentration nicht weiter
steigern, es ist dann also ebenfalls ein Zustand der Sättigung erreicht.
Berücksichtigt man nun, dass die Immunelemente auch untereinander interagie-
ren können (d.h. ein bestimmter körpereigener Antikörper kann an einen anderen
körpereigenen Antikörper binden und damit eine Konzentrationsänderung sowohl
der eigenen also der Population des gebundenen Antikörpers einleiten) und wievie-
le solcher speziﬁscher Populationen existieren, so gelangt man zu einem Netzwerk
aus Immunelementen mit vielfältigsten Interaktionsmöglichkeiten. Dies wurde ohne
Berücksichtigung der oben dargestellten konkreten Analogie zu neuronalen Netz-
werken bereits als Immun-Netzwerktheorie postuliert [de Castro/Timmis 2002].
Mit dieser prinzipiell relativ simplen Analogie und dem theoretischen Rahmen
der Immun-Netzwerktheorie kann man nun Erkenntnisse, Überlegungen und Sicht-
weisen von den neuronalen Netzwerken in einem abstrakten Sinne auf das Immun-
system übertragen.
Bemerkenswert ist dabei, dass die in Abbildung 1 dargestellte Aktivierungsfunk-
tion die Grundlage aller Berechnungen ist, welche ein neuronales Netzwerk leisten
kann. Da auch ein Immunsystem in der Lage ist diesselbe Funktion als Grundlage
seiner Aktivität zu verwenden, kann man davon ausgehen, dass das Immunsystem
also in der Lage sein sollte, dieselbe Komplexität an Berechnungen durchzuführen.
Dies hat im Bereich der künstlichen Systeme die Folge, dass man ein künstliches
neuronales Netz, dem man eventuell noch evolutionäre Prozesse hinzufügen kann,
als ein Modell für ein künstliches Immunsystem verwenden kann. Insbesondere ist
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dies von Vorteil, da neuronale Netze bereits ausgiebig erforscht werden und so-
mit leistungsfähige Algorithmen zur Verfügung stehen, die man als Ausgangsbasis
verwenden kann um diese mit Ideen aus den Untersuchungen sowohl biologischer
als auch künstlicher Immunsysteme anzureichern. Dieser Ansatz wurde im weite-
ren Verlauf der Diplomarbeit verfolgt. Das dabei entstandene System (bei weitem
nicht das einzig Mögliche) wird in diesem Artikel noch kurz erläutert werden.
Zusätzlich ist es natürlich ebenso möglich bei einem künstlichen Immunsystem
zu beginnen und dieses mit Ideen der neuronalen Netze anzureichern oder aber aus
beiden Ansätzen heraus parallel ein Hybridsystem zu entwickeln, dessen Kern aus
den in beiden Bereichen vorhandenen Elementen und Prozessen besteht und denen
man die speziellen zusätzlichen Eigenschaften beider Ausgangssysteme hinzufügt.
Für die biologischen Systeme eröﬀnet diese Analogie ebenfalls interessante Sicht-
weisen. So kann das Immunsystem Repräsentationen besitzen, die in ihrer Komple-
xität prinzipiell zum Gehirn equivalent sind, und auf welchen es ebenso prinzipiell
equivalente Operationen durchführen kann. Mit anderen Worten, was das Gehirn
berechnen kann, kann auch das Immunsystem berechnen. Dies ist insbesondere vor
dem Hintergrund der Self/Nonself-Theorie [de Castro/Timmis 2002], welche postu-
liert, dass das Immunsystem pathogene “Eindringlinge„ erkennen und beseitigen
kann, da es eine interne Repräsentation besitzt, durch welche das Immunsystem
„weiß“ , was zum Körper (Self) gehört und was nicht (Non-Self), interessant. Die
Theorie der Self-Non-Self Diskrimination wirft allerdings bis heute einige ungelöste
Probleme auf [de Castro/Timmis 2002, Schadwinkel 2006].
Wichtig ist bei dieser Überlegung zu erkennen, dass die neuronalen Netze im Ge-
hirn und das Immunsystem zwar prinzipiell sehr ähnliche Berechnungsfähigkeiten
besitzen, diese operieren allerdings auf unterschiedlichen Zeitskalen. So kann ein
einzelnes Neuron innerhalb von wenigen Millisekunden aktiviert werden und wieder
in seinen Ruhezustand zurückkehren, während die Veränderung der Konzentration
von Immunelementpopulationen wesentlich langsamer erfolgen und das Ergebnis
der Konzentrationsänderung, wie zum Beispiel im Falle einer Immunisierung durch
Impfung, über mehrere Jahre hinweg erhalten werden kann.
Die unterschiedlichen Prozessgeschwindigkeiten innerhalb von neuronalen Netz-
werken und dem Immunsystem bieten ebenso die Möglichkeit, beide System in
einem Modell zu kombinieren, welches beide Systeme vollständig, aber mit un-
terschiedlichen Prozeßzeiten modelliert. Dies wurde, soweit mir bekannt, bislang
noch nicht explizit durchgeführt und untersucht. In diesem Kontext könnte man das
neuronale und das Immunsystem als selbst-ähnliche Strukturen auf unterschiedli-
chen Auﬂösungsebenen innerhalb einer noch größeren fraktalen Struktur ansehen.
Dies ist insbesondere vor dem Hintergrund der chaotischen Dynamik bestimmter
Modelle für neuronale Netze, der Neuromodule, [Pasemann 1995, Pasemann 1996,
Schadwinkel 2006] interessant. Insbesondere erhält das Immunsystem die dynami-
schen Prozesse des Körpers in einem aktiven Gleichgewicht, der Homöostase. Um
ein solches aktives Gleichgewicht aufrecht zu erhalten sind chaotische Steuerungs-
prozesse geradezu ideal, es existieren ebenfalls bereits Neuromodule, welche solche
Prozesse zur Steuerung technischer Geräte verwenden [Pasemann et. al 2001].
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4 Das fertige System - ein Kohonen-Netz in einer
Feedbackschleife
An dieser Stelle erfolgt ein relativ großer Sprung, um direkt das System zu beschrei-
ben, welches im Rahmen der Diplomarbeit aus obigen Überlegungen entstanden
ist. Es sollte mit möglichst einfachen Algorithmen auskommen, da es für oben ge-
nannte Neuromodule keine ausgereiften Lernverfahren gibt und ihre Herstellung
über heuristische Ansätze recht lange dauert bzw. nur für sehr kleine Netze prak-
tikabel ist. Dadurch ist ihre praktische Anwendbarkeit momentan noch diversen
Schranken unterlegen.
Ebenfalls sollte die Idee der Repräsentation eines dynamisch aufrechterhal-
tenen Gleichgewichtes Verwendung ﬁnden. Eine relativ einfache Datenstruktur,
welche sowohl als neuronales Netz angesehen werden kann und ebenfalls einen
relativ schnellen und einfachen Lernalgorithmus mitbringt ist das Modell der
Selbstorganisierenden Karte, auch nach ihrem Entwickler Kohonen-Karte genannt
[Kohonen 1997].
Der Standard-Lernalgorithmus der Kohonen-Karte erzeugt innerhalb der Kar-
te eine Struktur, welche sich entsprechend der Eingabevektoren selbst organisiert.
Dieser Algorithmus fügt der Karte jeweils einen Vektor hinzu indem es die Struktur
der Karte dem Vektor entsprechend geringfügig modiﬁziert. Wiederholt man diesen
Prozeß mehrmals mit diversen Eingabevektoren, so entsteht die Struktur der Karte
und damit eine Repräsentation der Population der Eingabevektoren. Hat man alle
vorhandenen Eingabevektoren hinzugefügt, so ist eine „ﬁnale“ Struktur entstan-
den, mit welcher man, einfach gesagt, Fragen zu den Eingabedaten beantworten
kann.
Um dieser im ausgelernten Zustand normalerweise statischen Struktur eine Dy-
namik zu verleihen, bringt man in dem hier vorgestellten Modell kontinuierlich
neue Eingabevektoren ein. Dieser kontinuierliche Strom aus Eingabevektoren kann
nun aufgetrennt werden in zwei Ströme, einen mit bekannten Werten, die zum
Beispiel im Vorfeld in stabilen Zuständen gemessen wurden und einem weiteren
Strom mit aktuell gemessenen und damit neuen Daten. Die gelernte Struktur der
Karte wird somit einerseits durch die bekannten Eingabevektoren aufrechterhal-
ten und durch die aktuellen, bislang unbekannten, Eingabevektoren „gestört“. Da-
mit entsteht nach einigen Wiederholungen eine Repräsentation des dynamischen
Gleichgewichtes zwischen den beiden Eingabeströmen, hier ein simples Modell der
Homöostase. Beobachtet und analysiert man nun die relativen Änderungen der
selbstorganisierten Struktur der Karte, so kann man daraus aggregierte Informa-
tionen über die Beziehung zwischen beiden Eingabeströmen erhalten.
Abbildung 2 zeigt die Komponenten des Systems in einer schematischen Dar-
stellung. IS-SOM steht für Immune System (on) Self-Organizing Map. Die Selbst-
organisierende Karte beﬁndet sich in diesem Aufbau an zentraler Position, hinzu
kommen die beiden Eingabeströme, ein Monitor, welcher die Kartenstruktur un-
tersucht und gegebenenfalls ein Signal auslöst und 2 Feedbackeinheiten, je eine für
224
Umgebung
Selbst-
Organisierende
Karte
Interner Datenstrom
Externer
Datenstrom
Monitor
Korrektur
Signal
Feedback
Abbildung 2: IS-SOM Setup
die Selbstorganisierende Karte und die Umgebung, aus welcher der entsprechen-
de Eingabestrom stammt. Diese operieren basierend auf dem Signal, welches der
Monitor erzeugt und verändern entsprechend die Kartenstruktur selbst oder füh-
ren Aktionen in der Umgebung durch, was sich wiederum auf den dazugehörigen
Eingabestrom auswirkt.
Diese Rückkoppelungsschleifen sind essentiell für die Entstehung chaotischer Dy-
namik und damit verbundener Eigenschaften des Systems. Um diese Rückkoppe-
lungsschleifen entstehen lassen zu können, ist es von wesentlicher Bedeutung, dass
der Monitor fähig ist, aus dem aktuellen Zustand der Kartenstruktur einen Hand-
lungsbedarf, dass heisst eine Abweichung vom Gleichgewicht, zu erkennen. Die
dazu passende Aktion muss je nach Anwendungsgebiet bestimmt bzw. deﬁniert
werden. In der Diplomarbeit werden verschiedene Möglichkeiten solcher Aktionen
besprochen. Jedoch ist eine konkrete Deﬁnition der von den Feedbackeinheiten aus-
geführten Aktionen in der Kartenstruktur bzw. der Umgebung nicht Gegenstand
dieser Arbeit.
Vielmehr ist es an diesem Punkt wesentlich zu zeigen, dass eine signiﬁkante
Abweichung des Gleichgewichts zwischen den beiden Eingabeströmen durch eine
fortwährende Analyse der Kartenstruktur zuverlässig detektiert werden kann. Ei-
ne solche Erkennungsfähigkeit kann bereits als eigene Anwendung genutzt werden,
um zum Beispiel nicht-oﬀensichtliche Abweichungen in Zeitreihen aufzuspüren. Ei-
ne einfache Methode um solche Abweichungen „on-the-ﬂy“ zu erkennen wird im
nächsten Abschnitt vorgestellt und demonstriert.
225
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
1.2
1.3
1.4
0 200 400 600 800 1000 1200 1400 1600
Mackey Glass Zeitreihe τ = 17
0.2
0.4
0.6
0.8
1
1.2
1.4
0 200 400 600 800 1000 1200 1400 1600
Mackey Glass Zeitreihe τ = 30
Abbildung 3: Mackey Glass Zeitreihen mit τ = 17 (links) und τ = 30 (rechts)
5 Anomalie-Erkennung mit IS-SOM
Um eine Abweichung des Gleichgewichts in der Struktur der Selbstorganisieren-
den Karte zu erkennen, können verschiedene Eigenschaften der Karte über die Zeit
hinweg verfolgt und analysiert werden. Besonders geeignet erscheinen dabei Para-
meter, wie die Position des Schwerpunktes eines homogenen Bereiches (Cluster)
und dessen Größe.
Als Eingabedatenströme wurden simulierte Zeitreihen, erzeugt von der Mackey
Glass Gleichung dx
dt
= ax(t−τ)
1+xc(t−τ) − bx(t), verwendet [Wan 2006]. Eine solche Zeitrei-
he ist von ihren eigenen früheren Werten abhängig und kann mit entsprechenden
Parametern ebenfalls einen chaotischen Verlauf erzeugen. Weiterhin eignen sich
diese Zeitreihen, da sie in der Literatur bereits zum Vergleich der Fähigkeit zur
Anomalieerkennung von statischen Kohonen-Karten und künstlichen Immunsyste-
men verwendet wurden [González/Dasgupta (2002)]. Es wurden zwei Zeitreihen
(τ = 17 und τ = 30) mit jeweils 1500 Datenpunkten verwendet. Diese sind in
Abbildung 5 dargestellt.
Die Karte wurde nun für 20000 Zyklen simuliert, wobei für die ersten 10000
Zyklen beide Eingabeströme die Daten der τ = 30 Zeitreihe verwendeten. Danach
wechselte der externe Datenstrom für 5000 Zyklen auf die τ = 17 Zeitreihe. Wäh-
renddessen setzte der interne Datenstrom die Anwendung der τ = 30 Zeitreihe
fort. Im Anschluss folgten wiederum 5000 Zyklen, in denen beide Eingabeströme
die τ = 30 Zeitreihe präsentierten. Während dieser Simulation wurde alle 100
Zyklen die Position des Schwerpunktes von drei charakteristischen Bereichen be-
stimmt. Es wurden dann die Distanzen zwischen aufeinanderfolgenden Positionen
dieser Schwerpunkte bestimmt. Aus diesen drei Zeitverläufen wurden dann ein
einziger Zeitverlauf durch Summation erzeugt und durch Mittelung von jeweils 8
benachbarten Datenpunkten tiefpassgeﬁltert. Diese Zeitverläufe sind in Abbildung
5 und 5 dargestellt.
Abbildung 5 zeigt das Ergebnis für die oben beschriebene Simulation mit se-
quentieller Präsentation der Zeitreihe, während Abbildung 5 das Ergebnis für eine
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Abbildung 4: Positionsänderungen bei sequentieller Präsentation
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Abbildung 5: Positionsänderungen bei zufälliger Präsentation
Simulation mit zufälliger Reihenfolge der Datenpunkte darstellt. Diese beiden Si-
mulationen stellen somit die Endpunkte des Ergebniskontinuums dar, da die hier
durchgeführte Aufgabe bei gleichzeitiger Präsentation identischer Zeitreihen sehr
einfach ist, allerdings recht schwierig bei zufälliger Präsentation, da hierbei jede
Information über die zeitliche Reihenfolge der Datenpunkte fehlt. Im Allgemei-
nen kann davon ausgegangen werden, dass in Realweltanwendungen eine zeitliche
Folgeinformation vorhanden, die Zeitreihen aber nicht synchron verlaufen werden.
Dabei sollte sich die Performance in etwa zwischen den hier dargestellten Ergeb-
nissen bewegen.
Wie man nun in Abbildung 5 (rechts) sehen kann, bildet sich die „Anomalie“ des
veränderten Parameters τ von 30 auf 17 deutlich in der Summenaktivität ab. Für
die Simulation mit zufälliger Auswahl der Datenpunkte, bildet sich diese Änderung
ebenfalls ab, allerdings mit weniger scharfem On- und Oﬀset und einem Tal wäh-
rend des veränderten Datenstroms. Die deutet auf eine schnellere Adaptation der
Veränderung hin, die, durch die fehlende Sequenzinformation, eine weniger starke
Veränderung des entsprechenden Eingabestromes darstellt. Dennoch kann in bei-
den Fällen die Anomalie mit einer einfachen Schwellwertüberprüfung zweifelsfrei
festgestellt werden.
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6 Zusammenfassung
Während der Arbeit, welche hier in begrenztem Umfang skizziert werden sollte, ist
wie gezeigt ein neuer Ansatz zur Verbindung von künstlichen Neuronalen Netzen
und künstlicher Immunsysteme entstanden, welcher auf einer Equivalenz der Ak-
tivierungsfunktion basiert, welche in beiden Systemen auf einer abstrakten Ebene
gefunden werden kann. Dieser Ansatz bietet vielfältige Möglichkeiten künstliche
Immunsysteme mit künstlichen neuronalen Netzen zu ersetzen oder zu kombinie-
ren. Ein möglicher Ansatz welcher auf einer Selbstorganisierenden Karte basiert
wurde weiter verfolgt, aber auch andere Möglichkeiten werden in der Arbeit an-
gesprochen. Weiterhin entstand ein Simulator des skizzierten IS-SOM Aufbaus in
Java und es konnte gezeigt werden, dass es möglich ist signiﬁkante Gleichgewichts-
änderungen in der Kartenstruktur zu detektieren. Dies bietet einen Ausgangspunkt
zur weiteren Untersuchung des entstandenen Ansatzes im Hinblick auf praktische
Einzelfallanwendungen und der weiteren Entwicklung von neuen Kombinationen
von künstlichen neuronalen Netzen mit künstlichen Immunsystemen.
Ich möchte an dieser Stelle nochmals Prof. Dr. Werner Dilger für die Möglichkeit
dieses Thema zu verfolgen danken und hoﬀe mit diesem Beitrag ein, wenn auch
kleines, Stück zu seiner Würdigung beizutragen.
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Vorwort
Die Aufgeschlossenheit meines Diplomvaters - des ehrenwerten Professors und
Hochschullehrers Werner Dilger - fu¨r Interdisziplinarita¨t, fu¨hrte mich noch vor
meiner Diplomphase in die Kreise des hiesigen Instituts fu¨r Elektrotechnik und
Prozessautomatisierung, unter Leitung von Professor Peter Protzel. Von dort aus
verschlug es mich zuerst in regelma¨ßigen Absta¨nden zur Projektgruppe Ozeanische
Akustik des Alfred-Wegner-Instituts (AWI) nach Bremerhaven und schließlich
zu einem 9-wo¨chigen Aufenthalt an Bord der R/V Polarstern in der Antarktis
- Fahrtabschnitt ANT XXIII/4 mit Haupeinsatzgebiet Amundsen See und Pine
Island Bay - wobei dort der Hauptteil der Arbeit (siehe [Rit07]) entstand.
Mit dem plo¨tzlichen Verscheiden von Professor Dilger haben seine Kollegen
und Studenten einen Mentor verloren, der Menschen begeistern und leiten konnte
und mit Nachsicht und Menschlichkeit zu fu¨hren wusste.
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1 Walbeobachtung an Bord der R/V Polarstern
Seit nunmehr 25 Jahren ist die R/V Polarstern des Alfred-Wegner-Instituts fu¨r
Polar- und Meeresforschung in der Helmholtz-Gemeinschaft (siehe Abbildung 1)
das
”
leistungsfa¨higste Polarforschungsschiff der Welt“ [Bun08]. Die 118 Meter lange
und 25 Meter breite schwimmende Forschungsfeste bietet zahlreichenWissenschaft-
lern aus aller Welt fu¨r die Zeitdauer ihrer Expeditionen zu den Polen der Erde ein
Zuhause.
1.1 Methoden und Equipment
Die Ordnung der Wale (lateinisch Cetacea) unterteilt sich in zwei Gruppen. Die
vom Aussterben bedrohte Art der Pottwale ist den Zahnwalen zugeho¨rig. Jene
Sa¨ugetiere verbringen den Großteil ihres Lebens unterhalb der Wasseroberfla¨che,
tauchen im Durchschnitt 40 Minuten und bis zu 3.000 Meter tief und verweilen
nur etwa 10 Minuten an der Oberfla¨che. Bartenwale hingegen, zu denen auch Blau-
und Buckelwal za¨hlen, verbringen wesentlich mehr Zeit an der Wasseroberfla¨che, wo
auch sie ihre verbrauchte Atemluft austauschen, indem diese u¨ber das am Ru¨cken
befindliche Blasloch ausgestoßen wird und einen gut sichtbaren Blas formt. Zur
Orientierungs- und Entfernungsmessung benutzen die Wale ein aktives Bio-Sonar.
Beispielsweise senden Pottwale seku¨ndlich Klicks von etwa 100 ms Dauer und einem
Quellschallpegel von 230 dB RMS re. 1 µPa @ 1 m aus (siehe Abbildung 2).
Die Mitglieder der Projektgruppe der Ozeanischen Akustik um Olaf Boebel und
Lars Kindermann untersuchen an Bord Physiologie und Verhalten mariner Sa¨uger
mit umfangreichen technischen Gera¨tschaften. So vermag ein 700 Meter langes
Abbildung 1: Das Forschungsschiff R/V Polarstern. Das Kamerasystem zur Wal-
beobachtung ist an der Unterseite einer Plattform des Kra¨hennestes
montiert, markiert durch den roten Pfeil. (Quelle: [Rit07])
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Abbildung 2: Signalverlauf von Pottwal-Klicks (Auslenkungen der Amplitu-
den im Frequenzbereich auf vertikaler Achse) zusammen mit
Hydrosweep-Signal. Dieser Plot resultiert aus Bandpassfilterung des
urspru¨nglichen Signals im Bereich von 5-10 kHz. (Quelle: [KKB05])
passives Schleppantennensonar mit drei zehn Meter langen o¨lgefu¨llten Segmenten
zu je fu¨nf Hydrophonen (siehe Abbildung 3) - u¨ber eine Winde hinter der R/V
Polarstern unterhalb einer Geschwindigkeit von zehn Knoten im Wasser gefiert -
sowohl einen Eindruck in die Gera¨uschkulisse der umgebenden Unterwasserwelt zu
geben als auch einzelne Individuen zu lokalisieren.
Um die Observation der Tiere u¨ber die Einsatzzeiten des Unterwasserstreamers
hinaus zu gewa¨hrleisten, fu¨hren Offiziere der Polarstern, gelegentlich auch vom
Helikopter aus, opportunistische Walbeobachtungen mit Ferngla¨sern durch. Dabei
werden sie von einem in etwa 25 Metern Ho¨he u¨ber dem Meeresspiegel fest instal-
lierten, bugla¨ngs voraus gerichteten Kamerasystem unterstu¨tzt, das im sichtbaren
und infrathermalen Spektralbereich operiert (siehe Abbildung 4). Dieses besteht
aus zwei Infrarotkameras vom Typ FLIR ThermoVision A40, ausgestattet mit
Teleobjektiven und einem Sichtfeld von wahlweise 7 (IR7) oder 12 (IR12) Grad
und einer visuellen Kamera (OPT - 24 Grad) mit je einer Auflo¨sung von 320× 240
Pixeln, montiert in konisch geformten wasserdichten Geha¨usen.
Abbildung 3: Schematische Darstellung des passiv akustischen Streamers der Pro-
jektgruppe der Ozeanischen Akustik (AWI). (Quelle: [KB06])
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Abbildung 4: Szene eines Eisberges vor R/V Polarstern vom 11.03.2006, 14:38
UTC: Aufnahme mit normaler Kamera (24◦ fov) – gesto¨rtes Land-
schaftsbild durch massive Sonneneinstrahlung (links) und Infrarot-
kamera (12◦ fov) ohne Sto¨reinflu¨sse (rechts). (Quelle: Projektgruppe
Ozeanische Akustik, AWI)
1.2 Anwendung von Mitigationsmaßnahmen
Am 1. Dezember 1959 unterzeichneten verschiedenste La¨nder - darunter auch die
USA, Japan und die damalige UdSSR - den so genannten Antarktis-Vertrag mit
dem Ziel, die Antarktis
”
im Interesse der ganzen Menschheit [...] ausschließlich fu¨r
friedliche Zwecke zu nutzen und nicht zum Schauplatz oder Gegenstand interna-
tionaler Zwietracht werden zu lassen“ [Bun59]. Der Deutsche Bundestag erweiter-
te diesen Vertrag 1994 um ein zusa¨tzliches Umweltschutz-Ausfu¨hrungsprotokoll
[Bun94], um den
”
umfassende[n] Schutz der antarktischen Umwelt und der
abha¨ngigen und verbundenen O¨kosysteme [...] und [ein] der Wissenschaft gewidme-
tes Naturreservat“ [Bun97] zu gewa¨hrleisten. Dieses Abkommen schu¨tzt gleicher-
maßen Flora und Fauna, indem es verbietet
”
Sa¨ugetiere [...] zu to¨ten, zu verletzen,
zu fangen oder zu beru¨hren“ [§17]. Des Weiteren bedu¨rfen alle auf dem Territo-
rium der Antarktis auszufu¨hrenden Ta¨tigkeiten eines begru¨ndeten Antrags [§§3,4]
- Forschungsta¨tigkeiten [§6] zudem einer Umwelterheblichkeits- und Umweltver-
tra¨glichkeitspru¨fung [§§7,8] - sowie nach einer explizit durch das Umweltbundesamt
erteilten Genehmigung mit weiterfu¨hrender U¨berwachung [§§14,15].
An Bord der Polarstern werden die beiden wissenschaftlichen Sonarsysteme Atlas
Hydrosweep DS2 und Atlas Parasound eingesetzt. Ersteres stellt ein Fa¨cherecholot
zur Vermessung des Oberfla¨chenreliefs des Meeresbodens dar (siehe Abbildung 5).
Im Frequenzbereich von 15.5 kHz sowohl lotsenkrecht zum Schiff als auch lotsenk-
recht zu jeweils 45 Grad emittierte Schallwellen werden an der Meeresbodenober-
fla¨che reflektiert. Letzteres ist ein Sedimentecholot, das im Frequenzbereich von
2.5 bis 5.5 kHz in die oberen Sedimentschichten des Meeresbodens in ho¨chstens
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5.000 Meter Meeresgrund bis zu einer Tiefe von maximal 200 Metern eindringt
und diese vermisst. Die Berechnung der Wassertiefe oder der Sedimentbeschaffen-
heiten erfolgt jeweils u¨ber die Laufzeit des Signals. In umfangreichen Risikoana-
lysen hat die Projektgruppe der Ozeanischen Akustik nachgewiesen, dass diese
beiden wissenschaftlichen Sonare keinerlei Bedrohung fu¨r Meeressa¨uger darstellen.
[Bea05a, Bea05b]
Drei Scha¨digungsszenarien zeigen sich bei solchen Untersuchungen relevant: Zum
einen direkte und indirekte Scha¨digung, ausgelo¨st durch die direkte Energie des
Schalls oder eine mittelbar verursachte physiologisch scha¨digende Verhaltensre-
aktion durch Beschallung eines Tieres, wozu auch tempora¨re und permanen-
te Ho¨rschwellenverschiebungen za¨hlen - zum anderen die
”
indirekte (mittelbare)
Scha¨digung aufgrund der Beeintra¨chtigung des Habitats“ [Bea05b].
Wa¨hrend der ANT XXIII/4 sollten daru¨ber hinaus Seismikprofile akquiriert wer-
den. Dazu werden an einem Gestell befestigte Luftdruckkanonen stunden- bis tage-
lang hinter der Polarstern gefiert. Im 30-Sekunden-Takt verlassen Druckwellen im
Frequenzbereich von 10 -200 Hz mit Spitzenwerten von 220− 260 dB re. 1 µPa @
1 m die Mu¨ndungen der Kanonenla¨ufe. Derartige Frequenzen dringen kilometertief
in die du¨nne ozeanische Kruste (7 - 10 Kilometer stark), teilweise bis in die obe-
ren 20 Kilometer des Erdmantels vor. Eineinhalb Dutzend u¨ber eine Strecke von
850 Kilometern in regelma¨ßigen Absta¨nden zuvor auf dem Meeresgrund platzierte
Hydrophone nehmen die refraktierten (im Medium Boden gebrochenen und weiter-
geleiteten) Wellen des Pulses auf. Zudem registriert ein Seismikstreamer von 600
Metern La¨nge, der zusammen mit dem Airgun-Array hinter dem Schiff hergezogen
wird, die vom Boden reflektierten Druckwellen in Schiffsna¨he. U¨ber ein Postpro-
cessing entstehen zweidimensionale Tiefenquerschnittsprofile, die Aufschluss u¨ber
Abbildung 5: Links: Schematische Darstellung des Fa¨cherecholotes Hydrosweep.
Rechts: Mit Hydrosweep erstellte bathymetrische Karte des Mee-
resbodens. Dunklere Farben stellen gro¨ßere Tiefen dar. (Quelle:
[BBBR06, BBB+06])
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Abbildung 6: Im Fokus der Infrarotkamera: Walblas eines Buckelwals (links) und
ein Minkewal (rechts). (Quelle: [KKB05, KB06])
die Zusammensetzung der Gesteinsschichten der Erdkruste und den Aufbau des
Erdmantels geben und eine Rekonstruktion der Erdgeschichte ermo¨glichen.
Weil die Airguns mit ihrem Quellschallpegel um ein Vielfaches u¨ber dem
bei Walen eine permanente Ho¨rschwellenscha¨digung verursachenden Pegel von
scha¨tzungsweise 220 dB re. 1 µPa @ 1 m liegen, vereinbarten Umweltbun-
desamt und AWI fu¨r diesen Fahrtabschnitt Richtlinien zur Mitigation, wonach
zuerst der passiv-akustische Streamer vor jedem Seismik-Einsatz fu¨r 30 Minuten
auszubringen war, gefolgt von einem aktiven Monitoring - einerseits mit Hilfe von
Walbeobachtern, andererseits mit Unterstu¨tzung des verfu¨gbaren Kamerasystems.
1.3 Aufgabenstellung
Ziel der Projektgruppe der Ozeanischen Akustik ist es, die zwei vorgestell-
ten U¨berwachungsmaßnahmen mit technischen Gera¨ten kurz- und mittelfristig
vollsta¨ndig zu automatisieren. Zum einen lassen die im Dauerbetrieb einsetzbaren
Infrarotkameras nicht nur den warmen Walblas im kalten antarktischen Umfeld
bei einer hohen relativen Luftfeuchte von 90 Prozent erkennen, zum anderen hat
deren Infrarotbereich den Vorteil, Wale auch in der Nacht und bei extremen Son-
nenblendungen aufzuspu¨ren (siehe Abbildung 6).
Fu¨r dieses proprieta¨re System galt es ein Softwarekonzept zu erstellen, das auf
einem Einzelrechner und in MATLAB1 implementiert, in der Lage ist, Daten
mehrerer angeschlossener Kameras unter weichen Echtzeitbedingungen (Definition
siehe [Bau06]) zu verarbeiten und gegebenenfalls aufzuzeichnen.
1MATLAB R© ist eingetragenes Warenzeichen von The MathWorks, Inc.
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Abbildung 7:
”
The two-stage recognition paradigm: C, input from camera; G, grab
image (digitize and store); P, preprocess; R, recognize (i, image data;
a, abstract data).“ (Quelle: [Dav05])
2 Systemkonzeptionierung
Das klassische Paradigma der Objekterkennung besteht aus zwei aufeinander fol-
genden Phasen. Die erste Phase Bildvorverarbeitung mindert vorhandenes Bildrau-
schen und entfernt auftretende Artefakte. Die zweite Phase klassifiziert vorhandene
Objekte mit dem Hilfsmittel der Mustererkennung. In seinem Buch
”
Machine Visi-
on“ in den Kapiteln
”
Vision, the challenge“ und
”
Real-Time Hardware and System
Design Considerartions“ [Dav05] erweitert E.R. Davies diesen allgemeinen Ansatz
und bettet ihn in ein abstraktes Schema eines Pipeline-Systems zur sequentiell
oder parallel angewandten Bildverarbeitung ein. Daten der Kamera werden in einer
weiteren Phase in ein einheitliches Bild- und Datenformat gebracht und erst da-
nach der Objektdetektion zugefu¨hrt, die klassifizierte Objekte in einem abstrakten
Format liefert (Abbildung 7).
Dieser Abschnitt befasst sich mit dem Entwurf des Echtzeit-U¨berwachungssystems,
das zuerst in zwei ineinander liegende aber lose gekoppelte Hauptkomponenten
aufgegliedert wird (siehe Abbildung 8). Das Grundsystem stellt dem eingebet-
teten Bildverarbeitungssystem alle notwendigen Daten und das Bildmaterial zur
GraphischeNutzeroberfläche
(GUI)
Grundsystem
Bildverarbeitungs-
system
Abbildung 8: Schematischer Entwurf der wichtigsten Hauptmodule des Software-
U¨berwachungssystems. Die Nutzeroberfla¨che (GUI) bedient sich der
Funktionen des Grundsystems, die wiederum das Bildverarbeitungs-
system aufrufen. (Quelle: [Rit07])
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Weiterverarbeitung und permanenten Datenspeicherung zur Verfu¨gung, verwaltet
Resultate, konfiguriert angeschlossene Kameras, bietet zudem diverse Einstellun-
gen und ein Nutzerinterface. Das Bildverarbeitungssystem besteht aus einer Menge
von Modulen, die als Plugin dynamisch zur Laufzeit eingebunden werden und den
Prozess der Bildverarbeitung u¨bernehmen. Dieser zweistufige Aufbau garantiert
die flexible Verwendung unterschiedlicher Videoquellen, minimiert den Aufwand
bei der Integration verschiedenster Aufgaben- und Problemlo¨sungen.
Einen detaillierten Aufbau des Echtzeit-U¨berwachungssystems entha¨lt Abbil-
dung 9. Dabei wurden die beiden Hauptkomponenten in einzelne Module zerlegt.
U¨ber eine graphische Oberfla¨che (GUI) kann das ganze System gesteuert, kon-
figuriert und gesichert werden (siehe Abbildung 10). Ein kurzer Abriss zu den
Hauptfunktionen der aufgefu¨hrten Komponenten erleichtert den Einblick in die
schematische Darstellung.
(1) Grundsystem: Das Grundsystem besteht aus zahlreichen Komponenten,
die zusammen die Videodatenakquirierung in drei verschiedenen Modi sowie
die Videowiedergabe, nicht zuletzt jedoch die Bereitstellung zur Videoverar-
beitung durch das BV-System regeln.
(a) Hauptroutine: Die Hauptroutine ist der Startpunkt des eigentlichen
Systems, das auch ohne Benutzung des GUI aufgerufen werden kann.
Das GUI ruft die Hauptroutine auf und teilt den gewu¨nschten Aufnah-
memodus mit.
(b) Startprozedur: Ruft LiveVideoStart zur Akquirierung von Live-
Bildern oder VideoStart zur Wiedergabe bestehender Videodateien
auf.
(c) VideoStart: Sorgt fu¨r die Wiedergabe von Videodateien. Splittet große
Videodateien in Stripes a` 300 MB auf und leitet diese nacheinander an
das BV-Modul zur Verarbeitung weiter.
(d) SetupPC: Setzt computer- und gera¨tespezifische Variablen wie Spei-
cherpfade und Kameraeinstellungen.
(e) @GPS: Callback-Funktion zum Auslesen von GPS-Daten u¨ber einen
Netzwerk- oder seriellen Port.
(f) LiveVideoStart: Nimmt Display-Einstellungen zur Darstellung von
Videodaten auf dem Bildschirm vor, initialisiert das GPS-System
(@GPS), setzt computerspezifische Variablen mittels SetupPC und lo¨st
die VideoKonfiguration sowie verschiedene Callback-Funktionen aus,
die die eigentliche Datenakquirierung vornehmen und managen.
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Abbildung 9: Aufgliederung der Module und verschiedener Hauptaufrufpfade. Jede
Funktion lo¨st auf den Pfaden die anderen nacheinander aus und
endet im Anschluss, wa¨hrend das Programm weiterla¨uft. Die mit
@ gekennzeichneten Funktionen stellen Callback-Routinen dar, die
einmal ausgelo¨st, kontinuierlich und in regelma¨ßigen Intervallen oder
bei bestimmten Ereignissen aufgerufen werden, bis die Aufnahme
durch den Nutzer abgebrochen wird. (Quelle: [Rit07])
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(g) VideoKonfiguration: Setzt Einstellungen angeschlossener Kameras
und initialisiert die interne Ringpuffer-Datenstruktur zur Akquirierung
von Videostro¨men.
(h) Logfile: Protokolliert wichtige Systemereignisse, zu denen auch aufge-
tretene Fehler geho¨ren. Speichert Videostro¨me nicht nur als .avi, son-
dern auch in Form repra¨sentativer Szenensnapshots auf der Festplatte
oder im Netzwerk ab. Letztere werden mit Datum, Aufnahmemodus
und optionaler GPS-Angabe in einer HTML-Datei abgelegt, die – auto-
matisch erstellt – eine Tages-U¨bersicht u¨ber alle aufgenommenen Videos
bietet.
(2) BV-System: Das Bildverarbeitungssystem ist durch das BV-Modul gekap-
selt und wird von der Callback-Funktion VideoTrigger und der Prozedur
VideoStart im jeweiligen Modus zur Verarbeitung der Videodatenstro¨me
aufgerufen.
(3) Weitere Features: Funktionalita¨t zur Verarbeitung von GPS-Signalen; au-
tomatische Kreation von Webseiten mit Time-Date-(GPS)-Stamp und Video-
oder Bildverweisen als Logfiles; simultane Verarbeitung multipler Kame-
raquellen mittels integriertem 4D-Ringpuffer.
(a) Aufnahme- und Wiedergabemodi: Der direkte Aufnahmemodus
ermo¨glicht Instant-Aufnahmen, ist in den Routinen des GUI imple-
mentiert und bedient sich der Module @GPS und Logfile. Der zeit-
gesteuerte Aufnahmemodus (roter Pfad) sorgt fu¨r automatische Daten-
speicherung in zuvor definierten Zeitintervallen. Der automatische Auf-
nahmemodus integriert die Komponente des Bildverarbeitungssystems
und kapselt somit den Detektionsmodus, der bei erfolgter Detektion die
Daten des Ringpuffers der betreffenden Kameraquelle automatisch auf
ein Tra¨germedium speichert und im konkreten Fall eines Walblases einen
Alarm auslo¨sen kann. Die Wiedergabefunktion existierender Videos ist
durch den blauen Pfad markiert.
(b) Fehlerbehandlung, Batchbetrieb und Autostart: Die Komponen-
ten von MATLAB enthalten in ihrer Funktionsvielfalt einige Software-
Bugs – komplette Buglisten zu den einzelnen Toolboxen sind unter
www.mathworks.com einsehbar. Zudem kommen mo¨gliche Verbindungs-
fehler bzw. Kameraausfa¨lle sowie Speichermangel im Java-Heap-Space
als Fehlerquellen hinzu. Diese Situationen muss das implementierte
Echtzeit-U¨berwachungssystem ada¨quat behandeln, ohne seine dauer-
hafte Funktionsfa¨higkeit zu beeintra¨chtigen. In drei Schritten versucht
die Funktion @ManageErrors den Fehler zu beheben, wobei jeder zu
drastischeren Methoden greift. Einige Fehler verursachen sogar einen
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Abbildung 10: Graphische Benutzeroberfla¨che des Echtzeit-U¨berwachungssystems
(hier als
”
Walblas Detektion“ bezeichnet). Verschiedene Konfigura-
tionen ko¨nnen u¨ber die Buttons Load, Save und Reset eingestellt
werden. (Quelle: [Rit07])
Absturz des MATLAB-Programms, was nur durch einen Neustart von
MATLAB behebbar ist. Da die Rechner der Projektgruppe der Ozea-
nischen Akustik auf der Polarstern ausschließlich fu¨r die Echtzeitver-
arbeitung benutzt werden, findet ein Startskript Anwendung. Im An-
schluss an das automatische Login auf dem Windows-Arbeitsplatz star-
tet dieses MATLAB und das Walblas-Programm durch ein Batchskript
(autoexec.bat), wobei das GUI im Autostart-Modus aufgerufen und ei-
ne abgespeicherte Konfiguration geladen wird. Verlangt ein nicht durch
die Software behebbarer Fehler ein vorzeitiges Ende des Programms,
fu¨hrt das im Hintergrund aktive Batchskript einen Neustart des Systems
durch und garantiert so den kontinuierlichen, obgleich kurzzeitig unter-
brochenen, Betrieb des Systems. Diese Methodik garantierte nach der
Installation erfolgreich einen permanenten Betrieb des Echtzeit-U¨ber-
wachungssystems auf der Polarstern.
3 Objektdetektion im Infrarotbereich
Realweltszenarien wie die Erkennung von Walblasen auf der (unruhigen) Wasser-
oberfla¨che sind fu¨r Methoden der Bildverarbeitung immer noch eine große Her-
ausforderung. Permanente Helligkeitsschwankungen bei unterschiedlichsten Witte-
rungsverha¨ltnissen und Wetterlagen, verrauschte Bilddaten sowie der Wellengang
des Meeres erschweren die Erkennung von Objekten. Standardisierte Verfahren
versagen in diesem breiten und a¨ußerst variablen Anwendungsbereich ihren Dienst.
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Sie sind, wie auch in vielen a¨hnlichen Problembereichen der Bildverarbeitung,
manuell an unterschiedlichste Parameter und Sonderfa¨lle des zu lo¨senden Problems
anzupassen.
Sowohl ausfu¨hrliche Literaturrecherchen als auch die Anwendung von Standardver-
fahren auf Beispieldaten ergaben, dass im Bereich der Infrarotbildanalyse unter die-
sen Bedingungen keinerlei Algorithmen existent sind, was die Kreation neuer spe-
ziell auf diesen Aufgabentyp angepasster Algorithmen erfordert. U¨berdies du¨rfen
jene Algorithmen trotz der inzwischen fortgeschrittenen Rechentechnik aufgrund
des u¨beraus hohen seku¨ndlichen Datenaufkommens nicht allzu viel Rechenzeit und
Rechenleistung auf einzelnen Bildfolgen in Anspruch nehmen, damit das postulierte
Echtzeitkriterium nicht verletzt wird.
Dies gilt im Besonderen, wenn Daten mehrerer externer Datenquellen oder Kame-
ras an einem Rechner parallel verarbeitet werden mu¨ssen. MATLAB profitiert im
Release R2006a aber noch nicht von den mittlerweile zum Standard geho¨renden
Multikernprozessorsystemen und deren Fa¨higkeiten, mehrere Prozesse/Threads –
der Anzahl der Prozessoren entsprechend – in Echtzeit parallel auszufu¨hren. Sind
mehrere Kameras im Parallelbetrieb an einem Rechner angeschlossen, so wird die
zur Verfu¨gung stehende Rechenleistung unter ihnen aufgeteilt.
Durch die Gesamtheit aller aufgefu¨hrten Schwierigkeiten kommen zur Lo¨sung
des vorhandenen Walblas-Erkennungsproblems keinesfalls nur einzelne Standard-
Verfahren in Frage. Es folgt nun die Anwendung kombinierter Methoden.
3.1 Analyse von Beispieldaten
Passive Infrarotkamerasysteme nehmen die Wa¨rme auf, die von der Umgebung
abgegeben wird. Strahlt ein Ko¨rper im Vergleich zu seiner Umgebung mehr Hitze
ab, so hebt er sich aus dieser – abha¨ngig vom verwendeten Darstellungsmodus –
durch hellere Bildwerte hervor. Mit dieser Methode sind thermische Stro¨mungen
und Verwirbelungen erfassbar, die im sichtbaren Spektralbereich oftmals verborgen
bleiben. Der sichtbare Blas eines Wales wird nahe der Wasseroberfla¨che durch das
Nasenloch ausgestoßene Atemluft erzeugt. Im Infrarotbereich ist der Blas in der
kalten Umgebung der Antarktis deutlicher erkennbar als der Walko¨rper, weil dieser
durch den dicken Blubber gut isoliert ist. Die im Ko¨rperinneren erwa¨rmte und
ausgestro¨mte Atemluft hingegen hebt sich besonders gut von der Umgebung ab,
an welcher sie zusa¨tzlich kondensiert und feine warme Tro¨pfchen bildet. [GC87]
Der zeitliche Verlauf eines im infraroten Spektralbereich erfassbaren Blases an
der Wasseroberfla¨che ist musterhaft im Vordergrund großer Eisschollen in Form
einer Bildkette in Abbildung 11 dargestellt. Der erwa¨rmte Gasstrom ist beim
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Durchbruch der Wasseroberfla¨che zuerst nur als heller Punkt wahrnehmbar (a),
steigt weiter auf (b) und bildet eine walartspezifische fonta¨nenartige Form durch
Kondensation und Tro¨pfchenbildung (c), die sich danach in der Luft zersta¨ubt (d)
und (e). Gelegentlich ist abschließend der Walko¨rper in Strich- oder Ellipsenform
beim Auftauch- und Luftholvorgang im infraroten Spektralbereich sichtbar (f).
Die Testmenge, aus der die analytischen Vorbetrachtungen fu¨r den Detektions-
Algorithmus hervorgehen, setzt sich aus dem bereits bekannten Fall aus Abbil-
dung 11 und den 12 Fa¨llen in Abbildung 12 zusammen. Der Algorithmus darf
nur Walblasen erkennen und muss andere Fa¨lle, die ebenfalls eine Detektion her-
vorrufen ko¨nnten, sogar eine Walblas-a¨hnliche Form besitzen (Abbildung 13(f)),
beispielsweise geeignet u¨ber die maximale Zeitdauer des Events ausschließen. Eini-
ge Negativbeispiele zeigt Abbildung 13, die als solche der Testmenge hinzugefu¨gt
werden.
3.2 Darstellung des Detektionsalgorithmuses
Das Grundsystem u¨bergibt die aktuellen Videodaten in Form eines 4-dimensionalen
Feldes – zumeist eine Sekunde Videodaten – an eine zugeordnete Funktion des Bild-
Abbildung 11: Entwicklung eines Walblases vor dem Szenario einer Eislandschaft
u¨ber eine Zeitspanne von 1.25 Sekunden. Die Bilder sind a¨quidistant
im Abstand von 0.25 Sekunden verteilt. Die durschnittliche empi-
risch ermittelte Zeitdauer eines Walblases betra¨gt etwa 1 Sekunde,
maximal jedoch 2 Sekunden. (Quelle: Projektgruppe Ozeanische
Akustik, AWI)
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Abbildung 12: Einzelbilder von Walblas-Aufnahmen, extrahiert aus Videosequen-
zen einer Infrarotkamera mit 24◦ Linsenoptik (a)–(l) (von links oben
nach rechts unten). Besonders schwierige Detektionsfa¨lle (k),(l). Die
hellen kreisfo¨rmigen Außenbereiche stammen von Thermoelemen-
ten, die zur Aufnahmezeit im Geha¨use der Infrarotkamera montiert
waren. (Quelle: Projektgruppe Ozeanische Akustik, AWI)
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Abbildung 13: Infrarotaufnahmen verschiedener Objekte, die von einer Detektion
auszuschließen sind: (a) Seegang bei ho¨heren Windsta¨rken (hier: 7-
8 Beaufort – stu¨rmischer Wind mit bis zu 20 m/s), (b) Risse und
Kanten von Eisschollen, (c) Helikopter, (d) andere Schiffe und Tiere
wie (e) Vo¨gel und (f) Robben. (Quelle: Projektgruppe Ozeanische
Akustik, AWI)
verarbeitungssystems. Trat im Verlauf der Verarbeitung eine Detektion auf, wird
dies u¨ber eine einfache Pru¨fung aller Elemente einer Markierungsmatrix ersichtlich.
Jedes Bild des u¨bergebenen Videostroms wird zuna¨chst einzeln betrachtet 14(a).
Das Bildrauschen jedes Frames wird mit Hilfe eines Gaußschen Tiefpass-Filters
der Gro¨ße (2x2) reduziert 14(b). Danach wird das aktuelle Bild in einer konvexen
Linearkombination mit dem experimentell ermittelten Wert multipliziert und auf
ein bereits bestehendes zeitliches Mittelwertbild addiert 14(c). Diese Rechenvor-
schrift fu¨hrt innerhalb von 5− 7 Sekunden zu einer Anpassung an das sich bei der
Schiffsbewegung langsam vera¨ndernde Landschaftsbild. Schnellere Bewegungen,
wie die eines Blases, ko¨nnen im Anschluss nicht nur durch Bildung der absoluten
Differenz zwischen dem Akkumulator und dem Gaußschen Bild ermittelt, sondern
zusa¨tzlich durch einen Faktor versta¨rkt werden. Der Einsatz des vertikalen Sobel-
Operators, in normaler und gespiegelter Form, ermo¨glicht daraufhin das Auffinden
steigender und fallender Objektkanten 14(e). Peaks mit dem ho¨chsten im Wer-
tebereich verfu¨gbaren Pixelwert aus beiden Sobel-Bildern werden zu einem neuen
Bild zusammengefu¨hrt und in einer bina¨ren Markierungsmatrix auf einem gro¨beren
Gitter mit quadratischer Blockstruktur gespeichert, wenn mindestens ein Peak
bestimmter Ho¨he auftritt. Der letzte Teil Schritt beschneidet die Markierungmatrix
weiter. Da eine Markierungsfolge entweder aufgrund der Forderung hoher Peakwer-
te (bei Sobel-Filterung) unterbrochen sein kann oder aber durchaus Peaks ohne
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Abbildung 14: Anwendung des Detektionsalgorithmus auf einen weiteren Fall.
(Quelle: Projektgruppe Ozeanische Akustik, AWI)
direkten Objektzusammenhang auftreten, findet die Idee einer zylindrischen Sum-
menfunktion Anwendung, um derartige Artefakte gezielt auszuschließen. Hierzu
wird fu¨r jede Markierung die Summe eines 3D-Zylinders in der Markierungsmatrix
berechnet – zur einfacheren Auswertbarkeit mit einer Breite von 1 in den ersten
beiden Dimensionen und einer La¨nge von 10 aufeinanderfolgenden Bildern. Ist die
Summe kleiner als ein vorgeschriebener Wert, so werden alle Eintra¨ge entlang des
Zylinders gelo¨scht. Bei positiver Detektion verbleiben Eintra¨ge gro¨ßer 0 in der
Markierungsmatrix 14(f).
3.3 Auswertung
Alle positiven Walblas-Fallbeispiele, bis auf die beiden als
”
schwierig“ gekenn-
zeichneten Fa¨lle 12(k) und (l), werden vom vorliegenden Detektionsalgorithmus
zuverla¨ssig erkannt. Die konvexe Linearkombination sorgt in der aktuellen Para-
metrierung in Verbindung mit der Gla¨ttung, dem zeitlichen Mittelwertfilter und
dem Differnzbildverfahren fu¨r eine Eliminierung des Meeresrauschens und des Wel-
lengangs. Szenarien der Kategorie aus Abbildung 13(a), in denen die Polarstern
einen Großteil ihrer Fahrzeit verbringt, lo¨sen keinerlei Detektion aus. Um die
Detektion der anderen Sonderfa¨lle mit diesem oder einem modifizierten Verfahren
auszuschließen, ist die Implementierung einer Kandidatenliste unabdingbar.
Der experimentelle Einsatz von Sharp-Unsharp-Masking fu¨hrte zu einer weiteren
Bildverbesserung, bei dem auch die schwierigeren Detektionsfa¨lle detektierbar sind,
jedoch neben steigender Rechenzeit auch mehr Verdachtsmomente vorkommen, die
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sich ebenfalls nur u¨ber eine zuku¨nftige Kandidatenliste reduzieren lassen. U¨berdies
ko¨nnte die zeitliche Vera¨nderung der Blasform mit Vektorfeldern untersucht, an-
gepasst und zu momentbasierter Mustererkennung erweitert werden. Ebenso ist
eine Modifikation der Hough-Transformation denkbar, die nicht nur Kanten oder
Kreise, sondern andere (Blas-)Formen erkennt. Letztlich wa¨ren diese Methoden
sogar in der Lage, die dem Blas zugeho¨rige Walart zu klassifizieren.
4 Resu¨mee
An Bord der Polarstern wurden im Ma¨rz 2006 nach der manuellen Installation des
Systems etwa 330 GB Kameradaten mit zwei verschiedenen Setups aufgezeichnet.
(1) Verschaltung:
– IR12, OPT-Cam.
⇒ Beide Kameras mit jeweils einem eigenen Rechner verbunden.
Aufnahmefrequenz:
– 30 Sekunden Clipla¨nge alle 90 Sekunden fu¨r IR12.
– 30 Sekunden Clipla¨nge alle 120 Sekunden fu¨r OPT-Cam.
(2) Verschaltung:
– IR12, OPT-Cam gemeinsam an einem Rechner angeschlossen.
⇒ Gleichzeitiger Parallelbetrieb.
Aufnahmefrequenz:
– 30 Sekunden Clipla¨nge alle 180 Sekunden fu¨r IR12.
– 30 Sekunden Clipla¨nge alle 180 Sekunden fu¨r OPT-Cam.
Die ausgezeichneten Intervalle fu¨r die beiden Setups sind empirisch ermittelte
Zeitspannen, die die vorhandenen PCs bestmo¨glich auslasten und eine Echtzeit-
verarbeitung der Videodaten mit dem Detektions-Algorithmus aus Kapitel 3.2
gewa¨hrleisten. Ebenso sind sie notwendig, um das Abspeichern einer Videosequenz
zu ermo¨glichen. Da keine zusa¨tzliche Hardware zur Echtzeitaufzeichnung vorhan-
den ist, enthalten die Werte zu 80 Prozent die Zeitspannen, in der die PCs mit
Datenspeicherprozessen ausgelastet sind.
Um Clips von 30 Sekunden La¨nge abzuspeichern, ist ein Hauptspeicher von min-
destens 320 × 240 × 30 × 3 × 30 (Bildbreite ×Bildho¨he × fps × Anzahl der
Kana¨le × Clipla¨nge), d.h. 202.500 kByte (etwa 198 MB) pro Farbkamera und
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320 × 240 × 25 × 1 × 30 = 56.250 KByte (etwa 55 MB) pro Infrarotkamera
notwendig. Zur schnelleren Verarbeitung der Daten (fu¨r Matrixoperationen etc.)
ist eine Verdopplung dieser Werte in Abha¨ngigkeit der verwendeten Konfiguration
sinnvoll. Mit diesen Anforderungen wird die Auslagerung der Daten, aufgrund
eines Mangels an Arbeitsspeicher, auf die Festplatte vermieden, was erhebliche
Geschwindigkeitsverluste verhindert. Diese Clipla¨nge ist insofern gerechtfertigt, als
dass bereits 5−7 Sekunden fu¨r eine Anpassung an das jeweilige Landschaftsszenario
vergehen. Diese Zeitdauer ermo¨glicht daru¨ber hinaus die Erfassung von wesentli-
chen Schiffsbewegungen in den damit verbundenen Situationen.
Der Logging-Prozess des Grundsystems legt automatisch an jedem Tag und fu¨r
jede Kamera ein neues Verzeichnis an, das die einzelnen Videosequenzen (.avi)
und Bilder (.jpg) entha¨lt. Zur besseren U¨bersicht werden alle Videosequenzen
eines Tages, versehen mit Datum, Uhrzeit, GPS-Position und den extrahierten
Bildern, in einer HTML-Datei chronologisch aufgelistet und sind komfortabel mit
jedem ga¨ngigen Browser darstellbar.
Der zeitgesteuerte Aufnahmemodus wurde wa¨hrend des Fahrtabschnittes ANT
XXIII/4 genutzt, um mo¨glichst viele Videodaten fu¨r die Weiterentwicklung
der aufgefu¨hrten Algorithmen zu sammeln und weitere Einsatzgebiete und -
mo¨glichkeiten abzuleiten. Alle Walsichtungen dieses Zeitraums fanden u¨berwiegend
la¨ngseits der Polarstern statt und lagen nicht im Blickfeld des Kamerasystems.
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Zusammenfassung: Die vor 15 Jahren begonnenen Forschungsarbeiten zu 
Selbstorganisierenden Produktionsprozessen (SOPP) werden 
zusammengefasst, kritisch betrachtet und in den Kontext gestellt zu heutigen 
Ansätzen zur Fertigungssteuerung. Der Stand der Forschung wird 
dokumentiert und neuere Ansätze werden auf die Verwendung dezentraler 
Ansätze untersucht. 
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1 Einführung 
Zu Beginn der 90er Jahre begann sich auf dem Forschungsgebiet der Künstlichen 
Intelligenz in Deutschland ein neues Schwerpunktthema abzuzeichnen. Verteilte Künst-
liche Intelligenz und Multiagentensysteme wurden als neues Paradigma für die Gestal-
tung komplexer Systeme erkannt und ausprobiert. Neben eher grundlagenorientierten 
Forschungsarbeiten zur Gestaltung von Agenten, die menschliche Eigenschaften wie 
Reflektion, Schlußfolgerungen über ihr eigenes Verhalten sowie das Verhalten anderer 
„Agenten“ (= „Handelnder Einheiten“) und letzten Endes soziale Fähigkeiten mit 
beachtlichem Erfolg simulierten, wurden viele anwendungsorientierte Arbeiten in 
verschiedenen Domänen vorangetrieben, die zu jener Zeit als schwer, d.h. im 
Wesentlichen NP-hart, galten. Einige dieser Probleme, die vor allem aus dem Bereich 
der mathematischen Optimierung stammten, waren und sind für Unternehmen von 
großem Interesse und Wichtigkeit. So spielen Wegeoptimierungen und insbesondere 
die Fertigungsplanung und –steuerung eine wichtige Rolle im produzierenden Bereich. 
Die zunehmende Wichtigkeit entsprechend variabler Verfahren zur Fertigungsfein-
planung resultierte nicht zuletzt auch aus dem zu dieser Zeit in vielen Branchen stark 
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 steigenden Bedarf nach einer Flexibilisierung der Produktion aufgrund einer 
gestiegenen Kundenorientierung, die die Fertigungslosgrößen schrumpfen ließ, die 
Variantenvielfalt (fast exponentiell) ansteigen ließ und als Folge die in der Produktion 
zu dieser Zeit noch weit verbreitete Fließfertigung zugunsten flexibler 
Fertigungsverfahren und der Werkstattfertigung zurückdrängte. Die bis dato 
vorherrschenden Verfahren des Operations Research zur Fertigungsplanung gerieten 
zunehmend unter Druck, da durch die geringen Losgrößen und die hinzukommende 
Flexibilisierung der Transporte zwischen den einzelnen Fertigungszellen durch 
fahrerlose Transportsysteme (Automated Guided Vehicles, AGVs) die Zeiten der 
ungestörten Planabarbeitung nur sehr gering waren. Die Flexibilisierung der Produktion 
und die gewünschte und oft in der Praxis eingesetzte Möglichkeit der Priorisierung von 
Eilaufträgen führte zu immer geringeren Zeithorizonten, in denen ein Plan Gültigkeit 
besaß, verglichen mit aufwendigen Planungsalgorithmen und zeitintensiven 
Berechnungen. 
Im Rahmen einer studentischen Projektgruppe an der European Business School 
wurden von Prof. Dilger, dem damaligen Inhaber des Lehrstuhls für Expertensysteme, 
sowie dem Autor dieses Artikels die Möglichkeiten der Multiagentensysteme für eine 
praxistaugliche Lösung dieses komplexen Planungsproblems ausgelotet. Dabei ging es 
von vornherein nicht um eine mathematisch optimale Lösung (die waren ja bereits 
vorhanden, allerdings zu aufwendig), sondern um heuristische Verfahren, die zwar 
nicht optimal sind, jedoch durchaus gute Lösungen erzeugen, dies jedoch in wesentlich 
kürzerer Zeit und mit einer erhöhten Robustheit bzgl. hinzukommenden weiteren 
Aufträgen. 
Die aus dieser Projektgruppe entstandene wissenschaftliche Arbeit, die in der 
Promotion des Autors mündete, wird im Folgenden näher betrachtet. Anschließend 
werden nachfolgende Erweiterungen und Ergänzungen anderer Autoren zu diesem 
Thema dargestellt und eingeordnet. Im Anschluß daran wird dargelegt, inwieweit diese 
Arbeiten auch noch für die Lösung aktueller Fragestellungen der Forschung geeignete 
Impulse geben können. Dabei wird hier nur ein Themengebiet, die Verknüpfung von 
Unternehmen im Rahmen der „Enterprise Interoperability“ herausgegriffen. Die 
Ansätze der MAS werden auf dieses Themengebiet prototypisch übertragen und 
können sicherlich als Beitrag zur Neubetrachtung entsprechender Forschungsaktivitäten 
angesehen werden. 
2 Problematik der Fertigungssteuerung 
Produktionsplanung und –steuerung beinhaltet eine Reihe anspruchsvoller Aufgaben 
wie die Produktionsprogrammplanung und die Mengenplanung (inklusive der 
Losgrößenberechnung), sowie die eigentliche Fertigungssteuerung mit den Aufgaben 
der Termin- und Kapazitätsplanung (inkl. Durchlaufterminierung und 
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 Reihenfolgeplanung),  der Aufgabefreigabe, der Auftragsveranlassung und der 
Auftragsüberwachung. Insbesondere bei der Werkstattfertigung, die eine erhöhte 
Flexibilität gegenüber der Fließfertigung aufweist, lassen sich diese Aufgaben nur unter 
großem Berechnungsaufwand durchführen. Die Weiterentwicklung der 
Werkstattfertigung führte zum Konzept des Flexiblen Fertigungssystems, das aus einer 
Reihe von Bearbeitungsstationen besteht, die zusammen mit dem meist fahrerlosen 
Transportsystem computergesteuert werden. Die immer weiter voranschreitende 
Automatisierung durch NC- und CNC-Verfahren, Industrieroboter und automatisches 
Rüsten der Maschinen erlaubte die Durchführung unterschiedlicher 
Bearbeitungsschritte an den einzelnen Bearbeitungsstationen, resultierend in einer 
erhöhten Flexibilität des gesamten Fertigungssystems. Gleichzeitig wird durch diese 
Flexibilisierung allerdings auch die mathematische Komplexität des Planungsproblems 
erhöht, es ergibt sich eine kombinatorische Explosion durch die erhöhte Anzahl 
möglicher Kombinationen von Werkzeugen, Werkstücken, Transport, 
Materialhandhabung und möglichen Routen für Transportwege. Die Ermittlung eines 
optimalen Planes ist so aufwendig, dass zumeist auf heuristische Verfahren 
ausgewichen wird, die „gute“ Lösungen in wesentlich kürzerer Zeit berechnen. Gerade 
in diesem Bereich bietet sich die Verwendung der agentenorientierten Metapher an, um 
ein in sich einfaches, flexibles und nachvollziehbares System zur Fertigungssteuerung 
zu entwickeln, das trotz reduziertem Berechnungsaufwand insgesamt eine für die 
Praxis taugliche Lösung des Problems der Fertigungssteuerung erreicht. 
3 Selbst Organisierende Produktions-Prozesse 
(SOPP) 
Die wesentliche Idee des Systems SOPP (SelbstOrganisierende ProduktionsProzesse) 
besteht darun, dass die im vorherigen Abschnitt schon beschriebenen Flexiblen 
Fertigungssysteme (FFS) nicht zentral gesteuert werden. Stattdessen entscheiden die an 
der Fertigung beteiligten Maschinen als autonome Einheiten eigenständig, welche Auf-
gaben sie bei der Produktion des von außen vorgegebenen und sich jederzeit dynamisch 
verändernden Auftragsspektrums wahrnehmen. Das Grundproblem besteht in der 
Entscheidung, welche Bearbeitungsschritte auf welchen Maschinen zu welcher Zeit 
durchgeführt werden. 
Ausgangspunkt des Systems ist das Vorliegen eines (heutzutage grundsätzlich 
üblichen) hierarchischen PPS-Systems. Es wird nicht die gesamte Fertigung bis hin zur 
Verteilung der einzelnen Arbeitsgänge auf die Maschinen auf einmal geplant. 
Stattdesse3n werden die einzelnen Planungsabschnitte hierarchisch untergliedert. So 
findet zunächst die Einplanung der Kundenaufträge statt. Auf einer nächsten 
Detaillierungsebene werden die dazu benötigten Produktionsprozesse grobterminiert. 
Erst auf dem dritten Hierarchielevel finden die eigentliche Feinterminierung sowie 
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 anschließend die Fertigungssteuerung statt. Aus praktischen Erwägungen wird mit 
einer gewissen statistisch unterlegten Vagheit geplant, um auch bei vorkommenden 
Maschinenausfällen und Verzögerungen noch die Termineinhaltung der 
Kundenaufträge zu garantieren und somit drohenden Konventionalstrafen bzw. auch 
einem möglichen Vertrauensverlust des Kunden zu entgehen. 
Das System SOPP agiert auf der unteren Ebene dieser Hierarchie und versucht, das 
Planungsproblem der Flexiblen Fertigungssysteme zu lösen, ohne a priori eine voll-
ständige Einplanung aller zur Fertigung freigegebenen Fertigungsaufträge durchzufüh-
ren. Es werden aus den vorhandenen Fertigungsaufträgen nur diejenigen Auftrags-
schritte herausgesucht, die theoretisch sofort bearbeitet werden können. Dabei werden 
für diese Auftragsschritte früheste sowie späteste Anfangs- und Endtermine errechnet. 
Für diese Auftragsschritte bewerben sich dann die einzelnen Agenten, die diese Schritte 
jeweils technisch durchführen können. Jede einzelne Fertigungszelle kann ein Angebot 
auf die Durchführung eines Auftragsschritts abgeben, das die benötigte Zeit und die 
Kosten des Arbeitsschrittes beinhaltet. (Somit ist es möglich, unterschiedliche 
Kostensätze verschiedener Maschinen abzubilden und in die Berechnung mit 
einzubeziehen, um Abschreibungen, Abnutzungen und Laufkosten der Maschinen mit 
zu berücksichtigen.) Es entsteht eine marktliche Regelung der Vergabe der einzelnen 
Auftragsschritte, die unterschiedliche Strategien der einzelnen Arbeitsstationen zuläßt, 
und somit sehr flexibel auf die einzelnen Maschinen zugeschnitten ist. 
Das SOPP-System selbst besteht aus einer Menge spezialisierter Agenten mit fest defi-
nierten Rollen im Gesamtsystem (s. Abb.1). 
 
Abbildung 1: Typologie der SOPP-Agenten 
Jeder Agent besitzt eine lokale Wissensbasis, in der sein planerisches und 
Kontrollwissen abgespeichert ist, ein Modul zur Kommunikation mit anderen Agenten 
und eine Inferenzkomponente, um Schlußfolgerungen aus dem gespeicherten Wissen 
zu ziehen und aktiv zu handeln. Die Produktionsagenten verfügen zusätzlich über 
sensorische und aktuatorische Anbindungen zur eigentlichen Fertigungshardware. 
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 Der Planungsagent bildet die Schnittstelle zum hierarchisch übergeordneten PPS-
System. Er erfaßt die zu fertigenden Aufträge zusammen mit den insgesamt jeweils 
durchzuführenden Arbeitsgängen, die statistisch durch Durchschnittsdauern angerei-
chert wurden. Aus diesen Daten ermittelt der Planungsagent die aktuell durchführbaren 
Arbeitsschritte zusammen mit ihren frühesten und spätesten Anfangs- und Endzeiten.  
Diese werden an den Brokeragenten weitergeleitet, der sie in Form eines Ausschrei-
bungsverfahrens den Fertigungsagenten mitteilt. Dabei werden für die einzelnen 
Arbeitsschritte Bewertungen vergeben, die die Wichtigkeit und Dringlichkeit eines 
Arbeitsschrittes berücksichtigen.  
Die Fertigungsagenten können auf die Ausschreibungen des Brokers reagieren und ein 
Angebot für die Durchführung jedes einzelnen Arbeitsschrittes abgeben. Durch die 
Bewertung der Arbeitsschritte werden insbesondere die hoch priorisierten sowie die 
dringlichen Arbeitsschritte bevorzugt von den Fertigungsagenten ausgewählt, da hier 
die höchsten Bewertungen vergeben werden. Somit kann bei lokaler Optimierung der 
Agenten (Durchführen von möglichst hoch bewerteten Arbeitsschritten) trotzdem eine 
global gute Lösung erreicht werden.  
Nach einer gewissen Wartezeit wertet der Brokeragent die vorhandenen Angebote aus 
und erteilt an mehrere Fertigungsagenten vorläufige Zuschläge. Dies geschieht, da die 
Angebote der Fertigungsagenten vorläufig sind in dem Sinne, dass zu diesem Zeitpunkt 
noch nicht geklärt ist, ob die zum Arbeitsgang benötigten Materialien rechtzeitig zur 
Fertigungszelle transportiert werden können.  
In einem zweiten Schritt generieren die Fertigungsagenten, die einen vorläufigen 
Zuschlag erhalten haben, aufgrund der ihnen vorliegenden Informationen alle 
Transportaufträge, die notwendig sind, damit die Fertigungszellen ihre Arbeit 
rechtzeitig verrichten können. Dazu gehören Anforderungen von Materialien, 
Werkzeugen und Teilen, aber auch Aufträge zum Abtransport der bearbeiteten Teile 
nach Beendigung des Arbeitsgangs.  
Aufgabe der Transportagenten besteht darin, passende Abtransport- und Antransport-
Aufträge zu kombinieren und somit die Zwischenergebnisse der einzelnen Arbeits-
schritte möglichst effizient zwischen den Bearbeitungsstationen weiterzuleiten. Die 
generierten Transportaufträge werden wieder vom Broker ausgeschrieben und entspre-
chende Angebote der Transportagenten werden nach Beendigung der Ausschreibungs-
frist an die Fertigungsagenten weitergeleitet.  
Die Fertigungsagenten errechnen aus den ihnen vorliegenden Transportangeboten not-
wendige Korrekturen in ihrem Angebot zur Durchführung der Arbeitsschritte. Es 
entsteht somit ein verfeinertes Angebot der Transportagenten, das zur Ermittlung des 
endgültigen Siegers für den durchzuführenden Arbeitsschritt durch den Broker 
herangezogen wird. 
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 Nach der Festlegung des endgültigen Siegers werden sowohl der Fertigungsagent als 
auch die beteiligten Transportagenten an diesem Angebot informiert und planen die 
durchzuführenden Arbeitsschritte fest ein. Die Verlierer des Angebotes löschen die 
reservierten Kapazitäten und können sich anschließend wieder um weitere 
Arbeitsschritte bzw. Transportaufträge bemühen. 
4 Kritische Bewertung des Ansatzes 
Das Verfahren der Selbst Organisierenden ProduktionsProzesse (SOPP) ist 
grundsätzlich dazu geeignet, Fertigungsfeinsteuerung auf einem granularen Level zu 
übernehmen. Durch die Abstimmung der Funktionalitäten der Agenten lassen sich zu 
lokale Planungen vermeiden. Gleichzeitig wird eine gewisse Effizienz der Planung 
erreicht. Leider ist das Verfahren niemals in größerem Maßstab eingesetzt worden, 
allerdings hat es einige weitere Arbeiten auf dem Gebiet der Multiagentensysteme im 
Bereich Fertigungssteuerung motiviert. Es ließen sich bereits zum Zeitpunkt der 
Erstellung der Dissertation eine Reihe weiterer Ansatzpunkte zur Fortsetzung der 
Forschungen identifizieren. So ist der ursprünglich in SOPP gewählte Ansatz nicht 
hierarchisch, sodass nur die eigentliche Fertigung durch die Agenten gesteuert wird. 
Das Planungsverfahren selbst zeigt aber das Potential, dass es sich auch mehrstufig 
einsetzen läßt und sich dann auch komplexere Planungen mit diesem Ansatz 
durchführen lassen. So lassen sich von der Kundenauftragsplanung über die 
Produktionsprogrammplanung bis hin zur eigentlichen Fertigungsplanung 
grundsätzlich alle Aufgaben durch Agenten übernehmen. Dadurch könnte ein 
komplexes, vollständig mit Agententechnologie gesteuertes, PPS-System entstehen, das 
die Vorteile der Agententechnologie, nämlich die Flexibilität des Systems und die 
partielle Ausfallsicherheit in sich vereinigt. Bisher wurde dieser Ansatz jedoch noch 
nicht in dieser Komplexität durchgeführt. 
Als weiterer kritischer Punkt läßt sich anführen, dass die vorgestellten Agententypen 
rein deliberativ sind, d.h. es handelt sich um rein „denkende“ Agenten, denen die 
Fähigkeit zu „instinktiven“ Handlungen fehlt, die in der Praxis insbesondere für die 
Transportagenten notwendig sind. Diese müssen in der Lage sein, in Echtzeit die 
Steuerung der Fahrerlosen Transportsysteme durchzuführen. Dies kann jedoch nur 
gelingen, wenn die Agenten innerhalb sehr kurzer Zeten reagieren, falls z.B. ein 
Hindernis auf ihrem Weg liegt und eine Kollission droht. Ansätze in dieser Richtung 
lagen bereits Ende der 90er Jahre vor und insbesondere die Agentenarchitektur 
INTERRaP hat gezeigt, wie solche hybriden Agenten gestaltet werden können. (Die 
softwaretechnische Umsetzung ist allerdings anspruchsvoll und wurde daher nicht in 
die Dissertation mit einbezogen.) 
Nicht zuletzt ist die größte Stärke des dargestellten Ansatzes auch letztendlich eine 
seiner wesentlichen Schwächen. Durch die hohe Flexibilität des Ansatzes ist  es 
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 möglich, für jede unterschiedliche physische Fertigungszelle einen speziellen 
Fertigungsagenten zu implementieren. Dies führt zu einer hohen Spezialisierung, 
sodass sich gerade die aus unterschiedlichen Agentenklassen resultierende hohe 
Flexibilität für theoretische Untersuchungen als besonders hinderlich darstellt. 
5 Neuere Ansätze zur Fertigungssteuerung 
Im Zeitraum seit den ersten Arbeiten zur vorgestellten Dissertation und insbesondere 
im Zeitraum nach der Fertigstellung haben sich eine Vielzahl weiterer Ansätze auf dem 
Gebiet der Fertigungssteuerung entwickelt, die teilweise auf neueren Möglichkeiten der 
Produktion (wie z.B. Fehlermanagement in der Produktion oder Digitale Fertigung) 
beruhen, teilweise aber auch auf anderen Arten der Produktionsorganisation. Hierbei 
seien vor allem Supply Chain Management und Virtuelle Unternehmen bzw. 
Kompetenznetzwerke genannt. Daneben gibt es noch eine Vielzahl 
branchenspezifischer Aspekte, die hier nicht näher untersucht werden, jedoch die 
Komplexität der Fragestellungen teilweise beträchtlich erhöhen. 
5.1 Supply Chain Management 
Aufgrund der in den 90er Jahren in den Unternehmen verstärkt vorangetriebenen 
Geschäftsprozessanalysen rückte die Konzentration auf das Kerngeschäft und die Kern-
kompetenzen des Unternehmens stark in den Mittelpunkt der Betrachtung. Vielfach 
war eine Verringerung der Fertigungstiefe innerhalb der Unternehmen die Folge. Durch 
die Konzentration auf die wichtigsten Geschäftsprozesse wurde anstelle eigener 
Produktionskapazitäten im Bereich der Halbfabrikate vermehrt die Kooperation mit 
geeigneten Lieferanten ausgebaut. Es entwickelten sich vernetzte Strukturen zur 
Erzeugung des Kundenproduktes, bei denen die Unternehmen selbst nur noch einen 
sehr kleinen Teil der notwendigen Produktion durchführten. Dieses Vorgehen erhöht 
die Flexibilität der Unternehmen, bedarf aber einer verstärkten Unterstützung durch 
Informationssysteme, da die Lieferanten stärker in die Auftragsabwicklung des Unter-
nehmens eingebunden sind. Außerdem ist die Ermittlung geeigneter Lieferanten von 
einer Vielzahl von Faktoren abhängig, von denen einige die Anwendung komplexer 
Entscheidungsmodelle verlangen. (So ist nach Hinojosa (2008) der Standort und die 
Ausprägung von Lagern entscheidend für die Kosten der Leistungserbringung.) 
Aussagen zu Produktionsterminen sind nicht mehr nur vom eigenen Unternehmen 
abhängig, sondern auch von der Lieferqualität und –geschwindigkeit der Lieferanten. 
Dazu müssen die Unternehmen bereits in den Entstehungsprozess ihrer neuen Produkte 
frühzeitig die Lieferanten einbinden, da die Vorprodukte qualitativ höherwertig sind 
und die Güte des Endprodukts und damit die Zufriedenheit der Kunden entscheidend 
mitbestimmen. (Parker et al. 2008) Außerdem entstehen eine Vielzahl neuer Heraus-
forderungen insbesondere bei der Gestaltung nachhaltiger Wertschöpfungsstrukturen, 
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 da diese Lieferketten komplexe soziale Gebilde sind, die nicht nur auf die Erfordernisse 
des Marktes reagieren, sondern in denen die Entstehung von Vertrauen und der Wille 
zur Zusammenarbeit der Beteiligten ebenfalls von Bedeutung sind. (Pagell et al. 2008) 
Die Etablierung von Wertschöpfungsketten führt zur Entstehung von Kompetenzen in 
den am Produktionsprozess beteiligten Partnern. Die gezielte Gestaltung des Aufbaus 
dieser Kompetenzen ist nicht nur eine lokale Aufgabe der einzelnen zuliefernden 
Unternehmen, die aus dem Kompetenzzuwachs ihre eigene Wettbewerbsposition 
stärken, sondern dient als Wettbewerbsfaktor der gesamten an der Wertschöpfung 
beteiligten Unternehmen. (Heide et al. 2008) 
5.2 Fehlermanagement und Abweichungsdiagnose 
Vernetzte Systeme leiden unter einer hohen Wahrscheinlichkeit des Ausfalls einzelner 
Komponenten. Durch die Verteilung der Produktion auf mehrere beteiligte Unter-
nehmen besteht eine verstärkte Notwendigkeit, Strategien zu entwickeln, wie mit 
solchen Ausfällen und fehlerhaften Komponenten eines übergeordneten Gesamtsystems 
umgegangen werden soll. Bisher werden im Rahmen der verteilten Produktion vielfach 
die Risiken eines Ausfalls nur vertraglich auf den Lieferanten abgewälzt, aber im 
Rahmen der Entstehung jeweils eigener Kompetenzen läßt sich diese Strategie nicht auf 
Dauer durchsetzen. Im Rahmen des Fehlermanagements des Gesamtsystems sind 
folgende Aufgaben besonders wichtig: 
Die Erkennung der Fehler muß sicherstellen, dass der Ausfall einzelner Komponenten 
bzw. die Produktion qualitativ mangelhafter Waren rechtzeitig erkannt wird. In der 
Praxis erfolgt dies vielfach durch eigenständige Qualitätskontrollen, die in der Regel 
eine Reihe nicht-automatisierter Verfahren einschließt. Hier setzen bei komplexeren  
Netzwerken bereits weitergehende Verfahren ein, die auch die automatisierte 
Erkennung von Fehlern erlauben. Ist der Fehler erkannt, so müssen einerseits Strategien 
zur Fehlerbehebung eingeleitet werden, die aus einer Fehleranalyse und anschließenden 
geeigneten Maßnahmen zur Beseitigung des fehlerhaften Verhaltens bestehen. 
Andererseits müssen für die Dauer des Bestehens der Fehlerquelle Möglichkeiten zur 
Umgehung der Fehlerstelle gefunden werden. 
Die Bereiche des Fehlermanagements und der Abweichungsdiagnose sind bisher 
vorwiegend in Telekommunikations- und Stromnetzen untersucht worden. (Für eine 
Auswahl dieser Untersuchungen siehe (Puljic 2007), (Yu et al. 2006), (Rejeb et al. 
2006), (Nordman & Korhonen 2006), (Schmidt et al. 2005) und (Ionescu-Graff 2005).) 
In jüngster Zeit finden weitere dieser Untersuchungen im Bereich des Grid-Computing 
(Khanli & Analoui 2008) und allgemein in Rechnernetzen statt. (Beispielhaft sei hier 
nur auf (Zhang & Mukherjee 2004) verwiesen.) Auch der Bereich der IP-Telephonie, 
bei dem Telekommunikations- und Datennetze miteinander verwoben werden, findet 
zunehmende Beachtung. (Hunkins 2007) 
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 Im Bereich der verteilten Produktion und bei Wertschöpfungsnetzwerken sind solche 
Fehlermanagement-Strategien ebenfalls von entscheidender Bedeutung, jedoch 
konzentrieren sich dort die Anstrengungen eher auf die Verknüpfung allgemeiner 
Qualitätsmanagementprogramme wie TQM und Six Sigma mit allgemeinen 
„schlanken“ Managementansätzen. (Drickhamer 2002) Erhofft wird, Fehler bereits im 
Ansatz zu vermeiden und dies durch geeignete Qualitätsmanagementprogramme zu 
erreichen. 
In dem Bereich des Fehlermanagements liegt allgemein noch ein großes Potential für 
weitere Forschungen, da die Produktion immer weniger menschenintensiv durchgeführt 
wird, Qualitätsmanagement teuer ist und hier die Übernahme geeigneter automatischer 
Verfahren des Fehlermanagements vielversprechende weitere Rationalisierungspoten-
tiale eröffnet. Nicht zuletzt werden Verfahren entwickelt, wie komponentenbasierte 
Software erfolgreiches Fehlermanagement bereits beim Entwurf der Software inte-
grierten kann. (Su et al. 2007) Insbesondere für die Anreicherung der Produkte mit 
zusätzlichen Dienstleistungen spielen diese Forschungsarbeiten eine wichtige Rolle. 
5.3 Virtuelle Unternehmen und Kompetenznetzwerke 
Die Arbeiten im Bereich des Supply Chain Management haben eine Vielzahl weiterer 
Themenstellungen in den Fokus des wissenschaftlichen Interesses gerückt. So werden 
insbesondere im Bereich der Etablierung gemeinsamer Produkt-, aber auch Service-
angebote verstärkt Aspekte der Zusammenarbeit von Unternehmen untersucht. Vor 
allem die Fragestellung des gemeinsamen Firmierens unterschiedlicher Teilnehmer 
unter dem Dach eines virtuellen Unternehmens ist von wissenschaftlichem Interesse 
und gleichzeitig von praktischer Relevanz. So finden sich Vorschläge zur Generierung 
virtueller Unternehmen (Sarkis et al. 2007) sowie zur Gestaltung der notwendigen 
Infrastruktur zur Etablierung eines unternehmensübergreifenden Informationsnetz-
werkes (Beckett 2008). Von besonderer Bedeutung für den Erfolg eines virtuellen 
Unternehmens ist die Durchgängigkeit und die Informationstransparenz entlang der 
gemeinsamen wertschöpfenden Prozesse. Dazu muß der Zugriff auf die geteilten 
Informationen geregelt werden, es entsteht die Notwendigkeit der Entwicklung eines 
Vertrauensmodells, das für alle Ressourcen des virtuellen Unternehmens definiert, 
welche Informationen für sie zugänglich sind. (Chen et al. 2007) Die arbeitsteilige 
Wertschöpfung führt letzten Endes zur Herausbildung jeweils spezifischer 
Kompetenzen, die durch die gemeinsame Durchführung der Geschäftsprozesse 
erworben werden. Dabei erlangen die einzelnen Partner in dem Unternehmensnetzwerk 
des virtuellen Unternehmens unterschiedliche Erfahrungen und können jeweils eigenes 
Wissen ausprägen. Die Gestaltung dieser Kompetenznetzwerke ist eine eigenständige 
wissenschaftliche Fragestellung, der sich eine ganze Reihe von Arbeiten widmet. (Vgl. 
Müller et al. 2006) Diese Forschungsarbeiten wurden u.a. als Sonderforschungsbereich 
der DFG (SFB 457)  an der TU Chemnitz gefördert. 
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 Natürlich sind Virtuelle Unternehmen nur eine Möglichkeit der Organisation der 
Zusammenarbeit von Unternehmen, allerdings zeigen sie durchaus einige spezifische 
Vorteile gegenüber anderen Varianten. Diese werden u.a. in (Corvello & Migliarese 
2007) betrachtet. 
5.4 Digitale Fertigung 
Die Individualisierung der Produkte in den letzten Jahren läßt die Anzahl der Produkt-
varianten explodieren und führt dazu, dass viele (insbesondere hochwertige) Produkte 
individuell an die Kundenwünsche angepasst werden. Neue Produkte werden nach 
Kundenauftrag gefertigt. Die Fertigung der Produkte verschmilzt mit der 
Produktentwicklung. Es entsteht eine neue Qualität des Produktentwurfs, der durch 
Techniken, die sich aus dem Rapid Prototyping entwickelt haben, unterstützt wird. Hier 
sollen insbesondere Virtuelle Produktmodelle und 3D-Visualisierungsverfahren, aber 
auch 3D-Drucker genannt werden, die es erlauben, die Produktentwicklung nahezu 
vollständig am PC durchzuführen. Die eigentliche Produktion besteht (zumindest bei 
kleineren und unkomplizierten Produkten) aus dem „Ausdrucken“ des fertigen 
Produkts. (Selbstverständlich lassen sich damit keine großen Serien fertigen, aber für 
Prototypen und Einzelprodukte bzw. ausgesprochene Kleinserien ist diese Alternative 
zur klassischen Produktion sehr interessant.) Eine Vielzahl von Arbeiten der letzten 
Jahre untersucht die Implikationen dieses Trends auf Konstruktion und Produktion 
(Miller et al. 2005 sowie Cleaverland 2006) und die Entwicklung neuartiger Geschäfts-
modelle aus diesen technologischen Möglichkeiten. (Smith 2007 und Smith 2008) Es 
ergeben sich insgesamt tiefgreifende Veränderungen, die aktuell vor allem die 
Produktentwicklung betreffen, allerdings tendenziell die Situation in der Fertigung 
ebenfalls betreffen werden. 
6 Weiterentwicklung der Multiagentensysteme zur 
Fertigungssteuerung 
Wie im letzten Abschnitt gezeigt, wurden in den letzten Jahren eine Vielzahl neuer 
Themenstellungen im Bereich der Fertigungssteuerung wissenschaftlich untersucht und 
haben die Unternehmenspraxis bereits in großem Maße verändert. Es bleibt die 
Beantwortung der Frage, ob und wie sich Multiagentensysteme als Lösungsansätze in 
diesen Bereichen etablieren konnten. Daher sollen hier analog zum letzten Abschnitt 
die gleichen Themenstellungen wieder aufgegriffen und ein Ausschnitt über die 
agentenorientierten Ansätze zur Lösung der dargestellten Aufgaben gegeben werden. 
Anschließend werden allgemeine Weiterentwicklungen im Bereich der Multiagenten-
systeme zur Fertigungssteuerung vorgestellt, die sich teilweise auf die verbesserte An-
passung der Agenten an ihre jeweils spezifischen Aufgaben beziehen, teilweise 
allerdings auch das System der Agenten betrachten und den systemischen Ansatz 
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 geeignet erweitern. Doch zunächst zu den im vorigen Abschnitt vorgestellten neueren 
Fragestellungen der Fertigungssteuerung und speziell dafür entwickelten Multiagenten-
ansätzen. 
6.1 Supply Chain Management 
Es gibt bereits eine ganze Reihe von Untersuchungen darüber, inwieweit Multiagenten-
systeme bei der Lösung der Aufgaben des Supply Chain Management (SCM) hilfreich 
sein können. Im Folgenden werden einige davon kurz vorgestellt. 
(Gjerdrum et al. 2001) untersuchen, wie sich verteilte Expertensysteme mit 
numerischen Optimierungsverfahren kombinieren lassen. Das Ziel liegt dabei in der 
Reduktion der entstehenden Kosten bei gleichzeitigem Erhalt einer hohen 
Lieferfähigkeit gegenüber den Kunden. In der Arbeit werden Ansätze vorgestellt, wie 
Softwaresysteme zu gestalten sind, um das Verfahren zu unterstützen. Eine 
prototypische Lösung des vorgestellten Verfahrens wird am Beispiel einer einfachen 
Lieferkette vorgestellt und die Güte der Lösung wird gemessen und mit anderen 
Ansätzen verglichen. Allgemein ist das Verfahren zur Simulation von Systemen 
einsetzbar, die teilweise mathematische Verfahren zur Entscheidungsunterstützung 
verwenden. 
Nahm und Ishikawa (2005) beschreiben einen Ansatz zur Unternehmensintegration mit 
Hilfe von Multiagentensystemen. Ausgehend von den Herausforderungen, denen sich 
Unternehmen stellen müssen, um am Supply Chain Management teilnehmen zu 
können, wird eine Multiagentenarchitektur vorgestellt, die bei der 
unternehmensübergreifenden Koordinierung unterstützen kann. So werden hybride 
Agenten und hybride Netzwerke vorgestellt, um interorganisationelle Funktions-
integration und Ressourcenintegration zu ermöglichen und damit die Zusammenarbeit 
der Unternehmensmitarbeiter zu fördern. Ein Beispiel aus dem Bereich der 
kollaborativen Produktentwicklung rundet den vorgestellten Ansatz ab. 
Einen Vergleich unterschiedlicher Agentenplattformen zur Planung und Synchronisie-
rung der Überwachung der Supply Chain stellen Chen und Wei (2007) vor. Sie 
diskutieren verschiedene Möglichkeiten der Interaktion von Agenten und stellen einen 
neuartigen Ansatz zur Bestellungsbearbeitung in Supply Chains vor, den sie in eine der 
vorgestellten Plattformen (SCMAS) implementieren. Die Wirksamkeit des Ansatzes 
wird anhand der kundenorientierten Produktion (Make-To-Order) mehrfach 
nachgewiesen. 
Einen allgemeinen Überblick über Multiagentensysteme zur Fertigungssteuerung und 
im Supply Chain Management gibt die Arbeit von Lee und Kim (2008). Der 
Schwerpunkt der Untersuchung liegt dabei auf Produktentwicklung (bis hin zum 
Product Lifecycle Management PLM), Produktionsplanung und –steuerung (PPS) 
sowie dem SCM. Es wird dabei versucht, wesentliche Forschungsthemen aus den 
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 vorhandenen Arbeiten zu extrahieren und die Ansätze zu evaluieren. Eine Taxonomie 
für MAS wird ebenfalls vorgestellt, um künftig entwickelte MAS klassifizieren zu 
können. Dabei werden unterschiedliche Perspektiven eingenommen, um Vor- und 
Nachteile der betrachteten Systeme mehrdimensional zu bewerten. Die Arbeit von Lee 
und Kim weist die grundsätzliche Eignung von Multiagentensystemen für die 
vorgestellten Anwendungsprobleme nach. 
6.2 Fehlermanagement und Abweichungsdiagnose 
Auch für den Bereich des Fehlermanagements haben sich mittlerweile eine Reihe von 
Multiagentensystemen etabliert. Diese bieten insbesondere im Gebiet des 
Fehlerumgehung aufgrund ihres grundlegend dynamischen Ansatzes eine Reihe von 
Vorteilen. Hier sollen nur zwei Arbeiten näher beleuchtet werden. 
Liu und Cheraghi (2004) beschreiben ein Multiagentensystem zur Abweichungsdiag-
nose. Die Analyse von Abweichungen spielt in produzierenden Unternehmen eine 
wesentliche Rolle. Es kommen eine ganze Reihe von Verfahren und technischen 
Hilfsmittel zum Einsatz, die Soll-Ist-Abweichungen bestimmen und dabei helfen, 
aufgetretene Qualitätsprobleme zu erfassen und einer Diagnose zugänglich zu machen. 
In der Regel sind diese Verfahren und Hilfsmittel jedoch nicht integriert, sondern 
werden unabhängig voneinander gestaltet. Dadurch ist es zwar recht einfach möglich, 
auftretende Fehler grundsätzlich festzustellen, jedoch die anschließende Analyse der 
Fehler, die insbesondere in Zeiten des erhöhten Qualitätsbewusstseins eine wesentliche 
Rolle spielt, geschieht nach wie vor durch die menschliche Intelligenz. Der vorgestellte 
Multiagentenansatz propagiert ein offenes, verteiltes System, in dem die verschiedenen 
Diagnosesysteme miteinander kommunizieren können, ihre jeweiligen 
Diagnoseergebnisse austauschen, und somit die Qualität der Ermittlung der 
Fehlerursachen durch die Verknüpfung unterschiedlicher Untersuchungsverfahren 
wesentlich gesteigert werden kann. Der Ansatz ist offen für die Integration beliebiger 
weiterer Diagnosesysteme. Ein Prototyp wurde auf der Basis von CORBA entwickelt 
und zeigt die grundsätzliche Eignung des Systems für die Abweichungsdiagnose. 
Einen ähnlichen Ansatz für die Wartung und das Fehlermanagement in industriellen 
Prozessen entwickeln Cerrada et al. (2007), indem sie auf der Basis vorhandener MAS 
zur verteilten Steuerung eine Weiterentwicklung vornehmen, die die Agenten zur 
Unterstützung der Wartung und des Fehlermanagements befähigt. Dazu wird 
aufbauend auf einem Referenzmodell zum Fehlermanagement in industriellen 
Prozessen ein Modell von Agenten entwickelt, die entweder präventive 
Wartungsmaßnahmen oder aber Fehlerbehebungsmaßnahmen planen. 
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 6.3 Virtuelle Unternehmen und Kompetenznetzwerke 
Im Rahmen der Gestaltung virtueller Unternehmen zeigen sich die Stärken des 
agentenorientierten Ansatzes. So sind die einzelnen, sich in einem virtuellen Unterneh-
men zusammenschließenden Partner, geradezu ideale Prototypen des Agenten. Sie 
haben eigene Ziele, handeln unabhängig voneinander und haben ihre jeweils eigene 
Autonomie. Es verwundert nicht, dass eine Reihe von Ansätzen aus dem Gebiet der 
MAS und insbesondere der MAS zur Fertigungssteuerung, ihren Weg in die Forschung 
zu virtuellen Unternehmen gefunden haben. 
So präsentieren Ouzizi et al. (2006) einen Ansatz einer agentenbasierten Architektur 
eines Virtuellen Unternehmens, das die einzelnen Partner als Agenten modelliert. Die 
Zusammenarbeit der Unternehmen wird modelliert als produktionszyklusorientierte 
Verhandlungen der Agenten, die jeweils die Produktionsplanungen der einzelnen 
Unternehmen repräsentieren. Ein Verhandlungsagent (vergleichbar mit dem 
Brokeragenten aus dem im Abschnitt 3 geschilderten SOPP-System) koordiniert die 
jeweils auf der gleichen Fertigungsstufe befindlichen Agenten, die ihrerseits die 
Unternehmen vertreten, die diese Fertigungsstufe erbringen können. Es wird insgesamt 
ein iteratives Planungsverfahren vorgestellt, das die globale Produktion innerhalb des 
Virtuellen Unternehmens koordiniert. 
Einen ähnlichen Ansatz verfolgen Choi, Kim & Doh (2007). Sie gehen von dem in der 
Lieferkette am Ende stehenden Unternehmen aus, das dem Problem gegenübersteht, 
geeignete Unternehmen zu selektieren, die im Rahmen der Leistungserbringung als 
Partner fungieren können und entsprechende Aufgaben übernehmen. Auch hier wird 
ein Multiagentensystem entwickelt, das in der Lage ist, diese Zuweisung grundsätzlich 
vorzunehmen. 
Die Gestaltung neuer Agententypen für spezialisierte Aufgaben ist ein wesentliches 
Gestaltungmerkmal zur Adaption eines Multiagentensystems auf eine vorliegende 
Problemstellung. Wang et al. (2006) stellen hier eine solche Adaption vor, indem sie 
sogenannte Ausrüstungsagenten (equipment agents) definieren. Diese haben die 
Aufgabe, die grundsätzlichen Fertigungsfähigkeiten einer Ausrüstung (Maschinen, 
Flexible Fertigungszellen, etc.) abzubilden. Daneben werden die Möglichkeiten zur 
Fertigung abgebildet, das heißt die zeitlichen Restriktionen der Ausrüstung werden 
unabhängig von der grundsätzlichen Fähigkeit modelliert. Diese Modellierung erlaubt 
die genauere Kalkulation von Kosten und ermöglicht eine Angebotsabgabe, die mit 
betriebswirtschaftlich sinnvollen Kostenmodellen arbeitet und sich demzufolge für die 
Benutzung im Kontext virtueller Unternehmen anbietet. 
Die in jüngster Zeit in den Fokus der Betrachtung rückenden serviceorientierten 
Ansätze finden Niederschlag in der Arbeit von Shen et al. (2007). Beim serviceorien-
tierten Ansatz werden die miteinander kooperierenden Unternehmen als Erbringer von 
Services angesehen, die von unterschiedlicher Art sein können. (Produktion ebenso wie 
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 Planung, produktbegleitende Dienstleistung, Wartungsverträge etc.) Die eigentliche 
Verhandlung zur Erbringung der Gesamtleistung wird auf agentenbasierte Web 
Services ausgelagert. Der Ansatz wird an einem typischen Service exemplifiziert, der 
Ressourcenanforderung eines Unternehmens im Rahmen der 
Kundenleistungserbringung. Gerade dieses Gebiet entwickelt sich aktuell zu einem 
Forschungsschwerpunkt und die Eignung agentenbasierter Ansätze erscheint über 
dieses Anwendungsbeispiel hinaus realistisch. 
6.4 Digitale Fertigung 
Im Bereich der digitalen Fertigung spielen, wie bereits im Abschnitt 5.4 diskutiert, eine 
Vielzahl unterschiedlicher Aufgaben eine Rolle. So werden neben der klassischen 
Fertigungssteuerung insbesondere die zur Produktentwicklung gehörenden Aufgaben 
ebenfalls berücksichtigt. Auch in diesem Bereich können Multiagentensysteme eine 
wichtige Rolle spielen, wenngleich bisher hier nur wenige Ansätze zu finden sind. 
Eine Forschergruppe hat sich allerdings mit diesem Themengebiet beschäftigt und stellt 
in verschiedenen Arbeiten Ansätze vor, wie die Aufgaben der digitalen Fertigung durch 
Agenten unterstützt werden können. So werden in Mahesh et al. (2007) und Mahesh et 
al. (2007a) Agententypen vorgestellt, die typische zum Produktentwurf gehörende 
Aufgaben wie Überprüfung auf Fertigungsfähigkeit (manufacturability evaluation), Zu-
sammenstellung der zur Fertigung benötigten Ressourcen, Fertigungsplanung und -
steuerung, Fehlerdiagnose etc. übernehmen. Auch hier gibt es einen koordinierenden 
Agenten, der in diesem Fall Fertigungsmanagementagent heißt. Die Brauchbarkeit des 
Ansatzes wird in jeder dieser Arbeiten prototypisch nachgewiesen. 
6.5 Allgemeine Weiterentwicklungen der 
Multiagentensysteme zur Fertigungssteuerung 
Neben den bisher vorgestellten, sich auf neuere Trends der Fertigungssteuerung 
beziehenden Arbeiten sind in den letzten Jahren eine Reihe weiterer wissenschaftlicher 
Arbeiten veröffentlicht worden, die teilweise die Agententypen, die bei der Fertigungs-
steuerung betrachtet werden, intensiver untersucht und weiterentwickelt haben, 
teilweise auch den gesamten systemischen Ansatz verbessert haben und neue Impulse 
gesetzt haben. Aufgrund der Vielzahl dieser Arbeiten werden hier nur jeweils einige 
wenige Beispiele vorgestellt. Weitere Arbeiten finden sich im Literaturverzeichnis und 
können dem interessierten Leser nur empfohlen werden. 
Barber et al. (1999) haben die Modellierung von Agenten um ein Bewusstsein 
angereichert. Damit ist es ihnen gelungen, dass Agenten dynamisch zwischen der 
Erreichung globaler Ziele und eigenen, lokalen Zielen wählen können. Nur so lassen 
sich lokale Präferenzen ausprägen, die helfen können, die Flexibilität der Agenten zu 
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 erhöhen. Die Autoren haben den Ansatz auf den Bereich Produktionsplanung und –
steuerung angewendet und erreichen so die Berücksichtigung mehrerer nicht 
automatisch vollständig konsistenter Ziele. 
Die Optimierung des Teileflusses innerhalb einer Fertigungshalle mit Hilfe von Fuzzy-
Techniken steht im Mittelpunkt der Arbeit von Maione & Naso (2003). Dabei werden 
in Realzeit multikriterielle Entscheidungen zum Teilefluss getroffen. Der vorgestellte 
Ansatz wird anhand eines Referenzmodells für Multiagentensteuerungssysteme mit 
anderen evolutionären Strategien verglichen und die Vorteile herausgearbeitet. 
Ein hierarchischer Planungsansatz zur dynamischen Planung wird von Mönch & 
Zimmermann (2007) vorgestellt. Dabei wird die Produktionsplanung und -steuerung 
auf drei Hierarchieebenen aufgeteilt, deren mittlere einen zeitfensterbasierten Ansatz 
verfolgt. Das hierarchische System wird modelliert und mathematisch abgebildet. 
Dabei lassen sich sowohl Planungsstrategien als auch Heuristiken im System abbilden. 
Die Güte des Verfahrens wird durch einige Meßergebnisse belegt. 
Die Arbeit von Farahvash und Boucher (2004) lehnt sich inhaltlich an die SOPP- 
Ansätze an, indem hier ebenfalls ein System spezialisierter Agenten entwickelt wird, 
die jeweils für die einzelnen Fertigungsstationen zuständig sind bzw. das Fahrerlose 
Transportsystem abbilden. Wesentlicher Unterschied besteht in der Betrachtung 
mehrerer Scheduling-Agenten, in der Art des Nachrichtenaustauschs über ein 
Blackboard-System, sowie in der Konzentration auf die Funktionalitäten, die die 
Agenten des Fahrerlosen Transportsystems aufweisen müssen. 
Auf der Ebene der Erweiterung des systemischen Ansatzes wurden in der letzten 
Dekade eine Vielzahl von Arbeiten veröffentlicht, von denen hier einige interessante 
Ansätze herausgegriffen werden sollen. 
So beschäftigen sich Odrey & Mejira (2003) mit der Behandlung von Produktionsstö-
rungen in der Fertigungshalle. So werden insbesondere die Ferigungsüberwachung, die 
Diagnose und die dynamische Fehlerbehandlung untersucht. Dabei wird versucht, die 
Vorteile klassischer hierarchischer Planungssysteme, wie klare Handlungsanweisungen 
und Regelungen, mit der erhöhten Flexibilität von Multiagentensystemen zu verbinden. 
Es werden eigene Fehlerbehandlungsagenten eingeführt, die sich um die Behebung von 
Produktionsfehlern kümmern. Dabei werden sie durch klar strukturierte Ausnahme-
behandlungsroutinen unterstützt. Zum Nachweis der Güte des Verfahrens haben die 
Autoren ein Testsystem entwickelt, in dem verschiedene Systemhierarchien generierten 
Fehlern ausgesetzt und ihr Verhalten beurteilt werden können. 
Naso & Turchiano (2004) haben zur Lösung des Fertigungsplanungs- und -steuerungs-
problems einen neuartigen Ansatz gewählt, bei dem die einzelnen durch die Fertigung 
durchzuschleusenden Aufträge einen Agenten zugeordnet bekommen, der speziell für 
diese Aufträge zuständig ist und mit den Fertigungsagenten über die Einlastung in den 
Maschinen Verhandlungen führt. Dies führt zu einer vollständigeren Planung, 
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 verbunden mit der Möglichkeit, die Verhandlungen der Agenten bei Bedarf erneut 
aufzunehmen, was zu einer erhöhten Flexibilität im Falle von Eilaufträgen führt. 
Rao et al. (2006) stellen eine Architektur vor, die agentenorientierte Ansätze verknüpft 
mit der konkreten Implementierung einer agentenorientierten Schicht in Form von 
CORBA-Prozessen. Dadurch wird die praktische Implementierung der Agenten stark 
erleichtert, da die CORBA-Architektur im Bereich der Registrierung der Agenten und 
des flexiblen Umgangs mit ausfallenden Komponenten bereits Lösungen vordefiniert 
hat, die hier eingesetzt werden können, um die Agilität des Ansatzes zu erhöhen. Die 
Arbeit präsentiert ebenfalls ein experimentelles System, mit dessen Hilfe die Eignung 
des Ansatzes für die Entwicklung agiler, integrierbarer, rekonfigurierbarer und flexibler 
Multiagentensysteme nachgewiesen werden kann. 
Bewertungsalgorithmen in Form einer abstrakten Währung werden in der Arbeit von 
Kumar et al. (2008) mit Eingriffsmöglichkeiten zur Steuerung der Entscheidungen in 
einem Multiagentesystem miteinander verknüpft. Dadurch wird es möglich, die 
verschiedenartigen Agententypen feingranular anzupassen und aufeinander 
abzustimmen. Es ergibt sich eine Dezentralisierung der Steuerung des Gesamtsystems, 
die die Effizienz erhöht. Auch dieser Ansatz wurde prototypisch implementiert. 
Eine Reihe weiterer Arbeiten beschäftigen sich mit der Verwendung Schwarmbasierter 
Ansätze zur Entwicklung reaktiver Agenten (Meyyappan et al. 2007 und Yu & Ram 
2006) sowie mit allgemeinen Verfahren zur Modellierung von Multiagentensystemen 
(Da Silva & De Lucena 2007). Darüber hinaus gibt es noch holonische (Walker et al. 
2006) und systemdynamische Ansätze (Allen et al. 2007) zur Gestaltung von 
Multiagentensystemen. Insgesamt lassen sich eine Vielzahl von Arbeiten erkennen, die 
die Möglichkeiten der einzelnen Agenten sowie der Multiagentensysteme ausweiten, 
um in der Realität einfacher einsetzbare Verfahren zu entwickeln. 
7 Zusammenfassung und Ausblick 
Die in diesem Überblick dargestellte Situation der Entwicklung von 
Multiagentensystemen zur Fertigungssteuerung zeigt, dass die ursprünglich 
entwickelten Ansätze zur Lösung des Fertigungssteuerungsproblems zwar mittlerweile 
vielfach weiterentwickelt wurden, jedoch im Kern noch immer eine fruchtbringende 
Ausgangsbasis der weiteren Forschungsarbeiten darstellen. Somit ist die Situation auch 
15 Jahre nach dem Beginn der Forschungen weiterhin eine Herausforderung für weitere 
Arbeiten. Die in den letzten Jahren entstandenen Trends im Bereich der Produktion 
verlangen geradezu nach flexibilisierten Ansätzen zur Steuerung der immer komplexer 
werdenden Produktion, bei der die Realität die Metapher der „vielen beteiligten 
Agenten“ längst eingeholt hat. Insofern sind die Ansätze, die Mitte der 90er Jahre 
entwickelt wurden, aktueller denn je und lassen sich weiterhin fruchtbringend 
anwenden. Wie an den wenigen Beispielen dieser Arbeit gezeigt wurde, haben sich die 
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 grundsätzlichen Prinzipien zur Entwickung eines agentenbasierten Ansatzes nicht 
verändert, sondern sind im Wesentlichen nur verfeinert und ausgearbeitet worden. 
Nach wie vor gibt es eine Vielzahl neuer Aufgaben, deren Lösung sich mit Hilfe der 
Metapher der interagierenden Agenten einfacher erschließen läßt. Gerade aktuelle 
Herausforderungen im Bereich der verstärkten Interoperabilität von Unternehmen und 
die Serviceorientierten Architekturen zeigen Ansätze für die Einsetzbarkeit 
agentenorientierter Verfahren. Hier bietet sich weiterhin ein großes Forschungsgebiet, 
das sich aktuell erst noch entwickelt. 
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Abstract. In the following paper we analyze a complex resource and time assignment
problem in cooperation networks. First the concept of a system for the web based gen-
eration and control of cooperations is introduced. An important stage in cooperation
generation is the split of a task into different working packages and their allocation to
different companies. The expected number of solutions for the given problem, depending
on the input parameters, is analyzed and different aspects to deal with the problem are in-
troduced. The mentioned company allocation problem is closely related to the termination
of the different working packages in the cooperation network, which is solved introducing
Important Paths. We consider the Important Paths Problem for directed graphs and show
that it is of equal complexity as determining the transitive closure.
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Keywords: Short Term Cooperation, Cooperation Generation, Important Paths Problem
1 Introduction
Imagine the following situation: A customer would like to order the production of
a complex product, e.g. a special turning lathe. He does not know whether there
is a company which is able to produce all parts of the product on its own. Further,
he does not know which companies he could ask to accomplish the job.
Since we are living in the information age the customer could spend some time
dealing with the problem by means of the WWW, to find an appropriate solution.
Most likely he would have major efforts to coordinate the different companies which
produce different parts of the product, e.g. to assure that logistics service providers
transport intermediate products to the respectively next cooperation participant.
Moreover, one can not be sure that there is not another consortium offering lower
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prices or a better quality to fulfill the same task. Briefly summarized he probably
would have to do great efforts for a finally suboptimal solution.
Wouldn’t it be an interesting idea to have a web portal which offers services to the
customer so that he can specify his product according to standardized guidelines
and then to have a system to commission almost automatically specialized com-
panies for each part of the task in order to produce the product that fulfills the
needs and preferences of the customer, for instance according to cost, quality, de-
livery date and reliability to meet this date? Then he could just visit this web site,
specify the working packages of his product and the necessary competencies, the
quantity how many items he would like to order, the delivery date and the place
of delivery. Finished; all other tasks are done to a large extend by this intelligent
system itself.
2 Task Splitting in the Cooperation Network
The paper on hand does not deal with a complete system as described but focuses
on special problems which have to be discussed in order to design it. Our consider-
ations are straight forward and relatively simple in some aspects but of enormous
importance if a system as sketched in the previous section has to be implemented.
This has been done in the mean time [1].
A task which has to be processed in a cooperation network of different companies
should be separated into W different working packages first. These working pack-
ages form the set W . An important step in generating a cooperation for this task
is then to assign adequate companies to process the different working packages. As
further input data there is a set of bids B of cardinality B from different companies
in the cooperation framework which correspondent to different subsets ofW as ba-
sic set. In the context of online auctions the detection of an adequate set of bids
to cover each item is called the Winner Determination Problem. This problem has
already been extensively studied [2]. More general, the task to solve is an instance
of the Exact Cover Problem, which has been proven to be NP-complete already
in an early stage of complexity theory [3]:
Definition 1 (Exact Cover Problem / Solution). Given an universe W of
elements and a collection B of subsets of W, the Exact Cover Problem asks for
subsets SEC of disjoint sets b ∈ B such that each element of W is contained in
exactly one set b ∈ SEC: ⋃˙
b∈SEC
b =W .
A subset SEC with these properties is called Exact Cover Solution.
First we want to gain information about the expected value of the number of Exact
Cover Solutions for an arbitrary number of working packages and bids.
Theorem 2 (Expected Solutions). Let B,W ∈ N\{0}, where B is the number
of bids and W the number of working packages of a task. If each possible set of
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working packages within a bid has equal probability, then the expectation value of the
number of Exact Cover Solutions EEC(W,B), depending on W and B, is defined
by
EEC(W,B) =
B∑
i=1
(
B
i
)
(2W − 1)−i
i−1∑
j=0
(−1)j
(
i
j
)
(i− j)W . (1)
To prove the theorem we need to prove the Lemmata 3 and 4 first.
Lemma 3. If p(W, i) is the probability that a set of i bids, each chosen with equal
probability from all possible subsets of a set with W elements outlawing the empty
set (the probability of the empty set is zero), is an Exact Cover Solution, then
EEC(W,B) =
B∑
i=1
(
B
i
)
p(W, i) (2)
is the expectation value of the number of Exact Cover Solutions if B is the number
of bids and W the number of working packages of the considered task.
Proof. The binomial coefficient
(
B
i
)
counts the number of different sets of bids of
cardinality i from all B bids. For each such set the probability that the chosen set is
an Exact Cover Solution is p(W, i). Hence, we have to multiply
(
B
i
)
with p(W, i) to
get the probability of that number of expected Exact Cover Solutions considering
all possible subsets of bids with cardinality i. The only possible cardinalities of
subsets from a set of cardinality B are i = 1, 2, . . . , B. Hence, we have to sum over
these values to get the overall expectation value for the number of Exact Cover
Solutions.
Lemma 4. If W is the number of working packages in the set W and we choose i
subsets of W, each from all possible subsets outlawing the empty set (the empty set
has probability zero) with equal probability, then the probability p(W, i) that these
subsets are an Exact Cover Solution is
p(W, i) =
i−1∑
j=0
(−1)j
(
i
j
)
(i− j)W/(2W − 1)i . (3)
Proof. To get the probability p(W, i) that a set of i subsets, as described, forms
an Exact Cover Solution, we divide the number X of sets of i subsets which form
an Exact Cover Solution by the number A of possible sets of i subsets of W , i.e.
p(W, i) = X/A . (4)
The cardinality A of all possible sets of i subsets of W is (2W − 1)i, because there
are 2W possible subsets of W but the empty set is not allowed and we choose i
times from the 2W − 1 remaining sets independently, i.e.
A = (2W − 1)i . (5)
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To get the number X of subsets ofW which are an Exact Cover Solution we apply
the Inclusion-Exclusion-Principle [4]. We think of W as a line vector of length W
with values ”1” at each position and of a subset Wl of working packages as a line
vector of length W with values ”0” or ”1” at each position 1 ≤ j ≤ W , depending
on the fact whether the jth working package ofW is included inWi (value ”1”) or
not (value ”0”). Then the number of possible Exact Cover Solutions from i subsets
W1,W2, . . . ,Wi equals the number of matrices consisting of the corresponding line
vectors which have exactly one value ”1” in each column and at least one value
”1” in each line (because the empty set is not allowed as bid), i.e.
M =

(0 1 ... 0) =W1
(1 0 ... 0) =W2
...
...
...
...
...
(0 0 ... 1) =Wi
(
1 1 ... 1
)
=W .
It remains to count the number of these matrices using the Inclusion-Exclusion-
Principle. We define the set S as set of all possible matrices M with exactly one
value ”1” per column. There are exactly iW such matrices because for each column
we have i possible positions for the ”1”-entry and we have W columns. Further
we define the properties E1, E2, . . . , Ei:
• E1: All matrices in S, which have only zero-entries in the 1st line.
• E2: All matrices in S, which have only zero-entries in the 2nd line.
• . . .
• Ei: All matrices in S, which have only zero-entries in the ith line.
For Nk (the number of elements meeting at least k properties) we have Nk =
(i − k)W because in a matrix with only zero-entries in k lines we have only i − k
lines left for the ”1”-entry of each column but we still have W columns. Hence,
using Inclusion-Exclusion we get
X =
i∑
k=0
(−1)k
(
i
k
)
Nk =
i∑
k=0
(−1)k
(
i
k
)
(i− k)W .
Substituting k by j and inserting this and (5) in (4) we get (3), proving the lemma.
Proof (Theorem 2). The theorem follows directly from the Lemmata 3 and 4,
inserting p(W, i) from (3) in (2).
Applying this theorem to moderate numbers of working packages and bids shows
that the expected number of Exact Cover Solutions is manageable for small inputs,
see Fig. 1(a).
As one can see in Fig. 1(b), if the number of working packages is increasing, the
expectation to get at least one possible solution is decreasing for a constant number
of bids. Therefore, in practice it is not sufficient to search only for solutions of the
given problem. The algorithm should also return possible completing bids, i.e.
bids which complete present partial solutions to Exact Cover Solutions.
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Figure 1: Expected number of Exact Cover Solutions EEC(W,B) for different input
values
This can be done very simply by using an algorithm discussed extensively by
Knuth [5] and introducing only small modifications. The algorithm modi-
fied DLX(M,R,S,P) gets a matrix M as input, which has one column for each
working package of the task and a row for each bid just as in the proof of Theorem
2. The initial row set R is empty when the algorithm is started. The set of solu-
tions S is also initialized as an empty set and can be seen as a list which contains
the solutions of the algorithm (i.e. sets of bids). All with the current set of bids
not extensible partial solutions are stored in one of the sets P [i], i = 1, 2, . . . ,W ,
where W is the number of working packages. In the ith set, i.e. in P [i], all partial
solutions where exactly i of the W working packages are not covered, gets stored.
Similarly to S also P [i] stores sets of bids. The number of solutions S and partial
solutions with i missing working packages, P [i], can be exponential in B and W .
Therefore one can limit the maximum number of solutions and partial solutions
to be asked. The adaption of the algorithm in [5] to meet these specifications is
straight forward. Many speedups of the algorithm mainly exploiting more sophis-
ticated search and branch and cut techniques are available [2]. These concepts are
only partially applicable here, because the solution quality depends on subsequent
planning steps and we are interested in more than one solution.
It is convenient to execute the algorithm incrementally after each new incoming
bid (see Algorithm 1). As designed in modified DLX(M,R,S,P) it is reasonable
to assist potential bidders by presenting also partial solutions with only a few
uncovered working packages, as suggestion to bid on these. When the first solution
is found, this becomes less important.
3 Termination within the Cooperation Network
Finding possible splits of a task is just a first step in generating a cooperation before
terminating the working packages. For better understanding of the relationship of
the abstract concepts in the following section to cooperation networks, think of
nodes in a directed graph G = (V,E) as working packages, where the edges are
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Algorithm 1 Incremental Solution(bnew,W ,B)
Require: new bid bnew, set of working packages W and current set of bids B
Ensure: set of new solutions S and set of new partial solutions P
1: M is the empty matrix
2: for (b ∈ B) do
3: take← TRUE
4: for (w ∈ W ) do
5: if ((w ∈ b) and (w ∈ bnew)) then
6: take← FALSE
7: break
8: if (take) then
9: create a binary row vector v of length W corresponding to b
10: delete all columns of v which have a 1 in the corresponding bnew vector
11: add v as new line to M
12: (Snew,Pnew)← modified DLX(M, ∅, ∅, ∅)
13: return (Snew,Pnew)
precedences between these working packages. Partition functions specify, which
nodes (working packages) belong to (are processed by) which company. Further,
think of nodes vstart as start nodes which model the start time of a working package
and of nodes vend as end nodes, modeling the end time of a working package. Weight
functions model durations.
Definition 5 (Partition Function, Partition). Let G = (V,E) be an arbitrary
graph (directed or undirected). A function p(v), v ∈ V , is called Partition Function
of G, if p assigns a positive integer p(v) to each node v ∈ V . Nodes v1, v2 ∈ V are
called to be in the same Partition p(v) if p(v) = p(v1) = p(v2).
1 2 6
3
9
4 7 10
5 8
1
2
3
Figure 2: A DAG with partition function
Figure 2 is an example of a directed graph with ten nodes. The partitions 1,2 and
3 are shaded in grey.
Definition 6 (Start-End Expansion). Given a DAG G = (V,E) (Directed
Acyclic Graph), the Start-End Expansion of G is defined as DAG Ge = (Ve, Ee).
To obtain Ve from V split each node v ∈ V into two nodes vstart and vend (vstart and
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vend are called related to v) in Ve. These pairs of nodes vstart and vend are connected
with edges (vstart, vend) ∈ Ee and for each edge (u, v) in G there is another edge
(uend, vstart) in Ee between the with u and v related end and start nodes. (Figure 3
shows the Expansion of the graph in Fig. 2.)
Definition 7 (Extended Partition Function). Let G = (V,E) be a DAG. For
a partition function p of G the new Extended Partition Function pe of the Start-
End Expansion Ge of G is for all ve ∈ Ve defined to be
pe(ve) =
{
p(v) iff ve = vstart ∈ Ve is the related start node in Ge of v ∈ V in G
p(v) iff ve = vend ∈ Ve is the related end node in Ge of v ∈ V in G .
(The grey shaded regions in Fig. 3 show the Extended Partition Function.)
1s 2s1e 2e 6s 6e
3s 3e
9s 9e
4s 4e 7s 7e 10s 10e
5s 5e 8s 8e
1
2
3
Figure 3: Start-End Expansion with Important Nodes (grey) and Connecting
Edges (bold)
Definition 8 (Important Node). The following types of nodes in the Start-End
Expansion Ge = (Ve, Ee) of a DAG G are called Important Nodes VI(Ge) according
to a given Extended Partition Function pe:
(i) Nodes v ∈ Ve with indeg(v) = 0,
(ii) Nodes v ∈ Ve with outdeg(v) = 0,
(iii) Nodes v ∈ Ve with (v, u) ∈ Ee or (u, v) ∈ Ee and pe(u) 6= pe(v).
(Important Nodes are shaded in dark-grey in Fig. 3.)
Definition 9 (Important Path). A directed path P (v1, vk) = (v1, v2, . . . , vk),
v1, v2, . . . , vk ∈ Ve, (vi, vi+1) ∈ Ee, i = 1, 2, . . . , k − 1 in the Start-End Expansion
Ge = (Ve, Ee) of a DAG G with partition function pe is called Important Path, if
(i) v1 and vk are Important Nodes,
(ii) v2, v3, . . . , vk−1 are no Important Nodes.
Definition 10 (Connecting Edge). Important Paths with pe(v1) 6= pe(vk) are
called Connecting Edges Econ (highlighted bold in Fig. 3).
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Definition 11 (Technical Transformation). A DAG Gt = (Vt, Et) is called
Technical Transformation of the Start-End Expansion Ge = (Ve, Ee) if it can be ob-
tained from Ge by deleting all Connecting Edges Econ ⊂ Ee and dividing Important
Nodes VI ⊆ Ve with still outdeg(v) 6= 0 and indeg(v) 6= 0 (inner Important Nodes)
into two new nodes v(1) and v(2) in Vt, where all in-edges (u, v) ∈ Ee are replaced
by edges (u, v(1)) ∈ Et and all out-edges (v, u) ∈ Ee by edges (v(2), u) ∈ Et (or by
edges between the corresponding new nodes if inner important nodes are adjacent
in the same partition of Ge).
The Technical Transformation of the graph in Fig. 3 is visualized in Fig. 4.
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Figure 4: Start-End Expansion after the Technical Transformation
Definition 12 (Important Path Compactification). The Important Path
Compactification Gc = (Vc, Ec) of a Start-End Expansion Ge is defined by
(i) Vc = VI(Ge),
(ii) Ec = {(v1, vk) | (v1, v2, . . . , vk) is an Important Path of Ge}.
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Figure 5: Important Path Compactification of the original graph
Algorithm 2 computes the Important Path Compactification according to the pre-
vious definitions. A simple acceleration in practice is to expand not all nodes in
Step 1. For our analysis here this is without any influence.
Lemma 13 (Correctness). Algorithm 2 calculates an Important Path Compact-
ification of the graph G.
Proof. The Steps 1-4 are correct because they work directly according to the
definitions. Step 5 is done by a standard method, e.g. Depth First Search, and
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Step 6 is also straight forward, if the adjacency matrix does not already exist after
the preceding steps. The transitive closure can be computed using (6) according
to [6]. The calculation of (6) is then straight forward using an arbitrary method
for matrix multiplication. After the Technical Transformation the partitions of
the graph Gt are not connected (see Fig. 4) and all important nodes have either
in-degree zero or out-degree zero. Hence, Step 7 computes the transitive closure
for each partition according to the partition function pe. According to Definition 8
the Important Nodes are exactly the nodes with in-degree zero or out-degree zero
in each partition. This means, the transitive closure of a partition is exactly the
Important Path Compactification (see Definition 12) of this partition.
It is sufficient to reinsert the Connecting Edges (see Definition 10) in Step 8 and
to reunite the nodes which have been divided in the Technical Transformation
step to get the Important Path Compactification of the whole input graph. The
Connecting Edges are exactly the remaining Important Paths (Definition 9) to get
the full Important Path Compactification.
Algorithm 2 Important Path Compactification(G, p)
Require: DAG G = (V,E); a Partition Function p(v), defined for all nodes v ∈ V
Ensure: Important Path Compactification Gc = (Vc, Ec)
1: Compute the Start-End Expansion Ge = (Ve, Ee) according to Definition 6
2: Compute the Extended Partition Function pe(ve), ve ∈ Ve according to Defini-
tion 7
3: Compute the Important Nodes VI of Ge according to Definition 8
4: Compute the Technical Transformation Gt of Ge according to Definition 11
5: Compute the topological order of the nodes Vt induced by the edges Et
6: Compute the adjacency matrix A corresponding to Gt (since Gt is topologically
ordered, A is in upper triangular form)
7: Compute the transitive closure of A recursively using the identity [6]
A? =
(
A11 A12
0 A22
)?
=
(
A?11 A
?
11A12A
?
22
0 A?22
)
(6)
8: Join again the nodes which have been split in the Technical Transformation
and reinsert the Connecting Edges according to Definition 10.
Lemma 14 (Running Time). Algorithm 2 has time complexity O(|V |2.376).
Proof. The running time of Step 1 is O(|Vt| + |Et|) = O(|V | + |E|) since this is
only a local transformation of the graph. The same is valid for the Steps 2 to
4. Depth First Search calculates the topological order of Gt = (Vt, Et) in time
O(|Vt|+ |Et|), too. The adjacency matrix can be computed in time O(|Vt|2). Step
8 is also only a local transformation of the graph which is again possible in time
O(|Vt|+ |Et|). Hence, the running time is dominated by the operations in Step 7.
Using the method of Coppersmith andWinograd [7] this matrix multiplication
is possible in time O(n2.376) if n is the dimension of the matrix. This gives the
upper bound on the running time of the algorithm.
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Theorem 15 (Complexity Equivalence). An algorithm A which computes the
Important Path Compactification Gc of a DAG G = (V,E) according to a partition
function p in running time O(f(|V |, |E|)) can be used to compute the transitive
closure of G in running time O(f(|V |, |E|)) and vice versa.
Proof. Choose p so that all nodes v ∈ V are in the same partition. Then exactly
the set of nodes v ∈ V with indeg(v) = 0 or with outdeg(v) = 0 are Important
Nodes and the algorithm A computes the transitive closure of G, i.e. all existent
paths between the nodes v ∈ V with indeg(v) = 0 and the nodes v ∈ V with
outdeg(v) = 0. On the other hand, each algorithm which computes the transitive
closure of a DAG can be used to determineGc, using the Steps 1-5 of Algorithm 2 as
preprocessing and Step 8 as postprocessing, which have running time O(|V |+ |E|)
only, the trivial lower bound for both problems. (Step 6 depends on the algorithm
applied to compute the transitive closure and its input graph representation, i.e.
it is only necessary for algorithms with complexity Ω(|V |2).)
Coming back to the auction scenario within a cooperation framework, the nodes
in the initial graph (see Fig. 2) are working packages and the partition functions
model bids. Now bidders are asked for the durations and time frames of Important
Paths, i.e. for each edge in Gc. This reduces the amount of work for them in the
bidding process in most cases. Durations in the initial problem (see Fig. 2) can
be modeled as weight functions according to nodes (working packages) and edges
(transport operations). These weights correspondent to edge weights in Ge or in
Gc.
Definition 16 (Weight Functions). For given weights w(v) for all v ∈ V and
w(e) for all e ∈ E in G = (V,E) we define the weight function we(e) for all edges
e ∈ Ee in the Start-End Expansion Ge = (Ve, Ee) of G as
we(e) =
{
w(v) iff e is a new edge which is related to v ∈ V in G
w(e) iff e is an original edge which is related to e ∈ E in G
and the weight function wc(e) for all edges e ∈ Ec in the Important Path Com-
pactification Gc = (Vc, Ec) of G as
wc((u, v)) =
∑
e∈P (u,v)
we(e)
where P (u, v) is the path between the nodes u ∈ Ve and v ∈ Ve in Ge.
If a simple Backward-Chaining algorithm [1, 8] with essentially complexity O(|V |+
|E|) takes the durations as defined in Definition 16 and additionally global and local
time frames as input one can calculate a planning situation and visualize it in a
Gantt chart.
Theorem 17 (Propagation Equivalence). Given a DAG G = (V,E), for all
v ∈ V weights w(v), for all e ∈ E weights w(e) and for all v ∈ V a Partition
Function p = p(v). Then Backward-Chaining returns for the relevant nodes of the
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Start-End Expansion of G according to p the same node times started on the Im-
portant Path Compactification Gc of Ge according to pe as started on Ge itself when
the weight functions as in Definition 16 are used. This holds also with additional
time constraints on Important Nodes, if further time constraints on non Important
Nodes do not influence the time labeling.
Lemma 18. If the nodes u, v ∈ Ve are Important Nodes and if there is a way from
node u to node v in Ge then there must be a way from u and v in Gc.
Proof. There are three possible cases according to the partitions of the nodes u
and v:
(i) If u and v are in the same partition and there is no other Important Node on
the way from u to v, then there is an edge between u and v in the transitive
closure of Gt according to Definition 11. Hence, there must be an edge be-
tween these nodes in Gc because Algorithm 2 computes the transitive closure
of Gt and does not delete edges after this step.
(ii) If u and v are in the same partition and there are one or more Important
Nodes on the way from u to v in Ge, then there is a way from each Important
Node (2) to the next Important Node (1) on this way (see Fig. 4) by (i) after
Step 7 of Algorithm 2 in Gt. All pairs of ”half nodes” are united again in
Step 8 so that there must be a way from u to v in Gc.
(iii) If u and v are in different partitions of Ge then there must be one ore
more Connecting Edges (see Definition 10) (w1, x1), (w2, x2), . . . , (wm, xm) on
the way from u to v in Ge. Connecting Edges (w, x) are Important Paths
by definition, i.e. w and x are Important Nodes. By (ii) there are edges
(u,w1), (x1, w2), . . . , (xm, v) in Gc. By Step 8 in Algorithm 2 also all Con-
necting Edges are edges of Gc. Hence, there must be also a way from u to v
in Gc.
Proof (Theorem 17). The equivalence follows by applying Lemma 18 and com-
plete induction on the Important Nodes (see Def. 8), considering the node times.
4 Conclusion
The paper on hand introduced a special resource and time assignment problem in
order to generate cooperation networks between different companies. We have an-
alyzed how the expected value of different possibilities to generate the cooperation
network changes, depending on the number of working packages within the cur-
rent task and with the number of bids from different companies. In the future we
are going to describe the optimization process and algorithms to find cooperations
of good quality according to some quality measures, which have to be defined as
well. Furthermore, it would be interesting to focus on the aspect of time overlaps
between different working packages.
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