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Zusammenfassung
Die Shelahsche pcf-Theorie behandelt u¨blicherweise reduzierte Produkte von
regula¨ren Kardinalzahlen der Form
∏
λ¯/I und deren wahre Kofinalita¨ten.
Dabei spielen die strukturellen Resultate u¨ber das Ideal J<λ(λ¯) eine beson-
dere Rolle.
In dieser Arbeit wird diese Theorie verallgemeinert auf Produkte von Halb-
ordnungen. Dazu wird zuna¨chst der Begriff der Beschra¨nktheitszahl einer
Halbordnung eingefu¨hrt. Mit Hilfe dieses Begriffes gelingt die Entwicklung
einer Theorie mit analogen strukturellen Resultaten fu¨r Produkte der Form∏
H¯/I, wobei H¯ = (Hi : i < κ) eine Familie von Halbordnungen ist, die zur
pcf-Theorie analoge strukturelle Eigenschaften besitzt. Insbesondere wird ein
analoges Ideal J<λ(H¯) definiert und es wird die Existenz von Generatoren
bewiesen. Anschließend wird gezeigt, daß im speziellen Fall der Produkte von
regula¨ren Kardinalzahlen die Resultate der pcf-Theorie u¨ber wahre Kofina-
lita¨ten auch in der neuen Theorie enthalten sind.
Den Abschluß der Arbeit bilden einige Resultate u¨ber Shelahs Kardinal-
zahlfunktion pp(λ), die u. a. zeigen, daß es sich hier um eine nichttriviale




Shelah’s pcf theory usually deals with reduced products of regular cardinals
of the form
∏
λ¯/I and their true cofinalities. Results about the ideal J<λ(λ¯)
play an important role in this theory.
In this work, pcf theory is generalized to products of partial orders. To do
this, the notion of the bounding number of a partial order is introduced.
Using this notion, we can develop a new theory with similar results about
products
∏
H¯/I, where H¯ = (Hi : i < κ) is a sequence of partial orders.
In particular an ideal J<λ(H¯) is defined and the existence of generators is
proved for this ideal. In the special case of products of regular cardinals, it
is shown that the results from pcf theory about true cofinalities are included
in this new theory.
At the end of the work, we give some results about Shelah’s cardinal function
pp(λ). These results also illustrate that the generalization was nontrivial.
Keywords





1.1 b(H) und einfache Eigenschaften . . . . . . . . . . . . . . . . 6
1.2 Reduzierte Produkte . . . . . . . . . . . . . . . . . . . . . . . 11
2 Das Ideal J<λ(H¯) 20
2.1 λ-ma¨chtige Ideale . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.2 Ein axiomatischer Zugang . . . . . . . . . . . . . . . . . . . . 24
2.3 Stabile Ideale . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3 Kombinatorische Hilfsmittel 34
3.1 Das Modell H(Θ) . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Zwei kombinatorische Resultate . . . . . . . . . . . . . . . . . 41
4 Generatoren 49
4.1 Generatoren und stabile Ideale . . . . . . . . . . . . . . . . . . 49
4.2 Universelle Folgen . . . . . . . . . . . . . . . . . . . . . . . . . 52
4.3 Die Existenz von Generatoren . . . . . . . . . . . . . . . . . . 54
5 Wahre Kofinalita¨ten 60
5.1 pcf-Theorie . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
5.2 Halbordnungen mit wahren Kofinalita¨ten . . . . . . . . . . . . 62




Die Kardinalzahlarithmetik ist auch heute noch ein zentrales Gebiet der Men-
genlehre, das immer wieder die Entwicklung neuer Methoden, die auch an-
derweitig Verwendung finden, motiviert. So hinterließen auch die Resultate
von K. Go¨del, P. J. Cohen und W. B. Easton u¨ber die Cantorsche Kontinu-
umshypothese und deren Verallgemeinerung die fruchtbaren Methoden der
konstruktiblen Hierarchie und des Forcing.
Im Anschluß an diese Resultate blieb lediglich die Frage nach den mo¨glichen
Werten von 2λ fu¨r singula¨re Kardinalzahlen λ offen. Eines erstes, hinsichtlich
des Eastonschen Ergebnisses u¨berraschendes, Resultat gelang J. Silver: Ist λ
eine singula¨re Kardinalzahl mit u¨berabza¨hlbarer Kofinalita¨t und gilt 2κ = κ+
fu¨r alle κ < λ, so gilt auch 2λ = λ+. Ein allgemeineres Resultat wurde
wenig spa¨ter von F. Galvin und A. Hajnal gefunden: Ist z. B. ℵω1 eine starke
Limeskardinalzahl, so gilt 2ℵω1 < ℵ(2ℵ1 )+ .
Im Anschluß daran entwickelte S. Shelah aus den Methoden von Galvin und
Hajnal seine pcf-Theorie, fu¨r die bereits Anwendungen u. a. in den Bereichen
Mengenlehre, Modelltheorie und Topologie existieren, und erhielt damit bes-
sere Ergebnisse. Zum einen konnte die Beschra¨nkung auf u¨berabza¨hlbare Ko-
finalita¨ten aufgehoben werden, außerdem erhielt er z. B. die substantiellere
Schranke 2ℵω < ℵω4 , falls ℵω eine starke Limeskardinalzahl ist.
Dazu betrachtet Shelah in seiner pcf-Theorie reduzierte Produkte von re-
gula¨ren Kardinalzahlen und deren wahre Kofinalita¨ten.1 Um das obige be-
ru¨hmte Resultat zu erhalten, betrachtet er etwa die folgende Menge
pcf(ℵn : n < ω) = {tcf(
∏
n<ω ℵn/I) : I Ideal auf ω};
der Beweis seines Resultats la¨ßt sich dann grob in drei Schritte einteilen. Ist
ℵω eine starke Limeskardinalzahl, so la¨ßt sich zeigen:
(i) max pcf(ℵn : n < ω) = |
∏
n<ω ℵn| = 2
ℵω .
(ii) pcf(ℵn : n < ω) ist ein Intervall regula¨rer Kardinalzahlen.
(iii) | pcf(ℵn : n < ω)| ≤ ℵ3.
1Die genauen Definitionen findet man im Text dieser Arbeit.
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Mit Hilfe von (ii) und (iii) la¨ßt sich dann der Wert von max pcf(ℵn : n < ω),
also nach (i) auch der Wert von 2ℵω , abscha¨tzen.
In dieser Arbeit verallgemeinern wir die wesentlichen Begriffe der Shelah-
schen pcf-Theorie auf reduzierte Produkte von Halbordnungen. Um dies zu
ermo¨glichen, gehen wir von der von Shelah betrachteten wahren Kofinalita¨t
u¨ber zu der von uns definierten Beschra¨nktheitszahl b(H) einer Halbordnung
H. Mit der Betrachtung der entsprechenden Menge
pb(H¯) = {b(
∏
H¯/I) : I Ideal auf Db(H¯)}
fu¨r eine Familie H¯ von Halbordnungen erhalten wir z. B. als entsprechende
Ergebnisse, daß auch pb(H¯) ein Maximum besitzt sowie die Abscha¨tzung
| pb(H¯)| ≤ 2|Db(H¯)|, die sozusagen der Vorga¨nger der Abscha¨tzung (iii) ist
und in Zusammenhang mit den Resultaten von Galvin und Hajnal steht.
Ferner ko¨nnen wir der pcf-Theorie entsprechende Ideale J<λ(H¯) definieren.
Das Hauptresultat dieser Arbeit ist der Beweis der Existenz von Generatoren
fu¨r diese Ideale, eine dem sogenannten pcf-Theorem, welches in dem oben
skizzierten Beweis eine wichtige Rolle spielt, entsprechende Aussage fu¨r die
von uns entwickelte Theorie.
Der U¨bergang zu Beschra¨nktheitszahlen hat neben der dadurch ermo¨glichten
Verallgemeinerung der Theorie noch weitere Vorteile fu¨r die Entwicklung der
Theorie. Da die Beschra¨nktheitszahl im Gegensatz zur wahren Kofinalita¨t fu¨r
jede Halbordnung definiert ist, ko¨nnen wir bei einer gegebenen Familie H¯ von
Halbordnungen die Abbildung I 7→ b(
∏
H¯/I) betrachten. Dies ermo¨glicht
eine
”
axiomatischen Zugang“ zu Definition und grundlegenden Eigenschaf-
ten des Ideals J<λ(H¯) und somit einen transparenteren Aufbau der Theorie
durch die klarere Trennung von kombinatorischen und idealtheoretischen Ar-
gumenten. Außerdem kann bei der gesamten Entwicklung der Theorie auf die
Verwendung von Ultrafiltern, welche ein wesentlicher, aber unkonstruktiver,
Bestandteil der u¨blichen Entwicklung der pcf-Theorie sind, verzichtet wer-
den.
Die vorliegende Arbeit ist folgendermaßen gegliedert: Im ersten Kapitel fu¨h-
ren wir die grundlegenden Definitionen durch und geben einige einfache Ei-
genschaften der definierten Begriffe an. Im zweiten Kapitel wird das Ideal
J<λ(H¯) eingefu¨hrt und es werden die wesentlichen Eigenschaften dieses Ideals
bewiesen. Die beiden folgenden Kapitel dienen dem Beweis der Existenz von
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Generatoren. Dazu wird im dritten Kapitel mit Hilfe des Modells H(Θ) ein
kombinatorisches Hilfsmittel zur Verfu¨gung gestellt, das im vierten Kapitel
fu¨r den Existenzbeweis der Generatoren verwendet wird. Ferner wird auf
ein zur Existenz von Generatoren unmittelbar a¨quivalentes Prinzip hinge-
wiesen. Schließlich wird im fu¨nften Kapitel mit Hilfe der vorher entwickelten
Methoden nachgewiesen, daß die in dieser Arbeit entwickelte Theorie der
Beschra¨nktheitszahlen reduzierter Produkte von Halbordnungen tatsa¨chlich
die Resultate der pcf-Theorie u¨ber wahre Kofinalita¨ten beinhaltet. Den Ab-
schluß der Arbeit bilden einige Bemerkungen u¨ber den Zusammenhang der
Theorie mit der von Shelah definierten Kardinalzahlfunktion pp(λ).
An dieser Stelle danke ich Herrn Prof. Dr. Karsten Steffens fu¨r die Betreu-
ung wa¨hrend des Entstehens dieser Arbeit. In zahlreichen Gespra¨chen trug
er durch seine konstruktiven Fragen, Anmerkungen und Hinweise zur Gestal-
tung dieser Arbeit bei. Den Kollegen Dr. Michael Holz und Markus Michel-
brink danke ich stellvertretend fu¨r die gute Zusammenarbeit wa¨hrend mei-
ner Assistentenzeit in Hannover und fu¨r die hilfreichen und aufmunternden
Ratschla¨ge. Besonderer Dank gebu¨hrt meiner Freundin und meiner Fami-
lie fu¨r ihr Versta¨ndnis, ihre Geduld und Unterstu¨tzung wa¨hrend der fu¨r sie
entbehrungsreichen Zeit.
Schreibweisen
Im allgemeinen benutzen wir in dieser Arbeit die u¨blichen Standardschreib-
weisen und -bezeichnungen, wie sie z. B. in [4] oder in [6] verwendet werden.
Im folgenden gehen wir auf einige evtl. abweichende Bezeichnungen ein.
Mit P(x) bezeichnen wir die Potenzmenge einer Menge x. Definitions- und
Wertebereich einer Relation R wird mit Db(R) bzw. mit Wb(R) bezeichnet.
ON steht fu¨r die Klasse der Ordinalzahlen, mit CN wird die Klasse der unend-
lichen Kardinalzahlen bezeichnet. Kleine griechische Buchstaben verwenden
wir ausschließlich fu¨r Ordinalzahlen, κ, λ, µ sind fu¨r Kardinalzahlen reser-
viert. Ferner bezeichnet Lim die Klasse der Limesordinalzahlen und Succ die
Klasse der Nachfolgerordinalzahlen. Auf vielfachen Wunsch gilt 0 /∈ Lim.
Weiterhin steht Reg fu¨r die Klasse der regula¨ren und Sing fu¨r die Klasse der
singula¨ren Kardinalzahlen.
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Ist C ⊆ ON eine Menge, so ist otp(C) der Ordnungstyp von C, also diejenige
eindeutig bestimmte Ordinalzahl, zu der C ordnungsisomorph ist. Eine Li-
meszahl δ ist ein Ha¨ufungspunkt von C, falls δ = sup(C ∩ δ) gilt. Die Menge
der Ha¨ufungspunkte von C bezeichnen wir mit acc(C). Ist δ Limeszahl und
C ⊆ δ, so heißt C ein Club in δ, falls C unbeschra¨nkt in δ ist und jeder
Ha¨ufungspunkt γ < δ von C ein Element von C ist. S ⊆ δ ist stationa¨r in δ,
falls fu¨r jeden Club C in δ gilt S∩C 6= ∅. Sind κ < λ regula¨re Kardinalzahlen,
so ist Sλκ := {α < λ : cf(α) = κ} eine Menge, die stationa¨r in λ ist.
Mit ¤ kennzeichnen wir das Ende eines Beweises.
Kapitel 1
Grundlagen
In diesem Kapitel geben wir zuna¨chst die grundlegenden Definitionen an,
um fu¨r eine beliebige Halbordnung H die Gro¨ßen b(H), cf(H) und tcf(H)
zu definieren und einige elementare Eigenschaften herzuleiten. Anschließend
fu¨hren wir (reduzierte) Produkte von Halbordnungen ein und beginnen mit
einer eingehenden Untersuchung der sogenannten Beschra¨nktheitszahlen sol-
cher Produkte.
1.1 b(H) und einfache Eigenschaften
Wir beginnen mit einigen grundlegenden Definitionen.
Definition 1.1 EineHalbordnung ist ein Paar (H,<), wobeiH eine nicht-
leere Menge und < eine irreflexive und transitive Relation auf H ist. Sind
a, b ∈ H, so schreiben wir a ≤ b fu¨r a < b ∨ a = b. Geht aus dem Zusam-
menhang hervor, welche Relation < auf H gemeint ist, so schreiben wir wie
u¨blich nur H anstelle von (H,<).
Ist X ⊆ H, so heißt ein Element a ∈ H eine obere Schranke von X, falls
fu¨r alle x ∈ X gilt x < a.1 Eine Teilmenge X ⊆ H heißt unbeschra¨nkt in
1Der Grund, warum wir nicht x ≤ a fordern, ist der, daß es so
”
besser paßt“, wie
schon das folgende erste Lemma zeigt. Im u¨brigen interessieren wir uns spa¨ter nur fu¨r
Halbordnungen, die keine maximalen Elemente besitzen, d. h. zu jedem a ∈ H existiert
ein b ∈ H mit a < b. Dann ha¨ngt die Existenz einer oberen Schranke nicht von der
gegebenen Definition ab.
6
1.1. b(H) und einfache Eigenschaften 7
H, falls kein a ∈ H eine obere Schranke von X ist. X heißt kofinal in H,
falls fu¨r alle a ∈ H ein x ∈ X existiert mit a ≤ x.2 X ist eine Skala in H,
falls X kofinal in H ist und durch < linear geordnet wird.
Eine Folge (xα : α < λ) von Elementen von H nennen wir unbeschra¨nkt
(kofinal), falls ihr Wertebereich, also die Menge {xα : α < λ} unbeschra¨nkt
(kofinal) in H ist. Die Folge heißt wachsend, falls fu¨r alle α < β < λ gilt
xα < xβ. (Der Deutlichkeit halber werden wir anstelle des Begriffs wachsend
meistens die Begriffe <-wachsend, ≤-wachsend usw. verwenden.)
Bevor wir die entsprechenden Gro¨ßen definieren, notieren wir noch einige
Zusammenha¨nge fu¨r die eben definierten Begriffe.
Lemma 1.2 Es sei H eine Halbordnung.
(i) H selbst ist kofinal in H.
(ii) Ist X ⊆ H kofinal in H, so ist X auch unbeschra¨nkt in H.
Beweis: (i) ist trivial. (ii) zeigen wir indirekt. Angenommen, es gibt ein a ∈ H,
das eine obere Schranke von X ist. Da X kofinal in H ist, existiert ein y ∈ X
mit a ≤ y. Nach Wahl von a gilt jedoch auch y < a, also insgesamt y < y,
ein Widerspruch. ¤
Insbesondere besitzt also jede Halbordnung eine kofinale und erst recht eine
unbeschra¨nkte Teilmenge. Damit ist die Existenz von Beschra¨nktheitszahl
und Kofinalita¨t einer Halbordnung, die wir im folgenden definieren, gesichert.
Definition 1.3 Es sei H eine Halbordnung. Die Beschra¨nktheitszahl von
H (b(H)) und die Kofinalita¨t von H (cf(H)) werden definiert durch
b(H) := min{|X| : X ⊆ H unbeschra¨nkt in H},
cf(H) := min{|X| : X ⊆ H kofinal in H}.
Existiert eine Skala in H, so sagen wir, H besitzt die wahre Kofinalita¨t
tcf(H), die definiert ist durch
tcf(H) := min{|X| : X Skala in H}.
2Hier gilt dieselbe Bemerkung wie eben, d. h. bei den von uns i. a. betrachteten Halb-
ordnungen ohne maximale Elemente ha¨tten wir auch a < x fordern ko¨nnen.
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Wir beginnen mit einer wichtigen Eigenschaft der wahren Kofinalita¨t einer
Halbordnung H, falls diese existiert. Dies ist dann na¨mlich die eindeutig
bestimmte regula¨re La¨nge einer <-wachsenden und in H kofinalen Folge.
Lemma 1.4 Die Halbordnung H besitze eine Skala. Dann sind a¨quivalent:
(i) tcf(H) = λ,
(ii) λ ist regula¨r und es gibt eine <-wachsende Folge (xα : α < λ), die
kofinal in H ist.
Beweis:
”
(ii) ⇒ (i)“ Es sei λ regula¨r und (xα : α < λ) eine <-wachsende und
kofinale Folge in H. Dann ist {xα : α < λ} eine Skala in H, also gilt sicher
tcf(H) ≤ λ. Angenommen, es ist tcf(H) < λ, d. h. es gibt eine Skala Y in
H mit |Y | < λ. Nach Lemma 1.2 ist Y auch unbeschra¨nkt in H. Zu jedem
y ∈ Y ko¨nnen wir jedoch ein α(y) < λ mit y ≤ xα(y) wa¨hlen. Setzen wir
α := sup{α(y) : y ∈ Y } + 1, so gilt fu¨r alle y ∈ Y also y ≤ xα(y) < xα, d. h.
xα ist eine obere Schranke von Y , ein Widerspruch.
”
(i) ⇒ (ii)“ Es sei X ⊆ H eine Skala mit |X| = tcf(H). Mit Hilfe des
Zornschen Lemmas ko¨nnen wir eine (bzgl. ⊆) maximale <-wachsende Folge
von Elementen von X wa¨hlen. Dies sei etwa (xα : α < δ). Wir zeigen, daß
diese Folge kofinal in H ist. Angenommen, dies ist nicht der Fall. Dann
existiert ein y ∈ H mit y 6≤ xα fu¨r alle α < δ. Da X kofinal in H ist, existiert
ein x ∈ X mit y ≤ x. Da X linear geordnet ist, gilt fu¨r alle α < δ die
Eigenschaft xα < x∨x ≤ xα, also folgt nach Wahl von y, daß xα < x fu¨r alle
α < δ gilt. Setzen wir also xδ := x, so widerspricht dies der Wahl der Folge
(xα : α < δ).
Da die Folge (xα : α < δ) eine Injektion von δ in X ist, gilt δ < |X|
+. Also ist
λ := cf(δ) ≤ |X|. Wa¨re λ < |X|, so wu¨rde dies der Definition von tcf(H) und
der Wahl von X widersprechen, denn ist (δi : i < λ) eine in δ unbeschra¨nkte
Folge, so ist auch (xδi : i < λ) eine in H kofinale Folge. ¤
Bevor wir uns dem genaueren Studium der Zahl b(H) zuwenden, geben wir
einen kurzen Vergleich zwischen den drei oben definierten Gro¨ßen.
Lemma 1.5 Es sei H eine Halbordnung. Dann gilt:
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(i) 1 ≤ b(H) ≤ cf(H) ≤ |H|.
(ii) Besitzt H eine wahre Kofinalita¨t, so gilt b(H) = cf(H) = tcf(H).
Beweis: (i) Sicher gilt 1 ≤ b(H), da die leere Menge beschra¨nkt in H ist. Die
anderen beiden Ungleichungen folgen aus Lemma 1.2.
(ii) Offensichtlich gilt neben b(H) ≤ cf(H) auch cf(H) ≤ tcf(H), denn jede
Skala in H ist insbesondere kofinal in H. Es reicht also, wenn wir außerdem
noch tcf(H) ≤ b(H) zu zeigen. Angenommen, es ist b(H) < λ := tcf(H).
Nach Lemma 1.4 existiert eine <-wachsende Folge (xα : α < λ), die kofinal in
H ist. Ferner existiert aufgrund unserer Annahme eine unbeschra¨nkte Menge
Y ⊆ H mit |Y | = b(H) < λ.
Zu jedem y ∈ Y existiert dann ein α(y) < λ mit y ≤ xα(y). Setzen wir nun
α := sup{α(y) : y ∈ Y } + 1 < λ, so ist das Element xα eine obere Schranke
von Y , ein Widerspruch. ¤
Im folgenden werden wir uns zuna¨chst ausschließlich mit der Gro¨ße b(H)
bescha¨ftigen. In Kapitel 5 werden wir noch einmal zum Verha¨ltnis zwischen
den verschiedenen Gro¨ßen zuru¨ckkehren. Die Beschra¨nktheitszahl b(H) einer
Halbordnung H ist eng verbunden mit dem folgenden Begriff.
Definition 1.6 Eine Halbordnung H heißt λ-gerichtet, falls jede Menge
X ⊆ H mit |X| < λ eine obere Schranke in H besitzt.
Der Zusammenhang dieser Begriffe ist ebenso simpel wie wichtig.
Lemma 1.7 Sei H eine Halbordnung. Dann sind a¨quivalent:
(i) b(H) ≥ λ.
(ii) H ist λ-gerichtet.
Insbesondere ist eine Halbordnung H also stets b(H)-gerichtet, aber nicht
b(H)+-gerichtet, d. h. es gilt
b(H) = min{λ ∈ CN : H ist nicht λ+-gerichtet}
= max{λ ∈ CN : H ist λ-gerichtet}.
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Beweis:
”
(i)⇒ (ii)“ Ist X ⊆ H mit |X| < λ = b(H), so ist X nach Definition
von b(H) nicht unbeschra¨nkt, besitzt also eine obere Schranke in H.
”
(ii) ⇒ (i)“ Sei H eine λ-gerichtete Halbordnung. Wa¨re b(H) < λ, so wu¨rde
eine unbeschra¨nkte Menge X ⊆ H mit |X| = b(H) < λ existieren. Dies
widerspricht jedoch der Definition einer λ-gerichteten Halbordnung. ¤
Als na¨chstes untersuchen wir, welche Werte b(H) annehmen kann. Wir wer-
den sehen, daß b(H) entweder endlich – dann kommen nur die Werte 1 oder
2 in Frage – oder eine regula¨re Kardinalzahl ist.
Lemma 1.8 Es sei H eine Halbordnung.
(i) b(H) = 1 gdw. H besitzt ein maximales Element.
(ii) Es gibt eine Halbordnung mit b(H) = 2.
(iii) Ist b(H) ≥ 3, so ist b(H) unendlich.
Beweis: (i) Ist b(H) = 1, so existiert ein a ∈ H, so daß {a} keine obere
Schranke besitzt. Dann ist a ein maximales Element von H. Umgekehrt ist
auch fu¨r jedes maximale Element a ∈ H die Menge {a} unbeschra¨nkt in H.
(ii) Betrachte H := 2× ω mit
(i,m) < (j, n) :⇔ i = j ∧m < n.
Ist (i, n) ∈ H, so gilt (i, n) < (i, n + 1), also besitzt H keine maximalen
Elemente, d. h. es ist b(H) ≥ 2. Andererseits besitzt {(0, 0), (1, 0)} keine
obere Schranke.
(iii) Wegen b(H) ≥ 3 existiert fu¨r alle a, b ∈ H ein c ∈ H mit a < c und
b < c. Durch vollsta¨ndige Induktion erha¨lt man, daß H auch ω-gerichtet ist,
d. h. daß jede endliche Teilmenge von H eine obere Schranke besitzt. ¤
Zusa¨tzlich zur Regularita¨t von b(H) im unendlichen Fall zeigen wir nun noch
die Existenz eines Objektes, das sich spa¨ter oft als nu¨tzlich erweisen wird.
Lemma 1.9 Sei H eine Halbordnung und b(H) unendlich. Dann ist b(H)
regula¨r und es gibt eine <-wachsende Folge (yα : α < b(H)), die in H unbe-
schra¨nkt ist.
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Beweis: Es sei X ⊆ H eine in H unbeschra¨nkte Teilmenge von H mit
|X| = b(H). Sei etwa X = {xα : α < b(H)}. Wir definieren rekursiv die
gesuchte Folge (yα : α < b(H)). Fu¨r α < λ ist {xβ : β < α} ∪ {yβ : β < α}
eine Teilmenge von H, die eine Ma¨chtigkeit kleiner als b(H) besitzt. Da H
eine b(H)-gerichtete Halbordnung ist, ko¨nnen wir eine obere Schranke yα
wa¨hlen.
Damit ist die Folge nach Konstruktion <-wachsend. Ferner ist sie unbe-
schra¨nkt, denn andernfalls wa¨re auch X beschra¨nkt.
Nun ergibt sich auch leicht die Regularita¨t von b(H). Wa¨re µ := cf(b(H))
kleiner als b(H), so wa¨re mit einer in b(H) kofinalen Folge (δ(α) : α < µ)
auch die Menge {yδ(α) : α < µ} in H unbeschra¨nkt. Dies widerspricht der
Definition von b(H). ¤
Bemerkung 1.10 Umgekehrt folgt aus der Existenz einer <-wachsenden
Folge (yα : α < λ), die unbeschra¨nkt in H ist, jedoch i. a. nur b(H) ≤ λ, d. h.
eine Lemma 1.4 entsprechende Aussage fu¨r Beschra¨nktheitszahlen anstelle
von wahren Kofinalita¨ten gilt nicht.
Betrachten wir z. B. H := ℵ0 × ℵ1 mit
(m,α) < (n, β) :⇔ m ≤ n ∧ α ≤ β ∧ (m,α) 6= (n, β),
so sind die beiden Folgen ((n, 0) : n < ℵ0) und ((0, α) : α < ℵ1) in H
unbeschra¨nkte Folgen verschiedener regula¨rer La¨nge.
In jedem Falle ist also b(H) die kleinste (regula¨re) Kardinalzahl λ, zu der
eine <-wachsende Folge (yα : α < λ) existiert, die unbeschra¨nkt in H ist.
1.2 Reduzierte Produkte
In diesem Abschnitt definieren wir Produkte und reduzierte Produkte von
Halbordnungen. Dies sind in kanonischer Weise wieder Halbordnungen und
wir werden die Beschra¨nktheitszahlen dieser Produkte untersuchen.
Definition 1.11 Es sei H¯ = ((Ha, <a) : a ∈ A) eine Familie von Halbord-
nungen. Fu¨r f, g ∈
∏
a∈AHa wird durch
f < g :⇔ ∀a ∈ A f(a) <a g(a)
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wieder eine Halbordnung definiert. Wir nennen (
∏
a∈AHa, <) das Produkt
der Halbordnungen (Ha : a ∈ A).
Im folgenden meinen wir mit einer Familie H¯ von Halbordnungen stets ei-
ne Familie der Form ((Ha, <a) : a ∈ A), falls nichts anderes gesagt wird.
Außerdem werden wir auch einfach Ha anstelle von (Ha, <a) schreiben. Das
Produkt einer solchen Familie bezeichnen wir mit (
∏
H¯, <) oder einfach nur
mit
∏
H¯. Die Beschra¨nktheitszahl dieses Produktes la¨ßt sich sehr einfach
aus den Beschra¨nktheitszahlen der einzelnen Faktoren berechnen, wie das
folgende Lemma zeigt.
Lemma 1.12 Sei H¯ eine Familie von Halbordnungen. Dann ist
b(
∏
H¯, <) = min{b(Ha, <a) : a ∈ A}.
Insbesondere gilt also: Ist Ha fu¨r alle a ∈ A eine λ-gerichtete Halbordnung,
so ist auch (
∏
H¯, <) eine λ-gerichtete Halbordnung.
Beweis: Ist F ⊆
∏
H¯ mit |F | < min{b(Ha) : a ∈ A}, so la¨ßt sich zu jedem
a ∈ A bzgl. <a eine obere Schranke g(a) ∈ Ha von {f(a) : f ∈ F} wa¨hlen.
Dann ist g ∈
∏
H¯ eine obere Schranke von F .
Ist umgekehrt fu¨r ein festes a ∈ A die Menge X ⊆ Ha unbeschra¨nkt in Ha,
so sei fu¨r jedes x ∈ X eine Funktion fx ∈
∏
H¯ gewa¨hlt mit fx(a) = x. Dann
ist {fx : x ∈ X} unbeschra¨nkt in
∏
H¯. ¤
Wir definieren nun reduzierte Produkte von Halbordnungen und werden se-
hen, daß die Situation dann nicht mehr so einfach ist.
Definition 1.13 Es sei A eine nichtleere Menge. Eine Menge I ⊆ P(A) ist
ein Ideal auf A, falls gilt
(i) ∅ ∈ I,
(ii) X,Y ∈ I ⇒ X ∪ Y ∈ I,
(iii) X ∈ I, Y ⊆ X ⇒ Y ∈ I.
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Ein Ideal I heißt echtes Ideal, falls A /∈ I gilt. Ferner definieren wir fu¨r ein
Ideal I auf A
I+ := {X ⊆ A : X /∈ I}
I∗ := {X ⊆ A : A \X ∈ I}.
I+ ist die Menge der I-positiven Mengen, I∗ ist der zu I duale Filter.
Definition 1.14 Sei nun ((Ha, <a) : a ∈ A) eine Familie von Halbordnungen
und I ein echtes Ideal auf A. Fu¨r f, g ∈
∏
a∈AHa setzen wir
f <I g :⇔ {a ∈ A : f(a) 6<a g(a)} ∈ I.
Das Paar (
∏
a∈AHa, <I) nennen wir das reduzierte Produkt der Familie
((Ha, <a) : a ∈ A) modulo I.
Das reduzierte Produkt werden wir ha¨ufig mit (
∏
H¯, <I) oder in bequemerer
Schreibweise mit
∏
H¯/I bezeichnen. In Lemma 1.21 werden wir u. a. zeigen,
daß das reduzierte Produkt wieder eine Halbordnung ist. Bevor wir dies tun,
geben wir noch einige Definitionen an, die den Umgang mit reduzierten Pro-
dukten vereinfachen.




C(f, g) := {a ∈ A : f(a) 6<a g(a)},
C[f, g] := {a ∈ A : f(a) 6≤a g(a)},
B(f, g) := {a ∈ A : f(a) <a g(a)},
B[f, g] := {a ∈ A : f(a) ≤a g(a)}.
Damit gilt also offensichtlich f <I g ⇔ C(f, g) ∈ I fu¨r alle Funktionen
f, g ∈
∏
H¯. Ferner bemerken wir, daß f < g ⇔ C(f, g) = ∅ gilt, m. a.W.
entspricht das reduzierte Produkt modulo dem trivialen Ideal {∅} genau dem
Produkt der Halbordnungen H¯.
Definition 1.16 Es sei (
∏
H¯, <I) ein reduziertes Produkt von Halbord-
nungen. Fu¨r f, g ∈
∏
H¯ setzen wir weiterhin
f ≤I g :⇔ {a ∈ A : f(a) 6≤a g(a)} ∈ I,
f =I g :⇔ {a ∈ A : f(a) 6= g(a)} ∈ I,
f 6<I g :⇔ {a ∈ A : f(a) 6<a g(a)} /∈ I.
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Es gilt also f ≤I g ⇔ C[f, g] ∈ I fu¨r Funktionen f, g ∈
∏
H¯. Ferner gilt
offensichtlich f <I g ⇒ f ≤I g sowie f =I g ⇒ f ≤I g. Die Mengen
B(f, g) und B[f, g] werden von Bedeutung sein, wenn wir den Spezialfall der
reduzierten Produkte von linearen Ordnungen betrachten.
Fu¨r das Rechnen mit reduzierten Produkten ist die folgende Definition hilf-
reich.
Definition 1.17 Es sei I ein Ideal auf einer nichtleeren Menge A und es
seien X,Y ⊆ A. Dann definieren wir
X ⊆I Y :⇔ X \ Y ∈ I,
X =I Y :⇔ X ⊆I Y ∧ Y ⊆I X,
X $I Y :⇔ X ⊆I Y ∧ ¬X =I Y.
Bemerkung 1.18 Man sieht leicht ein, daß =I eine A¨quivalenzrelation auf
P(A) und eine Kongruenzrelation bzgl. der Operationen ∪ und ∩ ist. Be-
zeichnet man die A¨quivalenzklasse von X mit [X], so werden durch die Defi-
nitionen [X]unionsq [Y ] := [X ∪Y ] und [X]u [Y ] := [X ∩Y ] die Operationen einer
Booleschen Algebra auf der Menge P(A)/I := {[X] : X ∈ P(A)} definiert.
Ferner ist das Komplement von [X] gerade [A\X], [∅] ist das kleinste Element
und [A] ist das gro¨ßte Element dieser Booleschen Algebra. Definiert man noch
wie u¨blich die Relation v durch [X] v [Y ] :⇔ [X] unionsq [Y ] = [Y ], so ist ⊆I die
korrespondierende Relation auf P(A), d. h. es gilt [X] v [Y ]⇔ X ⊆I Y .
Die obige Bemerkung werden wir zwar nicht direkt verwenden, jedoch wer-
den die Aussagen des folgenden Lemmas aufgrund des dort beschriebenen
Sachverhaltes unmittelbar klar.
Lemma 1.19 Es sei I ein Ideal auf A und es seien X,Y, Z ⊆ A. Dann gilt
(i) X =I ∅ ⇔ X ⊆I ∅ ⇔ X ∈ I,
(ii) X =I A⇔ A \X =I ∅ ⇔ A \X ∈ I,
(iii) X ⊆I Y, Y ⊆I Z ⇒ X ⊆I Z,
(iv) X ⊆I Y, Y ∈ I ⇒ X ∈ I,
(v) X ⊆I Y,X /∈ I ⇒ Y /∈ I.
1.2. Reduzierte Produkte 15
Wir ko¨nnen nun einige einfache Tatsachen u¨ber reduzierte Produkte festhal-
ten.
Lemma 1.20 Sei H¯ eine Familie von Halbordnungen, I ein Ideal auf A und
f, g, h ∈
∏
H¯ mit f ≤I g. Dann gilt
(i) C(f, h) ⊆I C(g, h),
(ii) C[f, h] ⊆I C[g, h],
(iii) C(h, f) ⊇I C(h, g),
(iv) C[h, f ] ⊇I C[h, g],
(v) B(f, h) ⊇I B(g, h),
(vi) B[f, h] ⊇I B[g, h],
(vii) B(h, f) ⊆I B(h, g),
(viii) B[h, f ] ⊆I B[h, g].
Die Voraussetzungen dieses Lemmas sind natu¨rlich insbesondere erfu¨llt, wenn
f <I g gilt. Gilt sogar f =I g, so ko¨nnen wir auch ⊆I u¨berall durch =I
ersetzen.
Lemma 1.21 Es sei (
∏
H¯, <I) ein reduziertes Produkt von Halbordnungen
und f, g, h ∈
∏
H¯. Dann gilt
(i) f 6<I f ,
(ii) f <I g <I h⇒ f <I h,
(iii) f ≤I g ≤I h ⇒ f ≤I h,
(iv) f <I g ≤I h ⇒ f <I h,
(v) f ≤I g <I h ⇒ f <I h.
Insbesondere ist damit (
∏
H¯, <I) eine Halbordnung.
Bemerkung 1.22 Sind I ⊆ J Ideale auf A, so sind die oben definierten
Relationen <J , ≤J , =J fu¨r Funktionen bzw. ⊆J , =J fu¨r Mengen offensichtlich
Erweiterungen der entsprechenden Relationen <I , ≤I , =I bzw. ⊆I , =I . Also
gilt z. B. f <I g ⇒ f <J g, X ⊆I Y ⇒ X ⊆J Y usw.
Wir definieren noch zwei ha¨ufig verwendete Erweiterungen eines Ideals I.
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Definition 1.23 Es sei I ein Ideal auf A und B ⊆ A. Dann setzen wir
I[B] := {X ⊆ A : X \B ∈ I},
I ¹B := {X ⊆ A : X ∩B ∈ I}.
Lemma 1.24 Es sei I ein Ideal auf A und B ⊆ A. Dann gilt
(i) I[B] ist das kleinste Ideal oberhalb von I, das B entha¨lt,
(ii) I ¹B = I[A \B],
(iii) I[B] ist genau dann echt, wenn A \B ∈ I+,
(iv) I ¹B ist genau dann echt, wenn B ∈ I+.
Wir wenden uns nun der Untersuchung der Beschra¨nktheitszahl reduzierter
Produkte zu. Zuna¨chst betrachten wir dabei, wie sich die Erweiterung des
Ideals I zu einem Oberideal auswirken kann.
Lemma 1.25 Es seien I ⊆ J Ideale auf A und H¯ eine Familie von Halb-





Beweis: Es reicht zu zeigen: Ist F ⊆
∏
H¯ bzgl. <J unbeschra¨nkt, so auch
bzgl. <I . Dies gilt, da fu¨r f, g ∈
∏
H¯ offensichtlich aus f <I g auch f <J g
folgt. ¤
Das folgende Beispiel zeigt, daß die Beschra¨nktheitszahl in der Tat vergro¨ßert
werden kann.
Beispiel 1.26 Es sei A = ω und fu¨r n < ω sei Hn = (ℵn, <) mit der





H¯) = ℵ0 nach Lemma 1.12.
Fu¨gen wir nun die Menge {0} zum Ideal I0 hinzu, betrachten also das Ideal
I1 = I0[{0}] = {∅, {0}}, so ist das reduzierte Produkt
∏
H¯/I1 isomorph zum
Produkt von (ℵn : n ∈ ω \ 1), also erhalten wir b(
∏
H¯/I1) = ℵ1.
Setzen wir dies fu¨r n < ω fort durch In+1 = In[{n}], so erhalten wir eine
aufsteigende Folge (In : n < ω) von Idealen auf ω; wie oben gilt entsprechend
fu¨r n < ω stets b(
∏
H¯/In) = ℵn.
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Zum Abschluß dieses Kapitels wollen wir noch eine Verallgemeinerung von
Lemma 1.12 herleiten. Dazu dient die folgende Definition.
Definition 1.27 Es sei I ein Ideal auf A und f : A → ON eine Funktion.
Wir setzen
lim infI f := min{δ ∈ ON : {a ∈ A : f(a) ≤ δ} /∈ I},
lim supI f := min{δ ∈ ON : {a ∈ A : f(a) > δ} ∈ I}.
Stimmen diese beiden Werte u¨berein, so bezeichnen wir diesen Wert auch
mit limI f .
Wir zeigen im folgenden Lemma Eigenschaften dieser Begriffe, die in gewisser
Weise ihre Namen rechtfertigen.
Lemma 1.28 Es seien I, J Ideale auf A und f : A→ ON.
(i) Ist I ⊆ J , so gilt
lim infI f ≤ lim infJ f ≤ lim supJ f ≤ lim supI f.
(ii) Fu¨r den speziellen Fall I = {∅} gilt
lim infI f = min{f(a) : a ∈ A},
lim supI f = sup{f(a) : a ∈ A}.
Insbesondere erhalten wir also stets lim infI f ≥ min{f(a) : a ∈ A} und
lim supI f ≤ sup{f(a) : a ∈ A}.
Mit Hilfe der oben definierten Begriffe la¨ßt sich nun das Lemma 1.12 verall-
gemeinern.




H¯/I) ≥ lim infI(b(Ha) : a ∈ A).
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Beweis: Es sei δ := lim infI(b(Ha) : a ∈ A) und F ⊆
∏
H¯ mit |F | < δ. Nach
Definition von lim infI istX := {a ∈ A : b(Ha) ≤ |F |} ∈ I. Fu¨r alle a ∈ A\X
ist also |F | < b(Ha), d. h. es la¨ßt sich eine obere Schranke g(a) ∈ Ha fu¨r die
Menge {f(a) : f ∈ F} finden. Wa¨hlt man fu¨r a ∈ X ein beliebiges Element
g(a) ∈ Ha, so ist g ∈
∏
H¯ bzgl. <I eine obere Schranke von F , denn fu¨r
f ∈ F gilt stets C(f, g) ⊆ X ∈ I. ¤
Beispiel 1.30 Fu¨r die in Beispiel 1.26 betrachteten reduzierten Produkte∏
H¯/In gilt stets die Gleichheit der beiden im letzten Lemma betrachteten
Werte, es ist na¨mlich b(
∏
H¯/In) = lim infIn(b(Hn) : n < ω) = ℵn.
Die Fortfu¨hrung dieses Beispiels liefert ein Beispiel, in dem die Beschra¨nkt-
heitszahl des reduzierten Produktes
∏
H¯/I gro¨ßer als lim infI(b(Ha) : a ∈ A)
ist. Betrachten wir na¨mlich die Vereinigung aller oben betrachteten Ideale In,
n < ω, so erhalten wir gerade das Ideal I = {X ⊆ ω : X endlich} der endli-
chen Teilmengen von ω. Es gilt dann limI(b(Hn) : n < ω) = ℵω. Nach obigem
Lemma ist also b(
∏
H¯/I) ≥ ℵω. Da b(
∏
H¯/I) stets regula¨r ist, muß folglich
sogar b(
∏
H¯/I) > ℵω gelten.
Zum Abschluß des Kapitels geben wir noch einen Fall an, in dem man die
Beschra¨nktheitszahl eines reduzierten Produktes bestimmen kann, na¨mlich
wenn die Beschra¨nktheitszahlen aller Halbordnungen Ha gro¨ßer als |A| und
identisch sind. Dann nimmt auch die Beschra¨nktheitszahl des reduzierten
Produktes diesen Wert an. Wir ko¨nnen dies noch leicht verallgemeinern.
Lemma 1.31 Es sei H¯ eine Familie von Halbordnungen und I ein echtes
Ideal auf A. Ferner sei λ > |A| regula¨r mit
{a ∈ A : b(Ha) = λ} =I A.
Dann ist auch b(
∏
H¯/I) = λ.
Beweis: Es sei B := {a ∈ A : b(Ha) = λ}. Nach Voraussetzung ist also
A \B ∈ I. Fu¨r alle a ∈ B ko¨nnen wir eine <a-wachsende Folge (x
a
α : α < λ)
von Elementen von Ha wa¨hlen, die unbeschra¨nkt in Ha ist. Fu¨r a ∈ A \ B
sei xa ∈ Ha beliebig gewa¨hlt. Wir setzen dann fu¨r alle α < λ
fα(a) :=
{
xaα ; a ∈ B
xa ; a ∈ A \B
.
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Dann ist (fα : α < λ) unbeschra¨nkt in
∏
H¯/I, denn ist g ∈
∏
H¯, so existiert
zu jedem a ∈ B ein α(a) < λ mit xaα(a) 6<a g(a), also auch
∀α ∈ λ \ α(a) xaα 6<a g(a).
Setzen wir nun α∗ := sup{α(a) : a ∈ B} < λ, so gilt fα∗ 6<I g, denn es ist
C(fα∗ , g) ⊇ B =I A /∈ I.
Damit haben wir also b(
∏
H¯/I) ≤ λ bewiesen. b(
∏
H¯/I) ≥ λ folgt aus
Lemma 1.29, denn es ist lim infI(b(Ha) : a ∈ A) = λ. Dies gilt offensichtlich,
da einerseits {a ∈ A : b(Ha) ≤ λ} ⊇ B /∈ I gilt und fu¨r alle δ < λ andererseits
{a ∈ A : b(Ha) ≤ δ} ⊆ A \B ∈ I gilt. ¤
Kapitel 2
Das Ideal J<λ(H¯)
In der pcf-Theorie spielt das Ideal J<λ(a) eine fundamentale Rolle. Wir wol-
len in diesem Kapitel das Ideal J<λ(H¯) fu¨r Familien von Halbordnungen
definieren und entsprechende Eigenschaften nachweisen.
Der in der pcf-Theorie u¨blichen Einschra¨nkung |a|+ < min(a) entspricht in
unserer Situation der Begriff einer progressiven Familie von Halbordnungen,
den wir im folgenden Abschnitt definieren werden.
Wir werden zwei verschiedene Wege darstellen, um zu dem folgenden grund-
legenden Resultat zu gelangen: Existiert ein Ideal I, so daß
∏
H¯/I eine
λ-gerichtete Halbordnung ist, so ist J<λ(H¯) das kleinste derartige Ideal.
Im ersten Abschnitt dieses Kapitels gehen wir den direkten Weg: Wir defi-
nieren den Begriff des λ-ma¨chtigen Ideals und zeigen, daß ein Ideal I genau
dann λ-ma¨chtig ist, wenn
∏
H¯/I eine λ-gerichtete Halbordnung ist. Ferner
ermo¨glicht es der Begriff des λ-ma¨chtigen Ideals zu zeigen, daß der Durch-
schnitt von λ-ma¨chtigen Idealen wieder ein λ-ma¨chtiges Ideal ist. Damit ist es
also mo¨glich, J<λ(H¯) als den Durchschnitt aller λ-ma¨chtigen Ideale zu defi-
nieren. (Falls kein λ-ma¨chtiges Ideal existiert, ist es bequem, J<λ(H¯) := P(A)
zu setzen.)
In den folgenden Abschnitten dieses Kapitels stellen wir eine zweite Mo¨glich-
keit dar, die grundlegenden Eigenschaften des Ideals J<λ(H¯) zu entwickeln.
Unser Zugang wird dabei zuna¨chst axiomatischer Natur sein, d. h. wir zei-
gen, daß sich die Existenz und viele der wesentlichen Eigenschaften des Ideals
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Um diese Eigenschaften schließlich nachzuweisen, fu¨hren wir im dritten Ab-
schnitt des Kapitels den Begriff des stabilen Ideals ein und verwenden Me-
thoden, die uns auch in spa¨teren Kapiteln noch nu¨tzlich sein werden. Ins-
besondere werden wir in Kapitel 5 fu¨r den speziellen Fall der Produkte von
regula¨ren Kardinalzahlen die Verbindung zwischen den stabilen Idealen und
der Existenz der wahren Kofinalita¨t herstellen.
2.1 λ-ma¨chtige Ideale
Wir definieren zuna¨chst den Begriff des λ-ma¨chtigen Ideals. Die Idee ent-
spricht dem Vorgehen in [2] und in [11].
Definition 2.1 Es sei H¯ eine Familie von Halbordnungen. Ein echtes Ideal
I heißt λ-ma¨chtig fu¨r H¯, falls zu jedem B ∈ I+ ein Ideal J ⊇ I mit B ∈ J+
existiert, so daß
∏
H¯/J eine λ-gerichtete Halbordnung ist.
Wie angeku¨ndigt, wollen wir zeigen, daß ein Ideal I genau dann λ-ma¨chtig
fu¨r H¯ ist, wenn
∏
H¯/I eine λ-gerichtete Halbordnung ist. Eine Richtung ist
trivial, wie das folgende Lemma zeigt.
Lemma 2.2 Es sei
∏
H¯/I eine λ-gerichtete Halbordnung. Dann ist I ein
λ-ma¨chtiges Ideal fu¨r H¯.
Beweis: Es sei B ∈ I+. Wir haben zu zeigen, daß ein Ideal J ⊇ I mit B ∈ J+
existiert, so daß
∏
H¯/J eine λ-gerichtete Halbordnung ist. Offensichtlich
ko¨nnen wir J := I wa¨hlen. ¤
Um die umgekehrte Richtung zeigen zu ko¨nnen, mu¨ssen wir eine einschra¨n-
kende Bedingung an die Familie H¯ voraussetzen. Diese Bedingung wird nun
definiert.
Definition 2.3 Eine Familie H¯ von Halbordnungen heißt progressiv, falls
fu¨r alle a ∈ A die Halbordnung (Ha, <a) eine |A|
++-gerichtete Halbordnung
ist.
Wir ko¨nnen nun das angestrebte Resultat fu¨r progressive Familien von Halb-
ordnungen beweisen. Der Beweis ist eine Variante des entsprechenden Resul-
tates in [1].
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Satz 2.4 Es sei H¯ eine progressive Familie von Halbordnungen und I sei
ein λ-ma¨chtiges Ideal fu¨r H¯. Dann ist b(
∏




Beweis: Es sei µ := b(
∏





H¯/I ebenfalls |A|++-gerichtet, also ist
µ ≥ |A|++. Nach Lemma 1.9 ist µ regula¨r und wir ko¨nnen eine <I-wachsende
Folge f¯ = (fα : α < µ) von Elementen von
∏
H¯ auswa¨hlen, die unbeschra¨nkt
bzgl. <I ist.
Wir nehmen nun µ < λ an und fu¨hren dies zu einem Widerspruch.
Rekursiv definieren wir eine Folge (gβ : β < |A|
+), die bzgl. < wa¨chst. Es sei
g0 ∈
∏
H¯ beliebig. Fu¨r Limeszahlen γ < |A|+ ko¨nnen wir nach Lemma 1.12
eine <-obere Schranke gγ von {gβ : β < γ} wa¨hlen.
Fu¨r den Nachfolgerschritt sei nun gβ gewa¨hlt. Da gβ keine obere Schranke
von f¯ ist, existiert ein α(β) < µ mit C(fα(β), gβ) ∈ I
+.




H¯, <J) eine λ-gerichtete Halbordnung ist. Insbesondere existiert
nach Annahme eine <J -obere Schranke gβ+1 von f¯ , die wir o. B. d.A. gro¨ßer
als gβ annehmen ko¨nnen.
Nun gilt fu¨r alle α ∈ µ \ α(β)
C(fα, gβ) % C(fα, gβ+1),
denn nach Lemma 1.20 gilt zuna¨chst C(fα, gβ) ⊇ C(fα, gβ+1). Ferner ist
C(fα(β), gβ) ∈ J
+. Wieder mit Lemma 1.20 folgt C(fα(β), gβ) ⊆I C(fα, gβ)
und damit C(fα, gβ) ∈ J
+. Nach Wahl von gβ+1 ist aber C(fα, gβ+1) ∈ J ,
also sind diese beiden Mengen verschieden.
Sei nun α∗ := sup{α(β) : β < |A|+} < µ. Dann ist (C(fα∗ , gβ) : β < |A|
+)
eine streng monoton fallende Folge von Teilmengen von A, ein offensichtlicher
Widerspruch. Also gilt µ = b(
∏
H¯/I) ≥ λ und nach Lemma 1.7 ist
∏
H¯/I
eine λ-gerichtete Halbordnung. ¤
Zusammen mit dem folgenden Lemma erhalten wir damit die erste Mo¨glich-
keit, das Ideal J<λ(H¯) zu definieren.
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Lemma 2.5 Es sei H¯ eine Familie von Halbordnungen. Ist Γ 6= ∅ eine Men-
ge von λ-ma¨chtigen Idealen fu¨r H¯, so ist auch
⋂
Γ ein λ-ma¨chtiges Ideal fu¨r
H¯.
Beweis: Es sei B ∈ (
⋂
Γ)+. Dies bedeutet gerade B /∈
⋂
Γ, also existiert ein
I ∈ Γ mit B /∈ I, d. h. B ∈ I+. Da I nach Voraussetzung ein λ-ma¨chtiges
Ideal ist, existiert ein J ⊇ I mit B ∈ J+, so daß b(
∏
H¯/J) ≥ λ gilt. Es bleibt
also nur noch J ⊇
⋂
Γ zu zeigen. Dies folgt aus I ∈ Γ, also J ⊇ I ⊇
⋂
Γ. ¤
Es folgt schließlich die Definition des grundlegenden Ideals J<λ(H¯).
Definition 2.6 Es sei H¯ eine progressive Familie von Halbordnungen und
λ eine Kardinalzahl. Existiert ein λ-ma¨chtiges Ideal I fu¨r H¯, so setzen wir
J<λ(H¯) :=
⋂
{I : I ist λ-ma¨chtiges Ideal fu¨r H¯}.
Andernfalls definieren wir J<λ(H¯) := P(A).
Als Konsequenz aus den vorangegangenen Resultaten erhalten wir das fol-
gende Korollar.
Korollar 2.7 Es sei H¯ eine progressive Familie von Halbordnungen und I







(iii) I ist λ-ma¨chtig fu¨r H¯.
(iv) J<λ(H¯) ⊆ I.
Insbesondere gilt also: Existiert ein Ideal I, so daß
∏
H¯/I eine λ-gerichtete
Halbordnung ist, so ist J<λ(H¯) das kleinste derartige Ideal.
Wir verzichten zuna¨chst darauf, weitere Schlußfolgerungen zu ziehen. Viele
Eigenschaften werden wir stattdessen im na¨chsten Abschnitt in abstrakterer
Form herleiten.
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2.2 Ein axiomatischer Zugang
In den beiden folgenden Abschnitten werden wir einen alternativen Zugang zu
dem Ideal J<λ(H¯) angeben, wir werden also insbesondere nicht die Resultate




Definition 2.8 Es sei A eine nichtleere Menge. Dann sei
Id(A) := {I ⊆ P(A) : I ist ein echtes Ideal auf A}.
Eine Abbildung τ : Id(A) → CN nennen wir eine Idealabbildung auf A.
Eine Idealabbildung τ heißt monoton, falls fu¨r alle I, J ∈ Id(A) gilt
I ⊆ J ⇒ τ(I) ≤ τ(J).
τ heißt stetig, falls fu¨r alle Γ ⊆ Id(A), Γ 6= ∅ gilt
τ(
⋂
Γ) = min{τ(I) : I ∈ Γ}.
In Lemma 1.25 haben wir bereits gezeigt, daß die Abbildung I 7→ b(
∏
H¯/I)
eine monotone Idealabbildung ist. Im na¨chsten Abschnitt werden wir zeigen,
daß diese Abbildung auch stetig ist, und erhalten damit ein Beispiel fu¨r eine
solche Idealabbildung. Zuna¨chst wollen wir jedoch zeigen, daß sich allein aus
diesen beiden abstrakten Eigenschaften einige wichtige Ergebnisse herleiten




Lemma 2.9 Es sei τ eine monotone und stetige Idealabbildung auf einer
Menge A. Dann existieren eindeutige (nicht notwendigerweise echte) Ideale
Jλ fu¨r λ ∈ CN mit der Eigenschaft
∀I ∈ Id(A) (τ(I) ≥ λ⇔ Jλ ⊆ I). (∗)
Fu¨r diese Ideale gilt ferner:
(i) Ist Jλ echt, so ist τ(Jλ) ≥ λ.
(ii) Ist µ < λ, so gilt Jµ ⊆ Jλ.
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(iii) Es ist λ ∈Wb(τ) gdw. Jλ $ Jλ+ gdw. τ(Jλ) = λ.
(iv) |Wb(τ)| ≤ 2|A|.
Beweis: Sei λ ∈ CN. Existiert ein echtes Ideal I mit τ(I) ≥ λ, so setzen wir
Jλ :=
⋂
{I ∈ Id(A) : τ(I) ≥ λ},
sonst sei Jλ := P(A).
Wir weisen zuna¨chst die Eigenschaft (∗) nach: Ist I ∈ Id(A) mit τ(I) ≥ λ,
so ist nach Definition Jλ ⊆ I.
Ist umgekehrt I ∈ Id(A) mit Jλ ⊆ I, so ist auch Jλ ein echtes Ideal. Nach
Fallunterscheidung der Definition gilt also Jλ =
⋂
{I ∈ Id(A) : τ(I) ≥ λ}
und {I ∈ Id(A) : τ(I) ≥ λ} 6= ∅. Aufgrund der Stetigkeit von τ ist also
τ(Jλ) ≥ λ und mit der Monotonie von τ folgt τ(I) ≥ τ(Jλ) ≥ λ.
Um die Eindeutigkeit der Ideale zu beweisen, seien J ′λ weitere Ideale und es
gelte auch
∀I ∈ Id(A) (τ(I) ≥ λ⇔ J ′λ ⊆ I). (∗)
′
Ist Jλ ein echtes Ideal, so folgt wegen (∗) aus Jλ ⊆ Jλ auch τ(Jλ) ≥ λ. Wegen
(∗)′ gilt also J ′λ ⊆ Jλ. Insbesondere ist auch J
′
λ ein echtes Ideal und aus (∗)
′








Ist Jλ kein echtes Ideal, so ist auch J
′
λ nicht echt, da wir sonst analog in der
umgekehrten Reihenfolge argumentieren ko¨nnten. Also gilt auch in diesem
Fall Jλ = J
′
λ.
Wir beweisen nun die u¨brigen Eigenschaften, die im Lemma behauptet wer-
den.
(i) Sei Jλ ein echtes Ideal. Mit (∗) folgt aus Jλ ⊆ Jλ wie eben τ(Jλ) ≥ λ.
(ii) Jλ sei o. B. d.A. ein echtes Ideal. Nach (i) gilt dann τ(Jλ) ≥ λ > µ, also
auch τ(Jλ) ≥ µ und nach (∗) folgt Jµ ⊆ Jλ.
(iii) Es sei λ ∈Wb(τ). Dann existiert ein I ∈ Id(A) mit λ = τ(I). Nach (∗)
gilt Jλ ⊆ I und Jλ+ 6⊆ I, also insbesondere Jλ 6= Jλ+ . Nach (ii) gilt Jλ ⊆ Jλ+ ,
also insgesamt Jλ $ Jλ+ .
Sei nun Jλ $ Jλ+ . Dann ist Jλ+ 6⊆ Jλ, also gilt nach (∗) τ(Jλ) 6≥ λ+, d. h. es
gilt τ(Jλ) ≤ λ. Die Gleichheit folgt mit Hilfe von (i).
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Die dritte Implikation ist trivial.
(iv) Ist λ ∈Wb(τ), so ko¨nnen wir nach (iii) ein Bλ ∈ Jλ+ \ Jλ wa¨hlen. Nach
(ii) ist die Abbildung λ 7→ Bλ eine injektive Abbildung von Wb(τ) nach
P(A), also folgt die Behauptung. ¤
Um weitere Schlußfolgerungen zu erhalten, beschreiben wir zuna¨chst die Ge-
stalt der im obigen Lemma erwa¨hnten Ideale Jλ.
Lemma 2.10 Es sei τ eine monotone und stetige Idealabbildung und fu¨r
λ ∈ CN sei Jλ das Ideal aus Lemma 2.9. Dann ist
Jλ = {B ⊆ A : ∀I ∈ Id(A) (A \B ∈ I ⇒ τ(I) < λ)}.
Beweis: Wir zeigen beide Inklusionen durch Kontraposition.
”
⊆“ Sei B ⊆ A und I ∈ Id(A) mit A\B ∈ I und τ(I) ≥ λ. Dann gilt Jλ ⊆ I
nach Lemma 2.9 (∗). Da I ein echtes Ideal ist und A\B ∈ I gilt, folgt B /∈ I,
also auch B /∈ Jλ.
”
⊇“ Sei B /∈ Jλ. Dann ist I := Jλ ¹ B ein echtes Ideal mit A \ B ∈ I
und Jλ ⊆ I. Aufgrund der Monotonie von τ und nach Lemma 2.9 (i) gilt
τ(I) ≥ τ(Jλ) ≥ λ. ¤
Mit dieser Darstellung der Ideale Jλ lassen sich weitere grundlegende Aussa-
gen beweisen.
Lemma 2.11 Sei τ eine monotone und stetige Idealabbildung, fu¨r λ ∈ CN
sei Jλ wie in Lemma 2.9.
(i) Ist λ eine Limeskardinalzahl, so gilt Jλ =
⋃
{Jµ : µ < λ}.
(ii) Es gilt Jλ =
⋃
{Jµ+ : µ < λ}.
(iii) Wb(τ) besitzt ein Maximum.
Beweis: (i) Es sei λ eine Limeskardinalzahl. Die Ungleichung
”
⊇“ folgt aus
Lemma 2.9 (ii). Ferner ist I :=
⋃
{Jµ : µ < λ} als Vereinigung einer Kette
von Idealen wieder ein Ideal auf A. Angenommen, es ist Jλ % I, d. h. wir
ko¨nnen eine Menge B ∈ Jλ \ I wa¨hlen. Dann ist I ¹B ein echtes Ideal, das
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die Menge A \ B entha¨lt. Wegen B ∈ Jλ folgt µ := τ(I ¹B) < λ mit Hilfe
von Lemma 2.10.
Da λ eine Limeskardinalzahl ist, gilt auch µ+ < λ, also ist Jµ+ ⊆ I ⊆ I ¹B,
d. h. mit Lemma 2.9 (i) und der Monotonie von τ folgt
µ+ ≤ τ(Jµ+) ≤ τ(I ¹B) = µ,
ein Widerspruch.
(ii) Dies ist lediglich eine Zusammenfassung von (i) und Lemma 2.9 (ii).
(iii) Wir zeigen, daß maxWb(τ) = min{λ ∈ CN : A ∈ Jλ+} gilt. Sei dazu
λ := min{λ ∈ CN : A ∈ Jλ+}. Nach (ii) folgt A /∈ Jλ, also gilt Jλ $ Jλ+ , d. h.
es ist λ ∈Wb(τ) nach Lemma 2.9 (iii). Wegen A ∈ Jλ+ folgt aus Lemma 2.10
fu¨r jedes I ∈ Id(A) die Ungleichung τ(I) < λ+, denn fu¨r jedes I ∈ Id(A) gilt
A \ A = ∅ ∈ I. Insgesamt folgt also λ = maxWb(τ). ¤
Um im na¨chsten Abschnitt die Stetigkeit der Abbildung I 7→ b(
∏
H¯/I) zu
zeigen, geben wir noch eine zur Stetigkeit a¨quivalente Bedingung an, die uns
zur Definition der stabilen Ideale fu¨hren wird.
Lemma 2.12 Es sei A 6= ∅ und τ eine monotone Idealabbildung auf A.
Dann sind a¨quivalent:
(i) τ ist stetig.
(ii) Zu jedem I ∈ Id(A) existiert ein B ∈ I+, so daß fu¨r alle J ∈ Id(A)
mit J ⊇ I ¹B gilt τ(J) = τ(I).
Beweis:
”
(i) ⇒ (ii)“ Es sei I ∈ Id(A) und λ := τ(I). O.B. d.A. existiere ein
J ⊇ I, J ∈ Id(A) mit τ(J) > λ, denn sonst ko¨nnen wir B = A ∈ I+ wa¨hlen.
Wir betrachten nun das echte Ideal
J∗ :=
⋂
{J ∈ Id(A) : J ⊇ I, τ(J) ≥ λ+}.
Aufgrund der Stetigkeit von τ gilt auch τ(J ∗) ≥ λ+, ferner ist J∗ ⊇ I.
Insgesamt folgt also J∗ % I, d. h. wir ko¨nnen ein B ∈ J∗ \ I wa¨hlen.
Sei nun J ⊇ I ¹B ein echtes Ideal. Wir wollen τ(J) = τ(I) zeigen. Wegen
I ⊆ I ¹B ⊆ J und der Monotonie von τ gilt τ(I) ≤ τ(J). Angenommen, es
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ist τ(J) > τ(I) = λ, also τ(J) ≥ λ+. Wegen J ∈ Id(A) und J ⊇ I gilt nach
Definition von J∗ auch J ⊇ J∗. Also gilt einerseits A \ B ∈ I ¹B ⊆ J , aber
andererseits auch B ∈ J∗ ⊆ J , also insgesamt A ∈ J , ein Widerspruch.
”





Γ ⊆ I fu¨r alle I ∈ Γ gilt, folgt aus der Monotonie von τ
auch λ = τ(
⋂
Γ) ≤ τ(I) fu¨r alle I ∈ Γ und damit λ ≤ min{τ(I) : I ∈ Γ}.
Um λ ≥ min{τ(I) : I ∈ Γ} zu beweisen, suchen wir ein I ∈ Γ mit τ(I) ≤ λ.
Da
⋂
Γ ein echtes Ideal auf A ist, existiert nach Voraussetzung eine Menge
B ∈ (
⋂
Γ)+ mit τ(J) = τ(
⋂
Γ) = λ fu¨r alle J ⊇ (
⋂
Γ) ¹B. Wegen B /∈
⋂
Γ
existiert ein I ∈ Γ mit B /∈ I, also B ∈ I+. Nun gilt (
⋂
Γ) ¹B ⊆ I ¹B, also
gilt nach Wahl von B insbesondere τ(I ¹B) = λ. Wegen I ⊆ I ¹B folgt aus
der Monotonie von τ schließlich τ(I) ≤ λ. ¤
2.3 Stabile Ideale
In diesem Abschnitt wollen wir zeigen, daß die Abbildung I 7→ b(
∏
H¯/I)
eine stetige Idealabbildung ist. Wir werden dazu Lemma 2.12 verwenden
und definieren den folgenden naheliegenden Begriff.
Definition 2.13 Es sei H¯ eine Familie von Halbordnungen. Ein echtes Ideal




H¯/I) fu¨r alle echten Ideale
J ⊇ I gilt.
Bemerkung 2.14 (i) Trivialerweise sind alle maximalen Ideale stabil. Ist
ferner I ein Ideal, so daß
∏
H¯/I eine wahre Kofinalita¨t besitzt, so ist I
ebenfalls stabil fu¨r H¯. In Kapitel 5 zeigen wir, daß u. a. fu¨r den speziellen
Fall der Produkte regula¨rer Kardinalzahlen auch die Umkehrung gilt.1
(ii) Um die Stetigkeit von I 7→ b(
∏
H¯/I) zu zeigen, reicht es also in Hinblick
auf Lemma 2.12 das folgende zu zeigen: Ist I ein echtes Ideal, so existiert ein
B ∈ I+ mit b(
∏
H¯/I ¹B) = b(
∏
H¯/I), so daß I ¹B stabil fu¨r H¯ ist.
1Dies ist nicht u¨berraschend, wenn man das folgende Resultat der pcf-Theorie kennt:
Ist a ⊆ Reg progressiv und I ein echtes Ideal auf a, so daß fu¨r jeden Ultrafilter D mit
D ∩ I = ∅ gilt tcf(
∏
a/D) = λ, so gilt auch tcf(
∏
a/I) = λ. Wir werden in Kapitel 5
jedoch auch dieses Resultat ohne die Verwendung von Ultrafiltern beweisen.
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Ein Kernstu¨ck des nun folgenden Beweises ist das folgende Lemma, welches
eine Abwandlung von Lemma 2.1 in [3] ist und das wir spa¨ter noch einmal
verwenden ko¨nnen.
Lemma 2.15 Es sei H¯ eine progressive2 Familie von Halbordnungen. Ferner
sei λ > |A|+ regula¨r und (fα : α < λ) eine Folge von Elementen von
∏
H¯.
Dann existiert ein g ∈
∏
H¯, so daß fu¨r alle h ∈
∏
H¯ mit g < h die Menge
{α < λ : C(fα, g) = C(fα, h)}
unbeschra¨nkt in λ ist.
Beweis: Angenommen, dies ist nicht der Fall. Wir definieren rekursiv eine
<-wachsende Folge (gβ : β < |A|
+) von Elementen von
∏
H¯ sowie eine Folge
(αβ : β < |A|
+) von Ordinalzahlen kleiner als λ.
Sei g0 in
∏
H¯ beliebig. Ist γ < |A|+ eine Limeszahl und (gβ : β < γ) bereits
gewa¨hlt, so ko¨nnen wir eine <-obere Schranke gγ von {gβ : β < γ} wa¨hlen,
die aufgrund der Progressivita¨t von H¯ existiert.
Sei nun gβ gewa¨hlt. Nach Annahme existiert ein gβ+1 ∈
∏
H¯ mit gβ < gβ+1
sowie ein αβ < λ
∀α ∈ λ \ αβ C(fα, gβ) 6= C(fα, gβ+1).
Setzen wir nun α∗ := sup{αβ : β < |A|
+} < λ, so erhalten wir eine streng
monoton fallende Folge (C(fα∗ , gβ) : β < |A|
+) von Teilmengen von A, ein
Widerspruch. ¤
Wir sind nun in der Lage, das angeku¨ndigte Resultat zu beweisen.
Satz 2.16 Sei H¯ eine progressive Familie von Halbordnungen und I ein ech-




H¯/I ¹B) = b(
∏
H¯/I).
2Hier wu¨rde es genu¨gen, fu¨r alle a ∈ A nur b(Ha) ≥ |A|
+ vorauszusetzen. Die Progres-
sivita¨t von H¯ bedeutet gerade b(Ha) ≥ |A|
++ fu¨r alle a ∈ A.
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Beweis: Es sei λ := b(
∏
H¯/I). Nach Lemma 1.9 ist λ regula¨r und es gibt
eine <I-wachsende Folge f¯ = (fα : α < λ), die in
∏
H¯ bzgl. <I unbeschra¨nkt
ist. Da H¯ progressiv ist, erha¨lt man mit Hilfe der Lemmata 1.28 und 1.29
außerdem λ > |A|+.
Wir ko¨nnen also Lemma 2.15 anwenden und erhalten eine Funktion g ∈
∏
H¯
wie dort. Da g keine obere Schranke von f¯ sein kann, existiert ein α < λ mit
B := C(fα, g) ∈ I
+.
Um zu zeigen, daß B die geforderten Eigenschaften erfu¨llt, genu¨gt es, wenn
wir zeigen, daß fu¨r jedes echte Ideal J ⊇ I ¹B gilt b(
∏
H¯/J) = λ. Sei also
J ⊇ I ¹B ein echtes Ideal. Wegen I ¹B ⊇ I gilt nach Lemma 1.25 zuna¨chst
b(
∏
H¯/J) ≥ λ. Um b(
∏
H¯/J) ≤ λ zu zeigen, zeigen wir, daß die Folge
(fα : α < λ) auch unbeschra¨nkt bzgl. <J ist.
Angenommen es ist h ∈
∏
H¯ eine <J -obere Schranke von f¯ . Ohne Ein-
schra¨nkung ko¨nnen wir g < h annehmen, denn H¯ ist progressiv.
Nach Wahl von g existiert dann ein β ∈ λ \ α mit C(fβ, g) = C(fβ, h).
Dann ist einerseits
B = C(fα, g) ⊆I C(fβ, g) = C(fβ, h) ∈ J,
andererseits aber auch
A \ C(fα, g) = A \B ∈ I ¹B ⊆ J,
d. h. insgesamt folgt A ∈ J , ein Widerspruch. ¤
In Hinblick auf Lemma 2.12 ist somit auch die Stetigkeit der Abbildung
I 7→ b(
∏
H¯/I) gezeigt. Wir ko¨nnen also die Resultate des letzten Abschnittes
direkt u¨bertragen und erhalten das folgende Korollar, dessen zweiter Teil eine
alternative Definition des Ideals J<λ(H¯) darstellt.
Korollar 2.17 Es sei H¯ eine progressive Familie von Halbordnungen. Dann
gilt:







H¯/I) : I ∈ Γ}.
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(ii) Existiert ein Ideal I auf A mit b(
∏
H¯/I) ≥ λ, so ist
J<λ(H¯) =
⋂
{I : I echtes Ideal mit b(
∏
H¯/I) ≥ λ}.
Anderenfalls ist J<λ(H¯) = P(A).
Es ist nun naheliegend, in Analogie zur pcf-Theorie noch die folgende Defi-
nition zu vereinbaren.




H¯/I) : I echtes Ideal auf A}
die Menge der mo¨glichen Beschra¨nktheitszahlen von H¯.
Der U¨bersicht wegen wiederholen wir noch einmal die im vorigen Abschnitt
erzielten Resultate.
Korollar 2.19 Es sei H¯ eine progressive Familie von Halbordnungen. Dann
gilt:
(i) Ist J<λ(H¯) ein echtes Ideal, so gilt b(
∏
H¯/J<λ(H¯)) ≥ λ, folglich ist∏
H¯/J<λ(H¯) eine λ-gerichtete Halbordnung.
(ii) Ist µ < λ, so ist J<µ(H¯) ⊆ J<λ(H¯).
(iii) Ist I ein echtes Ideal, so gilt b(
∏
H¯/I) ≥ λ gdw. J<λ(H¯) ⊆ I.
(iv) Es sind a¨quivalent:
(a) λ ∈ pb(H¯),




(v) | pb(H¯)| ≤ 2|A|.
(vi) J<λ(H¯) = {B ⊆ A : ∀I ∈ Id(A) (A \B ∈ I ⇒ b(
∏
H¯/I) < λ)}.
(vii) Ist λ Limeskardinalzahl, so gilt J<λ(H¯) =
⋃
µ<λ J<µ(H¯).
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(viii) Es gilt J<λ(H¯) =
⋃
µ<λ J<µ+(H¯).
(ix) pb(H¯) besitzt ein Maximum.
Wir geben noch ein weiteres zur pcf-Theorie analoges Resultat an.
Lemma 2.20 Es sei H¯ eine progressive Familie von Halbordnungen und λ





Beweis: Es reicht zu zeigen: Ist J ⊇ J<λ(H¯) ¹ B ein echtes Ideal, so gilt
b(
∏
H¯/J) = λ. Sei also J ⊇ J<λ(H¯)¹B.




Angenommen, es wa¨re J<λ+(H¯) ⊆ J . Dann wa¨re B ∈ J<λ+(H¯) ⊆ J und
A \ B ∈ J<λ(H¯) ¹B ⊆ J , also J kein echtes Ideal. Dieser Widerspruch zeigt
J<λ+(H¯) 6⊆ J und wieder nach Lemma 2.19 (iii) folgt auch b(
∏
H¯/J) ≤ λ.¤
Fu¨r die Werte λ = |A|+, λ = |A|++ usw. ko¨nnen wir direkt angeben, wie das
Ideal J<λ(H¯) aussieht. Dies ist zwar hinsichtlich der typischen Anwendungen
der pcf-Theorie nicht interessant, befreit uns aber davon, im na¨chsten Kapitel
die dortigen Resultate zum Existenzbeweis der sogenannten Generatoren in
ihrer sta¨rksten Form zu beweisen.
Lemma 2.21 Es sei H¯ eine progressive Familie von Halbordnungen. Fu¨r
alle n < ω, ist J<|A|+n+1(H¯) das von der Menge {a ∈ A : b(Ha) ≤ |A|
+n}
erzeugte Hauptideal, d. h. es gilt
J<|A|+n+1(H¯) = {B ⊆ A : ∀a ∈ B b(Ha) ≤ |A|
+n}.





H¯) = min{b(Ha) : a ∈ A} ≥ |A|
+ nach Lemma 1.12,
also gilt J<|A|+(H¯) ⊆ {∅} = {B ⊆ A : ∀a ∈ B b(Ha) ≤ |A|} nach Korol-
lar 2.19 (iii). Damit ist der Induktionsanfang gezeigt.
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Zum Beweis des Induktionsschrittes gelte die Behauptung fu¨r n < ω und es
sei
J := {B ⊆ A : ∀a ∈ B b(Ha) ≤ |A|
+n+1}.
Offensichtlich ist J ein Ideal. Um J<|A|+n+2(H¯) ⊆ J zu zeigen, ko¨nnen wir
o. B. d.A. annehmen, daß J ein echtes Ideal ist. Dann gilt
lim infJ(b(Ha) : a ∈ A) > |A|
+n+1.
Nach Lemma 1.29 ist also b(
∏
H¯/J) ≥ |A|+n+2, d. h. es ist J<|A|+n+2(H¯) ⊆ J
nach Korollar 2.19 (iii).
Es bleibt also J ⊆ J<|A|+n+2(H¯) zu zeigen. Da nach Induktionsvoraussetzung
{a ∈ A : b(Ha) ≤ |A|
+n} ∈ J<|A|+n+1(H¯) ⊆ J<|A|+n+2(H¯) gilt, reicht es zu
zeigen, daß auch
B := {a ∈ A : b(Ha) = |A|
+n+1} ∈ J<|A|+n+2(H¯)
gilt. Angenommen, dies ist nicht der Fall. Dann ist I := J<|A|+n+2(H¯)¹B ein
echtes Ideal, also mu¨ßte b(
∏
H¯/I) ≥ |A|+n+2 gelten. Es ist jedoch B =I A,
nach Lemma 1.31 folgt also b(
∏
H¯/I) = |A|+n+1, ein Widerspruch. ¤
Kapitel 3
Kombinatorische Hilfsmittel
Ziel dieses Kapitels ist es, ein kombinatorisches Resultat von S. Shelah zu
beweisen, das wir fu¨r den Beweis der Existenz von Generatoren verwenden
ko¨nnen. Im ersten Abschnitt fu¨hren wir dazu das Modell H(Θ) ein, welches
sich auch als ein kombinatorisches Hilfsmittel auffassen la¨ßt, wie E. Weitz in
[11] dargelegt hat.
Im zweiten Abschnitt beweisen wir dann zuna¨chst ein Resultat von S. Shelah
u¨ber sogenannte
”
club guessing sequences“. Dieses verwenden wir zusammen
mit der Methode des Modells H(Θ) anschließend, um das Hauptresultat die-
ses Kapitels zu beweisen.
3.1 Das Modell H(Θ)
Um das Modell H(Θ), das ein beliebtes Hilfsmittel der modernen Mengenleh-
re darstellt, einzufu¨hren, beginnen wir mit einigen beno¨tigten Definitionen.
Definition 3.1 Eine Menge x heißt transitiv, falls fu¨r alle y ∈ x gilt y ⊆ x.
Die transitive Hu¨lle von x ist definiert durch
tc(x) :=
⋂
{y ⊇ x : y transitiv}.
Zu jeder Menge x existiert eine transitive Obermenge, ist na¨mlich x ∈ Vα
fu¨r ein α ∈ ON, so ist Vα transitiv und es gilt x ⊆ Vα. Da ferner der Durch-
schnitt transitiver Mengen wieder transitiv ist, ist tc(x) stets die kleinste
34
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transitive Obermenge von x. Die Operation tc(x) hat die damit die u¨blichen
Eigenschaften eines Hu¨llenoperators, eine weitere Eigenschaft halten wir im
folgenden Lemma fest.
Lemma 3.2 Ist x eine Menge, so gilt tc(x) = x ∪
⋃
{tc(y) : y ∈ x}.
Beweis:
”
⊇“ Zuna¨chst gilt sicher x ⊆ tc(x). Es bleibt noch zu zeigen: Ist
y ∈ x, so ist tc(y) ⊆ tc(x).
Sei also y ∈ x. Wegen x ⊆ tc(x) gilt auch y ∈ tc(x) und da tc(x) transitiv
ist, folgt y ⊆ tc(x), d. h. tc(x) ist eine transitive Obermenge von y. Nach
Definition von tc(y) folgt tc(y) ⊆ tc(x), was zu zeigen war.
”
⊆“ Nach Definition von tc(x) reicht es zu zeigen, daß x ∪
⋃
{tc(y) : y ∈ x}
eine transitive Obermenge von x ist. Nach Ersetzungsaxiom ist es eine Menge,
offensichtlich eine Obermenge von x.
Um die Transitivita¨t zu beweisen, sei z ∈ x ∪
⋃
{tc(y) : y ∈ x}. Ist z ∈ x,
so gilt z ⊆ tc(z) ⊆
⋃
{tc(y) : y ∈ x}. Anderenfalls existiert ein y ∈ x mit
z ∈ tc(y). Da tc(y) transitiv ist, gilt z ⊆ tc(y) ⊆
⋃
{tc(y) : y ∈ x}. ¤
Wir ko¨nnen nun die von uns verwendete Menge H(Θ) definieren.
Definition 3.3 Ist Θ eine Kardinalzahl, so definieren wir
H(Θ) := {x : | tc(x)| < Θ}.
Zuna¨chst u¨berlegen wir uns, daß H(Θ) eine transitive Menge ist, und zeigen
einige starke Abgeschlossenheitseigenschaften von H(Θ).
Lemma 3.4 Es sei Θ eine regula¨re Kardinalzahl.
(i) H(Θ) ist eine transitive Menge.
(ii) Ist x ⊆ H(Θ) mit |x| < Θ, so ist x ∈ H(Θ).
(iii) Ist x ∈ H(Θ) und y ⊆ x, so ist y ∈ H(Θ).
Beweis: (i) Ist y ∈ x ∈ H(Θ), so gilt y ⊆ tc(x), also auch tc(y) ⊆ tc(x) und
somit | tc(y)| ≤ | tc(x)| < Θ. Also ist H(Θ) transitiv.
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Um zu zeigen, daß H(Θ) eine Menge ist, zeigen wir H(Θ) ⊆ VΘ. Dazu zeigen
wir die Aussage
∀x(x ∈ H(Θ)⇒ x ∈ VΘ)
durch Induktion u¨ber die ∈-Relation. Sei also x ∈ H(Θ) und es gelte die
Induktionsvoraussetzung ∀y ∈ x(y ∈ H(Θ)⇒ y ∈ VΘ).
Ist y ∈ x, so ist aufgrund der Transitivita¨t von H(Θ) auch y ∈ H(Θ). Nach
Induktionsvoraussetzung ist also auch y ∈ VΘ. Da Θ eine Limeszahl ist,
existiert ein α(y) < Θ mit y ∈ Vα(y).
Da Θ regula¨r und |x| ≤ | tc(x)| < Θ gilt, ist α := supy∈x α(y) < Θ, also gilt
x ⊆ Vα, d. h. x ∈ Vα+1 ⊆ VΘ.
(ii) Sei x ⊆ H(Θ) mit |x| < Θ. Fu¨r y ∈ x ist damit | tc(y)| < Θ. Wegen
tc(x) = x∪
⋃
y∈x tc(y) folgt aus der Regularita¨t von Θ auch | tc(x)| < Θ, also
x ∈ H(Θ).
(iii) Sei x ∈ H(Θ) und y ⊆ x. Da H(Θ) transitiv ist, gilt x ⊆ H(Θ), also
auch y ⊆ H(Θ). Ferner ist y ⊆ x ⊆ tc(x), also |y| ≤ |x| ≤ | tc(x)| < Θ. Nach
(ii) gilt also y ∈ H(Θ). ¤
Mit Hilfe des obigen Lemmas zeigt man leicht, daß H(Θ) auch gegen viele
Operationen, die wir ha¨ufig benutzen, abgeschlossen ist. Sind beispielsweise
x, y ∈ H(Θ) und ist f : x → y, so sind auch
⋃
x, x ∪ y, x ∩ y, {x}, {x, y},
(x, y), x× y, f , Db(f), Wb(f) und f(x) Elemente von H(Θ).
Leider sind die Mengen H(Θ) fu¨r unsere Zwecke zu groß. Um kleinere Teil-
mengen von H(Θ) mit hinreichenden Abgeschlossenheitseigenschaften zu er-
halten, betrachten wir H(Θ) in der folgenden Weise als Modell der Mengen-
lehre.
Ist ϕ(x0, . . . , xn) eine Formel
1, M eine Menge und sind x0, . . . , xn ∈ M ,
so steht die Aussage
”
in M gilt ϕ(x0, . . . , xn)“ und die von uns dafu¨r ver-
wendete Schreibweise M |= ϕ(x0, . . . , xn) fu¨r die Relativierung der Formel
1Mit Formel ist stets eine Formel der Pra¨dikatenlogik erster Stufe zur Sprache der
Mengenlehre, also mit dem zweistelligen Pra¨dikat ∈, gemeint. Da die Resultate dieser
Arbeit als
”
in ZFC beweisbar“ zu verstehen sind, wir aber selbstversta¨ndlich auf ei-
ne – im Prinzip durchfu¨hrbare – formale Ausarbeitung verzichten, verstehen wir auch
Eigenschaften wie z. B.
”
x ist transitiv“ als Formeln, hier beispielsweise als die Formel
∀y (y ∈ x⇒ ∀z (z ∈ y ⇒ z ∈ x)). In diesem Sinne sind Aussagen u¨ber Formeln natu¨rlich
als metasprachliche Bemerkungen zu verstehen.
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ϕ(x0, . . . , xn) bzgl.M . Diese Relativierung ist grob gesprochen diejenige For-
mel, die entsteht, wenn man alle Vorkommen von ∀x und ∃x in ϕ(x0, . . . , xn)
durch ∀x ∈ M bzw. ∃x ∈ M ersetzt, und wird mit ϕ(x0, . . . , xn)
M bezeich-
net.
Eine genauere Einfu¨hrung zu diesem Thema findet der Leser in [4] oder in [6].
Dort wird z. B. auch mit Hilfe der starken Abgeschlossenheitseigenschaften
gezeigt, daß fu¨r u¨berabza¨hlbare regula¨re Kardinalzahlen Θ alle Axiome von
ZFC bis auf das Potenzmengenaxiom in H(Θ) gelten.
Anstelle der Mengen H(Θ) verwenden wir die im folgenden definierten ele-
mentaren Unterstrukturen. Dadurch erhalten wir mit Hilfe des Satzes von
Lo¨wenheim und Skolem kleinere Mengen, verlieren jedoch die starken Abge-
schlossenheitseigenschaften aus Lemma 3.4. Die Abgeschlossenheit gegenu¨ber
vielen mengentheoretischen Operationen gewinnen wir jedoch spa¨ter mit Hil-
fe der Absolutheit von Formeln zuru¨ck. Wir beginnen nun damit, das hier
skizzierte Vorgehen zu pra¨zisieren.
Definition 3.5 Eine MengeM ⊆ H(Θ) heißt elementare Unterstruktur
von H(Θ), falls fu¨r alle Formeln2 ϕ(x1, . . . , xn) und alle x1, . . . , xn ∈M gilt
M |= ϕ(x1, . . . , xn)⇔ H(Θ) |= ϕ(x1, . . . , xn).
Die Existenz kleinstmo¨glicher elementarer Unterstrukturen, die gewisse vor-
gegebene Elemente enthalten, liefert der folgende Satz.
Satz 3.6 (Lo¨wenheim, Skolem) Es sei Θ eine regula¨re Kardinalzahl und
X ⊆ H(Θ). Dann existiert eine elementare Unterstruktur M von H(Θ) mit
X ⊆M und |M | ≤ |X| · ℵ0.
2Der aufmerksame Leser wird bemerken, daß es sich in dieser Form nicht um eine forma-
le Definition handelt. Um eine formal korrekte Definition und einen Beweis des folgenden
Satzes durchfu¨hren zu ko¨nnen, mu¨ßten wir zu jeder Formel ϕ als formales Gegenstu¨ck eine
Menge (d. h. genauer ein Klassenterm) pϕq definieren. Damit wa¨re es mo¨glich, eine geeig-
nete formale Relation |= zu definieren und schließlich durch metasprachliche Induktion
u¨ber den Aufbau der Formeln zu zeigen, daß fu¨r jede Formel ϕ(x0, . . . , xn) gilt
∀M ∀a0, . . . , an ∈M
((
M, (a0, . . . , an)
)




Dies wu¨rde dazu fu¨hren, das (formal korrekt definierte) elementare Unterstrukturen insbe-
sondere die in der Definition angegebene Eigenschaft besitzen. Daher ignorieren wir dieses
Problem und verwenden die obige, fu¨r unsere Zwecke besser geeignete, Definition.
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Um auch fu¨r elementare Unterstrukturen die Abgeschlossenheit gegenu¨ber
vielen mengentheoretischen Operationen zu erhalten, verwenden wir den fol-
genden metasprachlichen Begriff.
Definition 3.7 Eine Eigenschaft ϕ(x1, . . . , xn) heißt absolut fu¨r eine Men-
ge M , falls fu¨r alle x1, . . . , xn ∈M gilt
ϕ(x1, . . . , xn)⇔M |= ϕ(x1, . . . , xn).
Das folgende Lemma ist grundlegend fu¨r die Anwendung absoluter Formeln,
um Abgeschlossenheitseigenschaften von H(Θ) auf elementare Unterstruktu-
ren zu u¨bertragen.
Lemma 3.8 Ist ϕ(~x, y) absolut fu¨r H(Θ) und gilt
∀~x ∈ H(Θ) ∃y ∈ H(Θ) ϕ(~x, y),
so gilt auch fu¨r jede elementare Unterstruktur M von H(Θ)
∀~x ∈M ∃y ∈M ϕ(~x, y).
Insbesondere gilt: Ist F (~x) eine Operation, gegen die H(Θ) abgeschlossen ist
und ist die Formel y = F (~x) absolut fu¨r H(Θ), so ist auch jede elementare
Unterstruktur von H(Θ) abgeschlossen gegen F (~x).
Um Formeln zu erhalten, die absolut fu¨r H(Θ) sind, la¨ßt sich die Transiti-
vita¨t von H(Θ) verwenden. So sind Formeln, die nur beschra¨nkte Quantoren
der Form ∃x ∈ y, ∀x ∈ y enthalten, absolut fu¨r jede transitive Menge. Da-
mit erha¨lt man z. B. die Absolutheit der entsprechenden Formeln fu¨r die im
Anschluß an Lemma 3.4 angegebenen Beispiele.
Tatsa¨chlich besitzt das Modell H(Θ) weitaus sta¨rkere Absolutheitseigen-
schaften; in [2] findet man eine ausfu¨hrliche Beschreibung dieses Sachver-
haltes. Auch die von uns im folgenden beno¨tigten absoluten Formeln kann
man entweder dort finden oder leicht selbst herleiten.
Wir geben noch ein erstes einfaches Beispiel fu¨r die Verwendung dieser Me-
thode an, das wir spa¨ter verwenden ko¨nnen.
Lemma 3.9 Es seien λ < Θ regula¨re Kardinalzahlen, E ein Club in λ und
M eine elementare Unterstruktur von H(Θ) mit λ,E ∈ M und |M | < λ.
Dann ist sup(M ∩ λ) ∈ E.
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Beweis: Es gilt ∀α < λ ∃β ∈ E α < β. Da diese Formel absolut fu¨r H(Θ)
ist und λ,E ∈ M gilt, erhalten wir auch M |= ∀α < λ ∃β ∈ E α < β. Dies
bedeutet aber gerade
∀α ∈M ∩ λ ∃β ∈M ∩ E α < β.
Wegen |M | < λ und da λ regula¨r ist, gilt sup(M ∩λ) < λ. Weil E ein Club in
λ ist, reicht es noch zu zeigen, daß sup(M ∩λ) ein Ha¨ufungspunkt von E ist.
Sei dazu γ < sup(M ∩λ). Dann existiert ein α ∈M ∩λ mit γ < α. Aufgrund
der obigen Aussage existiert dazu ein β ∈ M ∩ E mit α < β. Wegen E ⊆ λ
gilt auch β ∈M ∩ λ, also γ < β ≤ sup(M ∩ λ) und β ∈ E. ¤
Zum Abschluß verfeinern wir unsere Methode noch durch den folgenden Be-
griff.
Definition 3.10 Eine Folge (Mξ : ξ < κ) heißt eine Approximationsfolge
in H(Θ), falls fu¨r alle ξ < κ gilt:
(i) Mξ ist eine elementare Unterstruktur von H(Θ).
(ii) Mξ ⊆Mξ+1.
(iii) Ist ξ Limeszahl, so ist Mξ =
⋃
ζ<ξMζ .
(iv) (Mζ : ζ ≤ ξ) ∈Mξ+1.
Die Eigenschaften (i) bis (iii) besagen, daß eine Approximationsfolge in H(Θ)
eine stetige Kette von elementaren Unterstrukturen von H(Θ) ist. Durch ein
weiteres Standardresultat der Modelltheorie erhalten wir wieder Approxi-
mationsfolgen, die evtl. vorgegebene Elemente enthalten, aber nicht zu groß
werden.
Lemma 3.11 Es sei M eine Kette von elementaren Unterstrukturen von
H(Θ), d. h. fu¨r alle M,N ∈ M gelte M ⊆ N oder N ⊆ M . Dann ist auch⋃
M eine elementare Unterstruktur von H(Θ).
Lemma 3.12 Seien µ > ℵ0 regula¨r und κ ≤ µ. Es sei X ⊆ H(Θ) mit
|X| < µ und fu¨r ξ < κ sei Yξ ⊆ H(Θ) mit |Yξ| < µ. Dann existiert eine
Approximationsfolge (Mξ : ξ < κ) in H(Θ) mit X ⊆ M0, Yξ ⊆ Mξ+1 und
|Mξ| < µ fu¨r alle ξ < κ.
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Beweis: Wa¨hle eine elementare Unterstruktur M0 von H(Θ) mit X ⊆ M0
und |M0| ≤ |X| · ℵ0 < µ.
Im Nachfolgerschritt wa¨hle Mξ+1 mit Mξ ∪ Yξ ∪ {(Mζ : ζ ≤ ξ)} ⊆Mξ+1 und
|Mξ+1| ≤ (|Mξ|+ |Yξ|+ 1) · ℵ0 < µ.
Ist ξ < κ Limeszahl, so gilt |
⋃
ζ<ξMζ | < µ, denn es gilt κ ≤ µ und µ ist
regula¨r. Also setzen wir Mξ :=
⋃
ζ<ξMζ . ¤
Die folgenden nu¨tzlichen Lemmata zeigen, wie insbesondere Eigenschaft (iv)
der Definition der Approximationsfolgen dafu¨r sorgt, daß die Strukturen sehr
reichhaltig werden.
Lemma 3.13 Es sei (Mξ : ξ < κ) eine Approximationsfolge in H(Θ). Dann
gilt fu¨r alle ξ < κ:
(i) ξ ⊆Mξ.
(ii) Ist ζ < ξ, so ist Mζ ∈Mξ.
Beweis: Offensichtlich gilt zuna¨chst fu¨r alle ζ < ξ < κ die Eigenschaft
Mζ ⊆ Mξ. Wir verwenden nun die Abgeschlossenheit von H(Θ) gegenu¨ber
den Operationen Db(f),
⋃
x und f(x) sowie die Absolutheit der entspre-
chenden Formeln.
Ist ξ < κ, so gilt ξ + 1 = Db(Mζ : ζ ≤ ξ) ∈ Mξ+1. Also gilt fu¨r ζ < ξ stets
ζ =
⋃
(ζ + 1) ∈ Mζ+1 ⊆ Mξ, damit ist also ξ ⊆ Mξ gezeigt. Ferner ist auch
Mζ = (Mξ : ξ ≤ ζ)(ζ) ∈Mζ+1 ⊆Mξ, also ist (ii) bewiesen. ¤
Lemma 3.14 Seien λ < Θ regula¨r und (Mξ : ξ < κ) eine Approxima-
tionsfolge in H(Θ) mit λ ∈ M0 und |Mξ| < λ fu¨r alle ξ < κ. Dann ist
(sup(Mξ ∩ λ) : ξ < κ) eine Normalfolge von Ordinalzahlen kleiner als λ.
Beweis: Wegen |Mξ| < λ gilt sup(Mξ ∩ λ) < λ fu¨r alle ξ < κ. Die Stetigkeit
der Folge folgt sofort aus der Stetigkeit der Folge (Mξ : ξ < κ). Es bleibt also
noch sup(Mζ ∩λ) < sup(Mξ ∩λ) fu¨r ζ < ξ < κ zu zeigen. Ist also ζ < ξ < κ,
so gilt Mζ ∈ Mξ nach vorherigem Lemma. Ferner ist nach Voraussetzung
λ ∈M0 ⊆Mξ. Damit folgt auch Mζ ∩ λ ∈Mξ sowie η := sup(Mζ ∩ λ) ∈Mξ.
Schließlich erhalten wir auch η+1 = η∪{η} ∈Mξ ∩λ, also gilt offensichtlich
sup(Mζ ∩ λ) < η + 1 ≤ sup(Mξ ∩ λ). ¤
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3.2 Zwei kombinatorische Resultate
Wir beginnen diesen Abschnitt mit einem Resultat u¨ber sogenannte
”
club
guessing sequences“, das von S. Shelah stammt. Zusammen mit den modell-
theoretischen Methoden des vorherigen Abschnittes verwenden wir dieses Re-
sultat schließlich, um das ebenfalls von S. Shelah stammende Hauptergebnis
dieses Kapitels zu beweisen.
Definition 3.15 Es sei λ eine u¨berabza¨hlbare regula¨re Kardinalzahl. Eine
Folge (Cα : α ∈ S) heißt Clubfolge in λ, falls S ⊆ Lim stationa¨r in λ ist
und fu¨r alle α ∈ S die Menge Cα ein Club in α mit otpCα = cf(α) ist.
Die Existenz einer Clubfolge ist trivial, denn ist α eine Limeszahl, so existiert
stets ein Club C in α mit otpC = cf(α). Wir wollen jedoch die Existenz einer
Clubfolge beweisen, die zusa¨tzlich die im folgenden definierte Eigenschaft
besitzt.
Definition 3.16 Eine Clubfolge (Cα : α ∈ S) in λ heißt vorhersagend,
falls zu jedem Club E in λ ein α ∈ S mit Cα ⊆ E existiert.
Ziel ist es, unter bestimmten Voraussetzungen eine vorhersagende Clubfolge
zu konstruieren. Dazu wird uns die folgende Operation nu¨tzlich sein, die wir
aus [5] u¨bernehmen.
Definition 3.17 Es seien C,E ⊆ ON Mengen. Dann definieren wir
DropE(C) := {sup(E ∩ γ) : γ ∈ C}.
Das folgende Lemma zeigt, daß wir mit Hilfe dieser Operation einen Club C
in α < λ in einen gegebenen Club E in λ
”
versenken“ ko¨nnen, wobei auch
das Ergebnis DropE(C) an genu¨gend vielen Stellen wieder ein Club in α ist.
Die Idee des Beweises von Satz 3.20 ist dann, dies so oft zu wiederholen,
bis das Ergebnis eine vorhersagende Clubfolge ist. Um dies oft genug tun zu
ko¨nnen, beno¨tigen wir die Voraussetzung κ+ < λ und erhalten dann eine
vorhersagende Clubfolge der Form (Cα : α ∈ S
λ
κ).
Lemma 3.18 Es sei α < λ, E ⊆ λ ein Club in λ und C ⊆ α ein Club in α.
Dann gilt:
3.2. Zwei kombinatorische Resultate 42
(i) DropE(C) ⊆ E.
(ii) otpDropE(C) ≤ otpC.
(iii) Ist α ein Ha¨ufungspunkt von E, so ist DropE(C) ein Club in α.
Beweis: (i) Sei β ∈ DropE(C), d. h. es gibt ein γ ∈ C mit β = sup(E ∩ γ).
Angenommen, es ist β /∈ E. Wir zeigen β = sup(E ∩ β) (und erhalten einen
Widerspruch, da E ein Club ist). Offensichtlich gilt β ≥ sup(E ∩ β). Ist
umgekehrt δ < β = sup(E ∩ γ), so existiert ein ε ∈ E ∩ γ mit δ < ε ≤ β.
Aufgrund der Annahme β /∈ E folgt sogar δ < ε < β, also ist δ < ε ∈ E ∩ β




α 7→ sup(E ∩ α)
ist monoton wachsend und sur-
jektiv, also folgt die Behauptung.
(iii) Wir zeigen zuna¨chst, daß δ < λ genau dann ein Ha¨ufungspunkt von
DropE(C) ist, wenn δ sowohl Ha¨ufungspunkt von E als auch Ha¨ufungspunkt
von C ist.
Sei also δ ein Ha¨ufungspunkt von DropE(C). Dann existiert zuna¨chst ei-
ne streng monoton wachsende Folge (δi : i < cf(δ)) von Elementen von
DropE(C) ∩ δ, die unbeschra¨nkt in δ ist.
Nach Definition von DropE(C) existieren ferner γi ∈ C mit δi = sup(E ∩ γi).
Offensichtlich gilt δi ≤ γi. Wegen sup(E ∩ γi) = δi < δi+1 = sup(E ∩ γi+1)
ko¨nnen wir weiterhin εi ∈ E ∩ γi+1 wa¨hlen mit δi < εi. Es folgt εi ≤ δi+1
sowie γi ≤ εi. (Wa¨re εi < γi, so wa¨re εi ≤ sup(E ∩ γi) = δi im Widerspruch
zur Wahl von εi.) Insgesamt erhalten wir also δi ≤ γi ≤ εi ≤ δi+1 < δ,
d. h. es gilt δ = sup {γi : i < cf(δ)}︸ ︷︷ ︸
⊆C∩δ
= sup {εi : i < cf(δ)}︸ ︷︷ ︸
⊆E∩δ
, also ist δ sowohl
Ha¨ufungspunkt von C als auch von E.
Sei umgekehrt δ ein Ha¨ufungspunkt von C und E. Um zu zeigen, daß δ ein
Ha¨ufungspunkt von DropE(C) ist, sei β < δ. Dann existiert ein ε ∈ E∩δ mit
β < ε sowie ein γ ∈ C∩δ mit ε < γ. Es folgt β < ε ≤ sup(E∩γ) ∈ DropE(C)
und sup(E ∩ γ) ≤ γ < δ.
Nun ko¨nnen wir leicht (iii) zeigen: Zuna¨chst gilt sicher DropE(C) ⊆ α, denn
ist β ∈ DropE(C), so existiert ein γ ∈ C ⊆ α mit β = sup(E ∩ γ) ≤ γ < α.
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DropE(C) ist unbeschra¨nkt in α, denn α ist nach Voraussetzung ein Ha¨u-
fungspunkt von E und C.
Außerdem ist DropE(C) abgeschlossen, denn ist δ < α ein Ha¨ufungspunkt
von DropE(C), so ist δ auch ein Ha¨ufungspunkt von C. Da C ein Club ist,
folgt δ ∈ C, also sup(E ∩ δ) ∈ DropE(C) nach Definition. Weil δ auch ein
Ha¨ufungspunkt von E ist, folgt δ = sup(E ∩ δ). ¤
Korollar 3.19 Es sei (Cα : α ∈ S) eine Clubfolge in λ und E ein Club in
λ. Dann ist auch (DropE(Cα) : α ∈ S ∩ accE) eine Clubfolge in λ.
Beweis: Da auch accE ein Club in λ ist, ist zuna¨chst S ∩ accE ⊆ Lim stati-
ona¨r in λ. Nach dem vorherigen Lemma ist fu¨r alle α ∈ S ∩ accE die Menge
DropE(Cα) ein Club in α. Insbesondere gilt dann cf(α) ≤ otpDropE(Cα).
Wiederum aus dem vorherigen Lemma folgt schließlich auch noch die Un-
gleichung otpDropE(Cα) ≤ otpCα = cf(α). ¤
Wir sind nun in der Lage, einen Satz u¨ber die Existenz von vorhersagenden
Clubfolgen zu beweisen.
Satz 3.20 (Shelah) Seien κ, λ regula¨r, κ+ < λ. Dann existiert eine vor-
hersagende Clubfolge (Cα : α ∈ S
λ
κ).
Beweis: Es sei (Cα : α ∈ S
λ
κ) eine Clubfolge. Wir zeigen: Es existiert ein Club
E ⊆ λ, so daß die Folge (DropE(Cα) : α ∈ S
λ
κ ∩ accE) eine vorhersagende
Clubfolge ist.
Angenommen, dies ist nicht der Fall. Wir konstruieren eine absteigende Folge
(Eξ : ξ < κ
+) von Clubs in λ wie folgt:
Es sei E0 := λ. Ist Eξ gewa¨hlt, so sei C
ξ
α := DropEξ(Cα) fu¨r alle α ∈ S
λ
κ . Dann
ist (Cξα : α ∈ S
λ
κ∩accEξ) nach Korollar 3.19 wieder eine Clubfolge. Aufgrund
unserer Annahme ist sie jedoch nicht vorhersagend, also existiert ein Club
Eξ+1, so daß fu¨r alle α ∈ S
λ
κ ∩ accEξ gilt C
ξ
α 6⊆ Eξ+1. Verkleinern wir den
Club Eξ+1, so bleibt diese Eigenschaft erhalten, also ko¨nnen wir o. B. d.A.
Eξ+1 ⊆ Eξ annehmen.
Ist ξ < κ+ eine Limeszahl, so setzen wir Eξ :=
⋂
ζ<ξ Eζ . Damit ist die
Definition abgeschlossen.
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Sei nun E :=
⋂
ξ<κ+ Eξ. Dann ist E wiederum ein Club in λ. Wir ko¨nnen
nun δ ∈ Sλκ ∩ accE wa¨hlen. Dann ist δ ∈ accEξ fu¨r alle ξ < κ
+.
Als na¨chstes zeigen wir, daß die Folge (Cξδ : ξ < κ
+) konstant ab einem
ζ < κ+ ist: Ist β ∈ Cδ, so ist (sup(Eξ ∩ β) : ξ < κ
+) eine monoton fallende
Folge von Ordinalzahlen aus Cξδ ⊆ δ, also existieren ζβ < κ
+ und δβ < δ mit
∀ξ ∈ κ+ \ ζβ sup(Eξ ∩ β) = δβ.
Setzen wir ζ := supβ∈Cδ ζβ < κ
+, so gilt fu¨r alle ξ ∈ κ+ \ ζ
Cξδ = DropEξ(Cδ) = {sup(Eξ ∩ β) : β ∈ Cδ} = {δβ : β ∈ Cδ}.
Da die letzte Menge gar nicht mehr von ξ abha¨ngt, folgt also die Behauptung.
Insbesondere gilt also Cζ+1δ = C
ζ
δ 6⊆ Eζ+1 nach Wahl von Eζ+1. Nach Lem-
ma 3.18 gilt jedoch Cζ+1δ = DropEζ+1(Cδ) ⊆ Eζ+1, ein Widerspruch der
beweist, daß unsere Annahme falsch ist.
Also erhalten wir einen Club E in λ, so daß (DropE(Cα) : α ∈ S
λ
κ ∩ accE)
eine vorhersagende Clubfolge ist. Setzen wir diese Folge zu einer Clubfolge
auf ganz Sλκ fort, so ist diese Clubfolge ebenfalls vorhersagend, also ist der
Satz bewiesen. ¤
Es ist mo¨glich, sta¨rkere Resultate dieser Form zu erhalten, z. B. la¨ßt sich
unter denselben Voraussetzungen eine Clubfolge (Cα : α ∈ S
λ
κ) angeben, so
daß fu¨r jeden Club E in λ die Menge {α ∈ Sλκ : Cα ⊆ E} stationa¨r in λ ist.
S. Shelah hat einen ganzen Zoo von Variationen zu diesem Thema untersucht.
Wir begnu¨gen uns hier mit der einfachsten Variante, da sie ausreicht, um das
nun folgende Resultat zu beweisen. Dieses Resultat steht in engem Zusam-
menhang mit dem von S. Shelah definierten Ideal I[λ], auf dessen explizite
Definition wir hier jedoch verzichten.
Der interessierte Leser findet in [9], Kapitel I den Hinweis, daß die Existenz
eines stationa¨ren Menge S ⊆ Sλκ , die ein Element von I[λ] ist, eine hinrei-
chende Bedingung fu¨r die Existenz von Generatoren ist. Der Beweis, daß eine
solche Menge existiert, gelang S. Shelah erst spa¨ter und kann in [8] gefunden
werden. Wir kombinieren die dort in 1.2 bis 1.5 erzielten Resultate zu dem
folgenden Satz.
Dazu sei jedoch noch bemerkt, daß wir wiederum nicht das sta¨rkstmo¨gliche
Resultat darstellen. Die Voraussetzung κ++ < λ ließe sich noch zu κ+ < λ
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abschwa¨chen, fu¨r uns reicht aber das folgende Ergebnis. Die Darstellung lehnt
sich im wesentlichen an die Darstellung in [5] an.
Satz 3.21 (Shelah) Seien κ, λ regula¨r, κ++ < λ. Dann existiert eine Folge
(cα : α < λ) mit
(i) cα ⊆ α, |cα| ≤ κ,
(ii) ist β ∈ cα, so gilt cβ = cα ∩ β,
so daß die Menge
S = {α ∈ Sλκ : sup cα = α}
stationa¨r in λ ist.
Beweis: Es sei zuna¨chst C¯ = (Cα : α ∈ S
κ++
κ ) eine vorhersagende Clubfolge,
die nach Satz 3.20 existiert. Als na¨chstes sei Θ > λ regula¨r. Wir wa¨hlen eine
Approximationsfolge M¯ = (Mε : ε < λ) in H(Θ) mit κ
++∪{κ++, λ, C¯} ⊆M0
und |Mε| < λ fu¨r alle ε < λ.
Ferner sei (γε : ε < λ) eine in λ kofinale Normalfolge, so daß wir fu¨r alle
ε < λ eine injektive Funktion
Fε :Mε → (γε+1 \ γε) ∩ Succ
wa¨hlen ko¨nnen. (Zum Beispiel kann man sich u¨berlegen, daß die Definition
γε := sup(Mε∩λ) fu¨r ε < λ eine solche Normalfolge liefert; die Existenz einer
solchen Folge ist aber wegen |Mε| < λ fu¨r alle ε < λ in jedem Falle trivial.)
Wir definieren ferner fu¨r alle ε < λ
Pε :=Mε ∩ P(ε).
Ist x ∈
⋃
ε<λ Pε, so sei
ε(x) := min{ε < λ : x ∈ Pε}.
Zusa¨tzlich verabreden wir fu¨r x, y ⊆ λ die Schreibweise y ≺ x, falls y ein
echtes Anfangsstu¨ck von x ist, d. h. falls es ein ξ ∈ x mit y = x∩ ξ gibt. Wir
bemerken dazu, daß mit x ∈ Pε auch jedes Anfangsstu¨ck von x ein Element
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von Pε ist. (Ist na¨mlich x ∈ Pε ⊆ Mε, so ist auch otpx ∈ Mε und es gibt
ein f ∈ Mε, so daß f : otpx → x der eindeutige Ordnungsisomorphismus
ist. Ferner ist x ∈ P(ε), also gilt otpx ≤ supx ≤ ε ⊆ Mε. Ist nun y ≺ x, so
existiert ein γ < otpx ⊆Mε mit y = f [γ]. Mit f, γ ∈Mε ist schließlich auch
y ∈Mε.)
Insbesondere folgt also aus y ≺ x auch ε(y) ≤ ε(x). Eine Menge x ∈
⋃
ε<λ Pε
nennen wir minimal, falls fu¨r alle y ≺ x gilt ε(y) < ε(x).
Wir wollen nun die Folge (cα : α < λ) definieren. Dabei werden wir wie
folgt vorgehen: Zuna¨chst definieren wir cα fu¨r alle Nachfolgerzahlen, also alle
α ∈ λ∩Succ. Da jede Menge cα nur Nachfolgerzahlen enthalten wird, ko¨nnen
wir jetzt bereits die gewu¨nschten Eigenschaften nachweisen.
Um cα auch fu¨r Limeszahlen zu definieren, zeigen wir dann, daß die Menge
S = {α ∈ Sλκ : ∃c ⊆ α ∩ Succ (sup c = α, |c| ≤ κ,∀β ∈ c cβ = c ∩ β)}
stationa¨r in λ ist. Dann reicht es, fu¨r α ∈ S die Menge cα gema¨ß der Definition
der Menge S zu wa¨hlen und sonst cα = ∅ zu setzen.
Sei also nun α ∈ λ∩Succ. Falls kein x ∈
⋃
ε<λ Pε mit |x| ≤ κ und α = Fε(x)(x)
existiert, setzen wir cα := ∅.
Falls jedoch ein solches x existiert, so ist es aufgrund der Wahl der Funktionen
Fε eindeutig durch α bestimmt. Wir setzen dann
cα := {Fε(y)(y) : y ≺ x, ε(y) < ε(x), y minimal}.
Ebenfalls nach Wahl der Funktionen Fε ist cα ⊆ Succ. Wir zeigen nun die
Eigenschaften (i) und (ii) fu¨r alle Nachfolgerzahlen α < λ.
Sei dazu α ∈ λ ∩ Succ. Ist cα = ∅, so ist nichts zu zeigen. Sei also ferner
x ∈
⋃
ε<λ Pε mit |x| ≤ κ und α = Fε(x)(x).
(i) Ist y ≺ x mit ε(y) < ε(x), so gilt Fε(y)(y) < γε(y)+1 ≤ γε(x) ≤ Fε(x)(x) = α,
also gilt cα ⊆ α.
Aus |x| ≤ κ folgt |cα| ≤ κ, da jedes Element von cα durch ein echtes An-
fangsstu¨ck von x gegeben wird.
(ii) Es sei β ∈ cα. Wir haben cβ = cα ∩ β zu zeigen. Zuna¨chst existiert nach
Definition von cα ein minimales y ≺ x mit ε(y) < ε(x) und β = Fε(y)(y).
Ist γ ∈ cβ, so existiert z ≺ y minimal mit ε(z) < ε(y) und γ = Fε(z)(z). Es
gilt dann auch z ≺ x, ε(z) < ε(x) und die Minimalita¨t von z bleibt natu¨rlich
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erhalten. Also gilt auch γ ∈ cα. Sicher gilt auch γ < β, denn es ist cβ ⊆ β
nach (i).
Ist umgekehrt γ ∈ cα ∩ β, so existiert ein minimales z ≺ x mit ε(z) < ε(x)
und γ = Fε(z)(z). Wa¨re z = y, so wa¨re β = γ. Wa¨re y ≺ z, so wa¨re aufgrund
der Minimalita¨t von z auch ε(y) < ε(z) und damit ergibt sich β < γ mit
demselben Argument wie oben. Also muß z ≺ y gelten. Da auch y minimal
ist, folgt ε(z) < ε(y), d. h. es gilt γ ∈ cβ, was zu zeigen war.
Damit sind die Mengen cα fu¨r Nachfolgerzahlen also zufriedenstellend defi-
niert. Wir zeigen nun, daß wir die Folge an genu¨gend vielen Stellen α < λ
mit cf(α) = κ geeignet fortsetzen ko¨nnen. Dazu zeigen wir zuna¨chst, daß die
Menge
T = {α ∈ Sλκ : ∃x ⊆ α(supx = α, otp x = κ,∀y ≺ x ∃ε < α y ∈ Pε)}
stationa¨r in λ ist. Sei dazu E ein Club in λ.
Wir wa¨hlen eine Approximationsfolge (Nξ : ξ < κ
++) mit |Nξ| = κ
++ fu¨r alle
ξ < κ++ und κ++ ∪ {κ++, λ, E, C¯, M¯} ⊆ N0.
Es sei θξ := sup(Nξ ∩ λ) < λ fu¨r alle ξ < κ
++. Dann ist (θξ : ξ < κ
++) eine
Normalfolge nach Lemma 3.14.
Sei θ := sup{θξ : ξ < κ
++} < λ. Dann sind κ++, θ ∈ Mθ+1, also ko¨nnen wir
f ∈Mθ+1 wa¨hlen, so daß f : κ
++ → θ eine in θ kofinale Normalfunktion ist.
Setzen wir
D := {ξ < κ++ : f(ξ) = θξ},
so istD ein Club in κ++. Nach Wahl der vorhersagenden Clubfolge C¯ existiert
ein δ < κ++ mit cf(δ) = κ, so daß Cδ ⊆ D ein Club in δ mit Ordnungstyp κ
ist.
Wegen λ,E ∈ Nδ gilt θδ = sup(Nδ ∩ λ) ∈ E nach Lemma 3.9. Wir zeigen
nun, daß auch θδ ∈ T gilt. Sicher ist cf(θδ) = cf(δ) = κ.
Setze nun x := {θξ : ξ ∈ Cδ}. Offensichtlich gilt supx = θδ und otpx = κ.
Es bleibt zu zeigen, daß fu¨r jedes echte Anfangsstu¨ck y ≺ x gilt ε(y) < θδ,
d. h. daß ein ε < θδ existiert mit y ∈ Pε.
Um dies zu zeigen, sei also y ≺ x. Dann existiert ein ζ < δ < κ++, so daß
y = {θξ : ξ ∈ Cδ ∩ ζ} = {f(ξ) : ξ ∈ Cδ ∩ ζ},
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wobei die Gleichheit der Mengen aus der Definition von D und der Wahl von
δ mit Cδ ⊆ D folgt.
Mit Hilfe von ζ, δ, C¯, f ∈ Mθ+1 erha¨lt man auch y ∈ Mθ+1. Außerdem gilt
wegen (Nξ : ξ < ζ), λ ∈ Nζ+1 auch (θξ : ξ < ζ) ∈ Nζ+1 und damit erha¨lt man
wie eben y ∈ Nζ+1. Mit λ, M¯ ∈ N0 ⊆ Nζ+1 folgt also
Nζ+1 |= ∃ε < λ (y ∈ M¯(ε) ∧ y ⊆ ε).
Wa¨hlen wir also ein ε ∈ Nζ+1∩λ mit y ∈Mε und y ⊆ ε, d. h. es ist y ∈ Pε, so
ko¨nnen wir aus ζ < δ schließen ε < θζ+1 < θδ, also ε(y) < θδ, was zu zeigen
war. Wir erhalten also, daß T stationa¨r in λ ist.
Wir beenden den Beweis, indem wir noch zeigen, daß auch die Menge
S = {α ∈ Sλκ : ∃c ⊆ α ∩ Succ (sup c = α, |c| ≤ κ,∀β ∈ c cβ = c ∩ β)}
stationa¨r in λ ist. Dazu sei wiederum E ein Club in λ. Dann ist auch
E ′ = E ∩ {α < λ : γα = α}
ein Club in λ und wir ko¨nnen ein α ∈ T ∩E ′ sowie eine Menge x ⊆ α wie in
der Definition von T wa¨hlen. Um α ∈ S zu zeigen, setzen wir
c := {Fε(y)(y) : y ≺ x, y minimal}.
Offensichtlich gilt c ⊆ Succ und |c| ≤ κ. Um c ⊆ α zu zeigen, bemerken wir,
daß nach Wahl von x fu¨r alle y ≺ x die Ungleichung ε(y) < α gilt, folglich
erhalten wir Fε(y)(y) < γε(y)+1 ≤ γα = α.
Um sup c = α zu beweisen, stellen wir fest, daß ε(y) ≤ γε(y) < Fε(y)(y) fu¨r
alle y ≺ x gilt. Daher ko¨nnen wir uns darauf beschra¨nken, zu zeigen, daß die
Menge {ε(y) : y ≺ x, y minimal} unbeschra¨nkt in α ist.
Da fu¨r y, y′ ∈
⋃
ε<λ Pε mit y ≺ y
′ stets ε(y) ≤ ε(y′) gilt, sieht man leicht, daß
{ε(y) : y ≺ x} = {ε(y) : y ≺ x, y minimal}
gilt. Also reicht es, die Unbeschra¨nktheit von {ε(y) : y ≺ x} nachzuweisen.
Ist nun ε < α, so existiert wegen supx = α ein echtes Anfangsstu¨ck y ≺ x
mit y 6⊆ ε, d. h. es ist y /∈ Pε =Mε ∩ P(ε), also ε(y) > ε.
Die letzte Aussage, na¨mlich ∀β ∈ c cβ = c ∩ β folgt wortwo¨rtlich wie im
obigen Beweis der entsprechenden Aussage fu¨r cα anstelle von c. ¤
Kapitel 4
Generatoren
In diesem Kapitel untersuchen wir vor allem das Verha¨ltnis der Ideale J<λ(H¯)
untereinander. Es wird sich herausstellen, daß fu¨r progressive Familien H¯
dieses Verha¨ltnis so einfach wie mo¨glich ist. Ist na¨mlich J<λ(H¯) $ J<λ+(H¯),
also λ ∈ pb(H¯), so existiert eine Menge B ∈ J<λ+(H¯), die dieses Ideal u¨ber
J<λ(H¯) erzeugt, d. h. es gilt J<λ+(H¯) = J<λ(H¯)[B].
4.1 Generatoren und stabile Ideale
Wir beginnen mit der oben angedeuteten Definition der Generatoren und
gehen zuna¨chst auf den Zusammenhang zum Begriff des stabilen Ideals ein.
Definition 4.1 Ist H¯ eine Familie von Halbordnungen und λ eine Kardi-
nalzahl, so nennen wir eine Menge B ∈ J<λ+(H¯) einen Generator (von
J<λ+(H¯)), falls gilt
J<λ+(H¯) = J<λ(H¯)[B],
d. h. fu¨r alle C ∈ J<λ+(H¯) gilt C \B ∈ J<λ(H¯).
Wir hatten J<λ(H¯) als das kleinste λ-ma¨chtige Ideal fu¨r H¯ definiert, falls
ein solches Ideal existiert. Die Existenz von Generatoren liefert ein weiteres
minimales Ideal, wie das folgende Lemma zeigt.





H¯/I) = λ, I stabil}.
49
4.1. Generatoren und stabile Ideale 50
Folglich ist J<λ(H¯)¹B das kleinste stabile Ideal I mit b(
∏
H¯/I) = λ.
Beweis: Es ist J<λ(H¯) $ J<λ+(H¯) nach Korollar 2.19 (iv). Also gilt sicher
B ∈ J<λ+(H¯)\J<λ(H¯) und nach Lemma 2.20 ist J<λ(H¯)¹B ein stabiles Ideal
mit b(
∏
H¯/J<λ(H¯)¹B) = λ. Insbesondere gilt damit die Inklusion ”
⊇“.
”
⊆“ Sei I ein stabiles Ideal mit b(
∏
H¯/I) = λ. Nach Korollar 2.19 (iii) gilt
zuna¨chst J<λ(H¯) ⊆ I. Es bleibt also noch A \ B ∈ I zu zeigen. Angenom-
men, es ist A \ B /∈ I. Dann ist I[B] ⊇ I ein echtes Ideal und aufgrund
der Stabilita¨t von I gilt auch b(
∏
H¯/I[B]) = λ. Andererseits ist jedoch
J<λ+(H¯) = J<λ(H¯)[B] ⊆ I[B], also mu¨ßte b(
∏
H¯/I[B]) ≥ λ+ wieder nach
Korollar 2.19 gelten, ein Widerspruch. ¤
Im Rest dieses Abschnitts wollen wir noch zeigen, daß die Existenz eines
kleinsten stabilen Ideals auch umgekehrt die Existenz eines Generators im-
pliziert. Zusammen mit dem anschließenden Lemma 4.5 liefert dies eine Al-
ternative fu¨r einen Beweis der Existenz von Generatoren.
Wir beginnen mit einem vorbereitenden Lemma. Einen Spezialfall dieses
Lemmas haben wir schon in Lemma 2.20 betrachtet.
Lemma 4.3 Sei b(
∏
H¯/I) = λ. Dann sind a¨quivalent:
(i) I ist stabil.
(ii) I ∪ J<λ+(H¯) erzeugt kein echtes Ideal.
(iii) Es gibt ein B ∈ J<λ+(H¯) mit B =I A.
Beweis:
”
(i) ⇒ (ii)“ Angenommen, es gibt ein echtes Ideal J ⊇ I ∪ J<λ+(H¯).
Dann ist wegen J ⊇ I und der Stabilita¨t von I auch b(
∏
H¯/J) = λ. Dies
widerspricht wegen Korollar 2.19 (iii) jedoch J<λ+(H¯) ⊆ J .
”
(ii)⇒ (iii)“ Gilt (ii), so existieren B ∈ J<λ+(H¯) und C ∈ I mit A = B ∪C,
also ist A \B ⊆ C ∈ I, d. h. es gilt A \B ∈ I und somit B =I A.
”
(iii) ⇒ (i)“ Sei B ∈ J<λ+(H¯) mit B =I A. Um zu zeigen, daß I stabil
ist, sei J ⊇ I ein echtes Ideal. Angenommen, es ist b(
∏
H¯/J) > λ. Nach
Korollar 2.19 (iii) gilt dann B ∈ J<λ+(H¯) ⊆ J , also ist A =I B ∈ J , ein
Widerspruch. ¤
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Wie bereits erwa¨hnt, ist Lemma 2.20 ein Spezialfall dieser Aussage: Ist na¨m-
lich B ∈ J<λ+(H¯) \ J<λ(H¯), so ist I := J<λ(H¯) ¹ B ein echtes Ideal mit
b(
∏
H¯/I) = λ und B =I A. Also gilt die Eigenschaft (iii) dieses Lemmas.
Lemma 4.4 Es sei b(
∏
H¯/I) = λ und I sei das kleinste stabile Ideal mit
dieser Eigenschaft. Dann besitzt J<λ+(H¯) einen Generator.
Beweis: Nach obigem Lemma existiert ein B ∈ J<λ+(H¯) mit B =I A, d. h. es
gilt A \B ∈ I. Wir zeigen, daß dann B ein Generator ist, also die Gleichung
J<λ+(H¯) = J<λ(H¯)[B] gilt. Die Inklusion ”
⊇“ ist klar.
”
⊆“ Wir nehmen an, daß dies nicht gilt. Dann ist J<λ(H¯)[B] sicher ein echtes
Ideal. Daher ko¨nnen wir Korollar 2.19 (iii) zweimal anwenden und erhalten
b(
∏
H¯/J<λ(H¯)[B]) = λ. Mit Hilfe von Satz 2.16 ko¨nnen wir ein stabiles Ideal
J ⊇ J<λ(H¯)[B] mit b(
∏
H¯/J) = λ wa¨hlen. Nach Voraussetzung ist I ⊆ J ,
also gilt A \ B ∈ I ⊆ J . Andererseits ist jedoch B ∈ J<λ(H¯)[B] ⊆ J , also
insgesamt A ∈ J , ein Widerspruch. ¤
Das folgende Lemma werden wir nicht verwenden. Es zeigt aber, daß ein
alternativer Beweisansatz fu¨r die Existenz der Generatoren so aussehen kann,
daß man die Eigenschaft (ii) dieses Lemmas nachweist.
Lemma 4.5 Es sei H¯ progressiv und λ ∈ pb(H¯). Dann sind a¨quivalent:
(i) Es gibt ein kleinstes stabiles Ideal J fu¨r H¯ mit b(
∏
H¯/J) = λ.
(ii) Ist Γ ⊆ {I : I ist stabiles Ideal fu¨r H¯ mit b(
∏
H¯/I) = λ} nichtleer, so
ist auch
⋂
Γ stabil fu¨r H¯.
Beweis:
”
(i) ⇒ (ii)“ Es sei J wie in (i) und Γ wie in (ii). Fu¨r alle I ∈ Γ gilt





eines stabilen Ideals offensichtlich auch stabil.
”
(ii) ⇒ (i)“ Setze Γ := {I : I ist stabiles Ideal fu¨r H¯ mit b(
∏
H¯/I) = λ}.
Wegen λ ∈ pb(H¯) und nach Satz 2.16 ist Γ 6= ∅. Also ist J :=
⋂
Γ nach (ii)
stabil und aus Korollar 2.17 (i) folgt b(
∏
H¯/J) = λ. Daher ist J offensichtlich
das kleinste Ideal mit dieser Eigenschaft. ¤
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4.2 Universelle Folgen
Wir definieren zuna¨chst die sogenannten universellen Folgen und zeigen, daß
eine solche Folge stets existiert. Als Korollar erhalten wir anschließend ein
Kriterium fu¨r die Stabilita¨t eines Ideals I, ist na¨mlich λ = b(
∏
H¯/I) und I
ein stabiles Ideal, so existiert eine Folge (fα : α < λ) von Elementen von
∏
H¯,
die fu¨r alle J ⊇ I unbeschra¨nkt bzgl. <J ist. Wir beginnen aber zuna¨chst
mit einer allgemeineren Definition.
Definition 4.6 Es sei
∏
H¯/I ein reduziertes Produkt von Halbordnungen
und λ = b(
∏




(i) f¯ ist <I-wachsend.
(ii) Ist J ⊇ I ein echtes Ideal mit b(
∏
H¯/J) = λ, so ist f¯ in
∏
H¯ unbe-
schra¨nkt bzgl. <J .
Wir beweisen nun die Existenz einer solchen universellen Folge. A¨hnliche
Resultate findet man in [1], Lemma 7.3 oder in [10], Lemma 2.8.
Satz 4.7 Sei H¯ progressiv und |A|+ < λ = b(
∏




Beweis: Fu¨r ξ ∈ ON wa¨hlen wir solange wie mo¨glich Folgen (f ξα : α < λ) von
Elementen von
∏




(ii) (f ξα : α < λ) ist <I-wachsend.
(iii) (f ξα : α < λ) ist <Jξ-unbeschra¨nkt.
(iv) ∀α < λ f ξα <Jξ+1 f
ξ+1
0 .
(v) ∀ζ < ξ ∀α < λ f ζα < f
ξ
α.
Wir zeigen zuna¨chst, daß es nicht mo¨glich ist, diese Wahl fu¨r alle ξ < |A|+
durchzufu¨hren. Angenommen, wir haben fu¨r alle ξ < |A|+ derartige Folgen
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(f ξα : α < λ) und Ideale Jξ definiert. Da
∏
H¯/I eine λ-gerichtete Halbordnung
ist und |A|+ < λ gilt, besitzt {f ξ0 : ξ < |A|
+} eine <I-obere Schranke g in∏
H¯. Wegen (iii) existiert zu jedem ξ < |A|+ ein α(ξ) < λ mit f ξ
α(ξ) 6<Jξ g,
also gilt wegen (ii) und I ⊆ Jξ
∀α ∈ λ \ α(ξ) f ξα 6<Jξ g.
Wir setzen nun α∗ := sup{α(ξ) : ξ < |A|+} < λ und erhalten fu¨r alle ξ < |A|+
Cξ := C(f
ξ
α∗ , g) /∈ Jξ.
Nach (iv) gilt andererseits f ξα∗ <Jξ+1 f
ξ+1
0 <I g, d. h. es ist Cξ ∈ Jξ+1. Nach
(v) gilt fu¨r ζ < ξ < |A|+ insbesondere f ζα∗ < f
ξ
α∗ , also Cζ ⊆ Cξ, d. h. die
Folge (Cξ : ξ < |A|
+) ist eine aufsteigende Folge von Teilmengen von A.
Fu¨r alle ξ < |A|+ gilt jedoch nach obigem Cξ ∈ Jξ+1, Cξ+1 /∈ Jξ+1, d. h. es
ist Cξ $ Cξ+1, ein Widerspruch, der beweist, daß die Definition bei einem
ξ < |A|+ abbricht.
Andererseits ko¨nnen wir sicher (f 0α : α < λ) und J0 geeignet wa¨hlen; dazu
reicht es J0 := I zu setzen und eine Folge zu wa¨hlen, die bzgl. <I wachsend
und unbeschra¨nkt ist. Eine solche Folge existiert nach Lemma 1.9.
Ferner bricht die Definition nicht an einer Limeszahl ξ < |A|+ ab. Ist na¨mlich
ξ < |A|+ eine Limeszahl und sind fu¨r alle ζ < ξ entsprechende Folgen und
Ideale definiert, so setzen wir wieder Jξ := I. Wir definieren durch Rekursion
u¨ber α < λ die Folgen (gα : α < λ) und (f
ξ
α : α < λ) von Elementen von∏
H¯. Sind diese fu¨r β < α bereits definiert, so ko¨nnen wir gα ∈
∏
H¯ wa¨hlen
mit f 0α <I gα und f
ξ
β <I gα fu¨r alle β < α, denn
∏
H¯/I ist λ-gerichtet. Da H¯
progressiv ist, ist Ha fu¨r alle a ∈ A eine |A|
+-gerichtete Halbordnung. Wegen
ξ < |A|+ finden wir also f ξα ∈
∏






α fu¨r alle ζ < ξ.
Wir zeigen nun, daß die Bedingungen erfu¨llt sind. Wegen f ξβ <I gα < f
ξ
α
gilt (ii). Wa¨re h ∈
∏
H¯ eine obere Schranke bzgl. Jξ = I, so wu¨rden wir
f 0α <I gα < f
ξ
α <I h fu¨r alle α < λ erhalten, also wa¨re auch (f
0
α : α < λ)
beschra¨nkt bzgl. <I ; dieser Widerspruch zeigt (iii). Fu¨r (iv) ist nichts zu
zeigen. Ist ζ < ξ, so gilt f ζα < f
ξ
α nach Konstruktion, also ist auch (v) erfu¨llt.
Unsere Definition bricht also bei einem ξ < |A|+ ab. Wir zeigen schließlich,
daß dann (f ξα : α < λ) die gesuchte universelle Folge ist. Angenommen, dies
ist nicht der Fall. Da die Folge <I-wachsend ist, gilt also Eigenschaft (ii)
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aus Definition 4.6 nicht, d. h. es gibt ein Ideal J ⊇ I mit b(
∏
H¯/J) = λ
sowie eine <J -obere Schranke h ∈
∏
H¯ von (f ξα : α < λ). Damit la¨ßt sich
die Konstruktion jedoch wie folgt fortsetzen. Setze Jξ+1 := J und wa¨hle
f ξ+10 ∈
∏




0 . Wegen b(
∏
H¯/J) = λ existiert
eine Folge (hα : α < λ), die bzgl. <J unbeschra¨nkt ist. Wie eben definieren
wir rekursiv u¨ber α < λ Folgen (gα : α < λ) und (f
ξ+1
α : α < λ). Ist dies
fu¨r β < α bereits durchgefu¨hrt, so wa¨hlen wir gα ∈
∏
H¯ mit hα <I gα und











α . Wie oben erhalten wir die Eigenschaften (ii), (iii)
und (v). Die Eigenschaft (iv) gilt, da fu¨r α < λ gilt f ξα <J h < f
ξ+1
0 . ¤
Als Korollar erhalten wir das bereits angeku¨ndigte Kriterium fu¨r die Stabi-
lita¨t eines Ideals I.
Korollar 4.8 Es sei H¯ eine progressive Familie von Halbordnungen, I ein
Ideal auf A und λ = b(
∏
H¯/I) > |A|+. Dann sind a¨quivalent:
(i) I ist stabil fu¨r H¯.
(ii) Es gibt eine <I-wachsende Folge (fα : α < λ), die fu¨r jedes echte Ideal
J ⊇ I unbeschra¨nkt bzgl. <J ist.
Beweis:
”
(i) ⇒ (ii)“ folgt direkt aus dem obigen Satz.
”





H¯/I) = λ nach Lemma 1.25.
b(
∏
H¯/J) ≤ λ wird gerade durch die Folge (fα : α < λ) besta¨tigt. ¤
4.3 Die Existenz von Generatoren
Die im letzten Abschnitt bewiesene Existenz von universellen Folgen wollen
wir nun verwenden, um die Existenz von Generatoren zu beweisen. Wir be-
ginnen mit einer schwa¨cheren Variante des Generatorenbegriffs, mit deren
Hilfe wir den Spezialfall 2|A| < λ lo¨sen ko¨nnen. Anschließend werden wir die-
ses Resultat mit Hilfe der kombinatorischen Resultate des letzten Kapitels
verallgemeinern.
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Lemma 4.9 Es sei H¯ = (Ha : a ∈ A) eine progressive Familie von Halbord-
nungen und |A|+ < λ. Dann existiert eine Folge (Cα : α < λ) von Elementen
von J<λ+(H¯), so daß gilt:
(i) Ist α < β < λ, so gilt Cα ⊆J<λ(H¯) Cβ.
(ii) J<λ+(H¯) ist das von J<λ(H¯) ∪ {Cα : α < λ} erzeugte Ideal.
Beweis: O.B. d.A. gelte J<λ(H¯) $ J<λ+(H¯) $ P(A), denn sonst ko¨nnen wir
Cα = ∅ bzw. Cα = A fu¨r alle α < λ wa¨hlen. Es folgt b(
∏
H¯/J<λ(H¯)) = λ
nach Korollar 2.19 (iv).
Nach Satz 4.7 ko¨nnen wir eine Folge (fα : α < λ) wa¨hlen, die universell
fu¨r
∏
H¯/J<λ(H¯) ist. Ferner existiert nach Korollar 2.19 (i) bzgl. <J
<λ+
(H¯)
eine obere Schranke g ∈
∏
H¯ von (fα : α < λ). Setzt man Cα := C(fα, g)
fu¨r α < λ, so erha¨lt man eine ⊆J<λ(H¯)-wachsende Folge von Elementen von
J<λ+(H¯).
Wir zeigen nun, daß J<λ+(H¯) das von J<λ(H¯)∪{Cα : α < λ} erzeugte Ideal,
welches wir J nennen wollen, ist. Sicher gilt J ⊆ J<λ+(H¯), denn fu¨r alle
α < λ ist Cα ∈ J<λ+(H¯).
Sei umgekehrt B ∈ J<λ+(H¯). Angenommen, es gilt B /∈ J , also B /∈ J<λ(H¯).
Dann ist J<λ(H¯)¹B nach Lemma 2.20 ein stabiles Ideal. Wegen J<λ(H¯) ⊆ J
gilt auch J<λ(H¯) ¹B ⊆ J ¹B und somit folgt b(
∏
H¯, <J¹B) = λ. Nach Wahl
der Folge (fα : α < λ) wa¨re diese also unbeschra¨nkt bzgl. <J¹B.
Fu¨r α < λ gilt jedoch C(fα, g) = Cα ∈ J , d. h. fα <J g, also ist g bzgl. <J
und damit erst recht bzgl. <J¹B eine obere Schranke. ¤
Fu¨r den speziellen Fall 2|A| < λ ergibt sich hieraus sofort die Existenz eines
Generators von J<λ+(H¯). Dies liegt schlichtweg daran, daß |J<λ+(H¯)| ≤ 2
|A|
gilt. Damit muß die Folge (Cα : α < λ) aus dem vorigen Lemma ab einem
α∗ < λ modulo J<λ(H¯) konstant sein. Die entsprechende Menge Cα∗ ist dann
der gesuchte Generator.
Der Beweis fu¨r den allgemeinen Fall wird a¨hnlich verlaufen, nur werden wir
ein anderes Argument dafu¨r finden, daß die Folge (Cα : α < λ) konstant
wird.
Korollar 4.10 Sei 2|A| < λ. Dann existiert ein Generator von J<λ+(H¯).
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Beweis: Es sei (Cα : α < λ) eine Folge von Elementen von J<λ+(H¯) wie im
vorherigen Lemma. Dann existiert zu jedem B ∈ J<λ+(H¯) ein α(B) < λ mit
B ⊆J<λ(H¯) Cα(B). Wegen J<λ+(H¯) ⊆ P(A) ist |J<λ+(H¯)| < λ; setzt man also
α∗ := sup{α(B) : B ∈ J<λ+(H¯)} < λ, so ist Cα∗ der gesuchte Generator. ¤
Die Idee, die wir verfolgen werden, um diesen Beweis zu verallgemeinern,
ist die folgende: Wir wa¨hlen die <J<λ(H¯)-wachsende Folge f¯ = (fα : α < λ)
derart, daß fu¨r jede Funktion g ∈
∏
H¯ – also auch fu¨r die im Beweis von Lem-
ma 4.9 gewa¨hlte<J
<λ+
(H¯)-Schranke – die Folge der Mengen (C(fα, g) : α < λ)
ab einem gewissen α∗ modulo J<λ(H¯) konstant ist. Dazu mu¨ssen wir die Fol-
ge (fα : α < λ) geeignet wa¨hlen. Dies wird uns durch die kombinatorischen
Hilfsmittel des letzten Kapitels ermo¨glicht. Wir beginnen mit den no¨tigen
Definitionen.
Definition 4.11 Wir nennen eine Folge c¯ = (cα : α < λ) mit cα ⊆ α
fu¨r alle α < λ im folgenden eine Bedingung (der La¨nge in λ). Eine Folge
(fα : α < λ) von Elementen von
∏
H¯ erfu¨llt die Bedingung c¯, falls fu¨r alle
α < λ und β ∈ cα gilt fβ < fα.
Der erste Schritt besteht darin, zu zeigen, daß Bedingungen, die nicht
”
zu
groß“ sind, erfu¨llt werden ko¨nnen, indem man die Elemente einer gegebenen
Folge evtl. vergro¨ßert. Dadurch erha¨lt man bei einer gegebenen unbeschra¨nk-
ten Folge z. B. wieder einer unbeschra¨nkte Folge usw.
Lemma 4.12 Es sei H¯ eine Familie von Halbordnungen mit b(
∏
H¯/I) = λ
und f¯ = (fα : α < λ) eine <I-wachsende Folge von Elementen von
∏
H¯.
Ferner sei c¯ eine Bedingung mit |cα| < min{b(Ha) : a ∈ A} fu¨r alle α < λ.
Dann existiert eine ebenfalls <I-wachsende Folge g¯ = (gα : α < λ), die die
Bedingung c¯ erfu¨llt, so daß fu¨r alle α < λ gilt fα <I gα.
Beweis: Wir definieren (gα : α < λ) rekursiv. Sei (gβ : β < α) bereits geeignet
definiert. Da
∏
H¯/I eine λ-gerichtete Halbordnung ist, existiert bzgl.<I eine
obere Schranke h ∈
∏
H¯ von {gβ : β < α}∪{fα}. Nun ko¨nnen wir fu¨r a ∈ A
den Wert gα(a) ∈ Ha als <a-Schranke von {h(a)} ∪ {gβ(a) : β ∈ cα} wa¨hlen.
(Dies wird durch die Voraussetzung |cα| < min{b(Ha) : a ∈ A} fu¨r alle α < λ
ermo¨glicht.)
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Wir weisen die gewu¨nschten Eigenschaften nach. Sei dazu α < λ. Dann ist
fα <I h < gα, also auch fα <I gα. Ebenso gilt fu¨r β < α nun gβ <I h < gα,
d. h. es ist auch gβ <I gα.
Ist ferner β ∈ cα, so gilt gβ < gα nach Konstruktion. ¤
Eine besondere Bedeutung kommt der Eigenschaft (ii) aus Satz 3.21 zu. Dies
wird durch die folgende Definition und das anschließende Lemma verdeut-
licht.
Definition 4.13 Eine Bedingung c¯ = (cα : α < λ) heißt koha¨rent, falls fu¨r
alle α < λ und β ∈ cα gilt cβ = cα ∩ β.
Lemma 4.14 Es sei c¯ eine koha¨rente Bedingung, die von der Folge f¯ erfu¨llt
wird. Fu¨r alle α < λ ist dann f¯ ¹cα eine <-wachsende Teilfolge von f¯ .
Beweis: Seien α < λ und β, γ ∈ cα mit β < γ. Wir haben fβ < fγ zu zeigen.
Aufgrund der Koha¨renz von c¯ gilt cγ = cα ∩ γ, also gilt β ∈ cγ und da f¯ die
Bedingung c¯ erfu¨llt, gilt fβ < fγ. ¤
Der Satz 3.21 besagt nun fu¨r |A|+++ < λ, daß es eine koha¨rente Bedingung
c¯ = (cα : α < λ) mit |cα| ≤ |A|
+ fu¨r alle α < λ gibt, so daß die Mengen cα
fu¨r stationa¨r viele α ∈ Sλ|A|+ unbeschra¨nkt in α ist. Fu¨r eine die Bedingung
c¯ erfu¨llende Folge (fα : α < λ) liefert dies eine bzgl. < wachsende Teilfolge
der La¨nge |A|+. Diese Idee ist ein wesentlicher Bestandteil des folgenden
Beweises.
Satz 4.15 Es sei H¯ eine progressive Familie von Halbordnungen. Fu¨r alle
Kardinalzahlen λ > |A|+++ besitzt J<λ+(H¯) einen Generator.
Beweis: O.B. d.A. sei J<λ+(H¯) % J<λ(H¯) ein echtes Ideal. Insbesondere ist
dann λ regula¨r und nach Satz 3.21 (mit κ = |A|+) ko¨nnen wir eine koha¨rente
Bedingung c¯ wa¨hlen mit |cα| ≤ |A|
+ fu¨r alle α < λ, so daß
S := {α < λ : cf(α) = |A|+ ∧ sup cα = α}
eine in λ stationa¨re Menge ist.
Ferner sei nach Satz 4.7 eine fu¨r
∏
H¯/J<λ(H¯) universelle Folge f¯ gewa¨hlt.
Diese ko¨nnen wir o. B. d.A. so wa¨hlen, daß sie die Bedingung c¯ erfu¨llt. (Die
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Voraussetzungen von Lemma 4.12 mit I = J<λ(H¯) sind erfu¨llt. Wa¨hlen wir








also ko¨nnen wir eine <J
<λ+
(H¯)-obere Schranke g ∈
∏
H¯ von f¯ wa¨hlen. Wir
setzen Cα := C(fα, g) fu¨r alle α < λ. Wie im Beweis von Lemma 4.9 folgt,
daß J<λ+(H¯) das von J<λ(H¯) ∪ {Cα : α < λ} erzeugte Ideal ist.
Ferner gilt natu¨rlich auch Cα ⊆J<λ(H¯) Cβ fu¨r alle α < β < λ, d. h. es reicht
nun zu zeigen, daß es ein α∗ < λ gibt, so daß fu¨r alle β ∈ λ \ α∗ gilt
Cα∗ =J<λ(H¯) Cβ.
Angenommen, dies ist nicht der Fall. Dann existiert ein Club E in λ, so daß
fu¨r alle α, β ∈ E mit α < β gilt Cα $J<λ(H¯) Cβ. Dann ist auch acc(E) ein
Club in λ und es gibt folglich ein δ ∈ S ∩ acc(E). Nach Definition von S gilt
sup cδ = δ und cf(δ) = |A|
+. Ferner existiert zu jedem α ∈ cδ ein β ∈ cδ \ α
mit Cα $ Cβ.
(Um dies einzusehen, sei α ∈ cδ. Dann existieren wegen δ ∈ acc(E) auch
ξ, ζ ∈ E mit α < ξ < ζ < δ. Ferner gibt es nun ein β ∈ cδ mit ζ < β.
Da f¯ die koha¨rente Bedingung c¯ erfu¨llt, gilt fα < fβ nach Lemma 4.14, d. h. es
gilt Cα ⊆ Cβ. Nach Wahl von ξ, ζ ∈ E erhalten wir außerdem die Beziehung
Cα ⊆J<λ(H¯) Cξ $J<λ(H¯) Cζ ⊆J<λ(H¯) Cβ, d. h. es folgt Cα $J<λ(H¯) Cβ.
Insgesamt gilt also Cα $ Cβ, womit die Behauptung gezeigt ist.)
Nun erha¨lt man leicht eine Menge c ⊆ cδ, die unbeschra¨nkt in δ ist, so daß fu¨r
alle α, β ∈ c mit α < β gilt Cα $ Cβ. Dann ist jedoch |c| ≥ cf(δ) = |A|+, ein
Widerspruch dazu, daß (Cα : α ∈ c) eine $-wachsende Folge von Teilmengen
von A ist. ¤
Definition 4.16 Es sei H¯ eine progressive Familie von Halbordnungen. Ist
fu¨r alle λ ∈ pb(H¯) die Menge Bλ ein Generator von J<λ+(H¯), so nennen wir
(Bλ : λ ∈ pb(H¯)) eine Generatorenfolge fu¨r H¯.
Korollar 4.17 Ist H¯ eine progressive Familie von Halbordnungen, so exi-
stiert eine Generatorenfolge fu¨r H¯.
Beweis: Ist λ ∈ pb(H¯), so existiert ein Ideal I mit λ = b(
∏
H¯/I). Da H¯ pro-
gressiv ist, gilt λ > |A|+. Die einzigen Fa¨lle, die nicht durch den obigen Satz
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abgedeckt werden, sind also λ = |A|++ und λ = |A|+++. Nach Lemma 2.21
ko¨nnen wir hier
B|A|++ := {a ∈ A : b(Ha) = |A|
++},
B|A|+++ := {a ∈ A : b(Ha) = |A|
+++}
setzen. ¤
Wir beenden dieses Kapitel mit einer Folgerung. In Satz 2.20, hatten wir ge-




stabilisieren“ la¨ßt, indem man zum Ideal I eine einzelne Menge hinzufu¨gt.
(Es ist I ¹ B = I[A \ B].) Die Existenz von Generatoren liefert ein entge-
gengesetztes Ergebnis: Ist I ein Ideal mit b(
∏
H¯/I) = λ, das nicht stabil
fu¨r H¯ ist – diese Bedingung ist offensichtlich notwendig –, so la¨ßt sich die
Beschra¨nktheitszahl durch Hinzufu¨gen einer Menge auch erho¨hen.
Lemma 4.18 Es sei H¯ progressiv und I ein Ideal, das nicht stabil fu¨r H¯ ist.





Beweis: Es sei λ := b(
∏
H¯/I). Nach Korollar 2.19 gilt J<λ(H¯) ⊆ I. Da I
nicht stabil ist, existiert ein echtes Ideal J ⊇ I mit µ := b(
∏
H¯/J) > λ.
Wieder nach Korollar 2.19 folgt J<λ+(H¯) ⊆ J<µ(H¯) ⊆ J .
Wir wa¨hlen nun einen Generator B von J<λ+(H¯) und betrachten das Ideal
I[B]. Wegen B ∈ J<λ+(H¯) ⊆ J und I ⊆ J gilt auch I[B] ⊆ J , d. h. I[B]
ist ein echtes Ideal. Ferner gilt wegen J<λ+(H¯) = J<λ(H¯)[B] ⊆ I[B] auch
b(
∏
H¯/I[B]) ≥ λ+, was zu zeigen war. ¤
Kapitel 5
Wahre Kofinalita¨ten
Zum Abschluß wollen wir auf das Verha¨ltnis der vorliegenden Arbeit zur u¨bli-
chen pcf-Theorie eingehen. Wir zeigen, daß die von uns definierten Begriffe
bei der Betrachtung von reduzierten Produkten regula¨rer Kardinalzahlen mit
den entsprechenden Begriffen der pcf-Theorie u¨bereinstimmen, so daß mit
dieser Arbeit insbesondere eine alternative Entwicklung der Grundlagen der
pcf-Theorie vorliegt.
Ferner verallgemeinern wir die Resultate u¨ber wahre Kofinalita¨ten von redu-
zierten Produkten und gehen auf den Zusammenhang zu der von S. Shelah
definierten Operation pp(λ) ein.
5.1 pcf-Theorie
In diesem Abschnitt betrachten wir Produkte von Familien (λa : a ∈ A) von
regula¨ren Kardinalzahlen als Spezialfall der bisher betrachteten Produkte.
Eine Familie dieser Form bezeichnen wir ha¨ufig entsprechend mit λ¯. Eine
solche Familie λ¯ ist progressiv, falls |A|+ < λa fu¨r alle a ∈ A gilt.
Wir beginnen mit der grundlegenden Definition der pcf-Theorie und zeigen
dann die angeku¨ndigten Ergebnisse.
Definition 5.1 Sei λ¯ eine Familie regula¨rer Kardinalzahlen. Wir definieren
die Menge der mo¨glichen Kofinalita¨ten von λ¯ durch
pcf(λ¯) := {tcf(
∏
λ¯/I) : I ∈ Id(A),
∏
λ¯/I besitzt eine wahre Kofinalita¨t}.
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Der Beweis des folgenden grundlegenden Resultats basiert auf Hilfsmitteln,
die in den vorherigen Kapiteln entwickelt wurden, na¨mlich dem Lemma 2.15
und dem Korollar 4.8
Satz 5.2 Es sei λ¯ eine progressive Familie von regula¨ren Kardinalzahlen und
I ein stabiles Ideal fu¨r λ¯. Dann besitzt
∏







Beweis: Es sei λ := b(
∏
λ¯/I). Nach Korollar 4.8 ko¨nnen wir eine <I-wach-
sende Folge (fα : α < λ) wa¨hlen, die fu¨r alle echten Ideale J ⊇ I bzgl.
<J unbeschra¨nkt ist. Ferner existiert dazu nach Lemma 2.15 eine Funktion
g ∈
∏
λ¯, so daß fu¨r alle h ∈
∏
λ¯ mit g < h die Menge
{α < λ : C(fα, g) = C(fα, h)}
unbeschra¨nkt in λ ist. Da die Folge (fα : α < λ) unbeschra¨nkt bzgl. <I ist,
existiert ein α∗ < λ mit fα∗ 6<I g. Damit ist fu¨r alle α ∈ λ \α
∗ auch fα 6<I g,
also C(fα, g) /∈ I.
Wir zeigen, daß fu¨r alle α ∈ λ \ α∗ gilt tcf(
∏
λ¯/I ¹ C(fα, g)) = λ. Dazu
reicht es zu zeigen, daß die Folge (fα : α < λ) kofinal in
∏
λ¯/I ¹C(fα, g) ist.
Sei also h ∈
∏
λ¯, o. B. d.A. sei g < h. Nach Wahl von g existiert dann ein
β ∈ λ\α mit C(fβ, g) = C(fβ, h). Wegen C(fα, g) ⊆I C(fβ, g) = C(fβ, h) gilt
C(fα, g)\C(fβ, h) = C(fα, g)∩B(fβ, h) ∈ I. Nach Definition von I ¹C(fα, g)
gilt C[h, fβ] = B(fβ, h) ∈ I ¹C(fα, g), also h ≤I¹C(fα,g) fβ <I¹C(fα,g) fβ+1.
Wir betrachten nun
J := I ∪ {B ∈ I+ : tcf(
∏
λ¯/I ¹B) = λ}.
Es ist leicht zu zeigen, daß J ein Ideal ist. Ko¨nnen wir A ∈ J zeigen, so
sind wir fertig. Sonst wa¨re J ⊇ I ein echtes Ideal, nach Wahl der Folge
(fα : α < λ) wa¨re diese auch bzgl. <J unbeschra¨nkt. Wir haben jedoch
gerade C(fα, g) ∈ J fu¨r alle α ∈ λ \ α
∗ gezeigt, also gilt fα <J g fu¨r alle
α < λ, ein Widerspruch. ¤
Wir erhalten das folgende Korollar, das zeigt, daß die von uns definierten
Begriffe mit denen der pcf-Theorie u¨bereinstimmen. So ist Teil (ii) eine aus
der pcf-Theorie bekannte Darstellung des Ideals J<λ(λ¯), vgl. etwa [10]
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Korollar 5.3 Ist λ¯ eine progressive Familie von regula¨ren Kardinalzahlen,
so gilt
(i) pcf(λ¯) = pb(λ¯),
(ii) J<λ(λ¯) = {B ⊆ A : pcf(λ¯¹B) ⊆ λ}.
Beweis: (i)
”
⊆“ ist klar, denn ist λ ∈ pcf(λ¯), so existiert ein Ideal I auf A






⊇“ Es sei λ ∈ pb(λ¯), also λ = b(
∏
λ¯/I) fu¨r ein Ideal I auf A. Nach Satz 2.16
existiert eine Menge B ∈ I+ mit λ = b(
∏
λ¯/I ¹B), so daß I ¹B ein stabiles
Ideal ist. Nach Satz 5.2 folgt λ = tcf(
∏
λ¯/I ¹B) ∈ pcf(λ¯).
(ii)
”
⊆“ Sei B ∈ J<λ(λ¯). Ist µ ∈ pcf(λ¯ ¹ B), so existiert ein Ideal J auf
B mit µ = tcf(
∏
λ¯ ¹ B/J). Setzt man I := J [A \ B], so erha¨lt man auch
µ = b(
∏
λ¯/I). Aus der Darstellung in Korollar 2.19 folgt daher µ < λ, was
zu zeigen war.
”
⊇“ Sei B ⊆ A mit pcf(λ¯ ¹B) ⊆ λ. Wir verwenden wieder die Darstellung
in Korollar 2.19. Ist I ein Ideal auf A mit A \ B ∈ I, so ko¨nnen wir nach









λ¯¹B/J ∩ P(B)) < λ. ¤
5.2 Halbordnungen mit wahren Kofinalita¨ten
Wir behandeln nun solche Produkte
∏
H¯/I, bei denen fu¨r alle a ∈ A die Fak-
toren Ha eine wahre Kofinalita¨t besitzen. Es ist bekannt, daß sich die Unter-
suchung der wahren Kofinalita¨ten solcher Produkte reduzieren la¨ßt auf die
Untersuchung von Produkten regula¨rer Kardinalzahlen. Dasselbe gilt auch
fu¨r die Beschra¨nktheitszahlen dieser Produkte und wir erhalten damit eine
Verallgemeinerung von Satz 5.2.
Lemma 5.4 Es sei H¯ eine Familie von Halbordnungen. Fu¨r alle a ∈ A
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Ferner besitzt die Halbordnung
∏
H¯/I genau dann eine wahre Kofinalita¨t,
wenn
∏






Beweis: Nach Voraussetzung ko¨nnen wir fu¨r jedes a ∈ A eine <a-wachsende
Folge (xaα : α < tcf(Ha)) von Elementen von Ha wa¨hlen, die kofinal in Ha ist.









H¯ folgendermaßen in kanonischer Weise definieren.
Ist f ∈
∏
H¯, so setze fu¨r a ∈ A





a∈A tcf(Ha) setzen wir fu¨r alle a ∈ A
ψ(g)(a) := xag(a).
Fu¨r f, f ′ ∈
∏
H¯ und g, g′ ∈
∏
a∈A tcf(Ha) zeigt man nun leicht die folgenden
Eigenschaften:
(i) f(a) ≤ ψ(ϕ(f))(a) fu¨r alle a ∈ A,
(ii) g(a) = ϕ(ψ(g))(a) fu¨r alle a ∈ A,
(iii) f ≤I f
′ ⇒ ϕ(f) ≤I ϕ(f
′),
(iv) g <I g
′ ⇒ ψ(g) <I ψ(g
′).
Mit Hilfe dieser Eigenschaften zeigen wir nun die erste Aussage des Lemmas.
”




H¯/I. Wir zeigen, daß dann auch
{ϕ(f) : f ∈ F} unbeschra¨nkt in
∏
a∈A tcf(Ha)/I ist. Angenommen, es gibt
eine obere Schranke g ∈
∏
a∈A tcf(Ha) von {ϕ(f) : f ∈ F}. Fu¨r alle f ∈ F
gilt folglich ϕ(f) <I g, also auch f ≤ ψ(ϕ(f)) <I ψ(g), d. h. ψ(g) ist eine
obere Schranke von F , ein Widerspruch.
”
≤“ Es sei G ⊆
∏
a∈A tcf(Ha) unbeschra¨nkt in
∏
a∈A tcf(Ha)/I. Wir zeigen,
daß auch die Menge {ψ(g + 1) : g ∈ G} unbeschra¨nkt in
∏
H¯/I ist, wobei
die Funktion g + 1 definiert ist durch (g + 1)(a) := g(a) + 1 fu¨r alle a ∈ A.
Angenommen, f ∈
∏
H¯ ist eine <I-obere Schranke von {ψ(g + 1) : g ∈ G}.
Fu¨r alle g ∈ G gilt dann ψ(g+1) <I f , also g < g+1 = ϕ(ψ(g+1)) ≤I ϕ(f).
Daher ist ϕ(f) eine obere Schranke von G, Widerspruch.
5.2. Halbordnungen mit wahren Kofinalita¨ten 64
Die zweite Aussage beweisen wir vo¨llig analog. Sei dazu (gα : α < λ)
eine <I-wachsende Folge von Elementen von
∏
a∈A tcf(Ha), die kofinal in∏
a∈A tcf(Ha)/I ist. Die Folge (ψ(gα) : α < λ) ist dann nach (iv) eben-
falls <I-wachsend. Ferner ist sie kofinal in
∏





a∈A tcf(Ha), also existiert ein α < λ mit ϕ(f) <I gα. Nach (i)
und (iv) folgt f ≤ ψ(ϕ(f)) <I ψ(gα).
Umgekehrt sei noch (fα : α < λ) eine <I-wachsende Folge, die kofinal
in
∏
H¯/I ist. Wir zeigen zuna¨chst, daß auch (ϕ(fα) : α < λ) kofinal in∏
a∈A tcf(Ha) ist. Sei dazu g ∈
∏
a∈A tcf(Ha). Dann existiert ein α < λ mit
ψ(g + 1) <I fα, also folgt g < g + 1 = ϕ(ψ(g + 1)) ≤I ϕ(fα), d. h. es gilt
g <I ϕ(fα).
Die Folge (ϕ(fα) : α < λ) ist zwar zuna¨chst nur ≤I-wachsend, wir haben
jedoch eben insbesondere gezeigt, daß es zu jedem α < λ ein β < λ gibt, so
daß ϕ(fα) <I ϕ(fβ) gilt. Also ko¨nnen wir die Folge zu einer <I-wachsenden
Folge der La¨nge λ ausdu¨nnen, die auch kofinal in
∏
a∈A tcf(Ha)/I ist. ¤
Wie bereits angeku¨ndigt ko¨nnen wir nun Satz 5.2 verallgemeinern.
Korollar 5.5 Es sei H¯ eine progressive Familie von Halbordnungen, die alle
eine wahre Kofinalita¨t besitzen. Dann sind a¨quivalent:
(i) I ist stabil fu¨r H¯.
(ii)
∏
H¯/I besitzt eine wahre Kofinalita¨t.
Beweis:
”
(i) ⇒ (ii)“ Wir fu¨hren die Aussage mit Hilfe von Lemma 5.4 auf
den Satz 5.2 zuru¨ck. Da I stabil fu¨r H¯ ist, ist I auch ein stabiles Ideal fu¨r











Ferner ist (tcf(Ha) : a ∈ A) eine progressive Familie von regula¨ren Kardinal-
zahlen, nach Satz 5.2 besitzt also
∏
a∈A tcf(Ha)/I eine wahre Kofinalita¨t.
Abermals nach Lemma 5.4 besitzt dann auch
∏
H¯/I eine wahre Kofinalita¨t.
”
(ii) ⇒ (i)“ Ist λ = tcf(
∏
H¯/I), so gilt fu¨r jedes Ideal J ⊇ I ebenfalls
λ = tcf(
∏
H¯/J), denn jede Folge, die bzgl. <I kofinal in
∏
H¯ ist, ist auch
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bzgl. <J kofinal in
∏










Offensichtlich la¨ßt sich ein allgemeineres Resultat nicht erwarten, wie das
folgende degenerierte Beispiel zeigt. Ist H eine Halbordnung, die keine wahre
Kofinalita¨t besitzt, so ko¨nnen wir das Produkt betrachten, das H als einzigen
Faktor besitzt, also etwa A = {0}, H0 = H. Dann ist jedes echte Ideal auf
A – es gibt nur ein einziges, na¨mlich I = {∅} – stabil fu¨r H¯, aber
∏
H¯/I ist
isomorph zu H, besitzt also keine wahre Kofinalita¨t.
Es ist es naheliegend, auf die Existenz der wahren Kofinalita¨ten aller Halb-
ordnungen Ha fu¨r a ∈ A zu verzichten und stattdessen das Produkt der
Beschra¨nktheitszahlen, also
∏
a∈A b(Ha) zu betrachten. Im folgenden gelingt
es uns jedoch nur, eine Ungleichung der Lemma 5.4 entsprechenden Aussage
zu beweisen.







Beweis: Fu¨r a ∈ A sei (xaα : α < b(Ha)) eine <a-wachsende und unbeschra¨nk-
te Folge in Ha, die nach Lemma 1.9 existiert. Ferner sei F ⊆
∏
a∈A b(Ha)
bzgl. <I unbeschra¨nkt. Zu jedem f ∈ F definieren wir nun eine Funktion
h(f) ∈
∏
H¯ wie folgt. Ist a ∈ A, so sei h(f)(a) := xaf(a). Wir wollen zeigen,
daß die Menge {h(f) : f ∈ F} unbeschra¨nkt in
∏




H¯ ist bzgl. <I eine obere Schranke. Nach Wahl der
Folgen (xaα : α < b(Ha)) existiert zu jedem a ∈ A ein α < b(Ha) mit
xaα 6<a g(a). Setze fu¨r a ∈ A
g′(a) := min{α < b(Ha) : x
a
α 6<a g(a)}.
Es ist g′ ∈
∏
a∈A b(Ha), also existiert nach Wahl von F ein f ∈ F mit
f 6<I g
′. Wir zeigen C(f, g′) ⊆ C(h(f), g) und erhalten damit auch h(f) 6<I g
im Widerspruch zur Annahme, daß g eine obere Schranke von {h(f) : f ∈ F}
bzgl. <I ist.
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Sei dazu nun a ∈ C(f, g′), d. h. f(a) 6< g′(a). Dann gilt g′(a) ≤ f(a), also
xag′(a) ≤a x
a
f(a). Nach Definition von g
′ gilt xag′(a) 6<a g(a) und damit auch
sicher h(f)(a) = xaf(a) 6<a g(a), was zu zeigen war. ¤
Immerhin la¨ßt sich mit diesem Resultat eine Darstellung fu¨r die im folgenden
Abschnitt definierten Operation pp(λ) herleiten. Ferner ko¨nnen wir mit Hilfe
eines Widerspruchsfreiheitsresultates u¨ber pp(λ) begru¨nden, warum sich die
Gleichheit der beiden im obigen Lemma betrachteten Beschra¨nktheitszahlen
nicht beweisen la¨ßt.
5.3 pp(λ)
In [9] definiert S. Shelah die Kardinalzahlfunktion ppκ(λ) fu¨r singula¨re Kar-
dinalzahlen λ und cf(λ) ≤ κ < λ als einen
”
Ersatz“ fu¨r die Funktion λκ.
Diese Definition lautet in ihrer einfachsten Form folgendermaßen.




λ¯/I) : λ¯ ∈ κ(λ ∩ Reg), I ∈ Id(κ), limI λ¯ = λ}.
Ferner sei pp(λ) := ppcf(λ)(λ).
Das folgende tiefliegende Resultat von S. Shelah verdeutlicht die Bedeutung
von reduzierten Produkten fu¨r die Kardinalzahlarithmetik.
Satz 5.8 Ist λ < ℵλ singula¨r und gilt κ
cf(λ) < λ fu¨r alle κ < λ, so ist
pp(λ) = λcf(λ).
Im Lichte dieses Satzes besitzt z. B. Shelahs beru¨hmtes Resultat die folgenden
Darstellungen.
• pp(ℵω) < ℵω4 .
• 2ℵ0 < ℵω ⇒ ℵ
ℵ0
ω < ℵω4 .
• ℵω starke Limeskardinalzahl ⇒ 2
ℵω < ℵω4 .
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Ein offensichtlicher Vorteil der ersten Darstellung liegt darin, daß keine Vor-
aussetzungen u¨ber die – auf der Basis von ZFC fast beliebigen – Werte von
2ℵn fu¨r n < ω beno¨tigt werden. Daher spricht sich S. Shelah fu¨r die Unter-
suchung der Operation pp(λ) aus und schla¨gt in [8] u. a. die Hypothese
∀λ ∈ Sing pp(λ) = λ+
als Alternative zur singula¨ren Kardinalzahlhypothese vor.
Wir wollen nun mit Hilfe von Lemma 5.6 eine andere Darstellung fu¨r ppκ(λ)
beweisen.
Lemma 5.9 Sei λ eine singula¨re Kardinalzahl und cf(λ) ≤ κ < λ. Dann gilt
ppκ(λ) = sup{b(
∏
H¯/I) : H¯ = (Hi : i < κ), I ∈ Id(κ),
lim infI(b(Hi) : i < κ) = λ}.
Beweis: Die Richtung
”
≤“ ist nach Definition von ppκ(λ) klar, denn jedes
Produkt von regula¨ren Kardinalzahlen ist natu¨rlich auch ein Produkt von
Halbordnungen. Um die Ungleichung
”
≥“ zu zeigen, seien H¯ und I wie in der
im Lemma angegebenen Menge gegeben. Da κ+ < λ = lim infI(b(Hi) : i < κ)
gilt, ist {i < κ : b(Hi) ≤ κ
+} ∈ I, also ko¨nnen wir H¯ o. B. d.A. als progressiv
annehmen.
Es ist X := {i < κ : b(Hi) ≤ λ} /∈ I. Da b(Hi) stets regula¨r ist und λ nach
Voraussetzung singula¨r ist, gilt X = {i < κ : b(Hi) < λ}.
Zuna¨chst gilt limI¹X(b(Hi) : i < κ) = λ, denn nach Lemma 1.28 ist einerseits
lim infI¹X(b(Hi) : i < κ) ≥ lim infI(b(Hi) : i < κ) = λ, andererseits gilt
{i < κ : b(Hi) > λ} = A \X ∈ I ¹X, also ist lim supI¹X(b(Hi) : i < κ) ≤ λ.
Wir ko¨nnen nun ein Ideal J ⊇ I ¹X wa¨hlen, so daß
∏
i<κ b(Hi)/J eine wahre
Kofinalita¨t besitzt. Da auch limJ(b(Hi) : i < κ) = λ gilt, erhalten wir nach
Definition von ppκ(λ) die Ungleichung
tcf(
∏
i<κ b(Hi)/J) ≤ ppκ(λ),







i<κ b(Hi)/J) = tcf(
∏
i<κ b(Hi)/J) mit Hilfe
von Lemma 5.6. ¤
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Mo¨glicherweise ist es mit dieser Darstellung einfacher, Resultate wie den oben
zitierten Shelahschen Satz zu erhalten oder unter bestimmten Annahmen
etwa pp(λ) > λ+ zu beweisen.
Ein solches Resultat verwenden wir zum Schluß noch, um zu erkla¨ren, warum
in Lemma 5.6 nicht die Gleichheit gezeigt werden konnte. In [7] hat M. Ma-
gidor unter der Annahme der Existenz gewisser großer Kardinalzahlen ein
Modell von ZFC konstruiert, in dem ℵω eine starke Limeskardinalzahl ist
und 2ℵω = ℵω+2 gilt.
Nach Satz 5.8 gilt in diesem Modell pp(ℵω) = ℵ
ℵ0
ω = 2
ℵω > ℵω+1; nach dem
nun folgenden Lemma existiert in diesem Modell also auch ein Gegenbeispiel
fu¨r die Gleichheit in Lemma 5.6. Ob sich ein solches Gegenbeispiel auch auf
der Grundlage von ZFC finden la¨ßt, muß als offene Frage stehen bleiben.
Lemma 5.10 Es sei λ singula¨r und pp(λ) > λ+. Dann existiert eine Familie






Beweis: Nach Definition von pp(λ) existiert eine Folge λ¯ = (λi : i < cf(λ))




Wir betrachten nun die Halbordnungen Hi := λi × λ
+ mit der u¨blichen
Produktordnung. Es ist b(Hi) = min{λi, λ
+} = λi fu¨r alle i < cf(λ), d. h. es
gilt auch b(
∏
i<cf(λ) b(Hi)/I) = µ > λ
+.
Um nun andererseits b(
∏
i<cf(λ)Hi/I) ≤ λ
+ zu zeigen, geben wir eine unbe-
schra¨nkte Teilmenge von
∏
i<cf(λ)Hi/I an, die die Ma¨chtigkeit λ
+ besitzt.
Sei fu¨r α < λ+ die Funktion fα definiert durch fα(i) = (0, α) fu¨r alle i < cf(λ).
Ist nun g ∈
∏
i<cf(λ)Hi, so ist g keine obere Schranke: Sei etwa g(i) = (αi, βi)
fu¨r i < cf(λ). Mit β := sup{βi : i < cf(λ)} < λ
+ folgt (0, β) 6< (αi, βi) fu¨r
alle i < cf(λ), also fβ 6<I g. Also ist {fα : α < λ
+} unbeschra¨nkt bzgl. <I
und es folgt b(
∏
H¯/I) ≤ λ+. ¤
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