Abstract-Based on the Differentiated Backprojection (DBP) framework [1-3], this paper shows that the solution to the interior problem in computed tomography is unique if a tiny a priori knowledge on the object f (x, y) is available in the form that f (x, y) is known on a small region located inside the region of interest. Furthermore, we advance the uniqueness result to obtain a more general uniqueness result which can be applied to a wider class of imaging configurations. The experimental results show evidence that the inversion corresponding to each obtained uniqueness result is stable.
I. INTRODUCTION
This paper deals with 2-D region-of-interest (ROI) reconstruction from truncated projection data [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . This problem aims at reconstructing an object on a ROI (smaller than the whole object) from a limited set of projection data measured for all lines passing through the ROI. For a long time, due to the global nature of Filtered Backprojection (FBP) method, it had been believed that the solution to this problem is not unique. However, the recent development of Differentiated Backprojection (DBP) framework by Noo et al. [1] and Pan et al. [2] clarified that this problem can be exactly solved for imaging configurations satisfying some geometrical condition. Furthermore, very recently, Defrise et al. [3] showed that the geometrical condition which assures a unique solution of the ROI reconstruction can be significantly relaxed. Their approach is also based on the DBP framework. It is also known that the DBP framework can be generalized to cone-beam tomography and other imaging geometries in a natural way [4] [5] [6] [7] [8] . An important problem which has not been investigated yet using the DBP framework is the so-called interior problem shown in Fig. 1(a) . In this problem, the ROI S is contained inside the object f (x, y) and we can measure a limited set of projection data only for all lines passing through S. Long time ago, Natterer [9] had already proved that the solution to this problem is not unique even if we know exact information on the object support. Though the interior problem has been a topic in image reconstruction for a long time [10, 11] , to our knowledge, no one have investigated this problem with the DBP framework.
The purpose of this paper is as follows. First, we show that the solution to the interior problem is unique if a tiny a priori knowledge on the object f (x, y) is available in the form H.Kudo is with the University of Tsukuba, Japan. M.Courdurier is with the Columbia University, U.S.A. F.Noo is with the University of Utah, U.S.A. M.Defrise is with the Vrije Universiteit Brussel, Belgium.
that f (x, y) is known on a small region B located inside S. The proof is based on the DBP approach similar to that by Defrise et al. [3] , i.e. we reduce the image reconstruction to the inversion of 1-D Hilbert transform along a set of straight lines by using the DBP and then show uniqueness of the Hilbert inversion. Second, we advance the uniqueness result for the interior problem to obtain a more general uniqueness result which can be applied to a wider class of imaging configurations. Third, we develop a reconstruction algorithm which can be considered an extension of the DBP-POCS (Projection Onto Convex Sets) method described in [3] , where we not only extend this method to the interior problem but also introduce a new POCS algorithm to reduce computational cost of the DBP-POCS method. The experimental results show evidence that the inversion corresponding to each obtained uniqueness result is stable. We note that an earlier version of this work had been already disclosed in November, 2006 [12] .
II. UNIQUENESS RESULTS

A. Uniqueness for the Interior Problem
This section describes the main uniqueness result for the interior problem under the assumption that a priori knowledge on the object is available in addition to measured projection data. Let f (x, y) denote a 2-D object. We assume that f (x, y) is a continuous function having a finite support. Let p(r, φ) denote parallel-beam projection data expressed as
where r is the radial variable and φ is the angle. We consider the interior problem shown in Fig. 1(a) . In this problem, we would like to reconstruct f (x, y) on a ROI S contained inside the object. We assume that S is a convex set. We can measure a limited set of projection data only for all lines passing through S. The aim in this section is to show that this problem can be exactly solved if a tiny a priori knowledge on the object f (x, y) is available in the form that f (x, y) is known on a small region B (having non-zero measure) located inside S ( Fig. 1(a) ). For simplicity, we assume that B is also a convex set.
The proof is based on the DBP approach similar to that by Defrise et al. [3] , i.e. we reduce the image reconstruction to the inversion of 1-D Hilbert transform along a set of straight lines by using the DBP and then show uniqueness of the Hilbert inversion. Let us consider a particular point z = (x 0 , y 0 ) to be reconstructed located inside S (and outside B). Then, we take a (directed) straight line L( z) passing through both z and B (such L( z) always exists). We apply the DBP to the projection data p(r, φ) along the line L( z) where the angle θ in the sign reversal factor sgn(·) is set to the tilt angle of L( z) ( Fig. 1(a) ) [1] [2] [3] :
Then, the relation between the outcome g θ (x, y) and the object f (x, y) is as follows [1] [2] [3] . We define the 1-D coordinate t along the line L( z) such that the direction of the t-axis coincides with that of L( z).
, respectively. Take the points (a, b, c, d, e, f ) on the t coordinate as shown in Fig. 1(a) , i.e. a < b < c < d < e < f, the interval a < t < f corresponds to the object support, the interval b < t < e corresponds to the ROI S, and the interval c < t < d corresponds to the region B. Then, the Hilbert transform of f (t) equals to g(t) as
where p.v. denotes Cauchy's principal value of the integral. The significance of this result is that the reconstruction of f (x, y) along the line L( z) can be reduced to the inversion of Hilbert transform expressed by Eq. (3). We make the following remark on the interval on which g(t) can be accessed in Eq. 
where we note that the constant C af is the projection data p(r, φ) measured along the line L( z) (divided by π), which is known. However, given g(t) on the limited interval b < t < e, the integral equation of Eq. (3) does not admit a unique solution for f (t) on any interval. Therefore, we use the a priori knowledge that f (t) is known on the interval c < t < d. We assume that we know a priori that
is a known function. In this case, the problem can be formulated as solving the integral equation constrained on the solution f (t):
The inversion of Eq. (5) for f (t) has essentially the same structure as that investigated by Defrise et al. [3] . However, there exist the following two differences between the both. The first difference lies in the location of the interval on which we know f (t), i.e. in [3] f (t) must be known on a segment containing a boundary of the object support, but now we only need to know f (t) on the internal segment c < t < d in Eq. (5). The second difference lies in the form of known function
is a general function in Eq. (5). Taking these differences into account, we followed the same approach as that in [3] to show that f (t) is uniquely determined on the interval b < t < e (containing z). We leave the proof for this part to Appendix A. Since the above explanation can be applied to any point z located inside S, we immediately obtain the following result.
[Result 1] Let S be a convex ROI (contained inside the object). Assume that we can measure projection data p(r, φ) for all lines passing through S. Assume that we know f (x, y) a priori on a region B (having non-zero measure) located inside S. Then, f (x, y) is uniquely determined on S.
A surprising fact is that B can be an arbitrarily small region having non-zero measure. Therefore, the a priori knowledge to assure the uniqueness can be tiny. Though we think that stability of the inversion becomes worse if the region B diminishes closer to a single point, the simulation results shown later demonstrate that a relatively small region B works well in practice.
B. Further Extensions
In this section, we extend the uniqueness result in Section II.A to a wider class of imaging configurations. The main limitation of Result 1 is that we need to measure the projection data p(r, φ) for all lines passing through the ROI S. This seems not to be an absolute requirement when a strong a priori knowledge on the object f (x, y) is available. For example, if we know f (x, y) on a larger region K inside S as shown in Fig. 1(b) , the necessary amount of projection data would be significantly reduced. Unfortunately, Result 1 is not valid to demonstrate such possibility. Hereafter, along this direction, we first describe a new uniqueness result (Result 2) and then show its proof.
[Result 2] Let S be a convex ROI (contained inside the object). Let H be a subset of S on which we can access the 1-D Hilbert transform g θ (x, y) using the DBP. Let K be a subset of S on which the object f (x, y) is known a priori. Then, f (x, y) is uniquely determined on S if the following two conditions are satisfied. (1) The subsets H and K satisfy H ∪ K = S, i.e. we know either the Hilbert transform g θ or the object f itself on every point inside S.
B is the subset of S on which we know both the Hilbert transform g θ and the object f . Then, B is a non-empty set having non-zero measure.
To avoid a confusion in the used symbols, we again note that the symbol H ("Hilbert") denotes the region on which the Hilbert transform g θ is accessible, the symbol K ("Known") denotes the region on which the object f is known, and the symbol B ("Both") denotes the region on which both g θ and f are known. We also note that, for any limited set of the projection data p(r, φ), the maximum region H on which the DBP can be computed is necessarily a convex set or a union of disjoint convex sets. In Fig. 1(b) , we show two imaging configurations for which Result 2 can be applied to show the uniqueness but Result 1 is not valid (of course, these ROIs S are contained inside the object, which is not shown in the figure). In the top example, the rectangular ROI S is a union of two squares (left and right). We can measure p(r, φ) only for all lines passing through the left square H, i.e. the Hilbert transform g θ (x, y) is accessed using the DBP on H. We know f (x, y) on the right square K. In addition, there exists a small region B on which we know both g θ (x, y) and f (x, y). Notice that, in this case, rays not passing through H (containing B) need not be measured. These simple examples would be enough to convince readers that Result 2 is stronger than Result 1, in the sense that it clearly succeeds in reducing the necessary amount of projection data when the subset K, on which f (x, y) is known a priori, is large.
We show the proof of Result 2 below. For each point z to be reconstructed located inside S (and outside B), we take a (directed) straight line L( z) passing through both z and B (such L( z) always exists), and apply the DBP along L( z). Then, from the definition of the symbols (K, H, B) , the DBP of Eq. (2) allows us to access the 1-D Hilbert transform g θ (x, y) on the region H (containing B) but not on the region K\B. Therefore, in the same way as in Eq. (5), the integral equation (constrained on the solution f (t)) to be inverted takes the following form:
where Λ, Λ H , and Λ K denote the intervals (or unions of disjoint intervals) on the t coordinate axis corresponding to the object support, the subset H, and the subset K, respectively. On the other hand, from the two conditions (1), (2) of Result 2, we know that
where Λ S and Λ B are the intervals on the t coordinate corresponding to the ROI S and the subset B, respectively. Clearly, Eq. (6) with Eq. (7) can be considered a generalization of Eq. (5). The analysis of Eq. (6) under Eq. (7) along the similar line to Defrise et al. [3] clarifies that f (t) is uniquely determined on the interval Λ S (containing z). We leave the proof for this part to Appendix B. Since the above explanation can be applied to every point located inside S, we immediately obtain Result 2. The final goal of this section is to remove the requirement that the ROI S must be convex in Result 2. A non-convex (but pathwise-connected) ROI such as those in Fig. 1(c) might appear in some imaging situations 1 . We found that uniqueness of the ROI reconstruction still holds even for the non-convex ROI if an additional geometrical condition on the configuration of the subsets (K, H, B) is satisfied. We describe the result together with the proof as follows.
[Result 3] Let S be a pathwise-connected ROI (contained inside the object) where S can be non-convex. Let us define the subsets (K, H, B) in the same way as in Result 2. Then, f (x, y) is uniquely determined on S if the following condition As described above, to apply Result 3, for any z ∈ S, all the intermediate vertex points v 2 , v 3 , . . . , v N −1 of some polygonal path must be able to be located inside the subset H. This is an additional restriction on the configuration of the subsets (K, H, B) when the ROI S is non-convex. For example, the top example in Fig. 1(c Fig. 2(a) ). Consequently, Result 3 coincides with Result 2 for a convex ROI. It is still an open problem whether this additional condition can be dropped or not for the non-convex ROI.
The proof of Result 3 is as follows. See We are ready to prove Result 3. First, applying Result 2 to the set A 1 , f (x, y) is uniquely determined on A 1 because A 1 contains a part of B. Therefore, we know both f (x, y) and g θ (x, y) on D 2 . Next, applying Result 2 again to the set A 2 by taking the set D 2 as the set B, f (x, y) is uniquely determined on A 2 . Therefore, we know both f (x, y) and g θ (x, y) on D 3 . This process is repeated through A 3 , A 4 , . . . , A N −2 to A N −1 so that we can show that f (x, y) is unique on A N −1 . Since A N −1 contains z, f (x, y) is uniquely determined on z. The proof is completed because the above explanation can be applied to every point z ∈ S.
III. RECONSTRUCTION ALGORITHM
A. Overall Algorithm Structure
For all of the three results described in Section II, we do not have analytical inversion formulae similarly to the case dealt with by Defrise et al. [3] . Therefore, we use the DBP-POCS method described in [3] , modified to enforce the a priori knowledge on the object f (x, y) as a constraint during the Hilbert inversion. This algorithm first performs the DBP of Eq. (2) along a set of straight lines (called the Hilbert lines) passing through the region B to create the 1-D (truncated) Hilbert transform of f (x, y) along each Hilbert line. Then, the Hilbert transform is inverted by using the iterative POCS algorithm developed for signal and image recovery problems [14] . The overall structure of the algorithm corresponding to Result 2 (containing Result 1 as a special case) in Section II is summarized as follows.
[
Step 1] (Define the Hilbert Lines) Given a configuration of the subsets (K, H, B) , define a set of the Hilbert lines L(u); u ∈ U (u is the 1-D parameter to parameterize a set of the lines), such that (a) every Hilbert line L(u) passes through the region B and (b) every point z inside the ROI S lies on a Hilbert line L(u( z)). We denote the relation between the (x, y) coordinates and the (u, t) coordinates by u(x, y), t(x, y), where t is the coordinate along each Hilbert line L(u( z)). In Fig. 3 , we show two typical examples on how to choose the set of the Hilbert lines. (6)) by using the POCS algorithm to obtain a function f u (t) which is same as f (x, y) but is represented on the (u, t) coordinates. This step is explained in detail in Sections III.B.
Step 4] (Coordinate Transform) From the relation f (x, y) = f u(x,y) (t(x, y)), we obtain f (x, y). In the special case where L(u); u ∈ U is well-defined (such as the example in Fig. 3(a) ), this step is unnecessary. 
B. Hilbert Inversion by POCS
This section proposes two different POCS algorithms for the Hilbert inversion which appears in Step 3. The problem here is to solve the integral equation given by Eq. (6) along each Hilbert line L(u). We note that Eq. (5) corresponding to Result 1 is a special case of Eq. (6). The first POCS algorithm called POCS-1 is a direct extension of the method described by Defrise et al. [3] . Let (Hf)(t) denote the Hilbert transform of f (t) ∈ L 2 (R). Then, this method aims at finding f (t) ∈ L 2 (R) which belongs to the intersection of the following five convex sets:
where f (o) (t) used in the constant C Λ denotes the true object f (o) (x, y) restricted to each Hilbert line L(u). We note that C Λ is known, because it is equal to the projection data of f (o) (x, y) along each Hilbert line L(u) (divided by π) and this quantity is measured. The iteration formula to find f (t) which belongs to the intersection
where k denotes the iteration number, and P i denotes the projection operator onto the set C i [14] . The detailed form of P i for each i is as follows. P 2 , P 3 , P 5 have straightforward expressions (omitted here), and P 1 , P 4 are expressed as
We note that P 1 is computed by taking the Hilbert transform H followed by enforcing the constraint (Hf)(t) = g(t) for t ∈ Λ H and then taking the inverse Hilbert transform H −1 . In this formulation in the L 2 (R) space, the operators H, H −1 must be the pair of the Hilbert transform on the real axis (called the infinite Hilbert transform). It is well-known that the iteration of Eq. (9) converges to an element of
if there exist at least one solutions f (t) compatible with the measured projection data g(t) and all the other constraints [14] .
The most intensive computation in the POCS algorithm is the implementation of the operator P 1 . In POCS-1, P 1 must be implemented using the infinite Hilbert transform to avoid data truncation in the Hilbert transform domain, because the support of (Hf)(t) is (−∞, ∞) even if the support of f (t) is a finite interval Λ. If the operator pair H, H −1 in POCS-1 can be replaced by the finite Hilbert transform pair [13] , the computational cost will be significantly reduced thanks to the elimination of dealing with a function having infinite support. To achieve this aim, we propose an improved version of POCS-1 called POCS-2 below. First, we assume that X = (−1, 1) ⊇ Λ, where we recall that Λ denotes the interval corresponding to the object support. This assumption does not lose generality because, if X ⊂ Λ, we can translate and rescale the t coordinate such that this condition is satisfied. Next, we define a weighted L 2 space L 2 W (X) in which the inner product and the norm are defined by
At this stage, the rational behind using such a space may not be obvious. However, as explained later, this definition was intended to assure that the operator obtained by replacing H, H −1 in Eq. (10) by the finite Hilbert transform pair
X becomes the projection operator P 1 . POCS-2 aims at finding f (t) ∈ L 2 W (X) which belongs to the intersection of the following five convex sets:
Now, X is a finite interval containing the object support Λ so that we need not deal with a function having infinite support in implementing the POCS algorithm. P 2 , P 3 , P 5 have again straightforward expressions (omitted here), and P 1 , P 4 are expressed as
The derivation of P 4 is easy (omitted here). Furthermore, we can prove that P 1 defined above is actually the projection operator onto the set C 1 (under the norm of Eq. (12)) though the proof is not trivial. The convergence proof of the POCS algorithm is valid for weighted norms as in Eq. (12) [14] , so that the convergence of POCS-2 to an element of
We confirmed that POCS-1 and POCS-2 achieve comparable image quality, but POCS-2 significantly reduces the computational cost by eliminating the necessity of involving a function having infinite support. In all the experimental results shown in Section IV, we used POCS-2.
IV. SIMULATION RESULTS
We performed three simulation studies each of which corresponds to Result 1, Result 2, or Result 3. Throughout the simulations, we used the Shepp-Logan phantom. The ordinary definition of the Shepp-Logan phantom was enlarged 2.5 times such that it is contained inside a square of side 5.0, where we placed a square ROI of side 2.0 at the center (Fig. 4) . We computed 1,200 parallel-beam projections over 180
• angular range with the radial sampling Δr = 2.0/256, and then truncated them such that rays not passing through the region H (containing B) are not used for reconstruction dependent on each situation. Reconstructed images consist of 256 × 256 pixels with the sampling Δx = Δy = 2.0/256 for every case. The iteration number of POCS-2 in the Hilbert inversion was 500, and the object support constraint C 2 was enforced by assuming that the object is known a priori to be contained inside an ellipse which is 1.2 times larger than the true object boundary (Fig. 4) .
In Fig. 5 (left) , we show the setup of Simulation 1 corresponding to Result 1, where the Hilbert transform g θ (x, y) is known on the whole ROI and we know the object f (x, y) a priori on the thin strip B of size 0.1 × 2.0 located at the center. The natural choice of the Hilbert lines in this setup is horizontal as shown in Fig. 3(a) . For both noisefree and noisy projection data, we show a reconstructed image (left) together with a reconstructed image when the a priori knowledge on f (x, y) is not available (right) (Fig. 5) . As is observed, without the a priori knowledge on f (x, y), the reconstructed image suffered from the DC shifts and the lowfrequency artifacts. In Fig. 6 (top left) , we show the setup of Simulation 2 corresponding to Result 2, where the Hilbert transform g θ (x, y) is known on the right region H, the object f (x, y) is known on the left region K, and both g θ (x, y) and f (x, y) are known on the thin strip B of size 0.1 × 2.0 located at the left edge. The natural choice of the Hilbert lines in this setup is again horizontal. To demonstrate that the conditions of Result 2 are important for accurate reconstruction, we tried reconstructions for three other configurations of (K, H, B) which do not satisfy the conditions of Result 2. We show reconstructed images for all the cases (Fig. 6) . As is observed, for all the cases where the configuration of (K, H, B) does not satisfy the conditions of Result 2, the reconstructed images suffered from the DC shifts and the low-frequency artifacts. In Fig. 7 (left) , we show the setup of Simulation 3 corresponding to Result 3, where the ROI is a (reversed) L-shaped region, the Hilbert transform g θ (x, y) is known on the right region, we know the object f (x, y) a priori on the left bottom rectangle, and both g θ (x, y) and f (x, y) are known on the strip B of size 0.2 × 0.5 located at the left edge. The reconstruction was performed according to the following two-step method. The first step reconstructs f (x, y) on the bottom rectangular region by taking the Hilbert lines as a set of horizontal lines (broken lines). The second step reconstructs f (x, y) on the right rectangle by taking the Hilbert lines as a set of vertical lines (real lines). We show a reconstructed image (Fig. 7) . 
V. CONCLUSIONS
In this paper, based on the DBP framework combined with the Hilbert inversion [1] [2] [3] , we showed that the solution to the interior problem is unique if a tiny a priori knowledge on the object f (x, y) is available in the form that f (x, y) is known on a small region located inside the ROI (Result 1). Furthermore, we advanced the uniqueness result to obtain a more general uniqueness result which can be applied to a wider class of imaging configurations (Result 2, Result 3). The experimental results showed evidence that the inversion corresponding to each obtained uniqueness result is stable. 
APPENDIX
A. Analyzing Integral Equation of Eq. (5)
We assume that a ≥ −1 and f ≤ 1 for simplicity. This assumption does not lose generality because we can translate and rescale the t coordinate (such that −1 ≤ a < f ≤ 1) if a < −1 or f > 1. Then, the inversion formula of the finite Hilbert transform [13] is written as 1 − t 2 f (t) = h 1 (t) + h 2 (t) h 1 (t) = C af + 1 π p.v. 
We can compute h 1 (t) from the measured data g(t) for t ∈ (b, e) and the known constant C af . However, h 2 (t) cannot be computed because we do not have g(t) for t ∈ (−1, b) ∪ (e, 1). Therefore, we use the analytical continuation described by Defrise et al. [3] as follows. Since we know f (t) = f for t ∈ (c, d), we have
If we replace t in h 2 (t) by the complex variable z ∈ C, h 2 (z) is an analytic function in the complex plane having cuts along the segments z ∈ (−1, b) ∪ (e, 1) on the real axis. The analyticity follows from the fact that h 2 (z) having the form of Eq. (16) is an analytic function if g(t) is a continuous function, which is the case because we assumed f (t) to be continuous (see pp.39 in [15] ). Therefore, h 2 (z) can be analytically continued from the known interval (c, d) on the real axis to the larger interval (b, e) on the real axis. Since both h 1 (t) and h 2 (t) are uniquely determined for t ∈ (b, e), f (t) is uniquely determined for t ∈ (b, e).
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