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Abstract
The Kronecker product is an important matrix operation with a wide range of applications
in signal processing, graph theory, quantum computing and deep learning. In this work, we
introduce a generalization of the fast Johnson-Lindenstrauss projection for embedding vec-
tors with Kronecker product structure, the Kronecker fast Johnson-Lindenstrauss transform
(KFJLT). The KFJLT reduces the embedding cost by an exponential factor of the standard
fast Johnson-Lindenstrauss transform (FJLT)’s cost when applied to vectors with Kronecker
structure, by avoiding explicitly forming the full Kronecker products. We prove that this com-
putational gain comes with only a small price in embedding power: consider a finite set of p
points in a tensor product of d constituent Euclidean spaces
Â
1
k“d
R
nk , and let N “śd
k“1
nk.
With high probability, a random KFJLT matrix of dimension mˆN embeds the set of points
up to multiplicative distortion p1 ˘ εq provided m Á ε´2 log2d´1ppq logN . We conclude by
describing a direct application of the KFJLT to the efficient solution of large-scale Kronecker-
structured least squares problems for fitting the CP tensor decomposition.
Keywords: Johnson-Lindenstrauss embedding, fast Johnson-Lindenstrauss transform (FJLT),
Kronecker structure, concentration inequality, restricted isometry property.
1 Introduction
Dimensionality reduction is commonly used in data analysis to project high-dimensional data
onto a lower-dimensional space while preserving as much information as possible. The powerful
Johnson-Lindenstrauss lemma proves the existence of a class of linear maps which provide low-
distortion embeddings of an arbitrary number of points from high-dimensional Euclidean space
into an arbitrarily lower dimensional space [28, 17]. A (distributional) Johnson-Lindenstrauss
transform (JLT) is a random linear map which provides such an embedding with high probability,
and a fast JL transform (FJLT) exploiting fast matrix-vector multiplies of the FFT significantly
reduces the complexity of the embedding with only a minor increase in the embedding dimension
[2, 3, 4]. We consider the dimensionality reduction problem for high-dimensional subspaces with
structure, specifically, subspaces corresponding to a tensor product of lower-dimensional Euclidean
spaces. In this case, we can dramatically reduce the embedding complexity with only a small
increase in the embedding dimension (see Section 1).
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Figure 1: Comparison of the embedding time and distortion between a standard FJLT and a
Kronecker FJLT on vectors with Kronecker structure R125 b R125 using MATLAB R2015a fft()
and Tensor Toolbox v3.1 [6] on a standard MacBook Pro 2016 with 16 GB of memory. The left
figure shows the total embedding time for all 1000 appropriately structured Kronecker vectors.
The right shows the average embedding distortion with vertical lines to indicate the standard
deviation over the 1000 trials. Each component vector consist of normally distributed elements.
In the right figure, the x-axis of the standard FJLT plot is shifted by `10 to show the error bars
clearly.
2
1.1 Review of JLT and FJLT
We briefly review JLT and FJLT. Suppose we have a set E Ă RN of p points. A JLT is a (random)
linear map Φ from RN to Rm with m as small as m “ Opε´2 log pq in the optimal scaling [28, 32]
such that with high probability with respect to the draw of Φ, the transformed points have at
most p1˘ εq multiplicative distortion, i.e.,
p1´ εq}x}22 ď }Φx}22 ď p1` εq}x}22 for all x P E , (1)
or, more concisely, we denote this as
}Φx}22 “ p1˘ εq}x}22 for all x P E . (2)
The Gaussian testing matrix
Φ P RmgˆN with mg “ Opε´2 log pq and i.i.d. φij „ N p0, 1{mq (3)
is a particular JLT which achieves the optimally small m as a function of p and ε. Although
this is a powerful result, the cost of the per-point transformation x Ñ Φx is OpmgNq, limiting
applicability. To reduce the cost, the fast JLT (FJLT) was introduced to employ fast matrix-vector
multiplication [2, 3, 4]. An example FJLT is of the form
Φ “
c
N
mf
SFDξ P CmfˆN with mf “ O
´
ε´2 log p log4plog pq logN
¯
[29, 25],
S P RmfˆN “ mf random rows of the N ˆN identity matrix,
F P CNˆN “ (unitary) discrete Fourier transform of dimension N,
Dξ P RNˆN “ diagonal matrix with diagonal entries ξpiq, and
ξ P RN “ vector with independent random entries drawn uniformly from t´1,`1u.
(4)
On the one hand, the embedding dimension, mf, in the FJLT is increased by a factor of log
4plog pq logN
as compared to the optimal JLT. On the other hand, the per-point transformation cost is reduced
from OpmgNq to OpN logN `mfq.
1.2 Our contribution: Kronecker FJLT
The Kronecker product is an important matrix operation with a wide range of applications in
signal processing [20, 19], graph theory [33], quantum computing [21], deep learning [35], and
inverse problems [36, 15], just to name a few.
In this work, we propose a Kronecker FJLT (KFJLT) of the following form
Φ “
c
N
mkron
S
1â
k“d
pFkDξkq P CmkronˆN ,
with mkron “ O
´
ε´2 log2d´1ppq log4plog pq logN
¯
, and N “
dź
k“1
nk,
S P RmkronˆN “ mkron random rows of the N ˆN identity matrix,
Fk P Cnkˆnk “ (unitary) discrete Fourier transform of dimension nk,
Dξk P Rnkˆnk “ diagonal matrix with diagonal entries ξkpiq, and
ξk P Rnk “ vector with independent random entries drawn uniformly from t´1,`1u.
(5)
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The S matrix is unchanged, but FDξ has been replaced by a Kronecker product. We call d the
degree of the KFJLT.
Suppose each vector x P E belongs to a tensor product space:
x “
1â
k“d
xk P RN where xk P Rnk , i.e., xpiq “
dź
k“1
xkpikq where i “ 1`
dÿ
k“1
pik ´ 1q
k´1ź
ℓ“1
nℓ.
The KFJLT in this scenario reduces the per-point transformation cost to
O
´řd
k“1 nk log nk `mkron
¯
. As compared to the FJLT, the necessary embedding dimension has
increased by a factor of log2d´2ppq. When d “ 1, the KFJLT reduces to the standard FJLT. This
idea was proposed in the context of matrix sketching for the least squares problems in fitting the
CANDECOMP/PARAFAC (CP) tensor decomposition [8]; however, there was no proof such a
transform was a JLT. In this work, we prove that this is a JLT and that the embedding dimension
is only slightly worse than in the FJLT case.
1.3 Related work
Sun et al. [40] proposed a related tensor-product embedding construction called the tensor random
projection (TRP). The TRP is a low-memory framework for random maps formed by a row-wise
Kronecker product of common embedding matrices; for example, Gaussian testing matrices and
sparse random projections. The authors provide theoretical analysis for the case of the component
random maps being two Gaussian matrices. The TRP idea was previously used in [9] for tensor
interpolative decomposition, but without any theoretical guarantees. Our theoretical embedding
results are favorable compared to those in [40] in several key aspects: our embedding bound
applies to fast JLTs which support fast matrix multiplications, our embedding bound holds for the
general degree-d case while they only consider the degree-2 case, and even in the degree-2 case, the
necessary embedding dimension we provide is Opε´2 log3ppqq, which is significantly smaller than
the Opε´2 log8ppqq proved in [40].
More peripherally, TensorSketch developed in [37], [37] is a popular dimension reduction
technique utilizing FFT and fast convolution to recover the Kronecker product of CountS-
ketched [14] vectors, but TensorSketch is not a JLT. Diao et al. [18] extends the applications
of TensorSketch to accelerating Kronecker regression problems by creating oblivious subspace
embedding (OSE) [5] without explicitly forming Kronecker products for coefficient matrices.
Simultaneous work [1] develops a tensor sketching method for approximating structured poly-
nomial kernels. One part of the paper introduces the so-called TensorSHRT, which is similar to
the KFJLT in our case. However, our result, which main distinction is the authors only prove
bounds particular to the subsampled Hadamard matrix, while our result applies more broadly to a
general class of column-randomized RIP matrices including the subsampled Hadamard matrix, the
subsampled FFT we focus on, and bounded orthonormal system constructions more generally [25].
The embedding dimension in [1] required to satisfy the Strong JL property is m „ ε´2 logp1{ηqd`1,
which is better than our bound m „ ε´2 logp1{ηq2d´1 once d ě 3. An interesting open question is
whether the bound m „ ε´2 logp1{pηqqd`1 holds for the general RIP-based tensor JL constructions
considered here.
Another simultaneous work [34] on embedding properties of the KFJLT uses a different proof
to show that the KFJLT is a JLT transform once m Á ε´2 logppq śdk“1 logpnk pq logN, compared
to ours
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(m Á ε´2 log2d´1pd pq logN). However, their JLT embedding results hold only for Kronecker-
structured vectors, while our main result holds for generic vectors. As the main application of the
KFJLT – in accelerating the algorithm CPRAND-MIX for tensor least squares fitting – involves
application of the KFJLT to arbitrary (not Kronecker-structured vectors) vectors as part of the
one -time pre-computation step before applying Alternating Least Squares (see CPRAND-MIX
for more details). Our result can apply to arbitrary vectors directly, while their approach requires
a more complicated argument to achieve the least-squares result.
Work building upon this work [27] proposes a new type of mode-wise embedding construction
for the tensor subspace embedding. In particular, one of the main result in their paper is built
on our result Theorem 2.1 with a coarser covering net argument. As a consequence, they show an
improved subspace embedding property for the KFJLT given certain coherence assumptions.
1.4 Organization of the paper
The paper is organized as follows. Section 2 presents our main result concerning the embedding
dimension bound of KFJLT (Theorem 2.1), and its theoretical implications for the application
of KFJLT in an algorithm for CP tensor decomposition (Proposition 2.1). The derivation of the
latter result relies on the result from Theorem 2.1. We present the proof of Theorem 2.1 in Section
3 using the concentration property of a matrix with a so-called restricted isometry property and
randomized column signs from the Kronecker Rademacher vector given in Theorem 3.2 and the
best known bound of the RIP matrices (Proposition 3.1 from [25]). The proof of Theorem 3.2 via
the probability bound shown in Proposition 3.2 is also contained in this section. Section 4 shows
the proof of Proposition 3.2, which simply follows a more generalized result given in Proposition 4.2
via induction on the degree d. We conclude by presenting the numerical results in Section 5. The
proof of an intermediate result Proposition 4.1 (used for Proposition 4.2) is shown in Appendix A.
We briefly introduce the randomized method of fitting CP tensor model via the alternating least
squares in Appendix B.
1.5 Notation
We denote by } }2 and } }8 respectively the ℓ2 and ℓ8 norms of a vector, and } }, } }F respec-
tively the spectral and Frobenius norm of a matrix. We use the Euler script uppercase let-
ter X to denote tensors, the Roman script uppercase letter X to denote matrices, the Roman
script lowercase letter x to denote vectors, and simple lowercase letter x to denote a scalar
entry. We use the capital letter I for index sets and lowercase letter i for single indices. A
Rademacher vector ξ P RN refers to a random vector whose entries are independent random vari-
ables ξpiq “ t`1 with probability 1{2,´1 with probability 1{2u for i P rN s. We write IN P RNˆN
as the N by N identity matrix. For a vector x P RN , we use Dx P RNˆN to refer to the diagonal
matrix satisfying Dxpi, iq “ xpiq for i P rN s.
2 Main results for KFJLT
The major part of our work is analyzing the vector embedding property of the KFJLT in order to
provide a theoretical bound for the embedding dimension.
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Theorem 2.1. Fix d ě 1 and ε, η P p0, 1q. Fix integers n1, n2, . . . , nd and N “
śd
k“1 nk. Consider
a finite set E Ă RN of cardinality |E | “ p ě N . Suppose the KFJLT Φ P CmkronˆN defined in
Equation (5) has embedding dimension
mkron ě C
«
ε´2 log2d´1
ˆ
dp
η
˙
log4
˜
logdpdp
η
q
ε
¸
logN
ff
. (6)
Then
Pr
´
}Φx}22 “ p1˘ εq}x}22, @x P E
¯
ě 1´ η ´ 2´ΩplogNq.
Above, C ą 0 in Equation (6) is a universal constant.
Remark 2.1. For d “ 1, the embedding Φ reduces to the standard FJLT corresponding to a random
subsampled DFT matrix with randomized column signs. In this case, the results of Theorem 2.1
are already known, see [29], and stated above for completeness. The result for d ě 2 is proved in
this paper.
Remark 2.2. The main theorem holds not only for subsampled discrete Fourier matrices, but more
broadly to any matrix satisfying the restricted isometry property (see Definition 3.1) – including
subsampled Hadamard transforms and DCT matrices – with randomized column signs. We focus
on the FFT-based fast JL transform for clarity of presentation.
Remark 2.3. In the KFJLT construction, the randomness in the embedding construction decreases
as the degree d increases. Specifically, the Kronecker product of independent random matricesÂ1
k“dDξk consists of
řd
k“1 nk bits, compared to N “
śd
k“1 nk bits which would be used to
construct a standard FJLT. This reduction in randomness is the source of the additional factor
of log2d´2ppq in the number of measurements m required to achieve the quality of approximation
compared to the standard FJLT. While we suspect that this additional factor may be pessimistic,
some loss of embedding power is necessary with increasing degree d. This is explored numerically
in Section 1 and Section 5.
Remark 2.4. The embedding dimension of the KFJLT stated in the abstract and Equation (5) are
simplified to omit constants d, η, ε in the logarithmic term of Equation (6).
2.1 Preliminaries
To clearly illustrate our motivation, we first introduce the linear algebra background. Given
matrices X P Rmˆn and Y P Rm1ˆn1 , the Kronecker product of X and Y is defined as
XbY “
»
—–
xp1, 1qY xp1, 2qY . . . xp1, nqY
...
...
. . .
...
xpm, 1qY xpm, 2qY . . . xpm,nqY
fi
ffifl P Rmm1ˆnn1 . (7)
We frequently use the distributive property of the Kronecker product:
WXbYZ “ pW bYqpXb Zq. (8)
Another important property is that the Kronecker product of unitary matrices is a (higher-
dimensional) unitary matrix.
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2.2 Cost savings when applied to Kronecker vectors
Although Theorem 2.1 concerns the general embedding property of the KFJLT Φ, the embedding
is particularly efficient when considered as an operator Φ :
Â1
k“dC
nk Ñ Cm applied to vectors
x “ Â1k“d xk P Â1k“dRnk with Kronecker product structure matches that of the embedding
matrix. In this setting, the Kronecker mixing on
Â1
k“d xk is equivalent to imposing the mixing
operation respectively on each component vector xk, and reduces the mixing cost to a much smaller
scale. As the Kronecker structure of the embedded vector is maintained after the mixing, we are
able to start from the sampled elements and trace back to find its forming components based on
the invertible linear transformation of indices. This strategy restricts the computation objects to
only the sampled ones and saves significant amount of floating point operations and memory cost,
compared to conventional embedding methods. See Table 1 for the comparison in cost between
the standard and Kronecker FJLT on Kronecker vectors.
Table 1: Embedding cost on Kronecker vectors. (Here N “śdk“1 nk.)
Forming Kronecker product Mixing Sampling
FJLT N O pN logNq `N mf
KFJLT none O
´řd
k“1
nk log nk
¯
`
řd
k“1
nk dmkron
Note that we treat the construction degree d as a constant in the complexity.
2.3 Applications to CP tensor decomposition
The study of multiway arrays, tensors, has been an active research area in large-scale data analysis,
because it is a natural algebraic representation for multidimensional data models.
The KFJLT technique has been applied as a sketching strategy in a randomized algorithm:
CPRAND-MIX for CP tensor decomposition. At each iteration, the alternating least squares
(CP-ALS) problem for fitting a rank-R tensor model solves a problem of the form:
min
XPRRˆn
}AX´B}F , (9)
where apiq and bpjq are respectively the i-th column of A and the j-th column of B, for i P rRs
and j P rns. Each column apiq has the Kronecker structure:
apiq “
1â
k“d
akpiq P
1â
k“d
R
nk Ă RN .
We refer the readers to Appendix B and [8] for more details.
This least squares problem is a candidate for the KFJLT sketching approach in Equation (5).
Theorem 2.1 demonstrates that KFJLT is a low-distortion embedding for a fixed set of points with
high probability. Combining with standard covering arguments, we can also derive a bound for
the power of KFJLT in embedding an entire subspace of points (rather than a finite set of points),
and through this, provide a theoretical guarantee for the sample size of CPRAND-MIX.
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Note that the matrix least squares Equation (9) can be factored into n separate vector least
squares on each column bpjq: minxpjqPRR }Axpjq ´ bpjq}2. Thus, without loss of generality, we
simplify the problem setting and focus on the vector-based least squares.
Proposition 2.1. For the coefficient matrix A P RNˆr in Equation (9) and a fixed vector b P RN ,
consider the problem: minxPRR }Ax ´ b}2. Denote rankpAq “ r ď R. Fix ε, η P p0, 1q such that
N À 1{εr and integer r ě 2. Then a degree-d KFJLT Φ “ paN{mqSÂ1k“dpFkDξkq P CmˆN
with
m “ O
´
ε´1 r2d log2d´1pr
ε
q log4
´r
ε
logpr
ε
q
¯
logN
¯
(10)
uniformly sampled rows is sufficient to output
xˆ “ arg min
xPRR
}ΦAx´Φb}2, (11)
such that
Pr
´
}Axˆ´ b}2 “ p1˘Opεqq min
xPRR
}Ax´ b}2
¯
ě 1´ η ´ 2´ΩplogNq.
The proposition is proved using the following corollary of our main result Theorem 2.1:
Corollary 2.1. Denote U P RNˆr as the orthogonal basis for A P RNˆR with rankpAq “ r ď R,
and colpUq as the column space of U. Fix ε, η P p0, 1q such that N À 1{εr, and vector c P RN .
Draw a degree-d KFJLT Φ P CmˆN , with m satisfying
m ě C 1
”
ε´2 log2d´1
ˆ
d
εrη
˙
log4
˜
logdp d
εrη
q
ε
¸
logN
ı
. (12)
Then, with respect to the draw of Φ,
Pr
´
}Φy}22 “ p1˘ εq}y}22, @y P colpUq ´ c
¯
ě 1´ η ´ 2´ΩplogNq.
Here, C 1 ą 0 in Equation (12) is a universal constant.
Corollary 2.1 is obtained from Theorem 2.1 via a standard covering argument; specifically, by
applying the KFJLT Φ on a net of colpUq ´ c with cardinality Op1{εrq [23] with the distortion
factor ε{2 [7].
Proof of Proposition 2.1. SupposeΦ is anmˆN KFJLT with parameters defined as in Proposition 2.1.
Apply Equation (12) from Corollary 2.1 to each of c1 “ 0 and c2 “ b, using parameters
ε1 “aε{r and η1 “ η{2:
1. Φ is a p1˘aε{rq embedding on colpUq;
2. Φ is a p1˘
a
ε{rq embedding on the affine space colpUq ´ b.
Corollary 2.1, followed by the union bound, gives that the above conditions hold simultaneously
with probability at least 1´ 2 pη{2 ` 2´ΩplogNqq ě 1´ η ´ 2´ΩplogNq, provided that
m “ O
ˆ
ε´1 r log2d´1
ˆ
pr
ε
q r2 d
η
˙
log4
ˆ
pr
ε
q 12 logdppr
ε
q r2 d
η
q
˙
logN
˙
.
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With the assumption on d{η ď pr{εqr{2, we can get to that
m “ O
´
ε´1 r log2d´1
´
pr
ε
qr
¯
log4
´
pr
ε
q 12 logdppr
ε
qrq
¯
logN
¯
“ O
´
ε´1 r2d log2d´1pr
ε
q log4
´
pr
ε
q 12 rd logdpr
ε
q
¯
logN
¯
“ O
˜
ε´1 r2d log2d´1pr
ε
q log4
˜
rd`
1
2
ε
1
2
logdpr
ε
q
¸
logN
¸
“ O
ˆ
ε´1 r2d log2d´1pr
ε
q pd` 1
2
q4 log4
´r
ε
logpr
ε
q
¯
logN
˙
“ O
´
ε´1 r2d log2d´1pr
ε
q log4
´r
ε
logpr
ε
q
¯
logN
¯
.
Following the proof of Theorem 2.16 in [41], under such conditions, the solution xˆ to the
sketched least squares Equation (11) achieves
}Axˆ´ b}2 “ p1˘Opεqq min
xPRR
}Ax´ b}2. (13)
3 Bounding the embedding dimension in Theorem 2.1
3.1 Background review
The proof draws on a result established in [29] showing that matrices which can stably embed sparse
vectors – or have a certain restricted isometry property (RIP) [12, 13, 22] – result in Johnson-
Lindenstrauss embeddings if their column signs are randomly permuted. First let us recall the
definition of the RIP.
Definition 3.1. A matrix Ψ P CmˆN is said to have the RIP of order T and level δ P p0, 1q
(pT, δq-RIP) if
}Ψx}22 “ p1˘ δq}x}22 for all T -sparse x P RN . (14)
A vector is T -sparse if it has at most T nonzero entries.
The main result of Theorem 3.1 says that randomizing the columns signs of a pT, δq-RIP matrix
results in a random JL embedding on a fixed set of p “ OpexppT qq points with multiplicative
distortion 4δ.
Theorem 3.1 (Theorem 3.1 from [29]). Fix η ą 0 and ε P p0, 1q and consider a finite set E Ă RN
of cardinality |E | “ p. Set s ě 20 logp4p{ηq and suppose that Ψ P RmˆN satisfies the p2s, δq-RIP
and δ ď ε{4. Let ξ P RN be a Rademacher vector. Then
Pr
´
}ΨDξx}22 “ p1˘ εq}x}22, @x P E
¯
ě 1´ η.
The randomly-subsampled discrete Fourier matrix
a
N{mSF P CmˆN is known to satisfy
the restricted isometry property with nearly-optimally small embedding dimension m [39, 16, 30,
11, 25]. More generally, any randomly-subsampled unitary matrix U whose entries are uniformly
bounded }U}8 ď Op1{
?
Nq also satisfies the RIP with such m. The sharpest known bound on m
for such constructions is from [25], stated below.
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Proposition 3.1 (Theorem 1.1 from [25]). For sufficiently large N and T , a unitary matrix
U P CNˆN satisfying }U}8 ď Op1{
?
Nq, and a sufficiently small δ ą 0, the following holds. For
some
mpT, δq “ O `δ´2 T log2pT {δq log2p1{δq logN˘ , (15)
let Ψ “aN{mSU P CmˆN . Then, with probability 1´ 2´ΩplogN logpT {δqq, the matrix Ψ satisfies
pT, δq-RIP.
Now we relate these known results to the KFJLT Equation (5). Since each of the component
DFT matrices Fk is unitary and the Kronecker product preserves orthogonality, it follows
Â1
k“dFk
is a unitary matrix of size N, denoted by U. Moreover, since each }Fk}8 “ 1{?nk, it follows that
}U}8 “ 1{
?
N recalling N is the product of each mode size nk. Finally, by the distributive
property of the Kronecker product, the KFJLT in Equation (5) is equivalent to:
c
N
mkron
S
˜
1â
k“d
Fk
¸˜
1â
k“d
Dξk
¸
“
c
N
mkron
SU
˜
1â
k“d
Dξk
¸
“
c
N
mkron
SUDζ , (16)
where the random vector ζ “Â1k“d ξk P RN is the Kronecker product of the Rademacher vectors
ξk for k P rds.
Thus, the KFJLT is constructed from an optimal RIP matrix (as in Proposition 3.1), and with
column signs randomized according to the structured random vector ζ “Â1k“d ξk. In the special
case d “ 1, the KFJLT reduces to the standard FJLT, and the embedding result of Theorem 2.1 is
obtained from Theorem 3.1 directly. In the case d ě 2, it remains to analyze the effect of applying
the Kronecker Rademacher vector ζ, as opposed to an i.i.d. Rademacher vector, to the RIP matrix.
3.2 Concentration inequality
We here introduce a more general version of Theorem 3.1, which works for any degree-d construc-
tion consisting of a RIP matrix with randomized column sign from a Kronecker product of d
independent Rademacher vectors.
Theorem 3.2. Fix d ě 2, and δ P p0, 1{2sd´1q, η P p0, 1q. Let n1, n2, . . . , nd be positive integers
and N “śdk“1 nk. Consider a finite set E Ă RN of cardinality |E | “ p ě N . Let ξ1 P Rn1 , . . . , ξd P
R
nd be independent Rademacher vectors and ζ “Â1k“d ξk P RN . Set ε “ 2δ sd´1 P p0, 1q and the
condition on s:
max
kPrds
nk ě s ě 128 log
ˆ
pd` 2qN2´ 2d 2p
η
˙
ě 66. (17)
If Ψ P RmˆN is a p2s, δq-RIP matrix, then
Pr
´
}ΨDζx}22 “ p1˘ εq}x}22, @x P E
¯
ě 1´ η. (18)
Remark 3.1. Theorem 3.2 is stated for real-valued embeddings, though the KFJLTs are in the
complex field. The result extends to complex matrices straightforwardly via a standard complexi-
fication strategy described below. Suppose a partial Fourier matrix Ψ “ Ψ1 ` iΨ2 P CmˆN with
Ψ1,Ψ2 P RmˆN , we map the embedding to a 2m tall matrix Ψ˜ with Ψ1 on top and Ψ2 bottom.
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The new real-valued matrix satisfies the same RIP if Ψ has this property by equivalence of their
operator norms if x, ζ P RN are real-valued.
}Ψ˜Dζx}22 “ }
„
Ψ1
Ψ2

Dζx}22 “ }Ψ1Dζx}22 ` }Ψ2Dζx}22 “ }ΨDζx}22.
Rescaling the result for real-valued embeddings by a factor 1{2, we obtain the bound of mkron.
To prove Theorem 3.2, we use the following probability bound result.
Proposition 3.2. Fix d ě 2, and an integer s satisfying 66 ď s ď maxkPrds nk, δ P p0, 1{2sd´1q.
Let n1, n2, . . . , nd be positive integers and N “
śd
k“1 nk. Consider a fixed vector x P RN , and
suppose ξ1 P Rn1 , . . . , ξd P Rnd are independent Rademacher vectors and ζ “
Â1
k“d ξk P RN . If
Ψ P RmˆN is a p2s, δq-RIP matrix, then
Pr
´ˇˇˇ
}ΨDζx}22 ´ }x}22
ˇˇˇ
ą 2δ sd´1 }x}22
¯
ď 2pd` 2qN2´ 2d expp´ 1
128
sq. (19)
The proof of Proposition 3.2 is shown in Section 4. We now prove Theorem 3.2.
Proof of Theorem 3.2. For fixed ε “ 2δ sd´1 P p0, 1q, η P p0, 1q, we focus on the event E: ΨDζ
fails to embed at least one of the p vectors in E within ε distortion ratio, which is the complement
event of Equation (18). We apply Proposition 3.2 with p times the bound in Equation (19) to get
that
PrpEq ď 2p pd` 2qN2´ 2d expp´ 1
128
sq.
Given the conditions Equation (17) in Theorem 3.2, we have
PrpEq ď 2p pd` 2qN2´ 2d expp´ logppd` 2qN2´ 2d 2p
η
qq “ η,
hence
Pr
´
}ΨDζx}22 “ p1˘ εq}x}22, @x P E
¯
“ 1´PrpEq ě 1´ η.
3.3 Proof of Theorem 2.1
Proof. The case d “ 1 corresponds to standard FJLT and is already known [29]; here we focus on
d ě 2.
We now derive Theorem 2.1 from Theorem 3.2 and Proposition 3.1. Recall the degree-d KFJLT
Φ “
a
N{mkron SUNDζ P CmkronˆN shown in Equation (16). Following from Proposition 3.1, let
Ψ “ aN{mkron SUN , we use the complexification technique in Remark 3.1 and analyze the
construction Ψ˜Dζ instead.
For fixed ε, η P p0, 1q, consider a vector set E Ă RN of cardinality p, suppose s satisfies the
condition Equation (17) in Theorem 3.2 and Ψ˜ P R2mkronˆN has the p2s, δq-RIP property.
Without loss of generality, suppose p ě N , because we can always embed a set of vectors of
cardinality less than N from RN in Rp. Hence from Equation (17)
s “ O
´
logppd` 2q p
3´ 2
d
η
q
¯
ď O
´
log
`pdp
η
q3´ 2d ˘¯ “ O´ logpdp
η
q
¯
, (20)
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then from ε “ 2δ sd´1, we have
δ “ ε
sd´1
“ o
´ ε
logd´1pdp
η
q
¯
. (21)
We now apply Proposition 3.1: for N, s sufficiently large and δ sufficiently small, we obtain an
upper bound on mkron from Equation (15):
mkron “ mp2s, δq
2
“ O
ˆ
δ´2 s log2p1
δ
q log2ps
δ
q logN
˙
ď O
˜
ε´2 log2d´2pdp
η
q logpdp
η
q log2p
logd´1pdp
η
q
ε
q log2p
logdpp
η
q
ε
q logN
¸
ď O
˜
ε´2 log2d´1pdp
η
q log4p
logdpdp
η
q
ε
q logN
¸
. (22)
If we choosem to be at least the order of Equation (22), then Pr
´
}Φx}22 “ p1˘εq}x}22
¯
ě 1´η.
Noting finally that the small probability of failure 2´ΩplogN logpT {δqq in Proposition 3.1 is bounded
above by 2´ΩplogNq, the proof of the main result Theorem 2.1 is complete.
4 Bounding the probability in Proposition 3.2
4.1 Proof ingredients
We recall basic corollaries of the restricted isometry property, whose proofs can be found in [38].
1.
Lemma 4.1. [38] Let x P Rn be a vector and suppose that Ψ P Rmˆn has the p2s, δq-RIP.
Then, for an index subset I Ă rns of size |I| ď 2s,
}Ψp:, IqxpIq}22 “ p1˘ δq}xpIq}22. (23)
2.
Lemma 4.2. [38] Let x P Rn be a vector and suppose that Ψ P Rmˆn has the p2s, δq-RIP.
Then, for any pair of disjoint index subsets I, J Ă rns of size |I|, |J | ď s,
xΨp:, IqxpIq,Ψp:, JqxpJqy “ ˘δ}xpIq}2 }xpJq}2. (24)
Then let us recall standard concentration inequalities in both linear and quadratic forms,
particularly for Rademacher vectors:
Lemma 4.3 (Hoeffding’s inequality). Let x P Rn be a vector and ξ P Rn be a Rademacher vector.
Then, for any t ą 0,
Prp|ξJx| ą tq ď 2 exp p´ t
2
2}x}22
q. (25)
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This version of Hoeffding’s inequality is derived directly from Theorem 2 of [26].
Lemma 4.4 (Hanson-Wright inequality). [24] Let X P Rnˆn have zero diagonal entries, and
ξ P Rn be a Rademacher vector. Then, for any t ą 0,
Prp|ξJXξ| ą tq ď 2 exp p´ 1
64
min p t
2
}X}2F
,
96
65
t
}X}qq. (26)
This Hanson-Wright bound with explicit constants is derived from the proof of Theorem 17 in
[10].
We will use the following corollary of Hanson-Wright.
Corollary 4.1. Suppose we have a random matrix X P Rnˆn, positive vectors y1,y2 P Rn, and
τ ą 0, β ą 0 (assume β ă 1{n2) such that, for each pair pi, jq P rns,
Pr p|xpi, jq| ą τ y1piqy2pjqq ď β.
Then for a Rademacher vector ξ P Rn, and t ą 0 such that τ ď t{66, we have
Pr
`|ξJXξ| ą t }y1}2 }y2}2˘ ď n2 β ` 2 expp´ 1
44
t
τ
q, (27)
where the probability is with respect to both X and ξ.
Proof. With probability at least 1 ´ n2 β with respect to the draw of X, t|xpi, jq| ď τ ypiqypjqu
for all i, j P rns.
By the law of total probability,
Pr
`|ξJXξ| ą t }y1}2 }y2}2˘
ď n2 β `Pr
´
|ξJXξ| ą t }y1}2 }y2}2
ˇˇˇ
t|xpi, jq| ď τ y1piqy2pjqu for all i, j P rns
¯
ď n2 β `Pr
´
|ξJXξ| ą t }y1}2 }y2}2
ˇˇˇ
E
¯
,
where E is the event
E “ t|TrpXq| ď τ }y1}2 }y2}2, }X˜} ď τ }y1}2 }y2}2, }X˜}F ď τ }y1}2 }y2}2u,
and TrpXq is the trace of X, and X˜ is formed from X by setting the diagonal entries to zero.
Then, applying Lemma 4.4,
Pr
´ˇˇˇ
ξJXξ
ˇˇˇ
ą t }y1}2 }y2}2
ˇˇˇ
E
¯
ď Pr
´
|TrpXq| ą τ }y1}2 }y2}2
ˇˇˇ
E
¯
`Pr
´ˇˇˇ
ξJX˜ξ
ˇˇˇ
ą pt´ τq }y1}2 }y2}2
ˇˇˇ
E
¯
“ Pr
´ˇˇˇ
ξJX˜ξ
ˇˇˇ
ą pt´ τq }y1}2 }y2}2
ˇˇˇ
E
¯
ď 2 exp
ˆ
´minp 1
64
pt´ τq2
τ2
,
3
130
t´ τ
τ
q
˙
“ 2 expp´ 3
130
t´ τ
τ
q
ď 2 expp´ 1
44
t
τ
q pif t
τ
ě 66q.
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Therefore we obtain a upper bound:
Pr
´ˇˇˇ
ξJXξ
ˇˇˇ
ą t }y1}2 }y2}2
¯
ď n2 β ` 2 expp´ 1
44
t
τ
q.
The following proposition concerns norm bounds for a class of (possibly asymmetric) RIP-based
quadratic forms.
Proposition 4.1. Fix integers s, n,m such that s ď n and let r “ rn{ss ě 1. Consider vectors
x,y P Rn. Let Ψ “ pΨL,ΨRq P Rmˆ2n, where ΨL,ΨR P Rmˆn respectively denote the first and
the second sets of n columns, have the p2s, δq-RIP. After sorting the indices by the magnitude of
the entries in x, let I1 denote the first s sorted indices, I2 denote the second s (possibly less than
s) sorted indices, and up to Ir, where |I1| “ ¨ ¨ ¨ “ |Ir´1| “ s and |Ir| “ n ´ pr ´ 1q s. The
corresponding index notations for y are the sets J1, . . . , Jr. We write i „ j if the two indices are
associated in the same block location respectively of x and y, i.e. i P Ip, j P Jp, p P rrs. Consider
the matrix Cx,y P Rnˆn with entries:
Cx,ypi, jq “
"
xpiqΨLp:, iqJΨRp:, jqypjq, i  j, i P Ic1, j P Jc1 ,
0, else.
And for b P t´1, 1us, d P t´1, 1un,
vx,y “ DxpIc
1
qΨLp:, Ic1qJΨRp:, J1qDypJ1qb P Rn´s,
wx,y “
rÿ
p“1
dpIpqJDxpIpqΨLp:, IpqJΨRp:, JpqDypJpqdpJpq P R.
Then
}Cx,y} ď δ
s
}x}2 }y}2, }Cx,y}F ď δ?
s
}x}2 }y}2,
}vx,y}2 ď δ?
s
}x}2 }y}2, |wx,y| ď δ }x}2 }y}2.
The detailed proof of Proposition 4.1 can be found in Appendix A.
Remark 4.1. Proposition 5.4 from [29] can be viewed as a special case of Proposition 4.1 in which
the quadratic form is symmetric.
4.2 Notation
Let us define the notation for this section.
1. Suppose ξ1 P Rn1 , . . . , ξd P Rnd are independent Rademacher vectors, let N “
śd
k“1 nk, and
define
Dζ “
1â
k“d
Dξk P RNˆN .
We consider the diagonal block form of Dζ :
Dζ “ Dξd b
˜
1â
k“d´1
Dξk
¸
. (28)
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2. Ψ P RmˆN is a deterministic matrix with corresponding column block decomposition
Ψ “
¨
˚˝
Ψ1,Ψ2, . . . , Ψilomon
mˆ
śd´1
k“1
nk
, . . . ,Ψnd
˛
‹‚P Rmˆśdk“1 nk . (29)
3. Φ P RmˆN is the random matrix Φ “ ΨDζ . We also consider each Φi P Rmˆ
śd´1
k“1
nk defined
by the corresponding block forms of Ψ,Dζ :
Φi “ Ψi
˜
1â
k“d´1
Dξk
¸
, for i P rnds.
Importantly, Φi with randomized signs is a column block of Φ by (28) (29):
Φ “ pξdp1qΦ1, . . . , ξdpiqΦi, . . . , ξdpndqΦndq P Rmˆ
śd
k“1 nk . (30)
4. For fixed x P RN , we consider the corresponding vector block decomposition
x “
¨
˚˝˚
x1,x2, . . . , xilomon
PR
śd´1
k“1
nk
, . . . ,xnd
˛
‹‹‚
J
P R
śd
k“1 nk . (31)
Note that the distortion
}Φx}22 ´ }x}22 “ }ΨDζx}22 ´ }x}22 (32)
can be equivalently expressed as the quadratic form ζJMζ, where M “ DxpΨJΨ ´ INqDx P
R
NˆN .
Based on the block decomposition in Equation (30), the distortion Equation (32) can also be
expressed as the quadratic form
ξJdMdξd, (33)
where Md P Rndˆnd has entries tmdpi, jqundi,j“1 given by
mdpi, jq “
" }Φixi}22 ´ }xi}22, i “ j
xΦixi,Φjxjy, i ‰ j . (34)
4.3 Proof of Proposition 3.2
We prove Proposition 3.2 for a general d ě 2 via induction on the degree d. Note that Proposition 3.2
with degree d is simply the following proposition restricted to i “ j of degree d` 1.
Proposition 4.2. Fix d ě 2 and consider vectors txiuiPrnds P R
śd´1
k“1
nk . Let Ψ P RmˆN and Φ P
R
mˆN be as defined above. Fix an integer s satisfying 66 ď s ď maxkPrds nk, and δ P p0, 1{p2sd´2qq.
Suppose that Ψ has the p2s, δq-RIP. Then, for each pair pi, jq P rnds ˆ rnds,
Pr
´
|mdpi, jq| ą 2δ sd´2 }xi}2 }xj}2
¯
ď p6
d´1ź
k“2
n2k ` 2
d´1ÿ
k“2
d´1ź
ℓ“k`1
n2ℓq expp´
1
128
sq, (35)
where we define
śd´1
k“d n
2
k “ 1 and
ś1
ℓ“3 n
2
ℓ “ 0.
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Proof of Proposition 4.2. 1. For the base case d “ 2, the matrix M2 P Rn2ˆn2 as defined in
Equation (34) has entries
m2pi, jq “ ξJ1 Ai,jξ1, (36)
where the matrix Ai,j P Rn1ˆn1 is given by"
DxipΨJi Ψi ´ In1qDxi , i “ j,
DxiΨ
J
i ΨjDxj , i ‰ j.
The proof of the proposition in the case i “ j follows from Proposition 5.4 in [29] used to
analyze the standard FJLT. However, the case i ‰ j requires an extension of Theorem 3.1 in
[29] to quadratic forms that are not necessarily symmetric, which constitutes our Proposition
4.1.
After sorting the indices by the magnitude of the entries in xi, let I1 denote the first s sorted
indices, I2 denote the second set of s sorted indices, and up to Ir, where |I1| “ ¨ ¨ ¨ “ |Ir´1| “ s
and |Ir| “ n1´pr´ 1q s. The corresponding index notations for xj are the sets J1, . . . , Jr. We
write i1 „ j1 if the two indices are associated in the same block location respectively of x and
y, i.e. i1 P Ip, j1 P Jp, p P rrs.
Remark 4.2. A significant difference between our Proposition 4.1 and Proposition 5.4 in [29]
is that the entries in the vector x of length N cannot be ordered by magnitude freely in our
case. We are able to only sort the entries within each vector block of length n1. The reason
is the corresponding diagonal entries in the matrix Dζ are no longer independent, where
ζ “Â1k“d ξk.
Consider the matrix Ci,j P Rn1ˆn1 with entries:
Ci,jpi1, j1q “
"
mi,jpi1, j1q, i1  j1, i1 P Ic1, j1 P Jc1 ,
0, else.
And,
vi,j “ Ai,jpIc1, J1qξ1pJ1q P Rn1´s,
wi,j “
rÿ
p“1
ξ1pIpqJAi,jpIp, Jpqξ1pJpq P R.
Each of the blocks tΨiuiPrn2s has the p2s, δq-RIP because Ψ has the p2s, δq-RIP and s ď n1
by assumption. Therefore, we apply the result from Proposition 4.1 to derive the norm bounds.
In particular, the symmetric case when i “ j refers to the special case when ΨL “ ΨR and
x “ y in Proposition 4.1.
}Ci,j} ď δ
s
}xi}2 }xj}2, }Ci,j}F ď δ?
s
}xi}2 }xj}2,
}vi,j}2 ď δ?
s
}xi}2 }xj}2, |wi,j | ď δ }xi}2 }xj}2.
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Moreover,
m2pi, jq “ ξJ1 Ai,jξ1 “
rÿ
p,q“1
ξ1pIpqJAi,jpIp, Jqqξ1pJqq
“ ξJ1 Ci,jξ1 ` ξ1pIc1qJvi,j ` ξ1pJc1qJvj,i ` wi,j,
since
ξJ1 Ci,jξ1 “
rÿ
p,q“2
p‰q
ξ1pIpqJAi,jpIp, Jqqξ1pJqq,
ξ1pIc1qJvi,j “
rÿ
p“2
ξ1pIpqJAi,jpIp, J1qξ1pJ1q,
vJj,iξ1pJc1q “
rÿ
q“2
ξ1pI1qJAi,jpI1, Jqqξ1pJqq “ ξ1pJc1qJvj,i.
By the standard concentration inequalities Lemma 4.3 and Lemma 4.4,
Pr
ˆ
|ξ1pIc1qJvi,j| ą
1
8
δ }xi}2 }xj}2
˙
ď 2 exp
ˆ
´1
2
δ2
64
s
δ2
˙
“ 2 expp´ 1
128
sq,
Pr
ˆ
|ξ1pJc1qJvj,i| ą
1
8
δ }xi}2 }xj}2
˙
ď 2 expp´ 1
128
sq,
Pr
ˆ
|ξJ1 Ci,jξ1| ą
3
4
δ }xi}2 }xj}2
˙
ď 2 exp
ˆ
´minp 1
64
9δ2
16
s
δ2
,
3
130
3δ
4
s
δ
q
˙
“ 2 exp
ˆ
´minp 9
1024
s,
9
520
sq
˙
ă 2 expp´ 1
128
sq.
Since $’’’’’’’’’’’’&
’’’’’’’’’’’’%
|ξ1pIc1qJvi,j| ď
1
8
δ }xi}2 }xj}2,
|ξ1pJc1qJvj,i| ď
1
8
δ }xi}2 }xj}2,
|ξJ1 Ci,jξ1| ď
3
4
δ }xi}2 }xj}2,
|wi,j| ď δ }xi}2 }xj}2,
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imply |m2pi, jq| ď 2δ }xi}2 }xj}2, by the law of total probability, we obtain that for each fixed
pair pi, jq P rn2s ˆ rn2s,
Pr
´ˇˇˇ
m2pi, jq
ˇˇˇ
ą 2δ }xi}2 }xj}2
¯
ă 2 expp´ 1
128
sq ` 2 expp´ 1
128
sq ` 2 expp´ 1
128
sq
ď 6 expp´ 1
128
sq.
2. Suppose now that Proposition 4.2 is true up to degree d (d ě 2). We aim to show that the
statement must then hold also for degree d` 1.
In the degree-pd ` 1q case, for fixed i P rnd`1s, consider one further step of the block
decomposition:
xi “
`
xi,1,xi,2, . . . ,xi,i1 , . . . ,xi,nd
˘ P Rśdk“1 nk ,
Ψi “
`
Ψi,1,Ψi,2, . . . ,Ψi,i1 , . . . ,Ψi,nd
˘ P Rmˆśdk“1 nk .
Recall the form Equation (33) of md`1. Note that when the degree jumps to d ` 1, there
are now n2d`1 matrices tpMdqi,jui,jPrnd`1s in the similar forms of Md (34). As a consequence,
Md`1 expands from simply a number md`1 to becoming a nd`1 by nd`1 square matrix, where
each quadratic form squeezes pMdqi,j into a number and thus form an entry of Md`1. More
specifically,
Md`1 “
»
———————————–
ξJd pMdq1,1ξd
. . .
ξJd pMdqi,jloomoon
PRndˆnd
ξd
loooooomoooooon
PR
. . .
ξJd pMdqnd`1,nd`1ξd
fi
ffiffiffiffiffiffiffiffiffiffiffifl
loooooooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooooooon
nd`1ˆnd`1
.
For each pair of pi, jq P rnd`1s ˆ rnd`1s,
md`1pi, jq “ ξJd pMdqi,jξd,
where the matrix pMdqi,j P Rndˆnd has entries:
pmdqi,jpi1, j1q “
" }Φi,i1xi,i1}22 ´ }xi,i1}22, if i “ j and i1 “ j1,
xΦi,i1xi,i1 ,Φj,j1xj,j1y, else,
have the form md from Equation (34) since each Φi,i1 is a p2s, δq-RIP Ψi,i1 with randomized
column signs from
Â1
k“d´1 ξk and the index sets of Φi,i1 ,Φj,j1 are disjoint except when both
i “ j and i1 “ j1.
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By the concentration bound for degree d which we assume is true,
Pr
´
|pmdqi,jpi1, j1q| ą 2δ sd´2 }xi,i1}2 }xj,j1}2
¯
ď p6
d´1ź
k“2
n2k ` 2
d´1ÿ
k“2
d´1ź
ℓ“k`1
n2ℓq expp´
1
128
sq.
Thus with the assumption s “ p2δ sd´1q{p2δ sd´2q ě 66, we now apply Corollary 4.1, to
get that
Pr
´
|md`1pi, jq| ą 2δ sd´1 }xi}2 }xj}2
¯
ď n2d rp6
d´1ź
k“2
n2k ` 2
d´1ÿ
k“2
d´1ź
ℓ“k`1
n2ℓq expp´
1
128
sqs ` 2 expp´ 1
44
2δ sd´1
2δ sd´2
q
ď p6
dź
k“2
n2k ` 2
d´1ÿ
k“2
dź
ℓ“k`1
n2ℓq expp´
1
128
sq ` 2 expp´ 1
44
sq
ď p6
dź
k“2
n2k ` 2
dÿ
k“2
dź
ℓ“k`1
n2ℓq expp´
1
128
sq.
Note that we simply replace expp´s{44q with expp´s{128q in the last step derivation as the
latter term is of bigger value and works for an upper bound to make a more organized result.
We finally obtain the result for d` 1 and complete the proof of Proposition 4.2.
We now show the proof of Proposition 3.2.
Proof of Proposition 3.2. Let n˚1 ě n˚2 ě ¨ ¨ ¨ ě n˚d be the decreasing arrangement of tnkukPrds.
As the setting in Proposition 3.2 with degree d is the case of md`1 restricted to i “ j shown in
Proposition 4.2, we obtain
Pr
´ˇˇˇ
}ΨDζx}22 ´ }x}22
ˇˇˇ
ą 2δ sd´1 }x}22
¯
ď r6
dź
k“2
pn˚kq2 ` 2
dÿ
k“2
dź
ℓ“k`1
pn˚ℓ q2slooooooooooooooooooomooooooooooooooooooon
Cd
expp´ 1
128
sq. (37)
We can further reduce the bound in Equation (37) to
2pd` 2qN2´ 2d expp´ 1
128
sq,
due to Cd ď p6` 2pd ´ 1qq pN{n˚1 q2 and n˚1 ě N1{d when d ě 2. The proof is complete.
Remark 4.3. The RIP assumption in Proposition 4.2 is only used in the base case d “ 2, and not
in the induction step. This indicates that our proof is not optimal; it remains an interesting open
problem to improve the resulting bound from m „ ε´2 logp1{ηq2d´1 to m „ ε´2 logp1{ηqd`1.
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5 Numerical experiments and further discussions
In this section, we run numerical experiments to study the empirical embedding performance of
KFJLT. It is of value to discuss and compare the performances of KFJLT with varying degree d,
including the standard FJLT corresponding to d “ 1, in order to evaluate the trade-off between
distortion power and computational speed-up. Here we define the embedding distortion ratio:ˇˇˇ
ˇ}Φx}22 ´ }x}22}x}22
ˇˇˇ
ˇ .
5.1 FJLT vs Kronecker FJLT
FJLT and KFJLT differ in the mixing operation. We show the numerical result Figure 2 comparing
the embedding performance of standard FJLT, degree-2 and degree-3 KFJLTs on a set of randomly
constructed Kronecker vectors. The numerical observation suggests that KFJLTs take slightly more
rows to achieve the same quality of embeddings and lose some stability compared to standard FJLT,
which is consistent with the theory.
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Figure 2: Comparing the embedding performance between the standard FJLTs and the KFJLTs of
degree 2 and 3. Each dot with error bar represents the average distortion ratio and the standard
deviation based on 1000 trials for a given embedding dimension. In each trial, we generate the
subsampled standard or Kroneckerized FFTs and the i.i.d. or Kroneckerized random sign-flipping
operations for the three constructions respectively and test them on the same vector. The vectors to
be embedded are pR4q
Â
6 Kronecker vectors, hence simultaneously degree-2 and degree-3 Kronecker
vectors, and they consist of respectively uniform r0, 1s (on the left) and normally distributed
elements (on the right) in each component vector. The x-axis of the degree-2 and degree-3 plots
are shifted by `15,`30 respectively.
5.2 Kronecker-structured vs general vectors
It is clearly of interest to study the general case of KFJLT embedding arbitrary Euclidean vectors
since it is needed for the theoretical analysis of CPRAND-MIX algorithm, though KFJLT is
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designed to accelerate dimension-reduction for tall Kronecker-structured vectors. One might also
wonder if the main embedding results can be improved if we just restrict to Kronecker vectors,
but the experiments Figure 3 suggests that, the Kronecker-structured vectors result in worst-case
embedding compared to general random vectors.
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Figure 3: Comparing the embedding performance of the KFJLT embedding on general and Kro-
necker Euclidean vectors. Each dot with error bar represents the average distortion ratio and
the standard deviations based on 1000 trials for a given embedding dimension. In each trial, we
generate a general vector as well as a Kronecker vector and embed each of them using the same
KFJLT. Each vector consists of normally distributed elements, either in full or each component
vector. The x-axis of the unstructured vector plot is shifted by `20.
To understand how the Kronecker structure contributes to the gap, we go back to the technical
proof. One possible reason could be that, from the result shown in Proposition 3.2, the probability
bound in Equation (19) is determined by
pd` 2qN2´ 2d β{3,
where we denote β as the probability bound for |m2pi, jq| concentrating in the scale 2δ for i, j P rn2s,
which serves as the base bound in the overall derivation (in our result, β “ 6 expp´s{128q). Given
a certain tolerance ε “ 2δ sd´1 P p0, 1q, it is more unlikely to control the distortion with a bigger
base bound.
When i ‰ j, by a general version of Hanson-Wright inequality [39],
Prp|m2pi, jq ´ E pm2pi, jqq | ą tq ď 2 exp r´c minp t
2
}Mi,j}2F
,
t
}Mi,j}qs,
β increases if m2pi, jq tends to concentrate around a greater expectation. Moreover,
E pm2pi, jqq “
n1ÿ
i1“1
xipi1qxjpi1qΨipi1qJΨjpi1q,
the correlation between entries in blocks xi and xj can make a difference in the estimation of
E pm2pi, jqq. Following the rearrangement inequality, the expectation tends to reach its highest
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value among all the choices of pairwise arrangements when xjpi1q is in the same position as xipi1q
after reordering according to their decreasing arrangements. Vectors with Kronecker structure
happen to be in this particular situation, thus achieving larger distortion in general, compared to
general vectors.
One other possible explanation for the discrepancy showed in Figure 3 is that the Kronecker
product of Gaussians is no longer Gaussian. The lack of good properties from the normal distri-
bution might contribute to the gap.
5.3 Sampling strategy in KFJLT
In constructing the KFJLT, it might seem less natural to first construct the Kronecker prod-
uct
Â1
k“dFkDξk and then subsample rows uniformly (sample after Kronecker), as we propose,
compared to first uniformly subsampling each Fk and then taking the Kronecker product of the
resulting subsampled matrices (sample before Kronecker). On the one hand, the sampling opera-
tion does not affect the computational savings for KFJLT, hence there is no major difference in
the computational cost between two sampling methods. However, uniformly subsampling in the
final step as we do does lead to a better JL embedding.
Indeed, consider instead sampling components
a
nk{mk Sk P Rmkˆnk for k P rds, and forming
the alternative embedding
Φx “
˜
1â
k“d
c
nk
mk
SkFkDξk
¸˜
1â
k“d
xk
¸
“
1â
k“d
p
c
nk
mk
SkFkDξkqloooooooooomoooooooooon
standard FJLT: Φk
xk. (38)
We have the distortion estimation:
}Φx}22 ´ }x}22 “ O
ˆ
max
kPrds
ˇˇˇ
}Φkxk}22 ´ }xk}22
ˇˇˇ˙
.
To achieve a p1˘ εq approximation, each mk must be of the scale ε´2 based on Equation (4).
Hence the total embedding dimension m “śdk“1mk must be at least of the order ε´2d, which is
significantly worse than the scaling we obtain with uniform sampling, ε´2.
We corroborate this calculation empirically below in Figure 4, comparing the distortions re-
sulting from our KFJLT with those resulting from a Kronecker-factored sampling strategy as in
Equation (38).
Remark 5.1. Note that there are other practical tensor-structured sampling strategies besides for
the one introduced above. For example, [15] and [40] consider the row-wise Kronecker sampling.
Such row-wise design not only reduces the embedding cost with the help of the Kronecker factor-
ization but also keeps the distortion from growing exponentially with the degree d. We refer the
readers to the first discussion in Section 1.3 for details. Also, a recent new paper [31] proposed an
efficient leverage-score based sampling strategy for sparse tensor-structured matrices.
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Figure 4: We compare the embedding performance in first constructing the Kronecker product
and then sampling the rows uniformly, to the performance in first uniformly sampling each con-
stituent Fourier transform and then taking the Kronecker product of the results. Each dot with
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A Proof of Proposition 4.1
Proof. Due to the p2s, δq-RIP property of Ψ, apply the result from Lemma 4.2, for any row and
column index sets I, J Ă rns, }ΨLpIqJΨRpJq} ď δ, if |I| ď s, |J | ď s.
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}Cx,y} “ sup
}u}2“}v}2“1
|xu,Cx,yvy|
ď sup
}u}2“}v}2“1
rÿ
p,q“2
p‰q
|xupIpq,Cx,ypIp, JqqvpJqqy|
ď sup
}u}2“}v}2“1
rÿ
p,q“2
p‰q
}upIpq}2 }vpJqq}2 }DxpIpqΨLp:, IpqJΨRp:, JqqDypJqq}
ď sup
}u}2“}v}2“1
rÿ
p,q“2
p‰q
}upIpq}2 }vpJqq}2 }xpIpq}8 }ypJqq}8 δ
ď δ sup
}u}2“}v}2“1
rÿ
p,q“2
p‰q
}upIpq}2 }vpJqq}2 1?
s
}xpIp´1q}2 1?
s
}ypJq´1q}2
ď δ
s
}x}2 }y}2 sup
}u}2“}v}2“1
rÿ
p,q“2
p‰q
ˆ
1
2
}upIpq}22 `
1
2
}xpIp´1q}22
}x}22
˙ˆ
1
2
}vpJqq}22 `
1
2
}ypJq´1q}22
}y}22
˙
ď δ
s
}x}2 }y}2.
}Cx,y}2F “
nÿ
ij
iPIc
1
,jPJc
1
`
xpiqΨLp:, iqJΨRp:, jqypjq
˘2
“
rÿ
q“2
nÿ
iPIc
1
iRJq
xpiq2}DypJqqΨRp:, JqqJΨLp:, iq}2
ď
rÿ
q“2
nÿ
iPIc
1
iRJq
xpiq2 }ypJqq}28 }ΨRp:, JqqJΨLp:, iq}2
ď
rÿ
q“2
δ2
s
}ypJq´1q}22
nÿ
i“1
xpiq2
ď δ
2
s
}x}22 }y}22.
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}vx,y}2 ď sup
}u}2“1
rÿ
p“2
xupIpq,DxpIpqΨLp:, IpqJΨRp:, J1qDbypJ1qy
ď sup
}u}2“1
rÿ
p“2
}upIpq}2 }xpIpq}8 }b}8 }ΨLp:, IpqJΨRp:, J1q} }ypJ1q}2
ď sup
}u}2“1
rÿ
p“2
}upIpq}2 1?
s
}xpIp´1q}2 δ }y}2
ď δ?
s
}x}2 }y}2 sup
}u}2“1
rÿ
p“2
ˆ
1
2
}upIpq}22 `
1
2
}xpIp´1q}22
}x}22
˙
ď δ?
s
}x}2 }y}2.
|wx,y| ď
rÿ
p“1
ˇˇˇ
dpIpqJDxpIpqΨLp:, IpqJΨRp:, JpqDypJpqdpJpq
ˇˇˇ
ď
rÿ
p“1
}xpIpq}2 }ypJpq}2 }ΨLp:, IpqJΨRp:, Jpq},
ď δ
rÿ
p“1
}xpIpq}2 }ypJpq}2
ď δ }x}2 }y}2
rÿ
p“1
1
2
ˆ}xpIpq}22
}x}22
` }ypJpq}
2
2
}y}22
˙
“ δ }x}2 }y}2.
B Fitting CP model with alternating randomized least squares
In this section, we give supplemental material on the CPRAND-MIX algorithm and show that the
application of KFJLT to the alternating least squares problem greatly reduces the workload of CP
tensor decomposition.
The Khatri-Rao product, also called the column-wise Kronecker product denoted by
Ä
, is
defined as: given matrices X P Rmˆn and Y P Rm1ˆn,
XdY “ “ x1 b y1 x2 b y2 . . . xn b yn ‰ P Rmm1ˆn. (39)
The Khatri-Rao product also satisfies the distributive property
WXdYZ “ pW bYqpXd Zq. (40)
28
B.1 Problem set-up
Let X : Rn1 ˆ ¨ ¨ ¨ ˆ Rnd be a d-way tensor, and M be a low-rank approximation of X such that
rankpMq ď R. M is defined by d factor matrices, i.e. Ak P RnkˆR via
M “
Rÿ
j“1
A1p:, jq ˝A2p:, jq ˝ ¨ ¨ ¨ ˝Adp:, jq. (41)
The goal of fitting tensor CP model is to find the factor matrices that minimize the nonlinear
least squares objective:
}X ´M}2 “
n1ÿ
i1“1
n2ÿ
i2“1
. . .
ndÿ
id“1
pxpi1, i2, . . . , idq ´mpi1, i2, . . . , idqq2 (42)
subject to M being low rank as Equation (41). The tensor X has
śd
k“1 nk parameters whereas M
has only R
řd
k“1 nk parameters.
For ease of the notation, we define N “śdk“1 nk and Nk “ N{nk.
The mode-k unfolding of X recognizes the elements of the tensor into a matrix Xpkq of size
nk ˆNk. The mode-k unfolding of M has a special structure:
Mpkq “ Ak pAd d ¨ ¨ ¨ dAk`1 dAk´1 ¨ ¨ ¨ dA1qJloooooooooooooooooooooooomoooooooooooooooooooooooon
ZJ
k
. (43)
The idea behind alternating least squares (ALS) for CP is solving for one factor matrix Ak at
a time, repeating the cycle until the method converges. This takes advantage of the fact that we
can rewrite the minimization problem using Equation (43) as
min
Ak
}ZkAJk ´XJpkq}F , (44)
which is a linear least square problem with a closed form solution. The cost of solving the least
square problem is OpRNq due to the particular structure of Zk. But we need to solve d such
problems per outer loop and run tens or hundreds of outer loops to solve a typical CP-ALS
problem. Hence, reducing the cost of Equation (44) is of interest.
B.2 Randomized least squares
Since we expect that the number of rows Nk is much greater than the number of columns R in Zk,
Equation (44) can benefit from randomized sketching methods. Instead of solving the full least
square, we can instead solve a reduced problem by a sketch matrix Φ P CmˆNk :
min
Ak
}ΦZkAJk ´ΦXJpkq}. (45)
For Φ being a FJLT, the dominant cost are applying the FFT to Zk and Xpkq and solving the
least square: OppR ` nkqNk logNk `R2mfq.
We then change the sketching form of Φ to be a KFJLT:
Φ “ S
¨
˝ 1â
ℓ“d
ℓ‰k
FℓDℓ
˛
‚, (46)
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as we can compute Equation (44) more efficiently.
First consider the multiplication with XJpkq. We pay an one-time upfront cost to reduce the
cost per iteration. The corresponding computation is to mix the original tensor:
Xˆ “ X ˆ1 F1D1 ¨ ¨ ¨ ˆd FdDd. (47)
The total cost is N logN .
We observe that
ΦXJpkq “
´
SXˆJpkq
¯
F˚kDk. (48)
The asterisk ˚ denotes the conjugate transpose. This equation shows that we just need to sample
and then apply the inverse FFT and diagonal. The work per iteration is Opmkronnk log nkq.
Next consider ΦZk. We finish the mixing for Ak: Aˆk “ FkDkAk, which costs
OpRnk log nkq, before sketching the least square in mode k. Then the cost of computing
ΦZk “ S
¨
˝ 1ä
ℓ“d
ℓ‰k
FℓDℓAℓ
˛
‚“ S
¨
˝ 1ä
ℓ“d
ℓ‰k
Aˆℓ
˛
‚ (49)
is just the cost of sampling the Khatri-Rao product: Rmkron.
To conclude the comparison of the cost in Table 2:
Table 2: Cost per inner iteration
Regular CP-ALS FJLT - sketched Kronecker FJLT - sketched
OpRNq OppR` nkqNk log pNkq ` R
2
mfq OppR ` mkronqnk lognk ` R
2
mkronq
It is natural to choose KFJLT as the sketch strategy for solving CP alternating least squares, as
it helps reduce the cost of the inner iteration greatly to the order of Opnk log nkq compared to the
original cost: OpNq. This idea has been developed into a randomized algorithm: CPRAND-MIX.
We refer the readers to [8] for the completed algorithm.
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