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Introduction 
In order to determine the asymptotic solution of a singular perturbation 
problem in partial differential equations, frequent use is made of 
special devices, such as the introduction of local coordinates for 
those parts of the domain where the solution behaves capriciously. How-
ever, by choosing relatively simple differential operators and appro-
priate domains, it may be possible to determine the solution explicitly. 
Then, the solution may be given as an integral or as a series develop-
ment in eigenfunctions and known asymptotic methods may be applied to 
obtain the asymptotic solution of the problem. In this report a singular 
perturbation problem will be investigated in this way, by using saddle 
point methods. Owing to the singular nature of the problem, gratuitous 
application of this method is not allowed. But with some modifications 
of the saddle point method an asymptotic expansion is derived, which 
holds uniformly for the domain considered, particulary in the so called 
boundary layer. 
The author is indebted to Professor Dr. H.A. Lauwerier for his advice 
and guidance in this work. 
Ill 
1. A modification of the method of saddle points 
A well-known method for finding the asymptotic approximation to a 
contour integral of the form 
( 1-1 ) f(z) 
= r ( ). -zu(v) d WV e V 
c 
is the method of saddle points, also called the method of steepest 
descent. Here f(z) denotes the function to be approximated, the inte-
gration is taken along a curve C in the complex v plane along which the 
functions wand u are defined and z denotes a large parameter. In the 
application of the saddle point method a difficulty arises as soon as 
a singularity of w or u lies near a saddle point of u, i.e. the points 
in the v plane where du/dv = 0. For instance the function w or u may 
depend on parameters other than z and when one of these parameters 
assumes a value for which a pole of w coincides with a saddle point of 
u the method of steepest descent becomes invalid. Methods to cope with 
such cases have been worked out and discussed by van der Waerden [6] 
and Oberhettinger [5], among others. The former treats the case of a 
saddle point of order 2 in the neighbourhood of a pole of the first 
order, while the latter shows that van der Waerden's method can be 
extended to the case involving both pole and saddle point of arbitrary 
order. In the first case the asymptotic expansion consists of an error 
function as leading term and an asymptotic series of inverse powers of 
z and in the second case of a finite number (equal to the order of the 
pole) of terms involving Whittaker functions and again an asymptotic 
series of inverse powers of z. 
To make things clear the results of [5] will be reproduced. Since 
the cont our integral in ( 1 ) can be transformed into a sum of integrals 
of the Laplace transform type 
( 1-2) 
00 
f(z) = f e-zt F(t) dt 
0 
2 
by distorting C through the appropriate saddle points of u, only 
integrals of this kind has been considered by Oberhettinger. The function 
F(t) in (1-2) is assumed to be of the form 
( 1-3) F(t) = ta g(t), Re a > -1 , 
where the function g is analytic in the vicinity oft= O, that is to 
say 
( 1-4) 
00 
g(n)(O). g( t) = I a tn a = n ' n n! n=O 
The series is convergent for It I < lt 0 I , where t 0 is that singular 
point of g(t) which is closest to the origin. With the condition 
g(t) = O(exp(at)) fort ➔ 00 , 
where a is a real constant, a lemma due to Watson [7] yields the asymp-
totic approximation of f(z) for large lzl, 
00 
( 1-5) f(z)-~ I 
n=O 
a 
n 
r(n+l+a) 
n+l+a 
z 
holding uniformly in any sector \arg zl ,:_ 8 < n/2. It is possible to 
generalize the conditions on g(t), but, to fix the ideas, the above-
mentioned analytic properties of g(t) in a neighbourhood oft= 0 will 
be considered. When the radius of convergence of g(t), lt 0 I in this 
case, is small, the coefficients an' being functions of t 0 , tend to 
infinity as t 0 + 0. The assumption of small values of lt 0 I may invalidate 
the asymptotic expansion, although the integral in (1-2) may exist for 
t 0 = 0. When the small radius of convergence of g(t) is due to a pole of 
order mat the point t = t 0 (t0 is not on the positive real axis) the 
function g(t) may be written as 
( 1-6) 
m 
g(t) = I b_n(t-t0 )-n + g*(t), 
n=1 
3 
where g*(t) is analytic for Jtl < Jt 1 I. Consequently g*(t) can be re-
presented by the series 
00 
(1-7) * g (t) = I 
n=O 
b 
n 
b 
n 
= _1 *(n)(O) 
n! g 
for Jtl < lt 1 I, with lt 1 I possibly larger then a positive number. In-
serting the decomposition (7-6) of g(t) and the series (7-7) for g*(t) 
in (1-2), the expansion for f(z) becomes 
m 
(1-8) f(z} ~ I 
n=1 
b 
-n 
00 
b 
n 
r(n+a+1) 
n+a+1 
z 
as Jzl + 00 , where, in addition, the range of validity for arg z depends 
* on g (t). The integrals in (1-8) can be written as Whittaker functions. 
These integrals will tend to infinity as t 0 + 0 in the case Re a-n < -1 
and at first sight expansion (7-8) becomes useless again. However, the 
integral in (1-2) may converge uniformly with respect to the parameter 
t 0 in a domain in the complex t plane containing the origin (but cer-
tainly not positive values oft) and thus may exist for t 0 = 0. Since 
the coefficients bn in (1-7) are bounded for t 0 = O, the finite sum in 
(1-8) does not tend to infinity as t 0 + 0. So, the singularities of the 
pertinent terms will cancel. The expansion in (1-8) represents the 
integral (1-2) for large values of Jzl andgives fort 0 = O, if the 
integral exists, its correct value. 
The case a=-~, m = 1 has been treated by van der Waerden [6] and 
the single term in the finite sum in (1-8} reduces to an errorfunction. 
In the present paper we consider integrals of the type 
00 
(1-9) f 
2 
e-zt F(t) dt. 
Oberhettinger's method 1s applicable in slightly different form when F(t) 
has a pole near the origin. In this case reduction to (1-2) is always 
possible, but when F(t) contains a factor 
4 
v not a positive integer, 
reduction to (1-2) is not advisable. We will point out that in this case 
the singularity cannot be split off in the same way as in the foregoing. 
In section 4 an alternative method will be used to solve this case pro-
perly. 
2. The singular perturbation problem 
The type of integrals of the preceding section is encountered when 
solving the following singular perturbation problem. We consider the 
partial differential e4uation in two independent variables x and y 
(2-1) €6 4> (x,y) 
€ 
a 
~4> (x,y) = O, 
oy € 
where Eis a small positive parameter and t:,. is Laplace's operator. The 
function 4> (x,y) satisfies the differential equation in the domain 
€ 
G: x > O, y > O. Along the boundaries of this domain 4> (x,y) is sub-
€ 
jected to the following conditions 
(2-2) il>(x,O)=O 
€ 
4> (O,y) = cp(y). 
€ 
When Eis very small, the boundary value problem described above is a 
so-called singular perturbation problem. The qualification "singular" 
is due to the fact that in the limit problem (t=O), equation (2-1) 
simplifies to the first-order· equation, the reduced equation, 
(2-3) a -;;-- 4> (x,y) = O 
oy € 
while solutions of the reduced e4uation do not satisfy both boundary 
conditions in (2-2). The characteristics of the reduced equation (2-3) 
are the lines x =constant.Hence the half line x = O, y > 0 of the 
boundary of G coincides with a characteristic of (2-3), 
As pointed out by Eckhaus and de Jager [2], these two features give 
rise to a so-called parabolic boundary layer along the positive y-axis. 
5 
In view of the first boundary condition in (2-2), outside the boundary 
layer 
4i (x y) '" 0 
€: , 
fore: ➔ O, will be a good approximation, except in the boundary layer 
near x = O, y 2:_ O, where the second boundary condition in (2-2) is 
violated, 
A general technique exists to solve problems of this kind. One of 
the most important papers on this subject is the paper of Eckhaus and 
de Jager [1]. Essential to this technique is the introduction of local 
coordinates in order to blow up the boundary layer and to indicate 
the boundare layer functions. Our approach is entirely different from 
the usual one. Due to the simplicity of the equation and the favourable 
shape of the domain G, an explicit analytic solution to (2-1) satis-
fying (2-2) can be constructed by elementary methods. An advantage of 
this approach is that the condition in the paper of Eckhaus and de 
Jager 
¢(0) = 0 
can be omitted. We are even allowing a singular behaviour of q,(y) near 
the origin provided that the integral 
a I q,(t)dt 
0 
exists for some positive a. 
The present problem has also been investigated by Grasman [3], who 
represents the solution 4i (x,y) in terms of the Dirichlet Green's 
€: 
function for this problem and the boundary values, Our representation 
of the solution is in terms of the Laplace transform of q,(y) and can 
be deduced from Grasman's performing some substitutions. However, we 
propose a more elementary way and we use the methods outlined in 
section in order to obtain an asymptotic approximation of the solution. 
I 
6 
Before gi vrng the solution of ( 2-1) it is useful to solve the 
problem for a special choice of cp (y) in order to gain an insight into 
some of the phenomenae, especially the parabolic boundary layer. We 
will first remove the first order derivative in equation (2-;) with the 
aid of the substitution 
( 2-4) f(x,y) = ex:p(-y/2s) 4l ( X ,Y) , 
s 
Then the function f(x,y) has to satisfy the following boundary value 
problem 
2 61(x,y) - w f(x,y) = O 
(2-5) 
f(x,O) = o, ~(O,y) = e-wycp(y) , 
where w = 1/(2s). 
Looking for an elementary solution of this problem, we note that 
(2-6) 
satisfies the differential equation in (2-5) for each value of c and 
A. In this formula rand e are the polar coordinates (x=r case, 
y=r sine), A and care constants and KA(wr) is a modified Bessel-
function. If A= 1/2 this function can be written as an exponential 
function and an elementary solution of the original problem (2-1) is 
(2-7) ip (x y) = a sine/2 
s ' r 
( r(sine-1)) 
exp 2s 
-1/2 in which case the boundary function cp has to be chosen as y , 
The argument of the exponential function in (2-5) is negative 
when o < e < TI/2. So for these values of e 
for s ➔ O, where n is an arbitrary positive number. 
7 
This estimate, however, 1s not uniform in 8, For certain values of 
rand e the exponential function in(2-7) is not at all small, This 
happens when r( 1-sin8)/(2s) = 0(1) for s ➔ 0, The locus in the (x,y)-
plane determined by the equation 
r( 1-sine) 
2s = C 
where c is a positive constant, independent of r, 8 ands, is the 
parabola 
(2-8) y = 
2 2 2 
X - 4i:: C 
4i::c 
The axis of symmetry of this parabola is the line x = 0 and whens 
tends to zero the "width" of the parabola is of order s, Outside this 
parabola the exponential function is gaining influence and as a con-
sequence the function~ (x,y) tends strongly to zero outside the 
E 
parabola. The solution of (2-1) with a general boundary condition 
¢(y) will show a similar behaviour, 
The inside of the parabola (2-8) 1s called the parabolic boundary 
layer. Although this is not a proper mathematical definition, which 
cannot easily be given, it gives a good idea of the concept. In this 
part of the domain G, along the line y =constant(> 0), in the positive 
x-direction the solution rapidly changes from the boundary value ¢(y) 
to very small values, resembling outside the boundary layer the solution 
of the reduced equation (2-3), which has to be taken as 
cli (x,y) = 0. 
s 
3. The solution of the singular perturbation problem 
In the preceding section the singular perturbation problem (2-1) 1s 
transformed (c.f. (2-4) and (2-5)) into the Helmholtz problem 
8 
2 tl(x,y) - w l(x,y) = 0 
(3-1) 
l(x,o) = o, ~(o,y) = e-wy¢(y) , 
where w = 1/(2E). The e~uation of Helmholtz in an angular region has 
comprehensively been studied by Lauwerier [4]. Considering his methods 
we try the tentative solution 
(3-2) ~(x,y) = f exp{-w(xchu-iyshu)} g(u)dshu 
-~ 
for x > O. The function 
defined only for y.:. O, may be continued for negative values of y 
such that f(-y) = -f(y). The function gin (3-2) will be determined 
from the boundary value at x = 0 
giving 
f(y) = I eiwyshu g(u) d shu 
g(u) =~ 
2TI 
f e-iwyshu f(y)dy 
= ~TI {i(w(1+ishu)) - ~(w( 1-ishu))}, 
where¢ is the Laplace transform of¢, 1.e. 
f(s) = J e-st¢(t)dt. 
0 
9 
The introduction of polar coordinates x = rcose, y = rsin8 yields 
~ 
~(x,y) = j e-wr ch(u-i8) g(u)d shu 
-~ 
and a shift of the path of integration into a line with Im u = e 
gives 
(3-4) l(x,y) = ~TT f e-wrchuch(u+i8){¢(w(1+ish(u+ie)))-$(w(1-ish(u+ie)))du. 
The representation (3-4) of the solution of the boundary value 
problem (3-1) will be the starting point of the investigations on the 
asymptotic behaviour of l(x,y) for large values of w. 
The integral in (3-4) with was a large parameter can be evaluated 
by the method of saddle points. The real u axis is a steepest descent 
line for the exponential function in (3-4) and the saddle point is 
situated at u = 0. When the method of saddle points is applied a de-
tailed knowledge of the function~ is required, 
Since there is a general lack of information on the Laplace transform 
of an arbitrary function ¢(y), the research has to be limited to some 
special choices of ¢(y). However, from appropriate selections insight in 
the problem may be gained and general results may be derived. As men-
tioned in the previous section, the singular perturbation problem (2-1) 
has been treated by Eckhaus and de Jager in [1], in which the condition 
¢(0) = 0 was imposed on¢. Our first task will be to analyse the case 
¢(y) - 1, not only in order to give an extension of the results of the 
paper cited above, but also since it is such a nice problem. In section 
5 the case ¢(y) = yv, with Rev> -1, will be investigated and the 
results may be applied to a more general boundary value¢. 
4. The special case p(y) = 1 
In this case the Laplace transform of¢ is ~(s) = 1/s. The solution 
of (3-1) becomes 
IP ( x ,Y) = 
27T 
= i 7T 
Writing 
( 4-1 ) 
there follows 
( 4-2 ) IP ( X ,Y) = 
l 
10 
00 
J 
-wrchu ( . ){ 1 
e ch u+ie 1+ish(u+i6)-
-00 
00 
J e-wrchuth(u+i0)du. 
-"' 
00 
J e-wrchu ch( u-ia) 
sh(u-ia) du. 
1 
, ( "B)}du 1-ish u+1 
This integral 1s not of the same type as the one encountered 1n 
the first section, although some symptoms mentioned there can be 
recognised. Namely the saddle point is located at u = 0 and the inte-
grand has a simple pole for u = ia~ As a consequence, when a ➔ 0 
(i.e. e ➔ 1r;2) the saddle point and the pole will coincide. (There are 
more poles but those are located far off the origin for the values 
of 6 considered in our problem). Remark that the coincidence of saddle 
point and pole just happens for 6 ~ 1r/2. As outlined before, the 
boundary layer is situated along the positive y-axis; i.e. for 6 ~ n/2. 
The integral in (4-2) can be written as an integral of the Laplace 
transform type ( 1-2). However, 1n order to handle the coalescence of 
pole and saddle point for this integral we propose a direct method, 
using (c,f. Lauwerier [4]- VI) 
00 
( 4-3) F ( r, CL) e-rchu _......,.d_u _ __,.. = 2 e-rcosaerfc(hr sin~a.), 
sh2 ( u-fo) 
where erfc 1s the complementary errorfunction defined by 
00 
erfc( z) 2 = 7,;" I -t2 e dt. 
z 
11 
A proof of (4-3) is easily obtained by verifying that 
3 { rcosa F( ) } _ 2 ~, . a -r( 1-cosa) ar e r ,c. - - ✓ ~ sin 2 e 
Now, we determine a constant A such that the function 
(4-4) ch(u-ia) A 
sh(u-ia) - sh 2 (u-ia) 
is a regular function at u = ia, It turns out that A should be taken 
as;. With this choice of A the function in (4-4) will be denoted by 
g(u). Next we expand this function g(u) in the following way 
co 
(4-5) g(u) -- hl \ ( h 1 )k i c 2u l ck s 2u . 
k=O 
A simple computation shows 
cosc. - cos~a 
co= sina 
2 
C = 1 i 
3, 
- cos 2a 
. 2 
sin a 
The coefficients ck are bounded, as functions of c., for O < c. ::_ TT/2, 
The integral in (4-2) may now be written as 
co 
(4-6) IJ:l(x,y) = F(wr,a) + TTi I e-wrchu g(u)du, 
-co 
where Fis defined in (4-3) and g is the function in (4-4) with A= 1/2. 
Putting the expansion (4-5) of g(u) in (4-6) and reverting the order 
of summation and integration we obtain the asymptotic expansion 
(4-7) IJ:l(x,y) 2 -wr - F(wr,a) + - e TT 
co 
f(k+~) 
k+-(2wr) 2 
as wr ➔ m, uniformly valid for O < 6.::;. TT/2. For the function Ps(x,y) 
of the original problem (2-1) we have, using (2-4), 
l 
12 
(4-8) cp/x,y) "' erfc(sin ~a. /2:;) 2 -2wrsin2 ~~ 00l r(k+~) +-e C ~-~~-
TI k=O 2k (2wr)k+~ , 
When a.+ O (e + TI/2) the asymptotic behaviour is completely determined 
by the errorfunction in (4-8), since all coefficients c2k vanish for 
a.= 0 (namely, g(u) is an odd function of u if a.= 0). The errorfunction 
is the boundary layer function for this problem and it plays an impor-
tant role in the neighbourhood of the positive y-axis (e = TI/2), that 
is, in the boundary layer, 
It has to be pointed out that (4-8) furnishes an expansion for 
wr + 00 ; so in the region of the (x,y)-plane for which r = O(E), E + O, 
this expansion is invalid. 
5. The case p(y) = yv 
In this section the asymptotic solution of the boundary value 
problem (3-2) with ¢(y) = yv, Rev> -1, will be investigated. With 
this choice of ¢(y) the solution q,(x,y) of (3-1), given in (3-4), can 
be written as 
(5-1) q,(x,y) 
CX) 
= r( v+ 1) J 
2TI WV 
e-wrchu {----1 ___ _ 
( 1 +i sh ( u+ i e ) ) v+ 1 
1 1 }ch( u+ie )du. ( 1-ish ( u+ie)) v+ 
By the use of some identities between hyperbolic and circular 
functions the function q, can be represented in the form 
where 
00 
( 5-2) q, 1 ( x,y) r(v+1) = I e-wrchu cosH iu+a.) { . ,(. )}2v+1 s1.n2 1.u+a. du 
and 
13 
00 
r( v+,) 
= 
21r(2w)v 
f e-wrchu 
-00 
sin~(iu+a) __ ___._...__;;..__, _____ du 
{cos~(iu+a)}2v+l 
where, again, a= 1T/2 -e . 
The singularities of the integrand of (5-2) are located at the 
zeros of the function sin~(iu+a). When 2v+1 is not a positive integer, 
the integrand has a branch point at these zeros, Only the zero at 
u = -ict is close to the saddle point u = 0 and for a= 0 it coincides 
with the saddle point. 
As for the singularities of the integrand of (5-3), for all values 
of ct concidered in our problem (0 ~ct~ 7T/2) these points are not close 
to the origin. Therefore, the asymptotic expansion of ~2(x,y) can be 
determined by substitution of the expansion 
sinH iu+a) 00 
= ch ~u l 8k(sh~u)k 
k=O 
and reverting the order of summation and integration. The asymptotic 
expansion is a series in inverse powers of lwr and does not contain 
boundary layer terms. Therefore, ~2 is not as interesting as~,, which 
does have a boundary layer behaviour near e = 71' /2 (ct=O). 
We will now construct an asymptotic expansion of ~1(x,y), defined 
in (5-2) for large values of wr, which holds uniformly 1n O ~a~ 71'/2. 
Since generally, 2v + 1 1s ~o~ a positive integer it is not 
possible to split off the singularity of the integrand. For this case 
we expand the integrand in the following way 
( 5_4 ) cosH iu+ct) 
{ • 1 ( • ) }2\/+ 1 s1n11 1u+ct 
ch ~u = ____ __,_..._ ____ _ 
( . , . . , ) 2v+ 1 s1n21u+s1n11ct 
00 
l bk(a)(sin~iu)k. 
k=O 
14 
Each coefficient bk is a bounded function of a in the interval 
O < a ~ rr/2. It is found that 
(5-5) 
When a= 0 (5-4) becomes 
00 
= l bk(O) (sin;iu)k. 
k=O 
Therefore, all coefficients bk(a) vanish when a ➔ 0 except b0 (~). 
Substitution of the series (5-4) in (5-2) gives the expansion 
for wr-+ 00 
(5-6) 
where 
(5-7) 
~1(x,y) ~ (2r)v r(v+1) 
wr 
e 
00 
I 
00 
e-wr l 
k=O 
du. 
It turns out that the functions Gk are connected with the parabolic 
cylinder functions. 
To show this, we first simplify the integral in (5-7). Writing 
t = 2rwr' sh;u, we obtain 
00 
(5-8) Gk=; I e-;t2(it)k (it+z)-(2v+1)dt 
where 
(5-9) 
Next we consider the case k = O, viz. 
15 
00 . 
GO=; I e-;t2(it+z)-(2v+l)dt 
-00 
00 00 
= ,rf(2v+1) I e-~t2 {I e-(it+z)u u2vdu}dt . 
-00 0 
Interchanging the order of integration and evaluating the inner 
integral we have 
00 
/?. 1 f -uz-~u 
2 2\1 (5-10) GO = r(2\1+1) e u du 'IT 
0 
Ii. 1z2 D-2v-1(z) = ei+ 1T 
where D_2\l_,(z) is a parabolic cylinder function. Fork> O, we replace 
the factor (it)k in the integral in (5-8) by 
(it+Z-z)k = 
k 
I 
m=O 
which gives 
( 5-11 ) 
k 
, (k) (-z)k-m D 2 1(z) . 
l m m- v-
m=O 
On using (5-11) and the recurrence formula for the functions D (z), \.I 
namely 
the functions Gk (k = 0,1,2,, •. ) can be determined when D\.l(z) is known 
forµ= 2\1-1 andµ= -2\1, Furthermore, by partial integration of (5-8), 
a recurrence formula for the Gk with respect to k can be derived 
Gk+ 3 + z Gk+2 + (k+1-2v )Gk+ 1 + z(k+l )Gk=_ 0 • 
16 
In the asymptotic expansion (5-6), which is uniformly valid in 
O .::_a ::_ TI/2, the functions Gk are the boundary layer functions, The 
expansion is not an asymptotic expansion in the Poincare sense but 
of a more general type introduced by Erdelyi [2], It has to be inter-
preted as 
( 5-13) 'l' ,( X ,y) 
N = 1,2,3, •.• , for wr +~,uniformly valid in O < e.::, ,r/2, 
By using the value of Dµ(O), given by 
D (0) = µ 
/,r 2µ/2 
r( 1-\.l) 
2 
the asymptotic expansion can be evaluated for a = 0 ( 6 = ,r /2). It has 
already been shown that bk ( 0) = 0 if k ~ 1 and b0 ( 0) = 1. Thus if 
a= 0 (5-6) becomes 
-wr v 
= e r . 
Since 6 = TI/2, this equals e-wyyv which is the boundary function of 
problem (3-1) with ~(y) = yv. 
6. Remarks on the general case 
The solution '!'(x,y), given in (3-4), of the boundary value problem 
(3-1) has been expressed in terms of the Laplace transform of the 
boundary function ~(y). In section 4 we determined the asymptotic 
expansion of 'l' for the case ~(y) = 1 in section 5 for the function 
~(y) = yv. 
17 
The methods used for the different cases depend on the behaviour 
of the function ~(w( 1.!_ish(u+i6))) in the neighbourhood of the saddle 
point at u = 0. To handle the case for a general boundary function 
~(y) we have to know the nature of the singularities of the function 
~(s), It might be expected that if ~(s) has no singular points in the 
finites-plane, the asymptotic expansion of ~(x,y) does not contain 
boundary layer functions. This is, in general, not true, as can be seen 
from the following example. 
Consider 
cp(y) = { 0 y > 1 ' 
1 - e-s 
in which case ~(s) is given by----. The function 
s 
~(w(1+ish(u+i6))) - ¢(w(1-ish(u+i8))) has no singular points, but 
to treat this case the two parts of ¢(s), viz, 1/s and e-s;s have 
to be treated separately. The first part corresponds completely to the 
problem of section 4; the second one gives rise to the following 
integral 
00 
00 
-wrchu - iwsh(u+ie) 
e 
ch(u+i6)du = 
1 + ish(u+ie) 
e-wpchu ch(u+i6') 
1 + ish(u+i6') du, 
with x = p cos8 1 , y-1 = p sin6'. So, also the second part of ¢(s) 
corresponds to the problem of section 4, 
18 
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