I perform tracking simulations to fit various measurements of the polarization for a stored uncooled polarized deuteron beam, published in the recent paper by Benati et. al (P. Benati et al., Phys. Rev. ST Accel. Beams 15, 124202 (2012)). The collaboration kindly sent me datafiles of the polarization measurements, and also pertinent details of the experimental data acquisition procedure. The latter are essential to obtain quantitative fits to the data.
Introduction
In a recent paper, Benati et. al. [1] presented results for spin resonances for a stored polarized deuteron beam, induced by an rf solenoid. The effects of synchrotron oscillations on the spin precessions were found to be significant. I published a recent paper [2] deriving analytical formulas for the synchrotron tune modulation of spin resonances induced by a localized rf solenoid or rf dipole. I published various analyzes of the data in [1] in my paper [2] . In this paper, I shall present more detailed theoretical simulations to analyze the polarization measurements for the uncooled beam in the recent paper by Benati et. al. [1] . (I explained in [2] that the effects of the synchrotron tune modulation on the spin precessions for the cooled beam in [1] were negligible, and the data in [1] for the cooled beam could be fitted using a monochromatic beam.) The collaboration kindly sent me datafiles of the polarization measurements for the various data points in the resonance dip for the uncooled beam in Fig. 22 in Benati et al. [1] . The (frequency, polarization) values are displayed in Table 1 . (Note that 'polarization' will always mean 'normalized polarization' below.)
A graph of the data is plotted in Fig. 1 .
I was able to fit the data using my own tracking simulations. However, to do so I had to understand the experimental procedure of the measurements, because there were some significant details I had not understood from a reading of [1] . I thank the collaboration for explaining the experimental procedure to me. The following details are significant:
• In response to a query about the contents of some of the datafiles, the collaboration kindly sent me updated files with improved normalization; it is these values which are tabulated in Table 1 . The difference with the values plotted in Fig. 22 in Benati et al. [1] is too small to discern visually. I thank the collaboration for responding courteously to my query. N.B.:
The revised normalizations apply only to the data in Figs. 21 and 22 of [1] . The term 'data' will always mean 'revised data' for the above cases. I shall also present fits to the data in Figs. 12, 16 and 17 of [1] ; in those cases the data are the same as in [1] .
• It is stated in [1] that the rf solenoid was ramped linearly to full strength in 200 ms, and that the measured polarization depended on the ramp rate. I confirmed this in my simulations.
• I found that a single value for the resonance center would not fit all the points. The center of the resonance is given in [1] at 871434 Hz. However, the two data points at 871432 Hz and 871436 Hz, indicated by the arrows in Fig. 1 , which should be equidistant from the center of the resonance, do not have equal polarizations. I found that some points were fitted by setting the resonant frequency to 871434.0 Hz and the rest using 871434.4 Hz. (It is commented in [1] that the points do not all seem to correspond to the same resonance location; see below.)
• I ran tracking simulations using resonance centers of f res = 871434.0 Hz and 871434.4 Hz.
Even so, I was unable to fit all the points, viz. the three leftmost and the rightmost point in Fig. 22 in [1] . See Fig. 2 , to be explained below. My simulation results were sufficiently precise that I realized something had to be different about the experimental parameter settings when measuring these four points; they do not belong on the same resonance curve as the rest.
However, at this stage it is impossible to offer a definitive reason why. I offer my hypothesis below; see Fig. 3 , which I shall explain below.
• I shall also fit the data in Figs. 12, 16, 17 and 21 in [1] , and will discuss them below.
The structure of this paper is as follows. Sec. 2 describes general properties of my fitting procedure. Sec. 3 describes some corrections to my recent paper [2] . Sec. 4 presents some remarks on the use of various distributions of the particle orbits to fit the data. Sec. 5 presents my tracking simulations for the resonance dip of the uncooled beam in Fig. 22 in [1] . Sec. 6 presents a comparison with some analytical formulas I derived in [2] . Sec. 7 presents my tracking simulations for the data in Figs. 12, 16, 17 and 21 in [1] . Sec. 8 concludes.
Fits to data
I shall present my detailed investigations later. To summarize:
• Of the eleven points displayed in Fig. 22 in [1] , five were fitted with resonant frequency of f res = 871434.4 Hz and and six were fitted with resonant frequency of 871434.0 Hz.
• I employed an rf solenoid 'resonance strength' of ε FWHM = 2.66 × 10 −5 , as given in [1] . The rf solenoid field amplitude was ramped linearly to full strength in a time t ramp = 0.2 s. It was essential to include this ramp in my simulations, to obtain a quantitative fit to the data.
• All of my tracking simulations were computed using a Gaussian distribution of the particle orbits. I employed an r.m.s. relative momentum spread of σ p = 8.02 × 10 −4 , which is the value stated in [1] for the uncooled beam. The initial value of the synchrotron oscillation phase was distributed uniformly in [0, 2π).
• However, there were four ponts which I could not fit with the above simulation parameters.
These were the three leftmost points and the rightmost point in Fig. 22 in [1] . The results of my tracking simulations were sufficiently precise that I ruled out statistical fluctuations, even though my numerical work consisted of Monte Carlo simulations, and the data were themselves statistical samples. Something must have been different about the experimental settings when measuring these four points. I was able to fit these four points using a smaller r.m.s. relative momentum spread of σ p = 6.0 × 10 −4 . This is simply a hypothesis; it is a possible but not conclusive explanation of the data; there were most likely multiple causes.
• I therefore compiled the data into a 'common set' where all the points were based on a resonance center of 871434.0 Hz. I did this by shifting the frequency down by 0.4 Hz, for all the rows in Table 2 for which f res = 871434.4 Hz, so that the effective resonance center was 871434.0 Hz for all the points. The resultant dataset is tabulated in Table 3 , where column 1 is labeled 'effective' frequency. Column 2 displays a key to indicate a frequency shift ('*') or a reduced r.m.s. relative momentum spread ('-'). I then plotted the modified values in Fig. 3: -Squares: points for which f res = 871434.4 Hz.
-Circles: points for which f res = 871434.0 Hz.
-Triangles: fitted using σ p = 6.0 × 10 −4 (f res = 871434.0 Hz for all of them).
I ran two tracking simulations, both computed using a resonant frequency of 871434.0 Hz, using σ p = 8.02 × 10 −4 and 6.0 × 10 −4 . The respective outputs are displayed as the solid and dashed curves in Fig. 3 . The fit is almost perfect: the four points with σ p = 6.0 × 10 −4 (triangles) all lie on the dashed curve, and the seven points with σ p = 8.02×10 −4 (five squares and two circles) all lie on the solid curve.
• Alternative hypothesis:
I actually employed a different hypothesis in my first attempt to fit the four 'triangle points' in Table 3 . I initially assumed σ p = 8.02 × 10 −4 for all the points. I found that the four 'triangle points' could all be fitted using a reduced ramp time of 0.02 s. The outputs are displayed as the solid and dotted curves in Fig. 4 . The data points are the same as in Fig. 3 , also the solid curve, but the dotted curve was computed using t ramp = 0.02 s (and the full r.m.s. relative momentum spread σ p = 8.02 × 10 −4 ). However, I was informed that the ramp time was 0.2 s for all of the points displayed in Fig. 22 in Benati et al. [1] , so this hypothesis was not a valid explanation.
• The fits to other figures in [1] all employed a Gaussian distribution with σ p = 8.02 × 10 −4 , and will be described below.
3 Corrections to [2] I published a recent paper [2] , in which I made various comments about the data and simulations by the authors in [1] . Some of my claims were incorrect and must be revised:
• In [2] , I fitted the points in Fig. 22 in [1] using a Lorentzian with ε FWHM 1.0 × 10 −5 .
However, that fit treated all the points as if they were part of a single resonance curve.
From information kindly supplied to me by the collaboration, I now know that the resonant frequency was not the same for all the points. Hence the data points in Fig. 22 in [1] do not all lie on a single resonance curve. Hence it is inappropriate to fit the data using a single Lorentzian curve. See my revised fits in Figs. 2 and 3, as I explained above.
• In [2] , I claimed to fit the data points in Fig. 21 in [1] and to deduce that the data was 4 Hz off resonance. The fit in [2] was made without a full understanding of the experimental data acquisition procedure. The correct offset from the resonance center is 2.4 Hz, to be explained below.
• I also present improved fits for the data in 
Retrofitting
I could of course fit every point in Fig. 22 in [1] exactly by retrofitting the r.m.s. relative momentum spread for each point. After all, the momentum spread would not have been exactly the same for every bunch. However, such a procedure has no predictive value. It is known that the use of a Gaussian distribution is an approximation, and cannot be taken seriously to the extent of retrofitting to individual points.
However, the authors adjust the distribution of the synchrotron oscillation amplitudes in [1] :
• "The calculation shown in Fig. 21 [of [1] ] represents a readjustment of the number of tracks for a selected set of synchrotron amplitudes."
• "Besides sensitivity to the solenoid strength and the ramping time, there is also a dependence on the distribution of synchrotron amplitudes. Variations in the trend of the reproduction may reflect changes in the amplitude distribution for the uncooled case from run to run."
• "The dependence of the average polarization on the synchrotron amplitude distribution, the rf-solenoid strength, and the ramping time makes these comparisons a strong test of the simple "no lattice" model used here." I see no evidence to justify such a claim. I could fit every point exactly using a Gaussian distribution and retrofitting the r.m.s. relative momentum spread for each point. I see no evidence in the data to support any specific model of the particle oscillation amplitudes. Of course a Gaussian distribution of orbits is by itself a model, but this is typically the default model, even though it is clearly an approximation. However, I see no evidence in the data to indicate a systematic deviation from a Gaussian distribution of orbits.
I initially attempted to fit the four 'triangle points' in Table 3 by reducing the ramp time to 0.02 s. I was able to fit the points, but I discovered the experiment used a ramp time of 0.2 s for all the points. I then fixed the ramp time at 0.2 s and searched for an alternative explanation for the four 'triangle points' in Table 3 . I found that reducing the r.m.s. relative momentum spread could do the job, as displayed in Fig. 3 . This demonstrates that there are multiple ways to modify the simulation parameters to fit the four 'triangle points' in Table 3 . It is impossible at this stage to determine a definitive explanation for these four points. What I can say, with confidence, is that these four points do not belong on the same resonance curve as the rest.
5 Tracking simulations
General
The collaboration kindly sent me the data files of the polarization measurements for the individual points for Fig and ramped linearly to full strength, with t ramp = 0.2 s. The rf solenoid was then operated at full strength for several seconds. The vertical polarization was measured starting from t = t 0 = 0.5 s, for several seconds, say up to t = T . The reported polarization in [1] was the average vertical polarization from t = t 0 to t = T , i.e.
The rf solenoid was ramped down to zero eventually, but this does not matter; the rf solenoid was at full strength in the averaging period t 0 ≤ t ≤ T . I followed the above procedure in my tracking simulations. I found that it was essential to include the initial ramp, to obtain a quantitative fit to the data.
Runs 86, 88, 89, 91 and 93: resonant frequency
These are the points closest to the center of the resonance, hence I began with them. Table 1 ).
Overall, the simulation results fit the data well.
Runs 85 and 90
I subsequently fitted the data for runs 85 and 90, at 817442 Hz and 817439 Hz, respectively, using f res = 871434.4 Hz. These points are farther from the resonance center, and did not serve to establish the resonant frequency. I had learned by now that most of the data points could be fitted using one of two resonant frequencies, viz. 817434.0 Hz and 817434.4 Hz.
I display plots of the data and my simulation results in Figs. 10-11. Once again, the plots are arranged in ascending order of the rf solenoid frequency, i.e. Runs 90 and 85. As before, the data are plotted as circles and the solid curve plots the output from my tracking simulation. The dotdash line is the revised average polarization level sent to me by the collaboration (see Table 1 ).
The simulation result for Run 90 (Fig. 10) fits the data well. The simulation result for Run 85
( Fig. 10) is somewhat higher than the data. I shall return to Run 85 below.
Runs 82, 83, 84 and 87: the 'triangle points'
By now I had fits for most of the data points close to the center of the resonance (except Run 87).
However, I had difficulty with Runs 83 and 84, which are the two leftmost points (lowest frequencies)
in Fig. 22 in [1] , I also had difficulty with Run 82, which is the rightmost point (highest frequency)
in Table 1 . I also had difficulty fitting Run 87, at 871427 Hz.
I begin with Run 87. I display a plot of the data and my simulation results in Fig. 12 . As before, the data are plotted as circles and the solid curve plots the output from my tracking simulation.
The dotdash line is the revised average polarization level of 0.72391 sent to me by the collaboration (see Table 1 ). It is clear that the simulation result does not match the data. I therefore searched for alternative hypotheses which might explain the discrepancy. As I have stated above, I initially tried a ramp time of 0.02 s. This worked, but I was informed that the ramp time was 0.2 s for all the data points in Fig. 22 in [1] , I ran a simulation using a smaller r.m.s. relative momentum spread of σ p = 6.0 × 10 −4 . The output is plotted as the dashed curve in Fig. 13 , which is otherwise the same as Fig. 12 . The dashed curve matches the data well.
To save time, let me state here that the use of σ p = 6.0 × 10 −4 gave good fits to the data for all of Runs 82, 83 and 84. I plot the data and fits in Figs. 14-16, for Runs 82, 83 and 84, respectively.
As before, the data are plotted as circles. The solid and dashed curves plot the outputs from my tracking simulations using σ p = 8.02 × 10 −4 and σ p = 6.0 × 10 −4 , respectively. The dotdash line indicates the revised average polarization level sent to me by the collaboration (see Table 1 ).
Caveat: I employed a resonant frequency of 871434.0 Hz for all of the simulations in this section. 
Run 85 revisited
I remarked earlier that the simulation result for Run 85, shown in Fig. 11 , was somewhat higher than the data. I therefore ran a second simulation using a smaller r.m.s. relative momentum spread of σ p = 6.0 × 10 −4 . The result is shown as the dashed curve in Fig. 17 . This time the simulation result is too low.
Note that this point is at a frequency of 871442 Hz, i.e. above the resonance center. Recall this point was fitted using a resonant frequency of 817434.4 Hz. Hence lowering the resonant frequency to 817434.0 Hz will raise the polarzation level in a tracking simulation. I therefore ran a third simulation using σ p = 6.0 × 10 −4 and a resonant frequency of 817434.0 Hz. The result is shown as the dotted curve in Fig. 18 . The result is higher than the dashed curve, as expected, but it is still too low.
Hence I conclude that I have no simple way to fit the data in Run 85 to the same quality which I can achieve for most of the other data points. Obviously, I could retrofit a value of σ p to fit the data, but I have explained that such retrofitting has no predictive value. I therefore conclude, as I stated above, that I have is no simple way to fit the data in Run 85.
Reduction of resonance width by synchrotron oscillations
It is well known that the synchrotron oscillations induce 'satellite' sideband resonances and reduce the width of the parent resonance. Let us estimate the magnitude of this reduction. I derived an analytical expression for the reduction of the width of the parent resonance due to synchrotron oscillations in [2] . I derived a reduction factor of e −ξ 2 /2 I 0 (ξ 2 ), where the parameter ξ is defined in [2] . For the present experiment, ξ −0.169 × 10 4 × σ p . Hence
This yields reduction factors of
For the tracking studies, I simulated the parent resonance by tracking one particle on the reference 
There is an approximate agreement with the analytical theory (better for σ p = 6.0 × 10 −4 ). It would be desirable to measure resonance dips for both the parent and sideband resonances, all under the same experimental conditions. 1 In my initial analysis of the resonance dip of the uncooled beam in Fig. 22 in [1] , I compared the resonance width to the 'naïve' resonance strength of εFWHM = 2.66 × 10 −5 , but this did not take into account the effects of the initial ramp.
7 Fits for other data for the uncooled beam in [1] 7.1 Fig. 21 in [1] In my recent paper [2] , I claimed that the data in Fig. 21 in [1] was 4 Hz off resonance. This is incorrect. The data in Fig. 21 in [1] were taken at an rf solenoid frequency of 817432 Hz, and were Run 86 (see in Table 1 ). I now know that the resonance center for this run was at 817434.4 Hz, hence the data were 2.4 Hz below resonance. I display the (revised) data (as circles) and tracking output (solid curve) in 
Figs. 12 and 16 in [1]
The data in Figs. 12 and 16 in [1] were for measurements made on resonance (817434.0 Hz) with an uncooled beam and a resonance strength of ε FWHM = 4.43 × 10 −6 and 2.66 × 10 −5 , respectively. I plot the data and display fits using my tracking simulations in Figs. 22 and 23 , respectively. The data shown in these plots are the same as those in [1] , i.e. not revised. The data are plotted as circles and my simulation results are shown as the solid curves. In Fig. 23, I plot the data in the range 5 ≤ t ≤ 6.5 s, as in [1] , while in Fig. 24, I continue the plot into the range 6 ≤ t ≤ 8 s, which was not actually displayed in [1] . My principal conclusion is that a tracking simulation using a Gaussian distribution of the particle orbits is able to reproduce the salient features of the data.
Conclusion
Most of my analysis was to fit the data for the resonance dip in Fig. 22 in [1] . To do so, it was essential to follow the experimental procedure for the data acquisition. I showed that the points cannot all be fitted by a single resonant frequency, and that some of the outlying points do not lie on the same resonance curves as those closer to the center. I also argued that the data in Fig. 22 in [1] are not sufficiently precise to definitively support any specific distribution of the particle orbits:
I could in principle retrofit every point using a Gaussian distribution, but such a fit would have no predictive power or explanatory value.
I also corrected an error in [2] for the frequency offset from the resonance center for the data in Fig. 21 in [1] ; it is 2.4 Hz, and not 4 Hz as I claimed in [2] . To see this, it was essential to follow the experimental procedure and include an initial ramp for the amplitude of the rf solenoid. I also had to determine that the resonant frequency for this run was 817434.4 Hz and not 817434.0 Hz, as I explained above.
I also presented more detailed fits for the data in Fig. 17 in [1] , following the experimental procedure for the data acquisition. It was stated in [1] that these measurements were made on resonance with a weak resonance strength of ε FWHM = 8.87 × 10 −7 . I suggested in [2] that the nonzero average of the oscillations of the polarization in Fig. 17 in [1] is consistent with an interpretation that the measurements were actually a fraction of a Hz off resonance. I reiterate the above claim, using more detailed simulations. As I stated in [2] , I suggest the measurements were 0.025 Hz off resonance.
I also displayed the results of tracking simulations to fit the data in Figs. 12 and 16 in [1] , which were for measurements made on resonance with an uncooled beam and a resonance strength of ε FWHM = 4.43 × 10 −6 and 2.66 × 10 −5 , respectively. I demonstrated that a tracking simulation using a Gaussian distribution of the particle orbits was able to reproduce the salient features of the data in both cases.
I thank the collaboration again for sending me files of their data and for explaining the data acquisition procedure employed in [1] . The authors claim in [1] that their data and simulations (using non-Gaussian orbital distributions) provide a strong test of the "no lattice" model they use in [1] . I see no evidence in the data to support any specific model of the particle oscillation amplitudes. I can explain the data for the uncooled beam, in Figs. 12, 16 , 17, 21 and 22 in [1] , using a Gaussian distribution of the particle orbits. Tables 1 and 2 but the frequencies of the points for which f res = 871434.4 Hz in Table 2 have been shifted down by 0.4 Hz, to yield an 'effective' frequency (indicated by an asterisk in column 2). Also rows for which σ p = 6.0 × 10 −4 in Table 2 are indicated by a '−' in column 2. The values in the above Table are plotted as the data in Figs. 3 and 4 . The last column is a key to indicate how the data is displayed in Figs. 3 and 4: square -points for which f res = 871434.4 Hz, circle -points for which f res = 871434.0 Hz triangle -points which were fitted with a simulation parameter value of σ p = 6.0 × 10 −4 (Fig. 3) or t ramp = 0.02 s (Fig. 4) . Table 3 , using 'effective frequencies' for some data points, as explained in the text. The solid curve is the output of a tracking simulations using a resonant frequency of 871434.0 Hz. The three leftmost points, and also the rightmost point, are not fitted by the curve; this will be explained in the text. Table 3 , using 'effective frequencies' for some data points, as explained in the text. The key for the data points is explained in Table 3 . The solid and dashed curves are the outputs of tracking simulations using r.m.s. relative momentum spreads of σ p = 8.02 × 10 −4 (solid curve) and σ p = 6.0 × 10 −4 (dashed curve). Table 3 , using 'effective frequencies' for some data points, as explained in the text. The key for the data points is explained in Table 3 . The solid and dotted curves are the outputs of tracking simulations using ramp times of 0. which is the data point at 871432 Hz in Fig. 22 in [1] . The solid curve is the output of a tracking simulation using a resonant frequency of 871434.4 Hz. The dotdash line indicates a polarization of 0.43449, which is the revised value sent to me by the collaboration (see Table 1 ).
-0 which is the data point at 871434 Hz in Fig. 22 in [1] . The solid curve is the output of a tracking simulation using a resonant frequency of 871434.0 Hz. The dotdash line indicates a polarization of 0.0036147, which is the revised value sent to me by the collaboration (see Table 1 ).
-0 which is the data point at 871435 Hz in Fig. 22 in [1] . The solid curve is the output of a tracking simulation using a resonant frequency of 871434.4 Hz. The dotdash line indicates a polarization of 0.11855, which is the revised value sent to me by the collaboration (see Table 1 which is the data point at 871436 Hz in Fig. 22 in [1] . The solid curve is the output of a tracking simulation using a resonant frequency of 871434.4 Hz. The dotdash line indicates a polarization of 0.28409, which is the revised value sent to me by the collaboration (see Table 1 which is the data point at 871437 Hz in Fig. 22 in [1] . The solid curve is the output of a tracking simulation using a resonant frequency of 871434.0 Hz. The dotdash line indicates a polarization of 0.52834, which is the revised value sent to me by the collaboration (see Table 1 which is the data point at 871439 Hz in Fig. 22 in [1] . The solid curve is the output of a tracking simulation using a resonant frequency of 871434.4 Hz. The dotdash line indicates a polarization of 0.64286, which is the revised value sent to me by the collaboration (see Table 1 which is the data point at 871442 Hz in Fig. 22 in [1] . The solid curve is the output of a tracking simulation using a resonant frequency of 871434.4 Hz. The dotdash line indicates a polarization of 0.78982, which is the revised value sent to me by the collaboration (see Table 1 is the data point at 871427 Hz in Fig. 22 in [1] . The solid curve is the output of a tracking simulation. The dotdash line indicates a polarization of 0.72391, which is the revised value sent to me by the collaboration (see Table 1 which is the data point at 871452 Hz in Fig. 22 in [1] . The solid and dashed curves plot the outputs of tracking simulations using σ p = 8.02 × 10 −4 and σ p = 6.0 × 10 −4 , respectively. The dotdash line indicates a polarization of 0.93168, which is the revised value sent to me by the collaboration (see Table 1 which is the data point at 871412 Hz in Fig. 22 in [1] . The solid and dashed curves plot the outputs of tracking simulations using σ p = 8.02 × 10 −4 and σ p = 6.0 × 10 −4 , respectively. The dotdash line indicates a polarization of 0.93549, which is the revised value sent to me by the collaboration (see Table 1 which is the data point at 871422 Hz in Fig. 22 in [1] . The solid and dashed curves plot the outputs of tracking simulations using σ p = 8.02 × 10 −4 and σ p = 6.0 × 10 −4 , respectively. The dotdash line indicates a polarization of 0.85472, which is the revised value sent to me by the collaboration (see Table 1 . The rf solenoid frequency was displaced from the resonance center by 0.027 Hz (dashed line), 0.025 Hz (solid line) and by 0.02 Hz (dotdashed line). The rf solenoid was ramped down to zero at t = 15 s and the simulation results are flat after that. The dashed and solid curves (offsets 0.027 and 0.025 Hz, respectively) seem to yield the best fit the data. All three curves seem to go down too low at the minima. All three curves seem to reproduce the salient features of the data, including a nonzero average of about P 0.1 at the end. Fig. 16 in [1] . These were measurements made on resonance (817434.0 Hz) with an uncooled beam and a resonance strength of ε FWHM = 2.66 × 10 −5 , but plotted in the range 6 ≤ t ≤ 8 s, which was not actually displayed in [1] . The tracking simulation results are shown as the solid curve.
