ABSTRACT Answer selection is a crucial subtask in the question answering (QA) system. Conventional avenues for this task mainly concentrate on developing linguistic tools that are limited in both performance and practicability. Answer selection approaches based on deep learning have been well investigated with the tremendous success of deep learning in natural language processing. However, the traditional neural networks employed in existing answer selection models, i.e., recursive neural network or convolutional neural network, typically suffer from obtaining the global text information due to their operating mechanisms. The recent Transformer neural network is considered to be good at extracting the global information by employing only self-attention mechanism. Thus, in this paper, we design a Transformer-based neural network for answer selection, where we deploy a bidirectional long short-term memory (BiLSTM) behind the Transformer to acquire both global information and sequential features in the question or answer sentence. Different from the original Transformer, our Transformer-based network focuses on sentence embedding rather than the seq2seq task. In addition, we employ a BiLSTM rather than utilizing the position encoding to incorporate sequential features as the universal Transformer does. Furthermore, we apply three aggregated strategies to generate sentence embeddings for question and answer, i.e., the weighted mean pooling, the max pooling, and the attentive pooling, leading to three corresponding Transformer-based models, i.e., QA-TF WP , QA-TF MP , and QA-TF AP , respectively. Finally, we evaluate our proposals on a popular QA dataset WikiQA. The experimental results demonstrate that our proposed Transformer-based answer selection models can produce a better performance compared with several competitive baselines. In detail, our best model outperforms the state-of-the-art baseline by up to 2.37%, 2.83%, and 3.79% in terms of MAP, MRR, and accuracy, respectively.
I. INTRODUCTION
Question answering (QA) is a significant research topic in the field of artificial intelligence (AI) and natural language processing (NLP), which attracts much attention from both academia and industry, resulting in a decent development and great achievements [1] . Inspired by the success of intelligent QA systems, e.g., Siri 1 and Watson, 2 QA has been extensively investigated since 2011s [2] - [5] . Compared with the traditional information retrieval (IR) system, the QA system receives a user's question described in natural language [6] .
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1 https://www.apple.com/ios/siri/ 2 https://www.ibm.com/watson/ And then, it responses with the most appropriate answer corresponding to the submitted question, which can preferably understand the user's real query intention and effectively meet the user's information needs [7] . We present a simplified flow diagram of the QA system in Fig. 1 . Generally, as is shown in Fig. 1 , a QA system first analyzes the question described in natural language and transfers it into several search queries. Then the acquired queries will be utilized for retrieving the relevant text from the knowledge base, e.g., Wikipedia, 3 which contains couples of useful sentences for answering the question. Next, the QA system will extract all possible candidate answers from the retrieved text. Finally, the system selects the best answer from all candidate answers for answering user's question, namely, the process of answer selection.
With the development of community question answering (CQA) system, such as Yahoo! Answers, 4 Quora, 5 and Zhihu, 6 which supports the interaction among users [8] , [9] , a large amount of question-answer pairs have been collected these years. Since then, how to select the best answer from numerous candidate answers for a certain question greatly boosts the research of answer selection, making it a hot spot in QA research. Accordingly, we concentrate on the momentous step of the QA system in this paper, i.e., the task of answer selection.
As a key component in the QA system, the main concern of answer selection is how to select the most appropriate answer for a question from quantities of candidate answers. Below, we will detail the formal definition for answer selection.
Definition [6] : For one question q, it has two types of corresponding answer pools, namely, a candidate answer pool A consisting of m candidate answers which may be relevant with q, i.e., A : {a 1 , a 2 , · · · , a m } and a ground truth pool G, i.e., G : {g 1 , g 2 , · · · , g n }, where n is the number of ground truth, i.e., correct answer of q. Answer selection focuses on selecting the correct answer of q from pool A. If the selected answer a x (1 ≤ x ≤ m) is included in pool G, the answer selection task will be regarded to be successful. Otherwise, it fails. Fig. 2 shows, for the question q: ''Which of the following country is located in Europe?'', its candidate answer pool A contains four candidate answers, i.e., China, UK, USA and Italy, corresponding to a 1 , a 2 , a 3 and a 4 . The ground truth pool G includes two ground truths of question q, i.e., UK and Italy, corresponding to g 1 and g 2 . If an answer selected from A by some algorithm is included in G, the task will be considered as successful.
According to the definition above, besides determining whether an answer is correct for the question or not, a key point is to measure the relevance between question and each candidate answer. Thus, the answer selection task can be regarded as a candidate reranking problem [4] . Earlier works on this task mainly attempt to syntactically transform each candidate answer to the question and then measure the relevance through a syntactic matching of parse trees [10] , [11] . However, these methods may suffer from the multi-language problem as well as the low-efficiency problem since they require much professional knowledge and handcraft efforts.
To overcome the limitation in earlier research, deep learning (DL) based methods for answer selection have been extensively investigated these years, which turn out to be efficient and cross-linguistic. Generally, the DL-based methods can be divided into two main categories according to the basic neural network (NN) component, i.e., Recursive Neural Network (RNN) [12] and Convolutional Neural Network (CNN) [13] . Specifically, RNN is supposed to be good at model sequential data, e.g., sentences. However, it needs to be trained recursively among cells and will suffer from the long-term dependencies problem caused by gradient vanishing or gradient exploding [14] , leading to failure in obtaining the global information of question or answer sentences, even improvement had been made on its variants, e.g., Long Short-Term Memory (LSTM) [15] and Gated Recurrent Unit (GRU) [16] . Besides, though attempts had been made to obtain global information by increasing the receptive field through cascading, CNN can only obtain local information, too, due to its inner operating mechanism.
Although the typical NN architectures have shown high performances for the task of answer selection, they are limited in obtaining the global information of question or answer sentences due to the analysis above. However, Vaswani et al. [17] proposed a new NN structure in 2017s, i.e., the Transformer, which achieves the state-of-the-art performances in many seq2seq tasks, e.g., machine translation. The Transformer processes the input data solely based on attention mechanism, which frees the typical NNs with recurrence and convolutions entirely. In this paper, different from previous DL-based answer selection methods, we come up with a Transformerbased answer selection NN to extract more abundant sentence features, which can synthesize both the global sentence information and the sequential features in the distributed representation of question and answer. We first employ a word representation layer to map the question or answer sentence into a numeric vector through concatenating the fixed and the variable pre-trained word embeddings. Next, we design a Transformer-based NN architecture as the feature extractor, where we deploy a BiLSTM behind a Transformer rather than utilizing the position encoding in the original Transformer to incorporate sequential features together with the global sentence information. Then, we employ a relevance matching layer to measure the relevance between the question and its candidate answer, where we employ three aggregated strategies of generating sentence embeddings for question and answer, i.e., the weighted mean pooling, the max pooling VOLUME 7, 2019 and the attentive pooling. For comparison, we conduct experiments on the publicly available open domain dataset WikiQA. Experimental results indicate that our Transformer-based models outperform several competitive baselines.
We briefly list the contributions of this paper as follows:
• We propose a Transformer-based neural network for answer selection to incorporate both the global information and the sequential features of a sentence by deploying a BiLSTM behind the Transformer;
• We conduct comprehensive experiments to verify the effectiveness of our proposed models on a public dataset in well-known metrics;
• We investigate the impact of pooling strategy used in our proposals on different types of questions for the task of answer selection. The remainder of this paper would be structured as follows: Section II introduces the related works of answer selection. Section III describes the detailed architecture of our Transformer-based answer selection models. Our experimental setup is detailed in Section IV. Results and discussions of our experiments are presented in Section V. Finally, we draw our major conclusions and give possible future directions in Section VI.
II. RELATED WORK
In this section, we introduce previous works on the task of answer selection. Where we categorize them into two main groups according to whether they utilize DL tools or not.
A. NON-DL ANSWER SELECTION
Answer selection has been well investigated before DL-based methods dominating the researches of NLP. In summary, linguistic tools, feature engineering and external resources [4] have ever greatly promoted the research of answer selection. With linguistic tools, the answer selection task can be treated as a syntactical matching problem, which aims at matching the parse trees of question and answer sentences [10] , [11] . Specifically, Wang et al. [10] design a probabilistic quasisynchronous grammar with which question and answer match each other according to a loose-but-predictable syntactic transformation. Wang and Manning [11] propose a novel probabilistic approach to capture the alignment, which utilizes tree-edit operation mechanisms on the dependency parse trees. In addition, Yao et al. [18] and Heilman and Smith [19] pay attention to conducting the matching process with minimal edit sequences from the dependency parse trees of the question and answer sentences. As for feature engineeringbased methods, Severyn and Moschitti [20] employ an SVM with tree kernels for incorporating feature engineering over parsing trees into the process of discriminative tree-edit features extraction. Besides, external resources can also help improve the performance of answer selection. In the work of Yih et al. [21] , lexical semantic features calculated by WordNet are artificially gathered. Then, relevant words between question and answer sentences can be semantically matched based on their semantic relevance. Although non-DL methods have achieved good performance for the task of answer selection, they can't deal with multi-language answer selection problem and might be low-efficient since non-DL answer selection methods always cost much handcraft efforts and professional knowledge.
B. DL-BASED ANSWER SELECTION
With the resurgence of deep neural network (DNN), such as CNN, RNN and its variants, e.g., LSTM and GRU, many NLP tasks have benefited greatly from DNNs' high performance with little effort on feature engineering, including answer selection [2] . Most DL-based answer selection methods can be assigned into one of the following two categories according to the treatment towards question-answer pair. In the first category, question and candidate answer are treated as separate sentences and they would be represented by their own sentence embeddings learnt by DNN. After that, certain similarity metrics will be employed to match the question and answer embeddings. For instance, Feng et al. [3] design several CNN architectures and similarity metrics in their paper. What's more, DL-based methods using RNN and attention mechanisms have been well investigated, too [4] , [5] , [22] . Tan et al. [4] propose to employ an attentive BiLSTM to match the relevance of segments in candidate answer towards question. Wang et al. [5] introduce several architectures on how to synthesize attention mechanisms inside a GRU. In addition, Wang and Jiang [23] design a general ''compareaggregate'' framework which specifically pay attention to compare different metrics to match the question and answer embeddings. In the second category, question and candidate answer are treated as a joint sentence, where a joint embedding of question-answer pair is learnt by DNN. For instance, Severyn and Moschitti [24] introduce a CNN-based architecture to rerank question-answer pairs according to a pointwise method, which can jointly learn the question-answer pair's embedding. Wang and Nyberg [25] attempt to deploy the stacked BiLSTM component to learn a joint feature vector for the question-answer pairs. The vector will then be employed as one of the inputs in a gradient boosted regression tree (GBDT) [26] , which regards the answer selection task as a classification problem.
Generally, our proposals in this paper follow the same treatment in the first category, which will learn separate embeddings for both question and answer sentences. Since RNN may suffer from the long-term dependencies problem and CNN can only obtain the local sentence information, different from our previous work where we employ both RNN and CNN to collaboratively learning the sentence features [6] , we employ neither RNN nor CNN but the Transformer as the basic feature extractor in this paper, which processes the input data based on self-attention mechanism to acquire the global sentence information. Actually, attention mechanisms can be found in [4] , [5] , and [22] for the task of answer selection. However, most of them focus on calculating the relevance of candidate answer towards question, they ignore the interaction among words inside a sentence, namely, the self-attention. In addition, we intend to synthesize the sequential features together with global sentence information. To this end, we propose a Transformer-based answer selection neural network which employs a BiLSTM behind the Transformer to extract sentence features with higher quality for question and candidate answer sentences.
III. APPROACHES
In this section, we will introduce the main procedures of our proposals following the order of model components, i.e., the word representation layer, the Transformer-based feature extractor and the relevance matching layer. Different from previous researches which employ RNN or CNN as the feature extractor, we design a Transformer-based feature extractor followed by three aggregated strategies in the relevance matching layer, leading to three corresponding answer selection models, i.e., Transformer-based model with weighted mean pooling (QA-TF WP ), max pooling (QA-TF MP ) and attentive pooling (QA-TF AP ). 3 presents an overall view of our Transformer-based model in this paper. From bottom to top, it shows the framework of three components, respectively. Specifically, we regard question or answer as an input sentence s with length l to illustrate our models since no interactions between question and answer are concerned in our proposals. In this paper, question and answer share the same hyperparameters for the reason that earlier research [3] found that network optimizer encounters greater difficulty if question and answer share different parameters. The following subsections will detail each component of our proposals.
A. WORD REPRESENTATION LAYER
In this subsection, we design a word representation layer to map the text data in question and answer sentences into numeric vectors for further process as the text can not be calculated by the NNs directly. In the word representation layer, we utilize the publicly available word embeddings pre-trained by word2vec toolkit [27] , [28] , which contains billions of d dimensional vectors that are trained on a large real-world natural language corpus, i.e., Google News. 7 Fig. 4 displays a general view of our word representation layer. As is shown in Fig. 4 , for the input sentence s: ''What county is Jacksonville Florida in ?'', w t is the t-th (0 ≤ t ≤ l) word in s. Unlike previous researches that directly utilize the fixed pre-trained word embeddings, we employ not only the fixed word embeddings but also the variable word embeddings, which are fine-tuned along with the training process to adjust the word embeddings to be more reasonable for the experimental data. In this way, the word representation layer would keep as many word features as possible.
Firstly, to keep the consistence, a special token will be employ to pad all questions and answers to a fixed length in this paper. Words out of the length will be discarded. Then, the model will lookup the corresponding d dimensional word vectors from both the fixed word embeddings and the variable word embeddings. Next, we concatenate both word vectors to form a new 2 * d dimensional word vector. Finally, we deploy a hidden layer to select useful features from the concatenated word vector. The final representation r w t of the word w t is calculated according to the following formula:
where w t f and w t v are word vectors from the fixed word embeddings and the variable word embeddings, respectively. W h and b h are network parameters of the hidden layer.
After conducting the above processes on all words in the input sentence s, the words representation R W of s generated in the word representation layer can be returned as follows:
Obviously, before being processed by the feature extractor, the word vector r w t in the words representation R W is independent with each other under the context of sentence s. Accordingly, further processes are needed and will be stated in the following subsections. 
B. TRANSFORMER-BASED FEATURE EXTRACTOR
In this subsection, we will demonstrate the process of our proposed Transformer-based feature extractor, which aims to model the context information among the words representation R W . Since the conventional NNs, i.e., RNN and CNN, are not able to model the global sentence information, we adopt the multi-head self-attention Transformer structure in our paper which is similar with the one proposed by Vaswani et al. [17] . However, the Transformer in [17] is designed for the seq2seq tasks, but we employ it for generating high-quality sentence embeddings. Besides, we do not design a position embedding like the original Transformer does. Instead, we employ a BiLSTM behind the Transformer for synthesizing the sequential features in the sentence. Fig. 5 illustrates the general view of our Transformer-based feature extractor. The concrete processes for extracting reasonable features from the words representation R W are designed as follows.
Clearly, the main function of the feature extractor is to transform the words representation R W to a distributed sentence representation, which makes good use of the context information among words in the sentence.
In our Transformer-based feature extractor, a self-attention mechanism is employed to model the dependency between each word vector r w t . For each word vector in the word representation R W , the attentive similarity between it and all word vectors in R W will be calculated first. Unlike the original Transformer who employs a scaled Dot-Product as the attentive similarity function, we design a scaled perception for our Transformer-based feature extractor in this paper. The attentive similarity between a word vector r w t and all word vectors in R W is calculated as follows: 
Besides self-attention mechanism, our Transformer-based feature extractor adopts the multi-head mechanism in [17] , whose function is similar with the multiple filters in CNN. The multi-head mechanism allows the feature extractor to jointly incorporate information from different representation subspaces. Assuming that there are n heads in the Transformer-based feature extractor, n self-attentive words representations will be concatenated to form the output words representation of Transformer for the input sentence s:
where R W a i is the i-th self-attentive words representation. Concat is a function that can concatenate all n selfattentive words representations into one Transformer words representation R W TF . In the original Transformer, neither recurrence nor convolution is employed so that it is not sensitive with the word position information in sentence. That's to say, the sequential features in s are missing with only the multi-head selfattention NN structure in the Transformer. However, in our Transformer-based feature extractor, we employ a BiLSTM component behind the Transformer, which has been widely adopted in many NLP tasks [29] , [30] since it can help extract the sequential features among sequential data through employing LSTMs in two directions.
At the current step t of a single direction LSTM, the forget gate f t controls how much information in former word's state h t−1 should be forgotten. After that, the input gate i t determines how much information of current input word vector r w t TF should be kept in the memory cell c. Next, the memory cell c will measure the overall information of r w t TF and the past memory h t−1 . Afterwards, the updated memory information C t consists of the past memory information filtered by f t . At last, the output gate o controls how much information should be utilized in the next step. Detailed operations on the Transformer words representation R W TF are included in the following formulae:
where σ represents the activation function sigmoid for all the above formulae. W ∈ R H ×m , U ∈ R H ×H and b ∈ R H ×1 are parameters in network, determining input information, output information and bias, respectively. After conducting the above operations for the Transformer words representation R W TF in the forward and backward directions, the final distributed sentence representation R S of s will be generated as follows:
where r s t is t-th word's representation processed by our Transformer-based feature extractor. − → h t and ← − h t indicate the outputs of BiLSTM in the forward direction and the backward direction, respectively.
C. RELEVANCE MATCHING LAYER
In this subsection, we design a relevance matching layer to match the sentence representation of question and answer generated from our Transformer-based feature extractor, where we employ three aggregated strategies to pool the sentence representation matrix into a sentence embedding. Detailed processes are stated as follows.
1) Weighted Mean Pooling: We employ a weighted mean pooling in our QA-TF WP model by distributing variable weight for each word representation:
where w m and l are weight vector and sentence length, respectively. 2) Max Pooling: We employ the max pooling in our QA-TF MP model to pool the sentence matrix into the final sentence embedding as follows:
which aims at extracting the most notable feature in each dimension. 3) Attentive Pooling: In our QA-TF AP model, we employ an attentive pooling to generate the sentence embeddings v q and v a for question and answer from their sentence representations R Q and R A , whose processes are defined in the following formulae:
where G is the attentive similarities between R Q and R A . U is the attention parameter. ColumnMax and RowMax are functions who extract the max value from column and row, respectively. After that, following [4] , [5] , and [22] , we calculate the cosine similarity between sentence embeddings of question and answer, which indicates their relevance degree. A question q together with a ground truth a + and an incorrect answer a − , which is randomly sampled from all answers in the training set, form a training instance in this paper. For q, a + and a − , their sentence embeddings are: v q , v a + and v a − , respectively. To match the relevance between question and answer, their cosine similarity is formally calculated as follows:
where v a represents the sentence embedding of the ground truth a + or the incorrect answer a − . n is the dimension of the sentence embedding. If the condition that the gap between the cosine similarities of v q , v a + and v q , v a − is over a preset margin m is satisfied, namely:
the training procedure for a training instance will be suspended and no parameter updates will be performed in NNs. Otherwise, the NN parameters will be updated by the optimizer to achieve a lower loss. The NN is trained for the best training epoch through minimizing the ranking loss of candidate answers. In this paper, we adopt the ranking loss function proposed by Feng et al. [3] for our experiments, which is worked as follows:
Through the above processes, we will locate on the best parameters for testing. After obtaining the cosine similarities between a question q and its all candidate answers. Candidate answer with the largest cosine similarity will be ranked on the first position among all candidate answers of a question, and so forth.
IV. EXPERIMENTS
In this section, we briefly summarize the baseline models we choose to compare in this paper, as well as our proposed models in Section IV-A. Research questions guiding our experiments are listed in Section IV-B. Next, Section IV-C introduces the dataset we utilize and the standard evaluation metrics. Finally, we detail our experimental settings and hyper-parameters in Section IV-D.
A. MODEL SUMMARIES
We verify the effectiveness of our proposals by comparing them with several competitive baseline models in this paper. Table 1 describes the summaries and literatures of baseline models as well as our proposed models.
B. RESEARCH QUESTIONS
In this paper, we come up with the following three research questions to guide our experiments: RQ1 Can our proposed Transformer-based models show any superiority compared with other competitive answer selection baseline models? RQ2 How do our proposed models perform compared with the state-of-the-art baseline in terms of the average length of ground truths? RQ3 What's the difference on performance among our proposed three models with respect to different question types?
C. DATASET AND EVALUATION METRICS
The dataset we choose to evaluate our proposed approaches is a publicly available open domain dataset, i.e., WikiQA released in 2015 [31] . We list the statistics of WikiQA dataset in Table 2 , which details the number of questions, correct answers, QA pairs and the average length of question and answer in each part of the dataset. WikiQA is created by Yang et al. [31] over the English Wikipedia summary passages and the Bing query logs, with Crowd-Sourced annotations. We preprocess the above dataset by removing questions that contain no correct answer(s) in the whole dataset, so results on this paper may not be directly comparable to those on the other works. It's necessary to mention that a question may have more than one correct answers. Meanwhile, the length of questions is much shorter than answers: the average length of questions is 6.42; while the average length of answers is 25.33. The length gap between question and answer sentences increases the difficulty for answer selection task. There are five common question types all together in the WikiQA dataset according to the query term, i.e., 'how', 'what', 'who', 'where' and 'when'. Detailed introduction of WikiQA dataset can be referred to in [31] . The answer selection task is regarded as a rerank problem in our paper, which aims at reranking the candidate answers according to their relevance towards the question. Following prior researches on answer selection [25] , we adopt the standard Mean Average Precision (MAP) and Mean Reciprocal Rank (MRR) as evaluation metrics in this paper. In addition, to reflect the precision of answer that is ranked at the first position, we also report the top one precision in this paper, which is typically adopted as accuracy in answer selection research. The detailed formulae of the above three evaluation metrics are as follows:
where m i is the number of ground truths for the i-th question. p j is the ranking position of i-th question's j-th correct answer.
MAP is concerned about all correct answers. Instead, different with MAP, MRR concerns only the first correct answer and is calculated as follows:
where p i is the ranking position of the i-th question's first correct answer.
where precision@1 is the precision of answer that is ranked at the first position.
D. EXPERIMENTAL SETUP
We conduct our experiments on Microsoft Windows 8 operation system with 6 GB Nvidia 9 1060 GPU. The deep learning framework and the programming language we use are TensorFlow 10 and Python, 11 respectively. The pre-trained word embeddings' dimension is 300 in this paper. We pad the sentence length for all questions and answers to 40 following [22] . The Adaptive Moment (Adam) estimation [32] is employed for optimizing the loss in this paper. In addition, the L2 regularization and the dropout methods are included in our training process to avoid the problem of over-fitting.
We train our models in mini-batches and employ exponential decay method in our models to vary learning rate in every epoch with the decay rate equal to 0.9. Detailed experimental setups of our models are displayed in Table 3 .
V. RESULTS AND DISCUSSION
We present detailed analysis and discussions on our experimental results in this section, which are corresponding to the three research questions proposed in Section IV-B. Section V-A answers RQ1 by displaying the overall performance of baselines and our proposed Transformer-based models. Section V-B investigates the performance of the best baseline model and our proposals under different average length of ground truths to answer RQ2. Section V-C compares the performance of our proposed models in terms of question type to answer RQ3.
A. PERFORMANCE OF MODELS
To answer RQ1, we summarize the overall evaluation results of three baselines and our proposed Transformer-based models on the test set of WikiQA in terms of MAP, MRR and accuracy in Table 4 . As is shown in Table 4 , generally, for different evaluation metrics, the value of accuracy much lower than MAP and MRR. It is because that the accuracy only concerns the first answer's precision, if the answer ranked in the first position is wrong, the accuracy score will be 0. In addition, the MAP scores in all models are lower than the MRR scores since MAP concerns all ground truths while MRR only concerns the first ground truth. When other ground truths are ranked at a low position in the list of candidate answers, the MAP score will be decreased.
Among the three baseline models in this paper, QA-BiLSTM beats QA-CNN in all evaluation metrics. The reason may be that the BiLSTM has advantages in extracting sequential features in text data compared with the CNN. In addition, AB-LSTM/CNN shows obvious superiority against the other two baseline models without integrating attention mechanism. Hence, among all three baselines, we select AB-LSTM/CNN for later comparison with our proposals.
For our proposed models, all of them achieve an improvement compared with the baseline models according to the results displayed in Table 4 . Specifically, the MAP and MRR of our QA-TF WP model are increased by 1.31% and 1.35% against the best AB-LSTM/CNN model. The MAP, MRR and accuracy of our QA-TF MP model are increased by 1.78%, 2.40% and 3.79% compared with the best baseline. The MAP, MRR and accuracy of our QA-TF AP model improve by 2.37%, 2.83% and 1.51%, respectively. Among them, the QA-TF AP achieves the highest improvements in MAP and MRR, while the QA-TF MP achieves the highest improvement in accuracy. The overall comparisons indicate that our proposed Transformer-based answer selection models can produce a higher performance than the competitive baselines did. It may because that the Transformer-based neural network in our proposals could help improve the feature extractor's ability in extracting global information of question and answer sentences. We will conduct further experiments to deeply investigate the effectiveness of our proposals in the next subsection.
B. DISCUSSION ON AVERAGE LENGTH OF GROUND TRUTH
To answer RQ2, we conduct further experiments over the best baseline, i.e., the AB-LSTM/CNN model, as well as our three proposals to deeply investigate the detailed performance in terms of the average length of ground truths. Firstly, we categorize the test set into three buckets according to the average ground truths length L of each question, i.e., short (L ≤ 22), medium (22 < L < 33), and long (L ≥ 33). Table 5 displays the detailed evaluation values of the above four models on three buckets. Visualized comparisons are presented in Fig. 6 below. Fig. 6a, Fig. 6b and Fig. 6c present the comparisons of the MAP scores, the MRR scores as well as the accuracy scores, respectively.
As is shown in Fig. 6 , for the bucket short, it's obvious that the best baseline model AB-LSTM/CNN achieves the highest performance on all evaluation metrics. The reason may be that the attention mechanism could help promote the interaction among question and answer compared with our models which didn't concern the interaction among question and answer, especially for question-answer pairs with short ground truth answers whose features may be difficult to extract since there are too few words in the answer sentence. For the bucket medium, performance varies among models for each evaluation metric but shows no obvious differences. The possible reason may be that for question-answer pairs with medium ground truth answers, they did not suffer from the long-term dependencies problem in long sentence as well as the too-few-words problem in short sentence. However, for the bucket long, all of our proposed models show superiority against the best baseline model on every evaluation metric. Specifically, the QA-TF AP model achieves the highest performance on the bucket long for all evaluation metrics. The MAP, MRR and accuracy scores of our QA-TF AP model are increased by 11.08%, 12.75% and 19.55%, respectively, compared with the best baseline model. The observed phenomenon indicates that our Transformer-based models can help improve the performance on the question-answer pairs with long ground truths length. That's fair since the Transformer structure could extract the global information especially for long sentence while typical NNs may extract only local information of sentence due to long-term dependencies problem, etc.
C. COMPARISON OF MODELS
To answer RQ3, we conduct extended experiments to compare the performance of our QA-TF WP model, QA-TF MP model and QA-TF AP model with respect to different question types. We first categorize the questions on the test set into five types according to their query term on the first position of question sentence, i.e., 'how', 'what', 'who', 'where' and 'when'. Table 6 presents the detailed evaluation values of our proposed models on each question type. We also display a visualization comparison of their performance in Fig. 7 below. Fig. 7a, Fig. 7b and Fig. 7c present the comparisons of the MAP, MRR and accuracy, respectively.
As is shown in Table 6 and Fig. 7 , performance curves in all subfigures follow the similar distribution, namely, the three models all achieve a peak for the question type 'who' or 'where' as well as a valley for the question type 'how' or 'when'. It may due to the fact that the answers for question type 'who' or 'where' are always fixed with less ambiguity. In addition, differences among our three proposals are also observed in Table 6 and Fig. 7 . For our QA-TF WP model, it shows the most stable performance on every question type compared with the other two models. That's fair since it employs a weighted mean pooling strategy for generating sentence embedding, which may make a balance of all features in the sentence. For our QA-TF MP model, it produces the highest performance among the three models for the question type 'who' or 'where'. However, it also reports the lowest performance for the question type 'who' or 'where'. The possible reason may due to the fact that the most notable feature kept in each dimension by our max pooling strategy is important for answering the question with type 'who' or 'where'. That's to say, for these question types, the most necessary features for determining whether a candidate answer is correct or not are contained in the features with the max value in each dimension. As for our QA-TF AP model, it shows improvements in all question types compared with QA-TF WP model since the attentive pooling strategy it employs may be superior to the weighted mean pooling strategy. Besides, it can improve the performance on the question type 'how' or 'when' since it may reduce the ambiguity among sentences with the attentive pooling strategy.
VI. CONCLUSIONS AND FUTURE WORK
In this paper, we propose a Transformer-based neural network for answer selection in question answering, which aims to extract both global information and sequential features in question and answer sentences. We firstly employ the serial structure to deploy the multi-head self-attention mechanism as well as a BiLSTM as the feature extractor. In addition, we employ three aggregated strategies to pool the sentence representation matrix into a sentence embedding in the relevance matching layer, which leads to three Transformerbased answer selection models in this paper. We conduct comprehensive experiments to evaluate our proposals, which are based on the publicly available QA dataset, i.e., WikiQA. The experimental results show that our Transformer-based models can outperform several competitive baselines in terms of standard evaluation metrics.
As future work, we would like to verify the generality of our proposed Transformer-based models by evaluating their effectiveness on other datasets. In addition, as various attention mechanisms have been proved to be effective for answer selection task, we have interests in discovering how to incorporate the existing attention mechanisms with the self-attention mechanism in this paper to achieve a better performance. Finally, it's potential to apply our proposed Transformer-based neural network on other NLP tasks, e.g., automatic text summarization and natural language inference.
