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ABSTRACT
This thesis studies the interesting and productive interaction 
between mathematics and biology in the development of models of 
populations and their component processes. A number of detailed case 
studies arising from practical biological problems are developed and 
examined.
The major case study consists of the data analysis, sub-model 
construction and validation of a simulation model of the population 
dynamics of Australian scarab beetles. First, the biology of scarab 
beetles is reviewed to elucidate the most important population 
processes. Theoretical and empirical models of the development and 
survival of the subterranean immature life-stages in different soil 
temperatures and moistures are derived. The biological observation 
that low temperature fluctuations enhance development compared with a 
constant temperature of the mean is explained mathematically. Further 
theoretical results, including a useful characterisation of equivalent 
temperature regimes for development are also found. The environmental 
depression of the numbers of adult beetles caught in light traps and 
the sex ratio of these adult beetles at different times of the year 
are analysed and modelled.
Using the heat equation, a detailed sub-model of soil temperature 
is derived and exhaustively tested. Although a partial differential 
equation model for soil moisture is found to be inappropriate, a water 
balance approach based on the boundary conditions of the first model 
proves successful.
Finally, the sub-models of the life-stages and their environments 
are synthesised into a complete, discrete event computer simulation 
model of the population dynamics of the common Australian scarab 
species, Serioesthis n-igvo'l'ineata Boisd. at Armidale, New South Wales.
ix
This model is verified against the experimental data used to estimate 
its parameters, and increasingly detailed analytical models are used 
to verify and study the adult female behaviour and fecundity sub-model. 
The reasonableness of the range of the environments for which the 
model population can persist partially validates the final simulation 
model.
Three other, shorter, case studies are also analysed: the number
of normal yeast colonies arising from the mating of petite yeasts; 
the population genetics of an interchange chromosome in rye; and 
statistical tests for unordered pairs in a problem in the cytogenetics 
of populations.
In conjunction with these three smaller studies, the simulation 
model of the population dynamics of scarab beetles demonstrates that 
rigorous, well justified solutions to complex biological problems can 
result from the following sequence of steps: a comprehensive review
of the underlying biology; identification of the problems to be 
solved; formulation of formal mathematical models; analytical 
solution of these mathematical models frequently including computer 
simulation; and application of the theoretical results to the initial 
biological questions. The unifying power and applicability of this 
modular approach to the analysis and solution of problems in biology 
are shown to depend on the flexible use of a diversity of mathematical, 
statistical and computer techniques.
CHAPTER 1
GENERAL INTRODUCTION
Models are pervasive. Whenever a prediction of an event 
occurring is based on past observation, a model is being employed. 
Therefore, we all constantly use models, even though we may not 
realise that our thought processes do indeed involve them. Although 
most models remain at the level of verbal argument, more formal 
abstract models are frequently applied in science. These range from 
simple to detailed mathematical formulations to the now commonplace 
complex computer simulations.
Models are persuasive. The results follow logically from their 
premises. An advantage of abstract symbolic models over less formal, 
verbal ones is that their premises can be more easily seen, so that 
the degree of their logical consistency and plausibility can be 
established.
Models depend on two types of information: quantification of
observable characteristics and understanding of the structure of the 
system under consideration. Because of the nature of their field of 
study, physicists, in particular, have emphasised quantitative 
measurement:
"When you can measure what you are speaking about, and can 
express it in numbers, you know something about it; but when you 
cannot measure it, when you cannot express it in numbers, your 
knowledge is of a meagre and unsatisfactory kind."
W. Thomson (Lord Kelvin)
That this approach has succeeded in many aspects of the physical 
sciences stems from the observation that the underlying structure of 
the corresponding physical systems is simple relative to that found in 
almost all biological systems. Even in physics, measurement alone
2docs not suffice. Knowledge of the inherent structure of the 
processes being modelled is both necessary and important:
"The basic strategy of science in the analysis of phenomena is 
the ferreting out of invariants."
J. Monod
Because all biological systems arise as a consequence of a 
developing sequence of events in time, because of the profusion of 
factors that act in any given biological situation and because of the 
great inherent variability of biological systems, no experiment in 
biology is truly repeatable. Consequently, the underlying structure 
of the biological system can easily remain hidden. Structural data 
are usually more difficult both to obtain and to make deductions from 
in biological systems compared with physical systems. Moreover, there 
is no particular reason to suppose that the underlying biological 
structure, when revealed, should prove to be simple. Nor does the use 
of mathematical techniques of itself necessarily reduce the complexity 
of descriptions of biological systems.
"I believe that no-one who is familiar, either with mathematical 
advances in other fields, or with the range of special biological 
conditions to be considered, would ever conceive that everything 
could be summed up in a single mathematical formula, however 
complex."
R.A. Fisher
It is now unequivocal that mathematical, statistical and 
computing methods are important in biology. Often the mathematical 
disciplines are employed merely to quantify, or make rigorous, 
biological conjecture. However, such limited uses ignore the power 
and scope of the mathematical sciences. Modelling, because it implies 
analysis, explanation and prediction, is where this power and scope 
lies. For example, mathematics and statistics have been strongly 
associated with population genetics since the theories of Darwin and 
Mendel were fused. In this field, predictions from the mathematical 
sciences have stimulated practical experimentation because the 
theoretical models were not always based on established biological 
structure.
A variety of models are developed in this thesis. In the first
3section, the population dynamics of some Australian scarab beetles are 
explored. Basic biological and physical data are analysed. 
Mathematical models that arise from this analysis are formulated, 
solved and generalised into explanatory theories. Finally, sub-models 
of the different scarab life-stages and aspects of the environment are 
synthesised into a unified population dynamics simulation model. In 
the second section, three topics in genetics are analysed: (1) a
combinatorial probability model in mitochondrial genetics, (2) a
classical population genetics model, and (3) some applied statistical 
models in cytogenetics. These models cover a range of particular 
problems in genetics. It is the methods and philosophies used when 
structuring these models, estimating their parameters and verifying 
them that are emphasised in this thesis. This forms the central, 
innovative core of the work presented here.
All the topics examined here were originally posed as unsolved 
aspects of biological studies. Their underlying biological structures 
and hypotheses were defined and crystallised in collaboration with 
experimental biologists and with the aid of relevant published 
information. Each of the problems was then formally stated and recast 
in novel mathematical terms. Analysis, synthesis, verification and 
prediction followed, but, as the reader will become aware, the depth 
of the mathematical and statistical analyses, together with the 
pursuance of important and original theoretical side issues, have 
frequently removed the work far from its practical biological origins.
4CHAPTER 2
INTRODUCTION TO SCARAB BEETLES
2.1 SCARAB BEETLES
Beetles comprise the order Coleoptera. The order is very wide­
spread and numerous and, although it is incompletely known even 
taxonomically, one in four described animal species belongs to this 
order of insects (Evans, 1975). Arnett (1971) estimates the number of 
named beetle species in the world as about 350 000. It is therefore 
the largest group of living organisms. Britton (1974) reports that 
there are 19 000 named species in Australia, and probably at least a 
further 10 000 yet to be classified. Apart from its abundance, the 
order is important because it includes many agricultural pests (Evans, 
1975).
All beetles have a similar life-cycle and adult form. A number 
of larval instars follow the egg stage. The larva may be active or 
sedentary, and its form varies widely within the order. To become an 
adult the larva must undergo a dramatic change or metamorphosis. The 
pupa is incomplete, that is it has free appendages and no puparium or 
casing. The adult is the beetle, and is characterised by horny fore­
wings (elytra) covering the hindpart of the body, hence the scientific 
name of the order (xoAeou, sheath, and Ttxepdu, wing). Hindwings, if 
present, are small, veined and membranous, and are folded beneath the 
elytra. The mouthparts are biting (Britton, 1970; Borradaile, Potts, 
Eastham, Saunders and Kerkut, 1967).
The family Scarabaediae (suborder Polyphaga, Scarabaeiformia, 
superfamily Scarabaeoidea) contains the scarab beetles, and accounts 
for about 8.6% (30 000 species) of the world's Coleoptera (Arnett, 
1971) and about 11.1% (2 100 species) of those in Australia (Britton, 
1970). Scarabs are distinguished as having lamellate, or layered,
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segments of the antennae of three to seven leaves that can be expanded 
or completely folded together to form a compact club. The body of 
scarabs is robust, and the family includes the largest and heaviest 
insects known (Jaques, 1951; Britton, 1970; Arnett, 1971).
There are ten subfamilies of the family Scarabaediae in Australia 
(Britton, 1970):
(1) Aclopinae (few little known species),
(2) Hybosorinae (tropical carrion eaters),
(3) Aegialiinae (only one, Tasmanian, species),
(4) Aphodiinae (about sixty species; mainly dung and organic 
matter feeders; includes the pest genus Aphodi-us) ,
(5) Scarabaedinae (dung beetles; widespread),
(6) Melolonthinae (widespread world pest subfamily; larvae 
damage pasture and crops; adults defoliate; includes pest 
genus Sevicesthis),
(7) Rutelinae (mainly E. Australian; Christmas beetles; 
includes the pest genus Anoplognathus),
(8) Dynastinae (larvae damage pasture and crops; adults do not 
feed),
(9) Valginae (E. Australian), and
(10) Cetoniinae (larvae feed on organic matter; the adults on 
nectar).
Scarabs and man interact in a number of ways. In ancient Egypt 
the sacred beetle was an important symbol of reincarnation, and 
effigies were used to guarantee the immortality of the soul. By Roman 
times scarabs were associated generally with good luck. Some South 
American Indians believed that a beetle created the world and man. By 
contrast, in northern Europe, some scarabs were regarded as portents 
of bad luck (Evans, 1975).
In their role as scavengers, scarabs are beneficial to man. For 
example, dung beetles dispose of the faeces of livestock which other-
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wise physically inhibit pasture growth and encourage flies. Oilier 
scarabs speed the breakdown of dead vegetation and animal matter.
Some scarabs are important agricultural pests. Larvae of many 
species live in the soil where they both feed on the roots of pasture 
or crops and destroy the structure of the soil. The adults can attack 
crops and fruit and shade trees. For example, the following scarabs 
are agricultural pests: PhyZZopertha horticoZa (Raw, 1951),
MeZoZontha meZoZontha (Schneider, 1964) and the genus AniphZmaZZon 
(Ritcher, 1958) in Europe; CochZiotis meZoZonthoides (Jepson, 1956) 
and EuZepida mashona (Taylor and Smithers, 1959) in Africa;
PhyZZophaga anxia (Hammond, 1948) , PhyZZophaga ZccnoeoZata (Travis, 
1939), PopiZZia japonica (Fox, 1934) and AmphimaZZon majaZis (Schwardt 
and Whitcomb, 1943) in North America; CosteZytra zeaZandica (Kelsey, 
1951) and the genus Pyvonota (Brown, 1966) in New Zealand; and the 
genera Aphodius (Maelzer, 1961a), Adoryphorus (Britton, 1970), 
AnopZognathus, Heteronyx, Othnonius, PhyZZotocus, Rhopaea and 
Sericesthis (Hilditch, 1974) in southern and eastern Australia.
2.2 LIFE-CYCLE OF SCARABS
Before attempting to model in detail the life-cycles of the 
particular scarab species considered in this thesis, it is well to 
review the typical scarab life-cycle. Because there is an extensive 
literature let us examine the New Zealand pest species, CosteZybra 
zeaZandica (White).
The adults of C. zeaZandica are present in the soil from 
September and emerge between late October and early December (Miller, 
1921; Kelsey, 1951). Emergence depends on the air temperature and 
wind (Kelsey, 1968b). The highest proportion of males occurs early in 
the season, and also earlier each night (Kelsey, 1951; Farrell and 
Wightman, 1972). Averaged over the whole season the sex ratio is 
equal to one (Kelsey, 1968b). Newly emerged females are found 
clinging to blades of grass. Males are strongly attracted (Henzell, 
Lowe, Taylor and Boston, 1969) and mate with them. The mated females
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drop to the ground immediately and burrow. After about a week they 
lay a first clutch of 3 to 40 eggs, 7.5 to 18 cm deep in the soil 
(Kelsey, 1951). Thus there is no selection for oviposition site at 
the time of production of the first clutch of eggs (Radcliffe and 
Kain, 1971) .
Females, either unmated or after laying their first clutch, and 
males may fly at dusk if the temperature is greater them 9.5 °C and 
the wind strength is less than 10 kph (Kelsey, 1968b). There are two 
types of flight: young beetles fly randomly and close to the ground 
until they hit some obstacle, usually less than 50 metres from their 
starting position, while older beetles fly directly to the highest 
silhouette on their horizon and may travel up to 400 metres. The time 
for flights is less than an hour at dusk, and beetles feed where they 
land. Salicaceae (willows) and the economically important Rosaceae 
(including stone fruits and apples) and Cruciferae (including 
vegetables such as cabbage, cauliflower and cress) are favoured food 
plants; Pinaceae (pines) are ignored (Farrell and Wightman, 1972). 
Feeding may occur even if weather conditions are unsuitable for flying 
(Kelsey, 1951).
During and after the flying period, previously unmated females 
may be mated with. Four to nine days after the production of the 
first clutch, females may lay a second batch of 2 to 16 eggs, the 
precise size depending on the quantity and quality of food which the 
mother has obtained in the interval (Kelsey, 1951; Farrell and 
Wightman, 1972; Farrell, 1973; Radcliffe and Payne, 1969). There 
appears to be no oviposition preference for the second clutch beyond 
choosing a site with some ground cover (Kelsey, 1957, 1967, 1968a, cf. 
Radcliffe and Payne, 1969).
Clutch size and fertility depend in part on the fat reserves 
accumulated late in the larval stage (Farrell, 1972, 1973), feeding, 
if any, of the mother (Farrell and Wightman, 1972), and the moisture 
of the soil in which the eggs are laid (Wightman and Farrell, 1973). 
Egg clusters occur between 7.5 and 18 cm below the soil surface and 
take 16 to 21 days to hatch (Kelsey, 1951). Since the eggs must 
absorb water during development, soil moisture must lie between
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critical limits for successful hatching. Temperature affects the rate 
of development (Wightman, 1973).
There are three larval instars. The first instar usually lasts 4 
to 5 weeks, and the second 5 to 10 weeks, although either of the first 
two instars can take up to 4 months. The larvae are in the top 5 cm 
of the soil and move to a depth of about 8 cm deep before moulting to 
the third instar (Kelsey, 1951). The exact position of the larvae is 
governed by soil moisture and temperature gradients, together with 
aeration and the distribution of roots and organic matter in the soil 
(Radcliffe, 1971b). However, horizontal movement is probably not 
great (Fenemore, 1970). Larval feeding may cause extensive damage to 
pastures (Dumbleton, 1942; Flay and Garrett, 1942; Kelsey, 1951; 
Given, 1968; Radcliffe, 1970). Fertiliser or the addition of organic 
matter may reduce the effects of larval feeding, presumably because 
the pasture grows more quickly (Radcliffe, 1970, 1971d).
The third instar is present from late February until pupation in 
October. Fat reserves accumulate from June (Kelsey, 1951). Larvae 
are attracted by sugars, especially sucrose (Sutherland, 1971) and 
plant roots contain chemicals that attract C. zeatandioa larvae and 
arrest their movement once they begin feeding (Sutherland, 1972a). 
Mortality of larvae under different pasture types may be different 
(Radcliffe, 1971d; Farrell and Sweney, 1972, cf. Radcliffe, 1971a,c). 
Mortality is governed mainly by temperature and soil moisture, and to 
a lesser extent by bird and hedgehog predation, disease, parasitism 
and perhaps cannibalism (Kelsey, 1951). Control of scarab larvae by 
insecticides, though practised for a number of years, is now 
considered unsuitable because it is ineffective against most life- 
stages, necessitating careful timing of spraying, and appears to 
affect natural predators of the beetles more than the target species 
(Power, 1968).
By the end of September all larvae have pupated and will remain 
in cells 10 to 25 cm below the soil surface for 4 to 6 weeks (Kelsey, 
1951). Figure 2.2.1 shows the time of year for each life-stage.
Other scarabs show variations from this life-cycle. For example
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Figure 2.2.1: Life-cycle of Costelytva zealandica (White), a New
Zealand scarab. (P=pupa, <5a = adult male, 9A = adult female, 
E=egg, Ll = first instar larva, L2 = second instar larva,
L3= third instar larva; the radial lines indicate the first day 
of each month of the year.)
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the adults may not feed, as in Rhopaoa vcwaux'i in Australia (Hilditch, 
1974). Flight behaviour, the number of egg clutches and their sizes 
vary widely. Individual species respond differently even in identical 
temperature and soil moisture regimes. In Serioesth-is nigvoZineata 
most larvae develop for two years before pupating. Aphodius tasmccnzae 
larvae live in the ground, but forage for food on the soil surface 
(see table 2.2.1).
A resume of the biological information available on the life- 
cycles of the two scarab genera (AnopZognathus and Sevzcesthzs) 
modelled in this thesis is given in table 2.2.1 together with similar 
information for six other well studied scarab species. The principal 
aim of this table is to provide the reader (and the author) with an 
indication of the general pattern and wide variability in specific 
characteristics encountered within scarab species. However, there are 
three qualifications that need to be made:
(1) No attempt has been made to reconcile inconsistencies 
between references. These may be in nomenclature, for example whether 
or not fourth instar larvae are equivalent to pre-pupae, or in 
discordant experimental findings, for example the duration of life- 
stages.
(2) References are not qualified by the amount of information 
they contain. For example, references which mention that the develop­
ment rate of eggs depends on the temperature, and those that give 
extensive experimental results are all included, even though only the 
second type of reference would be useful for deriving a detailed model.
(3) To save space, multiple references, especially for the 
damage caused by scarabs, are not always given.
It is clear from table 2.2.1 that there are many gaps in the 
biological knowledge about the listed species. The situation is 
similar to that in 1927, when Rittershaus, referring to the scarab 
genus PhyZZopertha, lamented:
"Obwohl PhyZZopertha einer unsere häufigsten und bekanntesten
Käfer ist, fand ich über sein Lebenverhältnisse nur kurze Angaben.
In sehr zahlreichen Werken, in denen Schädlinge des Garten- and
Ackerbaues beschrieben sind, findet man PhyZZopertha erwähnt,
ohne dass aber näher auf sein Biologie eingegangen wird."
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Amphimallon Coahliotis Phyllopertha
majalis melolonthoide8 hortioola
DISTRIBUTION
country
local
a US, Europe E Tanganyika a UK, Europe
g aggregated E sugar cane S,a,f patchy
with improved pasture g no diff.
ADULTS
emergence
time of year
time of day 
duration of emergence 
9/6 differences
life expectancy
predators 
flight behaviour
9 Julv
g sunset
E
E Oct - Nov
E dusk
a May 
f June
f morning
Q 7.7 days
a 9? emerge 
first, live 
longer 
Q 99 week 
before- ««ftev'
a 3-4 weeks
E bats
g 35 min after E disperse R 66 seeking 99
emergence little S disperse
little
a during day
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Table 2.2.1
Life-stages of eight scarab species and genera. (Reference!-, aro 
indexed by a single letter, either lower case (Arnett, 1971 to Hassan, 
1975), UPPER CASE (Hassan and Hilditch, 1976 to Radcliffe and Payne, 
1969) or italicised, lower case (Raw, 1951 to Wightman and Farrell, 
1973). Since the references have been arranged alphabetically within
these type 
references 
letter for 
citation.)
faces, the exact 
at the end of the 
any reference in
citation can be found easily in 
thesis. In the reference list, 
this table is given in brackets
the
the index 
after the
Cootelytra
zealandica
Aphodiud
tasmccniae
Othnonius
bateei
Anoplognathus
spp.
Sericeethiß
spp.
P New Zealand L S. Australia c E. Australia e E. Australia d E. Australia
h aggregated L aggregated
? oviposition 
? feeding prefs 
? terrain 
? parasites 
y sea - 4000' 
rain 14” - 100" 
all veget. but 
dense forest
C aggregated e aggregated d aggregated
F ## t N ## « superph d irrig, has i 
range 
x ## +
L after rain 1
P Oct - Dec L Jam c Dec - Jan 
n Nov - Mar
e Nov - Feb d summer 
e Dec - Jam
J dusk L dusk D daylight j dusk
r emerge
first
L 2-3 days e 2 weeks
j emerge
first
• ffj a / emerge 
first
P t if feeding L 2-3 weeks j <  3 weeks 
e «  50 days
r Oct - Dec 
up to 400 m 
(description) 
after 1st day 
t disperse 
little
J temp > 49 °F 
wind < 6 mph
L temp > 58 °F 
little wind
C Dec - Jam 
n after rain e over 50 days 
p sunset
2.2
(ADULTS)
Amphimallon Cochliotis Phyllopertha
majalis melolonthoid.es hortioola
feeding s ,a,f
species favoured f Rosaceae
species avoided 
pest status of adult g insignif. E nil f,m insignif.
mating f
when
how often
g after flight R *2 emergence
sex ratio E 1:1 assumed
oviposition
site preferences h soil moist. R
time to lay R 2-17 days
fecundity a <  95% of 99
9 liveweight, fat T ,a
9 feeding (as adult) T cf. a
soil moisture s
temperature s
other factors a age of 9
EGGS
time of year E from Dec f from Jun
clutch
number R 2a 1
size q 30 a. 1-33 clutch 1R 8-10 clutch 2
period between clutches 
depth in soil 9 2-6 f 5-20 cm
12
Costelytra Aphodiuo Qthnoniuo Anoplognathua Sericeothis
zealandica tasmaniae bateai spp. spp.
Z stone fruits, L dung D none
rosaceae, 
cruciferae
r pinaceae
Z does not kill L nil
e before, after 
mating
e Eucalyptus e Eucalypts
Z 9 emergence e dusk 
e frequent
J 1:1
Y 1:1 assumed
Y 20% 99 
oviposit
I not bare L,M soil moist D
ground
Y little 
choice, lay 
where emerge
t not dry soil
F 7 days
o,p
p willow t fee D none
r important
t L D
t D narrow range D
q pasture spp.
j 1 : 1
D d causes 
patchy dsn; 
not clover
D D
n little data n little data
o
D D
D D
P Oct - Jan L Jan - Mar c Dec - Jan D summer e Jan
Z 2
Z 4-32 clutch 1
L 2
L 35 clutch 1
e 1
e <  40 D
2-16 clutch 2 
F 4-9 days 
F 3-7"
20 clutch 2 
L after feed 
M 6"
D
e 5-10 cm 1 5 cm
2.2
(EGGS)
Amphimallon Cochliotis Phyllopertha
majalis melolonthoides horticcla
hatching
time g 16-19 days E ~ 15 days T 13-86 days
l 7-47 days a 20-30 days
f 15-20 days
temperature l lH- 32*2 °C S
T 11-26 °C
soil moisture 
other factors
S
water absorption K ,a
survival
temperature
moisture h no effect
other factors f asilids
LARVAE
time of year 
first instar 
second instar 
third instar E June - Aug
fourth instar f none
duration
first instar g 35 days f 17-25 days
second instar g 16 days f 20-30 days
third instar
temperature 
soil moisture 
other factors
g 8 months f 220-250 days
distribution S patchy with soil moisture
in soil 
temperature 
soil moisture 
other factors
a
h no effect
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Coatchjtra
zealcDidica
Aphodius
tasmaniae
Othnonius
batesi
Anop lopuathua
spp.
Sericeethiß
spp.
F 16-21 days M 20-75 days c 14-34 days e 10-14 days 1, e 30 days
S 9-73 days n 2-3 weeks D D
S 9 . 1 -  25.0 °C M 15*2 - 25 °C D D
s M little D D
j soil g a ses j soil g a s e s
s M D D D
s M c D D,e
s M D D,e
s m o t h e r ' s  age M m o t h e r ' s  age c fungi
P N o v  - Mar e Feb - Mar
P Mar - Apr N - May e Mar - O c t
F Feb - Dec 
P Apr - Aug
e b May - Aug (Cbr) 
e Oct - O c t  (Arm)
P Aug - Sep e none e none
F 4-5 wee k s e 4-5 weeks 1 4-8 w e e k s  
e 30 days
F 5-10 weeks N 2-3 weeks e 5 months 1 16-24 w e e k s  
e 200 da y s
N 2-3 weeks e 17 m o n t h s 1 25 or 50 
w e e k s
e 390 days
n n
n n
n m i c r o b i a l  
biomass, roots
n m i c r o b i a l  
biom a s s ,  roots
P patc h y L patchy i p a t c h y d p a t c h y
W  <  10 cm N top feeders e <  10 cm e
W e
W i e
q,H p a s t u r e  sp 
W food, air
e roots
2.2
(l a r v a l ;)
Amphimallon Cochliotis Phyllopertha
majalis melolonthoid.es horticola
movement
vertical i a,f
horizontal
chemotaxis
survival
pathogens
a,f
parasites E
predators a birds, moles
cannibalism K
starvation
temperature S
soil moisture 
pasture species 
other factors
e a ,s
feeding f
on what g roots E sugar cane
pasture preferences g E sugar cane X
damage E a soil
structure
density E -10 000/acre
prepupal stage Q
PUPAE
time of year f end Oct
duration g 14 days E f 30-40 days
temperature 
soil moisture
position in soil ? 4-8" E 18-36" .♦* 30-50 cm
14
Costelytra
zealandica
Aphodius
tasmaniae
Othnonius
batesi
Anoploynath.ua
spp.
Sericeothis
spp.
o ,d,e
t little N
J grass roots 
k sucrose
0
k ,q roots, 
organ, matter
G milky disease b milky diseas 
M Cordycepa 
0 other fungi
c bacteria 
Cordycepa 
other fungi
b,d milky dis. 
g virus
G b d ineffective
b
o,G insects c insects d birds
F likely 
X none
0 insignif. j none j none
e
o
o M D z , A , D 1,m,A,D,e
o M, o high/low D k,n,z,A,D l,m,A,D,e
q,V,X N k
k manure 
n soil gases
n soil gases
f roots
V also organic 
matter
L plant debris 
pasture folia
e only organic 
matter 
i roots 
n microbes
n microbes
w spasmodic e, i d turf, severe
V -40/ft2
M c 10-20 days 
Oct - Dec
e
P Sep - Oct 
v early spring
L Dec c Oct - Jan e spring/summ e Nov
F 4-6 weeks 
r 3-4 weeks
L 2-3 weeks c 9-21 days e 2 weeks 1 1 month 
e 30 days
r M
r 1.25-3 cm 1 2 - 5  cm
2.2
Amphimallon 
rajalis
Cochliotis
melolonthoides
Phylloperbha
hovticola
(PUPAE)
survival
sex ratio Q d:9 1.13-1.89
CONTROL METHODS 
natural
soil moisture E reduce
pathogens
insect predators/parasites
non-insect predators/parasites E OK a birds
physical
hand collection E ineffective m
trampling by stock
ploughing E ineffective a
light trap
biological
encourage endemic enemies E
introduce enemies E
sterile dd
hormones
attractants
chemical
insecticides E short term a
sulphur braziers
management 
rotate crops
time planting E OK
replant a
plant resistant spp. E
15
Costelytra Aphodius Othnonius Anoplognathus Sericesthis
zealandioa tasmaniae batesi spp. spp.
r M
c
o,F
G d ineffective
F,G
F birds, hedge 1 ineffective d ineffective
hogs ineff.
1 1
f N
G light unattr. j ineffective j ineffective
F nematode
U
U
U but 66 still 
mate with 99 
B phenol 
G virgin 99
U "inept" n c n ineffective d ineff. in
s,u ineffective winter, OK spr
with adult n ineffective
F
o , F, U
F
F
G
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[Although Phyllopertha is our most abundant and well known chafer, I 
found little in the literature dealing with its mode of life. The 
most frequent references found in the literature pertaining to garden 
and agricultural pests mention Phyllopertha without giving much of its 
biology.]
2.3 THE ARMIDALE SCARAB RESEARCH PROGRAMME
The Armidale scarab research programme has been carried out over 
the last fifteen years by a team of CSIRO scientists under the leader­
ship of Dr R.L. Davidson, Principal Research Scientist, now of the 
Division of Entomology. The work has been done primarily at Chiswick, 
a CSIRO pastoral station ten kilometres south of Armidale, New South 
Wales. Much of the programme consists of collaborative work between 
these scientists and others, including research students, principally 
from the nearby University of New England.
The long-term aim of the Armidale group has been to develop a 
predictive model of the pasture/soil/scarab ecosystem. This model 
could then be used to:
(a) predict scarab numbers and damage from season to season, 
using local meteorological data, as an agricultural 
extension service to farmers,
(b) examine long-term trends in the number of scarabs in 
response to pasture improvement, and
(c) evaluate the effect of different management strategies both 
on the scarabs themselves and the damage caused by them 
(Davidson, Wiseman and Wolfe, 1970; Hilditch, 1974).
Their laboratory experiments have concentrated on four aspects of 
scarab biology:
(1) the survival of eggs and larvae at high temperatures and 
extreme soil moistures (e.g. Davidson, Wiseman and Wolfe, 1972a,b; 
Hilditch, 1974; Davidson, Hilditch, Wiseman and Wolfe, 1974; Hassan, 
1975),
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(2) the effects on fecundity of adult female feeding and of 
laying in soils at different temperatures and soil moistures (e.g. 
Wensler, 1971; Hilditch, Davidson, Ridsdill Smith and Wolfe, 1974),
(3) the selection of oviposition sites based on pasture cover, 
soil type and moisture (e.g. Hilditch, Davidson, Ridsdill Smith and 
Wolfe, 1974), and
(4) larval nutrition and feeding behaviour (e.g. Donclan, 1974; 
Ridsdill Smith, Porter and Furnival, 1975).
Other experiments have been concerned with the physiological 
response of pasture to scarab damage (e.g. Davidson, Wolfe and Wiseman, 
1971).
Since 1969, captive populations of scarab larvae have been kept 
in the field to examine mortality and growth under more natural 
conditions (e.g. Hassan and Hilditch, 1976). Soil temperature and 
moisture have been monitored during these field experiments. Light 
trap records of adults have also been collected (Davidson, pers. comm.; 
Dr. R.J. Roberts, CSIRO, Division of Entomology, Armidale, pers. comm.).
Serioesthis nigrolineata Boisd. and Anoplognathus porosus (Dalm.) 
have been the principal species used in their study programme. How­
ever, the absence of adequate experimental material in inclement years 
sometimes necessitated the use of related species, usually S. geminata 
and A. hirsutus. Also some experiments have been repeated with 
additional species to determine their different responses to the same 
environments. These data were to be used to "scale" the model 
developed from the S. nigro'l'ineata and A. porosus life-cycle data so 
that the model could be applied to other species. The scarab model 
developed here represents one aspect of the consolidation of the 
results of the CSIRO research programme.
In pursuing their long-term aim, the Armidale group has not been 
content with finding only correlations. Rather, they have sought to 
elucidate and quantify the mechanisms which explain the processes they 
wish to model. That is, their research has been directed to providing 
sufficient information from which sub-models of relevant population 
processes can be constructed. They believe that effective prediction
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and control of biological pests depend on ecological understanding 
(see also, Clark, Geier, Hughes and Morris, 1967; Varley, Gradwell 
and Hassell, 1973).
In practice, their philosophy has been implemented by using only 
laboratory data to estimate parameters for the model, saving the field 
data for its independent validation (Davidson, Wiseman and Wolfe, 1970; 
Davidson, Wiseman, Wolfe, Hilditch and Adena, in prep.). Some 
attempts had been made by the Armidale group at modelling using the 
data they collected, but this met with only limited success.
Given the way in which the data were collected, modelling of the 
life-cycles of the scarab species S. nigrolineata and A. porosus 
provides an excellent opportunity to apply mathematical and 
statistical methods. The distinctness and length of time of each of 
the scarab life-stages enables a modular approach to be naturally and 
profitably adopted (Hilditch, 1974). This approach of deriving sub­
models and then synthesising the final model ensures that all parts of 
the model are of a reasonable size, and so are manageable and easily 
comprehended.
My aim has been to model the life-cycles of the scarab species 
S. nigrolineata and A. porosus, with the important constraint that the 
resulting model should be applicable in agricultural extension 
predictions of scarab numbers on individual farms on the New England 
Plateau. In practice, this means that the modules for the soil 
environment (Chapter 6) have the commonly measured meteorological 
variables, daily maximum and minimum temperatures and the amount of 
rain, as the only input variables.
Ruesink (1976) considers that:
"If there is a research frontier in population modelling it is 
certainly not in developing models for additional species. I 
propose that the frontier lies in developing improved submodels 
for the population processes of oviposition rate, survival rates, 
dispersal rates, feeding rates, and developmental rates.
Existing population models include submodels for these processes, 
of course, but there is much that could be done to improve these 
submodels."
In Chapter 3 the development and survival of the immature life-stages
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in different: temperature and noil moisture regimes la eonaidorod and, 
where data are available, parameters are estimated. A theoretical 
study of development in fluctuating temperatures is the subject of 
Chapter 4. In Chapter 5, the daily sex ratios of adult beetles caught 
in a light trap over one summer are analysed and suitable theory is 
developed. The fluctuations in scarab numbers on different nights is 
shown to depend on the windspeed at dusk. The sub-models of the 
different life-stages and the soil environment are synthesised into a 
population dynamics model of the life-cycle# of S. nigrolineata
in Chapter 7.
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CHAPTER 3
IMMATURE LIFE-STAGES OF SCARAB BEETLES
This chapter describes the development of sub-models for the 
immature life-stages — egg, three larval instars, pre-pupa and pupa of 
two scarab species, Sericesthis nigrol-ineata Boisd. and Anoplognathus 
porosus (Dalm.).
In the first four sections, general and specific theories of the 
effects of temperature and soil moisture on the rate of development 
and survival of the immature life-stages are expounded and tested with 
data for the egg stage. These data and the models employing 
exponential curves are found to be concordant and model parameters are 
estimated. Where the data are sparse for both species a biological 
principle developed in section 3.4 has enabled common parameters to be 
estimated. Although briefly described here, a more detailed 
theoretical analysis of the effects of fluctuating temperatures on the 
rate of development of poikilotherms is reserved for Chapter 4.
In section 3.5 model parameters for the later immature stages are 
found from both quantitative and qualitative data. Methods of 
modelling the development through each life-stage and the hourly 
survival in fluctuating environments are developed in section 3.6. 
Finally, the sub-models of the immature life-stages are cast as SIMULA 
class declarations.
3.1 DEVELOPMENT RATES AND SURVIVAL 
AT DIFFERENT TEMPERATURES
The development times of poikilotherms are strongly dependent on 
the environmental temperature (Wigglesworth, 1972) . Typically the 
development time is longest at low temperatures and decreases with 
increasing temperature, although at high temperatures below those
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which cause 100% mortality it may increase again. The survival of 
poikilotherms is reduced at temperatures lower or higher than an 
optimum temperature; the greater the deviation is from the optimum, 
the more severe is the mortality. This makes experimental 
determination of development times at these extreme temperatures 
difficult. Typical shapes of development time and survival curves 
with constant temperature are given in figure 3.1.1. Before we can 
successfully model these relationships it is necessary to understand 
the processes that underlie them.
Every organism consists of cells, and biochemical reactions 
constitute the basis of all cellular activities (Weisz, 1967) . Theory 
governing the temperature dependence of chemical reaction rates was 
first proposed by Arrhenius at the end of the last century. His 
theory was modified when the kinetic theory of molecules was applied 
to this problem. The theory now firmly rests on thermodynamic 
principles (Hochachka and Somero, 1973; Johnson, Eyring and Stover, 
1974; Roberts, 1977).
The rate of any chemical reaction is proportional to an empirical 
function of the concentrations of the reactants. The constant of 
proportionality k' is called the rate constant, and it can be shown to 
have the following dependence on the temperature T:
where AG is the free energy of activation and h, k and R are physical
constants. The free energy of activation is related to the enthalpy
4 4 4AH and entropy AS of activation, and an equilibrium constant K :
(3.1.1)
A +  a *  a *AG = Ah - t As 4= - RT log K . (3.1.2)
The constant K can be regarded as a function of either the 
concentrations of various chemical species, or their partition 
functions (Johnson, Eyring and Stover, 1974; Roberts, 1977) .
Most biochemical reactions in living organisms are catalysed by 
special proteins called enzymes which allow the reactions to proceed 
rapidly at physiological temperatures and pressures. Enzymes bind to
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probability
of survival
temperature
Figure 3.1.1: a. Typical relationship between development time and
temperature;
b. Typical relationship between survival and 
temperature.
(The relationships with soil moisture are similar.)
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their specific substrate to form an "activated complex", and they 
control the rates of reactions by changing the free energy of 
activation (Watson, 1970). Biological free energies are usually 
between 90 and 100 kJ mol-1, although the corresponding enthalpies and 
entropies can be large or small (Johnson, Eyring and Stover, 1974).
From equations (3.1.1) and (3.1.2) and the observation that enthalpies 
and entropies of activation exhibit only slight temperature dependence, 
rates of reaction increase with increasing temperature. Therefore, 
for temperatures at which their enzymes remain intact and active, 
organism development times decrease with increasing temperature 
(figure 3.1.la).
However, equilibrium constants also change with temperature. In 
particular, enzyme molecules can exist in a number of conformations. 
Typically only one conformation is associated with catalytic activity. 
Since the free energies of activation associated with conversion 
between conformations are low, rates of conversion are fast from 
conformations thermodynamically unfavoured at a particular temperature 
to the favoured conformation. Both the enthalpy and entropy of 
activation are high, usually of the order of hundreds of kJ mol 1 and 
kJ mol-1 K-1 respectively. Hence the free energy changes from 
positive to negative over a small temperature range, and so the 
thermodynamically favoured conformation also changes over this small 
temperature range. This leads to sharp cut-off temperatures for which 
enzyme activity is possible. Since the ionic balance of the cell also 
affects the entropy of activation, the favoured conformation can also 
be changed by altering the ionic balance of the enzyme itself or of 
the medium in which it functions. Conversion between forms is often 
reversible at temperatures moderately higher than the optimum. 
Irreversible conversion or denaturation, in which the enzyme structure 
is totally destroyed resulting in a large entropy increase, is common 
at temperatures much higher than the optimum (Johnson, Eyring and 
Stover, 1974; Roberts, 1977).
The rate kinetics of a biochemical reaction is determined by the 
concentration of the active conformation of the relevant enzyme.
Since the proportion of the enzyme in each conformation depends on the 
temperature, the concentration of the active conformation changes with
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temperature, even though the total concentration of all forms of the 
enzyme may be constant. Furthermore, not all enzymes are affected 
equally by temperature, so the balance between the various reactions 
in a biochemical pathway will change with the temperature.
Since inactive enzymes cannot catalyse chemical reactions, the 
development time at high temperatures increases as the proportion of 
inactive enzymes grows (see figure 3.1.1a). Irreversible denaturation 
of a critical proportion of vital enzymes may mean that cell 
metabolism does not recover if the cell is returned to a lower 
temperature. Moreover, even if the energy producing and enzyme 
synthesis pathways are not disrupted the cell may not be able to 
recover from heat stress because synthesis of replacement enzymes may 
require excessive energy. Therefore survival is reduced at high 
temperatures (figure 3.1.1b).
Protein denaturation is not the sole agent of disruption of 
cellular activities by heat stress. Because temperature affects the 
rates of every reaction to a different extent, the balance between and 
within biochemical pathways may be upset leading to the rapid build-up 
of excessive amounts of some chemicals and energy wastage 
(Wigglesworth, 1972) . Physical processes are also affected by 
temperature. (For example, fish may die of suffocation in warm water 
because of the low solubility of oxygen in warm water; Alexandrov, 
1977) .
Similarly, cold stress can lead to death. More energy is 
required at low temperatures than high temperatures for insect egg 
development (Richards and Suanraksa, 1962); this is presumably a 
result of the slight dependence of the entropy of activation on 
temperature. Physical processes and the balance of metabolic pathways 
may be upset by cold temperatures. For example, although metabolism 
of sugar in the honey bee is not greatly slowed at 1 °C, gut 
absorption is almost stopped, so that honey bees soon die of 
starvation at this temperature (Wigglesworth, 1972). When cells 
freeze, ice crystals may injure membranes or other cell structures. 
Moreover, ice formation can lead to dehydration of tissues 
(Wigglesworth, 1972). Therefore, survival is also reduced at low
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temperatures (see figure 3.1.1b). (See also Durscll, 1973a.)
Lack of space precludes a comparison of the effects of 
temperature on poikilotherms (such as insects) and homoiotherms. 
Similarly, acclimation of organisms to different temperatures is not 
discussed or analysed in this thesis.
3.2 DEVELOPMENT RATES AND SURVIVAL
AT DIFFERENT MOISTURES
Moisture in both the atmosphere and soil has much less effect 
than temperature on the development times of poikilotherms, although 
the general form of the relationship is the same (see figure 3.1.1a; 
Andrewartha and Birch, 1954). However, there is a marked relationship 
between survival and moisture, and this is similar in form to that for 
temperature (see figure 3.1.1b), namely, both low and high moistures 
or temperatures lead to greatly reduced survival (Andrewartha and 
Birch, 1954).
There are a number of causes of death of the subterranean 
immature scarab life-stages at high soil moistures. Diffusion of 
gases in the soil is inhibited at high soil moistures, and the insect 
may die from lack of oxygen or be poisoned by the accumulation of 
toxic levels of gaseous byproducts of the insect's metabolism (Bursell, 
1973b) . Maelzer (1961b) found that flooding and the spread of disease 
at high soil moistures governed larval survival of Aphodius tasmocniae 
Hope in South Australia. Parasites and viral, fungal and bacterial 
diseases spread easily in wet soil (Andrewartha and Birch, 1954; 
Bursell, 1973b). Osmosis may lead to the physical destruction of cell 
structure at high soil moistures (Bursell, 1973b). Loss of cold­
hardiness and lowering of the food supply may also lead to mortality 
in wet soils (Andrewartha and Birch, 1954).
At low soil moistures desiccation disrupts biochemical pathways, 
probably because of the changed concentrations of cellular chemicals 
and transport difficulties, especially in removing metabolic wastes 
(see, for example, Johnson, 1942; Hochachka and Somero, 1973; Edney, 
1977). Low soil moisture can also result in physical barriers. For
3.3 26
example, the corion of eggs may harden and become too tough to break 
through, or pupae may have insufficient blood volume to rupture the 
pupal sheath (Wigglesworth, 1972).
In the last two sections we have examined general theories of the 
causes and effects of temperature and moisture on the rate of develop­
ment and survival of poikilotherms. In the next two sections we shall 
derive specific models and test their consistency with experimental 
data available on rates of development and survival of the eggs of two 
scarab species.
3.3 DEVELOPMENT RATES OF SCARAB EGGS
Hilditch (1974, pers. comm.) has measured the duration and 
survival of the egg stage of Sericesthis nigrolineata and 
Anoplognathus porosus at several constant temperatures between 12.5 
and 32.5 °C, and of A. porosus at two alternating temperature regimes. 
He placed batches of ten freshly laid eggs into up to twelve tubes of 
soil maintained at each temperature regime. The moisture content of 
the soil was approximately 10%. Near the expected date of hatching he 
examined the tubes daily and counted the number of eggs that had 
hatched. He also followed the development of some individual A. 
porosus eggs at four constant temperatures between 18 and 30 °C in 
tubes where the soil was changed every two or three days. These eggs 
were weighed daily, although the weight data are not considered here.
The median times for the hatching of S. n'igrol'ineata eggs at six 
constant temperatures are plotted in figure 3.3.1. Similarly figure 
3.3.2 depicts the data for A. porosus eggs. Also plotted are 95% 
confidence intervals for the median (Gibbons, 1971, p.137).
Suppose that throughout the development of the egg, only one 
temperature sensitive enzyme determines the behaviour of the develop­
ment rate of the egg with temperature. If we further suppose that the 
free energy of this one limiting biochemical reaction does not change 
appreciably at biological temperatures, the discussion in section 3.1, 
especially equation (3.1.1), suggests fitting the following curve to
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the development time daLa:
1/y = B exp[-C/(T + 273)] , (3.3.1)
where y is the development time in days, T is the temperature in °C 
and B and C are empirical constants. Biologically, it may well be 
reasonable to extrapolate the behaviour of one biochemical reaction to 
the whole organism; for example, Mutchmor and Richards (1961) showed 
that the temperature preferences of insects and other arthropods are 
proportional to the temperature dependence of their ATP-ase enzyme 
activities. After expanding the exponent of equation (3.3.1) using 
Taylor's theorem and noting that biological temperatures are small 
compared with 273, we find that an approximation for equation (3.3.1) 
is:
1/y = 3 exp(yT) , (3.3.2)
where 3 and y can be found from B and C, but are most easily 
determined directly from the data. Indeed this is the reason for 
preferring equation (3.3.2) to equation (3.3.1) in practice.
Both equations (3.3.1) and (3.3.2) were fitted to the data for 
S. n'lgvoZ'ineata eggs, and the fitted curves are shown in figure 3.3.1. 
Although the equations give curves that are very close to one another, 
verifying that equation (3.3.2) is a good approximation to equation 
(3.3.1), they do not fit the S. ri'igvo'l'tneata egg development data. In 
particular, they predict development times that are too high at medium 
temperatures and too low at the extremes. The asymptotic development 
time of zero is not biologically reasonable.
Let us now assume that there are a number of biochemical pathways, 
none of which is limiting for all temperatures. A numerical 
simulation study showed that the following equation is a good 
approximation to the development time relationship with temperature:
y = a + 3 exp(-yT) , (3.3.3)
where a, 3 and y are empirical constants. Consequences of this and 
other equations for development times, when applied in fluctuating 
temperature regimes, are discussed in more detail in the next chapter.
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development
time -
T, temperature (°C)
Figure 3.3.1: Median development time, with 95% confidence intervals,
of Sericesthis n-igrotineata Boisd. eggs. Equations 3.3.1 (dotted), 
3.3.2 (dashed) and 3.3.3 (full) have been fitted to these medians 
(see text).
3.3 29
development
time
(day)
T , temperature (°C)
Figure 3.3.2: Median development time of Anoplognathus porosus
(Dalm.) eggs with temperature; open tubes ■, closed tubes A, with 
95% confidence intervals for the median. Equation (3.3.3) has 
been fitted to these medians.
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The S. nigrolzneata egg data is better fitted by equation (3.3.3) 
than equation (3.3.2):
Source df SS F
** *
deviations 1 20370.7 267
residual (ot, 3, Y) 3 2 2 9 . 0
residual (3/Y) 4 2 0 5 9 9 . 7
regression (3/Y) 2 2 3 0 3 0 2 . 4
total 6 2 5 0 9 0 2 . 1
E(y) = 20.228 + 175170 exp(-0.5070 T) .
In this analysis the median development time at each temperature was 
weighted by the number of eggs hatched at the temperature. Equation 
(3.3.3) was fitted by an iterative least squares algorithm, based on 
the Taylor series expansion of the equation (Draper and Smith, 1966, 
p.267). The fitted equation is plotted in figure 3.3.1 and it is 
judged to be a reasonable fit because the predicted development times 
at all but one of the six temperatures are within the 95% confidence 
intervals for the medians of the data.
Although equation (3.3.3) does not have an upward kink at high 
temperatures as was suggested by the earlier discussion, the fit of 
this equation to the data is reasonable so that we do not need to make 
any such modification to our curve. At higher temperatures than those 
shown in figure 3.3.1 the egg mortality would be so severe that the 
inevitable inaccuracy in the development time prediction would be 
unimportant in practice. (See also Chapter 4 in which the similar, 
but more complex, model of Sharpe and de Michele (1977) is discussed.)
The A. poposus eggs of Hilditch (1974) were hatched either in 
closed tubes, or in open tubes whose soil was changed frequently. The 
hatching times for the open tubes were generally faster than for 
closed tubes, especially at low temperatures. A possible explanation
* * * The following symbols represent statistical significance at 
various levels: NS (not significant), * (upper 5% level), ** (upper
1% level), *** (upper 0.1% level), and three non-standard symbols, 4 
(lower 5% level), 44 (lower 1% level), 444 (lower 0.1% level).
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of this phenomenon is that the frequent handling and replacement of 
soil ensured that carbon dioxide concentrations which retard develop­
ment did not build up to the levels found around undisturbed eggs. It 
is reasonable to assume that closed, and undisturbed, tubes emulate 
field conditions more nearly than open tubes. For the following 
analyses both sets of data were used, but were weighted by the number 
of eggs that hatched at each temperature; this gives greater 
weighting to the closed tube data. Equation (3.3.3) is a significant 
fit to the A. porosus egg hatching time data:
Source df SS F
regression (ß,y) 2 76332.6 i25.4
residual (a,ß,y) 4 6020.3
total (corrected 
for a) 82352.9
E(y) = 8.821 + 1492 exp(-0.2044 T) .
* * *
This equation is plotted in figure 3.3.2. The fit for the eggs in 
closed tubes is satisfactory, and as noted above, these took 
significantly longer to hatch than the eggs in the open tubes.
There are no data on the effect of soil moisture on the time of 
development of eggs of S. nigrolineata or A. porosus, but there is no 
effect in the later life-stages of S. nigrolineata (see section 3.5). 
Similarly, Tukahirwa (1976) found that although humidity affects 
survival of a cattle tick, it does not alter the time for development. 
For the model of the population dynamics of S. nigrolineata and A. 
porosus, it has been assumed that soil moisture may affect survival 
but not the development times of the immature life-stages.
3.4 SURVIVAL OF SCARAB EGGS
Failure of scarab eggs to hatch can be divided into three 
categories — inviability caused by temperature, soil moisture and 
other causes.
Temperature and soil moisture are assumed to act as independent
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mortality factors; there are no data to test this assumption for 
scarab eggs, but this independence holds for first instar larvae (see 
section 3.5). The other mortality factors are assumed to act 
independently of temperature and soil moisture, and the residual 
inviability is estimated as that inviability which remains after the 
effects of temperature and soil moisture have been taken into account. 
The residual inviability is therefore a general category, and includes 
unfertilised eggs, genetically aberrant and physically damaged eggs 
and eggs deficient in energy reserves. It also includes those deaths 
from predation or disease which occur independently of temperature and 
soil moisture.
3.4.1 Temperature and Mortality
The experimental success of hatching of Sericesthis nigrolineata 
and Anoplognathus porosus eggs with temperature is plotted in figure 
3.4.1. These data are from the previously described experiments of 
Hilditch (1974, pers. comm.). In the following statistical analyses, 
each hatching proportion is weighted by p(l -p)/n, where n is the 
number of eggs used to determine the proportion p?” For those 
experiments which gave zero for the observed proportion, the weight 
was that for one egg hatched from a batch of twice the size of that 
used in the experiment. If all eggs at each given temperature have 
the same probability of hatching, the weight is an estimate of the 
inherent variability of the data, and so the residual sum of squares 
for a statistical model with the correct hatching proportion function 
of temperature would be approximately X distributed. The variability 
bars in figure 3.4.1 are approximate 95% confidence intervals for the 
hatching proportion (Kendall and Stuart, 1973, p.137). The formula 
used to calculate these confidence intervals assumes that all eggs at 
a given temperature have the same probability of hatching.
At moderate and high temperatures, mortality for S. nigrolineata 
eggs increases exponentially with increasing temperature:
1 A -fcV\e cd. wocAc-_(<» W' "tw$
\jS»v»c) vicv~-£
° ' C C v j ' ' o 4 *  ' i s  - 4 z> u s *“ - t V o t U f f t s d
fdeVtav' cu/xA WeAAcarVsvjr* (a«CT=l)  a s ,  WA
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Figure 3.4.1: Survival of Sericesthis nigrolineata Boisd. (■) and
Anoplognathi-s porosus (Dalm.) (*) eggs. Data from several 
replicates of A. porosus eggs are shown; as are approximate 95% 
binomial confidence intervals for the mean survival. See p.36 for 
a discussion of the data marked ▼.
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Source
regression
residual
total (corrected)
894.256
3.200NS
897.456
cf. X*
cf. X4
E(p) = 0.8440 - 2.576 xio-5 exp(0.3466 T) ,
where p is the probability of hatching and T is the temperature in °C,
The exponential regression is a significantly better fit to the data
than a constant survival with temperature (894 cf. X^ • and the
exponential regression residual mean square is consistent with an
NS 2inherent binomial variability in the data (3.20 cf. X4 ) * Therefore 
not only is the exponential model a good statistical fit to the data, 
but the data are consistent with hypothesis that all S. nigroHneata 
eggs at a given temperature have the same probability of survival.
For A. porosus eggs, the residual sum of squares is higher than
“fc
expected (7.21 cf. x\) r although the exponential regression is
* * *significant (278 cf. F2/2):
Source
regression
residual
total (corrected)
SS
2005.29
7.2l’
2012.50
cf. X'
E(p) -  70.8983 - 2.222 X 10 exp(0.4683 T) .
However, more than one sample of eggs were hatched for three of the 
five temperatures. These replicates enable a further analysis of the 
data to be carried out:
Source df SS
regression 2 2279.89
deviations 2 2.57
between temperatures 4 2282.46
***within temperatures 9 32.72
total (corrected) 13 2315.18
cf. x;
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E (p) = 0.9154 - 1.844 * 10'7 exp(0.4743 T) .
The deviations sum of squares shown here is the difference in the sums 
of squares between fitting the exponential regression and a different 
weighted mean proportion of egg hatching for each temperature.
(Because of the weighting, the total sum of squares in these above two 
tables differ.)
At any given temperature the proportion of eggs hatching in the
different vials is more heterogeneous than expected if all the eggs at
* * *the same temperature had identical hatching probabilities (32.72 
cf. X9)* This heterogeneity could arise from at least three causes:
(1) if different eggs at the same temperature have different 
hatching probabilities, the expected variance in the observed hatching 
proportion is increased by (n-l)/n times the variance in the hatching 
probability,
(2) average genetic differences between the eggs in different 
vials could easily arise because the eggs for the experiment came from 
a small number of clutches, and
(3) subtle environmental differences could be present between 
tubes of eggs maintained at the same nominal temperature (see Howe, 
1967).
This heterogeneity results in the variability bars in figure 3.4.1 
being much shorter than the true 95% confidence intervals. For the 
remainder of the interpretation of the above table let us use the 
within mean square as an estimate of the inherent variability of the 
data.
The exponential regression is a significantly better fit to the
* * *data than a simple mean (314 cf. F? g). Moreover, from the
deviations sum of squares, it is clear that the exponential regression 
is a good fit to the data (0.35NS cf. F2 g).
Since the results are similar, an analysis of these data after 
the proportions were transformed using a modified arc-sine-square-root 
function (Anscombe, 1948) is not presented here. In addition, 
untransformed probabilities are easier to visualise and are more
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convenient to implement in the simulation program. At high 
temperatures when the predicted survivorship falls below zero, zero is 
substituted for the negative value (see figure 3.4.1).
Before examining the survival at low temperatures, it is
necessary to consider the survival of A. porosus eggs in the
alternating temperature regimes. In one regime constant temperatures
of 17.5 and 27.5 °C were alternated each twelve hours. The within sum
of squares for the weighted hatching proportion of the five vials of
eggs was 33.42 on 4 degrees of freedom. Therefore the variability of
the hatching proportion is comparable in constant and alternating
NStemperature regimes (2.30 cf. F4 9). At 17.5 °C the expected
hatching proportion is 0.9146, while at 27.5 °C it is 0.8302. There­
fore, if we assume a Markovian model in which there is no synergistic
effect in the alternating temperature regime, we expect the survival
hto be (0.9146 x 0.8302) = 0.8714. Since the observed weighted
NSproportion, 0.8520, is consistent with this expected value (0.32 cf. 
tg) these data suggest that the Markovian assumption of no synergism 
is justified.
In the second alternating temperature regime, the temperatures of
the water baths were 12.5 and 22.5 °C. The survival to eclosion in
five vials of A. porosus eggs shows comparable heterogeneity to that
NSat constant temperatures (0.24 cf. F4^g). Since the predicted 
survival probability at 22.5 °C is 0.9091 and the weighted survival in 
the alternating regime is 0.3213, an estimate of survival at 12.5 °C 
is (0.3213)2/0.9091 = 0.1136. However, no eggs of S. nigrotineata and 
A. porosus hatched when raised at a constant temperature of 12.5 °C. 
This is probably the result of the eggs developing, but the larvae 
being unable to physically break through the corion, as Wardhaugh 
(1973) found for the eggs of the Australian plague locust,
Chortoicetes terminifera Walker. An exponential decay curve was 
fitted for survival of A. porosus eggs at temperatures less than 15 °C 
(see figure 3.4.1).
No comparable data for low temperature survival are available for 
S. nigrotineata eggs. Therefore, we seek some biologically meaningful 
principle to enable us to find a reasonable curve for S. nigrotineata
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egg survival at low temperatures. So let us consider some more 
physical biochemistry and related experimental results. Alexandrov 
(1977) stresses that enzymes have sufficient, though not excessive, 
flexibility in their structure at the temperatures at which they are 
active and that changes in their structure can lead to adaption to 
hotter or colder temperatures. However, this usually results in 
maladaption to the opposite extreme. Moore (1939) found that egg 
development in each of four species of frog can occur over a range of 
about 22 °C, although the maximum temperature that allowed development 
varied from 24 to 35 °C. Similarly Volpe (1957) and Ballinger and 
McKinney (1966) found that the eggs of various toad species developed 
over the same range of temperature in each case, although the maximum 
temperature allowing development differed. Alexandrov (1977) lists 
further similar results for plants and microorganisms. Moreover, 
these whole organism results are parallelled by studies of specific 
enzymes (e.g. Mutchmor and Richards, 1961).
Therefore, it is reasonable to suppose that the survival curves 
of S. nzgroltneata and A. porosus eggs with temperature are related by 
a lateral shift and this principle will enable us to find a reasonable 
model for S. ntgroltneata egg survival at low temperatures. Moreover, 
the principle suggests fitting survival curves for the two species 
that differ by a lateral shift over the whole temperature range. If 
we refit the curves for moderate and high temperatures in this way, we
Source df SS F
new regression 5 ik 'fc "fc6669.79 367
deviation between models 1 2.89 .79NS
residual 6 5.77 .26NS
within temperatures 9 32.72
total 21 6711.16
S. nigrolineata: E(p) = 0.8081 - 1.360 x10"6 exp(0.4433 T) .
A. porosus: E(p) = 0.9200 - 5.087 xio-7 exp(0.4433 T) .
The variability in survival of the A. porosus and S. ri'Lgrol'ineata eggs
NSis comparable (4.01 cf. Fxl 4), so the two data sets can be
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considered together. The new model is a significant fit to the data
* * * NS(367 cf. F5 g), is a good fit (0.26 cf. F& g) and is as good a
NSfit as the old model (0.79 cf. F1/9). The lateral shift between the 
curves for each species is 2.50 °C. This model agrees with the 
observation that A. porosus is more tolerant of high temperatures than 
S. nigrolineata (Hilditch, 1974; Hassan and Hilditch, 1976). Note 
that the residual inviability is different for each species. For low 
temperatures the exponential decay curve discussed earlier is employed. 
Figure 3.4.1 depicts the final curves fitted to the data for S. 
nigrolineata and A. porosus egg survival with temperature.
3.4.2 Soil Moisture and Mortality
The data for mortality caused by soil moisture are sparse.^
Figure 3.4.2 plots the survival of S. nigrolineata and A. porosus eggs 
at various constant soil moistures recorded by Hilditch (1974) . He 
recorded egg survival after four weeks in vials each with ten eggs 
maintained at 20 °C. There was no mortality due to soil moisture in
the range 5 to 15% soil moisture for S. nigrolineata eggs (1.17NS cf.
NSF3f9) , nor for A. porosus eggs (0.34 cf. F4^9); the variability in 
the data is comparable with that observed in previous experiments 
(0.33 cf. F2^g for S. nigrolineata and 0.33 cf. Fg^g for A. 
porosus). At 2% soil moisture, S. nigrolineata eggs failed to hatch. 
Assuming that one egg would hatch in a batch of twice the size of that 
used in the experiment, a one parameter exponential decay curve was 
fitted for soil moistures below 5%. Of the sixty S. nigrolineata eggs 
at 20% soil moisture only nine survived, while at 25% soil moisture no 
eggs hatched. Another exponential decay curve was fitted through 
these values, again assuming that if the experiment at 25% soil 
moisture was repeated with twice the number of eggs one egg would 
hatch. Exponential decay curves were chosen for the following three 
reasons:
(1) the hatch successes at 2, 20 and 25% soil moisture are 
significantly different from those in the 5 to 15% soil moisture range 
(see figure 3.4.2),
(2) the exponential shape is biologically reasonable, and
6 * ^  - W cv\ SO,.
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Figure 3.4.2: Survival of Sevicesthis nigro'l'ineata Boisd. (■) and
Anoplognathus porosus (Dalm.) (A) eggs with soil moisture. (The 
temperature and residual mortalities have been removed from these 
data.) Approximate 95% binomial confidence intervals are given.
403.5
(3) the curve has ns few parameters as possible.
The final curves are plotted in figure 3.4.2.
It may well be that the relationship between mortality and soil 
moisture is different for o. nigroZinoaia and A. poroouo eggs, but Lhc 
data are too sparse to show any difference between the eggs of these 
species.
Although a similar curve to that for soil moisture mortality was 
originally tried for temperature mortality, the fit was poor. There­
fore the curves derived earlier for survival at different temperatures 
were constructed.
3.5 DEVELOPMENT RATES AND SURVIVAL 
OF LATER IMMATURE LIFE-STAGES
The modular structure of the scarab population dynamics model 
necessitates finding parameters for each of the life-stages. In 
section 3.3, we derived a semi-empirical function for development 
times, and fitted that equation to experimental data for Sertcesthis 
nigrolineata and Anoplognathus porosus eggs. Plausible empirical 
curves for the temperature, soil moisture and residual mortalities 
were constructed for these species in section 3.4. In this section we 
shall estimate as many parameters as possible for the functional forms 
derived in sections 3.3 and 3.4 but for the later immature stages of 
the scarab life-cycle.
In 1965, Roberts and Davidson (pers. comm.) examined the effects 
of temperature, soil moisture and soil fertility on the duration of 
various later scarab life-stages. On February 18, 1965, batches of 
ten fresh first instar larvae of either S. nigroZineata, A. porosus or 
S. gem-inata were placed into pots of soil. There was one pot of each 
species in all factorial combinations of five temperatures (7.5, 12.5, 
17.5, 22.5 and 27.5 °C), three soil moistures (10, 20 and 27.5%) and 
two soil fertilities (no manure and 4% cow manure added). These pots 
were examined on March 24, and the number of survivors in each larval 
instar and their weights were recorded. The five largest larvae in 
each pot were returned to their original pot which was re-examined on
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May 5, July 20, September 29 and November 25, 1965.
These data (Roberts and Davidson, pers. comm.) show that soil 
moisture does not appreciably alter the rate of development of S. 
nigrolineata or A. porosus larvae, pre-pupae or pupae. Therefore, in 
the population dynamics simulation, only effects of temperature on 
development times are modelled.
Estimates of the duration of the first larval instar of S. nigro­
lineata at several temperatures were obtained from these and similar 
experiments performed in 1972 (Davidson, pers. comm.). The estimated 
durations are plotted in figure 3.5.1. A logistic curve, as derived 
in section 3.3, is a significant fit to the data:
Source df
regression 2
residual 2
total 4
SS F
* * *
163.154 472
.346
163.500
E (y) = 28.71 + 643.92 exp(-0.2386 T) .
Here y is the development time in days and T is the temperature in °C. 
Given the coarseness of the measurements and that the fitted curve 
agrees with all data points to within three days, the curve is a good 
fit to the data. The curve is also consistent with the estimate of 
from four to eight weeks for the duration of the first instar of S. 
nigrolineata reported by Davidson, Wiseman and Wolfe (1972a) .
Although fewer experimental data are available, a suitable 
formula for the development of A. porosus first instar larvae with 
temperature is:
E (y) = 17.50 + 2940 exp(-0.322 T) .
Other experimental data are suitable for determining the survival 
of S. nigrolineata first instar larvae under different temperature and 
soil moisture regimes (Davidson, pers. comm.). In these experiments 
batches of ten fresh first instar S. nigrolineata larvae were placed 
in pots of soil sown with either of two different grasses. Two pots
125 -
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Figure 3.5.1: Duration of the first larval instar of Serioesthis
nigrotineata Boisd. with temperature.
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sown wit:h each grass species were randomly assigned to each 
combination of six temperatures between 13 and 28 °C and six soil 
moistures between 7 and 29%. The numbers of larvae surviving after 
110 days were recorded.
Of the 27 combinations in which the number of surviving larvae 
was different under the two grass species, 12 combinations showed 
reduced survival under one grass species and 15 under the other. This 
is consistent with the plant species having no effect on larval 
survival (0.33 cf. X^)• The differences in survival had no obvious 
relationship with temperature or soil moisture. The total number of 
surviving larvae under the two plant species was 120 and 159, which
also shows that there is no effect of pasture species on survival
NS 2(2.73 cf. Xp • Therefore the two pots sown with the two grass 
species in each temperature and soil moisture combination were 
regarded as replicates in the following analysis.
Since the interaction mean square in a two-way analysis of 
variance of the log transformed survivorships is comparable with the 
within mean square, this experiment shows that the soil moisture and 
temperature effects on the survival of the first instar S. nigro- 
Z'ineata larvae are independent:
Source df SS F
moisture (m) 5 26.53
temperature (t) 5 78.38
 ^NS .60m x t 25 19.76
within 36 47.62
total (corrected) 71 178.30
After pooling the interaction sum of squares and within sums
squares, we find that soil moisture * * *(4.80 cf. F5,61) and* * *temperature (14.2 cf. F5^61 ) have significant effects on
survival.
In figure 3.5.2a the average larval survival at the six soil 
moistures is plotted. A similar survival curve to that derived for 
scarab eggs was fitted to these data; this curve is shown in figure
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Figure 3.5.2: Survival of first instar Sericesthis nzgrolineata
Boisd. larvae with (a) soil moisture, and
(b) temperature.
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3.5.2a.
Figure 3.5.2b depicts the average survival through the first 
larval instar of S. nigroHneata at the six constant temperatures.
The data points are calculated from the survival over 110 days which 
was measured in the experiments just discussed and from the develop­
ment time curve (see figure 3.5.1). A similar curve to that used for 
the egg stage was fitted to these data, but the curve was chosen to 
give a survivorship slightly greater than, but nearly equal to zero at 
34.7 °C (see figure 3.5.2b). The reason for this constraint will 
become clear in the next few paragraphs. Although the test is not
very powerful, the constraint does not appear to alter the fit of the
NScurve to the data (0.74 cf. F ).1 f 0
The observed survival at constant temperatures is not necessarily 
predictive of survival after short periods of high temperature. Not 
only may the physiology of the insect differ in its response to these 
two different circumstances, but it is impossible to calculate high or 
even moderate hourly mortalities from the survival observed after 110 
days. Therefore the high temperature stress data for first instar S. 
n'tgvo'l'ineata larvae reported in Davidson, Wiseman and Wolfe (1972a) 
were used to estimate survival after short exposures to high 
temperatures. In these experiments different batches of first instar 
larvae in tubes of soil were exposed to temperatures between 30 and 
45 °C for one to eight durations of 0.75 to 48 hours with different 
rest periods between exposures. Before and after the exposures the 
larvae were kept at room temperature, and the numbers surviving were 
counted a few days after the last exposure to high temperature.
We consider only those data in which groups of 25 first instar S. 
nigrolineata larvae were exposed to four temperatures for different 
times. The numbers of survivors were:
30 °C 35 °C 40 °C 45 °C
3 hours 22
18
16
0
0
3
0
0
0
0
12
24
48
II
II
II
24
25 
24 
24
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A minus indicates that the experiment is not reported in Davidson, 
Wiseman and Wolfe (1972a).
A simple model, which assumes no acclimation or genetic 
differences, predicts that the larval survival can be given by:
where s is the survival, e is the exposure time, T is the temperature, 
T 0 is a threshold temperature above which temperature stress is 
experienced and X is an empirical constant. The exposure time is 
assumed to be short enough to ignore mortality due to other factors.
At 30 °C there appears to be little or no mortality. This is 
consistent with the predictions of the curve in figure 3.5.2b, namely 
0.9925, 0.9851, 0.9704 and 0.9417 for 6, 12, 24 and 48 hour exposures 
respectively. Therefore we expect the threshold temperature to be 
above 30 °C.
Using a linear regression of temperature against the logarithm of 
the remaining non-zero survival probabilities, we estimate X as 0.1324 
and the threshold temperature as 34.66 °C. These parameters give 
close agreement with all the observed survivorships for temperatures 
of 35, 40 and 45 °C, except for the 24 and 48 hour exposure data at 
35 °C, for which the observed survivorships are lower than expected. 
However, long exposures to high temperatures are not experienced in 
the field, so lack of fit of the mortality function for these 
situations is unimportant for the model. Equation (3.5.1) is used in 
the simulation model of S. nigroZineata population dynamics for 
temperatures greater than 34.66 °C.
There are' no data to estimate the parameters of low temperature 
mortality for first instar larvae, but such low temperatures are 
unlikely to be experienced by larvae in the field.
Data for first instar A. porosus larvae are sparse, but the 
principle of lateral temperature shifts between related organisms (see 
section 3.4.1) enables survivorship curves to be derived from those of
S. nigroZincaba.
s =
T < T 0
T > T 0
(3.5.1)
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The data for the other immature life-stages of S. nigrol'lneata 
and A. porosus are even sparser than those available for first instar 
larvae. The curves used in the simulation model are similar in form 
to those developed for the egg and first instar larva stages. The 
parameters have been chosen to agree with qualitative data known about 
the life-stages being modelled.
Two processes are observed in larvae which have no counterpart in 
eggs and pupae. These are feeding and movement. Rates of feeding and 
development increase with temperature and the effect of feeding on 
development is taken to be subsumed in the development time relation­
ship with temperature. Movement may be related to feeding, or may 
enable the insect to escape temperature or moisture stress. In the 
scarab model the depths in the soil of each of the immature life- 
stages are found from a normal distribution with a different mean and 
variance for each life-stage. The depth at which scarabs are found is 
assumed not to be affected by temperature gradients. Since only an 
average soil moisture is modelled (see Chapter 6), moisture stress in 
the scarab model is the same at all depths.
In S. nigrol'lneata there is no interaction between larvae, except 
at very high densities where the sheer volume of earth displaced by 
the larvae destroys the soil structure. In particular, there is no 
evidence of cannibalism or any other density dependent mortality 
factor in this species (R.L. Davidson, pers. comm.).
In Chapter 5, we find that the peak emergence of males precedes 
that of females. To model this, the development time curves with 
temperature for third instar larvae, pre-pupae and pupae are different 
for males and females. Moreover, since adult beetles are observed in 
the field only between November and February, in the model larvae 
which have not developed sufficiently to become beetles in their first 
summer are held over for emergence in the following year.
A complete table of the parameters for the population dynamics 
model of S. nigrolineata is included in Appendix 1 which contains 
technical details of the computer model. Unfortunately, insufficient 
data were available to estimate all parameters for A. porosus, so the 
model for this species is not examined any further.
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3.6 SIMULATION OF DEVELOPMENT RATES AND 
SURVIVAL IN A CHANGING ENVIRONMENT
The equations for development times and survival derived earlier 
in this chapter assumed a constant environment, and most model 
parameters were estimated from experiments using constant temperatures 
and soil moistures. However, the environment is not constant in the 
field, and the simulation model must reflect this. Therefore in this 
section we will examine methods of modelling development rates and 
survival in changing environments.
For calculating development times in changing temperatures the 
concept of physiological age is useful (see, for example, Howe, 1967, 
and Mazanov and Harris, 1971). We assume that the development rate 
depends solely on the present temperature and is independent of past 
temperatures and the amount of development completed. The 
physiological age, or development D(t), of an organism is defined to 
be:
D (t)
•t
d (T (t)) dt , 
o
(3.6.1)
where T(t) is the temperature at time t, d(T) is the development rate 
function and t is the time relative to the organism's birth. When 
D (t) reaches one, the development is complete (see also Chapter 4).
In the simulation model a discrete version of equation (3.6.1) is 
used. Since the temperature is modelled hourly, the integral is 
replaced by a summation of the fraction of development completed each 
hour. Further, each life-stage is given a different development rate 
function of temperature.
We can test the concept of physiological age with the data from 
the alternating temperature experiments described above in which the 
duration of the egg stage of Anoptognathus porosus was found (Hilditch, 
1974). In the experiment for which the temperature alternated between
12.5 and 22.5 °C every twelve hours, the development time was 42.4 
days which is close to the predicted time of 41.9 days. However, the 
development time was 33.7 days when the temperature alternated between
17.5 and 27.5 °C. This is very different from the predicted 22.5 days.
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Indeed the observed time is consistent with a 17.5-22.5 °C regime 
(34.2 days). Four explanations are possible:
(1) that the eggs took a greater time to resume or increase 
development after exposure to the cooler temperature,
(2) that the eggs take some time to acclimatise to the cooler 
temperature after the hotter temperature (see, for example, Huffaker, 
1944) ,
(3) that it is difficult to maintain set constant temperatures 
(Howe, 1967), and
(4) that the change between temperatures in the experiment is 
not necessarily instantaneous.
In the absence of further data, the model developed earlier in this 
chapter is used in the population dynamics simulation for scarab 
beetles.
Survivorships estimated earlier in this chapter assumed constant 
temperatures, and were calculated for the time to develop through the 
given life-stage. In the simulation model, the temperature changes 
rapidly, so hourly survival probabilities are required. Assuming that 
temperature has the same effect on mortality through the stage's 
development, and that the effect does not depend on past temperatures, 
we can obtain the survival probabilities for each hour by taking the 
"development-time-at-this-temperature'th" root of the probability of 
survival through the stage. This model has already been used in 
section 3.4.1 when analysing A. porosus egg mortality in alternating 
temperature regimes. The survival in the 17.5-27.5 °C regime fitted 
this model well, and that for the 12.5-22.5 °C regime was used to 
derive the low temperature mortality curve.
A feature of the models used here is that it is assumed that the 
past environment has no effect on how an insect fares in the present 
environment, that is, that development and survival depend solely on 
the current temperature and soil moisture. Although there is evidence 
that temperature acclimation can occur, this process has not been 
included in the models described here.
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The sub-models for the immature life-stages have been coded as 
SIMULAclass declarations (Norsk Regnesentral 1971, 1972). SIMULA is 
an ALGOL-like special purpose discrete event simulation language. 
Because of its system procedures for simulation, coding of models is 
much faster and more accurate than in lower level languages. Further, 
there are useful powerful facilities for data structure manipulation. 
Some authors, for example Smith (1968), are sceptical of the value of 
special purpose languages. However, because they reduce the size of 
the programming problem by relieving the programmer of tedious book­
keeping chores, such languages are invaluable (see also Chapter 11).
A listing of the SIMULA program is included in Appendix 1, to 
which the technical aspects of the simulation model have been 
relegated.
The simulation model of the immature life-stages was tested with 
the constant environments used to estimate the model parameters. The 
model reproduced the curves derived in this chapter. A detailed 
discussion of verification and validation is saved for Chapter 7.
Before considering the data for adult scarab beetles in Chapter 5, 
we shall examine the theoretical effects of fluctuating temperatures 
on development in Chapter 4.
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CHAPTER 4
DEVELOPMENT RATES IN FLUCTUATING TEMPERATURES
This chapter is an interlude in the modelling of scarab beetle 
population dynamics. Some theoretical and biological consequences of 
logistic and other functional descriptions of the relationship between 
development rate and temperature are considered here.
Man has long been aware that temperature affects the development 
rate of organisms. The first worker to establish a mathematical 
relationship between development and temperature was de Reaumur (1735) 
who observed that the ripening of fruit could be predicted by the sum 
of the daily mean temperatures reaching a particular value. Berthelot 
(1862) introduced the chemical rate theory of Q10 values, the ratio of 
the rates of reaction at two temperatures ten degrees apart, and this 
was first applied to biological systems by Van't Hoff and Cohen (1896) 
who discussed plant respiration. Later, Snyder (1905) showed that Q10 
values may be functions of the mean temperature, and so development 
may differ in a fluctuating temperature regime compared with develop­
ment at the corresponding constant mean temperature.
Hagstrum and Hagstrum (1970) and Hagstrum and Leach (1973) list 
fifty-five species of insects and their increase or decrease in 
development times in fluctuating temperatures compared with the mean 
temperature. Realistic modelling of natural populations requires 
knowing development rates in fluctuating environments. Most insect 
physiological studies, however, use only constant temperatures, so it 
is important to be able to use these data to predict development in 
fluctuating temperatures. Sometimes development in a few alternating 
temperature regimes is measured and these experiments provide 
validation data for theoretical models of development in fluctuating 
temperatures. The present chapter examines the differences in 
development in fluctuating and constant temperatures for some models
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of the development rate relationship with constant temperature and 
relates these results to the qualitative biological observation that 
low-temperature fluctuations often enhance development compared with 
the constant mean temperature while high-temperature fluctuations 
often retard development. In this ■'chap tiertemperature is the only 
factor which is explicitly assumed to affect development. Other 
conditions are assumed to be constant or non-limiting. The biological 
reasonableness of the models of the present paffer* and their implicit 
assumptions are considered in section 4.6.
4.1 LINEAR DEVELOPMENT RATE WITH TEMPERATURE
The simplest functional relationship between development rate and 
temperature is the linear model:
d(T) = b (T - T 0) , (4.1.1)
where d(T) is the development rate at a given temperature T and where 
b (> 0) and T q are constants empirically determined from measurements 
of development times for a number of constant temperatures. The 
development, D(T), of the organism in time T is:
rT
d (t ) d(T(t)) dt , (4.1.2)
and the time, T , to complete development is given by:
*
d (T (t) ) dt = 1 . (4.1.3)
For the linear model (4.1.1), the development in time T is:
r T
D(T) b ( T - T  ) dt
r T
b ( T dt - tT q)
bT(T - Tq) , (4.1.4)
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where T is the mean temperature. Therefore, in the model (4.1.1), 
development in a fluctuating temperature regime is the same as that at 
the mean temperature. Thus the development in any one day can be 
computed from the mean temperature (usually approximated by the 
average of the maximum and minimum temperatures for that day). The 
dimension of development is time x temperature and the natural unit of 
development under this model is the day-degree. Also the development 
in each day can be added together until the thermal summation exceeds 
a particular number of day-degrees. The ease of use of day-degrees, 
and the practicality of equation (4.1.1) for normal temperature ranges 
ensure# its wide use in studies of insect populations and in 
agricultural extension work (for example, see Andrewartha and Birch, 
1954; Blood, Longworth and Evenson, 1975; Butler and Scott, 1976) .
The accuracy of equation (4.1.1) is frequently improved by making 
the development rate function,
d (T) = max (0, b (T - T0 ) ) , (4.1.5)
which means that the development rate for temperatures less than the 
lower temperature threshold, T0, is set to zero. Equation (4.1.5) 
leads to the prediction that development times are faster in a 
fluctuating temperature regime than at the mean temperature if the 
fluctuating temperature regime includes temperatures below the lower 
threshold, TQ, because substitution in equation (4.1.2) gives:
D(T)
/•T
max(0, b ( T - T 0)) dt 
o
r T
b ( T - T 0) dt 
Jo
=  bT(T - T0 ) . (4.1.6)
At excessively high temperatures, the organism is assumed to die and 
so development at these temperatures can be ignored.
However, even equation (4.1.5) does not always fit the available 
data well. For example, the development rate curve is often found to 
be non-linear. Low-temperature fluctuations usually lead to decreased
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development times compared with that of the corresponding constant 
mean temperature; high-temperature fluctuations usually retard 
development compared with the mean temperature (for example, see 
Messenger and Flitters, 1959).
4.2 EMPIRICAL AND THEORETICAL CURVES FOR 
DEVELOPMENT RATES WITH TEMPERATURE
Different authors have proposed various equations to describe the 
relationship between development rates and temperature. The 
justification for the curves has usually been empirical — the shape of 
the curve proposed agrees with the biological data. For example, the 
linear relationship discussed in the last section often fits the 
experimental data. In many cases a logistic relationship is 
appropriate (Davidson, 1944; Andrewartha and Birch, 1954). At low 
temperatures the development rate tapers off to zero for this curve. 
For temperatures in the middle of the biological range the curve is 
almost linear and at high temperatures the development rate tends to a 
constant value. When the development rate is observed to decrease at 
high temperatures a logistic downturn can be used (Stinner, Gutierrez 
and Butler, 1974; Butler, Stinner and Greene, 1976).
Polynomial regression has also been used to model empirical 
relationships between temperature and development rates. Hobza and 
Jeppson (1974), for example, fitted the development rate of a citrus 
rust mite to a multivariate polynomial in temperature and humidity. 
Catenary, or hyperbolic cosine, curves have been proposed and used by 
Janisch (1925) and Pradhan (1945). The logarithm of temperature with 
a constant term was fitted to the development rates of six cotton 
pests by Fye and McAda (1972).
Theoretical arguments may also be used to justify some curves.
For example, in Chapter 3, one theory to justify a logistic relation­
ship between development rate and temperature was outlined. This 
logistic relationship is analysed further in the following sections of 
this chapter.
A different biochemical theory based on Q values has been
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developed by Crozier (1924-5). This theory predicts straight line 
segments in a graph of development rate and temperature, with each 
straight line segment corresponding to a different biochemical 
reaction. The explanation of his theory has been criticised for the 
range of specific "reactions" he describes — he gives slope values for 
biological processes from the breaking of 1-sulphur bonds to iodine 
inactivation to diffusion to hydrolysis (see, for example, Belehrädek, 
1935). Intuitively one might also doubt that the development rate 
slope could be discontinuous. However, Borgmann (1974) has shown that 
extremely rapid changes in development rates are possible over small 
temperature ranges if there are independent parallel biochemical path­
ways. Moreover, the thermodynamic work of Kumamoto, Raison and Lyons 
(1971) shows that even breaks in the development rate curve with 
temperature are possible. These breaks are isokinetic points which 
mark temperatures at which two phases of a reactant or enzyme are in 
thermodynamic equilibrium. Their theory is supported by data on 
succinate oxidation in rat liver mitochondria and in chilling- 
sensitive cucumbers. Han (1972) suggests that enzymes may change 
character at different temperatures (see also Alexandrov, 1977) . This 
non-ideal behaviour could well lead to a logistic-like relationship 
between development rate and temperature.
Sharpe and de Michele (1977) derived a more complex, but more 
realistic, theoretical equation for the relationship between develop­
ment rate and temperature. Their equation employs seven thermodynamic 
constants, and can be modified to incorporate variability in develop­
ment rates (see also Sharpe, Curry, de Michele and Cole, 1977). This 
model is further validated in Barfield, Sharpe and Bottrell (1977) .
4.3 LOGISTIC DEVELOPMENT RATE WITH TEMPERATURE
In this section we will analyse a logistic development rate 
relationship with temperature:
d (T) = 1/ [a + 3 exp (-yT) ] . (4.3.1)
Empirical and theoretical reasons for using the logistic curve have 
been discussed in Chapter 3 and in the preceding section.
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The most: common fluctuating temperature regime is to alternate 
two constant temperatures every half day, that is the temperature 
function T(t) is given by:
T (t)
mod(t,l) > *2 
mod (t, 1) <  .
(4.3.2)
Writing the development in time T given a temperature regime T(t) as 
D(T|T(t)), the difference, A = D(1|T(t)) — D (1|T) , in the development 
in one day between organisms in the fluctuating temperature regime of 
T (t) and those at a constant temperature of T = + T 2) is:
a + 3 exp (- YT(t) ) dt -
* i
-H a + 3 exp (- YT)
(4.3.3)
3 [a - 3 exp (- '2Y (Tx + T2)) ] [exp(- l^yT1) - cxp(- %yT2) 12 
2 [a + 3 exp (- YTj) ] [a + 3 exp (- y t 2 ) j [a + 3 exp (- %y (T: + T2)) ]
Thus, the sign of A in equation (4.3.3) is given by:
sign A = sign (3 exp ( - (T1 + T£) ) - a)
= sign(3 exp(-YT) -a) . (4.3.4)
Therefore development in a fluctuating temperature regime is faster 
when compared with development at the corresponding constant mean 
temperature if 3 exP(_ Y^) >a, which means that T <  (1/Y) log(3/o0, and
/salso development is slower if T > (1/Y) log(3/cQ. This is in accord 
with the biological observation that fluctuations in low-temperature 
ranges usually enhance development compared with the constant mean 
temperature while high-temperature fluctuations usually retard 
development when compared with the mean.
However, experimental fluctuating temperatures are not always 
alternating temperatures for equal times. A more general temperature 
function is the sum of an odd function, (j)(t), and a constant mean 
temperature, a. In this case the temperature function is:
T(t) a + <j> (t) , —'2 t ^  2^ • (4.3.5)
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The difference in development in one day between being in the 
fluctuating temperature regime and in the constant temperature of the 
mean, T = a , is:
th'H
-h a + 3 exp ( - Y [a +<J)(t) ])
dt - u a + 3 exp (- ya)
—  " o
3 exp (- ya) [1 - exp (- yc|) (t) ) ]
_p [a + 3 exp (- ya) exp (- y<(> (t)) ] [a + 3 exp (- ya)) ]
3 exp (- ya) 
a + 3 exp (- ya)
______1 ~ exp (- y<j)(t))_______ + ______1 - exp (y<t> (t))_______
a + 3 exp (- ya) exp (-y<J> (t)) a + 3exp(-ya) exp(y<j>(t))
[ ~ h , h ]  :
4> (t) >0
23 exp (- ya) 
a + 3 exp (- ya)
x ______________ [g - 3 exp (- ya) ] [1 - cosh (y<f) (t) ]_____________
J [a + 3 e x p ( - y a )  ex p ( -y c } ) ( t ) ) ] [a + 3 e x p ( - y a )  exp (y<t> ( t ) ) ]
l-hte :
4> (t) >0 (4.3.6)
Now [1 - cosh (ycj)(t)) ] <0 for (j)(t) /0, and all the other terms are 
positive except, possibly, (a - 3 exp (-ya)), and so the sign of A is 
the sign of (3exp(-ya) - a). Hence, for the fluctuating temperatures 
given in equation (4.3.5) development is faster in the fluctuating 
temperature regime than at the mean temperature, a, if 
a <  (1/y) log(3/g) and is slower if a > (1/y) log(3/g)- 
If a = (1/y) log(3/g) the two temperature regimes give the same 
development in each day. These results agree with biological 
experiments.
Temperature regimes often include random fluctuations by chance 
or design. Certainly natural populations are subject to temperature 
regimes with random fluctuations. Let the temperature function be:
T (t) a + e (t) , ~^2 ^  t ^  '2 , (4.3.7)
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where C (t) is a symmetric random process, that is £ (t) and -£(t) have 
the same probability law, f(»). This implies that £(t) has zero mean.
For a particular sample path, w(t), the difference in development 
in one day between the fluctuating and the expected mean temperature 
regimes is given by:
A = D(l|a+w(t)) — D (11 a)
_j a + 3 exp (- y [a + w (t) ]) a + 3 exp (- ya) (4.3.8)
Let the set of all possible sample paths be decomposed into two sets F 
and -F, where w c F <=> -w £ -F, and such that the intersection of F and 
-F consists only of those paths for which w = -w. That is,
F n-F = {w:w(t) = -w(t), -'2 <  t <  = {o}. Since the fluctuating and
constant temperature regimes are equal for the sample path in F n-F, 
there is no difference in development for this sample path.
The expected value of A in equation (4.3.7) for the fluctuating 
temperature function in equation (4.3.8) is:
E(A) = E (D (11 a + £ (t) ) -D(l|a))
f (w)
FU-F
f (w)
_i a + 3 exp (- Y [a + w (t) ]) a + 3 exp(- Ya) 
1 . 1
dt dw
a + 3 exp (- ya)
i a + 3 exp (- Y [a + w (t) ] ) a + 3 exp(- Y(a - w(t) ])
— 2
dt dw , (4.3.9)
since counting the path in F n -F twice does not alter the value of the 
integral. The expectation E(A) exists because
E I AI = E I D (11 a + £ (t) ) -D(l|a)|
, [h , ,
f (w)
FU-F
dtJ  ^ a + 3 exp(-y[a+w(t) ]) a + 3 e x p ( - y a )
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<
<
f (w)
FU-F
**2 1 1
- * s g + ß exp (- Y [a + w (t)]) g + ß exp (- Ya)
dt dw
FU-F
—  < 00a
f (w) —  dw g
Therefore,
E(A) f(w) 28exP (-Va) f „ a + 3 exp (- Ya) J
(4.3.10)
[a - ß exp (- ya) ]
_x [a + ß exp (- ya) exp(-Ylw(t) |) ]
[1 - cosh (YI w (t) )]
[g+ßexp(~Ya) exp(Y w(t) I ) ] dt dw . (4.3.11)
Now the inner integrand of the equation (4.3.11) has the sign of 
(ßexp(-Ya) - g) and so the whole expression in equation (4.3.11) also 
has this sign. Thus in an environment where the temperature randomly 
fluctuates about a constant temperature, the expected development,
E(A), in one day when the development rate given by equation (4.3.1) 
is greater than at the expected mean temperature if a < (1/Y) log(ß/g) 
and is less if a > (1/Y) log(ß/g).
A similar argument can be used for random fluctuations, £ (t), 
around the temperature regime of an odd function about a constant 
temperature,
T(t) = a +4>(t) +e(t) , -h < t < h  , (4.3.12)
(cf. equation (4.3.5)). In this case, the set of all sample paths is 
decomposed into F and -F , where w(t) e F <=> -w(-t) e-F , and such that 
the intersection of these two sets, F n-F , is the set of sample paths 
w(t) equal to -w(-t). That is, F n-F = {w:w(t) = -w(-t), <  t <  %}.
The intersection, F n-F , consists of more than just the zero function 
sample path, and so cannot necessarily be ignored when finding the 
expected development difference, although for many random processes 
the measure of F n-F would be zero. The random process -£(-t) is 
assumed to have the same probability law, f(*), as £(t). The expected 
difference, E(A), in development in one day between the fluctuating 
environment and the expected mean environment using equations (4.3.1)
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and (4.3.12) is given by:
E (A) = E (D (11 a + (J) (t) +£(t)) — D (11 a) )
rh
f (w)
FU-F p cx + 3 exp(- Y [a + <J> (t) +w(t)]) ~2
cx 4- 3 exp (- Ya) dt dw
) f(w)
Fn-F- 'Fn-F” — 2_jj. a + 3 exp (- Y [a + (|) (t) + w(t) ]) 
1
f (w)
F n Fn-F
cx + 3 exp (- ya) 
1
dt dw
cx + 3 exp(- Yta + <J) (t) +w(t) ] ) 
1 2
a + 3 exp (- Y [a + 4> (t) -w(-t)]) cx + 3exp(~Ya) 
2^
dt dw
f (w)
Fn-F -h a + 3 exp(-Y[a + 4)(t) +w(t)])
a + 3 exp (- Ya) dt dw
1 1 + J2
The functions
(4.3.13)
and
<t>1 (t)
4>2 (t)
(J) (t) + w(t)
(}) (t) - w(-t)
4)(t) - w(-t) 
4>(t) +w(t)
-h <  t <  o
0 < t <  ^  
<  t <  0
o < t <  h
(4.3.14)
(4.3.15)
are odd functions in the interval [-^ 2 ,^ 2 ] . So for each path w, the 
inner integral of Ij in equation (4.3.13) is the sum of two 
differences in development in one day between being at the mean 
temperature, a, and being in temperature regimes that are odd about a 
(that is, a + 4 )1(t) and a+4>2 (t))* Hence Ix takes the sign of
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(3 exp(- ya) - a) .
For the inner integral of I2 in equation (4.3.13), we have the 
difference in development in one day between a temperature which is 
odd about a and a regime at the mean temperature, a, since each path 
w(t) equals -w(-t). So, like I1 , I2 takes the sign of (3exp(-ya) -a).
Therefore, when the development rate is logistic with temperature, 
the expected development, E(A), in one day in a fluctuating 
temperature regime of random fluctuations about an odd function about 
a, is greater than development at a constant temperature if 
a < (1/y ) log(3/ot) and is less if a > (1/y) log(3/a).
4.4 LOGISTIC-LIKE DEVELOPMENT 
RATE WITH TEMPERATURE
Although linear and logistic curves are frequently and 
appropriately used to describe the relationship between development 
rate and temperature, other curves may, at times, fit the data better 
(section 4.2). These two functions are just two of a class of
logistic-like functions, which are defined by:
d' (y + a) = d* (y - a) (4.4.1)
d' (y +a) >  d' (y + 3) 0 < a < 3 (4.4.2)
d* (-») = 0 = d' (») , d(T) >  0 V T , (4.4.3)
where d'(T) is the derivative of the development rate function, d(T), 
with respect to temperature. Figures 4.4.1a and 4.4.1b show typical 
graphs of d(T) and d'(T) as functions of temperature, T. Note that 
for the logistic function y = (1/y) log(3/a). From these defining 
equations for logistic-like functions we find that the expression:
d(a+a) + d(a-a) -2d(a) = (
ra+a ra-a ra
+ - -
J — 00 _oo — oo
) d'(T) dT
ra+a ra-a
) d' (T) dT
a a
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rate
development
T, temperature
temperature
derivative
of the
rate of
development
T, temperature
Figure 4.4.1: Typical relationships of the rate of development and
its temperature derivative with temperature for a logistic-like 
development rate function.
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•a
d' (a + T) - d' (a - T) dT . (4.4.4)
o
And the sign of this expression is the sign of (p - a ) , since equations 
(4.4.1) and (4.4.2) hold.
If the temperature function in the interval [ ~ h , h ]  is given by 
equation (4.3.5), the difference in development in one day between 
being in the fluctuating temperature and in a constant temperature of 
the mean a i s :
But the sign of the integrand is the sign of (p - a) (see equation 
(4.4.4)) so development in one day is faster in a fluctuating 
temperature regime than in the constant mean temperature if a < p and 
slower if a > p.
If the temperature function includes a random component, e(t), 
and F and -F are the sets defined in section 4.3, the expected 
difference in development in one day is
A(a) = D(l|a+4>(t)) -D(l|a)
r k
d(a+(J)(t)) -d(a) dt
-h
d(a+(f)(t)) +d(a-0(t)) -2d(a) dt . (4.4.5)
i - h , h \ :
<j>(t) >0
E (A) = E(D(l|a+<j>(t) + £(t) ) -D(l|a) ) 
r fh
= f (w) d(a+(j)(t) +w(t)) -d(a) dt dw
J -  ]-hFU-F
F n Fn-F'
f (w) d(a+<j)(t) +w(t)) +d(a + 4>(t) -w(-t))
- 2 d (a) dt dw + f (w) d(a+(j)(t) +w(t)) -d(a) dt dw
Fn-F
=  1 + 1 2 * (4.4.6)
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If we define (j>1 (t) and (j)2 (t) as in equation (4.3.14) and (4.3.15), the
inner integral of ^  in equation (4.4.6) can be expressed as the sum
of two differences in development in one day between being in
temperature regimes which are odd about a and at the mean temperature, 
* ★ 
a. So I I takes the sign of (y - a) . Further, the inner integral of I2
in equation (4.4.6) is the difference in development in one day
between that in a fluctuating temperature regime which is odd about a
and that in a constant temperature, a. Again the sign of the integral
is the sign of (y - a) . Therefore if a < y  we expect development in the
fluctuating temperature regime to be faster than at a constant
temperature of the expected mean, and if a > y  we expect development to
be slower in the fluctuating environment.
So the biologically reasonable properties of the logistic curve 
carry over to the logistic-like development rate with temperature 
curves.
4.5 MORE GENERAL RESULTS
The results of the previous sections depend on the symmetrical 
shape of the development rate relationship with temperature and the 
oddness about the mean temperature of the temperature function with 
time. More general results are possible under less restrictive 
conditions.
Let b be the maximum value of the odd temperature function, (j)(t). 
This means that b depends on the temperature function. Now the 
difference in development in one day between being in the fluctuating 
and constant temperature regions is:
A(a) = D (11 a + (J) (t)) -D(l|a)
r h
= d(a+<J)(t)) -d(a) dt
*-h
|4>(t) I
*
d' (a +T) - d' (a - T) dT dt . (4.5.1)
We wish to determine the sign of A(a). One possible condition to
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impose is that d' (T) is monotonic for all T in the interval (a-b, 
a +b). This ensures that the integrand d' (a +T) - d' (a -T) is always 
of the same sign. For example if d'(T) is an increasing function of T, 
then d* (a+T) - d' (a - T) is positive for T>0, and so A (a) is positive. 
That is development will be faster in the fluctuating temperature 
regime. Similarly, for d' (T) decreasing, d' (a +T) -d' (a -T) is 
negative and so A(a) is negative, or, in other words, development is 
slower in the fluctuating environment. Therefore, if d* (T) is a 
positive curve with a simple maximum at T=y, development is faster in 
the fluctuating environment if the maximum temperature attained,
(a+b), is less than y, and development is slower if the minimum 
temperature, (a - b), is greater than y. However, for a fluctuating 
temperature regime in which some temperatures are less than y and some 
are greater, no other conclusions can be drawn without further 
knowledge of (j)(t) or d(T), since d' (a+T) -d' (a - T) need not always be 
of the same sign.
The restriction that 4>(t) be odd can be relaxed. Without loss of 
generality we can take the time interval for which development is 
measured as [ ~ h r h ] • Suppose the temperature function is continuous in 
I except possibly for finitely many discontinuities, and let b 
be the maximum value that (J)(t) or -cj) (t) takes in the interval [-*2 ,^]. 
We can define each member of a sequence of simple temperature 
functions, monotonically increasing to (j)(t), by:
(4.5.2)
where 1^ is the indicator function of the set A. That is, I^(t) takes 
the value one if t is in A and zero otherwise.
Since $ (t) is a simple function the finitely many components of 
({^ (t) can be rearranged to form ij; (t) which is monotonically 
decreasing in [-^ 2 ,^ 2]. The sequence {^(t)} is monotonically 
increasing to a temperature function i[»(t).
If f is a bounded, measurable function on [-b,b], then:
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f(<j> (t)) dt n fOP (t)) dt (4.5.3)n
[-k,k] [~k,k]
and as n increases the limits of both sides of equation (4.5.3) are 
equal. That is
f((j>(t)) dt f (i^ (t) ) dt . (4.5.4)
[~k/hi
In particular, equation (4.5.4) shows that:
{t :$(t) > x> ( t ( t ) > x) dt , (4.5.5)
l -h ,k] [~k,k]
and
’{ti 4> (t) < -x) f I{t:>P(t) < -x) dt ' (4-5'6)
[-k,k] [-k,k]
But since ^(t) is monotonically decreasing in [~k,k] f
I 1{t:ip (t) > x} dt J 1 {t: t < l|j 1 (x) } dt
[~kik] \~krk]
^ + ijj~ 1 (x) , (4.5.7)
and
j 1{t:lp(t) <-x} dt 1 If-- "  dt{t: t > lp— 1 (-x) }
[ ~k f ki\ l - h , k ]
k  -  V 1 (-x) . (4.5.8)
So ijj(t) is odd if 4>(t) satisfies:
1{t :(|) (t) > x} dt I r , , . „ dt V x . {t : 4> (t) <-x}
[~k 1 k] [ ~k 1 k] (4.5.9)
Substituting the development rate function into equation (4.5.4) 
shows that:
f
d ( (t) ) dt d (ljj (t) ) dt . (4.5.10)
[~k/k] [-k,k]
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So if 4> (t) satisfies equation (4.5.9), all the development time 
results for the odd function, i[>(t), also hold for the temperature 
function, (j) (t) .
Consider, for example, the saw-tooth temperature function:
<J> (t)
b(2g - 1 - 4t)
1 +2g
b (-1 - 2g + 4t) 
1- 2g
-'2 <  t <  g 
g < t <  .
(4.5.11)
A simple calculation shows that:
J 1{t:4)(t) > x} dt b - x 2b 1 {t : (}) (t) < -x} dt *
(4.5.12)
So 4>(t) satisfies equation (4.5.9). Therefore development in the 
temperature regime given by ({) (t) is equivalent to development in the 
regime given by ip(t), where ^(t) can be found from
That is,
*2 + V  1 (x) b - x 2b * (4.5.13)
ij;(t) = -2bt , -^ 2 <  t <  ^ . (4.5.14)
Note that ^(t) is indeed monotonically decreasing and odd in [-h,h] • 
And, since ijj(t) is independent of g, we can conclude that all saw­
tooth temperature functions with b and -b as the maximum and minimum 
values give equivalent development.
As a second example, consider the temperature function:
7T (1 +2t)
(t)
b cos
b cos
1 + 2g
tt (1 - 2t) 
1 - 2g
-% <  t <  g 
g < t <  % .
(4.5.15)
Since
1{t :(f) (t) > x} dt
1 -i—  cos TT
[~'2r % ]
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1 {t : cf) (t) < -x} dt (4.5.16)
[-h,h]
(j)(t) satisfies equation (4.5.9). So development in a temperature 
regime given by c|)(t) is equivalent to that in one given by l|J(t), where 
ip(t) can be found from:
That is,
'2 + 1 1 (x) (4.5.17)
(t) = b cos 7T (t + %) , <  t <  % . (4.5.18)
Again ip (t) is not only monotonically decreasing and odd, but also 
independent of g. Since a common method of modelling daily 
temperatures is to interpolate between daily maxima and minima with 
half period cosine curves, a practical consequence of this result is 
that the exact times of the daily maxima and minima are not necessary 
for accurate modelling of development.
Another temperature regime that is frequently used in experiments 
is to alternate two constant temperatures for different times. The 
temperature function U(t) is given by
where
U (t) = a +0 (t) , (4.5.19)
[ xb/(l -x)
0 <  mod (t, 1) <  x 
x < mod(t,1) <  1 , 
0 < x < 1 .
(4.5.20)
The case with x = h  has already been discussed since 0 (t) is then odd. 
The difference in development, A(a), in one day between being in the 
fluctuating temperature regime, U(t), and in a constant temperature of 
a is:
A (a) = D (11 a + 0 (t) ) - D (11 a)
x d ( a - b ) + ( l - x )  d (a + xb/ (1 - x) ) - d (a)
ra+bx/(1-x)
(1 -x) d' (T) d t - x  I d' (T) dt . (4.5.21)
a-b
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Since A(a) is the difference between two integrals, A(a) is continuous. 
Further the derivative of A(a) with respect to a is:
dA (a) (1 - x) [d' (a +xb/(l - x)) - d' (a) ] -x[d* (a) -d' (b)] . (4.5.22)
If we suppose that the development rate relationship with temperature 
is logistic-like then:
A(a) > 0 , a < y - xb/2 (1 - x) ,
dA (a) < 0 , y - xb/2 (1-x) < a < y + ^£b , (4.5.23)
A (a) < 0 , a > y + hb .
tThese equations imply that there is a temperature, a , for which
t
(4.5.24)
A (a) > 0  a < a
A(a) < 0 a > a ,
that is, in low-temperature fluctuations development is accelerated 
and in high-temperature fluctuations development is retarded compared 
with development at the mean temperature. Further, if d' is bell-
shaped (even though d need not be symmetric and so not logistic-^
we can find temperatures hj and y2 satisfying
d' (yj) = d ’ (yj +xb/(l -x)) (4
and
d'(y2) = d' (y2 -b) , (4
then
A (a) > 0 , a < y j - xb/2 (1-x) ,
dA (a) 
da < o , y l - xb/2 (1-x) < a < y 2 + hb , (4
A (a) < o , a > y 2 + hb ,
.5.25)
.5.26)
.5.27)
and again we can find a temperature, a , such that development is
tfaster in the fluctuating temperature environment for a < a and slower
tfor a > a .
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4.6 DISCUSSION
In deriving the results of this chapter a number of assumptions 
about development have been made. The most obvious assumption is that 
the development rate is a function of temperature alone. Howe (1967), 
in a review of temperature effects on the embryonic development of 
insects, lists humidity, food availability, diet, light, age and 
parental age and condition at egg laying as factors that may interact 
with temperature and so complicate the development rate relationship 
with temperature.
These factors are of varying importance in different species.
For example, while Hobza and Jeppson (1974) find that humidity 
significantly affects the development time of a citrus rust mite, 
Tukahirwa (1976) finds that humidity results in an all-or-nothing 
effect on survival in a species of cattle tick. Similarly, even 
within the same genus, diet can have none (Butler and Hamilton, 1976) 
or a marked (Butler, 1976) effect. In general the development 
response by insects to different temperatures is known to be dependent 
on age. For example, Trpis, Haufe and Shemanchuk (1973) measured the 
development times for nine stages of development of a mosquito egg at 
three constant temperatures. These data show that, in this species, 
the rate of change in development time with temperature is greatest 
earliest in the egg's development.
Another assumption which can be questioned is that the models of 
this chapter do not take into account variability in development 
between different individuals in the same environment. For example, 
Stinner, Butler, Bachelor and Tuttle (1975) have modelled such 
variability using normal and beta distribution models. Their models 
may also be useful when environmental as well as genetic heterogeneity 
is important. A more theoretical model, using thermodynamic 
principles is provided by Sharpe, Curry, de Michele and Cole (1977). 
This model is applied to an insect parasite in Barfield, Sharpe and 
Bottrell (1977). The observed sex ratio with time of year of 
Sevioesth-is nigrolineata Boisd. described in Chapter 5 shows that 
there is considerable variability in the emergence times both between 
and within the sexes of adult beetles. This variability must arise
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because of either genetic or environmental variation. In the scarab 
model only sex and environmental variation is modelled.
Development rates in fluctuating temperatures may not be a simple 
function of those at constant temperatures. For example, Iluffaker 
(1944) suggested that the change from a low to a high temperature may 
initially accelerate development until a build-up of metabolic wastes 
reduces the development rate to that expected at the constant high 
temperature. Cloudsley-Thompson (1953) doubts that development is 
Markovian with respect to temperatures. He argues that since insects 
live in fluctuating environments it is reasonable to expect them to be 
adapted to them. Hence he expects synergism, so that development 
rates in a fluctuating environment cannot be calculated merely from 
knowing development rates as constant temperatures. If synergism is 
important the many physiological studies on insects where development 
is measured mainly at constant temperatures are useless, and the 
analysis of this thesis is invalid.
However, Butler, Stinner and Green (1976), for example, could not 
find any evidence for synergism in the development of a cabbage looper. 
Butler and Watson (1974) set up two cages of another cotton pest in 
the field and found that development times predicted from this theory 
and measurements in the laboratory agreed well with those observed in 
the field. Experiments with a bed-bug and a scale species also show 
no synergism (Johnson, 1940; Munger and Cressman, 1948). As another 
example, Taylor and Harcourt (1978) have shown that seasonal peaks in 
a beetle pest in the field can be accurately predicted using daily 
temperature data and logistic curves fitted for each life-stage from 
laboratory data.
The relationship between development rate and temperature is 
usually found to be adequately described by a logistic curve, although 
there may be a downturn in development rate at high temperatures 
(Andrewartha and Birch, 1954). However, mortality at high 
temperatures often means that any lack of accuracy in modelling 
development at these temperatures is unimportant.
Although the above examples have been taken from insect studies
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analogous arguments apply to the development of poikilothermic animals 
and plants, both with respect to total development and to component 
parts of it.
The temperature functions used in the models of this chapter 
cover those most commonly used by biologists when determining the 
development characteristics of organisms in different temperature 
regimes. Despite the simplicity of the assumptions made here, these 
models are qualitatively consistent with the biological experiments 
that lead to the generalisation that low-temperature fluctuations 
enhance development compared with a constant temperature of the 
corresponding mean, while for high-temperature fluctuations develop­
ment is reduced.
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CHAPTER 5
ADULT SCARAB BEETLES
In contrast with last chapter's excursion into the theoretical 
effects of fluctuating temperatures on the rate of development of 
poikilotherms, this chapter returns to practical data analysis with an 
emphasis on modelling the underlying biological processes. In the 
first section some aspects of adult beetle behaviour are discussed, 
parameters are estimated for the model of the population dynamics of 
Sericesthis nigvolineata Boisd. and light trap data for S. nigro- 
lineata adults (R.L. Davidson, pers. comm.) are introduced. In 
section 5.2 the effects of wind, temperature, rain and moonlight on 
the total number of beetles caught in a light trap are examined. A 
sub-model is constructed for the most important factor, the wind 
strength in the early night. Since the light trap data include 
separate counts of females and males it is possible in section 5.3 to 
develop and test several models for the nightly sex ratio through the 
beetle flight season.
5.1 INTRODUCTION
During the summer, third instar Serlcesthls nigvollneata larvae 
pupate in the soil and emerge from their earthen cells as mature adult 
beetles. At dusk both female and male adult beetles may fly and then 
feed on Eucalyptus leaves during the night. By morning most adults 
have returned to the soil. In the laboratory, Serlcesthis gemlnata 
(Boisd.) females and males have mean lifetimes of about 30 and 20 days, 
respectively (Wensler, 1971); and these values are also reasonable 
estimates for the lifetimes of S. nigrol'ineata adults in the field 
(R.L. Davidson, pers. comm.).
The fecundity of female S. nlgrollneata adults is influenced by
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their feeding as adults. In favourable conditions a female can lay 40 
eggs in her single clutch (Hilditch, 1974) . However, if a female does 
not feed she resorbs her eggs serially (R.L. Davidson, pers. comm.;
T.J. Ridsdill Smith, pers. comm.; see also, Wensler, 1971, concerning 
S. geminata and Farrell and Wightman, 1972, and Farrell, 1973, 
concerning Costelytva zealandica (White)). Therefore, in unfavourable 
conditions a female S. nigrol'lneata adult can continue to survive 
because her eggs are a rich energy source, but then she can lay only a 
smaller number of eggs. The rate of resorption of eggs used in the 
scarab model is one egg for each night a female does not fly. However, 
even if a female does fly she does not necessarily lay her single 
clutch of eggs. In the model the probability that a female lays her 
eggs given that she flies is 0.25.
In Chapter 7 we shall find from theoretical expressions that for 
the above parameters the mean clutch size of a female that lays her 
eggs is 31.13 eggs. The mean crutch size per female in the population 
is 17.87 eggs and the probability that any given female ever lays a 
clutch of eggs is 0.574. Hilditch (1974) collected female adults in 
the field and kept them at several temperatures and soil moistures 
for ten days. At 20 °C and soil moistures between 10 and 20%, the 
mean clutch size was 28.6 eggs, and the mean number of eggs per female 
was 10.7. The mean number of eggs per female was also the same for 
all temperatures between 15 and 25 °C at 10% soil moisture. So, we 
can infer that the probability that female lays a clutch of eggs in 
ten days is 10.7/28.6 = 0.374. Bearing in mind that some of the 
females collected in the field will have already laid their eggs, and 
that the experiment lasted for only ten days (a period that does not 
span the lifetimes of the females), the theory developed in Chapter 7 
agrees with the experimental data of Hilditch (1974). Therefore, the 
parameters chosen above as the population parameters for the adult 
beetles are reasonable.
During the summer of 1972-73, Dr. R.L. Davidson (pers. comm.) 
collected light trap records for several scarab species at South 
Armidale. The light trap was examined nightly for four months, and 
frequently at two or more times of a night during the height of the 
beetle flight season. For S. nigrol'ineata the numbers of each sex
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were often recorded together with the total number of adults trapped 
each night. Wind, temperature, rain and the phase of the moon were 
usually noted at least once at the beginning of the night and 
frequently at other times during the night.
The data on the total number of adult S. nigrol-ineata beetles 
caught and the prevailing weather conditions are examined in detail in 
the following section, and the observed nightly sex ratio is modelled 
in section 5.3.
A very crude capture-mark-recapture experiment was performed in 
December 1974 (R.L. Davidson, pers. comm.). He marked 640 adult S. 
nzgrolineata beetles with paint in one night and released them. On 
the following seven days 0, 5, 1, 12, 9, 1 and 5 previously marked 
beetles were recaptured. The total numbers of beetles caught on these 
days were 13, 44, 53, 557, 568, 95 and 210, respectively.
A very simple analysis of these data assumes no mortality or 
migration over the week of the experiment. One population size 
estimate is 640 x (13 + 44 + ... + 210)/(0 + 5 + ... + 5) = 30 000, and an 
approximate binomial 95% confidence interval is (21 000, 42 000). A 
more realistic model assumes that there is exponential mortality, but 
that recruitment to the population maintains the population at a 
constant size. For this model the method used above to estimate the 
population size overestimates the true population size by exp(At), 
where A is the exponential mortality (and recruitment) parameter and t 
is the time. Since the mean life-times of adult beetles in the 
simulation model are 30 days for females and 20 days for males we 
could take A to be, say, 0.04. To find the population estimate for 
the new model, we must ignore the data of the first day after release 
because the estimated population size on this day is infinite, 
although an approximate 95% confidence interval is (3 000, °°). For 
the remaining six days an estimate of A is 0.28, although a 95% 
confidence interval (-0.18, 0.74) includes A =0.04. These estimates 
derive from a linear regression of the logarithms of the estimated 
population sizes with time. The estimated population size is now 
8 000 and a 95% confidence interval is (800, 70 000).
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However, this second model is a poor fit to the data because the 
proportion of beetles caught on the second day after release is 
significantly higher than on the following days. On the last five 
days this proportion is almost constant and an analysis of the data 
from these five days gives an estimate of X of 0.026 with a 95% 
confidence interval of (-0.33, 0.38). From the regression analysis, 
the estimated population size from this model is 30 000 and a 95% 
confidence interval is (5 000, 200 000).
Although the above experiment and its analysis are very crude, 
the estimated population size is low compared with a mild infestation 
density of 200 per square metre (see Ridsdill Smith and Roberts, 1976; 
also Radcliffe, 1971a, concerning C. zea'land'ica) . Four possible 
reasons for this low estimate are:
(1) light traps may draw their catches from only a very small 
area, of the order of 150 m ,
(2) some adult beetles may be more susceptible than others to 
capture in light traps,
(3) some adult beetles may be consistently more active than 
others at higher wind strengths or lower temperatures, or
(4) the density usually quoted for a mild infestation of scarab 
larvae may be much too high; since the distribution of scarab larvae 
in the field is very heterogeneous, even within a small area, the 
density of 200 per square metre may be the maximum density in the 
infestation, but this may occur only in very small patches with much 
lower densities being characteristic of the rest of the affected area.
5.2 NUMBER OF BEETLES CAUGHT IN LIGHT TRAPS
In this section the relationship between the total number of 
beetles caught in a light trap and the prevailing weather conditions 
is examined. The data used were collected at South Armidale in the 
summer of 1972-73 (R.L. Davidson, pers. comm.; see section 5.1). In 
figure 5.2.1 the total number of S. ndgrol'ineata beetles caught on 
each night is shown. These numbers are erratic and do not follow any 
well defined curve.
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Various environmental factors are known to affect adult beetle 
flying behaviour. Kelsey (1951, 1968b) observed that CosteZytra 
zealandica adults are caught in light traps only while temperatures 
are greater than 9.5 °C and the wind speed is less than 10 kilometres 
per hour. Similarly, Maelzer (1961a) reports that the adults of 
Aphodius tasmaniae (Hope) are caught only when the temperature is 
greater than 14.5 °C and the wind speed is less than 8 kph. The light 
intensity of the light trap influences the number of beetles caught 
(Kelsey, 1968b). Sweetman (1931) showed that the emergence of adults 
in several PhyZZophaga species is controlled by light intensity, for 
example that provided by the moon. Rain may be required to loosen the 
earth before emergence can occur (Sweetman, 1931; Maelzer, 1961a;
King, 1963).
Wind, temperature, rain and moonlight were measured for most 
nights in December 1972 and January 1973, and they were frequently 
recorded more than once on each night.
In the following analyses of the light trap data, the time 
intervals chosen are sufficiently short to ensure that the number of 
beetles that were alive and so able to fly on each night over the 
periods analysed could be considered to be more or less constant. For 
example, in a thirty day period centred on the middle of the beetle 
season (mid-January), assuming that the emergence distribution of 
adults from pupae is normal with a standard deviation of twenty (see 
figure 5.2.1), the range of the number of beetles newly emerging on 
each night varies from 75 to 100 per cent of the maximum number and 
since the mean lifetime of adult beetles is 20 days or more, the 
number of potential fliers does not change markedly over this period. 
Moreover, the periods chosen are sufficiently short to ensure that the 
frequency of occurrence of different environmental conditions is 
random within any given period.
5.2.1 Wind
From an inspection of the data, wind strength appears to be an 
important factor determining the proportion of S. nigroZdneata adults
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caught in the light trap. In December, 1972, wind strengths were 
recorded irregularly, but from December 30, 1972, to January 27, 1973, 
they were usually measured at 2030 hours and 2130 hours. The total 
numbers of beetles caught each night between these dates were 
classified by the wind strength measured on the Beaufort scale (Rose, 
1966); for 2030 hours, these data are:
Wind strength 
at 2030 hours Total number of beetles caught
0 179 1001 490
1 589 206 26
2 463 65 9
2/3 17
3 22 8 16
3/4 9
4 9
10 43 629
73 46 403 456 317
899 9 11
A suitable alternate hypothesis for the null hypothesis of no
association between the number of beetles caught and the wind strength
is that there is an ordering from most beetles caught on nights
(wind strength zero) to least beetles caught on very windy nights
(wind strength four). An appropriate non-parametrie test is
Jonckheere's test (Lehmann, 1975, p.232). With ties randomised, the 
* * *test value is 132 . Kendall's tau (Kendall, 1970, p.5), a measure
* * *of correlation, takes a value of -0.500 for these data. So we can 
conclude that there is a strong correlation between little wind and 
many beetles caught at 2030 hours.
* * * The following symbols represent statistical significance at 
various levels: NS (not significant), * (upper 5% level), ** (upper
1% level), *** (upper 0.1% level), and three non-standard symbols,
+ (lower 5% level), +4 (lower 1% level), +++ (lower 0.1% level).
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At 2130 hours, the data are:
Wind strength 
at 2130 hours Total number of beetles caught
0 589 1001 490 629 456 317
0/1 463
1 65 .206 26 403
2 16 9 73 46 11
3 3 9 17 10 9 8
3/4 22
and the result is even more striking (Jonckheere's test statistic =
* * * *167 ; Kendall's tau = -0.807 ). The observed correlation between
lack of wind and beetles trapped is stronger in the early night when
most beetles come out of the soil to fly if weather conditions permit.
The wind strengths at the two times are correlated (Kendall's tau =
* * *0.503 ), so the correlation between the total number of beetles
caught and the wind strength at 2030 hours may be fortuitous and 
reflect the correlation between wind strengths at the two times rather 
than the beetles sensing the environment at 2030 hours. Consequently, 
in the scarab simulation model only the wind strength in the early 
night (2130 hours) is modelled (see section 5.2.4).
5.2.2 Temperature
Temperature is another factor which might control the number of 
beetles flying and so those caught in the light traps. Similar 
analyses to those for wind strength were performed for temperature. 
The data from December and January at 2000 and 2130 hours show 
correlation between increasing temperature and high beetle catches:
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Month Time of night
Jonckheere's 
statistic Kendall's tau
* * * ***December 2000 153 .369* *December 2130 71 .364* *January 2000 98 .227
NS *January 2130 63 .240
The wind strength at 2130 hours and the temperature at 2000 hours, for
•kexample, are negatively correlated (Kendall's tau = -0.257 ), that is 
still nights tend to be hot and the windy nights cooler. Therefore 
any correlation between temperature and the number of beetles caught 
may merely reflect the strong wind strength correlation with beetle 
numbers. In the scarab model temperature is assumed to have no direct 
effect on the number of beetles flying.
5.2.3 Other Environmental Factors
Rain might have some effect on the number of beetles caught in 
the light trap: we might expect the night before the rain to be still 
and hot so have good beetle catches, as might the night on which the 
rain falls, and we might expect the rain to loosen the earth allowing 
more beetles to emerge on the nights after rain. The numbers of 
beetles caught in late December and early January were classified by 
the number of nights after rain:
Nights 
after rain Beetle catch
-1 364 180 41 463 589 17 206 9 26 403
0 62 75 179 65 4 490 43 8 73 629
1 180 41 9 589 3 10 9 16 46 456
2 75 179 463 4 9 22 8 9 11 317
One method of analysis is to convert the nightly catches to ranks 
within each sequence of consecutive four nights and to apply Kendall's
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test of concordance for multiple rankings (Kendall, 1970, p.94). This 
test shows that, in these data, rain has no effect on the number of 
beetles caught (Kendall's coefficient of concordance = 0.075NS). 
However, further examination of the data shows that the sequences of 
nights are not independent. For example, the last two nights of the 
first sequence are the first two nights of the second sequence. The 
first five sequences are tied together by common nights. Evaluation 
of the exact null distribution of the row rank totals is not feasible 
because there are 311 = 8.2x1033 arrangements of the data values to 
be considered. Certainly the tying of the sequences decreases the 
coefficient of concordance, but the sample value is very small, so it 
would probably still not show any effect of rain on scarab numbers.
Another approach is to examine corresponding pairs of consecutive 
nights in all sequences. If we score a "+" for an increase in the 
beetle catch over the two nights and a for a decrease, we find
that there are five of each symbol for the night before and the night 
of rain. Since we expect equal numbers of both symbols if rain has no 
effect, this test shows that there is no difference in beetle catches 
on these nights. Similarly no other pair of consecutive nights shows 
any effect of rain, although these tests are not independent of each 
other. In the scarab simulation model no effect of rain on beetle 
numbers is modelled.
The amount of moonlight possibly influences the number of beetles 
caught in the light traps (Sweetman, 1931) . Farrell and Wightman 
(1972) reported that some C. zealandtca adults fly to the highest 
silhouette on the horizon, and so on well-lit nights these beetles 
tend to ignore light traps. Although aggregation of the light trap 
data into weeks centred on the phases of the moon shows some 
depression of beetle numbers near the full moon, the effect of moon­
light has not been incorporated in the model of the population 
dynamics of S. nigvo'lineata?'
5.2.4 Modelling the Flight of Adult Beetles
_____In the simulation model the proportion of adult S. nigrolineata
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beetles that are flying is found from a function of the wind strength 
in the early night. The mean beetle catches for several wind 
strengths in December and January at this time were:
Wind strength 
at 2130
Mean beetle 
catch
Number of 
nights
0, 0/1 563.6 7
1, 1/2 175.0 4
2, 2/3 31.0 5
>  3 11.1 7
The maximum proportion of beetles alive at this time that were caught 
was for winds of strength 0 and 0/1, and at higher and higher wind 
strengths a smaller and smaller proportion was caught. Figure 5.2.2a 
shows the ratio of the mean beetle catch at different wind strengths 
to that at wind strengths 0 and 0/1.
Figure 5.2.2a is similar to an aggregated exponential decay curve, 
and the logarithms of the ratios are plotted in figure 5.2.2b. A 
straight line constrained through the origin is as good a fit to the 
data as an unrestricted linear regression:
Source df SS F
slope of linear regression 
through the origin 1 25.08652
deviation of unrestricted from 
restricted linear regression 1 .00103 NS.02
unrestricted linear regression 2 25.08755 **292
residual * 2 .08586
total 4 25.17340
The regression should be constrained through the origin because of the 
way the ratio is formed. The analysis of variance for the restricted 
regression is:
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Figure 5.2.2: a. Proportion of the mean number of beetles caught at
several wind strengths relative to that for wind strengths 0 and 
0/1 .
b. Minus the logarithm of the relative proportion of 
beetles caught with wind strength.
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Source df SS F
slope of linear regression ***through the origin 1 25.08652 866
residual 3 .08689
total 4 25.17340
The estimated slope is -1.34, and a 95% confidence interval for the 
slope is (-1.6, -1.1). The fit appears to be good, especially 
considering the imprecision of the wind strength scale.
Each of the four aggregated classes of wind strengths is equally 
likely (1.17NS, cf. Xg)* In the scarab model, a random number, w, 
between zero and four is chosen and the relative proportion of beetles 
caught for the night is calculated as exp(-l.33862 w). (Because the 
simulation model can be regarded as a statistical calculation, as many 
significant figures as possible are kept for intermediate 
calculations.) The continuous uniform distribution is used because 
wind strength is a continuous variable and all wind strengths appear 
to be equally likely. Aggregation of the continuous scale into the 
discrete scale used in the analysis above was caused by the measure­
ment technique. Although the chosen distribution of wind strengths 
gives a relative mean probability of capture of 0.55159 instead of 1 
for wind strengths less than one, the ratios of the proportions at 
different wind strengths are correct. The scaling of these 
probabilities is unimportant because this scale factor could be 
incorporated into one which describes the maximum proportion of the 
beetles alive that can be sampled using a light trap.
The expected probability of flying on any night is:
f = f % exp(-l.33862 w) dw 
Jo
= 0.185877 . (5.2.1)
This value of f is used in Chapter 7 where the synthesised population 
dynamics model of S. nigrolineata is analysed.
Unfortunately there are no detailed microclimate records for
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November, 1972. In general, the mean daily wind run for November is 
slightly less than that for December and January at Chiswick, Armidale 
(George, Vickery and Wilson, 1977). The mean temperature in November 
is 14.6 °C compared with 17.1 °C in December and 18.1 °C in January. 
The number of beetles caught in November is low, but this can be 
attributed to the low number of beetles that have emerged and are 
alive at this time. The low numbers of beetles alive at this time of 
year ensures that any inaccuracy introduced by not modelling the 
influence of low temperatures in reducing the number of scarab adults 
caught is unimportant in the model. February is another month in 
which relatively few adults are still alive, and the model has not 
been modified for the cooler temperatures at this time of year.
5.3 DAILY SEX RATIO OF ADULT BEETLES
Although the total numbers of beetles caught daily is very 
variable (see the previous section and figure 5.2.1), the proportion 
of females caught each night is much less erratic (figure 5.3.1). The 
variability bars are approximate binomial 95% confidence intervals 
(Kendall and Stewart, 1973, p.137; but see the later analysis).
The proportion of females is low at the beginning of the summer. 
Further, the peak of the number of females occurs about one week after 
the peak for males. This has also been observed in other scarab 
species, for example Phyllopertha hortioola (L.) in Europe (Milne, 
1956) and Costelytra zealandioa in New Zealand (Kelsey, 1968b). 
Biologically this is a useful strategy because the males already 
present can immediately fertilise the females as they emerge from the 
soil. This argument suggests that a suitable empirical curve for the 
proportion of' females during the summer is a logistic curve with zero 
and one as its asymptotes. For this model the proportion of females 
at the beginning of the adult beetle season would be near zero, rising 
to nearly one by the end of the summer.
5.3.1 Fitting Logistic Curves
Logistic curves can be fitted to data by a variety of methods.
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For example, Lotka (1924) and Davidson (1944) use three equally spaced 
points to estimate the upper asymptote and then a linear regression to 
find the other two parameters. Similarly, Andrewartha and Birch 
(1954) recommend plotting the data and guessing the asymptote before 
estimating the remaining parameters in a linear regression. In 
Chapter 3, a weighted non-linear least squares algorithm was used to 
fit a logistic curve to development time data for various immature 
life-stages of scarabs.
However, both asymptotes are known for the logistic curve for the 
proportion, p, of adult females with time:
p = 1/[1 + exp(3 + yt)] , (5.3.1)
where t is the time and 3 and y are empirical constants. Equation 
(5.3.1) can be transformed to:
y = log (1 - p) /p = 3+Yt. (5.3.2)
Sample values of y can be estimated as the logarithm of the ratio of 
the numbers of males and females.
However if either of the numbers of males or females is zero, y
is undefined. Bayesian arguments could be used to produce modified
#estimates (see, for example, section 3.4.1), but these arguments 
ignore the binomial nature of the data. The number of females, F, 
observed in a sample of n beetles is a Binomial(n,p) random variable. 
Therefore we can find an approximation for the variance of Y as 
follows:
V (Y) = V
___ 1___
np(l - p) ' (5.3.3)
(see Rao, 1965, p.319; Cox and Hinkley, 1974, p.302). If we use p 
for p in equation (5.3.3) we have an estimate of the variance of the 
corresponding sample value, y, and we could use its reciprocal to
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weight y. For p = 0 or 1 (that is, when the beetles caught on one 
night are all 'female or all male) we can interpret the weighting as 
meaning that we should ignore those data. In the rest of this section 
sample values of y have been weighted inversely by their estimated 
variances.
5.3.2 Logistic Curves and the Serioesthis 
n-igrolineata Light Trap Data
The logistic parameters 3 and y in equation (5.3.2) were 
estimated from the S. nigrolineata light trap records using a weighted 
least squares linear regression of y against t, where the time was 
measured in days after January 7, 1973, which is about the middle of 
the beetle flight season (see figure 5.2.1). Single sex trap records 
were ignored. The logistic curve is a better fit to the data than a 
common mean proportion of females throughout the beetle season:
Source df SS F(residual) x2
common mean 1 .176 NS. 03 NS
deviation of logistic 
from common mean 1 318.416 ** *59.1 ***
residual 60 323.456 ***
total 62 642.048
y(t) = -.10917 - .020427 t .
This logistic curve is plotted in figure 5.3.1. Under the null 
hypothesis that a source of variation has no effect, the sum of 
squares in the table should be chi-square distributed on the number of 
degrees of freedom shown. If the regression fits the data well, the 
residual sum of squares should also be chi-square distributed.
Although the logistic regression is significant, it does not fit the 
data well because the residual sum of squares is too large. The 
common mean source of variation is not significant by either sums of 
squares criteria in the above table. This implies that the mean value 
of y is not significantly different from zero and thus that the mean
proportion of females over the whole season does not deviate
£ ^  3a. ty QCOV) (l°ns)
tue O  | freest >^«? •
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significantly from 0.5. A direct x2 test of the sex ratio throughout
NS 2the season confirms this result (0.12 , cf. Xx)*
Since the residual sum of squares is large, the assumption of 
binomial variability that was made when deriving the variance of y may 
be unwarranted. This heterogeneity can be studied by comparing 
different estimates of the proportion of females on the same night, as 
can be found for 37 nights when the light trap was examined two or 
more times during each night.
First, let us assume that the sex ratio is constant throughout
each night. The within sum of squares after fitting a different mean
* * *for each night is too heterogeneous for binomial data (99.83 , cf.
X^0)« Also, three nights have within sums of squares with values 
greater than the 99% point of the appropriate chi-square distribution. 
The probability of this occurrence in binomial data is 0.006, and even 
if these three extreme values were excluded from the combined within 
sum of squares, the data would still be regarded as too heterogeneous 
(64.89*, cf. xj,)-
One possible cause of the heterogeneity is that the sex ratio 
changes through the night. A biological argument for this phenomenon 
is that if the males flew first, the females could be mated with as 
soon as they emerge, cf. Costelytra zealandica (Kelsey, 1951).
However, scoring a "+" for an increase in the proportion of females 
between the first pair of beetle counts for an evening, and a for
a decrease we have:
+ + + - + - + + + + - +  + - -  + - -  + -
+ + + +
where these data from December 1972 and January 1973 are presented in 
date order. There are 22 "+"s and 18 "-"s which is consistent with 
each symbol being equally likely. Therefore these data show no trend 
in changes in the sex ratio during the night. Further, the number of 
runs of each symbol is 21 compared with the expected number of 20.8 
(Gibbons, 1971, p.50), and so there is no discernible trend with time 
of year in the direction of the sex ratio change during the evening.
The heterogeneity in the proportion of females found in light
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traps may reflect the heterogeneity of the environment in which the 
insects have developed. Since there is a large number of pockets of 
different microclimates throughout the catchment area of the light 
trap, it is reasonable to suppose that beetles emerge at different 
times of the year from these different areas. Also there may be 
differences in the behaviour of the two sexes from those areas. There 
are no data to directly check whether environmental heterogeneity is 
an important source of heterogeneity in the sex ratio, but it is 
reasonable to suppose so.
We can use the within nights sum of squares as an error sum of 
squares for testing the sources of variation in the table above:
Source df SS F(within)
common mean 1 .176 ,09NS cf. F 1 , 5 0
deviation of logistic ***from common mean 1 318.416 159.5 C f ‘ F l , 5 0**residual 60 323.456 2.70 cf. F.. c.fa u , 5 ü
total 62 642.048
The residual sum of squares after fitting the logistic curve is still 
too large compared with the inherent variability of the data for the 
fit of the logistic regression to be described as good. Note also 
that the variability bars in figure 5.3.1 are shorter than 95% 
confidence intervals calculated using the within nights sum of squares.
A chi-square table can be drawn up for the goodness of fit of the
logistic equation to the proportion of females in the summer of
* * *1972-73. The chi-square value is 365 on 72 degrees of freedom.
There are more degrees of freedom in this test than in the analysis of 
variance because the twelve data points with p =0 or 1 are included in 
the chi-square table. Examination of the chi-square contributions of 
the data for each night is a sensible method of scrutinising the 
residuals of this statistical model. The highest chi-square 
contributions come in the first few dates.
Sexing of adult S. nigrolineata beetles by external morphology is 
difficult (R.L. Davidson, pers. comm.). If the probabilities of
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correctly sexing females and males are tt1 and tt2 , the probability of 
calling a beetle a female is p(ttx + tt2 -1) + 1 - tt2, where p is the true 
probability that a beetle is a female. Such misclassification changes 
the logistic asymptotes from 0 and 1 to 1 - tt2 and ttt. Since the error 
introduced by misclassification is greatest for extreme p, we would 
expect there to be most error at the beginning of the beetle flight 
season. Additionally, at this time the beetle sexer is inexperienced 
and so TT1 and tt2 might be smaller than later in the season.
It is tempting to try "doctoring" the data to improve the fit of 
the data for the curve. However, as we shall see in the next sub­
section, extensions to the theory developed to predict a logistic 
curve succeed in providing a curve which mimics the light trap data 
well.
5.3.3 Theory of the Relationship of the
Although the logistic equation showed promise as an empirical 
description of the proportion of females through the adult beetle 
season, it would be more convincing if there was a supporting 
theoretical argument for choosing this curve.
Suppose that males and females have normally distributed
emergence times with the same variance, 0 2, but with different mean
emergence times. Biologically, we expect the mean emergence time of
the males, u , to precede that of the females, y,.. Let us also m f
suppose that the lifetime of all beetles is a constant, T. Then the 
number of male beetles present at time t, n' is:
where N is the total number of male beetles throughout the season, m
If T is small compared with the standard deviation of the emergence 
time, application of the mean value theorem gives us that:
Proportion of Females with Time of Year
m
n ' =m (5.3.4)
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n'm
k N  - [ (t-u )2/202]
*  ---—  e “ (5.3.5)
where k is a constant.
Similarly, for females we have:
k N  - [t-y )Z/ 2 0 2 ]
n^ «  — ^  e . (5.3.6)
The number of male and female beetles flying (n^ and n^) is governed 
by the prevailing weather conditions. However, if we assume that both 
sexes respond identically to these weather conditions, we can show 
that:
(t-u >2 (t-u )2m + £
202 202
= 3 +Yt . (5.3.7)
This is a theoretical derivation of the logistic equation which 
describes the proportion of females in the beetle population with the 
time of year.
Even if we assume a sex ratio of 1:1, we still have three
parameters (y , u, and a 2 ) to estimate and only two equations (the m f
constant and coefficient of t). The ratio of the linear and constant 
coefficients gives an estimate of the middle of the beetle season.
From the fitted logistic equation, the estimated mid-season date is 
January 12, 1973, which is reasonable (see figure 5.3.1). Furthermore, 
from the same figure, the observed value of 0 is about 20 and this 
leads to a prediction that the average emergence time of the males 
precedes that of the females by 8.17 days with a 95% confidence 
interval of (6.1, 10.3) which agrees with the earlier observation that 
this difference is about one week. If the difference was exactly one 
week, a can be estimated to be 18.5 days with a 95% confidence 
interval of (16.5, 20.5).
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Next, let us suppose that the variances of the emergence times 
for the two sexes are not equal. Now we find that:
n n a (t -y )2 (t - y )2
1 m m , _ f m flog —  «  log —  + l o g --------------  + ---------n ^  N G 2 2f f m 2G 2G„
n g g 2y 2 - g 2y 2
loa m 1 Inn -f- 1 m f f m
f 2 2 1o Mr - G_^y m f f mi.og „ I loq iN G „ 2 2f m 2G o/ 2 2 G ZG^m fV. ^ l m f J
2 2a -m f
2a 2a 2m f
3 +yt + 6t2 . (5.3.8)
For G 2 = a  2, equation (5.3.8) agrees with equation (5.3.7). For m fo pG^ , we have a quadratic to fit the transformed proportions.
This result suggests fitting polynomials to the transformed 
proportions of females. If the final fitted polynomial is constant, 
linear or quadratic, there is a natural biological interpretation in 
each case, whereas if more polynomial terms are required to obtain a 
good fit to the data, the data do not conform to any of the three 
biological reasonably models postulated here.
lynomials were fitted to the transformed light trap data:
Source df SS F(residual) xl F(within)
constant 1 .176 ,04NS NS ,09NS
linear 1 318.416 ***68.15 ***
***159.5
quadratic 1 50.809 **10.87 *** ***25.45
cubic 1 1.652 .35NS NS NS. 83
residual 58 270.995 * * *
* *2.34
total 62 642.048
y(t) -.223314 - .0151233 t+ . 000434567 t'
All three tests confirm that the quadratic term is significant, while 
the cubic term does not improve the fit of the equation to the data. 
The original data and the "quadratic logistic" equation are plotted in
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figure 5.3.2. Note that the variance of the emergence times of the 
males is larger than that of the females. The proportion of females 
is low early in the season and this proportion increases until the 
middle of the season before dropping off again. This makes biological 
sense because it ensures that there will always be males present to 
mate with any emerging females.
Using equation (5.3.8) and the parameters estimated above, and
2assuming that ö =20, we can find G_ =17.23 from the coefficient of t . m t
Also the highest proportion of females occurs about January 26, 1973, 
although the middle of the season (midway between the male and female 
mean emergence times) is about January 12, 1973, and the estimated 
difference in mean emergence times of the sexes is 6.52 days. All 
these inferences are consistent with the data.
Therefore a model in which the female and male adult emergence 
times are normally distributed with different means and variances and 
in which the adult insect lifetimes are constant and short compared 
with the length of the beetle flight season, fits the observed 
proportion of females caught in a light trap at South Armidale in the 
summer of 1972-73.
Similar models in which the adult lifetimes are exponentially
distributed instead of constant give rise to much the same results.
For example, if O2 = ö 2 = G 2 and the lifetimes of both females andf m
males are exponentially distributed with parameter A, the transformed 
proportion of females at any time t is given by:
y(t) = log
t N
t— exp[-(x-y )2/2G2] exp[-A(t-x)] dx ^ m
log (2tt) af t N
(2tt) a
—  exp[- (x-yf)2/202] exp[-A(t-x)] dx
log -7- + A (y - y ) +
<M (t - y )/a - Ao]
Nf m f $[ (t-y )/a - Aa] ' (5.3.9)
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where
$(z) 1 %(2tt)
exp(- ^ x2) dx . (5.3.10)
Figure 5.3.3 shows the function log[$(z - )/$(z “ 32 ) ] plotted
against z for nine different (ßx,32) pairs. Note that this function 
is almost linear with slope (ßx - ß2) for z less than 32 • For z large 
and negative it is known that:
$(z) (2tt) 2 I z I 2 exp (- ^ z2) (5.3.11)
(Dwight, 1961, p.136). So, in this case, we have:
log
$(z - 3j) 
$(z - M
z -
log + ^ (ß2 - ß i> + (Sj -e2) z
%  constant + (3X - 32) z , (5.3.12)
since (z - 3j)/(z - 32) is close to one for z large and negative. The
coefficient of z is (3j -32)* as found empirically in figure 5.3.3.
In equation (5.3.9), (3, - 3?) corresponds to (y - y )/G, the number of1 1 m
standard deviations of the emergence distribution separating the 
female and male mean emergence times. For S. nigrotineata adults 
(3j -32) is about -(7 days)/ (20 days) = -0.35.
Figure 5.3.3 shows that equation (5.3.12) remains a good 
approximation until z exceeds 32• In equation (5.3.9), z is always 
less than 32 if the product Xo is large, that is if the mean lifetime 
(1/A) is short compared with the time over which the adults emerge. 
This is reasonable because a short lifetime ensures that the 
population of adult insects consists largely of newly emerged beetles. 
If Xo is not large, the approximation in equation (5.3.12) fails after 
the middle of the beetle flying season because after this time new 
recruits are only a small proportion of the adult beetle population.
After substituting equation (5.3.12) in equation (5.3.9) we find
that the coefficient of t is the same as that in equation (5.3.7).
2 2Similar algebraic calculations show that if G_ /G  the coefficientsf mpof t and t are the same as in equation (5.3.8), at least for the
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z
Figure 5.3.3: The function log [$(z - 3j)/$(z - $2)] plotted against z
for nine (31r32) pairs.
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first half of the beetle flight season. After the first half of the 
season, the proportion of females tends not to change as much as 
equation (5.3.8) would suggest unless the mean lifetime is short 
compared with the period over which adults emerge and fly.
However, the mean lifetimes of female and male scarabs are not 
always the same. For example, Wensler (1971) found that female S. 
geminata lived for an average of 30 days compared with male adults 
whose mean lifetime was 20 days. These mean lifetimes are used in the 
simulation model for S. nigvoZineata. Raw (1951) reported that female 
adults of P. hortiooZa, a European scarab species, can live for two or 
three times as long as males. The arguments developed above can be 
extended to show that the same coefficients for t and t obtain for a 
different exponential lifetime parameter for each sex as for the same 
exponential parameter for both.
Therefore the results for constant lifetimes of adult beetles are 
applicable for exponential lifetimes, even when females and males have 
different mean lifetimes. It appears that the form of the curve for 
the proportion of females is robust to the exact distribution of adult 
lifetimes and that the shape of the curve depends only on the 
emergence time distributions of each sex. In particular, differences 
in the lifetime distributions of the sexes change the proportion of 
females caught by a constant multiplicative factor without influencing 
the shape of the curve.
5.3.4 Sex Ratio in CosteZytra zeaZandica
Comparable detailed data on the proportion of females through a 
season are difficult to find. However, Kelsey (1968b) reports on 
data for the New Zealand scarab species, C. zeaZandica. Adults were 
collected from November to mid-December for six years by light 
trapping and ground sampling. The ground sampling data are shown in 
figure 5.3.4, with approximate binomial 95% confidence intervals.
The data in figure 5.3.4 are remarkably homogeneous (for example, 
44 o25.98 , cf. Xu ■; i-n 1958). Moreover, the sex ratio is almost exactly
44 2equal (for example, 21.79 , cf. i ln 1953). Although the theory
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developed early in this section could be applied to these data, it is 
clearly inappropriate to do so. Instead we should seek a direct 
biological explanation of these data.
These data are heavily influenced by the non-random behaviour of 
adult C. zealandica beetles. Most beetles found in a ground search 
are copulating, so a 1:1 sex ratio is hardly surprising! Only in 
early November, before any females have emerged, are some males seen 
without a mate (see figure 5.3.4). Kelsey (1968b) also has tables of 
light trap records, but mated females rarely fly and about 95% of the 
beetles in light traps are males. Therefore, it is also inappropriate 
to apply the theory developed earlier in this section to the C. 
zealccndica light trap data.
Before synthesising and analysing the scarab simulation model in 
Chapter 7, we must model the environment of the scarabs. Sub-models 
for soil temperature and soil moisture, the two most important 
environmental factors affecting scarab development and survival, are 
constructed in the next chapter.
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CHAPTER 6
THE ENVIRONMENT OF SCARABS
The changing soil environment in which the immature scarab life- 
stages live is examined in this chapter. In the first four sections a 
model is developed for soil temperatures. This model is driven by the 
daily screen maximum and minimum temperatures and predicts the 
temperature at any depth in the soil. The last two sections of this 
chapter are concerned with modelling soil modsture. An initial 
approach, which arises from a detailed mathematical model, is shown to 
be inappropriate and a second method, using the water balance equation, 
is adopted for the scarab simulation model.
6.1 SOIL TEMPERATURE
Soil temperature is the most important factor affecting scarab 
eggs and larvae. Not only do extreme temperatures reduce survival, 
but development rates are increasing functions of temperature (see 
Chapter 3).
Heat is transferred in soils by four basic physical mechanisms 
(Kirkham and Powers, 1972). The main mechanism, at least in dry soils, 
is conduction. Evaporation of water followed by vapour diffusion 
through the soil and subsequent condensation in cooler locations so 
releasing heat of vaporisation is another method of heat transport. 
Convective currents in the pore spaces in the soil and diffusion of 
warm or cold gases may also transport heat in the soil. The last 
mechanism is mass flow of cold or warm water.
Evaporation followed by diffusion and condensation is also a 
mechanism of water transport. Although water diffusion through soils 
may depend markedly on temperature, changes in water content usually
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do not alter the temperature conductivity of soils greatly. Hence 
soil temperature can be simulated independently of soil moisture and 
in more detailed models can be used as a driving function when 
predicting soil moisture.
Convective currents in the pore spaces of the soil are ignored in 
this analysis; we assume that convection is a far less important heat 
vector than conduction. Mass flow of water at a different temperature 
from the soil is also ignored as a significant heat vector since the 
New England Tablelands region of New South Wales in which the 
modelled population of scarabs is found is neither irrigated nor 
subject to extensive flooding. The fit of the soil temperature model 
developed here to field data is good and so justifies modelling only 
conduction.
Heat conduction in uniform solids, as described by the heat 
equation, has been extensively studied in applied mathematics. If 
T(z,t) is the temperature at depth z and time t, the heat equation can 
be written as:
9t (z , t)
at
a2T(z,t)
3z2 (6.1.1)
where a is the constant thermal diffusivity (Jaeger, 1951).
To solve the heat equation, two boundary conditions are required. 
It is reasonable to suppose that deep in the soil the temperature is 
constant. Another suitable boundary condition is the temperature of 
the soil surface. Since air temperatures are routinely measured at 
all weather stations, and it is reasonable to suppose that soil 
surface temperatures can be modelled from air temperatures, this 
boundary condition can be derived from readily available 
meteorological data and so used as input to a soil temperature model.
The soil surface temperature can be idealised as having three 
components — an overall mean, a seasonal pattern and diurnal 
fluctuations. Because the heat equation is a linear differential 
equation, linear combinations of solutions to equation (6.1.1) are 
also solutions of this equation, and so we can consider the mean, 
seasonal and diurnal components independently and then superpose them
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to form the final solution. The boundary conditions for each 
component can also be separated.
Let us examine the overall mean component first. The boundary 
condition at the soil surface can be written as:
T q (0, t) = a . (6.1.2)
We can take the constant temperature deep in the soil as the other 
boundary condition:
T 0 (z\t) = a' . (6.1.3)
Solving equation (6.1.1) with the two boundary conditions, equations 
(6.1.2) and (6.1.3), gives:
T 0 (z,t) = a  + ßz , (6.1.4)
where 3 = (a! -a)/z'.
For the seasonal pattern component, remembering that equations 
(6.1.2) and (6.1.3) have taken into account any overall mean 
temperature, we can assume a sinusoidal curve with period one year as 
the soil surface boundary condition and zero temperature as the other 
boundary condition deep in the soil:
T x (0,t) = y i sin (27Tt/365 + (f^ )
Tj (»,t) = 0 , (6.1.5)
where t is measured in days. Solving equation (6.1.1) with these 
boundary conditions by separation of variables gives:
Tj (z,t) = Yj - (7T/365a) 2z 2fTt365 365a (6.1.6)
Equation (6.1.6) is easily verified as a solution to the heat equation 
with the two boundary conditions in equation (6.1.5). Note the time 
lag increases linearly with depth, and that the range of temperatures 
attenuates exponentially with depth. These features of equation 
(6.1.6) are analysed quantitatively in section 6.2.
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If the idealised diurnal fluctuation component follows a 
sinusoidal curve with a period of one day at the soil surface, and is 
zero deep in the soil the boundary conditions are:
T2 (0,t) = y2 sin(27Tt + 4>2)
T2 (oo,t) = 0 . (6.1.7)
The solution to equation (6.1.1) in this case is:
T„ (z,t) = Y e T^T//a^ z sin{27Tt- TT
laJ Z +<J>j
(6.1.8)
Note that the linear increase in the lag with depth is greater for the 
diurnal fluctuation than for the seasonal component, and also that the 
attenuation of the range of temperatures with depth is much more 
severe. Equation (6.1.8) is also examined quantitatively in the next 
section.
6.2 EXPERIMENTAL VERIFICATION OF THE
HEAT EQUATION FOR SOIL TEMPERATURES
At Chiswick, a CSIRO agricultural research station near Armidale, 
New South Wales, soil temperatures have been measured in two different 
research programmes. Mottershead (1971) reports on the weekly maximum, 
minimum and mean temperatures at six depths for the eight years, 1952 
to 1959. These data are used extensively in this section. In the 
second research programme, the raw data from a second order 
meteorology station have been thoroughly checked for missing and 
incorrect data and summarised (George, Vickery and Wilson, 1977) .
Some of these summaries are used later in this chapter and elsewhere 
in this thesis.
6.2.1 Mean Annual Mean Temperature with Depth
The mean annual mean temperatures under bare soil and pasture are 
plotted as a function of depth in figure 6.2.1. The screen mean 
annual mean temperature is also plotted in the figure. Clearly, the
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Figure 6.2.1: Mean annual mean temperature under bare soil (■) and
pasture (A) with depth. The mean annual mean screen temperature 
(T) is also given.
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data for bare soils do not follow the linear equation (6.1.4), and so 
the physics of soil temperatures under bare soil is more complex than 
can be explained with the heat equation and the boundary conditions 
derived above (also see section 6.3). For soils under pasture, and 
also including the mean temperature under bare soil at the deepest 
depth as a replicate of the mean temperature at that depth, the linear 
regression with depth is significant:
Source df SS F
depth 1 1.9765 45.5
residual 5 .2174
total (corrected) 6 2.1939
E (T) = 13.0978 + .008802 z .
This linear regression adequately describes the data:
Source df SS F
deviations 4 .2035 3.66
within depths 1 .0139
residual 5 .2174
Although the test is not very powerful, the value of the F statistic 
is low and we might have expected a high value because soil 
temperatures at deep depths are less variable than those at lesser 
depths.
6.2.2 Phase Lag of Annual Mean Temperature
Figure 6.2.2 (after Mottershead, 1971) depicts the seasonal 
component of the weekly mean soil temperature at six depths under 
pasture, with the weekly mean air temperature. Mottershead (1971)
* * The following symbols represent statistical significance at 
various levels: NS (not significant), * (upper 5% level), ** (upper
1% level), *** (upper 0.1% level), and three non-standard symbols,
+ (lower 5% level), 44 (lower 1% level), 4441 (lower 0.1% level).
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Figure 6.2.2: Seasonal temperature component under pasture at 6
depths and in the Stevenson screen.
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obtained these curves by fitting a pair of harmonic terms to the 
temperatures at each depth.
The phase difference for each depth under bare soil and pasture 
is plotted in figure 6.2.3. The theory developed in section 6.1, in 
particular equation (6.1.6), predicts that there is a linear relation­
ship between the phase difference and depth. If we fit a different 
linear regression between phase difference and depth to the data sets 
for temperatures under bare soil and pasture we find that the linear 
regressions are significant:
Source df SS F
bare soil — mean 1 6.683215
bare soil — depth 1 .487363 ***6800
pasture — mean 1 4.954778
pasture — depth 1 .374897 ***5230
bare soil — residual 4 .000387
pasture — residual 4 .000186
residual (combined) 8 .000573
total 12 12.500825
cf. Fi, 8
bare soil: E(phase) = 1.35142 - 0.00526 z
pasture: E(phase) = 1.16836 - 0.00461 z
Since Mottershead (1971) gives no indication of the accuracy of the
parameters he estimates, no tests of the goodness of fit of the linear
regressions in the table are possible. However, most phase
differences predicted from these regressions are indistinguishable
from his data values for the number of significant figures that
Mottershead (1971) gives, so we can assume that the fit is good. The
NSresidual sums of squares are comparable (2.08 , cf. F4 4), and a
pooled residual sum of squares is used in all subsequent tests.
The phase lags at the soil surface for the different surface
* * *conditions are different (26.0 , cf. t8, see also figure 6.2.3).
Since the soil temperature curve at the soil surface under pasture 
lags behind that for bare soil, a reasonable interpretation is that
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Figure 6.2.3: Phase of the seasonal temperature component under bare
soil (■) and pasture (^) with depth. The phase of the seasonal 
temperature component of the mean Stevenson screen temperature is 
also given (▼).
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the pasture partially insulates the soil from the prevailing 
meteorological conditions. Also plotted on figure 6.2.3 is the phase 
lag in a Stevenson screen. A Stevenson screen is a louvred box four 
feet above closely cropped grass. A reasonable explanation for the 
observation that the lag of temperature in the screen is the same as 
that 25 cm below the soil surface is that the soil surface can be 
regarded as a heat source which re-radiates some of the heat it 
absorbs from the sun.
The slopes of the two regressions of the phase differences at
* * *various depths are also different (7.18 , cf. tQ), and soil under
pasture conducts heat more quickly than soil under bare ground. This 
may be an effect of soil moisture, because water in the soil increases 
conduction and there is more water under pastured soils.
Alternatively, it may reflect a difference in some other soil 
component, such as living and decaying roots and other organic matter 
under pasture, or some chemical or physical factor, which might also 
explain the lack of pasture on the bare ground.
6.2.3 Attenuation of the Range of Annual Mean Temperature
From equation (6.1.6) we see that the logarithm of the range of 
annual temperatures should decrease linearly with increasing depth. 
Figure 6.2.4, in which the logarithm of the range is plotted against 
depth in the soil under bare soil and pasture, is derived from data in 
Mottershead (1971).
Source df SS F
bare soil — mean 1 21.403475
bare soil — depth 1 .703016 ***885
pasture — mean 1 17.980735
pasture — depth 1 .412386 ***519
bare soil — residual 4 .003955
pasture — residual 4 .002402
residual (combined 8 .006357
total 12 40.505966
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Figure 6.2.4: Logarithm of the range of the seasonal temperature
component under bare soil (■) and pasture (A) with depth and also 
in the Stevenson screen (▼).
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pasture:
E(log range) = 2.24425 - 0.00631 z 
E(log range) = 2.00342 - 0.00484 z.
At the soil surface, the range of mean temperature is greater for bare
* * *soil than for pasture (10.3 , cf. t„). Moreover, the attenuation of
O * *the range is also greater for the bare soil (4.93 , cf. t0). The
range of the mean temperature measured in the Stevenson screen is
consistent with the predicted pasture range at the soil surface 
NS(1.58 , cf. t0), and is inconsistent with that predicted for a bare
* * *soil surface (16.1 , cf. t0). The residual sums of squares for the
NStwo regressions are comparable (1.65 , cf. F4^4).
Equation (6.1.6) predicts that the slopes in figures 6.2.3 and
6.2.4 should be the same. For soils under bare ground the slope from
the log (range) graph is greater than that from the phase difference 
***graph (4.77 , cf. t16), while for soils under pasture the two slopes
NSare equal (1.02 , cf. t16). Under pasture, we can combine the two
slope estimates by weighting inversely to obtain 0.00463 and a 95% 
confidence interval is (0.00440, 0.00486).
6.2.4 Daily Temperatures
Comparison of equations (6.1.6) and (6.1.8) reveals that the 
phase difference and log(range) slope for the diurnal component
hshould be (365) times the slope for the seasonal component. If we 
examine weekly record charts for temperature at depths 2.54 and 10.16 
cm, we find that the phase difference between the temperature curves 
at these depths is about 2.5 hours, which is equivalent to 
2 tt (2.5)/24 = 0 .65 radians, compared with an expected
(10.16 - 2.54) (365) 2(0.00463) = 0.67 radians. Using the 95% confidence 
interval for the slope (see section 6.2.3), we expect this phase 
difference to lie between 0.64 and 0.71 radians. Moreover, the ratio 
of the ranges at the two temperatures is 0.525, so the change in log 
(range) is -log(0.525) =0.64, which is just within the 95% confidence 
interval. So the temperature model for soils under pasture agrees 
with the diurnal temperature data.
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6.3 DEPARTURES FROM THE MODEL
Clearly the temperatures in soil below bare ground do not fit the 
linear model considered here. Temperatures in soil under pasture are 
predicted well by the heat equation and the boundary conditions 
proposed in section 6.1. It is likely that the thermal diffusivity is 
different under different pasture conditions and types but there are 
no data from Chiswick to test this.
However, for the scarab model, it is possible on biological 
grounds to ignore temperatures under bare soil, and to consider only 
those in soils under pasture. Many species of Scarabaediae avoid bare 
ground when ovipositing. For example, the New Zealand species 
Costelytva zeaZccndica (White) is reported to find bare ground least 
attractive for oviposition and also to show some mild selection 
between pasture types (Kelsey, 1957). Kelsey (1968a) found no 
selection for any particular pasture length, species composition or 
density of cover, but reaffirmed the avoidance of bare ground. 
Radcliffe and Payne (1969) deny any effect of bare ground, and 
Radcliffe and Kain (1971) point out that mating and oviposition occur 
immediately the female emerges. Since scarab larvae feed on organic 
matter, which is found predominantly under pasture, C. zeaZanddca 
shows a de facto oviposition "preference" for pasture, regardless of 
any artificial experiments with adult females.
Although the European garden chafer, PhyZZopertha horticoZa (L.) 
also mates immediately on emergence, the beetles may fly, and the 
females then select a suitable site to lay a second clutch of eggs 
(Milne, 1960) . Maelzer (1961b) considers that the oviposition site 
preference of Aphodius tasmaniae (Hope) in South Australia is for a 
particular soil moisture range rather than for pasture, although a 
loose surface is more attractive than a compacted one. However, bare 
soil is more likely than pasture to be too wet and compacted (or 
puddled) or too dry and hard.
Hilditch (1974) has shown that Sericesthts nigroZineata Boisd., 
AnopZognathus porosus (Dalm.) and AnopZognathus hirsutus (Dalm.) show 
preferences for soils with soil moisture contents near field capacity.
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He considers that these preferences govern the distribution of eggs in 
the field and not the lower egg survival or the low fecundity of adult 
females in drier soils. However, the temperatures under bare soils 
are more extreme and it is reasonable to believe that most eggs laid 
under bare ground in early summer will be destroyed by heat stress in 
late summer.
Whatever the underlying reasons, eggs and larvae are found 
predominantly under pasture, so it is sufficient here to model only 
the soil temperatures under pasture. However, even in soil under 
pasture, there may be departures from this model. The first 
assumption to be checked is that the soil surface boundary conditions 
are sinusoidal.
The data of Mottershead (1971) is inadequate to detect whether 
the seasonal temperature component is sinusoidal or not. The maximum 
and minimum daily air temperatures recorded at the second order 
meteorological station at Chiswick over the years 1949 to 1975 were 
examined. One possible departure from a sinusoidal curve would be if 
the phase difference between the dates of the maximum and minimum 
seasonal mean temperatures was not 365/2 = 182.5 days. The mean phase 
difference between the dates of the maximum and minimum mean seasonal
temperatures is 190.85 days, and the standard deviation is 28.26 days.
NSThis is consistent with a true mean of 182.5 days (1.51 , cf. t25).
Since for ten of the twenty-six years the number of days between the 
maximum and minimum seasonal mean temperatures is less than 182.5 days, 
a non-parametric sign test for the given median also shows that the 
true median could be 182.5 days.
The mean daily temperatures for one year, 1973, were examined 
further. The first eight pairs of harmonics were fitted to these data:
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Source df SS F
harmonic 1 2 7035.539
***552
2 2 105.307 ***8.26
3 2 10.324 .81NS
4 2 109.881 ***8.62
5 2 37.235 2.92NS
6 2 12.161 ,95NS
7 2 15.569 1.22NS
8 2 70.095 * *5.50
residual 348 2217.055
total (corrected) 364 9613.166
E (T) = 13.4138 + 6.2089 sin(2TTt/365 + 1.2649)
+ 0.7596 sin (4TTt/365 - 0.2941) +...
Although various F tests are significant, it is clear that all
harmonics after the first are contributing much the same to the total
sum of squares. An F test (Pearson and Hartley, 1966) of thismax .. „
proposition has a test value of 109.881/10.324 = 10.64 (cf. 333 for 2 
degrees of freedom and 7 groups).
An explanation of this phenomenon is that the error part of the 
mean temperature on successive days is highly correlated and this 
violates one of the key assumptions of the above analysis of variance. 
To reduce the effect of this correlation, the analysis was repeated 
using the data for every fifth day of 1973:
6 .3 117
S ource d f SS F
harm on ic  1 2 1509 .943
***
9 1 .1
2 2 35 .151 „ , ^NS 2 .12
3 2 1 .6 9 1 ,1 0 NS
4 2 10 .5 2 4 ,6 3 NS
5 2 8 .7 2 2 c NS .53
6 2 1 .6 5 5 ,1 0 NS
7 2 30 .634 1 .8 5 NS
8 2 9 .0 1 3 ,5 4 NS
r e s i d u a l 56 464 .2 2 7
t o t a l  ( c o r r e c te d ) 72 2071 .560
E (T) = 13 .4808  + 6 .4318 s i n  (27Tt/365 + 1 .2 7 4 7 )
+ 0 .9814 s i n  (4TTt/365 -  0 .4 6 7 0 ) +
We now se e  t h a t  o n ly  th e  f i r s t  ha rm o n ic  i s  s i g n i f i c a n t .  T h e r e f o r e ,  
th e  s e a s o n a l  te m p e ra tu re  com ponent fo llo w s  th e  s in u s o id a l  b o u n d ary  
c o n d i t io n  c l o s e l y .
R a th e r  th a n  a n a ly s e  th e  tw e n ty - s ix  y e a r s '  raw  te m p e ra tu re  d a t a ,  
summary s t a t i s t i c s  o f  t h i s  d a ta  s e t  have  b een  u sed  in  s u b s e q u e n t 
a n a ly s e s .  G eo rge , V ic k e ry  and W ilson  (1977) c a l c u l a t e d  m on th ly  means 
o f  a l l  v a r i a b l e s  m easu red  a t  th e  seco n d  o r d e r  m e te o r o lo g ic a l  s t a t i o n  
a t  C h isw ic k , and a l s o  g iv e  th e  a v e ra g e  m o n th ly  means and t h e i r  
s ta n d a r d  d e v i a t i o n s .
Harm onic a n a ly s i s  can  be p e rfo rm e d  on th e s e  a v e ra g e  m o n th ly  m eans, 
b u t  th e  c a l c u l a t e d  a m p litu d e s  m ust be c o r r e c te d  f o r  th e  a g g r e g a t io n .  
Suppose a te rm  i n  th e  harm on ic  e x p a n s io n  o f  th e  te m p e ra tu re  f u n c t io n  
i s  a  s i n  (27Tnt/365 + <f)) , th e n  th e  mean te m p e ra tu re  f o r  an a g g re g a t io n  
p e r io d  o f  d d ay s  i s :
1 r t+ d /2
— a  sin(2TrnT /365
d t - d / 2
2TTnd l— — - W J t _ d/ 2
^  s i n  (2TTnt/365 + (J)) 2 sin(nT rd/36
365 .= a  — — s m  Trnd
Trnd
365 s i n  (2TTnt/365 + (f>) 
( 6 . 3
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For example, using an aggregation period of one month, for the first 
harmonic we must divide the calculated amplitude by 0.9886 to obtain 
the result that we would have obtained if we had analysed the 
unaggregated data.
The phase of the harmonic is unaffected by aggregation, except 
that when using the monthly aggregated data it is important to 
remember that the time of year corresponding to each mean is the 
middle of the month, not the beginning.
These considerations also apply to the analysis of the data of 
Mottershead (1971), but his weekly time period for aggregation gives a 
correction factor of only 0.9994 for the amplitude and the time origin 
is moved back by 0.0602 radian.
The harmonic analysis of the aggregated monthly mean temperature
George, Vickery and Wilson (1977) is:
Source df SS F
harmonic 1 2 255.023 ***551
residual 9 2.082
total (corrected) 11 257.105
E (T) = 12.0000 + 6.5195 sin (2TTt/365 + 1.5037) .
Corrected for aggregation, this equation for the seasonal mean 
temperature calculated from twenty-six years' data becomes:
E (T) = 12.0000 +6.5946 sin (2TTt/365 + 1.2419) . (6.3.2)
Common sense and examination of temperature charts suggest that 
the diurnal temperature component does not follow a sinusoidal 
boundary condition well. Not only are the ranges of temperature in 
any two days unlikely to be equal, but also the daily mean 
temperatures will not be the same, even after removing the overall 
mean and seasonal components. In the derivation of the soil 
temperature model it was assumed that the daily range of temperatures 
would be constant and the corrected mean zero. This suggests fitting 
half period sine curves between successive maximum and minimum
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temperatures. Although temperature fluctuations in the field do not 
exactly follow such curves, the deviations from these curves occur 
sufficiently rapidly to be almost completely damped by the first few 
centimetres of soil.
A potential complication is that the daily maximum temperature 
follows the daily minimum temperature by much less than twelve hours. 
However, we can justify ignoring this deviation from the assumptions 
of the soil temperature model using the result on equivalent 
temperatures for development (section 4.5, pp.65-68). The equivalent 
temperatures argument also applies to immature life-stage survival in 
fluctuating temperatures.
Mottershead (1971) also reports on the weekly maximum and minimum 
temperatures at various depths in the soil. Similar analyses can be 
performed on these data as were performed in the previous section on 
the mean soil temperatures. Since the results of these analyses are 
as expected from the mean temperature analysis, they are not described 
here, although their concordance with the mean temperature results 
increases our confidence in the model developed in this chapter.
George, Vickery and Wilson (1977) summarise temperatures taken at 
0900 at four depths under closely mown pasture. These data are of 
little value for validation of the soil temperature model derived here 
because temperatures collected at a constant clocktime are difficult 
to analyse. In such data, the seasonal and diurnal components are 
confounded. In daily, weekly and monthly "means", calculated from the 
maximum and minimum temperatures experienced over the period, the 
diurnal component is "averaged" out leaving only the seasonal 
component. This is why the data of Mottershead (1971) is so useful.
A constant clocktime is particularly difficult to work with because it 
is not a constant time with respect to any natural time scale. For 
example, 0900 hours can occur at any time from two to four hours after 
sunrise.
6.4 THE SOIL TEMPERATURE MODEL
Before describing the soil temperature model, we must link the
1206.5
soil surface and air temperatures. The observed overall mean and 
seasonal component of the daily mean air temperature was given by 
equation (6.3.2), as follows:
12.0000 +6.5946 sin (27Tt/365 + 1.2419) , (6.4.1)
while the daily mean temperature at the soil surface predicted from 
the overall mean and seasonal temperature components in the soil is:
13.0978 + 7.4144 sin (2TTt/365 + 1.1684) , (6.4.2)
(see section 6.2). The difference between these two formulae is:
1.0978 + 0.9675 sin (27Tt/365 + 0.6442) . (6.4.3)
We can add this last formula to observed temperatures to obtain 
estimates of the corresponding soil surface temperatures.
The soil temperature model was coded as a SIMULA'^class 
declaration (see Appendix 1). The parameters for the model have been 
estimated in this chapter. In practice, three different soil 
temperature routines were needed. One routine was used for simulation 
runs requiring a constant soil temperature, and a second routine 
modelled the seasonal and overall mean temperature components of the 
soil temperature at 3 cm. The third routine (that listed in Appendix 
1) implements the full soil temperature model, and was always run 
using the daily air minimum and maximum temperatures recorded in 1974.
6.5 SOIL MOISTURE - WATER CONTENT EQUATION
Since a classic applied mathematics approach worked well for soil 
temperatures, we shall first try a similar approach for a model of 
soil moisture.
Consider a column of soil with cross-sectional area Aa . If 
0(z,t) is the water content at depth z and time t, then 0(z,t) Az Aa 
is the approximate volume of water in the small volume element centred 
on z.
_____ We assume that two forces act on the water — the thermodynamic
* A" (c S K I M  4V.. W *  4»
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force that equalises water contents in adjacent elements, and gravity. 
Therefore 0(z,t + At) Az Aa , the amount of water in the volume element 
at time t + At is the amount at time t plus the amounts flowing into 
(or less the amounts flowing from) the adjacent elements caused by the 
different water contents and the amount flowing through the element 
under gravity. The water content flows are proportional to the area 
Aa , the time for the flow At, the difference in water content and the 
diffusivity D[0(z,t)], divided by the depth increment Az. The flow 
under gravity is proportional to the area, the time for the flow and 
the hydraulic conductivity of the soil K[0(z,t)].
Symbolically, an equation to describe the water volume change 
from time t to time t + At in the element centred on z is:
0(z,t + At) Az Aa = 0(z,t) Az Aa
+ Aa At d [0 (z - %Az,t) ]Az
D [0 (z + ^ Az, t) ]
[0(z - Az,t) - 0 (z,t)]
[0 (z + Az, t) - 0 (z, t) ]
+ Aa At{K [ (z - Az, t) ] -K[0(z,t)]} , (6.5.1)
neglecting terms of order (At) and higher. This equation can be 
rearranged to give:
0 (z, t + At) - 0 (z, t) 1
Az D[6(z-*sAz,t)]
- D[0 (z + *sAz,t) ] ?(Z,t) -e(2-Az,t) K [0 (z, t) ] - K [0 (z - Az, t) ]
(6.5.2)
Allowing Az and At to tend to zero gives:
90(z, t) _d_
9z D [0 (z, t) ]
90(z, t) 9k  [0 (z, t) ] (6.5.3)
which is the water content equation (Kirkham and Powers, 1972).
The hydraulic conductivity, K, and the diffusivity, D, are 
assumed to be functions of water content only and are related by
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K (0) = c (0) D (0) (6.5.4)
(Childs and Collis-George, 1950). The specific water capacity, c(0), 
is the rate of change of water content with matric suction, which is 
the pressure causing equalisation of water content. Matric suction 
is usually measured as a pressure head in centimetres of water. The 
pF of a soil is the natural logarithm of the matric suction in 
centimetres of water (Hillel, 1971).
The water content equation is easily extended to three dimensions. 
Of course, the gravity flow only applies in the z-direction, while the 
water content flows occur in all directions:
90
9t
90'
9x^ D (0)
90
9yJ D(0) f|j 9k (0)9z ' (6.5.5)
where 0 = 0 (x,y,z,t). This non-linear partial differential equation is 
a form of the Navier-Stokes law for steady flow when inertial terms 
are ignored (Philip, 1969).
The preceding argument is equivalent to the usual derivation of 
the water content equation in standard soil physics texts, for example, 
Childs (1969) , Hillel (1971) and Kirkham and Powers (1972) . They 
proceed from the equation of continuity, or conservation of mass 
equation, and Darcy's equation (Darcy, 1856) which says that the 
negative flux (rate of flow of water through an element) is 
proportional to the hydraulic conductivity and the rate of change with 
depth of the hydraulic head (Slichter, 1899) . The hydraulic head is a 
pressure which consists of a gravity term and the matric suction 
(Hillel, 1971).
Now let us examine the assumptions made when deriving the water 
content equation. First, we have assumed that the hydraulic 
conductivity, K, and the diffusivity, D, are functions of the water 
content alone. Soils which are stratified or with relatively 
impervious crusts are common (Hillel, 1971), and so for a more 
realistic model K and D should be functions of depth also. If the 
soil has rotational (isotropic) or translational (homogeneous) 
invariant water content properties, these general models can be
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simplified.
Hysteresis, or the non-Markovian behaviour of soil in which water 
content changes depend on the past history of the soil is a further 
problem. Curves plotting water content against matric suction when a 
dry soil is wetted and a wet soil dried are known to be different.
This is caused by water tension effects and the structure of the soil, 
particularly the gaps or pores between soil particles (Hillel, 1971; 
Kirkham and Powers, 1972).
Temperature is usually ignored in soil-water physics. The 
viscosity of water decreases with increasing temperature, allowing 
water to flow more freely through the soil. Moreover, because water 
movement is quicker in the vapour state than as a liquid, a small 
temperature increase can increase water movement substantially. This 
means that K and D are increasing functions of temperature (Hillel, 
1971).
The usual justification for ignoring temperature appears in part 
to be that at the depths where most plant roots grow the diurnal 
temperature fluctuation is insignificant (Hillel, 1971). This is 
certainly untrue for infiltration and water movement in the top ten 
centimetres of the soil where most scarab eggs and larvae live. 
However, water movements induced by diurnal temperature fluctuations 
probably cancel (Jury and Miller, 1974) , or are small (Rose, 1968).
The seasonal temperature is ignored because the time scale for most 
models of soil water diffusion is of the order of days.
Philip (1969) provides a review of the usefulness of the water 
content approach for detailed soil water modelling.
Equation . (6.5.3) is a non-linear partial differential equation 
and so superposition of orthonormal functions cannot be used to find a 
complete solution. In general, numerical solutions must be found. 
Using the water content equation as a Crank and Nicolson (1947) 
difference scheme, as suggested by Klute (1952), gives poor accuracy 
(Philip, 1957). Philip (1957) gives a method using the Boltzmann 
transformation and involving the solution of a number of ordinary 
differential equations. Philip (1969) reviews the more analytic
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approximation methods used until that time.
More recently, further analytic and quasi-analytic results have 
been derived, for example by Parlange (1971a,b), Philip and Knight 
(1974) and Parlange (1975). Various numerical schemes are used to 
simulate soil water content. For example, in the recent literature 
Amerman (1976) uses successive over-relaxation and subsectioning, 
while Neumann, Feddes and Bresler (1975) use a Gelerkin finite-element 
method.
However, for the scarab simulation model, these methods are 
unsuitable because they consume too much computer time and core 
storage. Moreover, the time scale for the scarab simulation model is 
months, not days, and the assumptions of the above models are not 
guaranteed to be robust over this time. The determination of K and D 
would be specific to the soil in each area considered, rendering the 
scarab simulation model dependent on a very detailed knowledge of the 
simulation area.
As such detailed knowledge cannot be obtained for the simulation 
model, we seek a method of simulating soil water which is 
computationally quick, stable and reasonably accurate over long time 
periods and requires only a few readily estimated input parameters.
In essence, this means that the model must be strongly forced, that is 
the simulated soil moistures must depend strongly on a boundary 
condition that is input to the model and changes with time. The 
temperature model developed earlier in this chapter is an example of a 
strongly forced model.
6.6 SOIL MOISTURE - WATER BALANCE EQUATION
One solution to the problem of simulating soil moisture is to 
forget about the distribution of water in the soil column and to 
concentrate on the boundary conditions. The water balance equation 
does this:
P + I - R  = E + D + AW. (6.6.1)
The terms on the left-hand side represent precipitation, applied
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irrigation water and surface run-off, respectively. This sum is the 
water content added to the top of the soil column. On the right-hand 
side of the equation we have evaporation, deep drainage out of the 
soil column and the change in the amount of water in the column (Baver, 
Gardner and Gardner, 1972) .
Precipitation is routinely measured at even the smallest weather 
stations. In water balance models, rain of less than, say, 2.5 mm is 
usually ignored because so little rain would not penetrate the soil 
surface. Run-off and deep drainage are often invoked only when the 
amount of water in the soil column reaches the maximum allowed. The 
amount of irrigation is usually known; at Armidale it is nil.
Evaporation is the most difficult component of the water balance 
equation (6.6.1), and much effort has gone into modelling this 
quantity. Penman (1948) derived a theoretical model, usually called 
the combination method because it combines energy budget and 
aerodynamic equations. This model predicts the actual evaporation 
from a wet soil or crop surface given the observed nett radiation, 
sunshine duration and wind speed, mean temperature and vapour pressure 
in a Stevenson screen. In 1966, van Bavel proposed and tested some 
improvements in this model, removing the empirical constants and 
leaving a model with only measurable quantities and physical constants. 
Saxton (1975) has shown that these models are most sensitive to errors 
in the nett radiation, although the difficulty of accurately measuring 
wind characteristics makes these models more sensitive to wind 
measurements in practice.
Various authors (for example, Mcllroy in Slatyer and Mcllroy,
1961, and Mcllroy, 1957) have generalised these models to apply when 
soil moisture is limiting. Similarly, Morton (1975) gives a physical 
model for predicting evapotranspiration over large areas from 
climatological observations which include air pressure, nett radiation, 
average temperature and the dew point temperature. When soil moisture 
is used in agro-economic crop models, modellers have sought to include 
adjustments for different species and stages of development of crops 
(see, for example, Aase, Wight and Siddoway, 1973; Hanson, 1976).
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More complex models have been developed in which there are a 
number of layers of soil considered. These models are particularly 
relevant when development of crops is under study. For example, Rose, 
Begg, Byrne, Torssell and Goncz (1972) modelled the amount of water 
lost from any soil layer due to transpiration of the crop as being 
proportional to the mass of roots in that layers. Saxton, Johnson and 
Shaw (1974) also use a model with ten soil layers when predicting soil 
moisture profiles under corn and brome grass. Since this model uses 
Darcy's equation when distributing water in the soil column, it can be 
regarded as a hybrid between the water budget-combination method 
(described earlier in this section) and the water content equation 
approaches (described in section 6.5).
Although the combination method is frequently used, the 
meteorological information required is quite extensive. Therefore 
alternative approaches have been developed. Baier and Robertson 
(1966) and McAlpine (1970) have related the actual evapotranspiration 
to the pan evaporation measured at first and second order 
meteorological stations. The relationships derived are empirical, but 
are considerably easier to use than the combination method. Of the 
papers cited above, Hanson (1976) and Rose et at. (1972) use pan 
evaporation to predict actual evapotranspiration.
At Armidale, Vickery and Hedges (1972a,b) and Smith and Johns 
(1975) have produced similar simple soil moisture models based on the 
water balance equation and an empirical relationship between pan 
evaporation and actual evapotranspiration. Both models were coded in 
SIMULA and tested against observed soil moistures at Chiswick for 1972 
and 1973 (R.L. Davidson, pers. comm.). The Vickery and Hedges 
(1972a,b) model has a less realistic function relating pan evaporation 
to actual evapotranspiration, and this resulted in the model soil 
column frequently filling completely with water. Since this occurs 
rarely in the field, the other model was preferred. The Smith and 
Johns (1975) model required only minor changes before being used in 
the scarab simulation model.
One change in the model was to use an empirical function instead 
of the observed weekly pan evaporation. From the statistical
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summaries in George, Vickery and Wilson (1977) the following 
approximate analysis of variance for pan evaporation can be 
constructed:
Source df SS F (residual)
harmonic 1 2 13042 ***883
harmonic 2 2 13 ,88NS
deviations 7 15 ,29NS
months (within years) 11 13070
years 16 315 ***2.67
residual 176 1300
between months 203 14685
within months 5916 198550
total (corrected) 6119 213235
F(within)
.22
E(E ) pan 3.39167 + 2.06323 sin(2TTt/12 + 1.76354)
+ 0.06589 sin (47Tt/12 + 0.70731) .
Since the daily pan evaporation is highly variable (0.22 , cf.
F 17 e 5916)» the residual sum of squares is used in subsequent F tests.
* * *The first harmonic is a significant fit to the monthly means (883 ,
NScf. F 2 17 g) , and the second harmonic does not enhance the fit (0.88 ,
NScf. F2 176), which is good (0.29 , cf. Fy 176). Although the average
* * *pan evaporation is different in different years (2.67 , cf. F 16^176),
the weekly pan evaporation function incorporated in the soil moisture 
model consists only of the mean and first harmonic.
A listing of the soil moisture model is part of Appendix 1. A 
constant soil moisture model was also written for the simulation model 
and this was used in some runs of the program (see Chapter 7).
In the next chapter all the sub-models developed in this and 
previous chapters are integrated as a complete simulation model of the 
population dynamics of S. nigvolineata.
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CHAPTER 7
SYNTHESIS OF THE SCARAB MODEL
In this chapter a computer model of scarab population dynamics is 
constructed, verified, partially validated and used in some simple 
computer simulation experiments. First, because random numbers under­
pin all the simulation models in this thesis, some aspects of random 
number generation are discussed. In section 7.2 a model is 
synthesised from the sub-models of the immature life-stages (Chapter 
3), the adult life-stage (Chapter 5) and the environment of scarabs 
(Chapter 6). After changing some parameters, the model is verified 
against both the experimental data used to find parameters for the 
sub-models and analytical results derived in section 7.3. Extinction 
probabilities of the simulated Sevicesth'Ls n'Lgvot'ineata Boisd. 
populations partially validate this model. In section 7.4 simulation 
experiments with the model delineate those environments capable of 
supporting scarab populations. An analysis of the model successfully 
predicts two aspects of the population dynamics of S. nigrol-ineata:
(1) that small populations have a high probability of 
extinction, and
(2) that larger populations tend to grow slowly over a number of 
years before the larvae become obvious in localised outbreaks that 
damage pastures.
7.1 RANDOM NUMBER GENERATION
In any simulation study involving stochastic variables independent 
random variables drawn from various distributions are required. It is 
important that the statistical properties of the numbers used in a 
simulation study conform to those of the random variables being 
mimicked (Hammersley and Handscomb, 1964; Naylor, Balintfy,
7.1 129
Burdick and Chu, 1966; Knuth, 1969; Kleijnen, 1974). This section 
deals with technical mathematical aspects of two of the random number 
generators used in this thesis. It also introduces the concept of 
antithetic variables, a variance reduction technique used in the 
design of experiments with the scarab model (see section 7.3).
To obtain a random variate from any distribution we can transform 
a uniform random variate on the interval [0,1] using the inverse 
probability integral transform (see, for example, Hammersley and 
Handscomb, 1964). Since most non-uniform random variates used in 
simulation studies are transformed uniform random variates, consider­
able effort has been expended in finding suitable methods for 
generating uniform variates (Knuth, 1969) . For computer applications 
we usually use pseudo-random number sequences which are generated 
deterministically using finite precision arithmetic, but which appear 
to be random sequences to most statistical tests. Such sequences can 
generate large numbers of random numbers efficiently. Moreover, since 
their algorithms are deterministic, we can test programs and apply the 
techniques of antithetic variables and common random numbers more 
easily than with a truly random sequence. The randomness required of 
random number sequences depends on their use. For example, in Monte 
Carlo numerical integration the non-randomness of certain pseudo­
random number sequences renders them superior to random sequences 
(Hammersley and Handscomb, 1964).
Any sequence of pseudo-random numbers used in a simulation study 
should closely approximate a uniform distribution, have a long period 
before the sequence repeats and have low serial correlation between 
successive numbers. Since many pseudo-random number generators do not 
conform to these requirements we should verify that any sequence 
chosen is satisfactory (Naylor, Balintfy, Burdick and Chu, 1966; 
Kleijnen, 1974). Chapter 3 of Knuth's (1969) treatise on the art of 
computer programming is an excellent introduction to techniques for 
examining pseudo-random numbers.
The most frequently used pseudo-random number streams are 
generated by linear multiplicative congruential algorithms (Knuth, 
1969). For the UNIVAC 1110/42 computer, the 36 bit word machine used
7.1 130
in this thesis, we will examine the sequence generated by the UNIVAC 
supplied mathematical library routine NRAND:
u , = 515 u + 7261067085 mod 23 5 , (7.1.1)n+1 n
jc.and that used by the SIMULA simulation language (Norsk Regnesentral, 
1972, p.2.11.3:1):
v = 513 v mod 235 . (7.1.2)n+1 n
These sequences have been used extensively in this thesis.
Number theoretic proofs show that these sequences have periods of 
length 235 and 233 respectively (See Knuth, 1969, p.15). Although 
these sequences repeat themselves after these periods, the total 
length of their sub-sequences used in any single application in this 
thesis does not exceed their periods, which are therefore long enough 
for our purposes. An odd number should be the first member, or seed, 
of the SIMULA random number sequence (Norsk Regnesentral, 1972, 
p.2.11.3:1). This ensures that the period is 233. Because 
513 =1 mod 4, it follows that the 36 bit word representation of each 
member of the pseudo-random number sequence in SIMULA will always have 
the last bit set and the second last bit constant. Further, the third
T O  _last bit alternates because 5 =5 mod 8.
Both sequences pass the permutation test and have high potency 
(Knuth, 1969, p.69). The serial correlation between successive 
numbers is another useful criterion for evaluating pseudo-random 
number sequences (Knuth, 1969, p.64). The NRAND sequence has a serial 
correlation of -3.7 x10'9, and the SIMULA sequence also has an accept­
able serial correlation of -1.0 x10”9. Knuth (1969, p.82) also 
describes the spectral test, proposed by Coveyou and MacPherson (1967) . 
This test shows that successive pairs, triples and quadruples of the 
two sequences examined here are independent to at least 17, 10 and 8 
bits respectively. Marsaglia (1972) has strenuously criticised the 
spectral test and proposes the lattice test based on number theoretic 
concepts and finds that 5 , the SIMULA multiplier, passes his test.
_____Therefore, both the NRAND and SIMULA pseudo-number sequences
4  AM "(Cl “SHMOLA ^  it*> ctr-e ■fe. C"T,
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appear to be suitable for general simulation work. Many authors, for 
example Marsaglia (1972), stress that further randomisation, usually 
shuffling, is advisable for precision work. However, for the 
applications in this thesis the raw sequences without any shuffling 
suffice, although for the precision Monte Carlo simulation application 
in Chapter 10 a Fibonacci-type sequence with a very long period and 
good randomness properties was selected.
Many simulation studies use antithetic random number sequences, 
which are pairwise strongly negatively correlated, to reduce the 
number of runs required to estimate quantities in the model to a given 
accuracy (Hammersley and Handscomb, 1964; Kleijnen, 1974, p.186). 
Given a uniform variate, w, on [0,1], a perfectly negatively 
correlated antithetic uniform variate, also on [0,1], is 1-w. For 
many algorithms which calculate a different random variate from a 
uniform random variate, the two transformed variates retain at least 
some of the negative correlation of the untransformed antithetic 
variates. When NRAND is used as the random number stream, the anti- 
thetic pairs of variates add to 2 ; we can use this observation to
find the antithetic variate corresponding to each member of the 
original sequence.
However, because the SIMULA pseudo-random number generator is 
heavily embedded in the computer system routines which are protected 
from user interference, similar techniques cannot be used in SIMULA. 
Instead, we are forced to rely on a system-dependent trick described 
by Kleijnen (1972, p.254). Kleijnen's three page proof can be stream­
lined as follows: if the seeds of two sequences add to 235,
o c- 0 mod 2 , then the nth members of the sequences will add to
513nxo mod 2 3 5 =0 mod 2 35 . Therefore the two sequences are anti­
thetic.
To exploit the variance reduction offered by the technique of 
antithetic variables, we must maintain the negative correlation 
between corresponding members of the pair of antithetic sequences. 
Therefore the sequences used in the pair of computer simulation runs 
should be synchronised so that corresponding members of each sequence 
are used for the same model process at about the same system time (see
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Kleijnen, 1974, p.196 and also p.202). If there is an independent 
random number stream assigned to each process, such synchrony is 
easier to maintain. Because the sole random number generator in 
SIMULA is so deeply imbedded in the system, we cannot use the usual 
method of selecting different random number generators reliant on 
different multipliers. Furthermore, testing of numerous multipliers 
would be laborious and time consuming.
Therefore, the same sequence with different starting seeds must 
be used for independent streams in SIMULA. One method is to enumerate 
the sequence and select every hundredth or thousandth or so number and 
use these as starting seeds for the different processes. In doing 
this we assume that no process will consume more than a hundred or a 
thousand random numbers in any run. Alternatively, we could select 
the starting seeds at random. Although, by chance, two streams could 
differ by only a short lag, this is very unlikely if the number of 
streams being used is small. Also, if the number of pseudo-random 
numbers used of each stream is also small, it is likely that none of 
the sequences used will overlap at all. Rather than selecting the 
seeds at random, we can use a pseudo-random number sequence different 
to that used by the SIMULA system. If we discard the first member of 
each sequence, this pseudo-random number generator need not have any 
particularly good randomness properties except a high period. The 
sequence used in the scarab model is:
w , = w + 2 mod 235 . (7.1.3)n+1 n
This sequence has the advantage that the algorithm is easy to code
3 5 3 5because only one w^ (namely, 2 - 1) can lead to overflow mod 2 . A
similar algorithm was used to generate the different starting seeds,
wQ, for each different run.
When comparing different models or input parameters, we could 
apply the technique of common random numbers, that is, the same 
pseudo-random number sequences are used in two or more runs (Kleijnen, 
1974, p.200). However, the statistical calculations when this 
technique is used can become quite complicated and the results 
difficult to interpret (Kleijnen, 1974, p.237) and even though the
^  f O ö t e  -fcUicrt t u . S e c t .  r-M cvvCtj "tt> tU e . N jcv ^sk — ( 5 h r j^  e s c v .  -tv-n.1
& * i= c  tr  cf s n w u L ^ l - 4 1  ^v- oroiiviA c n o o  « e A «
Cc/vv\  ^ Cc'vvvtv.^i-a'^ \v* S ® o t^ - -c '<  c ^ °  c ^ s s c tv «  lv_j)
O p  plv-j - t o  c A v e v -  v Je -v 's tcv iS  b < 2 C cv o se  t W .  iw x<cU u*e c ^ i p - e n e t e  u o r
v^sjucfovuv \AOU<Ue^ ^evua^-ectry  vjsrcI OuuvS U<Lcc\ ajS<? tUsS. cA c^ '“  f-A/'£ “<"ttA\cru 
\ r & 1 ^ r r e A  - to  «'S Sjx jc j^ c  v e v ^ ^ c M , V to u s e ^ e v  C v v -K c o .<
CXCWAm^ oC^ V*VI o f  cxwvj C f ^ j p Lrf e v  S . ^ O ^ A e v i  j s c lc k ö c ^ g  S ^ ö u
O-AA.«-^ S O A ^ C v )  •? .
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computer program of the scarab model prints the necessary information, 
we have not used common random numbers here.
Since SIMULA is a language designed for coding discrete event 
simulation models, it is surprising that the pseudo-random number 
generation facilities are so poor. To reiterate, the sole generator 
is so deeply hidden in the computer system routines that the user 
cannot change the method of generation and still use the system random 
variate drawing routines. The documentation on the algorithm 
restricts itself to the raw formula (which is mistyped) and a comment 
that the initial seed should be odd. Since the sign bit of the 
numbers in the sequence is constant, the formula quoted is, in fact, 
not that actually used! In addition, since the sign bit appears to be 
ignored, antithetic streams could be generated from a given seed and 
its negative. The further comment that different seeds give rise to 
different streams is misleading. There is no indication of how the 
particular generator was chosen, nor if it has any known defects, nor 
any warning that it may have drawbacks for particular applications.
The documentation on the system drawing routines is even worse.
Perhaps a single quote will suffice to illustrate this point: "An
approximation function is used for the normal distribution" (Norsk 
Regnesentral, 1971, p.B9) — the "approximation function" is neither 
quoted nor its accuracy revealed. Not even the most sophisticated 
user can examine these vitally important foundations underpinning his 
work; nor can the casual user be guaranteed of their solidarity. ^
7.2 CONSTRUCTING THE MODEL
The sub-models of the various life-stages of Sericesthis ni-gro- 
lineata derived in Chapters 3 and 5 (q.v.) were coded in SIMULA and 
linked together. The life-stage parameters used with the model are 
tabulated in Appendix 1. Several environmental sub-models were 
individually coded and tested. The soil moisture sub-models were 
either a constant soil moisture module or several versions of both the 
Smith and Johns (1975) and the Vickery and Hedges (1972a,b) models 
(see section 6.6). There were three levels of detail in the soil 
temperature sub-models — a constant temperature sub-model, a sub-model
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simulating the overall mean and seasonal temperature at 3 cm depth in 
the soil (and so excludes any diurnal variation) and a sub-model 
mimicking environmental temperatures at all depths in the soil in 1974 
(see section 6.4). See section 5.2.4 for details of the summer wind 
sub-model. Appendix 1 includes a listing of the computer model of the 
population dynamics of Serioesthis nigrolineata.
The first computer experiment using the scarab model found the 
probability that an egg of indeterminate sex becomes an adult female 
in 56 constant environmental regimes:
Probability 
of survival: Temperature
egg -*■ 9 adult 10 ° C 15 18 20 22 25 27
soil moisture
4 % 0 <  10" 4 <  10" 3 <  10"3 <  10"  3 <  10"  3
cn1Or—1V
7 0 .0056 .0079 .0084 .0079 .0052 .0026
10 0 .0748 .0661 .0581 .0477 .0277 .0130
15 0 .0748 .0661 .0581 .0477 .0277 .0130
18 0 .0103 .0320 .0352 .0314 .0189 .0089
20 0 .0001 .0063 .0115 .0123 .0080 .0038
25 0 <  10" 6 <  10" 3 .0007 .0012 .0009 .0005
27 0 <  10" 6 <  10" 4 <  10"3 <  10"  3 <  10"  3 <  10" 4
(For the 14 model environments in which the model population died out 
without any eggs reaching adulthood the probability of survival was 
not found exactly.) The survival from egg to adult male is similar. 
The minimum average clutch size per female required for a population 
to be able to persist in these constant soil temperatures and soil 
moistures is:
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Minimum 
clutch size 
to maintain ^  0j,
population 15
Temperature 
18 20 22 25 27
soil moisture 
4% > 104 > 103 > 103 > 103 > 103 > 103
7 178 126 118 127 193 392
10 13.4 15.1 17.2 21.0 36.1 77.1
15 13.4 15.1 17.2 21.0 36.1 77.1
18 97.1 31.2 28.4 31.8 52.9 112
20 103 158 87.3 81.6 125 262
25 V i—1 o o> > 103 103 854 10 3 10 3
27 > 106 > 104 > 103 > 103 > 103 V O ■P
The probabilities of survival through each immature life-stage 
and their durations agree within numerical accuracy with those 
expected (see Chapters 3 and 5). That is, the computer program 
correctly implements this part of the scarab model. Further, given 
the statistical analyses of Chapters 3 and 5, the computer sub-models 
of the immature life-stages have been verified against the data used 
to determine their parameters.
In the second computer experiment, the constant temperature sub­
model was replaced by the sub-model simulating the mean temperature at 
3 cm depth in the soil (see section 6.4). For various constant soil 
moistures the probability of survival from egg to adult female and the 
minimum average clutch size per female required for a population to be 
able to persist are:
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Soil
moisture
Probability 
of survival: 
egg -> 9 adult
Min imum 
clutch size 
to maintain 
population
4% < 10" 3 > 103
7 .0015 666
10 .0694 14.4
15 .0694 14.4
18 .0427 23.4
20 .0144 69.3
25 .0010 10 3
27 < 10'3 > 103
The above results were calculated for eggs laid on the first of 
January. These results are very encouraging because the probability 
of survival of eggs to adulthood is generally high, and we know that 
field populations of S. nigrol-ineata beetles do persist. This 
argument is pursued further in sections 7.4 and 7.5 where the model 
is partially validated and further computer experiments performed.
A third computer experiment, for which the soil moisture and 
temperature environments were those for 1972 and 1974 respectively, 
showed that the model third instar larvae were so sensitive to high 
temperatures that most died in summer. Since third instar larvae in 
the field normally survive the summer, one temperature mortality 
parameter was altered in both the male and female third instar larva 
sub-models developed in section 3.5. The tables earlier in this 
section are from computer runs made after this minor change.
The computer model of the population dynamics of S. nigrolineata 
scarab beetles appears to be reasonable. In the next section, 
section 7.3, the model is further verified statistically with respect 
to analytical results derived for adult females and their clutches. 
Section 7.4 is concerned with model validation and the tools developed 
there are applied in section 7.5 where the model is used to examine 
the effects of different environments on scarabs. Unfortunately, 
insufficient field and laboratory data precluded completing a
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Simulation model of the population dynamics of Anoplognathus porosus 
(Dalm.), and so we cannot perform similar analyses for A. porosus here.
7.3 VERIFYING THE MODEL
Although the individual life-stage sub-models of the population 
dynamics of «Sericesthis nigrolineata have been verified as closely as 
the available data allow, relatively little is known about the adult 
female and the probability of survival from egg to adulthood (but see 
section 5.1). Therefore, in the absence of field or laboratory 
experimental data, some analytical results are compared statistically 
with results from the computer model. The interplay between the 
analytical results, which are based on simplifications or slightly 
altered, analysable versions of the model, and the model results is 
instructive both in checking for logical and conceptual 
inconsistencies in the computer model (Goldstein, 1977) and in 
identifying important parameters and processes in the model. Further­
more, theoretical analyses can lead to general results for a wide 
range of parameter values, whereas simulation results are specific to 
the parameters input to the model. (See Nasell (1977) and Plowright 
and Paloheimo (1977) for excellent practical examples of theoretical 
analyses of complex population models.) An experiment consisting of 
16 independent antithetic run pairs of the computer model with the 
environmental soil moisture sub-model for 1972 and the mean 
temperature at 3 cm depth in the soil sub-model (see sections 6.4 and 
7.2) is analysed in this section. A secondary aim of this section is 
to ascertain the usefulness of the technique of antithetic runs for 
variance reduction in this application.
The mean.number of adult females that develop from an initial 
three clutches each consisting of 30 eggs in these 32 runs is 6.25.
The initial clutch size of 30 was chosen to be close to the model mean 
clutch size (see later in this section; also section 5.1). Anti­
thetic variable computer runs result in a statistically significant 
reduction in the variance:
1387.3
Source df SS F
between antithetic pairs 15 50 . 31
within antithetic pairs 16 170
total (corrected) 31 220
The mean number of adult females found above is greater (2.30 , cf. 
t15) than the known expectation (5.51) found from the probability that 
an egg develops into an adult female (0.0612, a computer model result). 
Although the computer code was carefully checked, no errors were found; 
presumably chance alone is the reason for test value being high.
Given binomial sampling, the variance in the number of females would 
be 5.17, but X tests on the sums of squares in the table are not 
powerful enough to detect any variance reduction.
The mean lifetime of model females observed in these 32 computer 
runs is 28.91 days, compared with the notional mean of 30, an input 
parameter for the model (see Appendix 1). There appears to be little 
variance reduction effected by the antithetic run pairs:
Source df SS F
between antithetic runs 15 7641.61 -61NS
within antithetic runs 184 152870.77
total (corrected) 199 160512.38
three sums of squares in this table are not significantly
different from their values given independent sampling (see below for 
the variance of the lifetime). However, the synchrony of drawing 
female lifetimes within antithetic pairs is poor when the number of 
females is not the same in both runs of the pair. If we analyse only 
the first few females of each run, so that the numbers of females 
analysed from the runs of an antithetic pair are equal, we find highly 
significant variance reduction:
The following symbols represent statistical significance at 
various levels: NS (not significant), * (upper 5% level), ** (upper
1% level), *** (upper 0.1% level), and three non-standard symbols, 
i (lower 5% level), 44 (lower 1% level), 444 (lower 0.1% level).
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Source df SS F
between corresponding pairs
of observed lifetimes 70 21330.44
within pairs 71 98823.00
total (corrected) 141 120153.44
.22
The between pairs sum of squares is significantly reduced (23.70 ,
ocf. X70 f°r independent sampling).
We can use the two non-parametric tests developed in Chapter 10 
for detecting differences in pairs of observations where the 
classification of the observations is lost or unknown to examine the 
effectiveness of antithetic run pairs in variance reduction. With 
antithetic pairs we have no reason to suppose that any particular 
observation is high or low, but if the pairing is effective in 
variance reduction pairs should tend to have one high and one low 
value. An appropriate test statistic is Sl:
r
Sj = 2 IA. I , (7.3.1)
i=l 1
where there are r antithetic pairs and is the difference in the 
ranks of the members of the ith pair. (See Chapter 10 for the null 
distribution of Sx when there is no difference between members of the 
pairs.) High values of the test statistic Sj show that the antithetic 
pairing is significant. Whereas the test using S1 assumes no between 
pairs effects, another test statistic, S2:
r
S2 = 2 (r - IA. I)2 , (7.3.2)
i=l 1
assumes moderate between pairs effects. Since antithetic pairs 
should be independent of each other (though strongly negatively 
correlated within each pair), S2 should never differ widely from its 
expected value. Indeed, if the members of the pairs are very strongly 
negatively correlated, then S2 will be very close to its expected 
value, but this application of S2 is a very weak test. Although S2 is 
used as a one-sided test in the cytogenetic problem discussed in 
Chapter 10, it should be used as a two-sided test when testing
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antithetic runs.
For the female lifetime antithetic pairs, S x takes the value
* * *5045.5, which is equivalent to 6.61 compared to a normal, N(0,1), 
distribution. The test statistic S2 takes the value 117623.33 which 
is close to its expectation (0.048 , cf. N(0,1) distribution). Since 
S l and S2 were designed specifically for the cytogenic problem, other 
rank statistics could probably be found which would out-perform them 
(for example, the sum of the squares of the sum of the ranks in each 
pair is likely to have greater power than S x), but Sj and S2 are 
nevertheless useful for examining antithetic runs. Indeed, from the 
analyses of this section, S x appears to be nearly as powerful as the 
F-test, and does not assume normality of the observations. (See 
section 10.4 for a detailed application of S! and S2 •)
In the scarab model program, the distribution used for the male 
and female lifetimes (in days) is derived from the negative 
exponential distribution. If 1/A is the notional mean lifetime, each 
lifetime X is found from a realisation y of the random variable Y:
exp(A)
X =
Y < h
x - ^ < y < x + ' 2 ,  x e J
(7.3.3)
Hence, the probability that a female lives no days is:
P(X = 0) f2 1 -AyY  e dy
1 - e■JsX (7.3.4)
and the probability that she lives for x > 0  days is:
P(X = x >0)
(X +'2
i-h
1 -Ay
A e
e 2 sinh(A/2) (7.3.5)
Whereas E(Y) = 1/A, E(X) =l/[2 sinh(A/2)], which is easily shown to
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satisfy:
e"A/2/ (1/A -1/24) < E (X) < 1/A. (7.3.6)
For 1/A =30, the value used when calculating the female lifetime in 
the scarab program (see section 5.1), E(X) =29.9986 days. This value 
is so close to 30 that it would take 2 xio8 antithetic run pairs to 
have a 95% probability of detecting the difference! The variance V(Y) 
can be shown to be (2 cosh(A/2) -l)/[2 sinh(A/2)]2, which is bounded 
by 1/A2 and (1/A2 +1/6); for A small it is very close to the upper 
bound (900.166695, cf. 900.166667 for A =1/30). Therefore, we could 
regard the lifetime as having a negative exponential distribution 
without any gross inaccuracy.
Now let us examine the probability that a female ever lays her 
single clutch of eggs. Given that a female is alive on a given night, 
she can lay her clutch of eggs only if she flies (see section 5.1).
Let f be the probability of flying, which we will assume is constant 
even though it is stochastic in the program of the model, and let 1 be 
the probability of laying a clutch given that a female flies. Then 
the probability that a female ever lays her eggs is given by:
2 P ( 9 lays a clutch on day t) 
t=l
OO
= 2 P(9 lives to time t) xp (laying clutch) xp(not laying clutch)^ ^
t=l
T A/2 -At _7/1 _-,t-lh e  e fl (1 - f l)
t=l
- -A/2
1 - (1 - fl) e"
(7.3.7)
(see also figure 7.3.1 near the end of this section).
In the 16 antithetic computer run pairs, A was 1/30, f was
0.185877 (see section 5.2.4) and Z- was 0.25 (see section 5.1). Hence
the probability that a female ever lays her clutch of eggs should be40.588. Antithetic runs result in a reduction of variance (0.31 , cf.
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* 2F ; S2 =225 ), although a X test is not powerful enough to show
NS 2significance (9.67 , cf. X15)* The pairs of computer runs are
NSindependent (S2 =931.5 ). A 95% confidence interval for the
probability that a female ever lays her eggs is (0.536, 0.655) with a 
mean of 0.595, and therefore the theoretical and computer results are 
compatible with each other.
Another statistic of interest is the mean clutch size. Since one 
of the original 40 ovules is assumed to be resorbed each day a female 
does not fly and so cannot feed (see section 5.1), the expected number 
of eggs resorbed each day is (1 - f). The expected clutch size per 
female can be found approximately as follows:
£ (expected clutch size on day t) xp(clutch laid on day t) 
t=l
= £ (40 - t (1 - f)) eX/2 e~Xt fZ(l-fl ) ^ 1
t=l
f Z e-A/2
1 - (1 - ft) e-A
40 - 1 - f
1 - (1 - fZ) e-A
. (7.3.8)
For the parameters used in the computer runs, the expected clutch size 
per female is 17.36, and the expected clutch size, given by the 
expression in square brackets in equation (7.3.8), is 29.53.
An analysis of the 32 computer runs shows that the antithetic 
runs do not give a reduction in variance when estimating the mean 
clutch size; this is evidence that the distribution of the 
probability of flying is of little importance. A 95% confidence 
interval for the mean clutch size is (29.94, 32.74), and combining 
these computer runs with over 70 others gives a 95% confidence 
interval for the mean clutch size of (30.45, 32.09) which also 
excludes the value 29.53 that is given by equation (7.3.8). However, 
the argument used to derive equation (7.3.8) is only an approximation. 
We can expect a more exact argument to yield a more accurate estimate.
Let us define p to be the probability that a female has notX / L
laid her clutch at or before time t and that there have been x days on
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which she has not flown, given that she lives to at least time t.
Since she has not flown on x days, she will have resorbed x ovules 
(see section 5.1). The discussion in section 5.1 leads to the 
following recurrence relation for p (see also the computer model inX f t
Appendix 1) :
x,0
x, t
x = 0 
x i- o
x > t or x < 0 
x <  t , x >  0
(7.3.9)
The recurrence relation for p defined by equations (7.3.9) can beX f L.
solved to give:
Px,t
t
x, [ f d - D i 1 x u - f ] x .
(7.3.10)
Now let ^ be the probability that a female lays her eggs at time t 
and that there have been x days on which she has not flown, given that 
she lives to at least time t. Then:
qx,t = Px,t-1 n
t -1
[f (1 - 1 )]fc 1 X [1 - f]x . (7.3.11)
The probability that a clutch is laid at time t, given that a 
female lives to at least time t, can be found as:
t-1
£
x=0
qX, t = fZ(l - fZ)fc 1 . (7.3.12)
The probability that a female ever lays her clutch of eggs is given by:
2 P(clutch is laid at time t) 
t=l
OO
= £ P(clutch is laid at time t | 9 lives to time t)
t=l
x p (9 lives to time t)
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w  . _
2 f l (1 - fZ)t_1 eX/2 e"At
t=l
fZ -X/2
1 - (1 - fZ) e- X '
(7.3.13)
which is the same probability as we found before in equation (7.3.7). 
We can also find the expected clutch size deficiency per female
as:
00 t-1
2 2 x q . P(9 lives to time t)
t=2 x=l X<t
£ fZ(l-f)(l-fZ)t_2 eX/2e_Xt
t=2
fZ e-X/2 (1 - f) e-X
1 - (1 - fZ) e 1 - (1 - fZ) e
(7.3.14)
Hence the expected clutch size per female is:
1 - (1 - fZ) e-X
40 - (1 - f) e
-X
1 - (1 - fZ) e-X
(7.3.15)
cf. equation (7.3.8). The expected clutch size is given by the 
expression in square brackets in equation (7.3.15), and for the 
parameters used in the computer runs the expected clutch size is only 
28.97 eggs, which is still lower than that observed in the 16 anti­
thetic pairs of runs of the scarab simulation model.
Comparison of equations (7.3.8) and (7.3.15) reveals that the two 
arguments would agree if the expected clutch size on day t in equation 
(7.3.8) was taken to be (40-(t-l)(l-f)/(l-fZ)). We can justify 
the (t - 1) factor because the female must fly on the day she lays her 
eggs and so she does not resorb any ovules. On reflection, we can 
justify using (l-f)/(l-fZ) instead of (1 - f) because it is the 
probability of not flying given that no clutch is laid. Clearly the
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argument used in equation (7.3.8) is delicate, and depends on the 
correct translation of a verbal description ("expected clutch size on 
day t") to a mathematical equation ("40- (t - 1) (1 - f)/(1 - fl )"). One 
advantage of the argument pursued in equations (7.3.9) onwards is that 
the argument is more precise and less subject to translation errors. 
Additionally, the latter argument provides further theoretical results 
and insight into the underlying process.
For example, the exact distribution of the number of ovules, U, 
resorbed by the time a female lays her eggs can be found:
P(U =u  <40) A/2 -At
t=l qx,t e 6
s a
t=u+l
t -1
[f(1 - X)]t-1-U(l - f)U eA/2 e”At
[ (1 - f) e~A]u e~A/2 f 
[1 - f U  - l) e'A]U+1
e-A/2 f
1 - f (1 - l) e-A
9U . 0 (1 - f) e
-A
1 - f (1 - l) e
^  . (7.3.16)
P (U = u >  40) = 0 .
Note that U cannot exceed 39, because this would mean that the clutch 
size was zero or negative. The defective distribution U is closely 
related to the geometric distribution, and its total probability is 
the probability that a female lays a clutch of one or more eggs:
39 r1 ~X/2
X P(u=u) = ------ ------ (1 - 01*0) , (7.3.17)
x=0 1 - (1 - ft) e
cf. equations (7.3.7) and (7.3.13). Therefore, the corrected 
probability that a female ever lays a clutch of eggs is 0.574, which 
is in accord with the simulation run results. The (1 — 04 0) factor in 
equation (7.3.17) reflects the finiteness of the maximum clutch size 
that can be laid; for the parameters used in the simulation program 
runs this finiteness makes little difference to the probability that a
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female ever lays a clutch of eggs.
The expected clutch size per female can be shown to be:
fl -X/2
1 - (1 - fl) e-A 40 -
(1-f) e-A
1 - (1 - fl) e-A (1 - 04 0) ( 7 . 3 . 1 8 )
and the expected clutch size is then:
40_____________ (1 - f) e~A 4 o  _  6 + 40 040
1 - 04 0 l - ( l - f l) e ~ x 1-0 l - e 4 0 '
( 7 . 3 . 1 9 )
cf. equation ( 7 . 3 . 1 5 ) .  For the parameters used in the simulation runs, 
the expected clutch size is 3 0 . 8 2 ,  which agrees with the simulation 
results. Note that correcting for the clutch size deficiency never 
exceeding 39 has increased the expected clutch size by nearly one egg. 
Also, because the expected and observed clutch sizes are comparable, 
we can see that the distribution of the probability of flying has 
little effect on this population statistic. The expected clutch size 
per female is 1 7 . 7 0 .  In figure 7 . 3 . 1 ,  the probability that a female 
ever lays eggs and the expected proportion of her original clutch that 
she lays are plotted against l, the probability that she lays eggs 
given that she flies. (In this figure, f = 0 . 1 8 5 8 7 7  and A = 1 / 3 0 . )
Using equations (7.3.16) it is possible to find the theoretical 
variance of the clutch size as:
e_________4 o 2 e 40
(i - 0 ) 2 ( i -  0 4 0 )2
( 7 . 3 . 2 0 )
However, the observed variance, 60.94, calculated from the clutches
observed in over one hundred runs is significantly lower than the
2theoretical value, 73.93 (286 , cf. X 3 4 7)* This is a very
surprising result because equation (7.3.20) is derived neglecting a 
number of factors that would tend to increase the theoretical variance. 
In particular, the probability of flying in the model is not constant, 
but is drawn from a truncated negative exponential distribution. 
Therefore this probability has a variance which would be expected to 
show itself in the variance of the clutch size. Further, since the
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l.O-i
expected probability
that a female
ever lays eggs
0 . 8 -
expected proportion 
of original clutch 
actually laid
0 . 6 -
expected
probability
proportion
0.4-
0 .2-
1, probability that a female lays a 
clutch of eggs given that she flies
Figure 7.3.1: Expected probability that a female ever lays eggs and the
expected proportion of her original clutch she lays as a function of 
t (p = 0.25, f = .185877, A = 1/30; see text).
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adult females emerge at the same time, all the females in any one run 
experience the same weather, and so we expect the number of eggs 
resorbed, and hence the clutch size, to be positively correlated 
within each run. When a number of runs are used in the calculations, 
this should also lead to an increased variance.
Therefore, forty runs were examined in greater detail. These
forty runs consist of twenty antithetic pairs, but the pairing
appeared to have no effect on the variance of the clutch size, which
again suggests that the variability in the flying distribution is
NS 9unimportant. The 137 clutches conformed (18.89 , cf. X18) to the
theoretical distribution given by equations (7.3.16), although small
clutches appeared to be under-represented. A closer examination of
the output from these runs revealed that two small clutches were
inadvertently excluded from the first analysis. This improved the
NS odistributional fit (17.72 , cf. Y ), but it did not alter the mean18
or variance greatly. The scarab model was re-examined, and it was 
found that the adult females in these runs emerged on January 16, 44 
days before the end of the beetle flying season. Since flying is a 
prerequisite for egg laying, any females with lifetimes greater than 
44 days and who have not laid their eggs by this time will never lay 
eggs. The expected clutch size after the 44th day is (40 - 44(l-f)) = 
4.18. Assuming that the clutch size after this time is 4, clutches of 
size 1, 2, 3 and 4 are never laid. This means that the mean, and 
especially the variance, of the clutch size in the model are badly 
estimated by equations (7.3.19) and (7.3.20). By analogy with these 
equations, better approximations for the mean and variance of the 
clutch size are:
and,
40 9 36 0 36
1 - 9 +  1-036  '
0________362 036
(1 -  0 ) 2 (1 - 0 36)2
(7.3.21)
(7.3.22)
For the parameters used in the model, these theoretical estimates are 
31.13 and 65.92 compared with the observed values of 31.73 and 61.98. 
Not only is the observed mean now much closer to its expectation, but 
the observed variance is not significantly different from its
-ttACX.4- CCTWVvMJPiA^ 5 0_pyilv^ ^ tv k c M c J  OVvU_j (=C>
O v4L ao<=)cv»c\A ^ r x e ^ r s  — -tiA O s-e  f f -c d z s v s  u J ^ e s « .  i v ^ c l o ^ * ^  c ? v '
C>>c c^O *Jv cv- y i^ , cv »Vioc4«( C^o^i t i c t  <r* -4A-i*2
pXA^XVVM?4i»v' V/^ vIjlML^ prv o B aGV' ■feX.Ctev'S . A  S lW v W
•S i40 rc i\r^A  ö 'X T O /S  In  *VlO Un p t a  V '^ r 'e S 'S ic M  lAjlve-v-^
4A a«2  CXAA «.(otoj<5\j3 p  L O O P S '»  o f  ■ ^ O c r t jV ' S e t e c d v C A A  VST C e l l e d
^ a<? 'jt5y'osjcc ',d  "s4e^>c\n .s« . >^ K aC Q c^O ire C t> i/c\p**-r o ja c \  ' S (
(<n 4 £ S) . in . ^HAA-(d\pCc V^i^K^*5r5 K7t<\ tU e . S fe^ crd iom  o f  -tU e
b<2.3rt ^ '^ V '^ s ic A A  »Vvodki t s  S i m p l e  ,-P “fcW  in~$<epQtAr$ei*t
/^<XaacsS I,<s  C | cvc4j5v s )  n_v<2 c^A o ^ p cu A d ev d : (~ovdWcjcrw<xl) f
(o ^  d i(F*c«-<  f-j-" •d lic .^ j a u r e  C ETione(oid«<d. D u e
s i d e  o f  iv u j » s  cxW-Uonj d u e
C «*V V ^eic\'W c^ V O -W (\.t ,(e 5  n^cO-v  ^ U *  sl<gjvuJ\C  c u £ .  ' l / \ c t i b \ e t  O c x ( t t ^  
• ö - v e x j  s'W.a a -j U o f  ►^Qcduc^ idU e »"«.*•( JL>«d vj<M/vcxu»c© 
S 'u jv \i£ * jO L * < k [y  l^Wüj^x ( U C  <^v px-v'ocWc^ «*- t^ o < d e (  t n
u AaA c^  v d ? 5  C tfV V -e -lc tfe ^  <rd r-eet^dji^ cMpp<5p^V'_
7.4 149
NS 2theoretical value (130 , cf. Y ). Three conclusions can be drawn13 8
from these results:
(1) the end of the flying season has an important effect on the 
clutch sizes observed; in particular, the variance in clutch sizes is 
reduced considerably because very small clutches are not laid,
(2) the distribution of the proportion of adults that fly does 
not affect the observed clutch sizes, and
(3) the correlation between clutch sizes within computer runs is 
negligible.
The last conclusion is strengthened by an analysis of variance which
shows that the within runs variability is comparable with that between 
NSruns (1.33 , cf. F ). Furthermore, the observed distribution of1 0 Z / 3 6
the clutch sizes is consistent with this new theoretical distribution
Nq o(17.08 cf. X*8>-
In this section we have verified that some aspects of the 
computer model behave as we might expect from approximate theoretical 
analyses of the model. Where initial analytical results disagreed 
with the computer results, the analyses were refined until the two 
methods of examining the model of the population dynamics of S. nigro- 
tineata agreed. To refine a theoretical model, a factor ignored in 
previous arguments was included. The newly introduced factor was 
important if the fit of the refined model to the computer model 
results was improved. Where refinement of the theoretical model 
stopped short of including further factors, the good fit of the final 
model showed that these other factors were unimportant.“^
7.4 VALIDATING THE MODEL
"Validation is the act of increasing to an acceptable level the 
confidence that an inference about a simulated process is correct for 
the actual process" (Van Horn, 1971). Thus validation is concerned 
with finding out whether a model is sufficiently similar to the real 
world to fulfil the purpose it was designed for (see also, for example, 
Naylor and Finger, 1967; Meier, Newell and Pazer, 1969; Caswell,
1976; and Overton, 1977). Clearly, validation subsumes verification.
^  «•ppcsH«..}
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The scarab computer model has been verified in two ways:
(1) The first type of verification is checking the internal 
consistency of the computer model and that the computer code is a 
correct representation of the desired model. For example, the coding 
of the binomial drawing procedure was altered when it failed to 
produce independent realisations of a binomial distribution. Another 
example is that the computer model did duplicate the expected curves 
for development and survival of certain immature life-stages in 
constant environments (see Chapter 3 where these curves are derived 
from theoretical arguments and experimental data). In section 7.3, 
the computer model and analytical results were compared where no 
experimental data were available. These comparisons test the internal 
consistency of the computer model and, by giving insights into the 
relative importance of individual processes and the overall properties 
of the model, increase our confidence that the model is reasonable.
As a last example, an early version of the computer model gave 
different and so inconsistent survivorships for eggs laid on different 
dates in an unfavourable but varying soil moisture regime where the 
temperature was constant. The original coding was defective because 
it subjected the eggs to only whole weeks of soil moisture stress.
For example, any soil moisture stress on the egg in the period after 
it was laid to the end of that week was ignored; the moisture 
stress on the egg in the week it hatched was also incorrectly 
calculated.
(2) The second type of verification is testing the statistical 
agreement between the model and the data used to estimate the model 
parameters. Since the model reproduced the fitted curves for various 
characteristics of the immature life-stages of S e r io e o th is  n'Lgvo- 
ZisYieata, and these curves were shown to be good statistical fits to 
the experimental data (see Chapter 3), the computer model and the data 
are consistent. Similarly, the sub-models of soil temperature and 
soil moisture were verified in Chapter 6, and that for wind strengths 
in section 5.2.4.
However, testing a model solely against the data used to generate 
it is insufficient to convincingly validate the model. Only if all 
the important processes affecting the phenomena being modelled are
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correctly incorporated will the model be robust to tests with a wide 
range of independent data. The independent data should be capable of 
detecting factors and interactions missing in the original data set 
(see the general discussion in Chapter 11).
Examples of relevant independent data sets are those arising from 
field experiments on scarab survival (for example, the experiments 
using Anoplognathus porosus (Dalm.) and S. nigrolineata in Hassan and 
Hilditch, 1976) and light trap records of the relative number of 
adults flying during the summer (for example, Davidson, pers. comm., 
and Roberts, pers. comm.). No such data sets are analysed here, but 
see section 7.5.
An interesting validation criterion for the concordance of data 
sets and simulation model results is the Turing test (van Horn, 1971, 
p.252). A number of sets of data from both the real world and the 
simulation model are presented to a person who is an expert on the 
real processes being modelled, and the expert is asked to discriminate 
between the sets. If the real world and simulated data are 
indistinguishable, the model passes the test; if the factors which 
enabled the expert to correctly discriminate between the types of data 
sets are not relevant to the purposes for which the model was designed, 
the model also passes the test.
Various aspects of the computer model of the population dynamics 
of S. nigrolineata do conform to the Turing test. For example, the 
simulated life-stages are "alive" at the time of year that the life- 
stages are observed in the field. Further, the life-cycle can take 
one or two years depending on the prevailing environmental conditions.
However, the Turing test is best reserved for a model that the 
modeller has tested as far as he is able. The most extensive and 
telling test will occur when Dr. R.L. Davidson is asked to 
discriminate between real world and simulated data, but this test will 
not be applied until the model has satisfied most other validation 
criteria (see also section 7.5).
A more practical and reasonable minimum validation requirement 
for any population dynamics model is that it is possible for the
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population to persist in the normal range of environments experienced 
in the field. We will examine this requirement in some detail in this 
and the next section.
Suppose that there is a very large scarab population, that p is 
the probability that an egg survives to become an adult female and 
that Y is the clutch size per female distribution with expectation 
EY =c. Then we expect the population to die out if pc <1, persist 
without growth if pc=l, and to grow exponentially if pc > 1.
However, scarab populations are not necessarily large enough for 
the deterministic theory to be a good approximation. If we assume 
that all clutches have the mean clutch size, then the probability 
generating function of this branching process for an initial 
population of one egg is:
(p (s) = 2 s^ P (k eggs laid)
k>0
= 1 - p + psC . (7.4.1)
*We can find the probability of extinction p by solving:
p = 4) (p ) , (7.4.2)
(Karlin and Taylor, 1975; Jagers, 1975). In practice, we can solve 
equation (7.4.2) simply, using the iterative scheme:
P0 ? 1 '
p* = <j>(p*) • (7.4.3)n+1 r n
The proof that equation (7.4.2) gives the probability of extinction 
also shows that the iterative scheme given by equations (7.4.3) will 
always converge.
For the probability generating function in equation (7.4.1) we
can determine the conditions under which the population can persist.
* *Suppose p = 1-e, where e is small. Then p satisfies equation
(7.4.2) where 4>(s) is given by equation (7.4.1):
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1 - £ = l-p+p(l-£) (7.4.4)
For e sufficiently small and c>l, p satisfies the conditions:
1 < < 1______
c P c [1 - \ (c - 1) £] * (7.4.5)
From equation (7.4.5), the population can persist if pc>l, while for 
pc ^  1 the population must eventually perish.
If the initial population has m eggs, the probability generating
function is (j)(s)m , where (f)(s) is given by equation (7.4.1). The
* mextinction probability is then (p ) .
However, the clutches in the simulation model are not constant in 
size, and a more refined branching processes model should reflect this. 
From an initial population of one egg we find that:
(j)(s) = 2 s^ P(k eggs laid)
k >0
k= P(clutch is never laid) + ^ P(k eggs laid) s
k>0
PfZ e-X/2 i-1 i CD ■r o
40 . y e 4 ° - k 7 -Apfi e k
1 - (1 - fl) e~X k=l A 51 - f (1 - l) e
Pf 1 e'X/2 (i - e**°> 40 . y f e ] k pfZ- e A s
1 - (1 - fl) e“A k=0 H 1 - f (1 - l) e“X
7 -A/2 7 -A/2 . 40 q 40>, _ pfI e______  _ fl40> pfZ- e_____s (s - 6 )_____
—  V-L v ) t  a \ •
l-(l-fl) e [l-f(l-Z) e ] s-(l-f) e
(7.4.6)
The extinction probability can be found from equation (7.4.2) and
equation (7.4.6) using the iterative scheme in equations (7.4.3). If
there are m eggs in the initial generation, the extinction probability 
* mis (p ) . We can also show that the population can persist for pc>l, 
where c is the expected clutch size per female, and eventually dies 
out if pc <  1.
The two branching process models whose probability generating
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functions are given in equations (7.4.1) and (7.4.6) are both of the 
same general form, and the generating function is:
<Ms) = 1 -p +p <J)Y (s) , (7.4.7)
where <j>Y (s) is the probability generating function of Y. From 
equation (7.4.7) the mean and variance of the number of eggs laid in 
the first generation are:
y = pEY = pc ,
02 = pVY +p(l -p) (EY)2 (7.4.8)
= P°y +p(l “ p) c2 .
In the next section, where the computer model is experimented with for 
a number of different environments, we will see that an increased 
variance in the number of eggs laid increases the probability of 
extinction.
7.5 EXPERIMENTING WITH THE MODEL
In this section, we will use the basic model of the population 
dynamics of Serioesthis nigrot'ineata in experiments with various 
simulated environments. There are two reasons for determining whether 
the model population can persist in these diverse environments:
(1) if the range of environments for which the model predicts 
population persistence accords with that reasonably expected in the 
field, these computer runs provide valuable validation for the model, 
and
(2) given that the model is biologically reasonable, the model 
responses, as such, are of interest when studying the population 
biology of S. nigvotineata.
This last reason leads back to the long-term aims for the scarab 
model — it should be predictive of scarab numbers from season to 
season, it should be useful for examining long-term population trends 
in response to pasture improvement and it should help in the
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evaluation of different management strategies (Chapter 2, p.16).
If soil moisture and temperature were the most favourable 
possible for S. nigvolineata survival, the probability that an egg 
develops into an adult female would be 0.0906, which would give a mean 
productivity per female of about 1.61. This is a low intrinsic rate 
of increase and this suggests that populations build up slowly in 
small localised areas over a number of years before revealing them­
selves in several local outbreaks. Since the larvae in these severe 
infestations destroy their own environment, they also destroy them­
selves. This is the classic Malthusian fate of a population whose 
rate of increase is governed only by extrinsic factors, in this case 
soil moisture and temperature. Even with a rate of increase of 1.61, 
the probability of extinction is 0.9657 for an initial population of 
one egg of indeterminate sex, and 0.0306 if the number of eggs in the 
population reaches one hundred. These extinction probabilities were 
calculated for (s) given in equation (7.4.1), and the corresponding 
probabilities for (j)(s) given in equation (7.4.6) are 0.9678 and 0.0379.
Experiments with the computer model employing constant soil 
moistures with either constant temperatures, or the mean temperature 
at 3 cm depth in the soil have already been described (see section 
7.2). For each of these environments the probability of extinction of 
an initial population of one egg, calculated using (J)(s) given in 
equation (7.4.1) is:
Constant temperature Mean
-------------------------------  temperature
10 °C 15 18 20 22 25 27 at 3 cm
soil moisture
4% 1 1 1 1 1 1 1 1
7 1 1 1 1 1 1 1 1
10 1 .9803 .9892 .9982 1 1 1 .9858
15 1 .9803 .9892 .9982 1 1 1 .9858
18 1 1 1 1 1 1 1 1
20 1 1 1 1 1 1 1 1
25 1 1 1 1 1 1 1 1
27 1 1 1 1 1 1 1 1
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An abbreviated table of the extinction probabilities for an initial 
population of one hundred eggs is:
Constant temperature Mean
temperature 
at 3 cm10 °C 15 18 20 22
soil moisture
7% 1 1 1 1 1 1
10 1 .1372 . 3383 .8380 1 .2384
15 1 .1372 . 3383 .8380 1 .2384
18 1 1 1 1 1 1
When 4>(s) in equation (7.4.6) is used, that is when the variability in 
clutch sizes is taken into account, the probabilities of extinction of 
initial populations of one and one hundred eggs are:
Constant temperature Mean
temperature 
at 3 cm10 °C 15 18 20 22
soil moisture
7% 1 1 1 1 1 1
1 1 1 1 1 1
10 1 .9816 .9900 .9984 1 .9867
1 .1567 . 3651 .8489 1 .2632
15 1 .9816 .9900 .9984 1 .9867
1 .1567 .3651 .8489 1 .2632
18 1 1 1 1 1 1
1 1 1 1 1 1
The base model of another computer experiment used the simulated 
soil moisture regime for 1972 and the mean temperature at 3 cm in the 
soil. The aim of this experiment was to determine the tolerance of 
S. nigroli-neata to environments differing by fixed soil moistures and 
temperatures from a typical Armidale scarab environment represented 
by the base model. In each of 65 computer runs fixed soil moisture 
and temperature differences were added to the soil moisture and 
temperature of the base model. For example, one computer run followed 
a scarab population in an environment in which the soil was always
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wetter by 1.0% soil moisture and hotter by 1.5 °C than the base 
model's environment. Since the soil moisture and temperature sub­
models have no stochastic components, the single computer run for each 
combination of the soil moisture and temperature differences is 
sufficient to find the probability that an egg of indeterminate sex 
becomes an adult female. These probabilities are:
Deviation Temperature
from base -------------------------------------------------------
model -3.0 °C -1.5 -1.0 -0.5 0 +0.5 +1.0 +1.5 +3.0
soil moisture
-3.0% .0128 .0122 - .0120 - .0100 .0085
-1.5 .0511 .0486 .0474 .0460 .0455 .0440 .0412 .0396 .0338
-1.0 - .0603 .0589 .0572 .0563 .0542 .0513 .0492 -
-0.5 - .0668 .0651 .0632 .0621 .0599 .0516 .0555 -
0 .0690 .0657 .0640 .0621 .0612 .0599 .0585 .0568 .0511
+0.5 - .0629 .0613 .0595 .0588 .0586 .0579 .0567 -
+1.0 - .0566 .0551 .0535 .0532 .0539 .0538 .0531 -
+1.5 .0503 .0480 .0470 .0458 .0460 .0472 .0480 .0479 .0451
+3.0 .0206 .0242 - .0286 - .0339 .0326
(A minus indicates that a computer run for that deviation from the 
base run was not performed.) The corresponding minimum clutch sizes 
for very large populations to persist are:
Deviation Temperature
from base -------------------------------------------------------
model -3.0 °C -1.5 -1.0 -0.5 0 +0.5 +1.0 +1.5 +3.0
soil moisture
-3.0% 77.92 81.66 - - 83.49 - L00.3 117.5
-1.5 19.58 20.56 21.11 21.75 21.96 22.71 24.25 25.26 29.62
-1.0 - 16.54 16.98 17. 50 17.76 18.46 19. 51 20. 32 -
-0.5 - 14.97 15.37 15.83 16.10 16.68 17. 36 18.01 -
0 14.49 15.22 15.63 16.10 16.34 16.70 17.09 17.59 19.56
+0.5 - 15.89 16.32 16.81 17.02 17.02 17.28 17.64 -
+1.0 - 17.66 18.14 18.68 18.79 18.57 18.59 18.83 -
+1.5 19.88 20.84 21.28 21.83 21. 74 21.18 20.83 20.89 22.15
+3.0 48.57 41.24 - - 34.91 - - 29.52 30.68
The mean clutch size per female in the model is independent of the 
soil moisture and temperature and is 17.70 (see section 7.3). There­
fore, the model population can persist only in those environments
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where the minimum clutch size given in the table is less than 17.70.
In table 7.5.1 four extinction probabilities are given for each 
of the 65 computer runs in this experiment. The probabilities are 
pairs of values calculated from 4>(s) given in equations (7.4.1) and 
(7.4.6) for each of two initial populations of one and one hundred 
eggs. Although the extinction probabilities for only two initial 
population sizes have been quoted, extinction probabilities for 
populations beginning with a different number of eggs can be easily 
calculated (see section 7.4).
For an initial population size of, say 1 000 eggs, the population 
will almost certainly persist in those environments where persistence 
is possible. This means that if a population does reach a large size 
in these environments, it is likely to continue to increase. In 
contrast, small populations are likely to die out, purely as a result 
of chance events. So again the model predicts that the population 
biology of S. nigrolineata will be characterised by geographically 
small, localised outbreaks.
The environmental conditions under which S. nigrolineata 
populations can persist are clearly delineated in table 7.5.1. 
Populations are only able to persist in environments close to those 
experienced at Armidale. Compared to the base model, S. nigrolineata 
populations are more sensitive to hotter than colder temperatures and 
wetter than dryer soil moistures. Although cool temperatures enhance 
survival, the slowing of development at these temperatures together 
with the restriction that the life-cycle must be completed in two 
years ensures that cold temperatures do not guarantee the persistence 
of scarab populations.
Differences in the mean environmental regimes is only one aspect 
of the differences in environmental conditions that scarab populations 
might face. Therefore the probability that an egg of indeterminate 
sex becomes an adult female was found for the environmental soil 
moisture in a dry year (1972) and a wet year (1973) for two different 
temperature regimes. These temperature regimes were the mean 
temperature at 3 cm depth in the soil and those experienced at
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Table 7.5.1
Extinction probabilities for model scarab populations calculated 
for (s) given in equations (7.4.1) (the first and second 
probabilities) and (7.4.6), for initial populations of one (the first 
and third probabilities) and one hundred eggs. The base model employs 
1972 soil moistures and the mean temperature at 3 cm; the other runs 
have environments differing by fixed soil moistures and temperatures.
Deviation Temperature
from base -------------------------------------------------------
model -3.0 °C -1.5 -1.0 -0.5 0 +0.5 +1.0 +1.5 +3.0
soil moisture
-3.0% 1
1 
1 
1
-1.5 1
1 
1 
1
- 1.0
-0.5
0 .9862
.2485 
.9871 
. 2737
+0.5
+1.0
+1.5 1
1 
1 
1
1 
1 
1 
1
1 1
1 1
1 1
1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
.9954 .9972 .9992 1
.6283 .7548 .9203 1
.9957 .9974 .9992 1
.6499 .7705 .9260 1
.9885 .9903 .9924 .9936
.3138 .3769 .4642 .5246
.9893 .9910 .9929 .9940
. 3404 .4039 .4904 .5495
.9896 .9915 .9936 .9946
.3532 .4250 .5246 .5804
.9904 .9921 .9940 .9950
.3801 .4517 .5495 .6037
.9927 .9945 .9965 .9973
.4799 .5739 .7043 .7635
.9932 .9949 .9968 .9975
.5058 .5974 .7226 . 7788
.9999 1 1 1
.9880 1 1 1
.9999 1 1 1
.9889 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1
1 1 1
1 1 1
1 1 1
.9960 .9987 1
.6728 .8781 1
.9963 .9988 1
.6925 .8866 1
.9960 .9977 .9996 1
.6728 .7906 .9648 1
.9963 .9978 .9997 1
.6925 .8043 .9674 1
.9975 .9984 .9998
.7814 .8478 .9763
.9977 .9985 .9998
.7957 .8582 .9781
1 1 1
1 1 1
1 1 1
1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
1 1
1 1
1 1
1 1
+3.0
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Chiswick, Armidale, in a typical year, 1974. (See Chapter 6 for 
details of these environments.) The computer runs employing these two 
different temperature regimes are not strictly comparable because the 
depths at which the immature stages develop in the second temperature 
regime are not 3 cm. For example, the vulnerable egg stage is at 5 cm 
depth where the egg is shielded against most of the diurnal 
temperature fluctuations and the seasonal fluctuation is less extreme 
than at 3 cm. The other immature stages are distributed randomly, but 
usually at a depth of less than 3 cm. The probability of surviving 
from egg to adult female in the mean temperature at 3 cm regime, and 
the mean survivorship for the 1974 temperature regime (calculated from 
four antithetic computer run pairs) are:
Mean temperature 1974
at 3 cm Temperature
1972 soil
moisture .0612 .0541
1973 soil
moisture .0529 .0479
The corresponding minimum clutch sizes required to maintain a
population are:
Mean temperature 1974
at 3 cm Temperature
1972 soil
moisture 16.34 18.50
1973 soil
moisture 18.91 20.86
Persistence of the population is possible in only one of the environ­
ments if each of the environments recurred every year. In the field, 
some years will be favourable for scarab survival, while others will 
be unfavourable.
Note that the extinction probabilities that take variability of 
the clutch size into account are higher than those which assume that 
all clutches have the same size. A general conjecture from this
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Observation is that increased variability in the clutch size per egg 
distribution leads to higher extinction probabilities. We can confirm 
this conjecture heuristically by the following argument. Expanding 
4>(s) by Taylor's theorem gives:
(|>(s) « <M1) + (s - 1) (M (1) +h(s - l)2 4>" (1) . (7.5.1)
Now,
<MD = 1
(J)' (1) = y , assumed > 1
<f>"(D = ö2 +y2 -y , (7.5.2)
where y and cr are the mean and variance of the clutch size per egg,
*see equations (7.4.8). To find the extinction probability p we must 
solve:
* *p = d)(p )
« 1 + (p*)y +h(p* - l) 2 (c2 +y2 -y) . (7.5.3)
Assuming equality in equation (7.5.3) we find that:
(1 -P*) (1 -y +k(0z +y2 -y) (l-p*)) = o. (7.5.4)
★I f p jL 1, then :
* 2 (y - 1)1 - P = ---------2 2 o + \x - y
= (7.5.5)
p(o^ “ ° + °2>
2substituting for y and 0 using equations (7.4.8). Equation (7.5.5)
*holds only for pc >1, since otherwise p =1.
For equation (7.4.1), C2 =0, whereas G2 >0 for equation (7.4.6), 
so equation (7.5.5) shows that the probability of extinction is higher 
in the model for which (j)(s) is given in equation (7.4.6). The effects 
of variability in the environment of scarabs are twofold:
(1) Hour to hour variability can include extreme environmental 
conditions which, even over only a few hours, can substantially reduce 
the probability of an egg developing into an adult female. Reducing
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the value of p in equation (7.5.5) increases the probability of ★extinction p .
(2) Year to year differences in the probability that an egg 
develops into an adult female will increase 0 , the variance of the 
clutch size per egg. (See also Jagers (1975) for a more formal 
approach to branching processes in varying and random environments; 
he also discusses branching processes with immigration.)
The probabilities of survival from egg to adult female calculated 
in all the experiments discussed above assumed that the survival 
through the pre-pupal and pupal stages was 0.8x0.8 = 0.64. Survivor­
ships can be calculated assuming no mortality in these stages. For 
this altered set of model parameters, the extinction probabilities are 
reduced and the range of environments that can be tolerated by the 
model populations is considerably wider than for the original set of 
parameters.
However, the maximum mean productivity per adult female is 
increased to only 2.51, which is still quite small. Therefore the 
qualitative inferences about the population behaviour of S. nigro- 
t'ineata are still the same — small populations, for example those 
begun by colonising adult females, are very likely to die out, purely 
by chance, whereas larger populations in small localised areas will 
build up slowly over a number of years before suddenly manifesting 
themselves and causing obvious damage to the pasture and soil. Such 
localised populations, having destroyed their environment, then die 
out. The heterogeneity of the soil environment, even within a single 
paddock, ensures that the outbreaks are over only small areas and are 
sporadic and asynchronous. This description has been inferred from 
the model, and since it agrees with the observed behaviour of natural 
populations of S. nigvolineata, it provides further validation of this 
model of the population dynamics of the pasture scarab, S. nigro- 
Zineata.
Although this model has been extensively verified and partially 
validated, lack of further readily available data has precluded a 
fuller validation. However, the scarab model could now be used to 
examine the field experiments in which A. porosus and S. nigrolineata
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eggs and larvae were implanted in the soil in pots, and their develop­
ment and survival monitored (R.L. Davidson, pers. comm.; Hassan and 
Hilditch, 1976). The extensive light trap records collected at 
Chiswick over the last decade (R.J. Roberts, pers. comm.) could also 
be analysed using this model. If the remaining population parameters 
for A. porosus were determined the population dynamics of the two 
scarab species, S. nigrolineata and A. porosus could be compared. The 
aim of this research project — to develop a population dynamics model 
of S. nigrotineata which can be used as a tool for studying the long­
term aims of the Armidale scarab project, has been accomplished.
This chapter concludes the modelling of the population dynamics 
of S. nigrolineata. The next group of chapters consist of a number of 
smaller models of different situations in genetics. These chapters 
are included to demonstrate a diversity of mathematical, statistical 
and computer techniques that can be applied when developing, testing 
and using models of biological populations. They also explore a 
broader range of models that are useful in biology.
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CHAPTER 8
COMPLEMENTATION IN PETITE YEASTS
The cytoplasmically inherited petite mutations of the yeast 
Saccharomyces cerevisiae result in it being unable to use oxygen 
because of the lack in the mitochondrial DNA rings of some genes which 
code for certain respiratory enzymes. In this chapter a simple 
combinatorial model is examined which predicts the probability of a 
normal colony arising from the mating of two petites. For an 
experiment where p petites are mated with q petites, the expectation 
and variance of the number of normal colonies are derived. For q = l, 
the exact distribution is found. The expectation and variance are 
also found when mating may fail at random. The model is found to be 
consistent with experimental data of Clark-Walker and Miklos (1975). 
The theoretical results of this chapter have appeared in Adena (1977).
8.1 INTRODUCTION
The life-cycle of the yeast Saccharomyces cerevisiae has both 
haploid and diploid single cell stages. Haploid spores give rise to 
haploid cells which are of either of two mating types, a or a (cf. 
male and female in higher organisms). These haploid cells can divide 
mitotically by budding to form haploid clones. If strains of a and a 
mating types are mixed, individual cells may fuse to form a diploid 
zygote which buds into a diploid clone. If the diploid clone is 
deprived of nutrients, sporulation of meiotically produced haploid 
spores occurs (Sager, 1972).
The "petite" mutation in yeast arises spontaneously at the rate 
of about one per cent per generation (Euphrussi, 1953). It can also 
be induced by aromatic dyes, by ultra-violet radiation or by heat 
stress (Nagai, Yanagishima and Nagai, 1961). A petite yeast cannot
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use oxygen for respiration because it is deficient in some of the 
necessary enzymes, including cytochromes al, a3, b and certain 
dehydrogenases. Petite colonies can grow only on a fermentable medium, 
such as glucose, and the name refers to their small size compared with 
colonies respiring aerobically (Sager, 1972). Euphrussi and his 
co-workers backcrossed the progeny of a mating between normal and dye- 
induced petite parent for four generations without producing more 
petites than would arise spontaneously (Euphrussi, Hottinguer and 
Tavlitzki, 1949). This and other experiments show that petite 
mutations are not of nuclear origin, but are examples of cytoplasmic 
inheritance.
The single mitochondrion in a yeast cell is responsible for all 
respiration and energy production in the cell. DNA, the informational 
molecule of the cell is found not only in the nucleus, where it is 
linear, but also in the mitochondrion where it has a ring form 
(Hollenberg, Borst and van Bruggen, 1970). Usually there are about 
fifty rings with lengths between 24 and 27 ym in a haploid yeast cell 
(Williamson, 1970), although there may be a large number of smaller 
rings so that the total amount of DNA in the mitochondrion is 
approximately constant (Hall, Nagley and Linnane, 1976).
Both electron microscopy and the centrifugation of the mito­
chondrial DNA shows that all rings in a petite yeast are small (less 
than 24 ym in length) whereas in normal yeast at least one ring is 
large (more than 24 ym in length) (O'Connor, McArthur and Clark- 
Walker, 1975). In all petites a part of the DNA is missing in all the 
rings though additional regions may be lacking in some of the rings 
(Clark-Walker and Miklos, 1974; Faye et al. , 1973; Gordon and 
Rabinowitz, 1973). This accounts for the variation in size of the 
rings.
The common deletion in a particular petite may arise from a 
single mutant ring. When the yeast buds, a finger of the mito­
chondrion with a few DNA rings (which may include the mutant ring) 
enters the bud. These rings replicate until there is the required 
amount of DNA in the mitochondrion of the new cell. If the mutant 
ring was included in those transferred to the new yeast cell, then
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their localisation near their sites of formation (cf. Aufderheide and 
Johnson, 1976), will increase the probability of a subsequent bud 
containing only mutant rings (Clark-Walker and Miklos, 1974).
Crossing a petite yeast with a separately isolated petite strain 
sometimes produces a normal colony. Presumably this occurs because 
the deficiency in the DNA of each individual petite may be in 
different parts of the complete mitochondrial genome, and together the 
complete genome can be reconstructed by combining the complementary 
deficient strains (Clark-Walker and Miklos, 1975).
8.2 A MODEL
A simple class of models describing the mitochondrial DNA system 
in yeast idealises a normal yeast as having one ring of n genes, each 
separated by a length of non-coding "spacer" DNA. A petite is formed 
by deleting a random length arc beginning before a random gene, and 
reconstituting the ring. Breaks are assumed not to occur within a 
gene. A cross between two petites will produce a normal yeast if all 
genes are present in the combined mitochondrial genome (Clark-Walker 
and Miklos, 1975). The simplest model is to make all lengths and 
starting genes for the deletion equally likely. Two questions are of 
immediate interest. Is this simple model reasonable? And, if so, how 
many genes are present?
A test of the model could be achieved by examining the results of 
performing all crosses between p randomly arising a petites and q 
randomly arising a petites (cf. Clark-Walker and Miklos, 1975). The 
outcomes of these matings could be presented in a p by q array, by 
scoring one for a normal colony arising from any given cross and a 
zero for a petite colony.
We now introduce some notation. Suppose that there are genes 
labelled 0, 1, 2, ... n-1, and the petites are labelled ax, a2, ... a 
and otj, a2, ... a . Each petite can be characterised by an ordered 
pair, (k,Z), where k is the starting gene of the remaining ring and Z 
is its length. For example, (2,3) represents the petite yeast whose 
mitochondrial genome has the three genes 2, 2 © 1, 2 © 2, where © is
P
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defined as addition modulo n (see figure 8.2.1). Let X ^  take the 
value 1 if the mating between a^ and a_. is successful in producing a 
complete ring, and 0 otherwise. The total number of successful 
crosses in the mating array is given by:
P
Z
q2 x
i=l j=l ij *
(8.2.1)
Suppose we have two yeasts a. = (k.,7.) and a. = (k'. , 7'.) . If thei l l  D 3 3
mating between them is to produce a normal colony, two symmetric 
conditions must hold. The starting gene of the mitochondrial genome 
of each yeast must lie either within or at the end of that of the 
other. That is,
k! <  k. <  k'. + ll <n 3 i 3 3 0 <  k. <  k'. + ll -n , k'. <  k. <n (8.2.2)1 3 3 3 i
and
k. <  k <  k . + 7 . <n
1 3 1 1
0 <  k <  k . + 7 . - n , 3 1 1 k . <  k '. < n . 1 3 (8.2.3)
Of the n different types of petite yeasts that could be mated
with a^, each successful yeast that will produce a normal colony must
include the n-l. genes not in a . . If ll = n-l. there is one 1 1 3 1
possible type; if ll = n - l ^ + 1  there are two and so on until if 
7^ = n - l  there are 7  ^possible types. In all, of the n2 different 
petite types, there are 1 + 2 + . . . + l^ = %7_^(7^ + l) yeasts that mate 
successfully with a^. For example, when n = 4, then the following 
yeasts would mate successfully with the petite (0,3): (3,1), (3,2),
(2,2), (3,3), (2,3), (1,3) and (0,0), (1,0), (2,0), (3,0), (0,1),
(1,1), (2,1), (0,2), (1,2), (0,3) would be unsuccessful.
The expected number of successful matings between any two petite 
yeasts chosen at random is the average (over all possible starting 
genes and genome lengths of the first petite) of the probability of 
success of the mating between the first and the second petites. This 
expectation is
n-l n-l
E(X. .) = —  X X -rhlAl. + 1)
13 n2 k.=0 Z.=0 "2 1 11 1
n 2 - 1 (8.2.4)
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Figure 8.2.1: A normal yeast with n = 5 genes and a derived petite
(2,3) .
1698. 3
And the variance is
V(X. .) ID
n2 - 1 n 2 - 1
6n2 D
(n2 - 1) (5n2 + 1) 
36n4 (8.2.5)
The last two results are simply the expectation and variance of X for 
the special case p = q  = l when the mating array is 1 by 1.
8.3 EXPECTATION AND VARIANCE OF 
THE TOTAL MATING SUCCESS, X
The expected number of successes in a p by q mating array is the
expectation, E(X), of successful matings from all X.ID
E(X) = E
r p q 2 2 x
i=l j=l ijj
p q2 2 E(x. .)
i-1 j-1 13
P q 2 .
2 2 —  "--1
i=l j=l
pq(n - 1) n pq (8.3.1)
To derive V(X) we need cov(X..,X....). First note that if i = i'ID i 'd
and j = j ', then cov(X. .,X., .,) is simply V(X. .) = (n2 - 1) (5n2 +1)/36nij i' j
If i = i* , but j ? j' , cov (X± j , X±_. , ) = E ( X _ X _ , )  - e (X^ )E (X_ ,)
and E(X..X ...) is the probability that X.. = X... = 1. That is, aID ID ID ID
given yeast (a^) successfully mates with two petites chosen at random. 
This gives:
n-1 n-1 l. (1. +1) l. a .  +1)
E (X . . X . . , ) = -y 2 2 -i— ij------ —--~r---
3 13 n k.=0 1=0 2n 2n1 1
(n2 - 1) (3n2 - 2) 
60n 4
(8.3.2)
and
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cov(X..,X.. ) 13 ID
(n2 -1) (3n2 -2) 
60n4
rn 2 - 1
(n2 - 1) (4n2 - 1) 
180n4
Similarly
cov(x ,X ) (n2 -1) (4n2 -1) 
180n4
(8.3.3)
(8.3.4)
Now V(X) can be found as follows:
V(X)
f p q 
2 2 x. .
li=l j=l
= cov
p q 
2
i=
S x , S 2 X 
1 j=l J i'=1 j'=l J
2 2 2 2  cov(X..,X. . ). ., . , 13 i D
1 D 1 D
2 + 2 + 2 + 2 cov(X. . ,X. , . ,)
/ i' i^ i' i=i' i=i' ' ID 1 Dvi^j' i^i1
j—j ' j=j'
0 + p(p ~l)g(n2 - 1) (4n2 - 1) 
180n4
+ Pq (q - 1) (n2 - 1) (4n2 - 1) + pg (n2 - 1) (5n2 + 1)
180n 36n
p-q(n v- { (p + q) (4n2 - 1) + (17n2 + 7) }
180n
n p q (4(p + g) +17) 
180 (8.3.5)
With increasing n the rate of approach to the asymptotic results is 
fast. Therefore it would be difficult to determine n, even if the 
experimental data fitted the model well.
Consider the experiment of Clark-Walker and Miklos for which 
p = 2 0 ,  q = 30 and the observed number of normal colonies was 54 of the 
600 matings. Although the observed number of complementations is low, 
the model is consistent with the experimental data for any number of
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genes in the mitochondrial genome except n =1:
n Expected number of successes
Variance of the 
number of successes
Approximate probability 
of the data, or 
more extreme data
1 0 0 0
2 75 515.6 .344
3 88.89 628.8 .162
4 93.75 669.7 .120
5 96 688.9 .105
CO 100 723.3 .084
The approximate probability is found from a continuity corrected 
normal distribution with the appropriate mean and variance. The 
probability for n = 5 was confirmed using the Monte Carlo computer 
simulation program in figure 8.3.1.
For a given total number of matings, p = q  minimises the variance 
of the number of successes. However, if numerous petite strains are 
available and we want to construct only a given number of matings, 
then the best procedure is to perform many independent experiments 
with p = q  = l. This means that we use each a and a strain only once, 
and discard them after one mating. With 600 matings, the expected 
number of successful matings is still 100 for large n, but the 
variance is reduced by a factor of over eight to 83.33. A further 
advantage of this strategy is that the distribution of the number of 
successes is known to be binomial, since the experiment consists of 
independent Bernoulli trials, with (n -l)/6n as the probability of 
success.
8.4 THE DISTRIBUTION OF SUCCESSFUL 
MATINGS WHEN q =1
Suppose we perform an experiment with only one a, petite yeast and
p,a petites. Let Y K be the integer random variable taking values 
P ^between 0 and 2 - 1  such that the ith bit of the binary expansion of
Y ' is 1 if the mating between a and a. is successful and 0 otherwise, p i
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Figure 8.3.1: Simulation of the p and q yeast mating experiment. The
program is written in FORTRAN V (FOR level E3 compiler on a UNIVAC 
1110/42 computer running under EXEC 8).
1 * C
2 * C GENERATE RANDOM P X Q YEAST EXPERIMENTS,
3 * c COUNTING THE NUMBER OF SUCCESSFUL MATINGS
4 * c
5 * PARAMETER P=20, Q=30, N=5
6 * PARAMETER NTRIAL=100, NTIMES=10
7 * INTEGER S, SS, SSS, Si(NTRIAL)
8 * INTEGER Nl (P) , N2(P)
9 * INTEGER RAN
10 * LOGICAL NORMAL
11 * EXTERNAL RAN, NORMAL
12 *
13 * WRITE(6,100)
14 * 100 FORMAT('1 P X Q YEAST EXPERIMENT')
15 * c
16 * c PERFORM THE NTRIAL P X Q YEAST EXPERIMENTS
17 * c NTIMES TIMES
18 * DO 21 KK=1,NTIMES
19 * SS = 0
20 * SSS = 0
21 * c
22 * c PERFORM NTRIAL P X Q YEAST EXPERIMENTS
23 * DO 17 K=l,NTRIAL
24 * c
25 * Q ***** P X Q YEAST EXPERIMENT
26 * c
27 * c INITIALISE A SET OF P RANDOM PETITES
28 * c A RANDOM PETITE IS CHARACTERISED BY
29 * c TWO RANDOM UNIFORM[0,N-l] VARIATES
30 * c
31 * DO 11 1=1,P
32 * Nl(I) = RAN(N)-1
33 * N2(I) = RAN(N)-1
34 * 11 CONTINUE
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Figure 8.3.1 (continued): Simulation of the p by q yeast mating
experiment.
35 * C
36 * C CROSS Q RANDOM PETITES WITH THE SET
37 * C OF RANDOM PETITES
38 * S = 0
39 * DO 15 J=1,Q
40 * Ml = RAN(N)-1
41 * M2 = RAN(N)-1
42 * C
43 * C PERFORM THE P CROSSES CONCERNED WITH EACH
44 * C OF THE Q RANDOM PETITES,
45 * C COUNTING ONE FOR EACH MATING
46 * C THAT PRODUCES A NORMAL COLONY
47 * DO 13 1=1,P
48 * IF (NORMAL(Nl(I) ,N2(I) ,M1,M2,N)) S = S+l
49 * 13 CONTINUE
50 * 15 CONTINUE
51 * C
52 * C ACCUMULATE SUM AND SUM OF SQUARES OF THE COUNT
53 * SS = SS+S
54 * SSS = SSS+S*S
55 * Si(K) = S
56 * 17 CONTINUE
57 * C
58 * C CALCULATE SAMPLE MEAN AND VARIANCE OF THE
59 * C NUMBER OF COUNTS
60 * C OUTPUT THE ORDERED COUNTS, MEAN AND VARIANCE
61 * AV = FLOAT(SS) / FLOAT(NTRIAL)
62 * VAR = (FLOAT(SSS) - AV*AV*FLOAT(NTRIAL)) /
63 * ? FLOAT(NTRIAL-1)
64 * CALL SORT(SI,NTRIAL)
65 * WRITE (6,200) SI, AV, VAR
66 * 200 FORMAT (///' ORDERED COUNTS'/
67 * •? 5 (2015/) ,
68 * ? 'MEAN =',G16.8,20X,'VAR =',G16.8)
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Figure 8.3.1 (continued): Simulation of the p by q yeast mating
experiment.
69 * 21 CONTINUE
70 * STOP
71 * INTEGER FUNCTION RAN(I)
72 * C
73 * C GENERATE AN OBSERVATION ON AN UNIFORM[1,I]
74 * C RANDOM VARIABLE, IE ANY INTEGER FROM
75 * C (AND INCLUDING) 1 TO I IS EQUALLY LIKELY
76 * C TO BE CHOSEN
77 * C
78 * DATA L/123456789/
79 * C SEE SECTION 7.1 FOR A DESCRIPTION OF NRAND
80 * RAN = INT(NRAND(L)/(2.**35)*I) + 1
81 *
82 * RETURN
83 * LOGICAL FUNCTION NORMAL(I,J,K,L,N)
84 * C
85 * C DETERMINE IF A NORMAL YEAST COLONY IS THE
86 * c PROGENY OF A MATING BETWEEN YEASTS
87 * c (I,J) AND (K,L)
88 * c N IS THE NUMBER OF GENES IN A DNA RING
89 * c
90 * IMK = I-K
91 * IF(IMK) 3,7,5
92 * 3 IF(N+IMK-L) 4,4,7
93 * 4 IF(J+IMK) 7,8,8
94 * 5 IF(IMK-L) 6,6,7
95 ★ 6 IF(N-IMK-J) 8,8,7
96 * 7 NORMAL = .FALSE.
97 * RETURN
98 * 8 NORMAL = .TRUE.
99 * RETURN
100 * END
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Also, let X^ be the number of successful matings in the experiment.
Since the a petites are independently chosen, the probability
that Y (n) P takes the value
is:
p f Y (n) = y a = (k,Z) lll P > i=l
Z(Z +1) (2n2 - Z(Z + 1) )
l 2n2 V y> +---;rr— ~ d-x^yn
oP 2p2V n *
(8.4.1)
where X^(y) is the value of the ith bit of y, and ^(y) is the number 
of 1 bits in the binary expansion of y. We can derive the probability:
L(n) ] n-1 n-1= -y  2 2 p
r  \
Y^n) =yla = (k, Z)l P J n k=0 Z=0 p
n-1
--- 2 U U  + 1))^ (Y> (2n2 - m  +1) )p 'l'<y) . (8.4.2)
2P n2p+1 1=0
Y <n) = y PBut since the probability P 
probability of x successful matings, P 
give:
depends only on ijj(y), the
v (n)X = xV p , can be simplified to
v (n)X = xP
21 r t %2 P Y n = y
y=0:  ^P
i|>(y)=x
P
W
n-1
2P n2p+1 Z=0
2 (Z(Z + 1) )X (2n2 -1(1+ 1) )P X. (8.4.3)
If n is given, this expression can be further simplified as can be 
seen from the following examples:
v (2)X = xl P P
lxJ
3P~X
2p+l
x = 0
0 < x <  p
(8.4.4)
and
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v(3)X = x  ^P
^ L _  (9P + 8P + 6P )
P
IX J
D-X
2 (4P‘X + 3P )2p+l
x = 0
0 < x <  p .
(8.4.5)
(n) (n)Let X = lim X and Y = lim Y . Since the a petites are chosenP n-*00 P P n-x» P
independently, the following relation holds:
Also:
P (Y = y) = P(Yp+1= 2y) +P(Yp+1 = 2y + 1) .
p Y = 2P - 1 = lim P Y (n) = 2 P -11 P J n-x» l P J
(8.4.6)
n-1
lim
n-» 2P n2p+1 U 0
s a a +  id
lim
n-x» 2P n2p+1 1 2p+1
2p+l ,
n + 0(n2p)
lim
n-x» [2F (2p+l) 
1
+ 0 1inj
2P (2p+l)
Application of these results gives:
(8.4.7)
P(Y =y) = (-1)P
_ p-^(y)P-^(y) s (_1)ra 
m=0
P-^(y)l
2P m (2p - 2m + 1)
(8.4.8)
and
P(X = x) P
' " 
P p-x P-x'
= (_l)p x 2 (_i)m
X m=0 . I" . 2P m (2p - 2m + 1)
(8.4.9)
As n increases these asymptotic values are rapidly approached, 
with low values of p and x or ^(y) giving the most accurate estimates. 
For example, compare the asymptotic results with those for n = 9 for 
various values of p and x:
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p X P L ( 9 )X = xl  P J P(X =x) P % Difference
1 0 83539094 .83333333 .25%
4 4 .00658395 .00694444 5.2
5 0 .52454223 .51997655 .88
5 5 •00263305 .00284091 6.3
The results of this section have been verified with programs 
based on the logical function NORMAL (lines 83 to 100 of figure 8.3.1).
8.5 FURTHER RESULTS
A practical problem which is encountered is that even matings 
between normal haploid yeasts may fail to produce a diploid clone. 
Additionally, in matings between petite yeasts, even when all genetic 
sites are present in the combined mitochondrial genomes of the parents, 
the informationally incomplete rings must break and join together to 
restore a normal DNA ring. Hence even under these circumstances any 
mating may fail at random.
Suppose that the probability of failure from these causes is 1-7T 
and is independent of the mitochondrial genomes of the parents. Then 
it is of practical interest to find the expectation and variance of U, 
the number of successful matings when we allow for these additional 
failures. Since the additional causes of mating failure act 
independently in each mating, U ~  Binomial (X,tt) . Hence,
E(U) = TTE(X) = 2- Ef*.6n2 6
cf. equation (8.3.1), and
V(U) = TT(l-TT) E (X) +7T2 V(X)
= p-q- (-n-~ --- { tt [ (p + q) (4n2 -1) - (13n2 -7)] + 30n2}180n
~  \ {tt [4 (p + q) -13] +30} , (8.5.2)
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cf. equation (8.3.5), (see Rao, 1965, p.78, for properties of 
conditional expectation). In the special case p = q=l, and with large 
n, we have
E (U) ~ \ and6 V(U)
n TT (6 - Tf) (8.5.3)
cf. equations (8.2.4) and (8.2.5).
The probability of failure can be estimated for the experiments 
of Clark-Walker and Miklos (1975) from further experiments using the 
same strains (Clark-Walker, Oakley, McArthur and Miklos, 1977). 
Although, in general, TT may be as low as 0.1, in these further 
experiments an estimate of the maximum probability of normal colonies 
arising in a cross between two haploid petites capable of producing 
normal colonies is 307/323 = 0.9505. For tt = 0.9505, p=20, q = 30 and n 
large, the asymptotic expectation and variance of the number of 
successful colonies are 95.05 and 658.2, so for this modification of 
the model the approximate probability of the observed data or more 
extreme data is 0.105 (cf. 0.084 for tt = 1) .
Finding the mean and variance of the number of normal colony 
matings is less trivial if TT is a function of the mitochondrial genome 
lengths of the parents. Such a model arises if we postulate that the 
probability of breaking the parental rings (a prerequisite for joining 
as an informationally complete ring) is proportional to the lengths of 
the rings. However, it is likely that tt is more dependent on the 
diploid mating success than the probability of successful 
complementation. In an experimental cross at least tens of thousands 
of cells of the two mating types are mixed, and the number of normal 
diploid colonies arising from the cross is counted. Since the mean 
number of normal colonies that form, given that at least one normal 
colony forms, is about ten (see figure 2 of Clark-Walker and Miklos, 
1975), and if we make the reasonable assumption that the number of 
normal colonies is Poisson distributed, the probability of no success­
ful complementations (given that complementation is possible) is about 
exp(-10) = 4.5 x 10"5.
Another problem is to design experiments that allow estimation of
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n, the number of genes. Recent genetic experiments show that there 
are at least 17 genes (Fukuhara, Bolotin-Fukuhara, Hsua and Rabinowitz, 
1976). However, the number of genes in the model may not correspond 
to the number of different enzymes coded by the mitochondrial DNA, 
because those genes may be present in blocks within which no breaks in 
the DNA may occur. For the experiment of Clark-Walker and Miklos 
(1975), the probability of not detecting complementation is low 
(7T <  0.9505) and they find at least eleven distinct types of petites. 
Since n = 3 would give only seven possible distinct petites while n = 4 
would give thirteen, there must be at least four genes. Further, 
their figure 4 is a possible DNA map with eleven genes, although this 
map may not have the minimum number of genes consistent with their 
data.
The distribution of the number of successful matings in a p by q 
mating experiment has yet to be determined for general p and q. The 
model used above is the simplest of the class of models where the 
starting gene and length of the deleted arc follow specified 
distributions.
In this chapter, we have developed a simple combinatorial model 
for the number of normal yeast colonies arising from the mating of 
petite yeasts. First, the biology of petite yeasts was discussed.
Then we derived analytical results for the mean, variance and the 
distribution (for q =1) of the number of these normal colonies. A 
simulation model (figure 8.3.1) was constructed and it aided the 
theoretical analysis in three ways:
(1) as an extension of the mathematician's usual "pencil and 
paper" manipulation of the model, it enhanced understanding and 
insight into how the model behaves,
(2) it enabled the correct results, at least for a few values of 
the parameters, to be known before the analytical proofs were 
constructed; reliable conjectures of the finished mathematical 
product promote mathematical reasoning, and
(3) it makes checking of most steps in the mathematical 
arguments possible, and with tedious, error-prone manipulations this 
is always helpful.
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Finally, we applied the analytical results in three different 
contexts:
(1) we found that the most efficient experiments had p = q, and 
preferably consisted of many small sub-experiments with p = q = l,
(2) we tested the model against the data of Clark-Walker and 
Miklos (1975) and found that the model was an adequate fit if the 
number of mitochondrial genes was greater than one, and
(3) we modified the analytical results to cope with a practical 
shortcoming of the original analysis, namely that matings between 
yeasts may fail at random.
In the next chapter, we will examine the population genetics of 
an interchange chromosome system in rye. As in this chapter, there 
are three parts to that analysis. First, we review the biology of the 
situation. Secondly, we derive some analytical results with the help 
of a simple computer simulation program and, thirdly, we apply the 
analytical results to the practical problem in hand.
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CHAPTER 9
THEORETICAL POPULATION GENETICS OF AN 
INTERCHANGE SYSTEM IN RYE
9.1 INTRODUCTION
The individual theoretical effects of selfing and selection 
acting on a population of diploid individuals are well known (see, for 
example, Crow and Kimura, 1970). However, the population genetics of 
populations subject to both factors is less well understood, except 
for completely selfing populations (for example, Reeve, 1955; Haldane, 
1956) . For the general case, the mathematical equations do not appear 
to have explicit solutions (Hayman, 1953; Workman and Jain, 1966), 
although Kimura (1957) has produced some results which are discussed 
in section 9.3.
R.J. Bailley and H. Rees, of the University College of Wales, 
examined a partially self-fertilising population of the monoecious 
grass species rye, Seoale ceveale , in which there is an interchange 
system. An interchange is a reciprocal exchange, or translocation, of 
segments of non-homologous chromosomes. Because of complications 
during meiosis, interchange heterozygotes are usually less fertile 
than normal homozygotes (Rees and Jones, 1977) . If small chromosome 
segments are deleted during the translocation, the interchange homo- 
zygotes may be infertile or fail to develop normally (Swanson, Merz 
and Young, 1967) .
Bailley and Rees experimentally determined the selfing proportion 
and the fertility and viability of each of the three karyotypes — 
normal homozygotes (referred to as AA), interchange heterozygotes (AC) 
and interchange homozygotes (CC). The selfing proportion was 
estimated to be about 0.4 using crosses between plants with and without 
B chromosome markers (see Rees and Jones, 1977, for a discussion on B
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chromosomes and how the offspring of a mother with a B chromosome 
almost always also have a B chromosome). The fertility of each 
karyotype was calculated from the number of seeds set by plants of 
each karyotype. The interchange homozygotes failed to develop into 
seeds so their fertility could not be determined. The interchange 
heterozygotes had a fertility of about 0.74 compared with the normal 
homozygotes. A random mixture of AA and AC seed was sown at several 
densities. In this experiment, they found that the proportion of AC 
plants varied linearly from about 20 per cent at the lowest sowing 
densities, where the percentage survival of all plants was about 25 
per cent, to about 35 per cent at the highest sowing density, where 
over 97 per cent of the plants failed to reach maturity. Therefore, 
the interchange heterozygotes have enhanced viabilities compared with 
the normal homozygotes at the highest sowing densities. Assuming that 
the viabilities of AC and AA plants are equal in the lowest density 
plots, the relative viability, 1+v, of AC plants in the highest 
sowing densities is 2.02 relative to AA plants. This experiment is 
discussed in more detail in section 9.4.
The algebra required to describe the population genetics of an 
interchange system is identical to that describing systems with two 
alleles at one locus. In section 9.2, the fate of an interchange 
within a monoecious plant population is analysed for the case in which 
the interchange homozygote (CC) is lethal. In section 9.3, an 
analogous analysis is derived for the case in which both homozygotes 
(AA and CC) have equal selective values.
These analyses have been verified with runs of the computer 
program shown in figure 9.1.1, which is a simulation model written in 
BASIC 4.3 on a NOVA 2/10 computer. The program calculates the 
deterministic karyotype frequencies at each generation for given 
values of the selfing proportion and the fertility and viability of 
each karyotype. The initial karyotype frequencies are also required 
by the program. The program was run on a number of representative 
cases before the mathematical analysis was performed; these 
preliminary runs provided useful conjectures for the form of the 
mathematical solutions for the equilibrium karyotype frequencies and 
also confirmed that the algebra was performed correctly (see also the
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Figure 9.1.1: Simulation of chromosome frequencies — a BASIC program
for generation by generation simulation of a partially self- 
fertilising plant population with fertilities and selective values 
dependent on the karyotype.
0001 REM
0002 REM GENERATION BY GENERATION SIMULATION
0003 REM OF A PARTIALLY SELF-FERTILISING MONOECIOUS PLANT POPULATION
0004 REM WITH FERTILITY AND SELECTIVE VALUE DEPENDENT
0005 REM ON THE KARYOTYPE
0006 REM
0007 PRINT
0010 PRINT "SIMULATION OF CHROMOSOME FREQUENCIES"
0019 INPUT "SELFING PROPORTION = ",A
0020 INPUT "FERTILITY OF AA AC CC ",F1;
0021 INPUT " ",F2;
0022 INPUT " " ,F3
0030 INPUT "SELECTIVE VALUES "/SI;
0031 INPUT " " /S2;
0032 INPUT " " / S3
0040 INPUT "INITIAL FREQUENCIES "/Pi;
0041 INPUT " "/P2;
0042 INPUT " " ,P3
0043 GOSUB 1000
0050 REM G COUNTS THE NUMBER OF GENERATIONS
0055 LET G = 0
0060 PRINT " GEN AA AC CC"
0070 GOSUB 2000
0100 REM FERTILITY STEP
0110 LET PI = Q1*F1
0120 LET P2 = Q2*F2
0130 LET P3 = Q3*F3
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Figure 9.1.1 (continued): Simulation of chromosome frequencies.
0140 GOSUB 1000
0200 REM SELECTION STEP
0210 LET PI = Si*.25*(2*Q1*A+(Q1+Q1+Q2)* (A+(Q1+Q1+Q2)* (1-A)))
0220 LET P2 = S2* .5* (Q2+(1-A)* (Q1*Q2+4*Q1*Q3+Q2*Q3))
0230 LET P3 = S3*.25*(2*Q3*A+(Q3+Q3+Q2)* (A+(Q3+Q3+Q2)* (1-A)))
0240 GOSUB 1000
0300 REM PRINT FIRST 20 GENERATIONS, THEN EVERY 10
0310 LET G = G+l
0320 IF G<=20 THEN GOTO 0340
0330 IF GOINT (G/10) *10 THEN GOTO 0400
0340 GOSUB 2000
0400 REM LOOP BACK FOR THE NEXT GENERATION 
0410 GOTO 0100
1000 REM NORMALISING ROUTINE
1001 REM INPUT FREQUENCIES : PI P2 P3 (P1+P2+P3 = ?)
1002 REM OUTPUT FREQUENCIES: Ql Q2 Q3 (Q1+Q2+Q3 = 1)
1010 LET W = P1+P2+P3
1020 LET Ql = Pl/W
1030 LET Q2 = P2/W
1040 LET Q3 = P3/W
1050 RETURN
2000 REM PRINTING ROUTINE
2100 PRINT USING " ### #.##### #.##### #.#####",G,Q1,Q2,Q3 
2110 RETURN
9.2 185
discussion in section 8.5). The combination of simple interactive 
programming with analytic computations is a particularly powerful 
approach when examining theoretical problems in biology (see also the 
general discussion in Chapter 11).
9.2 LETHAL INTERCHANGE HOMOZYGOTES
In this section we assume that:
(1) the interchange homozygote (CC) is lethal,
(2) the interchange heterozygote (AC) has a seed to adult 
viability, 1+v, relative to the normal homozygote (AA) ,
(3) the fertility, f, of the interchange heterozygote is reduced 
relative to the normal homozygote, and
(4) each individual randomly outbreeds with a probability of 
1 - a and seifs with a probability of a.
The seed to adult viability of the interchange heterozygote and its 
relative infertility can now be combined to give a single selective 
value, 1 + s = (l+v)f. In this equation the number of individuals in 
a generation is counted at seed time whereas a cytologist would count 
adult plants for which he is able to determine the precise cytological 
constitution. The observed frequency of AA plants is thus 
pfcf/[1~Pt (1 - f)], where p^ is the frequency at generation t of AA 
plants as calculated at seed time.
Population Parameters when Interchange Homozygotes are Lethal
Normal 
homozygate 
(AA)
Interchange 
he te ro zygo te 
(AC)
Interchange
homozygote
(CC)
Frequency Pt qt = 1 - Pt 0
Fertility 1 f -
Seed to adult viability 1 1 + V
Selective value 1 l + s =  (1 + v) f 0
Selfing proportion a a -
(A means that the parameter is not required in the model.)
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If s<0, the interchange heterozygotes are at a selective 
disadvantage and the frequency of AC plants in the population 
decreases in each generation. If s = 0, and oi>0, then the interchange 
chromosomes are lost as homozygotes by selfing. If s = a  = 0, at every 
generation the frequency of AA, p , shows neutral stability for p t >0.
So let us assume that s > 0 / that is, AC plants are at a selective 
advantage compared with AA plants.
The basic population genetics equations relating the karyotype 
frequencies from one generation to the next can be written as:
”t+l p t+l ” apt + (l-a)p^ + J|(l-a)pt ( 1 - P t)
+ %a(l - pfc) + h(l - a)pt (1 - p fc) +%(l - a) ( l - p t)2
= %(1 + 2pt + p 2 + apt - ap^ .) ,
and
wt+i qt+i 5t+l(1‘ Pt*l>
(9.2.1)
= (1 + s) [*s(l - a)pt (1 - p fc) + ^ saCi - pfc)
+ %(l-a)pt (l- p t)+ k(l - a) (1 - Pt)2]
= h(i + s) ( i - p t) ( l + p t ~apt) , (9.2.2)
where w^+  ^ is the average fitness of the population at the (t+l)st 
generation. Now the average fitness of the (t+l)st generation is:
5t+l = *t+l P t + l + W ^ W
%[3 + 2pt - p^ - apt + ap£ + 2s (1 - apt + ap£ - p£) ] . (9.2.3)
Therefore
Pt+l " Pt -(1 - p t) [p2 (1 -a) (1 + 2s) - p (a - 2s) - l]/4w .
(9.2.4)
t+1=Pt = p, say, since p -p =0. The roots ofAt equilibrium p
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the above equation at an equilibrium are p Q =1 and
Pi, 2 = ( (a " 2s) 1 [ (a " 2s) 2 + 4 (1 - a) (1 + 2s) ]**}/2 (1 - a) (1 + 2s) . However, 
p 2 would give a negative frequency at that equilibrium and so cannot 
be an equilibrium frequency of AA plants. Furthermore, p x is 
appropriate only if p x < 1 .  Hence a<2s/(l + s) or s>a/(2-a) for p 1 
to be an equilibrium frequency of AA.
If the proportion of selfing is too high or alternatively if the 
selective advantage of AC plants is too low, there is only one 
equilibrium with all plants AA, and so the interchange chromosomes 
cannot persist in the population. Otherwise there are two equilibria. 
The first has only AA plants (pQ = 1) and the second is a polymorphism 
with:
p
Pj = {(a- 2 s) + [(a-2s)2 + 4 ( 1 - a) (1 + 2s) ] 2}/2 (1 - a) (1 + 2s) . (9.2.5)
Complete selfing (a=1) is a special case. All AA plants (pQ =1) 
gives one possible equilibrium, while, for s>l, there is also an 
equilibrium with Pj =l/(2s-l). Thus, providing the selective 
advantage of the interchange heterozygote is high enough, complete 
selfing can be tolerated.
The Fundamental Theorem of Natural Selection (Fisher, 1930) does 
not apply in this instance because there is selfing. Since the 
theorem postulates that the mean fitness increases in each generation, 
the rate of change of the mean fitness at an equilibrium would be zero. 
But 9w/3p = h [2 - 2p - a + 2ap + 2s(-a + 2ap - 2p)], which when equated to 
zero gives p = [2-a(2s + l)]/2(l-o0(2s + l), and this does not 
represent an equilibrium.
The stability of the equilibria can be found by examining
equation (9.2.4) for p  ^- p^ (see, for example, Li, 1955). The first
term, 1 - p . is positive in the interval [0,1), and is zero at p =1. t t
Moreover, in this equation, the term l/4w has a minimum in (0,1), 
but is always positive. For s<a/(2-a), the quadratic 
p 2 (1 - a) (1 + 2s) - p t (a-2s) - 1 is always negative in [0,1] and for 
s>a/(2~a), it is negative in [0,px) , zero for p = p lf and positive 
in (p1,l]. Hence, when s<a/(2-a), the difference p^+^ - p is 
positive in [0,1) and is zero at p^ _ = 1. It follows that p Q = 1
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represents a stable equilibrium for s<a/(2-a). But when s>a/(2-a), 
the change in AA frequency from one generation to the next p  ^ is
positive in [0,pl), zero for p = p 1# negative in the interval (p1#l) 
and zero for p =1. This means that p Q represents an unstable 
equilibrium while that for p x is stable. The domain of attraction for 
the equilibrium given by p is the interval [0,1).
Computer runs using the simulation model in figure 9.1.1 and 
several different sets of values for a, v and f agree with these 
analytical results.
9.3 HOMOZYGOTES WITH EQUAL SELECTIVE VALUES
Assume that both the homozygotes have equal selective values, 
1-s, and that the breeding system is random outbreeding with a 
probability of 1 - a and selfing with a probability of a. Fertility 
and seed to adult viability relationships are identical with those of 
the previous section.
Suppose p^, q^ _ and r^ are the frequencies in the t'th generation 
of the normal homozygotes (AA), interchange heterozygotes (AC) and 
interchange homozygotes (CC) respectively. Let x^ be the frequency of 
the normal chromosomes in the population, that is x^ = p^ + ^ q^. The 
population parameters in this case are:
Population Parameters when Both Homozygotes 
Equal Selective Values
have
Normal Interchange Interchange
homozygote heterozygote homozygote
(AA) (AC) (CC)
Frequency pt qt rt
Selective value 1 - s 1 1 - s
Selfing proportion a a a
First consider the case where there is no selfing. Here the
karyotypes in the (t+l)st generation are in the ratio
x 2 (1-s) : 2x (1 - x ) : (1 - x ) 2 (1 - s) . From this ratio we find that t t t t
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x — x = sx (1 - 2x ) (1 - x )/(l - s[x2 + (1 - x ) 2]) . This leads to the t+1 t t t t t t
following well known results (see, for example, Ewens, 1969, p.10).
For s <0, xQ =0 and Xj =1 represent stable equilibria with domains of 
attraction [0,k) and (^,1] respectively; x2,=h represents an unstable 
equilibrium. For s = 0, there is neutral stability for every x in 
(0,1), while for s>0, xQ =0 and x1 =1 represent unstable equilibria 
and x2 = i 2 gives a stable equilibrium with domain of attraction (0,1).
Secondly, suppose there is complete selfing. Then the karyotypes
in the (t+l)st generation are in the ratio p + kq : kq ’ kq +r , fromt t t t t
which we f ind x^ _ - x, = ^sq (1 - 2x )/(2-s(2-q)). Thus again x = k t+1 t t t t z
gives an unstable equilibrium for s >0 and a stable equilibrium, with 
domain of attraction (0,1) for s >0. The equilibria represented by 
xQ =0 and x l =1 (which force q to be zero) have exactly the same 
equilibrium properties as in the case with complete random outbreeding.
Therefore, if we have 0 < a < l ,  both selfing and outbreeding 
produce seed with a frequency closer to the same equilibrium frequency 
than the last generation. Hence x0 = 0 and Xj =1 are stable 
frequencies at equilibrium and have domains of attraction [0,k) and 
(%,1] respectively for s<0. The equilibrium when x2 = k is stable 
with domain of attraction (0,1) for s>0.
For the remainder of this section we suppose s>0. The basic 
equations for equal advantage homozygotes can now be written as:
wt+i Pt+1 = [%a(4pt + qt) +x^(l-a)] (1-s)
”t+l qt+l = [Pt (1 - Xt) + rtXt1 +SS9t
't+1 rt+l = t%a(4rt + qt) + (1-xt)2 (1 - a) ] (1-s), (9.3.1)
where is the average fitness of the population at the (t+l)st
generation. At equilibrium we know that x = k. Assuming that x^ = k,
then p = r . Hence t t
Pt+l~Pt = f4asPt " 2pt 2^ " s + as - + (1 ” s) ^ 4^t+l (9.3.2)
equals zero at equilibrium. So the roots are:
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P = {(2-s+as-a)T[(2-s+as-a)2 - 4as (1 - s) ] *}/4as . (9.3.3)1/2
However, since p2 is always greater than ^ and x = p + H»q = Ht P2 can­
not be an equilibrium frequency. The equilibrium point we require is 
given by the root px. Further, p^+  ^- pt in equation (9.3.2) is 
positive in [0,Pj), zero at Pt = P 1, and negative in (pl ,h] • Hence the 
root pl gives a stable equilibrium with domain of attraction (0,1).
Our analytical results have been confirmed with the simulation 
model in figure 9.1.1. These theoretical and simulation results for 
the equilibrium frequencies differ from the theoretical results of 
Kimura (1957). However, changing the second plus sign in the fourth 
equation on page 106 of his paper to a minus sign not only consider­
ably simplifies his results, but also gives x = %  for both homozygotes 
having equal advantage which agrees with the above results. His 
equations for obtaining p, q and r from x are still incorrect. More­
over, the suggested modification does not correct his equations where 
the two classes of homozygotes have unequal selective values. Suppose 
the normal homozygotes have a selective value of 1 - s and the inter­
change homozygotes a selective value of 1 - u. Then the modification 
predicts x = u/(s+u). This is, of course, the equilibrium when there 
is no selfing. Now, if there was complete selfing and x^_ was u/(s+u), 
then X, <u/(s+u) for u<s and x. ,. >u/(s+u) for u > s. So in a 
population with selfing and random outbreeding, x must be less than 
u/(s+u) for u < s and x must be greater than u/(s+u) for u > s. For 
example, when a =0.2, s=0.1 and u=0.3, the simulation model shows 
that p = 0.654349, q = 0.305053, r =0.004061, and x = 0.806867 which is 
greater than 0.75, the value of x if a was zero. Kimura's original 
equations predict x =0.363737 (or 0.863737 if s and u are reversed in 
the equations). Furthermore, after the modification described above, 
Kimura's x equals 0.75 and this is inconsistent with the simulation 
results.
The argument of the last paragraph suggests that too much selfing 
may lead to an equilibrium in which the more advantageous homozygote 
is monomorphic. Kimura's further result which shows that a poly­
morphic equilibrium does not exist when the conditions s > u, u < %  and 
a > 2u(1 - u)/ (s + u - 2su) hold, is consistent with the simulation
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results obtained in this chapter.
9.4 DISCUSSION
We can now apply the theoretical results of sections 9.2 and 9.3 
to the population genetics of the population of rye described in 
section 9.1. The proportion of selfing a is 0.4 and the relative 
fertility of interchange heterozygotes (AC) over normal homozygotes 
(AA) is f = 0.74. The interchange homozygote (CC) is lethal. (See 
section 9.1 and Bailley, Rees and Adena, 1978, for further details.) 
From section 9.2, the interchange chromosomes can persist in the 
population only if the selective advantage s is greater than 
cl/ (2 - a) = 0.25. Therefore, the seed to adult viability advantage v 
must exceed (1 +0.25)/0.74 - 1 = 0.689 for the population to remain 
polymorphic.
In the experiment outlined in section 9.1 seeds were sown in pots 
at several densities. The proportion of AC plants that grew in the
three lowest densities (1, 5 and 10 seeds per pot) were the same
NS 2(0.09 , cf. x2) • an<3 27 of the total of 131 plants surviving at these
densities were AC plants. At the two highest densities of 100 and 150
seeds per pot, which had equal proportions of AC plants surviving
NS 2(0.32 , cf. x  ), 32 of the 93 surviving plants were heterozygous for
the interchange. At the highest sowing densities the number of AC 
plants is increased by 1 + v relative to the number of AA plants, that 
is 32/(93 - 32) = (1 + v) [27/(131 - 27)]. So our estimate of v is 1.02 
which is well in excess of 0.689 and therefore the interchange 
chromosomes can persist at these high sowing densities. However, for 
the medium sowing density of 50 seeds per pot where 18 of the 61 
surviving plants were AC plants, we estimate v to be 
(18/43)(104/27) -1 = 0.612, and this heterozygote advantage is 
insufficient to maintain the polymorphism.
Interchange chromosomes are commonly found in plant populations 
(Stebbins, 1963), although they are less usual in animals (White,
1973; but also see John and Lewis, 1958). Therefore, it is natural 
to ask how a population could support an interchange chromosome system 
with less heterozygote advantage. Four mechanisms are suggested:
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(1) If the interchange homozygote was not lethal but had the 
same fitness characteristics of the normal homozygote, as might happen 
if no chromosome segments were lost during the translocation, the 
analysis of section 9.3 would apply. We expect an interchange homo­
zygote to be as fertile as a normal homozygote because the chromosomes 
of each pair are completely homologous and so there are no 
complications at meiosis (cf. the interchange heterozygote; see, for 
example, Rees and Jones, 1977). In this case, the seed to adult 
viability advantage of the interchange heterozygotes would have to be 
sufficient to compensate for their relative infertility, and the 
minimum value of v required to maintain the interchange in the 
population would be 1/f - 1 = 0.351.
(2) Selection favours correct functioning at meiosis. For 
example, Lawrence (1958) found that the disjunction frequency of 
another interchange heterozygote in rye increased from 0.55 to 0.85 in 
only three generations. If we now assume that f is 0.85, the seed to 
adult viability advantage of AC plants must exceed 0.471 if the inter­
change homozygote is lethal and 0.176 if both homozygotes are equally 
fit for the interchange chromosomes to persist in the population.
(3) Reduction of the proportion of selfing enables the inter­
change chromosomes to persist more easily. In rye, as in many other 
monecious plants, self-sterility alleles usually accomplish this (see, 
for example, Crow and Kimura, 1970, p.166).
(4) The interchange chromosome can be linked to the mating 
system to ensure that all matings are between AA and AC individuals.
In animals, if the normal homozygotes were restricted to one sex and 
the interchange heterozygotes to the other, all matings would be
AA xAC crosses, and lethal interchange homozygotes would never arise. 
In this case, the frequency of the interchange heterozygotes would be 
the same as that of the corresponding sex, and no heterozygote 
advantage would be required to maintain the polymorphism. Indeed, 
since there is selection for an equal sex ratio (see Fisher, 1930, for 
a heuristic argument), any heterozygote advantage would have to be 
compensated for if the two sexes were to remain in equal proportions. 
However, while the interchange chromosome was being established in the 
population, the heterozygote advantage would aid fixation of that
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karyotype in the corresponding sex. For further examples of mating 
systems that restrict matings to AA xAC crosses see the discussion of 
Bailley et al. (1978).
Bailley et al. (1978) also point out that the values of v found from 
their experiment are probably underestimates of the true values.
The theoretical results in sections 9.2 and 9.3 suggest further 
experiments, namely the determination of laboratory or field 
chromosomal and karyotype frequencies at equilibrium.
In this chapter we have examined the population genetics of an 
interchange chromosome system in rye. After describing the relevant 
biology (section 9.1), we analysed the behaviour of theoretical models 
with the help of a computer simulation model (sections 9.2 and 9.3) 
before discussing the implications of these theoretical results in the 
interpretation of some experimental data (section 9.4). We concluded 
that the interchange chromosomes in rye could be maintained only if 
the population density was high and we examined four mechanisms of 
reducing the seed to adult viability advantage of the interchange 
heterozygotes required for the interchange chromosomes to be able to 
persist.
The approach taken in the next chapter is similar to that shown 
in the last two chapters (see section 8.5). In Chapter 10 we will 
derive some statistical tests useful for examining another cytological 
problem.
194
CHAPTER 10
THE PAIRED TWO-SAMPLE PROBLEM 
WITH LOST CLASSIFICATIONS
In this chapter we will derive and examine statistical tests 
which arise from the problem in cytogenetics of whether or not the 
homologous chromosomes of a given pair are from two classes with 
different mean lengths. Typically the chromosomes of the pair are 
measured in a number of cells, r. The classification of any 
particular chromosome cannot, in general, be determined although every 
pair consists of one chromosome from each class. Therefore, the usual 
two-sample tests are inappropriate and we require tests for paired 
samples with lost classifications.
Section 10.1 describes the biological background to this cyto­
genetic problem, while sections 10.2 and 10.3 are concerned with 
suitable parametric normal and non-parametric rank statistics, 
respectively. Appendix 2 of this thesis examines methods of 
simulating the quantiles of distributions with known accuracy, and 
one method using order statistics is applied in section 10.2.3 where 
null distribution percentiles are estimated by Monte Carlo simulation 
for two parametric test statistics when r is small. The two non- 
parametric statistics in section 10.3 are based on the absolute 
difference in the ranks of the measurements of the members of each 
pair when no between pairs effects and moderate between pairs effects 
are present. The exact distributions of the test statistics under the 
null hypothesis of no population difference are enumerated for up to 
eight pairs, and the asymptotic distributions (which are adequate 
approximations for eight pairs) are also found. The discussion in 
section 10.4 demonstrates that these tests have wider applicability 
than the cytogenetic problem which prompted their construction, and we 
apply these tests to detect variance reduction in antithetic run pairs 
in an example from the analysis of the scarab model in Chapter 7.
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10.1 INTRODUCTION
In cytogenetics a problem frequently arises in deciding whether 
or not the members of a given homologous pair of chromosomes show 
consistent differences in length, that is whether or not the pair 
consists of one chromosome from each of two classes where the average 
length of chromosomes in each class is different.
There are two common situations where homologous chromosomes are 
of different average lengths:
(1) There may be structural differences, for example the 
presence of additional material on only one of the homologues 
(Ferguson-Smith, 1977). Such extra material may be present on either 
the maternally or paternally derived homologues, and so the homologues 
can be classified into the two classes depending on their parentage. 
For example in man, chromosome pairs one, nine and sixteen may be 
heterozygous with respect to the amount of procentric C-band material 
(Ferguson-Smith, 1977) .
(2) There may be coiling differences between the homologues as 
for example occurs between the X chromosomes of female placental 
mammals where one X chromosome is usually considerably shorter than 
the other (see, for example, Ohno, Kaplan and Kinosita, 1959) .
However, the parentage of the homologues in each size class is not 
fixed within the individual.
Additionally, especially following the use of colchicine as a 
mitotic stimulant, homologues may show a preparative difference which 
manifests itself as increased variability in length.
It is not always easy cytologically to distinguish these two 
sources of length differences between homologous chromosomes and the 
preparative differences may confound those which are not 
experimentally induced. However, it should be possible to detect 
genuine differences by the use of appropriate statistical techniques. 
These techniques will also be appropriate for detecting inter-band 
length differences on banded chromosome pairs (see, for example, 
Ferguson-Smith, 1977).
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Since it is not generally possible to distinguish chromosomes of 
an homologous pair, it is not always possible to classify any 
particular homologue as belonging to the class of short or long 
chromosomes, although we do know that in every pair there is one 
chromosome from each class. Therefore, the usual two-sample tests are 
inappropriate and tests for paired samples with lost classifications 
are required.
10.2 PARAMETRIC TEST STATISTICS
Suppose the length, A, of the homologue from the first class is
normally distributed with mean y and variance ö2 and that the length,A A
B , of the homologue from the second class is normally distributed with
2mean U and variance O . We wish to test the null hypothesis that B B
there is no difference in length between chromosomes from the two
classes, that is H n : |y -y | = 0  against the alternative hypothesisu A B
of a difference in length, that is H 1 : |y^-y | ^ 0* However, in the
ith cell we can only observe U. = max(A.,B.) and V. = min(A.,B.).l l i  l l i
The distribution of A - B is normal with mean y^ - yß and variance
2 2 2O = (J + cf - 2G . where 0 is the covariance between the lengths of A B AB AB
chromosomes from each of the two classes. We expect there to be a 
high correlation between the lengths of the homologous chromosomes in 
a cell because variation in chromosome length depends on the 
homologous pair observed within the karyotype, the stage of the cell 
cycle, the tissue from which the cell comes and the experimental 
conditions of preparation of the chromosomes.
The null distribution of the absolute difference in lengths 
Z = IA — BI is a symmetrically folded normal distribution and has meanp
(2/tt) 20 and variance (1-2/tt)g 2. Under the alternative hypothesis, Z 
is an asymmetric folding of a normal distribution, and Z has meanp
( 2/ tt) 2a exp(-y2/2a2) + y (1 - 2$(-y/a) ) and variance
G2 + y2 - { (2/iT)^a exp(-y2/2a2) + y [1 - 2<M-y/a) ] }2 , where y = |y — y | .
As y becomes large compared with a, Z is asymptotically normally 
distributed with mean y and variance a2.
Although we have assumed that the lengths of the chromosomes from
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the two size classes are normally distributed, it is necessary only 
for the difference in lengths to be normally distributed for the tests 
to be applicable.
10.2.1 Test Statistics for O2 Known
2If the variance of the difference, O , is known, the simplest 
test statistic is given by:
*
* 2The corresponding random variable, T 1, is X distributed with r
degrees of freedom under the null hypothesis. Because the test
statistic has a larger expected value under the alternative hypothesis
than under the null hypothesis, we reject the null hypothesis at the
* 25% level for values of tx greater than Xr (.95).
Another test statistic is defined as:
tj = [Trr/(TT - 2) [ z / O - (2/tt)^ ] , (10.2.2)
where z is the sample mean of the r absolute differences in observed
lengths. High values of tx are expected under the alternative
hypothesis, so that tx is a one-sided test statistic. The mean, Z, is
asymptotically normally distributed (by the Central Limit Theorem for
sums of identically distributed random variables with finite moments),
and therefore the asymptotic null distribution of Tx is normal, N(0,1).
Hinkley (1973) shows that the asymptotic efficiency of Tx relative to 
* . tTx is (1/(7T - 2) ) 2=0.94, although for moderate values of y, T l is more
*powerful than T:. Hinkley also produces a likelihood ratio test which
*is similar in performance to Tx and T , but it is computationally 
difficult to use.
2  ( a . -  b . )  2 / c r 2
. , i ii=l
2 (u. - v.) /O. . i ii=l
(10.2.1)
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10.2.2 Test Statistic for a2 Unknown
Given that the two samples are paired and that there are between 
pairs effects present, an appropriate test statistic t2 (with a 
corresponding random variable, T2) is given by:
observed lengths of the members of the r pairs. Hinkley (1973) shows
that the asymptotic null distribution of T2 is normal, N(0,1). He
also found two other test statistics for cases where there are no
between pairs effects. Inference and hypothesis testing using paired
samples usually takes advantage of the presence of strong correlations
within those pairs. Although Hinkley finds that given the same
variance of the difference the test statistic T2 has much lower power
than his test statistics when no between pairs effects are present,
2the variance, O , will be smaller for T2 because pairing exploits the 
strong correlation in lengths within the pairs. This should ensure 
that T2 is more powerful in practice when dealing with the chromosome 
length problem.
10.2.3 Simulation of Percentiles of T 1 and T2
Sample values of T and T2 under the null hypothesis can be found 
from r sample values of |z|, the absolute value of a normal, N(0,1) 
distribution. We can take the variance to be 1 because T 1 and T2 are 
independent of scaling of the variance. In the Monte Carlo simulation, 
sample values from a standard normal distribution are found using an 
efficient algorithm of Brent (1974), which requires an average of 
1.37746 uniform pseudo-random variates for each normal variate 
generated. For the uniform pseudo-random variates a Fibonacci-type 
algorithm with period at least 2 127- 1 >  1038 is employed in this 
precision application (see Knuth, 1969, p p .26,32-34,464; Zierler and 
Brillhart, 1968 and 1969; also, section 7.1 discusses pseudo-random 
number generation). The technique of antithetic variables (see 
sections 7.1 and 7.3) was not used in this application because
t2 (10.2.3)
2where s is the sample variance of the absolute difference in the z
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negatively correlated pairs of observations on the absolute value of a 
normal distribution are difficult to generate. An observation on a 
normal, N(0,1) random variable and the negative of that observation 
are usually used for antithetic pairing of normal observations, but 
the negative correlation is destroyed when the absolute values of the 
observations are taken.
Appendix 2 consists of an analysis of methods of simulating 
percentiles and their accuracy, and an order statistic method is found 
to perform well. Therefore, values of tx and t2 were simulated as 
described above and this order statistic method was used to estimate 
the 95, 97.5, 99, 99.5 and 99.9 percentiles of the null distributions 
of Tx and T2. For r = 2,3,...,10 and 20, one hundred samples of 10 000 
simulated values were combined and ordered to estimate the percentage 
points; for r =50 ten samples of 10 000 were combined and ordered; 
and for r =100 five samples of 10 000 were combined and ordered. The 
simulated upper percentiles for Tx and T2, with 95% confidence 
intervals, are tabulated in tables 10.2.1 and 10.2.2, respectively. 
Lower percentiles with confidence intervals were also estimated for 
the above values of r using the samples of 10 000 and the combined 
samples of 100 000, but these lower quantiles are not tabulated.
These lower quantile estimates, together with the upper quantile 
estimates, show that the distributions of Tx and especially T2 are 
still skewed toward high values even for r as large as one hundred 
(cf. Hinkley, 1973).
10.3 NON-PARAMETRIC TEST STATISTICS
We will now develop a non-parametric test for use when there are 
no between pairs effects, and another test for when between pairs 
effects are present.
Suppose the lengths of the chromosomes are ranked from the 
shortest (rank 1) to the largest (rank 2r). Without loss of 
generality, we can consider only distinct ordered arrangements. The 
distinct ordered arrangement of the ranks can be achieved by placing 
the rank 1 chromosome in the first pair so that its partner is from
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the 2r - 1 chromosomes left, then placing into the second pair the 
chromosome with rank 2 (or with rank 3 if the rank 2 chromosome is in 
the first pair) so that its partner is from the 2r - 3 chromosomes left. 
This process can be continued with the first chromosome of a pair 
fixed as the lowest ranked remaining chromosome so that the second 
chromosome of the pair is from any one of the remaining chromosomes. 
These arrangements are ordered within pairs and then by the first
27element of the pairs. Therefore (2!) rl arrangements of the (2r)! 
possible arrangements of 2r ranks are mapped into each distinct 
ordered arrangement. The number of distinct ordered arrangements of
27chromosomes in pairs is (2r - 1) (2r - 3) ...3.1 = (2r)!/r!2 .
The process described above can be used to select random distinct 
ordered arrangements, since we can choose the second chromosome of 
each pair at random from the available chromosomes and so on, or it 
can be used as the basis of an algorithm that generates each ordered 
arrangement once only (see figure 10.3.1). For example, for r = 3, the 
algorithm generates the ordered arrangements:
(1 2) (3 4) (5 6) , 
(1 3) (2 4) (5 6) , 
(1 4) (2 3) (5 6) , 
(1 5) (2 3) (4 6) , 
(1 6) (2 3) (4 5) ,
(1 2) (3 5) (4 6) , 
(1 3) (2 5) (4 6) , 
(1 4) (2 5) (3 6) , 
(1 5) (2 4) (3 6) , 
(1 6) (2 4) (3 5) ,
(1 2) (3 6) (4 5) , 
(1 3) (2 6) (4 5) , 
(1 4) (2 6) (3 5) , 
(1 5) (2 6) (3 4) , 
(1 6) (2 5) (3 4) .
The advantage of dealing with these ordered arrangements is that 
enumeration of the exact distributions of test statistics is 
computationally feasible only while the number of distinct arrange­
ments generated is sufficiently small, say less than ten million. For
example, when r=8, there are about two million ordered arrangements
1 3compared with about 2 x 10 unordered arrangements.
For any test, each of the ordered arrangements is equally likely 
under the null hypothesis of equal chromosomal length within pairs. 
Specification of the alternative hypothesis then allows us to pick the 
arrangements most likely under the alternative hypothesis. If we
27choose the a(2r)!/2 r! most likely arrangements then we have 
constructed a critical region of size a which maximises the power of
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C PN T I NUE  
DO 7 3 2 * 1 , 8 6  
C 2 ( J 2 1 * Ö 
C ON T I NUE
D O «  I = 1 ,R 2 
A ( l )  T I 
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the test. In both tests that we develop in the next two sub-sections, 
a function is found such that the arrangements in the critical region 
have extreme values of the test statistic.
10.3.1 Rank Test Statistic for No Between
Under the alternative hypothesis that there is a difference in 
length within each pair and that there are no between pairs effects 
present we expect every short chromosome to have a long chromosome as 
its pair. Thus, for r = 3, the ordered arrangements:
(1 4) (2 6) (3 5) , (1 5) (2 6) (3 4) , (1 6) (2 5) (3 4)
are equally probably and most likely if the alternative hypothesis is 
true. For r = 3, the critical region is of size 6/15, and we reject 
the null hypothesis of no difference in length at the 40% level if any 
of the six arrangements occur. Of course, this is a very large size 
for a test, but there is no smaller reasonable critical region that 
can be constructed consistent with the alternative hypothesis.
For larger r we will want to include other arrangements with 
almost all short chromosomes having long chromosomes as their partner. 
One test statistic is given by the sum over all pairs of the absolute 
difference in ranks of the chromosomal length within each pair:
Pairs Effects Present
(1 4) (2 5) (3 6) (1 5) (2 4) (3 6) (1 6) (2 4) (3 5)
r
S
i=l
(10.3.1)
where A_^  is the difference in ranks of the chromosomal lengths within 
the ith pair. For r = 3 we have:
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Number of ordered 
arrangements
3
5
7
9
15
1
4
4
6
In particular, each of the six ordered arrangements we picked out as 
being in the critical region has a test statistic value of 9. The 
ordered arrangement least likely under the alternative hypothesis is 
(1 2)(3 4)(5 6), for which S: takes the value of 3, so Sl is a one­
sided test statistic. The choice of the form of the test statistic Sx 
was governed by three considerations. The first was that Sj should be 
symmetric in the ranks within each pair, because the classification of 
any particular chromosome within a pair is unknown. In the formula 
for Sj, the term |A^ | is symmetric in the ranks within the ith pair. 
Second, Sl should be symmetric in terms from each pair because there 
is no reason to believe that any particular pair should have more 
weight than any other. The summation in the formula makes Sj 
symmetric in the terms from each pair. Indeed, these two 
considerations are implicit in using the mapping of the unordered 
arrangements into the ordered arrangements.
The final consideration is that the test statistic function 
should map the arrangements (which are equiprobable under the null 
hypothesis) so that their values are ordered by their probability of 
occurring under the alternative hypothesis. So we want the arrange­
ments for which every short chromosome is paired with a long 
chromosome to be given the same, extreme, value for Sj. Thus using, 
say, A? instead of |A^ | in the formula for Sj can be ruled out because, 
considering the example of r = 3, the arrangements in the critical 
region would have values 27, 29, 33, 29, 33 and 35 which, though 
extreme, are not equal. Furthermore, (1 6)(2 3)(4 5) would be in the 
critical region because its score is 27. The formula for Sx satisfies 
these three considerations simply. Table 10.3.1 gives the exact 
distribution for Sx for r = l,2,...,8. This distribution was 
enumerated using the computer program in figure 10.3.1.
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Table 10.3.1
The number of ordered arrangements under the null hypothesis of 
of Si, the sum over all pairs of the absolute difference in ranks 
of the chromosomal length within each pair for r=l,2,...,8.
rHiiu r = 2 r = 3 it
Si Number S! Number Sj Number Sx Number
1 1 2 1 3 1 4 1
4 2 5 4 6 6
1 7 4 8 12
3 9 6 10 20
r = 8 12 24
Si Number ii 15 14 18
Si Number r = 6
16 24
8 1 10510 14 7 1 si Number12 84 9 12
14 316 11 60 6 1 r — d
16 920 13 190 8 10 Si Number18 2202 15 480 10 40
20 4528 17 984 12 104 5 1
22 8504 19 1768 14 224 7 8
24 14400 21 2946 16 374 9 24
26 22854 23 4320 18 588 11 50
28 33972 25 6132 20 828 13 88
30 47844 27 7884 22 1008 15 108
32 64632 29 9990 24 1218 17 156
34 82770 31 11424 26 1272 19 150
36 102096 33 12960 28 1344 21 144
38 120720 35 12888 30 1104 23 96
40 140064 37 14016 32 960 25 120
42 151200 39 12240 34 600
44 163704 41 11520 36 720 945
46 164400 43 8760
48 164880 45 7200 10395
50 153120 47 4320
52 147480 49 5040
54 118800
56 105120 135135
58 76320 
60 60480 
62 35280 
64 40320
2027025
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Since | | is odd or even as A_^  (which is odd or even as the sum
of ranks in a pair), Sj takes odd or even values as (2r + l)r, the sum 
of the ranks 1 to 2r. But (2r + l)r is odd or even as r, so Sx takes 
odd or even values as r. For general r there is only one ordered 
arrangement, (1 2) (3 4) ... (2r - 1 2r), which has the minimum value of
or for Sx. The maximum value r of Sx obtains for the r! ordered 
arrangements where the first member of each pair is the next short 
chromosome and the second chromosome of each pair is any long 
chromosome. Arguments based on permutations of the arrangements for 
the minimum and maximum values of Sj give, for example, the following 
general numbers of ordered arrangements for various values of Sx:
Si Number of ordered arrangements
r 1
r + 2 2(r - 1)
r + 4 2(r - 1) (r - 2)
r 2 - 4 2 (r - 2) (r - 1) !
r2 - 2 (r - 1) (r - 1) !
r r!
The probability of Sj taking or exceeding various values for 
r =1,2,...,10, and the asymptotic probability for r large, using 
Stirling's approximation for r! (Feller, 1968, p.52), are:
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r
Probability that 
S l = r 2
Probability that 
Sj >  r2 - 2
Probability that 
S l >  r2 - 4
1 1 1 1
2 .6667 1 1
3 .4000 .6667 .9333
4 .2286 .4000 .6286
5 .1270 .2286 .3810
6 .0693 .1270 .2193
7 .0373 .0693 .1225
8 .0199 .0373 .0671
9 .0105 . .0199 .0363
10 .0055 .0105 .0194
asymptotic (7Tr)^/2r (TTr)^(2r - l)/r2r (7Tr)^(4r - 5)/r2r
This table can be used to find the exact probabilities of extreme 
values of Sj .
To find the expectation of note that the expectation is the
grand sum of all absolute differences in the (2r - 1) . (2r - 3) ... 3.1 
arrangements divided by the total number of arrangements. By symmetry, 
every possible difference in the ordered pairs of ranks occurs equally 
often in the r .(2r - 1).(2r - 3) ...3.1 terms in the grand sum.
So the expectation of Sj is given by:
r
n (2i - 1) s (i-j)
W C  , - , „ izi___________l < j < i < 2 r _________
r
II (2i - 1) 
i=l
H(2r - l)2r
2r-l j
2r 1 j=l k=l
. 2r-l
27TT 2 ^(j + l)
3=1
r (2r + l)/3 . (10.3.2)
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The expectation E ^ )  can be found similarly and the variance of S1 is 
4r(2r + l) (r-l)/45. After we order the arrangements, Sj is a linear 
rank statistic and so Sj is asymptotically normally distributed (Hajek 
and Sidäk, 1967) . Let the size of the test be 06. For r = 6, 7 and 8, 
and approximate size a « 0.05, true critical regions can be found from 
the exact distribution of Sj in table 10.3.1 and approximate critical 
regions can be calculated using the asymptotic normal distribution 
with a continuity correction.
The approximate critical region can be found as follows. Suppose
*the critical region is Sj >  slf then we want
(sx - 1 - E(S1))/V{S1) 2 >  1.6449 (for a test of size 0.05, since the test 
is one-sided). The continuity correction is 1 not % because Sx is odd 
or even as r is odd or even as has been proved above. For r = 6,
"k kE ^ )  =26 and =104/3. So sx >  36.68. However, Sj must be even
* 2because r =6 is even, and sj cannot exceed r . Therefore we must take 
*s1 =36, and produce a test with greater size than we originally wanted. 
In this case the approximate size of the test is
1 - 1 (1.529) = 0.0631. For r>6, we can always find a critical
region of size less than 0.05, and we need only round the lower bound 
*for s: up to the next odd or even number, as r is odd or even. These 
regions are:
2
r
True critical 
Reject for
region 
(True) a
Approximate 
Reject for
critical region 
Approximate a
6 Sj >  36 .0693 s, >  36 .0631
7 49 .0373 49 .0412
8 62 .0373 62 .0443
It is clear that the normal approximation is good, even for r as low 
as 6.
10.3.2 Rank Test Statistic for Moderate 
Between Pairs Effects Present
If we have the alternative hypothesis that chromosomes from the 
two classes have different mean lengths and that there are moderate
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T ab le  1 0 .3 .2
The number o f  o rd e re d  a rra n g e m e n ts  u n d e r th e  n u l l  h y p o th e s is  o f  
S 2 , th e  sum o v e r  a l l  p a i r s  o f  s q u a re s  o f  th e  d i f f e r e n c e  be tw een  r  
and th e  a b s o lu te  d i f f e r e n c e  i n  ra n k s  o f  chromosome le n g th s  w i th in  
each  p a i r  f o r  r - l , 2 , . . . f8 .
s 2 0 2 4 6 8 10 12 14 16 18
CMIIU 1 2
3 1 3 0 6 3 0 2
4 1 4 2 8 4 8 8 16 4 20
5 1 5 5 10 15 15 10 30 25 35
6 1 6 9 14 30 24 36 60 57 60
7 1 7 14 21 49 49 77 98 140 147
8 1 8 20 32 74 96 136 192 292 296
s 2 20 22 24 26 28 30 32 34 36 38
ii 4 8 0 8 8 0 0 0 2
5 27 50 40 60 40 60 35 80 45 50
6 84 102 108 156 96 172 234 174 228 300
7 217 210 301 315 331 378 595 504 672 679
8 456 512 712 736 976 960 1420 1424 1652 1760
S2 40 42 44 46 48 50 52 54 56 58
r  = 5 25 50 30 60 0 35 20 30 10 20
6 234 288 312 288 376 330 282 362 432 288
7 847 693 1148 924 1351 1211 1505 1400 1806 1554
8 2532 2144 2968 2752 39 36 3544 4424 4256 5712 5248
S 2 60 62 64 6 6 6 8 70 72 74 76 78
r  = 5 0 0 5 10 10 0 0 0 0 0
6 372 456 297 216 408 264 336 276 264 232
7 2114 1764 2366 1988 2632 1939 2807 2534 2807 2576
8 6576 6080 8376 7424 9240 8448 11474 9664 12168 11392
S 2 80 82 84 8 6 8 8 90 92 94 96 98
r  = 5 2
6 300 90 252 216 168 120 216 48 100 60
7 3185 2464 3087 2814 3444 2821 3542 2674 3269 2919
8 15000 12848 15872 13600 18792 16128 19024 17040 23072 18488
S 2 100 102 104 106 108 110 112 114 116 118
r  = 6 105 70 120 0 72 36 0 18 60 18
7 3248 2674 3241 2842 3010 2646 2795 2520 2674 2247
8 23004 20352 26404 21456 27104 22448 29904 25136 29224 24896
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Table 10.3.2 (continued)
S 2 120 122 124 126 128 130 132 134 136 138
r = 6 24 0 0 12 0 0 12 12 0 0
7 2520 2415 2268 1932 2170 2016 1757 1540 1659 1610
8 33952 25808 32640 27264 35264 28480 34112 27888 37060 29840
S2 140 142 144 146 148 150 152 154 156 158
r = 6 0 0 0 0 0 2
7 1351 1568 1134 1225 924 861 903 987 728 826
8 34368 28816 38436 28640 34584 29760 36328 28384 34288 27664
S2 160 162 164 166 168 170 172 174 176 178
r = 7 630 770 322 462 364 364 336 476 280 378
8 35656 28080 32272 26304 34200 24544 29624 25552 30064 23872
S 2 180 182 184 186 188 190 192 194 196 198
r = 7 84 182 98 154 98 154 112 175 28 98
8 28376 21920 27624 21040 24080 20272 24384 18032 20148 18208
S 2 200 202 204 206 208 210 212 214 216 218
r = 7 56 0 0 28 28 70 28 28 7 0
8 21382 16224 17576 14304 16912 13248 14184 13168 14688 10448
S2 220 222 224 226 228 230 232 234 236 238
r-fl 14 0 0 0 0 14 14 0 0 0
8 11504 10768 11056 8960 9328 7872 8868 7296 7008 7200
s 2 240 242 244 246 248 250 252 254 256 258
r = 7 0 0 0 0 0 0 2
8 7024 4912 4504 5072 5040 4352 3808 4032 3760 3264
S2 260 262 264 266 268 270 272 274 276 278
r = 8 2960 3136 2168 1568 1640 2128 1760 1984 1456 1504
s 2 280 282 284 286 288 290 292 294 296 298
r = 8 1392 1200 704 1040 500 416 352 880 732 624
S2 300 302 304 306 308 310 312 314 316 318
COIIU 400 560 256 288 128 224 24 96 160 272
s 2 320 322 326 328 330 334 340 342 344 346
ll 00 256 192 128 80 16 32 40 96 56 32
S 2 352 366 368 392
r = 8 16 16 16 2
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between pairs effects, then we would then expect the shortest short 
chromosome to be paired with the shortest long chromosome, and so on 
up to the longest short chromosome paired with the longest long 
chromosome. In other words, the absolute difference in ranks of a 
pair should be close to r, the number of pairs examined. A suitable 
test statistic is:
r
S2 = 2 (r - I A. I)2 . (10.3.3)
i=l 1
Low values of S2 are most likely under the alternative hypothesis 
and so we reject the null hypothesis of no length difference between 
chromosomes of a pair if s2 is low.
The considerations which give rise to the formula for S2 are 
similar to those for Sj. Symmetry within and between pairs, and 
mapping the arrangements so that their values are ordered by their 
probability of occurring under the alternative hypothesis are the most
important. However, S. which is otherwise suitable, wasr" IaJ
rejected for the following pragmatic reason. Its expectation 
E (S3) = r (r-l)/(2r-l) is not a polynomial in r; this augers badly 
for finding V(S3) since the most practical method of finding the 
variance is to conjecture a polynomial (or other easily manipulatable 
function) that agrees with the variance for low r, and then construct 
a combinational proof. Table 10.3.2 gives the exact distribution of 
S2 under the null hypothesis for r = 2,3,...,8. This distribution was
enumerated using the computer program in figure 10.3.1.
The test statistic S2 can take only even values from 0, when the 
ordered arrangement is (1 r + 1) (2 r + 2) ... (r 2r) , to r ( r - l ) 2 for the 
two arrangements, (1 2) (3 4) ... (2r - 1 2r) and (1 2r) (2 3) (3 4) ...
(2r - 2) (2r - 1). The expectation of S2 can be found analogously to the 
expectation of S : :
e (s 2)
rn (2i - 1)
i=l
2 (r-i + j)2
1 ^  j<i ^ 2r____________
n (2i - 1)
i=l
r x ^(2r - 1)2r x
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1
2r - 1
' r-1
2r £ k 2 + r . 0 
k=l
= r2(r - l)/3 . (10.3.4)
Under the null hypothesis S2 is asymptotically normally distributed 
with mean r2(r-l)/3 and variance 2r2 (r - 1)2 (2r + 1)/45. For 
r = 4,5,...,8 and with the approximate size of the text a =  .05, the 
true critical regions found from the exact distribution in table 
10.3.2 and the approximate critical regions using the asymptotic 
normal distribution with a continuity correction are:
r
True critical 
Reject for
region 
(True) a
Approximate 
Reject for
critical region 
Approximate a
4 s2 <  2 .0476 s2 <  2 .0433
5 8 .0381 8 .0409
6 22 .0465 20 .0436
(22 .0523)
7 42 .0470 40 .0483
(42 .0544)
8 70 .0471 68 .0495
(70 .0538)
Bracketed figures show the size predicted by the normal approximation 
for the true critical region. The skewness of S2 for low r is enough 
to make the approximate critical regions a little too small. This 
means that any test based on the asymptotic distribution will be 
conservative for low r.
10.4 DISCUSSION
These tests can also be used to examine antithetic simulation 
runs (see sections 7.1 and 7.3). If antithetic simulation runs 
successfully reduce the variance in a variate, we expect there to be a 
large and a small observation in each pair of observations on the 
variate from the antithetic runs, even though we do not know which run 
will give which size of observation. Since the antithetic run pairs
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arc independent, Sx is an appropriate statistic for testing for 
variance reduction. Further, S2 can be used as a two-sided test of 
the independence between antithetic run pairs. Sometimes (see the 
analysis of the female lifetimes in section 7.3 for an example) S2 
will be very close to its expectation as a result of the strong 
negative correlation within antithetic run pairs.
As an example, let us test the effect of antithetic pairing on 
the number of model egg clutches laid by the adult females derived 
from 90 eggs which developed in the simulated soil moisture for 1972 
and at the mean temperature at 3 cm depth in the soil (see section 7.3 
for a description of the simulation experiment). From the 16 anti­
thetic simulation run pairs described in section 7.3 we can abstract 
these data:
(4,3) (6,2) (5,1) (4,4) (6,1) (3,1) (3,3) (2,6)
(1,5) (2,4) (3,5) (6,3) (8,2) (7,4) (7,1) (2,5) ,
where the number of clutches laid in each antithetic pair are 
bracketed together. If we resolve the ties by mid-ranking, each value 
corresponds to a rank as follows:
value 1 2 3 4 5  6 7 8
rank 3 8 13.5 19 23.5 27.5 30.5 32 ,
and the sample values of |A | are:
5.5 19.5 20.5 0 24.5 10.5 0 19.5
20.5 11 10 14 24 11.5 27.5 15.5 .
Therefore, Sx = 234 and S2 = 1071.5 for these data. Since r = 16, we can 
find E(S1) =176 and V(S1) = 704, and so the probability that Sx or a 
more extreme value could arise in an experiment with no variance 
reduction is 1 - <J>~1 ((234 - 176 - 1)/704^) = 0.016. Similarly,
E(S2) = 1280 and V(S2) =84480 from which we find that the sample value 
or a less extreme value is likely (p =0.529) given independence of the 
antithetic pairs. Therefore, we conclude that the antithetic run 
pairs are independent and result in variance reduction when estimating 
the mean number of egg clutches laid.
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In this chapter, as in the last two, computer simulation models 
have played an important role in theoretical analyses by generating 
conjectures and checking algebraic manipulations. In addition, this 
chapter included a Monte Carlo computer simulation of percentiles of 
two distributions.
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CHAPTER 11 
GENERAL DISCUSSION
11.1 INTRODUCTION
"The aim of biology is the explanation of living 
systems and their diversity."
H. Mohr, 1977
"Nature is written in mathematical language."
G. Galileo, 1623
The increasing influence of mathematical ideas in biology has 
paralleled the quantification of this science. One example is the 
growth of the field of population genetics stimulated by the framework 
provided by Haldane, Wright and Fisher in the 1930s and 1940s. Even 
so, in contrast with the enthusiastic acclamation by eminent 
biologists (for example, Sheppard, 1953; Dobzhansky, 1955), other 
biologists, notable among them the geneticist Waddington (1952, 1957) 
and the evolutionary biologist Maj^ r (1959) , have questioned the 
contribution of mathematical models to evolutionary theory. A science 
historian, Provine (1977), prompted by their provocative questions has 
demonstrated four significant influences of mathematical population 
genetics on evolutionary theory:
(1) micro-evolution of populations was shown to be consistent 
with Mendelism, natural selection and other biologically reasonable 
processes,
(2) competing theories, such as evolution as the result of 
mutation pressure, were shown to be unlikely,
(3) the mathematical models allowed reinterpretation of existing 
observational and experimental data, and
(4) the models stimulated and guided new research into the
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genetics and evolution of natural populations.
These four aspects show that mathematical models have advanced 
evolutionary theory.
More recently, mathematical models have been extensively used in 
ecology. For example, analysis and extensions of the Volterra-Lotka 
equations, originally proposed for competing populations, have led to 
considerable theoretical and practical work in ecology (see, for 
example, Williamson, 1972). In the last decade there has been an 
increasing emphasis on generalised mathematical and computer 
simulation models of ecosystems (May, 1973; Wiegert, 1975; Arnold 
and de Wit, 1976; Mazanov, 1978).
However, the utility of mathematical models in biology depends on 
the biological competence of mathematicians to successfully formulate 
biologically reasonable models that incorporate relevant processes and 
employ practical and useful simplifications (van der Vaart, 1977). 
Conversely, the mathematical competence of biologists governs how 
widely the mathematicians' models and analyses are applied. Both the 
mathematician and the biologist have a responsibility to validate the 
models they propose.
Validation of a model is concerned with finding out whether a 
model is sufficiently similar to the real world to fulfil the purpose 
for which it was designed (see, for example, the discussion in section 
7.4 where validation of the simulation model of the population 
dynamics of scarabs is considered; Naylor and Finger, 1967; van Horn, 
1971; Maisel and Gnugnali, 1972; Caswell, 1976).
11.2 MODELLING AND VALIDATION
There are two distinct purposes for modelling — prediction and 
understanding (Caswell, 1976). Frequently these two purposes are 
combined. For example, in Chapter 3, a logistic curve for the 
development rate with temperature of poikilotherms is derived 
theoretically from an understanding of the underlying biochemical 
processes, and this curve is incorporated into the predictive
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Simulation model of the population dynamics of scarab beetles. One 
essential difference between predictive and theoretical models is that 
whereas predictive models (for example, regression models) can in 
theory always be refined to any desired accuracy, theoretical models 
for understanding are like any other theory in science and so can 
never be proven to be "true" (Popper, 1959).
The scarab model developed in this thesis was designed for both 
these purposes, and has been validated in a number of ways. The 
internal consistency of the theoretical and computer sub-models for 
each life-stage and for the environmental factors was tested, and the 
sub-model responses were checked against the data used to estimate the 
parameters of each sub-model (see Chapters 3 and 5 to 7, especially 
the discussion in section 7.4). For the adult life-stage, where few 
data were available, mathematical analyses of the model were compared 
statistically with the computer simulation model results and the 
analysis was successively refined (section 7.3). These comparisons 
provided insight into properties of the model. In this thesis, these 
aspects of validation have been described as verification.
Tests with data independent of those used in the construction of 
the model can provide further validation (see section 7.4). These 
data should be collected with the aim of detecting factors or 
interactions missing from the model. For example, the sub-models of 
the immature beetle life-stages (Chapter 3) could be validated with 
observed development times and survival of scarabs living in 
fluctuating environments because these data would test the Markovian 
assumptions of the effects of the environment on scarab development 
and survival. The original sub-models assume that the soil type and 
pasture species have no effect on scarab development and survival and 
these assumptions suggest further experiments. Such experiments are 
particularly important because we want to ensure that the simulation 
model of the scarabs gives accurate prediction over a wide range of 
environmental conditions and geographical locations. Predictions of 
population fluctuations using the final model could be compared with 
observational data, such as daily light trap records. The closeness 
of the model predictions and such data should enable the interactions 
between model components to be studied. As a result of such analyses
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with the model we might also wish to design new experiments to measure 
critical population parameters more accurately. The field experiments 
measuring the development and survival of captive scarab populations 
(for example, Hassan and Hilditch, 1976) could be analysed with the 
help of the final simulation model because the myriad of processes 
acting in such experiments are frequently too complex for their 
mechanisms to be isolated and analysed without the help of simulation 
experiments. Another example of model predictions that lead to ideas 
for further validation experiments is given in Chapter 9 where we 
considered theoretical models and an analysis of the fate of an 
interchange chromosome in rye. They suggested both likely population 
processes and further experiments which could validate the models.
Caswell (1976) discusses several practical measures for the 
efficient validation of models, particularly theoretical models. He 
advocates construction of sub-models which are each validated 
separately. The scarab model furnishes many examples of this approach, 
for example in the construction of the sub-models of the life-stages 
and the environmental factors. Caswell also stresses the importance 
of the cycle from data to models to crucial predictions and back to 
data. Crucial predictions are those that lead to experiments which 
enable two competing models to be distinguished, or at least for a 
particular model to be refuted. For example, the development of the 
soil temperature model in Chapter 6 was satisfying because of the 
strong predictions made using the heat equation and which were then 
verified with experimental data. In particular, the phase lag of the 
seasonal temperature component was found to be a linear function of 
depth, as was the logarithm of the temperature range; the slopes of 
these graphs were the same; the phase lag and range of the diurnal 
temperature component were successfully predicted using the common 
slope. Further, the assumed boundary conditions were rigorously 
tested against additional data. In constructing the soil temperature 
sub-model, the predictions (at least for soils under pasture) were 
always successful and so the original model was not altered. By 
constrast, when testing the female adult behaviour and fecundity sub­
model in section 7.3 the cycle from data to models, to predictions, 
and back to data iterated a number of times before the mathematical 
predictions and the output from the computer model agreed.
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11.3 COMPUTER IMPLEMENTATION OF MODELS
This modular approach to model construction and validation should 
also be applied to the programming of computer simulation models.
These models can be written in general purpose languages (like FORTRAN 
and ALGOL) or in special-purpose simulation languages (like SIMULA and 
CSMP). Some authors, for example Smith (1968), consider that 
simulation models should be written in general purpose languages 
because, Smith claims, the time spent learning a special purpose 
language is wasted. However, in simulation, the programming issues 
involved in the general implementation of simulation utility routines 
and the specific problem in hand can be separated (Fishman, 1973).
Just as the computer code should be modular (Dahl, Dijkstra and Hoare, 
1972), so should the conceptual framework be divided into logical 
units if the final computer program is to be effective and efficient.
For example, SIMULA provides many facilities for discrete event 
simulation and manipulation of computer data structures. This meant 
that coding of the scarab model shown in Appendix 1 and discussed in 
Chapters 3, 5, 6 and 7 was much easier, less time consuming and 
physically shorter, than it would have been if it had been written in 
a general purpose language. If the computer model is easy to code, 
the programmer can then spend more time designing experiments with the 
model.
11.4 COMPUTER SIMULATION EXPERIMENTS
The special properties of computer simulation experiments lead to 
a different emphasis in their analysis (see, for example, Naylor, 
Balintfy, Burdick and Chu, 1966; Naylor and Finger, 1967; Meier, 
Newell and Pazer, 1969; Mihram, 1972; Fishman, 1973; Kleijnen, 1974, 
1975). The initial conditions in a computer model may affect the 
simulation results. Typically, these effects are transient, and the 
experimenter simply waits for sufficient system time to elapse before 
taking measurements (Kleijnen, 1974, p.69). The analyses are 
generally somewhat unusual statistically because much is known, or can 
be inferred, about the underlying structure of the data from the
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description and coding of the computer model. In particular, we know 
which computer runs are independent, and we can use these to 
unambiguously estimate the inherent variability of the variates being 
analysed. The variability in these runs can be used, for example, to 
test the effects of the starting conditions.
In addition, techniques of variance reduction can be applied in 
computer simulation experiments (Hammersley and Handscomb, 1964; 
Fishman, 1973; Kleijnen, 1974). This is the major difference between 
computer simulation experiments and experiments in the real world, and 
is possible because the structure of the simulation model is under­
stood sufficiently well, and because the processes in the simulation 
model can be easily manipulated. Kleijnen (1974) lists six different 
variance reduction techniques relevant to simulation experiments. Of 
these, three techniques — stratified, selective and importance 
sampling (Kleijnen, 1974, pp.110, 133 and 164), were unsuitable for 
the applications in this thesis, partly because of the unwarranted 
extra programming and analysis that they require. Furthermore, these 
sampling methods distort the sampling process and therefore, even 
though the average response is more accurately estimated, the dynamic 
response of the system cannot be examined. In many studies the 
dynamic response of a model is particularly important for validation 
(for a practical example, see Mazanov and Nolan, 1976). The technique 
of control variates can be applied in some simulation studies 
(Kleijnen, 1974, pp.138-164). This technique is similar to the 
analysis of covariance and it relies on correlation existing between 
the statistics collected. Since the statistics collected are usually 
chosen to be independent of each other, and so reflect just one aspect 
of the simulation model, this method is often inappropriate.
In section 7.3 we saw that antithetic random number streams 
(Kleijnen, 1974, p.105) resulted in significant variance reduction 
when estimating several population parameters. Moreover, the lack of 
variance reduction when estimating population parameters concerning 
new clutches of eggs showed that variability in the probability of the 
beetles' flying did not affect these population parameters. In more 
complex models with many parallel processes antithetic variables may 
be useless because negatively correlated computer runs cannot be
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easily constructed. The technique of common random numbers (Fishman, 
1973; section 7.1), where the same random numbers are used in 
different computer runs with different parameter sets and model 
variants could have been used with the scarab model (see Appendix 1), 
although the computer simulation experiments in Chapter 7 did not 
employ them. As we noted in section 7.1, we hope for positive 
correlation between computer runs using common random numbers, but 
simple correlation is not the only relationship possible, and complex 
interactions could be present which reflect the common random numbers 
and not differences in the parameter sets or models. In one 
particular application, Kleijnen (1974, pp.207-238) has compared the 
techniques of antithetic variates and common random numbers. He also 
determined the optimal allocation of computer resources between these 
two techniques for his particular application.
11.5 THE PARAMETER REQUIREMENTS 
OF SIMULATION MODELS
Simulation models, however, do have a number of drawbacks (see 
also Goldstein, 1977). In particular, they require a large number of 
parameters to be estimated and it is usually impossible to find enough 
data to quantify all of these parameters. For example, the parameters 
for each life-stage in the scarab model listed in Appendix 1 have been 
annotated to indicate one of three levels of support for each 
parameter. The first level is quantitative data, such as those used 
in the statistical analyses of Chapters 3 and 5. The quantitative 
data are of varying quality. Sometimes, the data were collected for 
other species (see section 3.4.1 where a lateral temperature shift 
principle for survival curves is used to estimate parameters for 
Sericesthis nigrolineata Boisd. from data for Anoplognathus porosus 
(Dalm.); see also section 5.1 where the adult life-time parameters of 
S. nigrolineata are assumed to be the same as in another species).
The second level of support is qualitative data, and typical 
parameters estimated from such data are those for the development 
curves with temperature of various later immature life-stages where 
the only information available is that the particular life-stage lasts 
for, say, four to eight weeks in the field. The lowest level of
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support is no data at all, and the values of the corresponding 
parameters can only be guessed. The survivorships in high and low 
soil temperatures and moistures of the later immature life-stages 
provide examples of processes for which there are no data. Of the 149 
life-stage parameters, there were quantitative or qualitative data for 
less than half of the parameters; there were no data for the 
remaining 79 parameters.
11.6 THE ROLE OF COMPUTERS
In this thesis a hierarchy of computational aids has been used. 
Hand calculation and a pocket calculation form the lowest level, being 
the easiest and fastest to use for small problems. A programmable 
pocket calculator adds further power, especially because intermediate 
results can be stored and repetitive calculations can be speedily 
carried out. For larger problems, especially those involving more 
non-numeric manipulation than can be handled by pencil and paper, a 
mini-computer using an interactive language and offering simple 
* printing, plotting and file facilities proved invaluable. Finally, a
large main-frame computer offering higher level languages (FORTRAN and 
SIMULA) was used only for the largest problems. To make efficient use 
of the available resources, in particular the time spent working on 
any given problem, meant that the lowest level of this hierarchy for 
which the problem was feasible was used.
Many mathematicians are uncertain of the proper role of computers 
in mathematical research. Their attitudes usually range between 
indifference and hostility. Perhaps these attitudes are the result of 
a misconception that computers are only "number crunchers". The 
explosive growth of computing methods in the last decade has been 
largely in the areas of non-numeric and interactive applications, and 
it is these manipulative techniques that are potentially of most use 
to mathematicians.
The role of computers in this thesis is largely hidden. In every 
chapter which contains mathematical or statistical arguments, the 
computer has played an important part. Of course, at times its only
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task was to perform statistical calculations, but even in these cases 
the amount of non-numeric manipulation of the data by the computer 
took more of its time than the actual numerical calculations. Only 
when the percentiles of two test statistics were simulated for Chapter 
10 did the amount of numeric computing exceed that of non-numeric 
manipulations. The numerical calculations in the scarab model are 
very simple, in contrast with the complex data structures employed by 
SIMULA within its internal simulation routines. The discrete event 
simulation language SIMULA offers flexible data structures to the user; 
indeed, this language is more notable for its introduction of new and 
powerful concepts of data structuring than for its capacity to 
implement simulation models easily.
However, in this thesis, the most important (and the simplest) 
use of the computer was as the mathematician's "pencil and paper" (see 
the discussion in section 8.5 and later in this chapter). In 
particular, the analysis of development times in fluctuating 
temperatures (Chapter 4), the analysis of the adult sex ratio (Chapter 
5), the model of mitochondrial genetics (Chapter 8), the population 
genetics of an interchange chromosome (Chapter 9) and the statistical 
tests for unordered pairs (Chapter 10) all relied upon non-numeric 
computer programs (see also Adena, Holton and Kelly, 1973, for an 
application in pure mathematics). It is difficult to overestimate the 
power, scope and value of computers in this role.
11.7 ON MODELLING STYLE
My aim in choosing the examples in this thesis and in describing 
them in considerable detail is to show a particular style of modelling. 
H. Miiller-Merback comes close to describing this style:
"Problem solving ... consists roughly of the following four steps:
(i) stating the real problem,
(ii) building a formal problem (model),
(iii) solving the formal problem, and
(iv) transferring the solution to reality.
Each of these steps is equally important."
But Miiller-Merback neglects to mention another equally important
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step which is a prerequisite for his sequence of steps — gaining a 
thorough understanding of the phenomena being modelled and the 
processes that may be relevant. That is, considerable understanding 
of the milieu of a problem should precede its analysis. One whole 
chapter is spent discussing scarab beetles generally, and then the 
life-cycle in a related species, before introducing the particular 
species whose population dynamics are analysed and modelled in 
Chapters 3 to 7. Each new topic in this thesis is introduced and 
related to the wider subject of which it is a part. These background 
descriptions are central to the successful modelling of the biological 
phenomena considered here — only if the problem is well understood can 
a relevant solution be quickly and accurately found. (See also Finney, 
1975, and Ehrenberg, 1975, who stress that data consist of more than 
just numbers.)
In each case, having discussed its background, the particular 
problem is then explicitly posed and a mathematical or statistical 
model formulated. These are Müller-Merback's first two steps. The 
mathematical or statistical model is then examined (Müller-Merback's 
third step), usually informally and heuristically, often with the help 
of computer programs as described above. This process of 
experimenting with the model, particularly mathematical models, is 
essential for the emergence of clear solutions and new insights**
"Throughout the history of mathematics new ideas have come both 
from flashes of intuition and from patient observation. Perusal 
and discussion of the accumulating facts suggest new 
generalisations. In number theory especially, properties of 
integers were often first observed by experimentation with 
'small' numbers. Gauss himself, when asked how he divined some 
of his general ideas, replied: "Durch planmässiges Tattonieren"
— through systematic, palpable experimentation. It is hard to 
exaggerate the suggestive role of examples and hints contained in 
special cases in determining the directions that mathematicians 
take in their research."
Kac and Ulam, 1968
The statistical models are generally more specific than the 
mathematical models and the result of their manipulation is usually to 
decide whether to retain the model or to select a new one. In much of 
the statistical data analysis in this thesis a number of statistical 
models, frequently non-parametric arguments developed from first
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principles, are briefly considered before selecting one as the most 
appropriate. For mathematical models, their manipulation culminates 
in their formal mathematical solution.
The last stage of the analysis is application of the theoretical 
results to the original biological problem. We can see this last 
stage most clearly in Chapter 8 where we examined the mitochondrial 
genetics of yeast and in Chapter 9 where we interpreted an experiment 
examining the survival of plants heterozygous for an interchange 
chromosome under different sowing densities.
My main purpose in including Chapters 8, 9 and 10 in this thesis 
was to provide small, and so more easily comprehended, examples 
incorporating these five steps in problem solving. These three 
examples, and the sub-models and final simulation model of the 
population dynamics of Australian pasture scarabs demonstrate that 
these steps can lead to rigorous, well justified and useful biological 
models.
Frequently the mathematical models in this thesis have been 
generalised and this often resulted in further insights into the 
biology and the wider applicability of the models to other biological 
situations. For example, consider the analysis in section 5.3 of the 
proportion of female adult beetles through the summer. The 
mathematical model generalised from a logistic curve for this 
proportion to one which fitted the data. This generalisation 
suggested a practical means of analysing other data sets. Further, 
the shape of the curve was shown to be robust to any reasonable 
distributions for the life-times of the female and male adults.
Lastly, the poorer fit of the curve near the end of the beetle flight 
season was predicted from the detailed mathematical model. Another 
example is the general theory of development in fluctuating 
temperatures (Chapter 4). The general biological observation that low 
fluctuating temperatures enhance development compared with that at a 
constant temperature of the mean was explained mathematically. The 
result on equivalent temperature regimes (pp.65-68) is not intuitive, 
and it allowed a simpler temperature function to be used in the scarab 
simulation model (see p.119). Further, the concept of equivalent
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temperature regimes applies equally to survival as to development.
11.8 CONCLUSION
My concern in this thesis has been primarily with how to model, 
not what I have modelled. All too many analyses of biological 
problems are presented as clear-cut and complete works, often of 
considerable art. Frequently these analyses and models lack relevance 
to their original problems.
Goldstein (1977) argues that a diversity of mathematical 
approaches is more likely to provide greater insights into the 
behaviour of biological systems than would any single approach. This 
is confirmed by the success of the many analyses that have led to the 
final simulation model of the population dynamics of scarabs and also 
by the smaller studies in Chapters 8 to 10.
Not only are the different problems tackled using different 
techniques, but often the same problem is examined in different ways. 
For example, section 6.5 reviewed an analytical approach to modelling 
soil moisture which leads to a partial differential equation. However, 
this approach was found to be inappropriate for the requirements of 
the scarab simulation model and, in section 6.6, the boundary 
conditions of the former model were developed into a more practical 
solution. Many statistical analyses in this thesis consist of more 
than just one single test (see, for example, the analysis of the 
effect of rain on the number of beetles caught in a light trap, p.81). 
In section 7.3 the analyses of female adult behaviour and fecundity 
became successively more complicated as we understood the biological 
phenomena and the associated mathematical models better. As our 
biological intuition increased so our mathematical models evolved. In 
Chapter 8, the results on the distribution of the number of normal 
yeast colonies arising from matings between petite yeasts became more 
complete further through the chapter. Similarly, the null 
distributions of the non-parametric test statistics in section 10.3 
are examined through the section in successively greater depth.
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The topic of this thesis has not been primarily the specific 
biological problems which appear here. Rather, the unifying and 
central theme has been mathematical interfaces in the modelling of 
biological populations. That is, we have studied the interesting and 
productive interaction between mathematics and biology in the 
development of models of populations through sub-models of their 
component processes. A diversity of sometimes powerful, at other 
times deceptively simple mathematical, statistical and computer 
techniques were brought to bear on the particular biological problems. 
The mode of analysis advocated in this thesis is powerful and it has 
led to rigorous and well justified solutions to complex biological 
problems.
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APPENDIX 1
A SIMULATION MODEL OF THE POPULATION DYNAMICS 
OF AUSTRALIAN SCARAB BEETLES
This appendix consists of a table and a figure which summarise 
the technical details of the simulation model developed in Chapters 2 
to 7. The parameters of the computer simulation model for the species 
Sericesthis nigrolineata Boisd. are tabulated in table Al.l. Figure 
Al.l contains the code for the model written in SIMULA*(Norsk- 
Regnescentral, 1971, 1972) for a UNIVAC 1110/42 computer running under 
the EXEC 8 operating system.
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F ig u re  A l . l .
1 2
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SCARAB POP U l A  1 I 04 Dt NAA l ( S  S 1 » U L A T | 0 N  PROGRAH 
S 1 HULA 1 I ON
C OHH£ NT P O P U L A T I O N  OTNAHJ CS OF A S f  Afl A P P O P U l A I I O N
( S f f  ( H A P  TER 2 FOR D E S C R I P T I O N  OF L l M - C T C l E )
BE 6 I N
P R O C E S S  C L A S S  E A » L > S 1 A t E S ( C L U TC HS I 7 E  ) ;  I N T E G E R  C L U T C M 5 1  7£ ;  
C O H H E N T  E A R L T S T A G E  S S I H U L * T E S  T H f  D E V E L O P M E N T  AND S U R V I V A L
OF A CL UTCH OF B EE T L ES  THROUGH THE EGG AND F I R S T  TWO 
LA * VAL I NS T AR STA&ES 
• SEE CHAPTER 3)
BE 6 I N
I NTEGER S TA6E :
REAL DE P T H,  S URV ,  p h t m o l a g e ;
REAL AOE V E L , B DE V E L , C0 EVE l  ,
T O . L A N B D A T Ö ,  B T E » P , C T ( M P ,  T 1 , L *  HPD A 1 1 ,
■ O . L A H P D A H O ,  H 1 , L A HR( A H  1 ;
P H T S 1 0 L * 6 E  0 . 0 ;
FOR STAGE : *  E G 6 , L 1 «L 7 DO 
B F G I N
T O T C / S T A G E / I  : »  T O T ( / STAGE /  ) * C l U T C H S I  7E ;
STATO : *  TRUE:
HEANDEPTH P A R A H E T E R S C / S T A G E . 1 / ) ;
SOOEPTH : =  P A RA H E T ERS ( / S T A GE, 2 / 1 ;
I N V I A B 1 L I T T  P AR A H E TERS ( / STAGE , 3  /  1 ;
ADEVFL  P A R A H E T E R S ( / S T A G F , 4 / I ;
BDEVEL  : *  PAR A H E T E R S C / S T  AGE , 5  / )
COEVEL PAR A HE T E R S C/ STAGE ,C / )
TO PARAHE T e RS C/ ST AGE , 7 / ) ;
L AH0 DAT O P AR AHE T E*  S ( /  ST A6F , 8 / )  ;
PTEHP : » P AR A H E T ERS ( / STA6E , 9 / ) ;
CTEHP ; r  P AR A HE T ERS C / S T A 6E , 1 0 / I ;
T 1 : = PA RAHE T E R5 ( / STA6E , 1 1 7 1 ;
L A H B B A T 1  : =  P AR A H E  T £ RS ( /  S T A 6 E  ,  1 2 /  ) ;
HO : *  PARAHE T f R S C / S T A G E ,  1 3 / ) ;
L A H B D A H O  ; =  P AR A H E T E R S C / S T A 6 E  ,  1 4 / )  ;
H 1 : =  P A R A H E T E R S ( / S T  A 6 E , 1 5 / ) ;
L AHBDAHT : *  P AR A H E T ERS ( / ST AGE , 1 6 /  ) ;
DEPTH ; *  H A» ( 0 . 5  . NORHAL < HE AND E P TH , SD D E P TH. UE A R LT DE PTH ) )  ; 
SURV : *  I N V I A B I L I T T ;
COHHENT A p p L T  SOI L  HOI ST URE  STRESS EOR REST Of  T H I S  L E E *
< SE C SE C T 1 ON 7 . 4 1 ;
I F NOT NE N SO I LHO I S TUR E THEN 
B E GI N
H : «  SO I L H O I S T URE ;
S ; *  I f  H <= HO THEN
E « P ( - L A H B D A H 0 « F h 0 - h ) « C N E * T H O I S T U * E T ] H ( - T I H E ) / 1 6 8 . 0 )  
ELSE I F H <= H1 THEN 1 . 0  
ELSE
59
60 
61
6^
64
65
66
67
68  
69
7^
72
73
I
78
79
80 
31
34
35 
«6 
37 
88
89
90
91
92
93
94
95
9 6
97
98
99 
1 00 
101n\
1 04 
1 0 5  
1 06 
1 07 
1 08 
1 09 
1 10 
1 1 1 
1 12  
1 1 3 
1 14 
1 1 5  
1 16 
1 1 7 
1 18
E « p ( - l A H B t A H 1 « ( H - N l ) « < N E V T 8 0 1 S T U R ( T ] H ( - T 1 H t ) / T ( f t . O ) ;  
SURV : =  S UR V • S
COHHENT ( SEE S E C T I O N  3 . 5 )  ;
f  ND:
WHI LE P H T S I O l  AGE < STAGE DO 
B EGI N
1 : *  TE HP .  SO I L T f  HP C DE PT H)  ;
D F V T I H  ; «  ABEVEL  ♦ R D E V f L  • E » P C - C D E V E l M  
COHHENT HOURI T  DEVEl OPFJ f NT RATE
( SEE S E CT I ONS  5 . 1 ,  3 . 3 .  3 . 5 ,  3 .
1 . 0 / ( 2 4 . 0 * D C V T ! ■ )D E V R A T  : *  T . 0 / « 2 4 . U » E V T | H ) ;
C O H H E N T  H O U R L T  S O I L  I E H P E R A T U R E  H 0 R T A L 1 T T
( S ee S e c t  i o n s  3 . 1 , 3 . 4 . 1 ,  3 . 5 . 3 . 6 )  :
S :  *  I F  T < •  T O t A f N E » P  c - l  A H B  D a T 0  •  C T 6 - T )  . D  E V RA T )
ELSE I F T < *  T 1 THEN ( HA I ( { - fc ,  1 . 0 - B T E " P • E « P ( CTE H P • T ) )  • . D E V R A T )
ELSE
SURV
>« »  o » 
l - L A H B DAT1 • ( T - T  1 ) * D E V R A T ) ;
COHHFNT WE E * L T  S O I L  » O I S T U R E  H O R T A L I T T
( SEE S E C T I ONS  3 . 2 ,  3 . 4 . 2 ,  3 . 5 )  ;
I f  N E WS 0 I L H 0 1 S T U R E  THEN 
B F G I N
■ : *  S O I L H O I S T U R E ;
S : =  I f  H < *  HO THEN E » P ( - l A H 8 D A H  0 • ( HO- H ) ) 
ELSE I f  H <» H i  THEN 1 . 0
ELSE I  « P C- L A HB DA H 1 • ( H - H 1 ) )  ;
SURV : *  S U R V * S
e n d ;
P H T S I O L A GC  : *  P H I S I O L A G E « D EVRAT ;  COHHENT ( SEE SECT I ON 3 . 6 ) ;  
H O L D ( 1 . 0 )
E n d ;
COHHENT CORRECT FOR E X E S S  S O I L  H O I S T URE  STRESS 
( SE E S ECT I ON 7 . 4 )  ;
H : *  S O I L H O I S T U R E ;
S : *  I f  H < -  HO THEN
E * P ( - L A H B D A H O * ( h O - H ) «  ( N E R T h OI S TURE T 1 HE - T1HE 1 / 1 6 8 . 0 )
ELSE I f  H < *  h 1 THEN 1 . 0  
EL SE
E » P C - I A H B B A H 1 « ( H - H 1 ) . ( N E » T H 0 1 S T U R E T I H E - T I H E ) / 1 6 8 . 0 ) ;
SURV : *  S U R V / S;
0 U T 1 N T ( T I H E , 6 > ;  O UT I NT  CCL UTCHSI  7E , 3 ) ;
O U T F | > ( S U R V , 6 , V ) ;  0 U T 1 N T ( S T A 6 E , 3 ) ;  ) U T I H A 6 E ;
T 0 T ( / S T A 6 E / )  T O T ( / S T A 6E / ) - C l U T t HS I 7E ;
C L U T C H S I 7 E  : =  B 1 NO H ) A L ( C l  U T C H S I 7E , S U R V > ;
I f  C L U T C H S I 2 E  * 0 THEN CAn C E L ( CURRENT )
E ND;
STATQ ; >  TRUE*
COHHENT I N  V 0 f  f  L A T E S T A GE S  TO CONTI NUE THE L T F E - C T C L E  ;
FOR I N D I V I D U A L  : = 1 STEP 1 UNT I L  ( L U T C H S I 7 E  DO
A CT I V A T E  n e w  L A T E S T A 6 E S ( I F  DRAW( 0 . 5 , U S E * ) THEN HALE E I S T  F | H  A L E ) 
AF TER CURRENT
e n d ;
A. 1 252
m
1 ? i
1 2 2
1 2 3
112  5 
1 2 6 
1 2 7  
1 2 8  
1 2 9 
1 3 0  
1 31
W
1 3 4  
1 3 5  
1 3 6  
1 3 7 
1 * 8  
1 3 9  
1*0 
1* 1  
1 * 2  
1 * 3  
1 * 4  
1 * 5  
1 * 6  
1 * 7  
1 * 8  
1 * 9
1 5 0
1 5 1
1 5 2
1 5 3  
1 5 *  
1 5 5
m
1 5 8  
1 5 9
l 6 
i  6 
1 6 
1 6 3  
1 6 4  
1 6 5  
1 6 6  
1 6 7
1 7 0
1 7 1
1 74 
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S t  A R A B  P O P U L A T I O N  D Y N A M I C S  S I M U L A T I O N  P R O G R A M  ( C O N T I N U E ® )
P R O C E S S  ( L A S S  l » T F S T A 6 E S ( 5 M ) ;  I N T E G E R  S E X ;
C O M M E N T  L A T E S T A G e s  S I M U L A T E S  T M F D E V E L O P M E N T  A N D  S U R V I V A L  
O F  I N D I V I D U A L  M A L F  A N D  F E M A L E  B E E T L E S  
T H  R O U G H  T H E  T H I R D  L A R V A L  I N S T A R ,  P R E - P U P A ,  P U P A  
A N D  A D U L T  S T A G E S
.5 ,  5 . 1 )
& (
}   0  A 6 E S  
( S E E  E A R L  T  S T  A G E  S ,  S E C  T I O N S
G 1 N
I N T E G E R  S T A 6 E ,  L I F E T I M E ,  D A T ;
R E A L  D E P T H , S U Ä V , P H T S 1 0 L A G E , O V U L F S ;
o  f  A l  «DE V EL  , P D E  V E l  . C D E V E L  , T 0 , L A M p fi A T 0 ,  Fl T E MP ,  C T E M P ,  T 1 ,  L A M B D A T 1 ,  
,  M O , L A M B D A M  0 , M 1 L A MP  DAM 1;
R E F C M A * * 6 E ) M A X L I F E T I M E ;
COMME N T  f n s u r f  t h a t  t h i s  b e e t l e  c a n n o t  l i v e  f o r  m o r e  T H A N  
TWO T E A R S
s ? ! W J W , s iM £ i » ? iT ^ s r * ‘ , l , M , s  l * t i s t a 6 e s , ;P H Y S I O L * 6 E  : *  3 . 0 ;
FOR ST A GE  L 3 . P P . P  DO 
B E G I N
T O I L / S T A 6 E  « S EX /  ) : =  TOT ( /  S T A  6 E « SE X /  ) ♦ 1 ;
ST A TO : = T R U E ;
« E A N D E P T H  : *  P A R A M E T E R S C / S T A G E ♦ S E  X , 1  / ) ;
S D D E P T H  : =  P A R A M E T E R S ( / S T A G E « S E X , 2 7 ) ;
I N V I A B 1 L I 1 T  : =  P AR A N F T  ER S ( / S T  A 6 E  ♦ S E X ,  3 7 ). *
A D E V F L  : =  P A R A M E T E R S ( / S T A 6 E « S E X , 4 / ) ;
B D F V F L  : =  P A R A M £ T E R S ( / S T A G F * S E X , 5 / ) ;
C D E V E L  : =  P A R AM £ T E R S ( / S 1 A 6 F < S E X , 6  / ) ;
TO : *  P A R A M E T E R S ( / S T A & C « $ E X  ? / ) ;
L A M B D A T O  P A R A M E T E R S < / S T a 6 F  « S E X , 8 /  )  ;
B T E M P  : »  P A R A M E T E R S ( / S T A  GE  « 5 E  x , 9 /  ) ;
T E M P  : =  P A R A M E 1 E R S ( / S T A  GE  « S E  X , 1 0 / ) ;C i   ,  (
, i i / ) ;
r A T /
: *  P A R A M E T E R S ( / S T A 6 F * S E  I  ,  I T  /  ) ;  
l  A M 0 o A T 1 : =  P  A R  A M E  T E R S (  /  S T « G E  « S  E i  , 1 2  /  )  ;
M O  P A R A M E  T E R S ( / S T A 6 E * S E  X , 1  3 / ) ;  
L A M B D A M O  : =  P A R A M E T E R S ( / S T A 6 F « S E X  ,  14 /  )  ;  
M 1 : =  P A R A " E  T E R S ( / S T A 6 F ,  S E  X . 1 5  /  ) ;
l A M B O A M I  : «  p A R A M E T E R S ( / S T a 6 e « S E X  ,  16 /  ) ;
I F  S T A G E  * /  P  T H E N
D E P T H  : *  M 4 » ( Ö . 5 « N O R M A L  ( M E A N D E P T H  ,  S D  D T P T H , U L A T E  D E  P T H ) ) ;  
S U R V  : »  I N V I A B I L I T T ;
I F  N O T  N E W S O  I L " 0 I S T U R E T H E N  
B E G I N
m  : »  s o u  m o i s t u r e ;
S ; *  I F  M <  *  M 0 T H E N
E X P ( - L A M B D A M O « ( « 0 - " ) * ( N E X T M O I S T U R C T | M E - T I M E ) / 1 6 8 . 0 )  
E L S E  I F  M <  • M 1 T H E N  1 . 0  
E L  S E
E X P ( - L A M B D A M 1 « ( M - m 1 ) « ( N E X T M O I S T U R E T 1 M E - T 1M E ) / 1 6 8 . 0 ) ;  
S U R V  : *  S U R  V • S 
E N D ;
W H  I L E  . P H T S I O L A 6 E <  S T A 6 E D O  
B E G I N
1 : *  T E M P . S O  11 T E M P ( D E  P T H ) ;
D E V T 1 M : *  A D E V E l  ♦  R D E V F L * E  X P  (  - C D E V E  L * T  ) ;
1 77 
1 7g 
1 7 9  
1 30
123
183 
1 8 4  
1 85 
1 86 
1 87 
1 8 8
m
1 9 1
1 9 2
195
196
197 
1 9g
1 9 9  
2 0 0  
201 
2 0 2
203
204
205
206
207
208
209
210
2 11 
2 12 
213 
2 1 *  
215  
2 16 
21 7  
2 18 
2 19 
220
223
2 2 4  
22 5 
22 6  
227
I l f
2 31
m
2 3 *
235
236
r e V R A T  : *  1 . 0 / < 2  *  .  0 * D E v T ] ■ ) ;
S : =  I F  T <  T O  T H E N  E I P ( - L A M f l « A T 0 
E L S E  I F  T <  T 1 T H E N  ( M A  I ( t - 6 , 1  .  0 -
( T P — T ) * D E V R A T )
MP
T )  ;
, 1 B T E M P . E X P ( C T E " * T ) ) « « D E V R A T )  
H B D A I 1 « ( T - T 1 ) « D E V R A 'E L  S E  E X P (  -  L  A
S U R V  : *  S U R  V  *  S ;
I F  N E  W S O I l M O I S T U R E  T H  F N  
B E G I N
M : =  s o i l m o i s t u r e ;
S :  1 I  (  M <  M O  T H E N  E I P ( - l A M 0 D A M  o * ( R O - R ) )
E L S E  I F  M <  M l  T H E N  1 . 0
E L S E  E X P ( - L A M B 0 A M  1 « ( M - M l  ) )  ;
S U R V  : =  S U R V • S 
E N D ;
C O M M E N T  D O N ’ T A L L O W  T H I R D  I N S T A R  L A R V A E  T O  D E V  
T O O  M U C H  B E F O R E  S U M M E R ;
S T A 6 E * /  L  3 O R  P H Y S I O L A 6 E <  3 . 7 5  O R  S U M M E R  T H E N  
P H Y S I 0 L A 6 E : *  P H T S  I 0 L A 6 E « D E V R A T ;
H O L D C 1 . f i )
E N D ;  
M : • S 0 1 L M O  I  S T U R E ;
S : *  I F  M < *  « 0  T H E N  
E X P ( - L A M B D A M 0 * ( « O -  
E L  S E  
F L  S E
£ X P ( - L A M B D A m 1 « ( m - m 1 ) « ( n F X T M 0 1 S T U R E T I M E - T I M E T / 1 6 8 . 0 ) ;  
S U R V  S U R V / S
O U  T I N T
M ) « ( N E X T M 0 I S T U R E T I M F - T 1M E ) / 1 6 8 , 
M l  T H E N  1 . 0
  ,
( T I M E , 6 ) ;  O U T F I X  ( S U R V , 6  , 9 ) ;  OUT I N T  ( S T A GE  , 3 ) ;  0 U 1 I N T ( SEX ,  3 ) ;
O U T I M A G E :
T 0 T ( / S T A 6 E « S E X / )  : *  T O T ( / S T A 6 E «SE X / ) - 1 ;
I F  NOT D R A W ( SUR V , U L A T E S U R V ) T H E N
B E G I N
C A N C E L ( M A X L I F E T I M E ) ;  C A N C F L C C U R R E N T )
E N D  
E N D  ;
O U T I N T ( T I M E  , 6  )  ;
C O M M E N T  A D U L T  L I F E - S T A G E  ( S E E  S E C T I O N S  5 . 1 ,  5 . 2 )  ;
I F  S E X  *  M A L E  T H E N  
B E G I N
L I F E T I M E  Z -  NE GEX P ( 1  , 0 / M A l E l  I F E T l M E , U M A L E L 1 F E T I M F ) ;
O U T T E  I T U  M A L E  A D U L T  W I T H  L I F E T I M E S ) ;  0 U  T  I  N  T (  L  I  F E T  I  M E ,  3 )  ;  
O U T T E X T C S  D A T S O ) ;  O U T 1M A 6 E ;
F O R  D A T  : *  1 S T E P  1 U N T I L  L I F E T I M E  D O
B E G I N
I F  D R A W ( F L T I N 6 P R 0 B , U M A L E F I T 1 N 6 )  T H I N  T O T  M A L E S  : ■  T O T M A L E S «  1 ;  
S T A  T O  : =  t r u e ;
H O L  D ( 2 *  . 0  )
E N D
E N D
E L S E  C O M M E N  T S E X  *  F E " A L E ;
B E G I N
L I F E T I M E  : •  N E G E X P  (  1 . 0 / F E M A l F L  I  F E  T I M E  . U F E M A L F L I  F E  1 I  M E  > ;  
O U T T E X T C S  F E M A L E  A D U L T  W I T H  L  1 F E T I  M £  a 1 ;  O U  T )  N  T (  L  I F  E T I  M f  ,  3 )  ;  
O U T T E X T C S  D A T S S ) ;  O U  T I M  A 6 E ;
o v u l e  s  : =  n e w q v u l e s ;
F O R  D A T  1 S t e p  1 U N T I L  L I F E T I M E  d o
B E G I N
I F  D R A W ( F L T I N G P R O R , U F E M A L E F l  T I N G )  T H E N  
B E G I N
A .  1 253
2 1 7 
2 38 
2 39 
2 6 0  
2 6 1  
262 
2 6 3  
2 66
2 6 5
2 6 6  
217  
26  8 
2 6 9
2 5 0
2 5 1  
2 52Itt
2 5 5
2 5 6SH
2 59 
2 6C 
2 6 1  
2 62 
2 63 
2 6 6
2 6 5
2 6 6  
2 6 7  
2 68
2 6 9
270m
2 73S3 
2 t 6 
2 77 
2 78 
2 79 
2 8 0  
2 81 
2 8 2  
2 83 
2 86 
2 8 5
5?5 
2 88 
2 8 9  
2 90
2 9 1
2 9 2
2 9 3  
2 9 6
SC A R A B  P O P U L A T I O N  o Y N A h I C S  S I * " » i l  * 7  I ON  P R O G R A H  K C M I 8 U F D I
10 I E I h »L f S : * TOI  f f h ALE S « 1;
I 1 0 RAW<LAY I N&PROB , UE EHAL  EL A Y l N 6 ) THEN
PE G I N
1 1 O V U l f  S > 1 . 0  T HE N
A C T I V A T E  NEW E A R L Y J T * & ES < ENT I ER ( 0 VUL FS ) ) ;
OVULES : = 0 . Ö
END
END
ELSE
STAY
HOLD
0 V UL E S : =
? 2 i : 0 ; R u t ;
E NO :
C A NC E L ( h a * L ) E E T 1 » » E )
END;
h a x ( O . O . O V U L E S - R E S O R P ) ;
PROCESS CL ASS H A1 AO E ( P E E T L E ) ; RE M  l  A T E S T AC, E S ) B E E T L E ;  
B E G I N
HOLO < 365  . 0*  2 . 0 *  2 6 . 0 ) :
O U T 1 N T < T I HE . 6 ) ;  O U T T E X T O  HA X A G E D E A T H S ) ;  OUT1 H A G E ;
C ANCE I CBC F U  E )
( NO ;
PROCESS CLASS S0 1 L HO I ST UREHOOUl  E ;
COHHENT H O O I E I E O  5 H1TH AND J OHNS ( 1 9 7 5 )  V ATER BAL ANCE 
S OI L  HO I S TUR E S UB- HOO EL 
( SEE SE C1 TON 6 . 6 )
B E G I N
REAL W A T E R B A L A N C E . P A N E V A P . P O T E N T I A L E V A P . A C T U A L E V A P . R A I N ;
I NT E GER 0 AY;
I N S P E C T  R A I N E I L E  00 
BE Gl  N
WATERBAL ANCE : *  S Y S ] N . ! N R E * L ;
OUTTE X T<SI  NI  TI  AL WATER BAL ANCE =S ) ;  OUT E I  X ( V ATE RBALANCE ,  2 ,  6 )  ; 
O U T I H A G E ;  O U T T E X T < SR A | N J t  H O O E L S ) ;  0 U T I H A 6 E ;
H O L D ( 0  . 9 )  :
WHI LE TRUE DO 
B E G I N
r a i n  : *  o . O ;
FOR DAY : *  1 STEP 1 U N T I L  7 DO 
B E G I N
RAI N ;  i  R A I N *  1 NRE A L ;
IE I A S T I T E H  THEN 
BE G 1 N
TEXT B U f ;  BUE I H A 6 E ;
295
2 9 6
2 97
29R
VI
301
3 0 2
582
3 0 5
58*
3 0 8
3 0 9
?i¥
3 12
\u
3 1 5
3 1 6
3 1 7  
3 18
3 1 9
3 2 0
3 21m
3 2 6
3 2 5
3 2 6
3 2 7
3 2 8
3 2 9
3 3 0
3 3 1
3 3 2
3 3 3  
3 36m
337
ii!
3 A 1
li\
3 6 6
3 6 5
3 6 6
3 6 7
3 6 8
3 6 9
55?
3 5 2  
35 J 
5 56
CL OS E ;  OPENEPU E)
END;  
IE ft I I N
PA NE VAP 
P0 T E NT 1  ALEVAP 
WATERBAL ANCE 
AC TUA
^ 2 ^ . 7 6 1 7 * 1 6  ] ? 0 8 9 * 5 l N t 7 . 1 7 2 5 8 6 6 - 6 •  T I  Hf  «1 . 5 6 1 9 9 ) ;. . 6 P 8 9 * S I  
: *  P A N E V A P ‘ 0 . 8 7 ;  
WA T E RB A L A NCE * »  A INr   P L <
= I E WATERBAL ANCE > 3 ÖO . O  THEN PQTE NT I  ALEV AP 
ELSE P O T E N T I A L E V A P * ( 0 , 7 « 0 . 8 * V A T E » B A L A N C C / 3 0 0 . Ö ) ;  
T e RRA I A NCE  : =  H i n ( 6 50 . 0  , HA X ( 0  . 0  , WA T r R B A L A  NCE- AC T U A L E V A P ) ) ;  
: *  WATERPAL  ANcE * 0 .  1 * D E L S " ;
5 6.
s o i l h o i s t u r e  w a t e r p a l a n c e
O U T I N T i  T | H E * 0 . 1  . 6 ) ;  OUT TEXT ( a  NE 
0 U T E 1 X ( S 0 I L H 0 I S T U R E , 2  , 6 ) ;  O U T | H A &  
NE XTHOI  ST URE T I HE  : *  T I H E * 1 6 » . 1 ;
HOI
W SOI L  HO I ST 
EE WSOI LHO I STU
UR ( 
P I
TR UE ;
E A L S f ;
MOt  o ( I . O ) ;  
HOLD <16 7 . 0 )
E NO 
E no ;
PROCESS CLASS T E H P E R A T U R E H O O U l E ; 
COHHENT S OI L  TEh p ERATURE  S U P - " O D E l  
BASED ON THE HEAT E OUAT I ON 
( SEE S E C T I ONS  6 . 1  TO 6 . 6 )
f  EG I  N
r e a l  a r r a y  t h i n . t h a x  < 0 r  3 > ;
I N T E G E R  D A Y ;  R t »L T I H E U P ;
R E A L  P R O C E D U R E  A I R T E H P ( O L O T I H E ) ;  R E A L  O L O T I H E ;
BEGI N
R E A L  A T I H E , A H O U R ,  H I N T . B A I T ;  I N T E G E R  A D A Y ;
A T I H E  : =  I  I N E U P - Ö L  OT I H f ;
I E O L O T I H E  > T 1 H E  T HEN
E P R O R < C O P Y ( S A T T E H P T  YO E I N O A T R T E H P  I N  A D V A N C E  OE C U R R E N T  T I H E S ) ) ;  
I E A T I H E  > 8 6 . 0  T H E N
E PRO R <C OP Y < S AT 1 E H P T  TO U N O  A I R T E HP E 0  R HORE T H A N  3 O A T S  A G O S ) ) ;  
» D A Y  : =  A Y I H E / / 2 6 ;
A HOUR : *  A Y I H E - < A D A Y * ? 6 ) ;
H I N T  : =  T H I N < / A D A Y / ) ;
H A X T  : »  T H A X ( / I E  AHOUR < =  1 2 . 0  T H E N  » D A Y  E L S E  ADAY * 1 / ) ;
A 1 R . E H P  : =  0 . 5 •  ( H * X T * H I N  T * C O S  < A H O U R * 0  . 2 6 1  7 9 9 6  )  •  ( H A  I T - H 1 N T ) )
E NO.-
R E A L  P R O C E D U R E  S O I L T E H P ( D E P T H ) ;  R E A L  D E P T H ;
BEGI N
r e a l  l a g , so  u h l a n  t ehp  , s u r e a c e t e h p ;
LAG : « Ö . 0 88 6 6 • 0  EP T H;
S OI I  HE EXTEXP 1 3 . 0 9 7 8 *  0 . 0 0 H8 0 2 *  0 E P T H «
7 . 6 1 6 3 7 0 « E X P < - 0 . 0 0 6 6 3 * 0 E P T H ) *
S 1 N < 7 . 1 7 2 5 8 6 » - 6 * T i h e - 0 . 0 0 6 6 3 * O E P T H * 1 . 1 6 8 3 6 ) ;  
S U R f A C E 1 E " P  : =  A I R T E « P < T i H E - L A G * 3 . 81 9 7 1 86 ) «
1 . 0 9 7 8 * 0 . 9 6 7 5 * S I N < 7 . 1 7 2 5 8 6 1 - 6 . T | H E * 0 . 6 6 6 2 ) ;
S O I L T E H P  S OI L H E A N T E H P  «
E X P < - l A G ) * < S U » E A C F T F H P - S O I L H E » N T E « P )
E N D ;
A .  1 254
3 5 5
\h
3 3 8  
3 39 
3 6 0
361
3 62
i l l
3 6 6
3 6 ?
X
3 70 
3 71
Vr\
3 7 6  
3 73
]A
3 7 8  
3 79
3 8 0
3 8 1
3 8 2  
3 83
m
3 8 6  
3 37 
3 8 8
?So9
3 91
3 9 2
3 9 3  
3 9 *  
3 9 3  
3 9 6
^ 9 8
3 9 9
m
*02
*  03 
* 0 *  
* 0 3
*  06
*  07
*  10 
* 1 1  
*  12
SCARAB P OP U L A T I ON  DTNAMJ CS S I M U L A T I O N  PROGRAM ( C O N T I N U E D )
I NS P E CT  TE MPF I L  E DO 
BE 6 I N
H 0 L 0 ( 1 *  . 0 ) ;
TOR OAT 3 , 2 , 1  DO 
B E GI N
I R A K / o a t - i / j : i  i n r e a l ;  t m i n ( / d a t - 1 / )  i n r f a l ;  
m o l d ( 2 * . 0 )
END;
WHI LE TRUE DO 
B EGI N
TOR OAT : *  3 , 2 , 1  DO 
B E GI N
T N A X ( / D A T / )  : *  T " A X ( / D A T - 1 / ) ;
t m i n < / d a t / )  : *  t m j n < / d a t - 1 / )
E ND;
T M A X I 7 0 / )  : = I N R E A L ;  Tm j n E 70 /  1 : *  I N R E A L ;
I F L A S T I T E «  THEN 
B E GI N
TEXT B UT ;  BUT I MAGE;
CL OSE;  O P F N ( B U F )
e n d ;
T I M e u p : * T I M E * ? * . 0 ;
HOLD!2* .0 )
END
E ND 
E N D ;
p r o c e s s  c l a s s  s u m m e r w e a t h e r ;
COMMENT SUMMER WI ND S T RE N6 T H I N THE EARLT E V E N I N 6  SUB - MODE L  
«SEE S E C T I O N S  5 . 2 . 1 ,  3 . 2 . A 1
I t  G 1 N
I N T C 6 E R  o a t ;  r e a l  W I N D S T R E N 6 1 H;
COMMENT WAI T  U N T I L  9 p m SEPTEMBER 1 ;
h o l » < 5 8 5 3 . 0 ) ;
w h i l e  TRUE D 0
B E GI N
SUMME R : = TRUE;
FOR DAT : =  1 STEP 1 U N T I L  1 8?  DO BEGIN
N I N D S T R E N & T H  : *  U N I F O R M ( 0 . 0 , * . 0 , U W I N d ) ;
FLT I NGPROB : *  E X P ( -  1 .  3 3 8 6 2  • WI NDST RENGT H ) ;
H 0 L D « 2 *  . 0 )
END;
SUMMER : *  F A L S E ;  F L T I N G P R O P  : *  0 . 0 ;  
h o l d  « « 7 6 5 . 0 -  1 8 2 . 0 ) * 2 * .  0>
E NO 
E N D ;
*  15
*  16
*  17
*  18
*  19
*  20 
* 2 1  
*  22 
* 2 3  
* 2 *
*  25 
* 2 6  
* 2 7
*  28
S 5 S
*  31 
* 7 2
*  33
*  3 *
*  35
*  36
*  77
*  38
*  39
*  *0 
* * 1  
* * ?  
*  *  3
*  *  6
* * 7
*  * 8
*  *  9 
A 50
* 51 
* 5 ?  
* 5 3
* 5 *
* 55
*  58
*  59
X
*  62 
* 6 3  
* 6 *  
* 6 5  
*  66 
* 6 7  
*  68
*  69  
* 7 0
*  71
*  72
PROCESS CL ASS S T A T S ;
COMMENT OUTPUT A6E D I S T R I B U T I O N  EVERT TI ME I T  CHANGES 
Bf G I N
I N T f  6 E *  I , POP TO T;  
OUTTE X T ( a TI ME 
OUTTE I T <  3
Ü
WF
GI N
0;
F OR I 1 s t e p  1 
HOLD« 1 . 1 ) ;
FHI LE TRUE DO 
BEG
EG6S 
r pp  
UNT I L
L 1 L?
I P U P A E h a
9 DO TOT ( / 1  /  )
ME 3 MPP " P U P A  E a ) ;  
F a a ) ;  OUT I MAGE ;
■ 0 ;
 N
T O T M A L E S ^ j  *  ;  T OT F E m a l e s  ; =  0 ;
• =  ^ O T M A L E S « T O T F E « A l E S ;
FOR I : = 1 STEP 1 U N T I L  9 DO POPTOT : i  P O P T O T T T O T ( / 1 / ) ;  
I F POPTOT 1 0 AND TI ME > 3 6 5 . 0 « 2 * . 0  AND NOT STATO THEN
E N D U P « C O P T ( 8 N O  MORE I NS ECT S  A L I V E a ) ) ;
AL ES :
HOLD« 2 * . 0 )
POPTOT :
     P   
i E  s t  a t q  t h e n
B E GI N
ST ATO Z -  f a l s e ;
OU T I N T < TI  M E . 6 ) ;
FOR 1 : *  1 STEP 1 U N T I L
OUT I N T « TO TM AL ES , 7 ) ;  OUT
9 DO OUT1 N T « TOT I / I /  ) , 7 )  .
I NT «TOT F EMALE 5 , 7  ) ;  O U T I N T « P O P T O T , 7 ) ;
E ND
e n d ;
PROCEDURE O U T G R E A L « F l L E , I T E M , S F . W ) ;
RE F ( O U T F I I E  ) F I L E ;  REAL I T E M-  I NTEGER S F . W ;
COMMENT O E E O I T  REAL I T E M U S I N G  OUTF1 X FOR P R E F E R E N C E ,
BUT O U T R I A L  I F  n e c f s s a r t .
« E Q U I V A L E N T  TO 6 FORMAT I N FORTRAN FOR REAL  I T E M S . )  
SF I S  THE NUMBER of  s i g n i f i c a n t  F I G U R E S .
W 1 S THE F 1 EL 0 W I DTH . ;
B E G I N
I NTEGER L ;
L : = I F I TEM = 0 . 0  THEN S F - 1  ELSE E NT I E R  <L0G<
I F  L > *  - 1  AND L < SF THEN F I L E . O U T F I X < I T E M . S  
ELSE F 1 LE . OUTR E AL ( 1 T E M,
E ND;
ABS ( I T E M ) ) ) ;
F - 1 - L . W )
S F . W )
I NT E GE R PROCEDURE B I N O M I A L « N , P R O B ) ;  1 NTE6 ER N;  REAL  PROP;  
B E G I N
255
A . 1
VA
4 75 
4 76 
* 77 
478
u s
4 8 1 
482
48 3 
4 84
4 85
H*
4 88 
4 89
HI
492
4 9  J 
4 9 4
495
496
4 97 
49®
Ml
5 01 
502
n i
505
35*
5 08
509
510
5 11
512
513 
5 14
5 15
^ 1 7
1 1 9 
520 
5 21
5 25 
5 26
\A
SC ARAB P OP U l  A T I ON DT NAN| CS  S I « U l A T | O N  P R 0 G R A p ( C O N T I N U E D )
^NTE GE R J , J J ;
1» P R O B * <  0 . 0  0 8  PROP > 1 . 0  THEN
E R R 0 R ( C 0 P T ( 3 0 U T  Or  RANGE P R 0 ° A P 1 L 1 T y I N PI  N O « I A L  3 )  )
ELSE r OR J : »  1 STEP 1 U N T I L  N DO
i r  OR Ay ( PROP , UP I NOP I A L ) THEN J J : * J J « 1 ;
B 1 NON 1 A l  : *  J J
i n t e g e r  p r o c e d u r e  n e n r a n d ;
CONNENT 6 ENERAT E SEEDS (OR DJ FEFRENT RANDON NUNBEf i  SI RE ANS 
( SEE S£ CTI ON 7 . 1 )
B E G I N
I NT E GER U D A S H ;
I F  A N T I T H E T I C  THEN 
BE 61 N
UDASH : *  2 * * 3 4 - u ;
O U T T E X T O  ( 3 ) ;  OU T 1 NT (U ,  1 1 ) ; 0 UTTF 1 T ( 3  ) B ) ;
UDASH : « 2 * * 3 4 « U D A S H
E ND
ELSE UDASH : x u ;
0 U T I N T ( U D A S H , 1 3 ) :  I F 0 » * W ( 1 . 0 , U D A S H )  THEN ;
U : ■ I F U ■ 3 4 3 5 9 7 3 8 3 6 7  THEN 1 ELSE U « 2 ;
NENRAND UDASH
E N D ;
PROCEDURE E N D U P ( " S 6 ) ;  TEXT N S 6 ;
PE 6 I N
O U T I N A S E ;  O U T T E X T ( NS 6 ) ;  OUT TE X T ( ä  ( T I N E  = 3 ) ;
0 U T I N T ( T | n e , 7 ) ;  0 U T T E X T ( 3 > 8 ) ;  0 U T I N A 6 F ;  O U T I N A G E ;  
R E A C T ) V A T E ( N A I h )
E NO ;
PROCEDURE E R R O R ( N S G ) ;  T F * T N S G ;
BEGIN
O U T T E » T ( 3 ’ a ) ;  0 U T I N A 6 E :
o u t t e x t O * *  E rror  • *  5 ) ;  o u t t f x t ( « s g ) ;
OUT I NA6E : OUT I N  AGE;
R E AC T 1 VA T E ( N A I N )
i \\
5 33
\ \ \  
5 36 
5 37 
5 38 
5 3 9
540
541
U S
548
549
HI
553
554i n
557
m
560
561
m
564
565
US
568
5 6 9
5 71
V?i
U S
US
580  
5 81
\l\
584 
5 85 
5 86 
587 
5 88
5 89 
590
E ND ;
u ,  s t a g e  . p ar  a n ,I NT E GE R E G 6 . L 1 , 1 2 , L 3 , P P , P , N A L F , F E M A L E ,  
U F A R L T D E P T H , U S E » , U L A T E D E P T H , U L A T E S U » '
U N A L E L 1 F E T I N (  . U N A L E F L T I N 6 .  
U F F N A L E L I F E T I N E , U F E N A L E F L T 1 N G , U F E N A L E L A T I N 6 ,
U N I  ND .  UB I  NON 1 AL T 
RE F ( Tf  N p f R A  TURF NO 0 U L E ) T f N P ;
REAL  ARRAT PARANE T E R S ( 1 : 9 , 1 : 1 6 ) ;
R E F C I N F I L E )  RAT NT I LE , TENPF I I  E ;
E AL  N A L E L l F E T l N E . F E N A L E L I F E T  I N F , N E W O V U L E S , R E S O R B , L A T I N 6 P R 0 P ;  
E A L  N E A N D E P T H . S D D E P T M . I N V I A B  I L I T T ,r e a l E P T H. S DD E  
T , N , S ,DE VT I  n , de VR A T :
I N T E 6 E R I N D I V I D U A L , T O I N A L E S , T O T F E " A L E S ;  
( T E 6 E R ARRAT T OT ( 1 : 9 )  ;I NT E GER 0 T ( 1 '
BOOL EAN n e n SO I L no I s t u r I  . S U N " e r ;
REAL S 0 I L N 0 I S T U R E , N E * T N 0 I S T U R E T I N E , F L T I N 6 P R 0 e ;
TEXT T I T L E ,  D A T T I N ;
RE A L  * , D E l  SN. DE L T E N P ;  BOOL EAN PR I N T Q , STATS , ANT 1 THET I C ;
O U T T E X T ( 3 S CA RA B  B EET L E S I N U L A T I O N  
D A T T I N  C O P T ( DA 1 I'  I n : -  
OUT TE XT ( DAT  
OUT TE XT ( 3 / 3  
OUT TE XT ( OAT  
O U T T E X T ( 3 : 3 ) ;  
OUT I N A G E ;
f E > ;
T l N .  SUB( 3 , 2 )  ) ;  OUT TE 
) ;  o u t t e x 1 ( d a t t i n . 5 u 
T I N . SUB(7 , 2 )  ) ;  OUTTE
OUTT E X T  ( D A T T I N  
O U T T E X T ( 3
< .  , t  XT ( 8 : 3 )  ;  OUTTEXT  (DA 
0 U T T E X T ( D A T T 1 N . S U P ( 1  1 , 2 )  ) ;  OUT I n AGE;
X T ( 3 / B )  ; 
P ( 5  , ? ) )  ;  
T
, SUP ( 1 , 2 )  ) ; 
T T E X T   3 ) ;
T E X T ( D A T T I N . S U P ( 9 , 2 ) ) ;
O U T T E X T ( 3 R  ANDON NUNBER SEED = 3 ) ;  U : *  I N I N T ;  I N 1 N A G E ;
U : -  A B S ( U ) ;  I F n o d ( u , 2 )  - >  1 t h e n  u : = u * 1 ;
OUT I  N T ( U , 1 2 ) ;  O U T I N A G E ;  OUT I N A 6 E ;
T I T L E  I N T E X T C 8 0 ) :
N H I L E  T I T L E  . S U P (1 , 1 J = /  3 * 3  DO 
B E G I N
OUTTE XT(  T I T L E  ) ;  O U T I N A 6 E ;  T I T L E  : -  I N T £ X T ( 8 0 )  
e n d  ;
0 U T I N A 6 E ;  P R I NT S  : *  T I T L E . S U P ( 2 , 1 )  ■ 3 3 ;
A N T I T H E T I C  : *  T I T L E . S U B ( 3 . 1 )  ' /  8 8 ;
I F ANT 1 THE TI C THEN 
B E G I N
OUTTE X T ( 3  A N T 1 T HE T 1 C RANDON NUNr ER S T R e ANS ARE USE D 3 ) ;  
OUTI NAGE ;  OUT I N A6 E 
E ND;
T I T L E  : -  NO TE I  T ;
A. 1 256
M)
5 9 3
3 9 4
3 9 5
3 9 8
3 9 9  
6 0 0  
6 0 1  
6 0 ?
6 0 3
6 0 4  
6 03 
6 06 
6 07 
6 0 8
M
6 1 1
W
6 14
6 13 
6 16 
6 17 
6 1 8 
6 19 
6 2 0 
6 ? 1 
6 2? 
6 2 3  
6 24 
6 2 5 
6 26 
6 2 7  
6 28 
6 29 
6 30 
6 31
m
6 34 
6 3 5
6 ^ 7  
6 38 
6 39 
6 4 0
6 4 3  
6 44
6 4 5
6 4 6
6 4 7
6 4 8
St  * » » B  POP Ul  A 1 ) ON DYNAMI CS S I M U L A T I O N  PROGRAM <{ ON TI N Uf  DI
OU TT I X 1 <8 S l F D S  »OR EACH RANDO*  NU" P F R S T R E A M  ARE : a ) ;  O U T I MA G E ;  
OUT I f  * 1 ( i f  ARI Y 
OUT I t  XT ( a s i  I
OUT T» YT <a i  ATE Df  P1M 
OUT T E I T  ( 31 ATE SU«V 
OUT Tl  XT ( a ■ A L E L I 
OUT T U T  ( a M j l £  »
s ) ;
l » t T 1M i  a ) ;  
l y i n g  a ) ;  
O U T T { * T ( a » E M A L » l l » f T l " f a ) ;  
OUTTEXT ( 8 » [ M A L f  » L Y 1 N 6  a ) ;  
OUT 11 I T  ( 8» f  " A L  f  L A Y 1 Nfe 3 ) ;
o u t  t e i t  c a w i n d  a )  ;
a ) ;  U E A R l y d e p t h  : «  n f w r a n d ;  o u t i » a 6 E ;  
a ) ;  US F I  : =  N E W R A N D ;  0 U T I M * 6 E ;  
a i ;  u l a t f d e p t m  : =  n f w r a n d ;  o u t i m a g e ;
U L A T f S l I R V  : *  N E W R A N D ;  O U T I M A G E  •
u ma l f l  i f f T i p f  : = n f w r a n d ; o u t i m a g e ; 
u m a l e f l y i n g  : *  n f n r a n o ; o u t i m a g e ;
U F E M A L F L I F F T I M E  : *  N E W R A N D ;  o u t j m a g e ;
uf emal e  fl t i n g  : = n f w r a n d ; Ou t i m a g e ,
o ;  OU T 1 M A 6 E ,
OU T T E I T  t a p  1 NOM | AL 
OUT I MAGE ;
a );
u f e m a l e l a y j n g  n Ew R a n d ; ou
Uw l N D  : =  NEWRAND;  O U T I " A G E ;  
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OUTTEXT t aME AN ADUL T  FEMALE L I F E T I M E  =a ) ;  F E MA l E  L I F E  1 I " E  I N R E A l ;
O U T 6 R E A l ( S Y S O U T , F E " A L E L I F E T | M E , 7 , 1 4 ) ;  OUT I M A 6 E ;
OUT TEXT <3NUMBER OF OVULES I N A NEW ADULT FEMALE - 8 ) ;
NEWOVULES : *  I N R E A l ;  OUT6 REAL  <SYS0 UT , N E WOV U l l S  ,  7 , 1 4 ) ; O U T I MA G E ;
O U T T E X T t a i F  AN A D U L T  F E" A L E D O E S  N O T  F E E D , 3 ) ;  R E S O R B  :  = I N R E A L ;  
0 U T G R E A L ( S Y S 0 U T , R E S 0 R P , 7 , 1 4 ) ;  OUT T E X T ( a e g g s  a r e  R E S O R B F D  EACH D A Y 3 ) ;  
O U T  I M A G E ;
OUTTEXT ( 8 PROB AB I L I  TY OF AN ADULT FEMALE L A Y I N G  HE» E66S 3 ) ;
OUTTEXT ( 3G I VEN THAT SHE F L I E S  * 3 ) ;  LAY I N& PROB  ! «  I N R E A L ;  
0 U T 6 R E A L « S Y S 0 U T , L A Y I N 6 P R 0 B , 7 , 1 4 ) ;  0 U T I M A 6 E ;
E J E  C T < 1 ) ;
R A 1 N F I L E  NEW I N F I L E ( 8 R A I N 8  ) ; T E MP F I L E  : -  NEW I N F I l  E ( 3 T N AI  TN 1 N 3 ) ;
RA I N F I L E  . OPEN t P L A N X S  ( 1 0 ) ) ;  T E M p F U E . O P E N < B L » N * S ( 2 0 ) ) ;
6 4 9
6 5 0  
6 5  1
6 5 2
6 5 3
6 5 4
6 5 5
6 5  7
6 5 8
6 5 9
6 6 0  
6 6 1  
6 6 2
6 6 3
6 6 4
6 6 5
66 6
6 6 7
668
6 6 9
6 7 0
6 7 1  
6 7  2 
6 7 3  
6 74 
6 7 5  
6 76
VI
6 79 
6 8 0  
6 81 
6 8 2
6 8 3
6 8 4  
6 85 
6 8 6
6 8 7
688
6 8 9
6 9 0
6 9 1
6 9 2
OUTTEXT < 3 E NV I R ON ME NT  4L S OI L  MOI STURE AND TEMPFRA 1 U R E 8 ) ;  
O U T I MA G E ;
A C T I V A T E  NEW SUMMERWEATHER;
A C T I V A T E  NEW SO I L M O l  S T U R EMODULE ;  HOLDC 
TEMP NEW T E MP E R A T U R E MO D U l E ;  A CT I VA T
A C T I V A T E  NEW S T A T S ;
HOLD C23 , 0 )  ;
1 . 0 );
E TEMP ; H OLD ( 7 2 . 0  )  ;
COMMENT P OP U L A T I ON  B EGI NS  WI T H  A CLUTCH OF 3 0  E66S 
ON EACH OF J ANUARY 5 ,  6 AND 7 
A C T I V A T E  NEW E ARL YS T A  6 E S < » 0 ) ;  H O L D C 2 4 . 0 ) ;
A C T I V A T E  NEW E A R L Y S T A 6 E S < 3 0 ) ;  H O L D ( 7 4 . 0 ) ;
A C T I V A T E  NEW E ARL YST  AGES ( 3 0 ) ;  H O L D ( ? 4 . 0 ) ;
C OMME NT L E T  POP UL A T I 0 
HOLD ( 2 . 5 . 3 6 5 . 0 * 2 4  . 0 ) ;
ON RUN FOR TWO AND A HAL F  YEARS
TE RMI NA TE :E JE CT (1 ) ;
OUTTEXT ( 8F I NAL VALUES OF THE 
OU T TE X T O S  T RE AM GE N E R A T 0 R 3 )
r i  c
i RL
OUTTEXT U S E  X
Fl
I F  ANT I THE TI C 
OUTTEXT <3E A YD
THEN 01 
DEPTH
RANDOM NUMBER STREAMS ARE : 8 ) ;  O U T I MA G E ;  
OUT I NT ( U . 1  1 ) ,
T H l T l IE X T ( 3 ( AN T I  
a ) ;  O U T ] NT CUEARLYD 
a ) ;  OUT I N T C U S E *  , 1 3  
a ) ; OU T 1NT ( U l A T  E DE 
OU T I N T ( U l A T E SU 
OU T 1NT ( U MA l E  L I  
OUT I NT ( UMALE Fl 
OU TI  NT ( UF  E" A LE
OU T T e X T ( 8 L  A TE D E P T HFE*
O U T T E X T ( 3 L A T E S URV  
OUTTEXT ( a " A L E L I  FE ' 
OUT T E X I  ( S m r i e  F l  Y I f
a i j  
a >;
t i m e: ng
OUTTEXT ( 3 F E M A L E L I  F E T I M i a ) ;
O U T T E X T ( B F E MA L E F L Y I N f e  3 ) ;  O U T 1N T ( UF E ■ ALE 
OUT t e XT ( a F £ m a l e  L AY1 NG 3 ) ;  OUT I NT ( UF E « ALE 
OUTTEXT ( 3 W I N d 3 ) ;  0 UT ] NT ( UWI ND , 1
a I ;  O U T I N T ( U P  1 N 0 M I
T T E X T
OUT TEXT ( 3 R I  NOM I AL 
OU T I M A 6 E ;
f  R U N ) a ) ;  OUT I " 8 6  E ;  
E P T H . 1 3 ) ;  OU T I MA G E ;
) ;  OUT I MA 6E ;
PTH 1 3 ) ;  O U T ]
R V .  l T ) ;  OUT I »
F E T I MF . 1 3 ) ;  OU 
y i n 6 , 1 3 ) ;  o u t i m a g e ;
L I F E T I  ME . 1 3 )  ; O U T I M A 6 E ; 
F I Y I n 6 , 1 J ) ;  0 U T I M A 6 E :
I A Y I N 6  , 1 3 )  ;  OU T I MAGE 5 
’ >;  O U T I M A 6 E ;
A L , 1 ' ) ;  o u t i m a g e ;
r I m AG F ;
MA 6 E ;
I ; U T I M A 6 E ;
R A  1 N F  I L E . C L O S E ; TEM P F 1 LE . CL 0 SE
E N D
257
APPENDIX 2
MONTE CARLO SIMULATION OF PERCENTILES 
OF A DISTRIBUTION
The distribution, or at least some appropriate percentage points, 
of the test statistic under the null hypothesis is required for the 
application of any test. When analytic methods fail, or are too 
laborious, an asymptotic distribution is frequently used as an 
approximation to the true distribution; but when an asymptotic 
distribution fails to be a good approximation simulation becomes a 
useful pragmatic tool.
For example, analytic methods were unsuitable for finding the 
distribution of T: and T2 under the null hypothesis in Chapter 10 
because sums of folded normal distributions are difficult to handle. 
Both test statistics Tx and T2 are asymptotically normally distributed 
N(0,1) with increasing r, but for low r, this normal random variable 
is an inadequate approximation. Therefore for low r we turned to 
simulation to find quantiles of Tj and T2 (see section 10.2.3).
This appendix discusses three methods of estimating the precision 
of quantiles. A sequential method, where subsamples are generated 
until the last two give comparable estimates for the quantile, is 
unable to provide reliable confidence intervals for the estimate 
unless successive sample sizes increase rapidly. Confidence intervals 
given by the mean and variance of the quantile estimates from sub­
samples are slightly inferior to order statistic confidence intervals.
The intuitively obvious and most widely used point estimate for
the quantile, £ , corresponding to a cumulative probability value p is P
the mpth order statistic of m independent simulations of the test 
statistic under the null hypothesis. The problem of the precision of 
this unbiassed estimate of the quantile is often ignored. However,
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precision is important for the test to be guaranteed to be reliable. 
That is, the accuracy is needed so that, under the null hypothesis, 
the null hypothesis is rejected with exactly the nominal size. A 
commonly used approach is to choose large m and to simply hope that m 
is large enough. For example, Hinkley (1973) uses m =1000 to simulate 
the percentiles of the test statistic T2 (see section 10.2.2).
However he was not interested in finding accurate percentage points, 
but rather he wanted to indicate how precise his asymptotic 
distribution was.
We will now examine the three methods mentioned above which 
purport to take into account the accuracy of the order statistic 
estimate of the pth quantile:
(1) An ad hoc sequential method
An ad hoc sequential method whose use is probably widespread is
exemplified by Maghsoodloo (1975). He writes: "In order to obtain
reliable estimates of 0-, [the 1 - a quantile of the distribution he1-a
was simulating] a sample of thirty to fifty thousand members ... was 
generated; then the sample size was increased for each successive run 
and when two consecutive runs yielded approximately the same £)-, > the
corresponding results were accepted as the estimates."
Suppose the sample sizes form a geometric progression, with the 
ith sample size given by s^m (i ^  0), and suppose that the pth 
quantile is being estimated. Therefore X^, the s^mpth order statistic, 
is the point estimate of the quantile at the ith step. The asymptotic
distribution of X. is normal, N(^ ,T /s ), where £ is the quantile,
? 9 1 P  PT = p(l-p)/mf (£ ) and f(C^) is the value of the density function of
the simulated distribution at that quantile (see, for example, Gibbons,
1971, p .37).
Let be the difference in the estimates of the pth quantile at
the i -1 and ith steps of the simulation, that is Y. = X. -X. . Thenl i  .1-12 ithe asymptotic distribution of Y^ is normal, N(0,T (s + l)/s ). If the 
stopping criterion is a value of |y^ | less than e, the probability of 
not performing any further steps is P ( | Y_^ | < e) .
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Now let V\L be the order statistic estimate for the pth quantile
when all the simulation runs from 0 to i are combined. When s/1, the
2 i+1asymptotic distribution of W. is normal, N(£ ,T (s-l)/(s -1)), and
1 2 ^when s = l it is normal, N(£ ,T /i) .P
Thus the variance of W. is less than that of X. which is lessl l
than that of Y.. So W. is a more accurate estimator of £ than X.l i  p i
Further, |y  ^| <£ might at first sight appear to be a conservative 
stopping criterion.
However, |y |^ <£ is not a good stopping criterion when s = l. Let 
j be the step we stop on. Then, E(J) = 1/q, where
q = P(|y _^| <£) = P ( IZ I <£/22T) and Z is distributed normal, N(0,1).
This is reasonable because we expect to stop sooner if £ is large than
if £ is small. Using X^ to estimate the quantile is wasteful, since
the accuracy guaranteed is no better than any other X^, Even the
combined runs order statistic estimator of £ , W. is of doubtful value.P 3
The expected variance of W is:J
V(W,) = E . (V(W.) ) +V. (E(W.) )J 3 3 3 3
= E.(T2/j) +Vj(C?)
00
2 (T2/j)P (stopping at step j | not stopped before)
j=l
x n p (not stopping at step i) + 0
i< j
00
= 2 (T2/j ) q (l-q)j_1
j=l
= q T 2 ln (q) / (1 - q) . (A2.1)
The variance V(W ) varies with e/T as follows:u
e/T
J-1OrH 10 3 10 2 10" 1 .7961 1 10 100
q = P ( | Y± | < e) .0001 .0006 .0057 .0564 .4266 .5204 1 1
v(w )/e2
u
5 x 104 4 x 103 3 x 102 17 1.00 .709 10" 2 10" 4
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For £/T < .7961, V(W ) is greater than £2, and for £/T > .7961, V(W ) isJ J
less than £2. Now £/T< .7961 is likely to be true if we do not stop
in the first few steps, and as more steps are taken before we stop
(that is, the larger E(J) is) the value of V (W ) becomes greater.J
Also, whenever £/T > .7961, the situation is such that we start off 
with a great many simulations, and so expect to stop within the first 
few steps. However, since we do not know £ nor £/T and so V(W ) is
U
unknown, W_. cannot guarantee any particular accuracy.
Moreover, when s = 2 the situation is similar. Table A2.1 gives 
numerical details for £/T=10, 1, 0.1 and 0.01 calculated using 
results derived earlier. Again the order statistic estimator W_. is 
unreliable for £ when the expected number of steps is large, and this 
occurs when £/T is small.
For s large, we can expect the effects of small 8/T to be minimal 
because there should be only a few transition steps over which the 
probability of stopping at or before the given step rapidly increases 
from almost zero to nearly one.
*Before quantifying this conjecture, let us find j , the first
step for which the probability is less than a half that the process
*continues. The probability of stopping at j is thus more than one 
*half. Then j +1 is an upper bound for E(J) because all subsequent
conditional probabilities of continuing are less than one half. By 
*its definition, j must satisfy the relationship:
* I iP (stopping at step j | not stopped before)  ^ % . (A2.2)
This means that:
• *  l
2$ ((e/T) [s3 /(s + 1) ] 2) -1 - h
. *  i _
$((e/T) [s3 /(s + l)]"2) * .75
. *
s3 - (.6745)2(s + l)/(e/T)2 . (A2.3)
And the variance of the combined order statistic estimate at the step 
*j becomes:
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V(W *) = (s -l)T2/(sj +1 -1)
* (s -1)T2/[s (.6745) 2 (1 + s )/(£/T)2] , e/T «  1
= £2 (s - l)/[s(s + 1) (.6745) 2] . (A2.4)
2Values of V(W.*)/e calculated for several values of s are:
s 1.5 2 3 4 5 10 15
V(W.*)/£2 .293 .366 .366 .330 .293 .180 .1283
Let  ^be the first step for which the probability of stopping 
at that step (given that we have not stopped before) is greater than 
0.1, and let  ^be the first step for which this probability is 
greater than 0.9. Assuming that the probability of stopping at the 
first step is less than 0.1, k^  ^ satisfies the relationship:
2$((e/T)/[s °*1/(1 + S) ]S - 1 as o.l, (A2.5)
and k satisfies a similar equation. Henceu . y
k -k * 2 log [<r1(k>(l+0.9))/<r1(l>(l + 0.1))] u. y u. i s
= 2 In 13,08/ln s
= 5.14/lns. (A2.6)
When the difference k -k . is small, V(W.*) will be au . y u . l j
reasonable approximation for V(W_). On the other hand, when theJ
difference is large, j very much overestimates not only E(J), but also
most of the distribution of the stopping steps, J. So V(W ) is thenJ
much greater than V(W.*), and we lose this approximation for V(W ).
3 J
Two strategies are immediately suggested by this: make either
e/T or s large. For the first strategy either our choice of £ is 
restricted or we must begin with many simulations in the initial run, 
and for the second strategy the number of simulations per trial must 
be increased rapidly. The first strategy cannot be usefully employed 
without knowledge of T and so it not useful in practice, but the
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second strategy is easily implemented. We would like there to be only 
one or two steps over which we expect the process to stop, that is, we 
want the difference kQ g - kQ  ^ to be less than or equal to, say, 2. 
This gives s >  exp(5.14/2) = 13.07.
So if the sample sizes form a geometrical progression with each 
sample size fifteen times the former, for example, the variance of the 
quantile estimate from all the samples will be about .128 £ , where £ 
is the stopping criterion for the difference in the last two quantile 
estimates.
(2) Subsampling method
Schafer (1974) advocates collecting c subsamples of size m and
using the mean of the order statistic estimates from the subsamples as
the final estimate of the quantile. Since each estimate is
asymptotically normally distributed N(£ ,T2), the sample standardP
deviation of the c estimates can be used to construct a confidence 
interval for the final quantile estimate.
(3) Order statistic confidence interval method
Order statistics can, however, be used directly to find 
confidence intervals (see, for example, Gibbons, 1971, p.40;
Kleijnen, 1975, p.493). These confidence intervals rely on the result 
that the number of observations less than the quantile £ is 
binominally distributed with probability parameter p. Since the 
number of simulations is large, the normal approximation with a 
continuity correction to this binomial distribution is adequate. An
approximate 95% confidence interval for the pth quantile estimate from
1 *2m simulations is (x. . ,x, .), where mr is (mp + J2 - 1.96 (mp (1 - p)) )(mr) (ms) p
rounded down to the nearest integer and ms is (mp - 1^ + 1.96 (mp (1 - p) ) 2) 
rounded up to the nearest integer. Of course, the point estimate for 
is x ^  , the mpth order statistic of the sample. If p is so close
to zero that mp is less than ten, mr and ms can be found using the 
Poisson approximation to the binomial distribution. Similarly a 
Poisson approximation is used if p is so close to one that m(l-p) is
less than ten.
Both the subsampling and the order statistic methods give 
unbiassed estimates for the quantile, so a meaningful comparison of 
the methods is, for example, the expected length of the 95% confidence 
intervals for the quantile. Let g be the length of the confidence 
interval using the subsampling method, and let h = x m^sj ~ x (mr) 
length using the order statistic method. If the total number of 
simulations from all subsamples is m, the expectation:
E (G) = 2t n (.05) T ,c-1 (A2.7)
where T2 p(l - p)/mf2(£ )
Jr
and the expectation:
E(H) = £ - £ - 2(1.96) T ,s r (A2.8)
since (£s - £ r)f(£) ^ F ( £ s)-F(£r) - 2 (1.96) [p (1 - p)/m]^. For 
example, when c = 10, the approximate percentage saving is 
100(2.26 - 1.96)/2.26 = 13% when the order statistic method is used 
instead of the subsampling method.
When (l-p)m is small (which is likely if c is large), the 
estimate for cannot be relied upon to be approximately normally 
distributed. However, the robustness of the t distribution when used 
to estimate confidence intervals suggests that the subsampling method 
would still produce reasonable results.
As an example, both methods were used to estimate the 99 
percentile of T2 (see section 10.2.2) for r = 2  and 3:
Order statistic estimate 
from a sample of 106
Subsamples 
from 100
method
samples
estimate 
of 104
r Estimate 95% Cl Estimate 95% Cl
2 123.837 (121.32, 126.28) 125.291 (122.34, 128.24)
3 17.589 (17.39, 17.77) 17.600 (17.40, 17.80)
However, a sign test on the data used to calculate this table shows 
that the order statistic estimates from samples of size 105 are
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greater than the subsampling estimates from 10 samples of 104 (5 less 
in 20, p = 0.0207). That is, the two methods produce different 
estimates of the percentiles. Perhaps this indicates that the robust­
ness of the subsampling method is uncertain when (l-p)m is small.
Both methods are simple to program, although the order statistic 
method requires the use of mass storage if m is large. However, 
standard routines for efficient sorting of large numbers of values 
exist on most computers. In practice, both methods are comparable in 
ease of use.
The order statistic method was used in section 10.2.3 to estimate 
percentiles of two distributions.
