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We present methods that can provide an exponential savings in the resources required to perform
dynamic parameter estimation using quantum systems. The key idea is to merge classical com-
pressive sensing techniques with quantum control methods to efficiently estimate time-dependent
parameters in the system Hamiltonian. We show that incoherent measurement bases and, more
generally, suitable random measurement matrices can be created by performing simple control se-
quences on the quantum system. Since random measurement matrices satisfying the restricted
isometry property can be used to reconstruct any sparse signal in an efficient manner, and many
physical processes are approximately sparse in some basis, these methods can potentially be useful in
a variety of applications such as quantum sensing and magnetometry. We illustrate the theoretical
results throughout the presentation with various practically relevant numerical examples.
I. INTRODUCTION
Quantum sensors have emerged as promising devices to
beat the shot-noise limit in metrology and, more broadly,
to perform measurements at the nanoscale. In particu-
lar, quantum systems can be used to perform parameter
estimation, where the goal is to estimate a set of un-
known parameters by manipulating the system dynamics
and measuring the resulting state. A typical scheme for
parameter estimation can be cast in the form of Hamil-
tonian identification, whereby one couples the quantum
system to external degrees of freedom so that the param-
eter of interest is embedded in the Hamiltonian governing
the system evolution. Estimates of the desired parameter
can then be obtained by estimating the relevant quanti-
ties in the Hamiltonian. There can be significant advan-
tages in performing sensing using quantum systems, for
instance, gains in terms of sensitivity [1] and both spatial
[2] and field amplitude resolution [3]. In general however,
parameter estimation can be a difficult problem, espe-
cially when the parameters and Hamiltonian are time-
dependent. In addition, quantum measurements can be
time-intensive and thus a costly resource for practical pa-
rameter estimation schemes. The goal of this paper is to
provide methods for performing dynamic parameter esti-
mation in a robust manner, while significantly reducing
the number of required measurements for high fidelity
estimates.
The general scenario we are interested in is when the
Hamiltonian of the system can be written as
Hˆ(t) =
[ω0
2
+ γb(t)
]
σz, (1.1)
where we have set ~ = 1 and we are interested in recon-
structing over some time interval I = [0, T ] a field b(t),
which is coupled to the qubit by an interaction of strength
γ. To make the presentation more concrete, throughout
we will consider a specific application of dynamic param-
eter estimation; quantum magnetometry. Applications
of magnetic field sensing with quantum probes can be
found in a wide variety of emerging research areas such
as biomedical imaging [4], cognitive neuroscience [5, 6],
geomagnetism [7], and detecting gravitational waves [8].
We emphasize that, although we will use the language of
magnetometry throughout the rest of the presentation,
the methods we propose can be applied in generality as
long as Eq. (1.1) describes the evolution of the system, up
to redefinition of the constants. In the setting of magne-
tometry, we assume our quantum sensor is a single spin- 12
qubit operating under the Zeeman effect, an example of
which is the NV center in diamond [9]. We expect that
many of the methods discussed in the context of a spin
qubit could be adapted for other types of quantum sen-
sors, such as superconducting quantum interference de-
vices (SQUID’s) [3], nuclear magnetic resonance (NMR)
and imaging (MRI) techniques [10, 11], and quantum op-
tical and atomic magnetic field detectors [12, 13].
Let b(t) represent the magnetic field of interest; setting
the gyromagnetic ratio, γ, equal to 1 and moving into the
rotating frame gives the unitary evolution
e−i
∫ t
0
H(t′)dt′ = e−i
∫ t
0
b(t′)dt′σz. (1.2)
If b(t) is constant, b(t) = b, one can use a simple Ram-
sey experiment [14] to determine b. One realization of
the Ramsey protocol consists of implementing a pi2 pulse
about X, waiting for time T , implementing a −pi2 pulse
about Y , and performing a measurement in the computa-
tional basis {|0〉, |1〉}. Repeating these steps many times
allows one to gather measurement statistics and estimate
b since the probability p0 of obtaining outcome 0 is
p0 =
1 + sin
(∫ T
t=0
bdt
)
2
=
1 + sin(bT )
2
. (1.3)
Under the assumption that bT ∈ [−pi2 , pi2 ], we can unam-
biguously determine b from the above equation. When
b(t) is not constant, one must design a new protocol for
reconstructing the profile of b(t) since the usual destruc-
tive nature of quantum measurements implies that con-
tinuous monitoring is not possible. For example, one
could partition I = [0, T ] into n uniformly spaced inter-
vals and measure b(t) in each interval. However, this is
often impractical since, in order for the discretized recon-
struction of b(t) to be accurate, n must be large. This
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2entails large overhead associated with readout and re-
initialization of the sensor. Recently, Ref. [15] proposed
an alternative method to estimating time-dependent pa-
rameters with quantum sensors. In this paper, we dis-
cuss how one can build on that result by merging com-
pressive sensing (CS) techniques [16, 17] and quantum
control methods to reproduce the profile of b(t) with the
potential for an exponential savings in the number of re-
quired measurements. From a more general perspective,
compressive sensing techniques can be an ideal potential
solution to the problem of costly measurement resources
in quantum systems.
Compressive sensing (CS) is a relatively new sub-
field of signal processing that can outperform traditional
methods of transform coding, where the goal is to ac-
quire, transform, and store signals as efficiently as possi-
ble. Suppose the signal F of interest is either naturally
discrete or discretized into an element of Rn. When the
signal is sparse in some basis Ψ of Rn, most traditional
methods rely on measuring the signal with respect to a
complete basis Φ, transforming the acquired data into
the natural (sparse) basis Ψ, and finally compressing the
signal in this basis by searching for and keeping only the
largest coefficients. The end result is an encoded and
compressed version of the acquired signal in its sparse
basis that can be used for future communication pro-
tocols. There are various undesirable properties of this
procedure. First, the number of measurements in the
basis Φ is typically on the order of n, which can be ex-
tremely large. Second, transforming the signal from the
acquisition basis Φ to its natural basis Ψ can be com-
putationally intensive. Lastly, discarding the small co-
efficients involves locating the largest ones, which is a
difficult search problem. Thus, it is clearly desirable to
have methods that minimize the number of required mea-
surements, maximize the information contained in the fi-
nal representation of F in Ψ, and circumvent performing
large transformations to move between representations.
CS theory shows that one can design both a “suitable”
measurement matrix Φ and an efficient convex optimiza-
tion algorithm so that only a small number of measure-
ments m n are required for exact reconstruction of the
signal F . Hence, the compression is performed at the
measurement stage itself and all three of the problems
listed above are solved; there is a significant reduction in
the number of measurements and, since the convex op-
timization algorithm directly finds the sparse represen-
tation in an efficient manner, the reconstruction is exact
and no large basis transformation is required. Finding
suitable measurement matrices and reconstruction algo-
rithms are active areas of research in compressive sensing
and signal processing theory. CS techniques have already
been applied in a wide array of fields that include, but
is certainly not limited to, medical imaging [18], chan-
nel and communication theory [19], computational biol-
ogy [20], geophysics [21], radar techniques [22], tomog-
raphy [23], audio and acoustic processing [24], and com-
puter graphics [25]. The wide applicability of CS tech-
niques is an indication of both its power and general-
ity, and here we show many of these techniques are also
amenable to quantum sensing. In the realm of quantum
metrology, CS has been used for Hamiltonian identifi-
cation in the case of static interactions [26], and more
generally for quantum process tomography [23]. In con-
trast, here we introduce methods for dynamic parameter
estimation
The paper is organized as follows. In Sec. II we pro-
vide a three-part review of the relevant CS results we
will need throughout the presentation. The first part
discusses compressive sensing from the viewpoint of the
sparse and measurement bases being fixed and incoher-
ent, which provides the foundation for understanding CS.
The second part discusses how one can use randomness
to create measurement bases that allow the reconstruc-
tion of any sparse signal. In the final part, we discuss the
extent to which CS is robust against both approximate
sparseness and noise.
We then move on to the main results of the paper. We
first show in Sec. III how one can utilize both the discrete
nature of quantum control sequences and the existence of
the Walsh basis to reconstruct signals that are sparse in
the time-domain. As an example application, we consider
reconstructing magnetic fields produced by spike trains
in neurons. We then generalize the discussion to arbitrary
sparse bases in Sec. IV and show the true power of using
CS in quantum parameter estimation. We show that for
any deterministic dynamic parameter that is sparse in a
known basis, one can implement randomized control se-
quences and utilize CS to reconstruct the magnetic field.
Hence, since this procedure works for signals that are
sparse in any basis, it can be thought of as a “universal”
method for performing dynamic parameter estimation.
We also show these protocols are robust in the cases of
approximate sparsity and noisy signals. We provide var-
ious numerical results to quantify these results and make
concluding remarks in Sec. V.
II. REVIEW OF COMPRESSIVE SENSING
THEORY
Compressive sensing techniques [16, 17] allow for the
reconstruction of signals using a much smaller number of
non-adaptively chosen measurements than required by
traditional methods. The success of CS is based on the
fact that signals that are naturally sparse in some basis
can be efficiently reconstructed using a small number of
measurements if the measurement (sensing) basis is “in-
coherent” [27] with the sparse basis. Loosely speaking,
incoherence generalizes the relationship between time
and frequency, and makes precise the idea that the sens-
ing basis is spread out in the sparse basis (and vice versa).
As discussed in the introduction, many situations of in-
terest, such as medical imaging [18] and communication
theory [19] deal with sensing sparse signals. The main
advantages of CS over traditional techniques derive from
3the compression of the signal at the sensing stage and
the efficient and exact convex reconstruction procedures.
Let us now describe the general ideas and concepts of CS
theory, highlighting those that will be important for the
purpose of dynamic parameter estimation with quantum
probes.
Suppose F ∈ Rn is the deterministic signal we want to
reconstruct and F is S-sparse when written in the basis
Ψ := {ψj}nj=1,
F =
n∑
j=1
〈F,ψj〉ψj =
n∑
j=1
FΨj ψj , (2.1)
that is, only S≤ n of the coefficients Fψj are non-zero.
For simplicity, let us assume that Ψ is ordered so that the
magnitude of the coefficients FΨj monotonically decrease
as j increases. In most physically realistic scenarios,
which include quantum parameter estimation, measure-
ments of F are modeled as linear functionals on Rn. By
the Riesz representation theorem [28], each measurement
can be associated to a unique element of Rn. Suppose we
have access to a set of n orthonormal measurements rep-
resented by the orthonormal basis of Rn, Φ := {φk}nk=1.
Since we can represent F as
F =
n∑
j=1
〈F, φj〉φj =
n∑
j=1
FΦj φj , (2.2)
the output of a measurement φk is the k’th coefficient,
〈F, φk〉, of F with respect to this basis. One of the cen-
tral questions compressive sensing attempts to answer is,
under the assumption of S-sparsity, do there exist
1. conditions on the pair (Φ,Ψ) and
2. efficient reconstruction algorithms
that allow one to reconstruct f using a small number of
measurements from Φ? Ref. [16] has shown that if (Φ,Ψ)
is an incoherent measurement basis pair then one can use
an l1-minimization algorithm to efficiently reconstruct F
with a small number of measurements. Let us explicitly
define these concepts and present a set of well-known
compressive sensing theorems that we have ordered in
terms of increasing complexity.
A. Compressive Sensing from Incoherent Bases
The initial formulation of compressive sensing [16, 17]
required the natural (Ψ) and measurement (Φ) bases to
be incoherent, which loosely speaking means that these
bases are as far off-axis from each other as possible. Rig-
orously, coherence is defined as follows [27].
Definition 1. Coherence
If (Φ,Ψ) is a basis pair then the coherence between Φ
and Ψ is defined to be
µ(Φ,Ψ) =
√
nmax1≤i,j≤n|〈φi, ψj〉|. (2.3)
Thus, the coherence is a measure of the largest possible
overlap between elements of Φ and Ψ. If Φ and Ψ are
orthonormal bases then
µ(Φ,Ψ) ∈ [1,√n] . (2.4)
When µ(Φ,Ψ) is close to 1, Φ and Ψ are said to be
incoherent and when the coherence is equal to 1, the
pair is called maximally incoherent. CS techniques pro-
vide significant advantages when Φ and Ψ are incoher-
ent. Suppose we select m measurements uniformly at
random from Φ and we denote the set of chosen indices
by M ⊂ {1, ..., n} so that |M | = m. The first CS theo-
rem [29] gives a bound on the probability that the solu-
tion to the convex optimization problem,
Convex Optimization Problem (COP 1)
argmin{‖x‖1 : x ∈ Rn} subject to : ∀j ∈M,
FΦj =
〈
φj ,
n∑
k=1
xkψk
〉
, (2.5)
is equal to the vector FΨ, where “argmin” refers to find-
ing the vector x ∈ Rn that minimizes the 1-norm ‖x‖1.
Theorem 1. Let Φ be the sensing basis and F ∈ Rn be
S-sparse in its natural basis Ψ. Then, if δ > 0, and
m ≥ Cµ(Φ,Ψ)2S log
(n
δ
)
(2.6)
for a fixed constant C, we have that the solution to COP 1
is equal to FΨ with probability no less than 1− δ.
Note that the constant C in Eq. (2.6) is independent of n
and is typically not very large. A general rule of thumb
is the “factor of 4” rule which says that approximately
m = 4S measurements usually suffice when the bases are
maximally incoherent. To summarize, under the condi-
tions of Theorem 1, the vector of coefficients in the Ψ
basis that minimizes the 1-norm and is consistent with
the m measurement results will be equal to
(
FΨ1 , ..., F
Ψ
n
)
with probability no less than 1− δ.
Clearly, there are two important factors in Eq. (2.6),
the sparsity S and the level of coherence µ between the
bases Ψ and Φ. When the bases are maximally coher-
ent, there is no improvement over estimating all n coeffi-
cients. However, when the bases are maximally incoher-
ent, one needs to only perform O
(
S log
(
n
δ
))
measure-
ments, which is a significant reduction in measurements
(especially for large n). There are various examples of in-
coherent pairs, for instance, it is straightforward to verify
that the pairs
1. standard basis/Fourier basis,
2. standard basis/Walsh basis,
3. noiselets/wavelets [29],
are incoherent, with the first two being maximally inco-
herent. The second pair will be especially useful for using
CS to perform magnetometry using quantum systems.
We now analyze how to relax the incoherence condition
by using random matrices.
4B. Random Measurement Matrices
As we have seen, CS techniques can provide significant
advantages when the measurement and sparse bases are
incoherent. However, for a given sparse basis, the re-
quirement of incoherence places restrictions on the types
of measurements one can perform. To overcome this, a
large body of theory has been developed regarding how
to construct measurement matrices that still afford the
advantages of CS. To generalize the discussion, we can
see that the convex optimization problem given in The-
orem 1 can be put into the following generic form
Convex Optimization Problem (COP 2)
argmin{‖x˜‖1 : x˜ ∈ Rn} subject to y = Ax˜.
This can be seen by taking A = RΦ†Ψ, where R is an
m×n matrix that picks out m rows from Φ†Ψ. Focusing
on this form of the convex optimization problem, we first
discuss conditions on A which ensure exact recovery of
sparse signals before describing how to construct such A.
1. Restricted Isometry Property
The restricted isometry property and constant are de-
fined as follows [30].
Definition 2. Restricted Isometry Property (RIP)
We say that a matrix A satisfies the restricted isometry
property (RIP) of order (S, δ) if δ ∈ (0, 1) is such that
for all S-sparse vectors x ∈ Rn,
(1− δ)‖x‖22 ≤ ‖Ax‖22 ≤ (1 + δ)‖x‖22. (2.7)
Note that this is equivalent to:
1. The spectral radius of ATA, denoted σ(ATA), lying
in the range (1− δ, 1 + δ),
1− δ ≤ σ(ATA) ≤ 1 + δ, (2.8)
2. and also
√
1− δ ≤ ‖A‖2,S ≤
√
1 + δ, (2.9)
where we have defined the matrix 2-norm of spar-
sity level S for A,
‖A‖2,S = max
S-sparse x :‖x‖2=1
‖Ax‖2. (2.10)
Definition 3. Restricted Isometry Constant (RIC)
The infimum over all δ, denoted δS , for which A sat-
isfies the RIP at sparsity level S is called the restricted
isometry constant (RIC) of A at sparsity level S. We also
say that A satisfies the RIP of order S if there is some
δ ∈ (0, 1) for which A satisfies the RIP of order (S, δ).
The RIP is fundamental in compressive sensing. If
A satisfies the RIP with δS  1 then A acts like an
isometry on S-sparse vectors, that is, it preserves the
Euclidean 2-norm of S-sparse vectors. Hence, S-sparse
vectors are guaranteed to not be in the kernel of A and,
if A constitutes a measurement matrix, one might hope
x can be reconstructed via sampling from A. As shown
in Theorem 2 below, which was first proved in [31], this
is indeed the case.
2. Reconstruction for Sparse Signals
Theorem 2. Suppose x ∈ Rn satisfies the following con-
ditions
1. x is S-sparse,
2. the underdetermined m × n matrix A satisfies the
RIP of order 2S with δ2S < 0.4652,
3. y = Ax.
Then the there is a unique solution x∗ of COP 2, x∗ = x.
The constant 0.4652 is not known to be optimal. It is
important to note that Theorem 2 is not probabilistic.
If A satisfies the RIP of order 2S, and the associated
RIC δ2S is small enough, then exact recovery will always
occur. Thus, recalling that Theorem 1 was probabilistic,
it is clear that even if the basis pair (Φ,Ψ) is incoherent,
the matrix RΦ†Ψ is not guaranteed to satisfy the RIP
property for m given by Eq. (2.6). Equivalently, choosing
this many rows at random from Φ is not guaranteed to
produce a matrix RΦ†Ψ which satisfies the RIP of order
2S with δ2S < 0.4652. However, if we allow for m ∼
O
(
S(log(n))4
)
, then RΦ†Ψ does satisfy the RIP with
probability 1.
With Theorem 2 in hand, the remaining question is
how to create m × n matrices A that satisfy the RIP
with small δ2S . Deterministically constructing such A is
a hard problem, however various random matrix models
satisfy this condition with high probability if m is chosen
large enough. For a detailed discussion, see Ref. [32].
The key result is the following theorem.
Theorem 3. Suppose
1. S, n, and δ ∈ (0, 1) are fixed and
2. the mn entries of A are chosen uniformly at random
from a probability distribution to form a matrix-
valued random variable A(ω) which, for all  ∈
(0, 1), satisfies the concentration inequality
P
[∣∣∣‖A(ω)x‖22 − ‖x‖22∣∣∣ ≥  ‖x‖22] ≤ 2e−nC0(). (2.11)
Note that Eq. (2.11) means that the probabil-
ity of a randomly chosen vector x satisfying∣∣∣‖A(ω)x‖22 − ‖x‖22∣∣∣ ≥  ‖x‖22 is less than or equal
to 2e−nC0(), where C0() > 0 is a constant that
depends only on .
5Then there exist constants C1, C2 > 0 that depend only
on δ such that, if
m ≥ C1S log
(n
S
)
, (2.12)
then, with probability no less than 1−2e−C2n, A satisfies
the RIP of order (S, δ).
We note some important points of Theorem 3. First,
in the spirit of Sec. II A, let us fix some arbitrary ba-
sis Ψ and choose a random m × n measurement matrix
RΦ† according to a probability distribution that satisfies
Eq. (2.11). Then Theorem 3 also holds for the matrix
RΦ†Ψ even though only RΦ† was chosen randomly. In
this sense, the random matrix models above form “uni-
versal encoders” because, if the RIP property holds for
RΦ†, then it also holds for RΦ†Ψ independently of Ψ. So,
as long as the signal is sparse in some basis that is known
a priori then, with high probability, we can recover the
signal using a random matrix model and convex opti-
mization techniques. Second, this theorem is equivalent
to Theorem 5.2 of Ref. [32], where they fixed m, n, and
δ and deduced upper bounds on the sparsity (therefore
the constant C1 above is the inverse of C1 in Ref. [32]).
Some common examples of probability distributions
that lead to the concentration inequality in Eq. (2.11)
are
1. Sampling the n columns uniformly at random from
Sm−1,
2. Sampling each entry from a normal distribution
with mean 0 and variance 1m ,
3. Sampling the m rows by random m-dimensional
projections P in Rn (and normalizing by
√
n
m ),
4. Sampling each entry from the symmetric Bernoulli
distribution P
(
Ai,j = ± 1√m
)
= 12 ,
5. Sampling each entry from from the set{
−
√
3
m , 0,
√
3
m
}
according to the probability
distribution
{
1
6 ,
2
3 ,
1
6
}
.
Example 4 will be of particular importance for our main
results. We now analyze how to relax the condition of
sparsity to compressibility and also how to take noise
effects into account.
C. Compressive Sensing in the Presence of Noise
The last part of this brief outline of CS techniques
shows that they are robust to both small deviations from
sparsity as well as noise in the signal. First, for any
vector x, let xS represent the vector resulting from only
keeping the S entries of largest magnitude. Thus, xS is
the best S-sparse approximation to x and x is called “S-
compressible” if ‖x−xS‖1 is small. In many applications,
the signal of interest x only satisfies the property of com-
pressibility, since many of its coefficients can be small in
magnitude but are not exactly equal to 0. In addition,
real signals typically are prone to noise effects. Suppose
the signal and measurement processes we are interested
in are affected by noise that introduces itself as an error 
in the measurement vector y. We have the following con-
vex optimization problem which includes the noise term
of strength :
Convex Optimization Problem (COP 3)
argmin{‖x˜‖1 : x˜ ∈ Rn} subject to ‖y −Ax˜‖2 ≤ .
We now have the following CS theorem [31], which is the
most general form that we will be considering.
Theorem 4. If the matrix A satisfies the RIP of order
2S, and δ2S < 0.4652, then the solution x
∗ of the COP 3
satisfies
‖x∗ − x‖2 ≤ C3‖x− xS‖1√
S
+ , (2.13)
where xS is the S-compressed version of x.
Theorem 4 is deterministic, holds for any x, and says
that the recovery is robust to noise and is just as good
as if one were to only keep the S largest entries of x
(the compressed version of x). If the signal is exactly S-
sparse then x = xS and the recovery is exact, up to the
noise term . We now discuss how to apply CS theory to
dynamic parameter estimation and quantum magnetom-
etry.
III. QUANTUM DYNAMIC PARAMETER
ESTIMATION WITH COMPRESSIVE SENSING
We now present the main results of the paper, combin-
ing ideas from CS presented above with coherent control
of quantum sensors. For concreteness, we adopt notation
suitable for quantum magnetometry. Thus, we assume
the deterministic function of interest is a magnetic field
b(t) that we want to reconstruct on the time interval
[0, T ]. We partition I = [0, T ] into n uniformly spaced
intervals with endpoints tj =
jT
n for j ∈ {0, ..., n} and
discretize [0, T ] into the n mid-points {sj}n−1j=0 of these
intervals,
sj =
(2j + 1)T
2n
. (3.1)
The discretization of b(t) to a vector B ∈ Rn is defined
by Bj = b(sj) for each j ∈ {0, ..., n − 1}. In principle,
each Bj can be approximately estimated by performing
a Ramsey protocol in each time interval and assuming
the magnetic field is constant over the partition width
δ = Tn . The result of the Ramsey protocol is to ac-
quire 1δ
∫ tj+1
tj
b(t)dt. The key idea is that, instead of this
6naive method that requires n measurements, we can ap-
ply control sequences during the total time T to modu-
late the evolution of b(t) before making a measurement
at T . While we still need to repeat the measurement for
different control sequences, this method is amenable to
CS techniques, with the potential for exponential savings
in the number of measurements needed for an accurate
reconstruction of B.
Using coherent control to reconstruct simple sinusoidal
fields was performed in Ref. [33] by using the Hahn spin-
echo [34] and its extensions, such as the periodic dynam-
ical decoupling (PDD) and Carr-Purcell-Meiboom-Gill
(CPMG) sequences [35, 36]. Recently, control sequences
based on the Walsh basis [37] have been proposed to re-
construct fields of a completely general form in an accu-
rate manner [15]. The main point in all of these methods
is to control the system during the time [0, T ] by per-
forming pi rotations at pre-determined times tj ∈ [0, T ].
Let us briefly describe the control and measurement pro-
cesses.
At each tj , a pi-pulse is applied according to some pre-
defined algorithm encoded as a length-n bit string u. The
occurrence of a 1 (0) in u indicates that a pi-pulse should
(should not) be applied. The evolution of the system is
then given by
U(T ) =
0∏
j=n−1
[(
e
−i ∫ tj+1tj b(t)dtσz
)
piu(j)
]
= e−i[
∫ T
0
κu(t)b(t)dt]σz = e−iT 〈κu(t),b(t)〉σz ,
(3.2)
where κu(t) is the piecewise constant function taking val-
ues ±1 on each (tj , tj+1) and a switch 1↔ −1 occurs at
tj if and only if a pi-pulse is implemented at tj (we as-
sume without loss of generality that κu(t) = 1 for t < 0).
The value of κu on an interval [tj , tj+1), j ∈ {0, ..., n−1},
is determined by the parity of the rank of the truncated
sequence uj = (u(0), ..., u(j)),
κu [(tj , tj+1)] = (−1)parity(
∑j
i=0 u(ti)). (3.3)
Hence, performing a pi-modulated experiment produces
a phase evolution given by
φu(T ) = T 〈κu(t), b(t)〉 =
∫ T
0
κu(t)b(t)dt. (3.4)
Performing a measurement in the computational basis
{|0〉, |1〉} gives the following probability of obtaining out-
come “0”
p0 =
1 + sin (T 〈κu(t), b(t)〉)
2
. (3.5)
Hence, for each u, one can solve for 〈κu(t), b(t)〉 by esti-
mating p0 and solving for 〈κu(t), b(t)〉.
If the set of all κu form an orthonormal basis for the set
of square-integrable functions on [0, T ], denoted L2[0, T ],
then we can write
b(t) =
∑
u
〈κu(t), b(t)〉κu(t). (3.6)
We know that the κu are piecewise continuous functions
and take the values ±1. An example of a piecewise con-
tinuous orthonormal basis of L2[0, T ] is the Walsh ba-
sis [37], which we denote {wm}∞m=0 (see Appendix A
for details). Each m corresponds to a different control
sequence and one can reconstruct b(t) according to its
Walsh decomposition
b(t) =
∞∑
m=0
〈wm(t), b(t)〉wm(t). (3.7)
The Walsh basis will be useful for our first set of results
in Sec. III where we use incoherent measurement bases
to reconstruct b(t).
On the other hand, the set of all κu need not be a basis.
They can be chosen to be random functions, which are
also useful from the point of view of random matrices and
the RIP. We use randomness and the RIP for our second
set of results in Sec. IV, where b(t) can be sparse in any
basis.
A. Reconstructing Temporally Sparse Magnetic
Fields Using Incoherent Measurement Bases
We first focus on sparse time domain signals, which
are important since they can model real physical phe-
nomena such as action potential pulse trains in neural
networks [38]. In this case, the parameter b(t) has an
S-sparse discretization B when written in the standard
spike basis of Rn. The spike basis is just the standard
basis that consists of vectors with a “1” in exactly one
entry and “0” elsewhere. To keep notation consistent, we
denote the spike basis by Ψ. From Theorem 1, if we want
to reconstruct B using a measurement basis Φ, then we
need Ψ and Φ to be incoherent. It is straightforward to
show that the discrete orthonormal Walsh basis {Wj}∞j=0
(see Appendix A) is maximally incoherent with the spike
basis. Thus, let us suppose that the measurement basis Φ
is the discrete Walsh basis in sequency ordering [37]. The
Walsh basis is particularly useful because it can be eas-
ily implemented experimentally [15] and it has the added
advantage of refocusing dephasing noise effects [39].
In order to estimate the k’th coefficient BΦk one needs
to apply control sequences that match the k’th Walsh
function. More precisely, for j ∈ {1, ..., n − 1}, if a
switch +1 ↔ −1 occurs in the k’th Walsh function at
time tj then a pi-pulse is applied at tj . We further as-
sume that available resources limit us to implementing
Walsh sequences of order N so that n = 2N . Practi-
cally, the resources that determine the largest possible n
one could use depends on the situation. We are there-
fore constrained to the information contained in the dis-
cretization of b(t) to the vector B ∈ R2N . The discretized
7magnetic field B is given in the Ψ and Φ bases by
B =
2N−1∑
k=0
BΨk ψk=
2N−1∑
k=0
b(sk)ψk=
2N−1∑
k=0
BΦk Φk (3.8)
=
2N−1∑
k=0
〈B,Φk〉Φk=
2N−1∑
k=0
n−1∑
j=0
b(sj)
wk(sj)√
n
Φk.
From Theorem 1 we expect that, since B is assumed to
be sparse in the standard basis, very few measurements of
Walsh coefficients (much smaller than 2N ) are sufficient
to reconstruct b with high probability. Let us rephrase
Theorem 1 in the notation introduced here.
Theorem 5. Let B = (b(s0), ..., b(sn−1)) ∈ Rn be the
N ’th order discretization b(t) ∈ [0, T ] (n = 2N ) and sup-
pose B is S-sparse in the spike basis Ψ. Let us select
m measurements (discrete Walsh vectors) uniformly at
random from Φ and denote the set of chosen indices by
M (|M | = m). Then, if δ > 0 and
m ≥ CS log
(n
δ
)
, (3.9)
the solution to the following convex optimization problem
is equal to BΨ with probability no less than 1− δ,
Convex Optimization Problem
argmin{‖x‖1 : x ∈ Rn} subject to : ∀j ∈M,
BΦj =
〈
φj ,
n−1∑
j=0
xjψj
〉
. (3.10)
Note that Theorem 5 also holds in the case where there
is noise in the measurement results BΦj .
An important point that needs to be clarified is that
real measurements performed using a spin system such
as the NV center produce the coefficients of b(t) with re-
spect to the continuous Walsh basis {wk(t)}∞k=0. These
coefficients, which we denote by bˆk, are not equal to the
coefficients BΦk . Thus, to be completely rigorous, we need
to understand how to compare bˆk and B
Φ
k . It will be more
useful to multiply bˆk by
√
n and compare the distance be-
tween
√
nbˆk and B
Φ
k . If we measure m coefficients using
the spin system and obtain a vector y = (bˆα1 , ..., bˆαm),
we can then bound the distance between y and z = Ax
where
zαk = B
Φ
αk
. (3.11)
Then, if we obtain
‖y − z‖2 ≤ , (3.12)
for some  > 0, we can treat the vector y obtained from
the real sensing protocol as a noisy version of z. Since
CS is robust to noise, the reconstruction will still be suc-
cessful if  is small. So, let us bound ‖y − z‖2 by first
bounding the distance between
√
nbˆk and B
Φ
k for some
k. We have
bˆk =
1
T
∫ T
0
b(t)wk(t)dt =
1
T
∫ T
0
gk(t)dt, (3.13)
where we let wk denote the scaled version of the k’th
Walsh function to [0, T ] and we define the function gk by
gk(t) = b(t)wk(t). Now
BΦk =
1√
n
n−1∑
j=0
wk(sj)b(sj) =
1√
n
n−1∑
j=0
gk(sj), (3.14)
and so
∣∣∣√nbˆk −BΦk ∣∣∣ =
∣∣∣∣∣∣
√
n
T
∫ T
0
gk(t)dt− 1√
n
n−1∑
j=0
gk(sj)
∣∣∣∣∣∣
=
√
n
T
∣∣∣∣∣∣
∫ T
0
gk(t)dt− T
n
n−1∑
j=0
gk(sj)
∣∣∣∣∣∣ .
(3.15)
By the midpoint error formula for approximating inte-
grals by Riemann sums [40] we have∣∣∣√nbˆk −BΦk ∣∣∣ ≤ √nT maxt∈[0,T ] ∣∣∣b′′(t)∣∣∣ T24 T 2n2
=
T 2
24n
3
2
maxt∈[0,T ]
∣∣∣b′′(t)∣∣∣ , (3.16)
and so, for y and z defined above,
‖y − z‖2 ≤
√
mT 2
24n
3
2
maxt∈[0,T ]
∣∣∣b′′(t)∣∣∣ . (3.17)
Thus, we can set
 =
√
mT 2
24n
3
2
maxt∈[0,T ]
∣∣∣b′′(t)∣∣∣ , (3.18)
which is small since CS requires m ∼ O (S log(n)) mea-
surements, where S is the sparsity level. Thus, we have
 ∼ T
2
24
maxt∈[0,T ]
∣∣∣b′′(t)∣∣∣√S log(n)
n3
, (3.19)
which converges to 0 quickly in n. Hence, using the co-
efficients bˆk obtained from the physical sensing protocol
will still provide robust reconstructions of the magnetic
field. We now use these results to discuss applications to
neural magnetometry, with the goal being to reconstruct
the magnetic field profile of firing action potentials in
neurons.
B. Numerical Simulations
Here, we present a numerical analysis of using CS to
reconstruct time-sparse magnetic fields. Since our only
8constraint is that the signal is sparse in the standard ba-
sis, there is clearly a wide range of possible models we can
choose from. To place the model within the context of a
physically relevant scenario, we assume the magnetic field
is a series of two-sided spikes as is the case when a series
of action potentials is produced by a firing neuron [41–
44]. There is large variation in the physical parameters
describing such neuronal activity. We chose a set of pa-
rameters that both aid in highlighting the potential ad-
vantages of CS and are close to current specifications for
a sensing system such as the NV center [5, 6, 15]. We as-
sumed a total acquisition time of T = 1 ms and defined an
“event” to be a single action potential, which we assumed
to last 10µs. As well, we assumed that five events occur
in the 1 ms time-frame and that control pulse times last
approximately 10 ns. We chose these parameters, which
lie at the current extremes of each system in order to
have many different events occurring in [0,T] (see figures
below). Parameters closer to current experimental capa-
bilities (e.g. pulse times of 40 ns and action potentials of
100µs) would have resulted in a smaller number of events
and thus less meaningful numerical comparisons.
Each of the two spikes in an action potential was as-
sumed to have maximum magnitude of 1 nT and last
∆ = 5 µs. If τP denotes the pulse time then, in practice,
one only has to choose a reconstruction order N such
that the resolution 1n = 2
−N of the partition of size 2N
on the time interval [0, T ] satisfies the following two-sided
inequality condition
τP < 2
−NT < ∆. (3.20)
Hence, we can take N = 10 (so n = 210) as a suitable
reconstruction order. More precisely, 2−10ms ∼ 1 µs is a
fine enough resolution to capture events of length ∆, yet
coarse enough so that 10ns pulses can be approximated
as δ-pulses. For n = 1024, the average and maximum
number of pulses one has to apply in a sequence are 512
and 1024 respectively. Since CS techniques are robust
to noise, we expect the reconstructions to be relatively
robust against pulse errors and imperfections.
We implemented a CS reconstruction using random,
non-adaptive, measurements in the Walsh basis. We em-
phasize that the Walsh and spike bases are maximally
incoherent and that the Walsh measurement basis is eas-
ily implemented in practice. Again, the number of events
in the spike train was chosen to be 5 so that there are
10 total magnetic field pulses (5 of each polarity). For
simplicity, the times of each active potential event were
chosen uniformly at random in [0, T ]. We therefore have
a sparsity level of S = 50 and so the number of measure-
ments m we should require is
m ∼ O (S log (n))
∼ O(500). (3.21)
As mentioned in Sec. II there is an empirical rule that
says in many cases around 4S or 5S measurements typ-
ically suffice to reconstruct the signal. Thus, we might
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FIG. 1: Simulated (blue solid) and Successful CS Recon-
structed (red dotted) Magnetic Fields (5 events with m=200
and MSQE=7.6109e-12)
expect around 200 or 250 measurements are adequate to
reconstruct the signal with high probability.
The protocol was numerically implemented for various
values of m up to 500. Once m reached 200, as expected
by the above empirical rule, the probability of successful
exact reconstruction, psuc, began to quickly converge to 1
which verifies that the empirical rule is satisfied here. At
m = 250, the probability was essentially equal to 1. For
each m ∈ {200, 210, 220, ..., 290, 300} we recorded psuc
from a sample of 1000 trials. Since the reconstruction is
either close to exact or has observable error, and the ma-
jority of the actual signal in the time-domain is equal to 0
(which implies the total variation of the signal is small),
we set a stringent threshold for determining successful re-
construction; if the mean-squared error (MSQE) between
the simulated (Bsim) and reconstructed (Brec) magnetic
fields was less than 10−9 (nT)2s then the reconstruction
was counted as successful. The results are contained in
Table I.
The main message is that, if the relevant experimental
parameters are taken into account, one obtains a range
of possible values for n which defines the required res-
olution of the grid on [0, T ]. This provides an upper
bound on the number of operations in a Walsh sequence
that have to be performed. If S is the expected sparsity
of the signal with respect to the chosen value for n then
taking m ∼ O (S log (n)) measurements implies the prob-
ability of successful reconstruction, psuc, will be high and
converges to 1 quickly as m grows larger. We plotted ex-
amples of successful and unsuccessful reconstructions in
Fig. 1 and 2 respectively. Typically, the CS reconstruc-
tion either works well (MSQE < 10−9) or clearly “fails”
(MSQE ∼ 0.01).
1. Accounting for Decoherence
From Theorem 4, we know that CS techniques are ro-
bust in the presence of noise. We model the noise and
evolution of the system as follows. We suppose that the
Hamiltonian of the system is given by
Hˆ(t) = [b(t) + β(t)]σz, (3.22)
9m 200 210 220 230 240 250 260 270 280 290 300
psuc 0.870 0.950 0.974 0.991 0.996 0.999 1.000 1.000 1.000 1.000 1.000
TABLE I: Probability of successful CS reconstruction, psuc, for different values of m n = 1024.
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FIG. 2: Simulated (blue solid) and Unsuccessful CS Recon-
structed (red dotted) Magnetic Fields (5 events with m=200
and MSQE=0.0051747).
where β(t) is a zero-mean stationary stochastic process.
By the Wiener-Khintchine theorem, the spectral density
function of β(t), Sβ(ω), is equal to the Fourier trans-
form of the auto-correlation function of β(t) and thus
the decay in coherence of the quantum system is given
by v = e−χ(t), where
χ(T ) =
∫ ∞
0
Sβ(ω)
ω2
F (ωT ), (3.23)
and F (ωT ) is the filter function for the process [45].
It is important to note that one can experimentally re-
construct Sβ(ω) by applying pulse sequences of varying
length and inter-pulse spacings that match particular fre-
quencies [46–48].
Applying control sequences that consist of pi-pulses
during [0, T ] modulates χ(T ) by modifying the form of
F (ωT ) in Eq. (3.23) [45]. In most experimentally relevant
scenarios, low frequency noise gives the most significant
contribution to Sβ(ω). Hence, typically, the goal is to
design control sequences that are good high-pass filters.
When the control sequence is derived from the j’th Walsh
function, we have
χj(T ) =
∫ ∞
0
Sβ(ω)
ω2
Fj(ωT ), (3.24)
where Fj(ωT ) is the filter function associated with the
j’th Walsh function. The low frequency behavior of each
Fj has been analyzed in detail [39, 49]; in general, if the
noise spectrum is known, one can obtain an estimate of
each χj(T ), and thus each vj .
The signal Sj acquired from a sensing protocol with
the j’th Walsh control sequence is given by
Sj(T ) =
1
2
[1 + vj(T ) sin(zj(T ))] , (3.25)
where
zj(T ) =
1
T
∫ T
0
wj(t)b(t)dt. (3.26)
We note that for zero-mean noise we have〈∫ T
0
wj(t)β(t)dt
〉
= 0. (3.27)
Now, for Nj measurement repetitions, we have that the
sensitivity in estimating zj , denoted ∆zj , is given by [49]
∆zj =
1√
NjTvj
. (3.28)
Thus, fluctuations in obtaining the measurement results
zj are on the order of
1√
NjTvj
and so the 2-norm distance
between the ideal measurement outcome vector z and
actual measurement vector y is
‖~z − ~y‖2 ∼
√√√√ m∑
j=1
[
1√
NjTvj
]2
=
√√√√ m∑
j=1
1
NjT 2v2j
.
(3.29)
Since CS reconstructions are robust up to ‖~z − ~y‖2, we
have that a realistic CS reconstruction in a system such
as the NV center is robust up to
√∑m
j=1
1
NjT 2v2j
.
IV. RECONSTRUCTING GENERAL SPARSE
MAGNETIC FIELDS
While time-sparse signals are important in various ap-
plications, they are far from being common. Ideally, we
would like to broaden the class of signals that we can
reconstruct with CS techniques and quantum sensors. In
this section, we present a method for reconstructing sig-
nals that are sparse in any known basis. This generality
of the signal is significant since most real signals can be
approximated as sparse in some basis. We use the results
of Sec. II B to show that performing random control se-
quences creates random measurement matrices that sat-
isfy the RIP (see Def. 2) with high probability. Therefore,
by Theorem 2, a small number of measurements suffice
for exact reconstruction of the signal. Again, we empha-
size the key point that the signal can be sparse in any
basis of Rn.
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A. Applying Random Control Sequences
Suppose b(t) is a deterministic magnetic field on I =
[0, T ] and we partition I into n uniformly spaced intervals
with grid-points tj =
jT
n for j ∈ {0, ..., n}. Previously, we
used the discrete Walsh basis {wk}2
N−1
k=0 as our measure-
ment basis Φ. pi-pulses were applied at each tj according
to whether a switch between +1 and −1 occurred at tj .
Now, for each j ∈ {0, ..., n−1}, we choose to either apply
or not apply a pi-pulse at tj according to the symmetric
Bernoulli distribution
P [pi applied at tj ] =
1
2
. (4.1)
The result of this sampling defines the n-bit string u,
where the occurrence of a 0 indicates a pi-pulse is not
applied, and a 1 indicates a pi-pulse is applied. Following
Eq. (3.2)-(3.4), the evolution of the system is
U(T ) = e−iT 〈κu(t),b(t)〉σz . (4.2)
As before, let us discretize [0, T ] into n points {sj}n−1j=0
where
sj =
(2j + 1)T
2n
. (4.3)
Define κ˜u to be the random element of {−1, 1}n with
entries given by κu(sj) for each j ∈ {0, ..., n − 1}. As
well, define B ∈ Rn to be the discretization of b(t) at
each sj , Bj = b(sj).
Suppose there is an orthonormal basis Ψ of Rn for
which B has an approximate S-sparse representation. To
maintain notational consistency, we use Ψ to represent
the n × n matrix whose columns are the basis elements
ψj ∈ Rn. Let x denote the coordinate representation of
B in Ψ,
B =
n∑
j=1
xjψj . (4.4)
We emphasize that Ψ is an arbitrary but known basis.
Assume we have chosen m random measurement vectors
κui , i = 1, ...,m. and let us define the matrix G whose
entries are given by
Gi,j = κui(sj)√
m
=
κ˜ui(j)√
m
, (4.5)
where i ∈ {1, ...,m} and j ∈ {1, ..., n}. Also, let us define
the m× n matrix
A = GΨ. (4.6)
Since the entries of G were chosen according to a prob-
ability distribution that satisfies Eq. (2.11), from Theo-
rem 3, there exist constants C1, C2 > 0 which depend
only on δ such that, with probability no less than
1− 2e−C2n, (4.7)
G, and thus A, satisfies the RIP of order (2S, δ) when
m ≥ 2C1S log
( n
2S
)
. (4.8)
By Theorem 4 this implies that, if we let y be the noisy
version of the ideal measurement Ax and ‖y−Ax‖2 ≤ ,
the solution x∗ of COP 3 satisfies,
‖x∗ − x‖2 ≤ C3‖x− xS‖1√
S
+  (4.9)
where xS is the best S-sparse approximation to x and C3
is a constant.
We note that the real sensing procedure in a spin
system calculates the continuous integrals of the form∫ T
0
κui(t)b(t)dt rather than the discrete inner prod-
ucts 〈 1√
m
κ˜ui , B〉. To take this into account, let us
bound the distance between n
T
√
m
∫ T
0
κu(t)b(t)dt and
1√
m
∑n−1
j=0 κu(sj)b(sj). For ease of notation, let gu :
[0, T ] → R be defined by gu(t) = κu(t)b(t). We have
by the the midpoint Riemann sum approximation [40],∣∣∣∣∣∣ nT√m
∫ T
0
gu(t)dt− 1√
m
n−1∑
j=0
gu(sj)
∣∣∣∣∣∣
=
n
T
√
m
∣∣∣∣∣∣
∫ T
0
gu(t)dt− T
n
n−1∑
j=0
gu(sj)
∣∣∣∣∣∣ (4.10)
≤ n
T
√
m
maxt∈[0,T ] |b′′(t)| T
24
T 2
n2
=
T 2
24n
√
m
maxt∈[0,T ] |b′′(t)| .
Hence, if we make m measurements and obtain a vector
y = (yu1 , ..., yum) where
yuj =
n
T
√
m
∫ T
0
κu(t)b(t)dt, (4.11)
then
‖y −Ax‖2 ≤ T
2
√
m
24n
maxt∈[0,T ] |b′′(t)| . (4.12)
Setting
 =
T 2
√
m
24n
maxt∈[0,T ] |b′′(t)| , (4.13)
implies we can treat y as a noisy version of Ax,
‖y −Ax‖2 ≤ . (4.14)
Therefore, by Theorem 4 and the fact that m ∼
O
(
S log
(
n
S
))
, we have that the CS reconstruction will
still be successful up to  (and becomes exact as n→∞).
Hence, we can treat the difference between the actual
continuous integrals we obtain in y˜ and the ideal discrete
11
measurements y as a fictitious error term in the acquisi-
tion process and use Theorem 4. Finally, if there is ac-
tual error 1 in the magnetic field then taking  = 1 + ˜
and using Theorem 4 again gives that the solution x∗ of
COP 2 satisfies,
‖x∗ − x‖2 ≤ C3‖x− xS‖1√
S
+ . (4.15)
We reiterate that Ψ is arbitrary but known a priori.
More precisely, in order to implement the convex opti-
mization procedures, one needs to know the basis Ψ.
However there are no restrictions on what this basis could
be. If the signal B has an approximately S-sparse rep-
resentation in the basis Ψ, then the above result implies
we can recover B using a small number of samples.
It is also important to note for the case of when Ψ
is the Fourier basis, this result is distinct, and in many
cases stronger, than Nyquist’s theorem. Nyquist’s the-
orem states that if B has finite bandwidth with upper
limit fB , one can reconstruct B˜ by sampling at a rate of
2fB . Compressive sensing tells us that even when there
is no finite bandwidth of the signal, exact reconstruction
is possible using a small number of measurements that
depends only on the sparsity level.
Before analyzing numerical examples, we give a the-
oretical analysis of how to account for decoherence ef-
fects. The general idea is similar to the discussion in
Sec. III B 1. The main point is that applying a random
control sequence according to the random binary string
u gives
χu(T ) =
∫ ∞
0
Sβ(ω)
ω2
Fu(ωT ), (4.16)
where Fu(ωT ) is the filter function associated to this con-
trol sequence. In principle, both the nose spectrum Sβ(ω)
and low frequency behavior of each Fu(ωT ) can be de-
termined [45] so one can estimate χu(T ).
The signal Su one measures from the binary string u
is
Su =
1
2
[vu(T ) sin(zu(T ))] , (4.17)
where
zu(T ) =
1
T
∫ T
0
κu(t)b(t)dt. (4.18)
Again, noting that an ensemble of measurements is re-
quired to acquire the signal above, we have for a zero-
average noise β(t)〈∫ T
0
κu(t)β(t)dt
〉
= 0, (4.19)
Now, for Nu measurement repetitions we have
∆zu =
1√
NuTvu
. (4.20)
As before, fluctuations in obtaining the measurement re-
sults zu are on the order of
1√
NuTvu
and so the 2-norm
distance between the ideal measurement outcome vector
z and actual measurement vector y is
‖~z − ~y‖2 ∼
√√√√∑
u
[
1√
NuTvu
]2
=
√∑
u
1
NuT 2v2u
.
(4.21)
Since CS reconstructions are robust up to ‖z − y‖2, we
have that a realistic CS reconstruction in a system such
as the NV center is robust up to
√∑
u
1
NuT 2v2u
.
1. Reconstruction Examples
We provide a set of numerical examples that show how
random measurement matrices allow for reconstructing
sparse signals in any known basis Ψ. We first analyze
the case of b(t) being sparse in the frequency domain
and then revisit the case of b(t) being sparse in the time
domain (the latter of which can provide a comparison
with the results of Sec. III B). To keep the discussion both
simple and consistent with the example in Sec. III B, we
choose a total acquisition time of T = 1 ms, assume pulse
widths of P = 10 ns, and discretize [0, T ] into n = 210
intervals.
Frequency-Sparse Signals
Since we have n = 210 intervals in [0, 1] our high-
frequency cut-off is equal to 1.024 MHz. More precisely,
a partition of [0, 1] into 1n subintervals implies a resolu-
tion of n kHz. We choose a sparsity level S = 8 with
frequencies (in MHz);
fj ∈ {1.024xj}Sj=1 , (4.22)
where the xj are chosen uniformly at random
xj ∈r
{
1
k
}1024
k=1
. (4.23)
For each randomly chosen frequency, we also choose
uniformly random phases φj ∈r [0, 2pi] and amplitudes
Aj ∈r [0, 1]. The resulting field b(t) is given by
b(t) =
S∑
j=1
Aj cos (2pifjt+ φj) . (4.24)
The threshold for the MSQE in this case naturally needs
to be larger than for the neural magnetic field reconstruc-
tion in Sec. III B. The reason for this is that the majority
of the signal b in the neuron case is equal to 0 and thus the
total variation of that signal is very small (which leads
to an extremely small MSQE when successful CS recon-
struction occurs). In the case considered here, choosing
12
random frequencies leads to signals with a larger total
variation.
Fig. 3 shows reconstruction for randomly chosen xj
of
{
1
2 ,
1
61 ,
1
78 ,
1
328 ,
1
551 ,
1
788 ,
1
881 ,
1
1022
}
. Clearly the recon-
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FIG. 3: CS Reconstruction of (Frequency) Sparse Magnetic
Field With 8 Random Frequencies (reconstruction with m =
250 and MSQE=0.0048006).
struction is fairly accurate. We analyzed the probability
of successful CS reconstruction using a MSQE thresh-
old of 0.005 for m ∈ {250, 260, ..., 350}. The results
are contained in Table II. As expected, the probability
of successful reconstruction quickly converges to 1 for
m 1024.
Time-Sparse Signals
For this example we used the same parameters as the
example in Sec. III B however the measurement matrix is
now a random Bernoulli matrix of size m×n. Fig 4 shows
the original and reconstructed signal for m = 250 where
a MSQE of ∼ 10−18 was obtained. The probability of
successful reconstruction followed a similar form to that
in Sec. III B in that the probability converged to 1 very
quickly as m became larger than 200.
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FIG. 4: CS Reconstruction of Time Sparse Mag-
netic Field Produced By Firing Neuron: Simulated (blue
solid) and CS Reconstructed (red dotted) Magnetic Fields
(5 events with m=250 random Walsh measurements and
MSQE=3.2184×10−4)
V. CONCLUSION
We have shown that performing quantum magnetome-
try using the Zeeman effect in spin systems allows one
to utilize the power of compressive sensing (CS) the-
ory. The number of measurements required to recon-
struct many physically relevant examples of magnetic
fields can be greatly reduced without the degradation
of the reconstructed signal. This can have significant
impact when measurement resources are extremely valu-
able, as is the case when using quantum systems for re-
constructing magnetic fields. In addition, CS is robust
to noise in the signal which makes it an extremely at-
tractive tool to use in physically relevant scenarios, espe-
cially when phenomena such as phase jitter are present.
We have provided a basic introduction to CS by first dis-
cussing the concept of incoherent measurement bases and
then moving to the random measurement basis picture.
The main idea behind CS is to reconstruct sparse signals
using both a small number of non-adaptive measurements
in some basis and efficient reconstruction algorithms. We
have used l1-minimization algorithms however this is only
one example of many different methods.
Our first main example utilized the fact that the Walsh
and standard measurement basis are maximally incoher-
ent to model the reconstruction of neural spike trains.
The signals are sparse in the time-domain and, since we
can perform control pulse sequences that represent Walsh
sequences, the signal can be represented using a Walsh
measurement matrix. We looked at how the probability
of successful reconstruction increased as the number of
measurements m increased. The probability saturated
at 1 when m  n, where log(n) is the chosen Walsh re-
construction order. This order will typically be chosen
by the physical parameters of the system used to recon-
struct the field. The parameters we chose were relevant
for a real system such as the Nitrogen-Vacancy (NV) cen-
ter in diamond. We also verified that the reconstruction
is robust to noise in the signal.
The second main section of our results pertains to
random measurements, in particular, random symmet-
ric Bernoulli measurement matrices. These measurement
matrices satisfy the Restricted Isometry Property (RIP)
with high probability when m ∼ O (2S log ( n2S )). We
first analyzed signals that are sparse in the frequency
domain, and showed that efficient reconstruction occurs
with probability 1 for m  n. In addition, we added
a Gaussian noise component and showed successful re-
construction still occurs. We again reiterate that in the
case of frequency-sparse signals, CS is completely distinct
from Nyquist’s Theorem and should be viewed as an in-
dependent result. This is easily seen by the fact that
we were able to sample at a rate much lower than the
highest frequency present in the sample and still obtain
an exact reconstruction. Next, we revisited the neuron
signals and showed that random measurement matrices
are just as effective as the Walsh basis at reconstructing
the time-sparse signals.
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m 250 260 270 280 290 300 310 320 330 340 350
psuc 0.914 0.958 0.983 0.993 0.998 0.999 0.999 1.000 1.000 1.000 1.000
TABLE II: Probability of successful CS reconstruction, psuc, for different values of m n = 1024.
There are various directions of future research. First,
it will be interesting to investigate whether it is possible
to incorporate the framework of CS into other methods
for performing magnetometry. In this work, we were able
to map control sequences directly onto the evolution of
the phase which provides the relevant measurement co-
efficients for efficient reconstruction of the waveform. A
different application of CS may be needed for other sens-
ing mechanisms with quantum systems. While we numer-
ically analyzed an example inspired by neuronal magne-
tometry, there is a wide array of physical phenomena that
produce magnetic fields which display sparsity, or more
generally compressibility, in some basis. A more detailed
analysis of using CS in these cases will be worthwhile to
consider.
Appendix A: The Walsh basis
Let f : [0, T ]→ R be a square-integrable function, that
is, f ∈ L2[0, T ]. Then, f has a Walsh representation [37]
given by
f(t) =
∞∑
j=0
fˆjwj(t), (A1)
where
fˆj =
1
T
∫ T
0
f(t)wj
(
t
T
)
dt,
and the wj : [0, 1] → R, j ∈ N, denote the Walsh func-
tions. The Walsh functions are useful from a digital view-
point in that they are a binary system (they only take
the values ±1) and also form an orthonormal basis of
L2[0, 1].
One can explicitly define the Walsh functions via the
set of Rademacher functions {Rk}∞k=1. For each k =
1, 2, ..., the k’th Rademacher function Rk : [0, 1] → R is
defined by
Rk(t) = (−1)tk , (A2)
where tk is the k’th digit of the binary expansion of t ∈
[0, 1],
t =
∞∑
k=1
tk
2k
=
t1
2
+
t2
22
+
t3
23
+ .... = 0.t1t2t3..... (A3)
Equivalently, one can define Rk as the k’th square-wave
function
Rk(t) = sgn
(
sin(2kpit)
)
. (A4)
The Walsh basis is just equal to the group (under mul-
tiplication) generated by the set of all Rademacher func-
tions. Different orderings of the Walsh basis can be ob-
tained by considering the ordering in which one multi-
plies Rademacher functions together. For instance, two
particularly common orderings of the Walsh basis are the
“sequency” [37] and “Paley” [50] orderings. Sequency or-
dering arises from writing the set of binary sequences ac-
cording to “Gray code” [51], which corresponds to having
each successive sequence differ in exactly one digit from
the previous sequence, under the assumption that right-
most digits vary fastest. If one assigns each Rademacher
function to its corresponding digit in the binary expan-
sion (for instance R1 is associated to the right-most digit,
R2 is associated to the next digit and so on) then, when
each integer i is written in Gray code, i = ....ik....i2i1, we
have that the i’th Walsh function in sequency ordering is
wi(t) = Π
∞
k=1 [Rk(t)]
ik = Π∞k=1(−1)iktk . (A5)
Paley ordering of the Walsh basis is obtained in the same
manner as just described for sequency ordering, the only
difference being that binary sequences are ordered ac-
cording to standard binary code (rather than Gray code).
There are a couple of important points to remember
about Walsh functions. First, since sequency and Paley
orderings differ only in terms of how each integer i is rep-
resented in terms of binary sequences, switching between
these orderings reduces to switching between Gray and
standard binary code ordering. Second, it is straight-
forward to verify that the set of the first 2k sequency-
ordered Walsh functions is equal to the first 2k Paley
ordered Walsh functions. Thus, rearrangements of or-
derings differ only within the sets of functions whose size
is a power of 2.
For the remainder of this paper, whenever the Walsh
basis is used, we will assume the functions are sequency-
ordered. We define the n’th partial sum of f ∈ L2[0, T ],
denoted fn, to be the sum of the first n terms of its Walsh
representation
fn(t) =
n−1∑
j=0
fˆjwj
(
t
T
)
. (A6)
The N ’th order reconstruction of f corresponds to the
2N ’th partial sum.
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Lastly, we note that for any n = 2N with N ≥ 0, one
can also define a discrete Walsh basis for Rn. To see this,
first note that the first 2N Walsh functions {wj}2
N−1
j=0 are
piecewise constant on the 2N uniform-length subintervals
of [0, 1]. Now, just associate the values of each wj on
these subintervals to a vector in Rn. The resulting set of
vectors is an orthogonal basis, and dividing each vector
by
√
n gives the discrete orthonormal Walsh basis, which
we denote by {Wj}∞j=0. As an example, let N = 2 so
n = 4. Then the four unnormalized Walsh vectors are
{(1, 1, 1, 1), (1, 1,−1,−1), (1,−1,−1, 1), (1,−1, 1,−1)}.
Normalizing each vector by 2 gives the orthonormal
Walsh basis {Wj}3j=0 of R4.
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