In the field of scientometrics, the principal purpose for author co-citation analysis (ACA) is to map knowledge domains by quantifying the relationship between co-cited author pairs. However, traditional ACA has been criticized since its input is insufficiently informative by simply counting authors' co-citation frequencies. To address this issue, this paper introduces a new method that reconstructs the raw co-citation matrices by regarding document unit counts and keywords of references, named as Document-and Keyword-Based Author Co-Citation Analysis (DKACA). Based on the traditional ACA, DKACA counted co-citation pairs by document units instead of authors from the global network perspective. Moreover, by incorporating the information of keywords from cited papers, DKACA captured their semantic similarity between co-cited papers. In the method validation part, we implemented network visualization and MDS measurement to evaluate the effectiveness of DKACA. Results suggest that the proposed DKACA method not only reveals more insights that are previously unknown but also improves the performance and accuracy of knowledge domain mapping, representing a new basis for further studies.
Introduction
Author co-citation analysis (ACA) was first proposed by Drs. H. D. White and B. C. Griffith in 1981 . As a significant branch of scientometrics, the main purpose of ACA is to map scientific domains by pointing out the relationship of co-cited authors (McCain, 1990) . The past decades have witnessed the growth and development of ACA, which has been applied extensively in various domains, such as library and information science (Anegón et al., 1998) , computer science (Eom, 1998) , management science (Charve et al., 2008) , psychology (Bruer, 2010) , management information systems (Chen, 2011) , public policy (Nykiforuk, Osler, & Viehbeck, 2010) , and supply chain (Charvet, Cooper, & Gardner, 2008) .
However, traditional ACA is criticized by many scholars for its inaccuracy (Jeong et al., 2014) due to its limited focus on authors themselves without considering other information such as the citing times on the same author in each paper. To facilitate the output of traditional ACA by taking actual cited paper counts into account, in this paper, we propose a document-based counting algorithm, which aims to weigh the co-cited author pair by the number of co-cited papers from certain authors instead of weighing simply by the number of co-cited authors. This allows us to improve traditional ACA by changing the counting method, thus not only making the raw co-citation matrix more informative and accurate, but also uncovering more details that optimize the results of knowledge domain mapping.
Furthermore, keywords have hardly been used in previous studies on ACA because of the difficulties in topical similarity calculation. Nevertheless, keywords can help a lot in citation analysis by manifesting the core content of a paper and facilitating our understanding about its profound meaning (Griffith & Steyvers, 2004) . In order to utilize the keywords and improve domain knowledge map, we construct a keyword-based thesaurus, which can measure the relationship between words as well as papers. In this paper, we collected keywords of references, calculated semantic similarities according to their relative position in the thesaurus, and then combined their semantic similarities with traditional ACA. As elaborated in the results, this method genuinely shows better performance of clustering scientific communities in knowledge domain mapping, thus making subfields discernible and obvious to figure out. This paper is outlined as follows: related works concerning this study are described in Section 2. Then the statement of problems is demonstrated in Section 3. In Section 4, we describe our dataset and process of Document-and Keyword-Based Author Co-Citation Analysis (DKACA). Next, performance evaluation and results analysis are detailed in Section 5. Finally, we conclude our contribution and limitation in the last section.
Related Studies

Author Co-Citation Analysis
Traditional ACA constructs the raw co-citation matrix mainly by calculating co-citation frequencies among cocited authors and maps the knowledge domains of certain field(s) via a series of analyses and transitions (Jeong et al., 2014) . It is also helpful to find out developing disciplines and distributions of sub-domains via ACA to promote the process of academic integration and communication. In this paper, we introduce the related work following the main steps of ACA (McCain, 1990) , as shown in Figure 1 .
(1) Data collection: ACA reveals knowledge structures in a macro-level through describing a subfield/research group and their interdependent relationships. Hence, it is important to specify the field to be analyzed (McCain, 1990) . After that, researchers can select the important monographs, research groups, academic journals, and conferences by several ways, for instance, consulting specialists of the field, analyzing the content and influence of a carrier (White & McCain, 1998) , snowballing (Cothill et al., 1989) , or using personal knowledge bank' (Anegón et al., 1998) .
(2) Constructing raw co-citation matrix: In traditional ACA, if two authors whose first-authored publications co-occur in the reference list of the same paper, their co-citation count would increase by one. To increase the accuracy of ACA, Zhao and Strotmann (2006 , 2008b , 2011 facilitated the matrix by taking all authors into consideration rather than only the first authors. Bu, Liu, and Huang (2016) added more metadata such as venue information and keyword information to reconstruct the raw matrix. Moreover, there is a long-term debate to understand how to define "co-citation" in the main diagonal of the matrix (Eom, 2008) .
(3) Transforming raw co-citation matrix into correlation co-citation matrix: It is required to transform the matrix because of the needs of normalization for further analyses (McCain, 1990) . A common way is to use Pearson's correlation coefficient. However, a debate concerning whether Pearson's r could be used in ACA matrix transformation has been raised for several years; the pros and cons of using Pearson's r compared with other metrics (e.g. Euclidean metric and Chi-square) have also been covered. Mêgnigbêto (2013) proposed that the major points of the debate can be summarized into two questions: (1) whether Pearson's correlation coefficient is suitable for ACA; and (2) whether it is better than other methods (such as cosine, Jaccard, Euclidean, and Chisquare distance). Considering several drawbacks of using Pearson's coefficient in ACA, in this paper, we used cosine similarity to transform the co-citation matrix similar to one of our previous work (Bu et al., 2018) .
(4) Data analysis, visualization, and result interpretation: Traditional ACA mainly uses clustering analysis, multidimensional scaling (MDS) , and factor analysis to analyze and visualize the data. These methods basically complement with each other. Recently, network analysis becomes popular due to the improved visualization tools and technologies. Furthermore, MDS measurement, other than MDS, calculates the separation and cohesion of the clustering to evaluate the effect of ACA (Bu et al., 2016) . Reasonable and appropriate interpretations upon the results are also required with peer validations.
Content-based Bibliometric Research
Content-based bibliometric research can be divided into two subtopics, namely syntactic and semantic context analyses, probing to the bottom. In syntactic citation context analysis, Voos and Dagaev (1976) first studied the distribution of citations based on their locations and found that "introduction" is endowed with more citations than any other sections. Similarly, Maričić et al. (1998) also discussed the topic of meaningful and valuable citation location. Nanba and Okumura (1999) utilized the citation area to generate summaries, extracted relationships between papers, and classified reference types. In 2004, a new term "citance" (Nakov et al., 2004) was proposed to represent sentences in full text including citations. During these refinements, the research unit of bibliometrics altered from papers (articles) to sentences, which optimized the knowledge map by anatomizing full-text context in detail. Nevertheless, most of these studies have purely focused on the framework of papers and structure of sentences, but ignored the interior literal meaning, making it less persuadable.
While syntactic citation context analysis is mainly quantitative, the semantic citation context analysis functions more qualitatively. Garfield (1964) , for instance, first demonstrated 15 possible citation motivations to get more details about the relationship between citations and contents. In addition, Chubin and Moitra (1975) concentrated on various contributions of different types of citations by setting up a tree hierarchy, aiming to illustrate their relationships. Besides, Small (1978) studied the scientific content of citations by analyzing the surrounding text of citations and concluded that the referenced context was supposed to be the interpretation of concepts or methods.
With the growth of empirical citation data, datadriven methods such as natural language processing and machine learning are capable to handle massive content-based data analysis. Teufel, Siddharthan, and Tidhar (2006) , for example, applied a supervised machine learning algorithm to distinguish citation functions with four top-level types to label them. Small (2011) analyzed the context surrounding the citations to dig the shallow and deep natural language features. Nevertheless, due to the difficulty in gaining corpus, the sample size of the most current citation analysis in full text is limited, which means that only a small part of the citation contexts has been selected. Jeong et al. (2014) collected full-text journal papers and extracted citing sentences to calculate their similarity distances, thereby refining the result of traditional ACA. Kim, Jeong, and Song (2016) considered both citation contents and proximity by extracting citation sentences and locations from full-text papers.
Furthermore, as a typically used entity for contentbased analysis, keywords can significantly represent and capture the research field of authors. Indeed, the distance of words can better measure the similarity of words, documents, and even authors. Thesaurus construction and corpus statistics are two main approaches to quantify the similarity of words. The most representative English word thesaurus is WordNet (Miller, 1995) , which provides a platform of traditional lexicographic information and modern computing. As for statistical methods, Jiang and Conrath (1997) , mainly based on corpus statistics and lexical taxonomy, proposed a new approach for measuring semantic similarity. Besides, recent breakthroughs in machine learning such as Word2Vec (Goldberg & Levy, 2014) are also effective ways to understand the "distance" of words. Zooming out to the more specific theme of "co-citation", Bu et al. (2016) combined keyword information of references into traditional ACA to refine previous results; however, methodologically, their proposed method only concerns whether the keywords are same or not (i.e., binary thinking) without getting their latent relationships. In this paper, we constructed an "information thesaurus network" based on WordNet and Oxford English Dictionary (Simpson & Weiner, 1989 ) to illustrate the relationship of two keywords of references to facilitate the way of the keyword-based co-citation analysis.
Weighted Citation Analysis
Studies related to weighted citation analysis can be divided into three levels: journals, documents, and authors. As for the relationship between citations and journals, Garfield (1955) first proposed citation counts to measure the journal impact by counting citation of average papers published in a journal. Moreover, citation count is also regarded as an important measurement for evaluating an author's impact by calculating all their papers' impact indicator. Pinski and Narin (1976) argued that citations from prestigious journals should be weighed higher than those from peripheral journals. As for the document level, Small (1973) came up with document co-citation analysis (DCA) and drew more attentions to document weighted citation research. Furthermore, Yan and Ding (2010) proposed three factors that can define paper status, i.e. the number of citations a paper received, the prestige of citing journals, and the citation time interval. From the perspective of the author level, Yan and Ding (2010) concluded that methods of distributing weights for authors could be divided into three types, including straight counting where only the first author's contribution is acknowledged; unit counting where each coauthor's contribution is counted equally; and adjusted counting where each coauthor's contribution is divided based on the number of coauthors. Furthermore, the time of each citing paper is of much significance for evaluating the citation impact (Yin & Wang, 2017; Wang, Song, & Barabási, 2013) . The Discounted Cumulated Impact (DCI) Index, for example, utilized a decay parameter devaluing old citations additionally to consider the influence of time, allowing weighing of the citations by the citation weight value of the citing publication (Järvelin & Persson, 2008) .
Overall, we argue that ACA should take the weight of authors with more information regarding metadata into consideration since it aims to capture the knowledge domain maps. For instance, published time of references, venues, and keywords were also combined into raw author co-cited matrix by different weights to make the traditional ACA more informative (Bu et al., 2016) . However, the studies related to weighted citation analysis in the author level have only focused on authors themselves, with the ignorance of actual citation counts on documents. To solve this problem, we can employ the idea of document co-citation analysis (DCA) proposed by Small (1973) , where different numbers of citations for the same author would be endowed by different weights. By changing the counting method, we can finally improve author co-citation matrix and increase the information amount of the input in traditional ACA.
Problem Statement
Traditional ACA counts co-cited frequency of author pairs (White & Griffith, 1981) . However, if two or more papers of authors A and B are co-cited by the same paper, the cocited count of authors A and B is only one based on the definition of traditional ACA. This leads to a limited ability to distinguish co-cited authors due to uninformative input. Inspired by this, we refined the granularity of analysis from co-cited authors to co-cited documents (papers). For example, in Kim et al.'s (2016) paper named Content-and proximity-based author co-citation analysis using citation sentences, the author, Zhao (Zhao & Strotmann, 2008a , 2008b , 2011 Zhao, 2006) , was cited five times while Shen (Shen et al., 2014 ) was cited only once, which seems inaccurate to weigh them equally. Actually, both Kim and Zhao focus on bibliometrics, while Shen concentrates on cancer studies. In this perspective, calculating the citation counts can distinguish authors more accurately. Consequently, the current paper proposes a documentbased method on ACA, thus making the weight values for different authors more practical.
Moreover, keywords of references indicate the information on the field dimension, where similar keywords of references the authors use imply that they tend to research on similar issues. For example, Kim et al. (2016) cited papers separately written by Shen et al. (2014) , Eom (1996) , and Eto (2013) , which would be equally evaluated the weight of co-citation between each two authors among them in traditional ACA. However, if we explored the keywords used in these three references (Table 1) , we can find something different. Specifically, Shen et al. (2014) adopted "circulating microRNAs", "breast cancer", "biomarkers", and "detection" as keywords of the paper, which can manifest that Shen concentrated on cancer studies. Besides, Eom (1996) utilized keywords as "decision support systems", "intellectual structure", "bibliometrics", "cocitation analysis", and "factor analysis", while Eto (1996) selected "citation searching", "co-citation", "co-citation context", and "similar document search" as keywords, where the two authors, from an intuitive view, both pay more attentions to bibliometrics and scientometrics. Consequently, keywords of references are necessary to be taken into consideration and integrated with keywords and co-citation parameter, thereby facilitating the analysis results of author co-citation.
Methodology
Data
In this paper, the articles published in Journal of the Association for Information Science and Technology (JASIST, named as Journal of the American Society for Information Science and Technology before 2014) from 2012 to 2015 are collected. All the general descriptive metadata of the papers and their citations, including title, author(s), published time, published carrier, volume and issues, keywords, and the number of pages, are downloaded. The dataset contains 866 papers and 38,910 references. For simplicity we use the first author information of the papers, and their names are processed for disambiguation and artificial filtration. To avoid sparseness of the matrix, in this paper, we select 100 authors with highest number Shen et al. (2014) , Eom (1996) , and Eto (1996) co-cited by Jeong et al. (2016) .
First author Keywords
J. Shen
Circulating microRNAs; breast cancer; biomarkers; detection S. B. Eom
Decision support systems; Intellectual structure; Bibliometrics; cocitation analysis; factor analysis M. Eto Citation searching; co-citation; co-citation context; similar document search of citations for our future analysis. The main diagonal values of the co-citation matrices are set as zero. Network analysis is then performed for showing the performance of the proposed methods by using Gephi (Bastian, Heymann, & Jacomy, 2009) . Table 2 lists the 20 most cited authors, with research areas spanning over various areas in information science. For example, Dr. Leydesdorff plays a significant role in informetrics (Leydesdorff & Etzkowitz, 1996) , while the influence exerted by Dr. Belkin in information seeking behavior and interactive information retrieval can never be underemphasized (Belkin, 1978) .
The Framework of the Proposed DKACA
In this paper, our newly proposed DKACA combines document unit counting method and semantic similarity measurement, which is described in Figure 2 step by step. The gray blocks in Figure 2 highlight the differences between our method and traditional ACA. DKACA consists of two sections, DACA (document-based ACA) and KACA (keyword-based ACA); the former combines documentlevel information into ACA, while the latter combines keyword-level information. Specifically, our proposed method first selects data from JASIST and disambiguates the authors' names manually. Concerning the branch of DACA, we process the information of references (metadata) and build a citation network, after which we count authors' co-citation frequency based on the co-cited paper pairs and adjust the citation network by modifying the weight value between two given authors. As for the KACA branch, we follow a four-step procedure:
(1) select high-frequency keywords and delete stop words; (2) "standardize" keywords (e.g., both verbs and nouns are standardized to nouns) and construct the keywordbased thesaurus network; (3) find out the shortest path between words and quantify their similarity; and (4) calculate the author and paper similarity based on the similarity of keywords. We also combine the parameters derived by KACA and DACA and transform the raw matrix into correlation matrix by cosine similarity. Further data analysis and visualization are implemented. A detailed introduction of the process of DACA and KACA and how to combine them into DKACA are given in the following sections.
Document-based Author Co-citation Analysis (DACA)
In traditional ACA, diverse numbers of citations from the same author are equally regarded, omitting the different impact of each scholar. Consequently, the newly proposed method aims to set various weights for distinct types of co-cited authors, in which we prefer to count the cocitation number based on documents rather than authors. Specifically, if first-authored papers of the two authors are co-cited, where many of the one author are included in the co-citation paper set while only one paper of the other author is, the new algorithm would set the two authors' co-citation frequency (count) as different values. Suppose that is the obtained paper set and is the citation author set of . The size of is n while that of is I. Given that paper cites papers of author and papers of author , the co-cited count of and in the set is:
(1)
For example, in one of the author A's paper, two papers written by author B, labeled as B 1 and B 2 , three papers written by author C, labeled as C 1 , C 2 , and C 3 , and five papers written by author D, labeled as D 1 , D 2 , D 3 , D 4 , and D 5 , are cocited. According to the definition of the traditional ACA, the raw co-citation matrix should be calculated as summarized in Table 3 . As we can see, no difference of the authors' co-cited counts is documented in Table 3 because of ignoring distinguished co-cited papers. However, it should be recognized that the relationship between authors C and D is much closer than that between B and C. To solve this problem, in our proposed DACA method, we defined that there are six times that B and C are co-cited, which are (B 1 , C 1 ), (B 1 , C 2 ), (B 1 , C 3 ), (B 2 , C 1 ), (B 2 , C 2 ), (B 2 , C 3 ). A new raw co-citation matrix based on ACA combined with documents is summarized in Table 4 .
Keyword-based Author Co-citation Analysis (KACA)
Regarded as significant labels of papers, keywords indicate papers' research domains explicitly. Furthermore, the similarity of keywords from two papers can represent how similar papers, even the authors, are, to some degree. From this perspective, it is essential to find an appropriate method to quantify the similarity between two keywords. In further detail, we can construct the keyword-based thesaurus according to its knowledge domain ontology, thus depicting the relationships between keywords clearly.
We developed the map structure of the thesaurus based on WordNet and Oxford English Dictionary.
Specifically, three types of relationships are defined in our thesaurus. First, synonyms indicate words with the same meaning, where one can replace another easily, such as "earphone" and "headphone". Besides, hierarchical relationship shows the relationship between two entities in different "layers" (detailed in the next paragraph), and the related terms aim to demonstrate the relationship that two keywords can be referred (but not the same) from each one.
The hierarchical relationships of a thesaurus are represented as a tree structure, which leads to an inheritance relationship from the "root" to the "leaves". This kind of essential inheritance relationship falls into three categories: non-coexistent relationship, wholepart relationship, and exemplification. Non-coexistent relationship means a specific type of the object, like the relationship between "shoes" and "boots", where "boots" are a type of "shoes". Whole-part relationship demonstrates a part belonging to the object. Taking "hand" as an example, a "finger" is part of a "hand", thus making the relationship between "finger" and "hand" a whole-part relationship. Meanwhile, the third one, exemplification, is defined to be the realistic instance of the object, search engine and Google being representative. Taking "computer" as an example, its relevant words and detailed explanations are listed in Table 5 .
We initialize the word relationship map from WordNet and then refine its structure based on these three types of relationships. Each child node is a linked list structure. We use arrows to link the keywords with synonymous, dotted lines to link the keywords with related relationships, and solid line to link the keywords with hierarchical relationships. By constructing keyword-based thesaurus from a qualitative perspective, we also measured the weight of their relationship quantitatively. To increase the persuasiveness and reliability, two research assistants with specialized knowledge are asked to construct the keyword thesaurus separately and then discuss their divergent views. Figure 3 is an example of the keywordbased thesaurus network, in which different types of ties between keywords indicate distinct relationships.
Furthermore, by assigning each type of relationship with a constant weight (to simplify the model, the value of different relationships is given the same, which is summarized in Table 6 ) and adding up the weight value for each step, we quantify the relevance between two keywords according to their paths in the thesaurus. In addition, the total weight value between two papers and, furthermore, two authors can be figured out based on the relevant weight values of keywords.
In detail, to quantify the relevance of keywords of two papers, we use the "dijkstra" algorithm (Dijkstra, 1959) to find the shortest distance between the nodes representing two keywords according to the keyword-based thesaurus, essentially a network-structured tree. We then calculated the relevance degree between two keywords according to the path we found, where represents the weight of each step. The longer the distance is, the less relevant in general the two words are.
(2) For instance, "Baidu" and "tag": suppose that the weight for the five relationships are all assigned as the same, e.g., set as one, their shortest path length should be five according to "dijkstra" algorithm (red lines in Figure 4 indicate the shortest steps).
According to Dijkstra (1959) , we can easily obtain the of relationship among the descriptors of "Baidu" and "tag". Moreover, the larger is, the relationship between them would be alienated as it is known to all. Consequently, the weight of the relationship, , should be the reciprocal of :
In the above-mentioned case, the keywords similarity between "Baidu" and "tag" can be calculated as follows:
.
Suppose that the number of keywords of is , while that of is ; there would be pairs of relationship. Thus, the (the relationship value of two papers) between author and could be:
(4) Figure 4 : An example of using "dijkstra" algorithm.
(the similarity of two authors) depends on the of their co-citation papers and can be calculated using the following formula (supposing the paper number of is , while is ):
(5)
Combination between Document-and Keyword-based Author Co-citation Analysis
Document-based counting method and keyword-based ACA matrix need to be standardized for better integrating together. The raw matrices of traditional ACA, documentbased ACA, and keyword-based ACA are relatively , , and
. Normalized matrix of traditional ACA, document-based counting method, and keyword-based ACA, relatively , and should be:
where ) is the maximum in the given matrix. The purpose of normalizing is to limit elements in the matrix to [0, 1] to facilitate the later operation of integrating and the weight assignments. Eq. 9 shows how to adopt different weights to combine them: (9) In this paper, and are weight values for normalized traditional ACA matrix, normalized document-based counting matrix, and normalized keyword-based ACA matrix. If , it goes to the traditional ACA. When but and not, we simply involve document counting thinking into ACA but not keyword relationship; under such circumstance, we call the method as document-based ACA (DACA). Only is for DKACA.
Results and Discussion
Network Analysis
To explore the effectiveness of DKACA, a two-dimensional graph (network) is mapped. Figures 5-7 show the network visualization results of ACA, DACA, and DKACA, respectively. Moreover, the weight values of ACA, DACA, and DKACA (Table 7) are the optimized value after many experiments. As shown in Figures 5-7 , each node represents an author; the size of nodes varies in proportion to the weighted degrees of nodes. The nodes' colors are determined by Newman (2006) 's modularity algorithm: nodes in the same color are partitioned in the same group, showing similar research interests, while those in different colors indicate distinct research interests. The distance between two nodes also indicates their cross-value in the input matrix; a nearer distance indicates their high crossvalue, and vice versa. We combined two layout algorithms, 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40  41  42  43  44  45  46  47  48  49  50  51  52  53  54  55  56  57  58  59  60  61  62  63 64 65 Yifan Hu (Hu, 2007) and ForceAtlas2 (Jacomy et al., 2014) , to help illustrate the visualizations.
We can see that all authors, represented by the nodes, are divided into three categories as shown in Figures 5 and  6 and four categories as shown in Figure 7 . After collecting authors' research domains from their homepages, we manually interpret what each cluster (a certain color of nodes) means and what subdiscipline it belongs to under Library and Information Science (LIS). Authors showed as orange nodes represent those focusing on information retrieval and information seeking behavior. The greens represent informetrics and scientometrics. Meanwhile, purple nodes represent authors studying in computer science, engineering, and network-based informatics. The pink nodes as shown in Figure 7 correspond to applied behavioral science and business-related information science.
Figures 5-7 show that the nodes in the same color are closer as we involve document and keyword information, which means that the authors in the similar domain are "closer" to each other in the maps of Figures 6 and 7 than in Figure 5 . For example, H. Small, L. Waltman, and H. F. Moed are all scholars in the fields of bibliometrics and scientometrics, and nodes representing the three authors always stay close with each other in these figures. Meanwhile, they get closer to each other while our proposed methods are used. By taking A. L. Barabási and J. E. Hirsch as another example, they both have a background of physics or network science and a strong interest in scientific productivity research. Dr. Barabási, for instance, did much research in how a scholar succeeds in his/her scientific career and how to measure their success (Jeong, Neda, & Barabási, 2003) . Some of his papers on the topic of the importance of scientific collaboration and social network (Barabási et al., 2015) are cited by many informetric studies. Meanwhile, Dr. Hirsch created and improved the h-index (Hirsch, 2005 (Hirsch, , 2008 that considers authors' productivity and citation number simultaneously and aims to reflect a scholar's academic achievements. Dr. Hirsch's papers on the topic of the putting forward and promoting h-index (Hirsch, 2010) contribute to his co-citation relationship with other authors in the scientific evaluation and informetric area (Raan, 2005) . Therefore, from a perspective of science and scientific success, the research area of Drs. Barabási and Hirsch is similar as they both have had close relationships with and made great contributions to bibliometrics and science of science; hence, it makes sense that the nodes representing them get closer as shown in Figures 6 and 7 . Moreover, nodes in different colors (i.e., the scholars in different areas) get farther away in visualization graphs as shown in Figures 6 and 7 . The distance of the authors in different categories is more recognizable. For example, B. Dervi, J. E. Hirsch, and M. Thelwall are researchers in different fields (Table 8 ). However, because of the great contribution to informetrics, they have been co-cited for many times, thus making them more representative in purple groups in the visualization generated by the traditional ACA method. As the algorithm is improved, we refined the traditional ACA combining document information and keywords from cited papers with the traditional ACA. As shown in Figures 5-7 , we can easily find out that the nodes representing the three authors get farther away and they finally change into three different colors. This is a consequence that is consistent with the real situation.
However, we also found some "weird" phenomena. For example, the research interests of Dr. E. Garfield include information retrieval. As a result, the node representing him should be a purple one. However, this node is far away from other purple nodes in all the figures. We interpret this phenomenon as the fact that Dr. Garfield tended to do more quantitative research although he was a very important scientist in information retrieval; in addition, as the creator of Scientometrics, his papers were often co-cited with papers about informetrics. As a result, he is clustered to the informetrics field in these figures.
As more metadata are involved, we also found the changes and development of an author's research interests dynamically. For example, Dr. D. Zhao is represented as purple nodes in traditional ACA ( Figure  5 ), but the node changes to orange in DKACA as shown in Figures 6 and 7 . Indeed, her research gradually focused on informetrics and scientometrics after 2003. Moreover, some of her publications published from 2003 are actually reflected better in the change existing in the latter two methods, especially research concentrating on all-author co-citation analysis and first author co-citation analysis (Zhao, 2006; Zhao & Strotmann, 2008b , 2011 . In addition, his earlier knowledge representing research about XML and semantic web (Zhao & Logan, 2002 ) is more relevant to ontology instead of pure scientometrics. Although such research is also relevant about "networks", it is much different with computer science and "network science". It is a beneficial advance to visualize the color changes of an author's nodes in the figures triggering by different algorithms. Many previous studies used multidimensional scaling (MDS) with SPSS, and the authors' proposed areas (i.e., the color or their corresponding nodes) are fixed. As a result, it cannot reflect the authors' "switching" between different areas, which is the general change of the research areas and interests. The dynamic classification pattern, on the contrary, has a strong capacity of mapping the inner connections between different authors.
MDS Measurement Analysis
In the section mentioned earlier, we have analyzed and discussed the network analysis result qualitatively. In this paper, we would like to evaluate the abovementioned methods from a quantitative perspective in which MDS measurement (different from MDS) is employed (Bu, Ni, & Huang, 2017) . It is an important and useful method to indicate clustering result in a multidimensional graph. MDS measurement value, defined as , is influenced by two factors, and , representing cohesion and separation, respectively. The higher cohesion (larger ) in the same category and higher separation (smaller ) in different categories demonstrate a better clustering result. The MDS measurement results of the abovementioned methods are summarized in Table 9 . We found that , which reveals that becomes smaller as more factors are involved in the experiments. This clearly implies that nodes in the same category are closer and those in different categories are more separate from each other, especially when more bibliometric entities are involved. This result confirms the result given in "Network Analysis" section. To sum up, the DACA and DKACA methods perform better than the traditional ACA in terms of clustering when we map knowledge domains. 
Conclusion
We used the metadata of scientific articles published in JASIST as the dataset in this paper and proposed documentand keyword-based author co-citation analysis (DKACA) methods. Compared with traditional ACA, the major innovation of the approaches is to construct the raw cocitation matrix by: (1) considering co-citation documents instead of co-citation authors; and (2) adding keywords of references into consideration. The empirical results show that our proposed methods offer a better understanding than traditional ACA method, hence improving the visualization of knowledge mapping. Moreover, it enhances the performance of ACA, because the depiction of scientific domain mapping is more accurate. The main contributions of the proposed documentand keyword-based ACA are as follows: (1) by adding more information to the author co-citation analysis, one can provide more details and nuance analyses to the dataset; (2) document-based calculation refined the original algorithm by utilizing documents as the count unit rather than authors, thereby making the clustering result more accurate; and (3) keyword-based ACA has a good demonstration of the analysis of knowledge domain.
Besides the methodological discussion, we wanted to highlight that our proposed approaches provide a keyword similarity calculation method from semantic perspective and facilitate information recommendation in search engine. Besides, the proposed methods construct a bridge between document co-citation analysis (DCA) and ACA, thereby considering document and author information simultaneously. Apart from these, documentand keyword-based method can also be applied in bibliographic coupling, co-authorship, co-occurrence, and topical network analysis in addition to ACA itself.
Overall, we have changed the calculation method of counting the co-cited times and have combined the co-cited matrix with keywords, thus making the raw co-citation matrix more informative. In the future, we will study about ACA combining with topic modeling methods, such as Latent Dirichlet Allocation (LDA) as well as Author-Conference-Topic model, an extended LDA algorithm (Tang, Jin, & Zhang, 2008) , and network analysis method such as Node2Vec (Grover & Leskovec, 2016) , which can also be analyzed by the similar methods we used in this paper. Moreover, this paper has only utilized the first author to analyze knowledge domain but ignored other authors, which is likely to cause some biases in this research; in the future, we planned to consider all authors' information, such as Zhao (2006), and we believe that the results can be further improved.
