INTRODUCTION
As the reader will quickly discover, this article is a survey-from my personal perspective-of fifty years of research on the analysis, design, and control of queues. My choice of topics is far from exhaustive; I have focused on those research achievements that I believe have been the most significant in their contributions to queueing theory and to its application. They are the achievements that I have admired and appreciated the most over the course of my career. Another author would undoubtedly have made different choices.
That this article is appearing in Operations Research has helped make my task easier: It has given me an excuse to limit my coverage to topics that have consistently attracted the attention of researchers within the OR community. The topics covered are, by and large, those that have received the most attention in the pages of Operations Research and other OR-oriented journals, as well as topics that have generated sessions at INFORMS National Meetings and the conferences sponsored by the Applied Probability Society of INFORMS.
In fact, this article was originally conceived as a survey of applied probability, written on behalf of the Applied Probability Society, but as I began to write I found that I was devoting almost all my attention to queueing theory and closely related topics. I chalk this up to my own personal predilections, as well as the undeniable (although sometimes bemoaned) predominance of queueing theory within the broader field of applied probability, at least within the OR community in the United States. Eventually it seemed appropriate to acknowledge this bias and relabel the article as a survey of the analysis, design, and control of queues. I may have disappointed some of my colleagues in applied probability, who were expecting a broader view. But I hope they will agree that queueing theory by itself offers more than enough raw material for a retrospective, and also take note of the articles in this issue on other topics in applied probability, including inventory theory (Arrow, "The genesis of 'optimal inventory policy' " 2002, Scarf, "Inventory theory" 2002, Wagner, "And then there were none" 2002), Markov decision processes and dynamic programming (Dreyfus, " Richard Bellman on the birth of dynamic programming" 2002, Howard, "Comments on the origin and application of Markov decision processes" 2002) and simulation (Nance and Sargent, "Perspectives on the evolution of simulation" 2002). In addition, the articles in this issue by Jackson ("How networks of queues came about" 2002) and Kleinrock ("Creating a mathematical theory of computer networks" 2002) give personal perspectives and more details on topics which I do cover in my paper. Finally, Peter Whittle's article "Applied probability in Great Britain" 2002 in this issue has made my task easier with respect to discussing the impressive achievements of British researchers. While my paper cites many of the British contributions to queueing theory, in many cases I have been able to refer the reader to Peter's paper for more details.
For more comprehensive overviews of applied probability, we are fortunate to have two volumes edited by Joe Gani, The Craft of Probabilistic Modeling (1986) , which contains the reminiscences of twenty eminent applied probabilists, and Adventures in Applied Probability: A Celebration of Applied Probability (1988) , published on the twentyfifth anniversary of the founding of the Journal of Applied Probability. Joe gave applied probability professional legitimacy when he founded the Journal of Applied Probability in 1963 (and Advances in Applied Probability in 1969) and has been a consistent and tireless champion of the field.
I have taken advantage of my status as author of this survey to include some of my own memories from nearly forty years in the profession. These appear in the last section of the paper, which is also a review of research on design and control of queues-the area in which most of my research has been concentrated. I hope my reminiscences will be of interest to the reader, not because my career has been remarkably long or, indeed, remarkable in any way, but because my experiences have perhaps been representative of those who were attracted to OR in the 1960s-the "glory days," as they seemed then (and perhaps were).
DESCRIPTIVE MODELS

Classical Queueing Theory
The postwar period saw a maturation of "classical" queueing theory-a discipline that had already reached adolescence, if not adulthood, before it was adopted by the infant field of operations research in the early 1950s.
Here I use the term "classical" queueing theory to refer to descriptive models of queueing systems, usually based on Markovian assumptions, in which the goal is to derive an explicit expression for the queue-length or waiting-time distribution (or its transform), usually in steady state.
As I write this, sitting here at the beginning of a new century, I am struck by how narrow this definition now seems. And yet this is how queueing theory was usually characterized when I entered the profession in the mid '60s. Some exceptionally gifted operations researchers, applied probabilists, and mathematicians had achieved impressive results within this framework: explicit steady-state solutions were available for essentially all single-server queueing models with independent inputs (interarrival times and service times), at least if one counts a transform solution as explicit. Results for multiserver systems, mainly with exponential service-time distributions, were available. Priority queues were pretty well understood, at least for Poisson arrivals and fixed priorities. Those who promulgated, or at least accepted, this narrow definition could rightly be proud of these accomplishments. It was only a short step from this pride to the assertion-often heard in those daysthat "queueing theory is dead." This thesis was seriously debated in the applied probability community as late as 1973, as Ralph Disney has observed (1986) .
In any case, the contributions to queueing theory in the first two decades of operations research were both broad and deep, and in the context of the narrow definition given above, they came close to saying the last word. Landmarks (by no means an exhaustive list) included the work in Britain of Kendall, Lindley, Smith, Cox, and Loynes, discussed by Peter Whittle (2001) in his article in this issue. A unifying theme was finding (or constructing) a Markov process in (or from) a non-Markov process. Kendall's approach to the M/GI/1 queue involved finding an "imbedded" Markov chain (see, e.g., Kendall 1951) , whereas Cox (1955) saw that many queueing processes could be made Markovian by adding supplementary variables. The book by Cox and Smith (1961) provided a remarkable, concise summary of the state of the art in 1961. The analysis of the GI/GI/1 queue by Lindley (1952) exploited the property that the waiting-time process is a random walk with a barrier at zero. This initiated a fertile line of research which included refinements, such as the Wiener-Hopf factorization by Smith (1953) , Spitzer's identity (1957) , and generalizations by Prabhu (1965) and others. Kiefer and Wolfowitz (1955) extended the Lindley approach to a vector-valued Markov process in their analysis of the GI/GI/c queue. Loynes (1962) provided the generalization to the G/G/1 queue with stationary input.
In a series of papers, Takács characterized the transient and steady-state behavior of a variety of queueing systems, using transforms and generating functions. His 1962 book (Takács 1952 ) is a good source for most of this work. The late 1950s and 1960s saw the publication of several important texts on queueing theory, including Morse (1958) , Syski (1960) , Saaty (1961) , Benes (1963) , Prabhu (1965) , Cohen (1969) , and Gnedenko and Kovalenko (1989) . The landmark two-volume work by Feller (1957 Feller ( , 1966 provided a wealth of theoretical insights and applications to queueing systems, as well as other areas in applied probability. Jaiswal (1968) wrote the first book completely devoted to priority queues.
Networks of Queues
Most real-life queueing systems have more than one service facility. The output of one facility may proceed to another facility for further processing, or return to a facility already visited for rework or additional work of a different type. Examples abound: assembly lines, flow shops, and job shops in manufacturing, traffic flow in a network of highways, processing in order-fulfillment systems, clientserver computer systems, telecommunications networksboth POTS ("plain old telephone service) and the emerging high-speed packet-switched networks designed to carry a variety of services, including data transfers, conferencing, web browsing, and streaming audio-video. Early in the postwar period, several researchers in queueing theory turned their attention to networks of queues, recognizing the importance of the applications.
Early work by Koenigsberg (e.g., Koenigsberg 1958 ) and others considered special cases, such as cycles or series of exponential queues. An emerging theme was that the steady-state joint distribution of the number of jobs at the various facilities was found to be of product form, with each individual factor corresponding to the queue-length distribution in an isolated exponential queue. In the case of a series of queues, this phenomenon could be explained by noting that the output from a M/M/1 queue is a Poisson process with the same rate as the arrival process and that departures before a given time point are independent of the number in the system at that time point. These surprising properties follow from the reversibility of the queue-length process in a M/M/1 queue and were proved in the early 1960s by Reich and Burke (see, e.g., Reich 1963, Burke 1964) .
In 1957 Jackson had considered an arbitrary open network of queues, each with an exponential server and an exogenous Poisson process, and with Markovian routing of jobs from one node to another. Jackson showed that in this case too the steady-state distribution has a product form. The marginal distribution of the number of jobs at the i-th node is the same as it would be in an isolated M/M/1 queueing system with the service rate at node i and an arrival rate equal to the equilibrium total flow through node i, that is, the sum of the exogenous arrival rate and the flow rates into node i from all the nodes of the network. The vector of total flows at the nodes is the unique solution to a linear system of equations, usually referred to as the traffic equations.
The product form for the stationary probabilities in a Jackson network tells us that in steady state the network behaves as if the nodes were isolated independent facilities, each fed by an external Poisson process with arrival rate equal to the flow rate found from solving the traffic equation. It is a remarkable result, because it is demonstrable that the arrival processes at the nodes are not in general Poisson processes. (They are Poisson in a feedforward network-that is, a network without cycles-which includes as a special case a series of queues. In this case the Reich-Burke results apply.)
Later (1963) Jackson extended this result to an open network with multiserver nodes and arrival processes that can depend, in a restricted way, on the state of the system. This extension includes closed networks of exponential servers, in which there is a fixed number of jobs circulating among the nodes. In this case, the stationary distribution has a truncated product form, without (of course) the independence between nodes that holds for open networks. (Gordon and Newell rediscovered this property in 1967 .) The expression for the stationary distribution is once again explicit in terms of the problem parameters, but efficient computation of the normalization constant is a nontrivial task, to which much effort was subsequently devoted. Recursive schemes, in which the constant for a network with population N is expressed in terms of that for a network of size N − 1, gained favor. A particularly effective technique is the convolution algorithm of Buzen (1973) .
By the mid-70s researchers interested in modeling the performance of computer systems had discovered the Jackson network and its variants and come to appreciate the versatility and applicability of such models. In those days, the emphasis was on systems consisting of a mainframe computer with disk storage and satellite terminals-a precursor to what we would now call a local area network, LAN. The idea of a communication network tying together widely separated computers was just a gleam in the eye of Leonard Kleinrock and a few other visionaries (Al Gore?). It was Kleinrock who, more than anyone else, was responsible for spreading the word among computer scientists about Jackson networks in particular and queueing theory in general. (Others included Reiser, Kobayashi, Sevcik, Lavenberg, Zahorjan, and Chandy. See the article by Kleinrock in this issue for a personal account.) It is significant that one of the major texts in queueing theory published around this time was Kleinrock's two-volume work (1975) , the second volume of which was devoted to computer applications. (Others included Cooper 1972 , Borovkov 1972 , and Gross and Harris 1974 2.2.1. The Insensitivity Phenomenon; Point Processes and Sample-Path Analysis. Kleinrock observed that the Jackson network model, in spite of its unrealistic exponential assumptions, provided a surprisingly good fit for observed data from computer systems, regardless of the actual distributions of processing times. Only the mean service rates seemed to be relevant. He conjectured that this property, which became known as the "Kleinrock assumption," was due to the superposition of traffic from many sources within the network. The ground-breaking paper by Baskett et al. (1975) (henceforth referred to as BCMP) shed further light on possible reasons for this property. They showed that the product-form stationary distribution characteristic of a Jackson network in fact holds for arbitrary service-time distributions with the same means, provided the service discipline belongs to a certain class, which includes last-come, first-served and processor-sharing (a continuous limit of the round-robin discipline that was in wide use in time-sharing systems in the '70s). This property has come to be referred to as the insensitivity phenomenon. The BCMP paper used a phase-type approximation (see §2.5) of the service-time distribution at each node to model the network as a continuous-time Markov chain and then showed that the conjectured product-form solution satisfies certain local (or partial) balance equations, which are sufficient for the global balance equations that uniquely characterize the stationary probabilities. The concept of partial balance had in fact been suggested previously by Whittle (1968) . It was exploited, along with reversibility and quasi reversibility, by Kelly (1975) , who simultaneously and independently proved the insensitivity properties demonstrated by BCMP. See Kelly (1979) and Peter Whittle's article in this issue for more on this line of research.
The insensitivity phenomenon had in fact been well known for a long time in the context of some specific single-facility queueing models. The Erlang and Engset formulas are examples. The Erlang formula gives the steadystate probability that all servers are busy in a M/GI/c/c system, a model of interest in telephony, where a call that arrives when all c channels are busy is lost. Its insensitivity was discovered gradually for various special cases of the service-time distribution (see Franken et al. 1981, p. 187 , for a chronology). The Engset formula is the counterpart of the Erlang formula in the case of a finite number of sources. See Cohen (1957) for an early proof of its insensitivity. In the early '60s, researchers in East Germany began a fertile line of research on insensitivity in the abstract setting of random marked point processes (RMPP) and processes with imbedded point processes (PMP). The 1967 monograph by König et al. demonstrated the potential for this approach. Subsequent papers revealed the utility of the RMPP/PMP framework for establishing other useful results in queueing theory in a general (stationary) setting. These included relations between customer and time averages, such as L = W and its generalizations (H = G), using Campbell's theorem, as well as relations between time-stationary and customer-stationary (Palm) probability distributions. The book by Franken et al. (1981) provides a good summary of the research by this group through the '70s.
Much of the East German work on insensitivity initially became known in the West through Rolf Schassberger's papers (see, e.g., Schassberger 1977) , which developed many of the same ideas in the less abstract setting of a generalized semi-Markov process (GSMP), where more familiar, Markovian techniques can be used.
It turned out that many of the results that were proved using the RMPP/PMP or GSMP approach have sample-path counterparts. This was certainly the case with L = W and H = G, as shown by Stidham (1972 Stidham ( , 1974 . Later work by Stidham, El-Taha, and others showed that the same was true with relations between time-stationary and Palm distributions and (to a lesser extent) insensitivity. The book by El-Taha and Stidham (1999) offers a compendium of results like these (as well as other results) achievable by samplepath analysis. See also Sigman (1995) , Serfozo (1999) . For a personal perspective on sample-path analysis, see §4.
2.2.2. Networks with Finite Queues and Blocking. At the other extreme from Jackson networks and insensitivity are a class of networks that are nearly intractable from the perspective of analytical characterization of stationary, let alone transient, distributions. These are networks in which some of the nodes have finite-capacity queues and hence jobs that are routed to these nodes may be lost or blocked. In the latter case, these jobs continue to occupy the station at which they just finished being processed (or in some cases cannot even begin processing at that station) until the destination station has a free space in its buffer. Such situations can occur in manufacturing and communication networks. There are a limited number of situations in which networks with these characteristics still admit product-form solutions. Good sources for these types of results are the books by Serfozo (1999) and Chao et al. (1999) . Otherwise, the only alternative is to resort to approximations, numerical solutions, or simulation. The book by Perros (1994) is a good source. See, e.g., Buzacott and Shanthikumar (1993) and Altiok (1997) for applications of these models and other stochastic models to performance analysis and control of manufacturing systems.
Heavy-Traffic Theory
A queue is most annoying (and most expensive) when it is long. Consistently long queues are characteristic of a queueing system that is operating close to saturation, or in heavy traffic. The ability to model the heavy-traffic regime accurately is therefore crucial for the designer or operator of a queueing system. For complicated queueing systems, often the only modeling alternatives are numerical methods or simulation, both of which are subject to inaccuracies and/or slow convergence in heavy traffic. An alternative is to look for approximations-preferably approximations that become more, rather than less, accurate as the system approaches saturation.
Heavy-traffic analysis of queueing systems had its origin in the work of J.F.C. Kingman in the 1960s. From the perspective of applications as well as pedagogy, perhaps the most important of Kingman's contributions is the simplest-his formula (1961) for the heavy-traffic approximation to the expected steady-steady waiting time in the queue in a GI/GI/1 queueing system-a single-server queue with i.i.d. interarrival times and i.i.d. service times:
Here is the mean service time, = is the traffic intensity (with the arrival rate), and c a and c s are the coefficients of variation of the interarrival times and service times, respectively. This simple formula, which is exact for the M/GI/1 queue, tells the two most important stories of queueing theory. First, it reveals the dependence of the mean waiting time (and hence the mean queue length, via E L q = E W q ) on the variation in both the arrival and service processes. Second, it demonstrates the explosive nonlinear growth in waiting time as ↑ 1, that is, as the system approaches saturation (100% utilization). In layman's terms: (1) variation is bad, and (2) high utilization comes at a (very) high cost.
Kingman later extended this approximation to multiserver systems and showed that the distribution of the steady-state waiting time in the queue, apart from the mass 1 − at zero, is approximately exponential in heavy traffic.
The next major steps were taken by Prohorov (1963) , Borovkov (1967) , Iglehart (1968) , and Iglehart and Whitt (1970) Kingman's approximations were based on the central limit theorem. They exploited the intuition that the waitingtime process in heavy traffic spends most of its time away from the barrier at zero and hence should behave probabilistically like the random walk from which it is constructed (cf. Lindley 1952). The central limit theorem implies that this random walk, properly normalized, has a normal limiting distribution. Iglehart and Whitt used the theory of weak convergence to extend this result to the entire time-dependent waiting-time process.
Weak-convergence theory tells us that the random walk, considered as a process, converges in distribution to Brownian motion when time is scaled by n −1 and space by √ n −1 . Since the waiting-time process is defined in terms of a continuous mapping of the random walk process, the continuous-mapping theorem implies that the waiting-time process converges weakly to a process that is the same continuous mapping of Brownian motion. This process is reflected Brownian motion (RBM), that is, Brownian motion restricted to lie in the positive orthant. Since this process is an example of a diffusion process, the resulting heavy-traffic approximation is an example of a diffusion approximation. The weak-convergence theory which forms the basis for establishing that the waiting-time process converges to reflected Brownian motion is often referred to as a functional central-limit theorem (FCLT), since it is a function-space generalization of the classical CLT. There are two distinct steps: (1) proving limit theorems; and (2) defining the limiting process. Reiman (1984) was able to carry out both steps in the case of a generalized Jackson network. (In some more complicated models studied since then, it has been possible only to carry out the second step. That is, one can conjecture the form of the limiting diffusion process and then characterize its probabilistic structure-in terms of its Ito equation (cf. Harrison 1985) or the partial differential equations satisfied by its probability measure-but not prove that the original process weakly converges to the diffusion process in question.) The general form for the limiting diffusion process in a generalized Jackson network is a semi-martingale reflected Brownian motion (SRBM)-so called because the stochastic differential equation defining the process has a Brownian term plus a term that is of bounded variation and dependent on the history of the process. This term is sometimes called the compensator. The Brownian motion process is the limit of the netput process, which represents (in vector form) the difference between the cumulative input at each node and the cumulative output that would occur if none of the queue lengths were constrained to be nonnegative. The compensator is a vector process, each of whose components increases only when the corresponding component of the queue-length process equals zero. It is best understood by the physical interpretation that it "pushes" up on the contents of a node just enough to keep it from becoming negative.
In some simple cases, the diffusion-process limit can be characterized analytically, with closed-form expressions at least for the steady-state probabilities. Where this is not possible, one can resort to numerical calculations. Considerable effort has gone into developing efficient numerical methods. Most prominent are the QNET procedure (see, e.g., Dai and Harrison 1991) , which solves the differential equations for the stationary density function and expresses the solution as a series of polynomial functions, and the methods of Kushner and Dupuis (1992) and Kushner (2001) , based on approximation of the process by a discrete-state Markov process.
Multiclass Queueing Networks.
In a multiclass queueing network (MCQN) there are different types of jobs, whose service requirements and routes through the network may depend on the job type. The by-now-standard model is one proposed by Mike Harrison in a talk delivered at the IMA Workshop on Stochastic Differential Systems, Stochastic Control Theory and Applications at the University of Minnesota in 1986 and subsequently published as a paper in the workshop proceedings (Harrison 1988) . This paper set the agenda for future research in heavy-traffic analysis of a MCQN, both with and without control. Indeed, the suggested modeling framework has since been adopted by most researchers concerned with multiclass stochastic networks, whether in their original versions or in the form of a Brownian or fluid approximation.
In this modeling framework, the class of a job indicates both its type and the node at which it is currently being processed. Thus, each node corresponds to a set of job classes, while each job class corresponds to exactly one node. Type-dependent routing and service requirements are handled by allowing the routing probabilities and service requirements to depend upon the class, not just the node. In all other respects, the MCQN behaves like a generalized Jackson network. The MCQN model is quite versatile, allowing for modeling of complex telecommunication systems and manufacturing systems, including job shops and flexible manufacturing systems, in which different product types follow different paths through the system, and re-entrant lines, in which all jobs follow the same path, but revisit certain machines for different operations. An example of the latter is semiconductor wafer fabrication.
The generalized Jackson network (homogeneous jobs : Reiman 1984 ) is the special case of a MCQN in which there is a one-one correspondence between stations and classes. Another special case is the model of Kelly (1979) , in which jobs belong to different types, each type has a Poisson arrival process and a fixed route through the network, and all jobs served at a particular station have a common exponential service-time distribution. The Markovian routing assumption is essentially without loss of generality, inasmuch as the class designation can incorporate information about past processing history and there can be arbitrarily many classes. Peterson (1991) developed the heavy-traffic theory for a multiclass feed-forward network and conjectured that his results would extend to an arbitrary multiclass network under similar conditions, including the "obvious" condition that the total work input to each node should be less than the processing capacity of the node. (The conjecture was later shown to be false. Indeed, the "obvious" condition referred to above is not even sufficient for stability. See §2.4.) Harrison and Williams (1992) focused on the steadystate distribution for a feed-forward network in heavy traffic and gave conditions under which it has a product form. Under these conditions (which include the condition that the coefficients of variation of the service times be equal at all but the last node) the nodes of the network are quasireversible. Taylor and Williams (1993) considered a general multiclass Brownian network (an SRBM in the orthant) and gave necessary and sufficient conditions for the existence and uniqueness of the SRBM representation of the process. The conditions include the requirement that the matrix of processing coefficients that characterizes the class and network structure be of a particular form (completely S). Bramson (1998) and Williams (1998) provide a survey of the state of the art as of 1998. The recent books by Kushner (2001) , Chen and Yao (2001) , and Whitt (2002) also provide comprehensive coverage of heavytraffic theory.
We shall revisit MCQNs in §3.1 when we discuss models for control of queueing systems.
2.3.3. The Halfin-Whitt Regime. In all of the heavytraffic research described thus far, the number of servers per service station is assumed to be small, and a general principle for that "conventional" parameter regime is that the heavy-traffic behavior of a multiserver system is indistinguishable from that of an equivalent and readily identified single-server system. (Early work by Kingman along these lines, for GI/GI/s systems, was cited earlier.) Approximations based on this principle are generally not very accurate, although they may be provably "correct in the limit," and for systems with many servers (not just two or three), they are so crude as to be useless.
In response to this state of affairs, Halfin and Whitt (1981) proposed a "many-server" heavy-traffic regime that is most easily explained in terms of M/M/c systems. Let us suppose that the arrival rate, , and the number of servers, c, both approach infinity while the service rate, , remains constant, in such a way that the traffic intensity = /c approaches one and, more specifically, √ c − 1 → (a finite constant). This is the Halfin-Whitt heavy-traffic parameter regime, and denoting by Q t the number of customers in the system at time t, those authors studied the centered and scaled process,
In the limiting regime identified immediately above, Halfin and Whitt showed that Z is well approximated by a diffusion process Z * which behaves like Brownian motion with drift to the right of the origin, but behaves like an Ornstein-Uhlenbeck process to the left of the origin. In the stable case where < 0 (that is, < 1), the stationary distribution of Z * can be written out in an explicit formula, and the corresponding Halfin-Whitt approximations for steadystate performance measures are generally very accurate. This work on heavy-traffic approximations for many-server systems did not attract a great deal of attention at the time of its appearance, but interest in the Halfin-Whitt regime is now surging because of its relevance in telephone callcenter applications.
Stability and Fluid Models
One of the articles of faith of queueing theory is that any system in which each service facility has sufficient capacity to process all work that passes through it (on the average) should be stable. The exact meaning of stability depends on the problem context and the model under consideration. At the very least, "stable" means that the contents (e.g., queue length, work) at each facility should be o t as t → . Equivalently, the output rate should equal the input rate at each facility. This is called rate stability and, because it deals in long-run averages, can be analyzed on a pathwise basis (i.e., deterministically)-see El-Taha and Stidham (1999) . For systems with sufficient probabilistic structure, "stable" can be strengthened to mean that there exists a proper limiting or at least stationary distribution for the system state (e.g., the vector of contents at each facility).
In classical Markov models, proving stability is often a by-product of finding the (unique) stationary distribution. For example, an irreducible DTMC or CTMC is stable (positive recurrent) if and only if there exists a proper probability distribution that satisfies the stationary equations, in which case this is the unique stationary distribution (and the unique limiting distribution if the system is aperiodic). The necessary and sufficient condition for stability (e.g., < 1 in an M/M/1 queue) often "falls out" of the solution of the stationary equations. An alternative approach to proving stability is to look for a Lyapunov functionroughly speaking, a potential (reward) function of the system state that monotonically increases over time and hence approaches a limit if and only if the system is stable. The situation in Markov processes with general state space is more delicate, but the basic approach is similar. Meyn and Tweedie (1993) is an excellent reference for this subject.
Establishing stability in non-Markovian systems is trickier. In the context of queues and related fields (e.g., Petri nets) the approach of Loynes (1962) can be useful. Loynes analyzed a G/G/1 queue with strictly stationary interarrival and service times. Using the pathwise recursion established by Lindley (1952) for the waiting time in the queue, Loynes showed that the waiting-time process (starting from an empty system) monotonically increases over time and (provided < 1) approaches a strictly stationary process. Extending this approach to more complicated (e.g., multidimensional) systems depends on finding similar monotonicity properties in the recursive operator relating the system states at successive points in time. The book by Baccelli and Brémaud (1994) is a good source for this approach.
An alternative (in principle) is to enlarge the state space of the process in order to render it Markovian and then apply the well-developed theory for stability in Markov processes with a general state space (cf. Meyn and Tweedie 1993) . This technique, sometimes called the method of supplementary variables, has a long history in queueing theory (cf. Cox 1955 for the case of discrete supplementary variables). For example, in a multiclass queueing network (MCQN: see §2.3) one can add the elapsed times since the last arrival and last service completion at each job class to the vector of number of jobs in each class to obtain a Markovian state descriptor. While often not a fruitful approach for deriving explicit expressions for timedependent or steady-state probabilities, this approach can lead to useful results regarding stability, when combined with other techniques (see below).
A significant new addition to the arsenal of techniques for proving stability resulted in the early '90s from a negative, and very surprising result. Kumar and Seidmann (1990) provided an example (albeit in the framework of a deterministic model) of a MCQN in which the traffic intensity at each node is less than one but the system is not stable. Indeed, the queue lengths fluctuate dramatically, with buffers alternately emptying and growing and the peak buffer levels approaching infinity. (Here the traffic intensity at a node is the average total rate at which work of all classes arrives at the node, from both inside and outside the network. Service times of different classes of jobs at a node may have different distributions. Work is measured in units of service time and the server at each node is assumed to process work at unit rate.) At about the same time Dai and Wang (1993) , in the course of trying to develop heavytraffic approximations (Brownian networks) for multiclass queueing networks, found examples in which there is no Brownian limit when one examines the usual sequence of processes indexed by n in which time is scaled by n and space by √ n −1 . Rybko and Stolyar (1992) developed a stochastic model for a multiclass queueing network which exhibits the same anomalous behavior as the deterministic example of Kumar and Seidmann (1990) , namely, the system is not stable although the traffic intensity at each node is less than one. They used a fluid model to analyze the stability of their model. Bramson (1994) was a particularly significant contribution, in that it presented the first example of this phenomenon in the context of a MCQN with FIFO discipline at each node.
2.4.1. Deterministic Fluid Models. The idea of using a fluid model to analyze the stability of a stochastic model, suggested by Rybko and Stolyar (1992) , has developed into a very powerful and widely applied technique. Dai, beginning with Dai (1995) , developed this idea in the context of a general multiclass queueing network. He showed that a MCQN is stable (in the sense of having a proper limiting distribution for the state of the system) if and only if the "equivalent fluid system" is stable (in the sense that the contents of the buffers at all nodes eventually reach zero from any starting state). The equivalent fluid system is a system with the same network and class topology and routing probabilities, in which discrete jobs are replaced by continuous fluid and inputs and outputs are at deterministic rates equal to the reciprocals of the corresponding mean interarrival and service times in the original stochastic system. One can think of the equivalent fluid system as playing a role similar to the Brownian (heavy-traffic) approximation (see §2.3), except that one uses the space scaling n −1 associated with the law of large numbers, rather than the scaling √ n −1 associated with the central limit theorem. As a result, the approximating system is deterministic rather than stochastic. There is now a well-developed literature on deterministic fluid systems and their behavior. The monograph by Chen and Mandelbaum (1991) established notation and some basic theory.
Stochastic Fluid Models.
A somewhat different line of research has focused on stochastic fluid models. In these models the input and/or output rates of fluid are allowed to depend on an exogenous, random environment (usually a CTMC). Such models have been proposed for flexible manufacturing systems and telecommunication networks, in which individual units (products, packets) are processed so rapidly that they can reasonably be modeled as fluid instead of discrete units. The state of the environment can represent, for example, the number of operating machines (in a manufacturing setting) or the number of active sources (in a telecommunication setting). The papers of Kosten (1974) and Anick et al. (1982) were influential in setting the research agenda in this area. The emphasis in these models has been on deriving explicit expressions for (transforms of) steady-state distributions. For a survey of the state of the art as of 1996, see Kulkarni (1997) .
Computational Probability
In the early days of applied probability researchers paid little attention to numerical computations. This was particularly true of queueing theory. It was standard practice to end the analysis of a model with a formula for the generating function or Laplace transform for a random variable of interest, such as the steady-state waiting time or queue length. A comment to the effect that the transform could be inverted by "standard techniques" might have followed the formula, but in many cases there was no such comment. One simply took it for granted that the transform was in effect the solution to the problem. Without taking away from the mathematical accomplishments of the early researchers in applied probability, it is fair to say (and it was frequently said in the late '60s and early '70s) that the "Laplacian curtain" kept a lot of good theory from being understood, let alone applied. One of the first researchers to do more than complain about this situation was Marcel Neuts-ironically, one of most prolific developers (by his own admission) of the classical, transform-based theory. At the conference on Mathematical Methods in Queueing Theory at Western Michigan University (Kalamazoo) in 1973, Marcel began to set forth his philosophy about the need for "numerical probability," or perhaps more accurately, "computational probability." Perhaps Marcel's most important contribution to applied probability was to make computational probability respectable, at least in queueing theory, both as a topic for research and as a tool for experimentation with models that do not have analytical solutions. To quote Marcel: "I fervently hope the designation 'computational' will soon disappear. I do not wish that the field will disappear, but that instead, algorithmic concerns will become pervasive. I hope that all serious papers on applied stochastic models will become algorithmic!"
Within the general framework of computational probability, Marcel proposed two basic models, which are the subject of his two influential books on the subject (1981, 1989) . The first of these focuses on queueing systems that have a transition structure that generalizes that of GI/M/1 queue. The second book considers systems with a transition structure that generalizes that of the M/GI/1 queue. The unifying theme in both books is the phase-type approximation, introduced in Neuts (1975) , in which nonexponential distributions are approximated by distributions that are built up from mixtures and convolutions of exponential distributions.
Phase-type approximations allow one to model a nonMarkovian system (approximately) as a continuous-time Markov chain (CTMC), in which the state variable has been augmented to include the phase currently occupied by the job in service (or in the "pre-arrival" process, if it is the interarrival-time distribution that is being approximated by a phase-type distribution). The resulting CTMC models have special structure which makes it possible to solve them numerically in an efficient way, even (indeed especially) in the case of an infinite state space. For example, when one applies a phase-type approximation to a GI/M/1 queue (or a more complicated variant) one finds that the resulting steady-state distribution is of matrix-geometric form-a matrix generalization of the geometric distribution in the GI/M/1 queue. Similarly, when the process resembles an M/GI/1 queue, the steady-state solution is a matrix generalization of the distribution in an M/GI/1 queue.
Marcel Neuts' tireless proselytizing on behalf of computational probability has benefited not only those using the phase-type approach, but also those committed to research on other techniques for doing efficient numerical computations in applied probability. First note that the phasetype approach allows one to do numerical computations for problems with an infinite number of states without truncating the state space, provided there is sufficient structure. If one restricts attention to irreducible Markov models (in discrete or continuous time) with a finite number of states, however, then other approaches are possible. In particular, the problem of calculating the steady-state distribution becomes a problem in numerical linear algebra, since the steady-state probabilities are the unique solution to the stationary equations-a linear system. Thus all the machinery of numerical linear algebra can be brought to bear on this problem. One can use direct methods, such as Gauss elimination, L-U decomposition or indirect (successive-approximation) methods, such as the power method (which corresponds to iterative computation of the time-dependent probabilities in the case of a discrete-time Markov chain (DTMC)), Gauss-Seidel, Jacobi, and successive overrelaxations. Many researchers from numerical linear algebra have been drawn to Markov-chain models as a rich source of applications, and the result has been an abundance of experimentation with different algorithms. An excellent reference for numerical analysis of Markov chains is the book by Stewart (1994) . Within the OR community there have also been a number of innovative approaches to computational applied probability, in addition to the work of Neuts. For example, Grassmann et al. (1985) proposed iterative numerical schemes that exploit the structure of a Markov chain, using an imbedding technique in which one successively solves for the steady-state distributions for the system imbedded at points of transition within larger and larger subsets of the state space. This method turns out to be a variant of Gauss elimination, but the derivation from a probabilistic motivation results in an algorithm with more stable numerical properties than ordinary Gauss elimination.
Recent work on efficient numerical techniques for inversion of transforms has breathed new life into the use of generating functions and transforms in applied probability. For an overview of these techniques see the survey by Abate et al. (2000) in the recent book edited by Grassmann (2000) , which provides an indication of the state of the art in computational applied probability. Numerical transform inversion techniques have been particularly effective in the analysis of polling systems (see Choudhury and Whitt 1996 and §2.6 below).
Priority Queues, Polling Systems, and Queues with Vacations
Priority queues have been studied since the early days of queueing theory. The monograph on queues by Cox and Smith (1961) gives a concise summary of the early work. The book by Jaiswal (1968) provides a compendium of known results as of the late '60s. Most of the research until then concerned single-server queues with fixed priorities, operating under preemptive or nonpreemptive disciplines. A polling system is a single-server, multiclass queueing system in which the server "polls" the various classes, serving jobs in each class for a certain length of time, then switching to another class, and repeating this process until all classes have been polled, at which point the polling process begins again. The most common models assume cyclic polling, that is, the server visits the m classes in a fixed order, which can be labeled 1 2 m, without loss of generality. There are several possible rules for determining how long the server spends at each class, the most common being the exhaustive and gated disciplines. The exhaustive discipline continues serving a class until no jobs are present, and then switches to the next class. The gated discipline serves only those jobs that are present at the instant the server begins serving that class and then switches. Variants include the globally gated discipline, in which during a particular cycle the server serves only the jobs that were present in each class at the beginning of the cycle, and limited (exhaustive or gated) disciplines, in which at most a certain fixed number of jobs are served in each class in each cycle. Models also differ according to whether or not there is a switchover time (sometimes called the "setup" or "walking" time) associated with the server moving from one class to another.
Applications of polling systems occur in many areas. The term "polling system" apparently originated in the telephone industry, where there are several applications. For example, a switch may poll each of the input channels to see if there is incoming traffic, or a telephone handset may poll the line to determine whether a number is being dialed. Apparently the earliest applications of queueing theory to a polling system (although the term "polling" was not used) were the papers by Cooper and Murray (1969) and Eisenberg (1972) , which were motivated by telephony applications.
In traffic-flow theory, a vehicle-actuated traffic signal at the intersection of two one-way streets may be modeled as a polling system with two classes. The exhaustive discipline can be implemented if the intersection has a detector in each street just before the intersection. The traffic light changes when the detector fails to detect a vehicle in the street that is currently in the green phase. The yellow phase (plus a start-up delay) is the switchover time in this case. Traffic-flow models of this type were developed beginning in the '60s. Almost all models in both the telephone-system and traffic-flow literatures assume Poisson arrivals and are thus M/GI/1 type models.
In the papers in the traffic-flow literature, the exhaustive discipline is often called the zero-switch rule or the alternating priority queue discipline. Indeed, an M/GI/1 queue operating under the exhaustive discipline resembles a queue with a fixed, nonpreemptive priority rule, and the solution techniques are also similar. In both cases, when the server switches to the class with highest priority, it serves all k (say) jobs present, plus future arrivals, until there are no jobs present, and then switches to another class. The time spent serving that class is thus distributed as a k-busy period-a busy period initiated by k jobs-and it follows from an argument due to Takács (1962) that the length of such a busy period is distributed as the sum of k ordinary busy periods. The k jobs present at the beginning of this period are just those that arrived over the time interval since the server's last visit to this class. Since the arrivals are from Poisson processes, the distribution of k can be calculated from the distribution of this time interval, which in turn is made up of one or more busy periods for other classes. The only difference between the alternatingpriority and fixed-priority disciplines is that in the former each class in its turn has the highest priority.
These considerations make it possible to set up a system of equations satisfied by the mean workloads or the transforms of the workload distributions, using PASTA (Poisson Arrivals See Time Averages: cf. Wolff 1982) . These equations can be solved for closed-form expressions. For mean values, this was done by Wolff (1970) for fixed priorities and Stidham (1972) for the alternating-priority discipline. The techniques-which are simple and intuitive and have been frequently rediscovered-have since become known under the rubric mean-value analysis (cf. e.g., Reiser and Lavenberg 1980) and applied in a variety of contexts, including networks of queues. For transform solutions, see Jaiswal (1968) for fixed priorities and Avi-Itzhak et al. (1965), Neuts and Yadin (1968) for the alternatingpriority discipline.
Beginning in the early 1980s there was an explosive growth of research on polling systems, motivated apparently by the increasing number of applications to computer and communications systems. The gated discipline and other alternatives to the exhaustive (alternating-priority) discipline were soon introduced, as well as noncyclic polling and the effect of switching times. Takagi (1986) provides an overview of the models, techniques, and results as of 1986. Takagi (1997) is a recent update. Research continues to the present-a testimony to the versatility of the polling system model-motivated by applications to modern communication networks with differentiated services. Traditional descriptive modeling, in which steadystate distributions or transforms are derived, is still the focus of a significant number of papers. Meanwhile, other lines of research have opened up, including decompositions (see below), optimization of polling schemes (discussed below in §3), stability analysis and bounds (discussed above in §2.4), numerical methods (see §2.5), and heavytraffic approximations to polling systems, both without control (see §2.3) and with control (see §3.1).
Research on vacation systems has paralleled and frequently overlapped research on polling systems. A vacation system is a queueing system in which the server intermittently spends time away from the queue, perhaps because of a breakdown and repair or because it is serving other jobs. Thus a polling system, seen from the vantage point of a particular job class, is an example of a vacation system, in which the vacation corresponds to the time spent serving other job classes (plus switchover times). The methods of analysis are similar to those used for polling systems, but because of the focus on one class, more general results have been obtained. One of the most significant results of the research on vacation systems has been the discovery that the waiting time in the queue in a M/GI/1 queue with vacations is distributed as the sum of two independent components, one distributed as the waiting time in the queue in the corresponding M/GI/1 queue without vacations and the other as the equilibrium residual time in a vacation. Fuhrmann (1985) was apparently the first to identify and prove this decomposition property, which holds under very general conditions. (For example, the length of the vacation can depend on the previous evolution of the queue, and the amount of work to be served when the server returns from vacation can depend on the length of the vacation.) Subsequent papers by Doshi (see, e.g., Doshi 1985) gave a very general version of the decomposition property.
The robustness of the property in its mean-value form can best be understood by recognizing that it is a samplepath property, that is, it holds on every sample path (realization) of the processes involved for which the relevant limiting averages (e.g., the limiting average waiting time in the queue) are well defined and finite. For a simple proof that exploits this fact, see Bertsekas and Gallager (1987) , pp. 147-149. (For a compendium of sample-path results in queueing theory, see El-Taha and Stidham 1999.) Boxma and Groenendijk (1987) established pseudoconservation laws for polling and vacation systems with switching times. For recent work and additional references, see, e.g., Bertsimas and Mourtzinou (1999) , who use a distributional form of Little's Law due to Haji and Newell (1971) .
Effective Bandwidth, Large Deviations, and Heavy Tails
Often in queueing models, means and variances do not tell the whole story. Indeed, sometimes one is most interested in tail behavior, in particular the probability that a random variable or stochastic process exceeds a specified extreme value.
2.7.1. Exponential Tails. When tail probabilities are exponentially bounded, one has a tractable, conservative estimate of the degree of unlikeliness of a rare event. A classical route to exponential tails for nonnegative random variables is via moment-generating functions. If the moment-generating function, M s = E e sX , is finite, then Chernoff's bound gives
Alternatively, one might be interested in finding conditions under which tail probabilities are asymptotically exponential. A classical example of such a result is the Cramér-Lundberg approximation to the tail of the distribution of the steady-state workload V in a M/GI/1 queue:
as b → . Here is the unique solution to the equation = c, where s = /s M s − 1 , is the arrival rate, M s is the m.g.f. of the work X brought by an arrival, and c is the rate at which work is processed. In addition to the natural stability condition, E X < c, the existence of a solution to = c implies that M s is finite for some s > 0 and hence that the tail of X is exponentially bounded. (The converse is not true: see, e.g., Abate and Whitt 1997) .
The Cramér-Lundberg approximation was first derived as an estimate of the probability of ruin in the context of insurance risk when the claims process is compound Poisson: see, e.g., Chapter 1 of Embrechts et al. (1997) . The asset process in the insurance-risk model behaves like the timereversal of the M/GI/1 workload process.
Results like these have been applied in many different settings, some of which are illustrated below.
Effective Bandwidth.
In an integrated-services, high-speed communication network, some classes of traffic are very sensitive to delays or losses, and a network designer would like to be able to guarantee that the probability of a large delay or a buffer overflow is smaller than some prespecified limit. Kelly (1991) applied the Cramér-Lundberg approximation to a M/GI/1-type model for a buffer in a communication network in which the buffercontent process behaves like the workload process in a M/GI/1 queue.
Following Kelly (1991) (and for reasons that will become clear presently) we shall call s the equivalent bandwidth (EBW) of the (compound Poisson) input process. The equation = c reveals that the critical exponent characterizing the exponential tail behavior of the buffercontents distribution is found by equating the EBW of the input process to the (constant) bandwidth c of the output channel. Another way of interpreting this result (which helps motivate the definition of effective bandwidth) is to observe that, in order to guarantee that the tail of the buffer-contents distribution is asymptotically exponential with exponent no smaller than , the bandwidth c of the output channel must be at least equal to the effective bandwidth of the input process. (This follows from the fact that s is nondecreasing in s.)
Now the superposition of independent compound Poisson processes is a compound process with EBW equal to the sum of the EBW's of the component processes. More generally, this property holds for processes with stationary independent increments (Lévy process) and makes it possible to analyze models for multiplexing-serving several input sources by a single channel with a common bufferprovided the sources are independent and generate input according to Lévy processes. For example, if one wishes to guarantee that the tail of the buffer-contents distribution is exponential with exponent no smaller than , then it follows from the above observations that new sources can be added as long as the sum of their EBW's (with s = ) does not exceed c.
To what extent do results like these depend on having Lévy input processes? In a comprehensive survey paper on effective bandwidths, Kelly (1996) has shown how the definition of effective bandwidth can be generalized. First note that, if A t t 0 is a Lévy input process, then
(In fact, the equality holds for all t 0.) Now consider a cumulative input process A t t 0 with stationary ergodic increments and suppose that the limit in (2) exists and that there exists a finite constant such that = c and is finite. Then it can be shown that
as b → . Hence the tail probabilities for the buffer contents are once again asymptotically exponential, with parameter found by equating the effective bandwidth, , of the total input process to the bandwidth, c, of the output channel. Note that the extended Definition (2) preserves the additive property of effective bandwidths of independent multiplexed sources.
The derivation of (3) uses the theory of large deviations (see, e.g., Chang 1994, Theorem 3.9) . A good source for this theory and its applications to queueing systems is the book by Shwartz and Weiss (1995) . The next section summarizes some of the key results.
2.7.3. Large Deviations. As we have seen, the tail probabilities for a nonnegative random variable with a finite m.g.f. are exponentially bounded (cf. (1)). Indeed, we have a family of upper bounds, one for each s. For a particular fixed value of a, the tightest upper bound is given by P X > a e −l a a > 0 (4) where l a = − log inf s e −sa M s , a > 0. The function l a is called the rate function associated with X.
The theory of large deviations is typically used to obtain asymptotic expressions for probabilities of the form, P X 1 + · · · + X N > Na , where the X i are i.i.d. A refinement of the analysis that led to (4) yields the following large deviation principle:
(cf. Shwartz and Weiss 1995, Chapter 1). Kelly (1996) used this result to get an exact asymptotic expression for the probability that the total input from a source exceeds a certain level, as both the number of sources of each type and the level are scaled and the scale factor goes to infinity.
Heavy Tails.
Recently, empirical evidence has suggested that many of the distributions encountered in queueing applications do not have exponential tails. Examples are file sizes in telecommunication transmissions (see, e.g., Willinger 1995, Crovella and Taqqu 1999) , which are often more accurately modeled by distributions such as the lognormal, Pareto, and Weibull. (The traffic measurements in communication networks also reveal long-range dependence, which we shall not discuss here.) Such distributions are often called heavy-tailed (although this term has been used somewhat loosely in the literature). A useful subclass of heavy-tailed distributions is the class of subexponential distributions. For the M/GI/1 model discussed above, when the batch-size distribution is subexponential, there are alternatives to the Cramér-Lundberg approach which yield estimates of the tail probability of the buffer contents process (see Embrechts et al. 1997.) Roughly speaking, a distribution is subexponential if, for all n, the tail of the n-fold convolution behaves asymptotically like n times the tail of the distribution itself. An equivalent characterization is that the tail of the maximum determines the tail of the sum of n i.i.d. random variables with the given distribution. A distribution F with powerlaw tail behavior ( F x = x − L x where 0 and L is slowly varying) is an example of a subexponential distribution. (For a formal definition of subexponentiality, as well as a taxonomy of the various subclasses of distributions with heavy tails, see Embrechts et al. 1997.) For the M/GI/s queueing system, the effect of a heavytailed distribution for the service time (equivalently, the amount of work brought by each arrival) on the distribution of waiting time or queue size has been investigated by Whitt (2000) .
While it is often true that heavy-tailed distributions have an infinite variance, this is not necessary. For example, a distribution with F x = K · x − for sufficiently large x (a special case of power-law tail behavior) has a finite variance if (and only if) 2. An important class of heavytailed distributions in which the variance may be infinite is the class of stable laws. There are various equivalent definitions of a stable distribution. A useful characterization is the following (see, e.g., Embrechts et al. 1997 , Theorem 2.2.2): the class of stable distributions coincides with the class of all limit laws for properly normalized and centered sums of i.i.d. random variables. That is, a distribution is stable if and only if it is the limiting distribution of b −1 n S n − a n for a sequence of constants a n and b n > 0, where S n = X 1 + · · · + X n and the X i are i.i.d. The most famous example, of course, is the normal distribution, in which a n = n and b n = √ n, where and are, respectively, the mean and standard deviation of X 1 . In this case the central limit theorem is the basis for the convergence. The normal is the only example of a stable law with a finite variance.
In §2.3 we saw that the central limit theorem can be extended to a functional central limit theorem (FCLT) to establish the weak convergence of certain stochastic processes to a Gausian process (Brownian motion). Similarly, when a different normalization is used, weak convergence to stable processes can be proved. See, e.g., Samorodnitsky and Taqqu (1994) , Embrechts et al. (1997), and Whitt (2000) .
CONTROL MODELS
Controlled Brownian Networks
The extension of heavy-traffic analysis to control problems for multiclass queueing networks (MCQN's) was given an impetus by Mike Harrison in the paper (1988) referred to previously (see §2.3). Heavy-traffic analysis of controlled MCQN's involves the same basic steps as in the special case of a generalized Jackson network, extended to allow for control (cf. Williams 1998):
1. formulate the model for the MCQN; 2. construct the corresponding Brownian network; 3. deduce the structure of an optimal policy for the Brownian network; 4. use this policy to construct a "good" policy for the original MCQN;
5. show that a sequence of MCQN's, operating under this "good" policy converges weakly in heavy traffic to the corresponding Brownian network, operating under its optimal policy. A key step in Harrison's development involves replacing this Brownian model by an equivalent (lower-dimensional) model for the vector workload process, where the workload at a station is defined as the expected total amount of work for the server that will be generated by any of the jobs currently in the network. In terms of the original queueing system, the problem in this reduced form can be interpreted as follows. First, the decision maker chooses a cumulative idleness process, which reflects when servers will be working or not. Second, the decision maker can allocate busy time at each station among the classes so as to realize any queue-length process that is consistent with the workload process defined by the above equations.
The research program implicit in the framework suggested by Harrison (1988) has been carried out by several researchers. Examples include a series of papers authored or co-authored by Larry Wein (see, e.g., Harrison and Wein 1989, Wein 1990) .
So far the approach has been successful primarily in the solution of problems in which the optimal control of the Brownian network is pathwise optimal; that is, there exists a (greedy) policy that simultaneously minimizes the total cost up to all time points t for all realization of the processes involved. Although this class of problems is limited, it is still significantly larger than the class for which a pathwise optimal policy exists for the original queueing network. The process of going from the optimal policy for the Brownian network to a "good" policy for the original network can be tricky. It is easy to keep servers from being idle in the Brownian model, whereas it may be difficult in the original network. Ad hoc adjustments may be necessary, such as deviating from the greedy solution in order to replenish a nearly empty buffer to keep a particular server from becoming starved (see, e.g., Harrison 1996) .
For analyzing the performance of a Brownian network under a specific policy, one can resort to the numerical algorithms mentioned earlier (see §2.3). For solving the control problem, various numerical methods are under development. This development is rendered more challenging by the fact that many control problems involve free boundaries. In principle, one can discretize time and space and approximate the control problem for a Brownian network by a Markov decision process. But this approach is limited by the familiar "curse of dimensionality" (even though the resulting problem may have significantly simpler structure than the control problem for the original MCQN).
A significant feature of models for control of Brownian networks is the phenomenon of "state-space collapse." We have already seen that the transformation to the workload formulation reduces the dimension of the problem from the number of job classes to the number of stations. In some cases, the special structure of the problem results in an additional reduction in dimension. Probably the first to point out this phenomenon was Foschini (1977) , who analyzed a queueing system with a single input stream and parallel servers, each with its own queue, in heavy traffic. They showed that, if the system operates under the "join-the-shortest-queue" policy, the heavy-traffic approximation collapses to a one-dimensional problem, in which the queue lengths are all equal. The intuitive reason for this is that arrivals occur so rapidly in heavy traffic that any deviation from equality is immediately removed by the "join-the-shortest-queue" policy. Kelly and Laws (1993) analyzed a four-node network in which a more subtle form of state-space collapse (from four to two dimensions) results from the special structure of the network. Recent research has revealed an extreme form of state-space collapse (to one dimension) which occurs in scheduling problems with "complete resource pooling" (see, e.g., Harrison and Lopez (1999) , Williams (2000) ; Kushner (2001) , Chapter 12) . In these models, the servers are "agile," to use a term from research on manufacturing models, and can be moved rapidly from one class to another.
Scheduling MCQNs in which there is a setup (or switching) cost or time involved in moving a server from one job class to another are notoriously difficult. Control of polling systems (cf. §2.6) is an example of a problem in which this issue must be confronted. A recent breakthroughthe discovery of the "averaging principle" by Coffman et al. (1995) -has made heavy-traffic analysis of such systems feasible.
Conservation Laws and Achievable-Region Approach
Stochastic scheduling problems arise when one must decide how to allocate a resource (such as a server in a queueing system) dynamically to competing demands (such as jobs of different classes). Associated with each scheduling rule is a performance vector, whose ith component is the performance measure for class i. The achievable region of a stochastic scheduling problem is the set of performance vectors of all admissible policies. The definition of "admissible" depends on the specific problem. The idea for characterizing the achievable region of a stochastic scheduling problem had its origin in the work of Coffman and Mitrani (1980) , who studied a multiclass M/GI/1 queueing system in which the performance measure for each class is the steady-state expected waiting time for jobs in that class. Each class has an associated arrival rate and service-time distribution. Admissible policies are scheduling rules that are nonanticipative (they use no information about future arrivals nor their service times), nonidling (the server always works when any jobs are present), and regenerative (they only use information from the current busy cycle). Coffman and Mitrani (1980) showed that the achievable region is a polyhedron. They accomplished this by identifying a set of linear constraints, which they called conservation laws, which are satisfied if and only if the vector is the performance vector of an admissible policy. Moreover, the extreme points of the polyhedron are the performance vectors of strict priority policies: policies that give absolute preference to jobs in a particular class. Since a linear objective achieves its minimum (or maximum) over a polyhedron at an extreme point, it follows that a strict priority policy is optimal among all admissible scheduling rules, if the objective is a linear combination of the performance measures of the various classes. In particular, this result provides a proof of the optimality of the c rule for the problem of minimizing the expected steady-state total number of jobs in an M/GI/1 queueing system. (The c rule schedules jobs in strict priority according to the ordering, c 1 1 c 2 2 · · · c m m , where c i is the waiting cost per unit time per class-i job in the system and −1 i is the mean service time for a class-i job.) Federgruen and Groenevelt (1988) showed that, for certain queueing models including those studied in Coffman and Mitrani (1980) the polyhedron characterizing the performance region is of a special type, called the base of a polymatroid. Shanthikumar and Yao (1992) extended these results by introducing the concept of strong conservation laws and proving a powerful result about the achievable region when strong conservation laws hold. When the performance vectors satisfy strong conservation laws, the following properties concerning the achievable region hold:
(i) the achievable region is completely characterized by the strong conservation laws;
(ii) the achievable region is the base of a polymatroid; and (iii) the set of vertices of the achievable region is equivalent to the set of performance vectors obtained by all strictpriority rules.
Polymatroids have special properties that can be exploited in the context of queueing systems. First, the vertices of the base of a polymatroid can be easily identified from its half-space representation. Next, optimization of a linear objective over a polymatroid is very efficient; it can be accomplished by a greedy algorithm. Since the solution of a linear objective optimized over a polyhedron is found at a vertex of the polyhedron, the optimal policy for a multiclass queueing system that satisfies strong conservation laws will always be a strict-priority rule. In addition, the special properties of polymatroids make it easy to identify the particular strict-priority rule that is optimal. Strong conservation laws are particularly applicable in scheduling problems in multiclass, single-station queueing systems, but other applications have also been discovered.
The achievable-region approach has progressed significantly beyond the development of strong conservation laws. Bertsimas and Niño-Mora (1996) generalized these results to more complex stochastic and dynamic scheduling problems called indexable systems. An indexable system is a dynamic scheduling system in which the following policy is optimal: to each job class j attach an index j . At each decision epoch select a job with the largest current index. Bertsimas and Niño-Mora showed that, if the performance vector satisfies certain generalized conservation laws, the performance region is a special polyhedron they call an extended polymatroid. When the performance space is an extended polymatroid, a linear objective can be optimized over the performance space by an adaptive greedy algorithm. Moreover, the optimal policy is a strict-priority rule (which is an index policy).
The optimality of index rules for a variety of scheduling and related problems (such as bandit processes) was discovered by Gittins and Jones (1974) and Gittins (1979) , who used quite different techniques. Peter Whittle's paper (2001) in this issue reviews Gittins' work and that of many authors (himself included) who were inspired by Gittins' ground-breaking efforts.
Several authors have made attempts to generalize the achievable-region method to other problems involving optimal control of queueing systems. Bertsimas and Niño-Mora (1996) applied the approach to several different types of stochastic control problems, including multiarmed bandit problems, restless bandit problems and polling systems. Bertsimas et al. (1994) generalized the approach to queueing networks (both open and closed), and develop two methods for bounding the region of achievable performance. In this context the inequality constraints do not provide an exact characterization of the performance space. Instead, they characterize a larger region that contains the performance space, so optimizing over this larger set results in a lower bound on the minimal cost. If this lower bound is fairly tight, it can be very useful for measuring the degree of suboptimality for heuristic policies in these queueing networks.
Most of the applications of the achievable-region approach have focused on performance measures that are expectations of steady-state random variables, such as the waiting time in the system or in the queue. By contrast, Green and Stidham (2000) and Bäuerle and Stidham (2001) have derived strong conservation laws for sample paths. These conservation laws hold at every finite time point t and for every realization of the input workload process in systems that are generalizations of the GI/GI/1 queue as well as in fluid models. Green and Stidham (2000) analyzed a single-server system without feedback and Bäuerle and Stidham (2001) generalized their results to a single-server system with feedback (the Klimov problem), in which a job (or unit of fluid) that completes service may change class and return to the queue for more service. Glazebrook and Garbe (1997) investigated systems that "almost" satisfy generalized conservation laws. For such systems, they analyze the index policies produced by the adaptive greedy algorithm and provide bounds on their degrees of suboptimality. In addition, Bertsimas et al. (1994) addressed problems that satisfy conservation laws, but also have additional side constraints. Dacre et al. (1999) have provided an excellent review of the achievable-region approach and extensions to scheduling in multiclass systems with parallel servers, distribution of workload across a network of interconnected stations, and a class of intensity control problems. Work continues in this fertile area.
OPTIMAL DESIGN AND CONTROL OF QUEUEING SYSTEMS: A PERSONAL PERSPECTIVE
My career in queueing theory-more specifically, in optimal design and control of queueing systems-began in 1966 when Fred Hillier, my dissertation advisor at Stanford, suggested that I try to prove a folk theorem of queueing theory: the optimality of the single-server system. In the simplest version of this problem one has to choose both the number of servers and the rate at which each serves, assuming that any given service capacity costs no more when it is concentrated in one server than when spread among several servers. The folk theorem says that the single fast server is always better. Here "better" means a lower total service cost plus waiting cost. Under the given assumption about service costs, the result is true if the average waiting cost is lower when using a single fast server. For the case in which the waiting cost per unit time is proportional to the number of customers in the system, the result had long been known to be true for M/M/s systems (see, for example, Morse 1958) and was conjectured to be true with more general arrival processes and service-time distributions. The intuition was simple and persuasive: Whenever at least one customer is present, the system with a single fast server always uses its total service capacity, whereas the system with several slow servers can have idle capacity (if the number of customers present is smaller than the number of servers). If both systems are fed the same input, then the single-server system, having a (stochastically) more efficient output process, will have (stochastically) fewer customers present at any point in time. As a consequence the long-run average (or expected steady-state) number present will also be smaller. It was Pete Veinott (a member of my doctoral committee) who drew my attention to the possibility of using the theory of stochastic ordering to prove this result, which may have been the first application of this powerful theory to queueing systems. (Nowadays one would use a coupling argument. See Shaked and Shanthikumar 1994.) Shortly after my arrival at Cornell in 1968 as an assistant professor, Paul Naor gave a seminar in which he presented his now-famous results concerning control of arrivals to a queueing system (see Naor 1969) . Naor was the first to point out that customers concerned only with their own welfare will join a queueing system more often than is socially optimal, that is, optimal for the collective of all customers. The reason for this phenomenon is that an individually optimizing customer takes into account its own waiting time (what economists call the internal effect), but not the increase in other customers' waiting times that results from its joining the system (the external effect).
Welfare economists were familiar with this type of phenomenon-an example of the "Tragedy of the Commons"-but this concept had not yet become a meme for the general public (as it would in the '70s with the raising of environmental consciousness). Among queueing theorists it amounted to a paradigm shift, the significance of which was twofold. First, it started us thinking about feedback and adaptation: Rather than coming from an exogenous process, the arrivals to a queueing system may be affected by the congestion within the system. We recognized that we should be modeling this phenomenon. Second, if in fact customers are behaving adaptively, then there is no particular reason why this behavior should be optimal, either from the point of view of the service provider or society as a whole. This realization leads directly to the idea of controlling arrivals by pricing-an idea that has recently begun to gain favor in the telecommunications community. (See, e.g., Kelly 2000 and the references therein for a stimulating discussion of pricing and its relevance in the design of improvements to the TCP/IP Internet protocol.)
But I am getting ahead of my story. As a junior faculty member at Cornell in the early '70s, I was taken under the wing of Uma Prabhu, who shared my interest in optimization of queues. Uma organized a weekly seminar on queueing optimization. Other participants included Ham Emmons and a young economist visiting from Denmark, Niels Christian Knudsen. Inspired by Naor's seminar, we set about extending his results on social vs. individual optimization. Naor's model was as simple as it could be. Customers arrive at an M/M/1 queue and decide whether or not to join. A joining customer receives a reward (utility) r and incurs a holding (waiting) cost h per unit of time in the system (in queue plus in service). The performance measure (objective function) for social optimality is the expected steadystate net benefit (reward minus cost) earned per unit time, whereas each individually optimizing customer is concerned only with maximizing its own net benefit (reward minus expected holding cost). A basic question was: How robust were Naor's results and how much did they depend on the special structure, probabilistic and economic, of his model?
Several of us wrote papers that grew out of our seminar. Uma and I wrote a survey paper on optimal control of queues, which ultimately appeared in the proceedings (Stidham and Prabhu 1974) of the conference on Queueing Theory, held at Western Michigan University in Kalamazoo in 1973. Niels's paper (Knudsen 1972 ) extended Naor's results to multiserver systems, while simultaneously generalizing the benefit-cost structure. Meanwhile, other researchers were similarly inspired by Naor. (See, e.g., Stidham 1985 for a later survey and references.) It was becoming clear that the phenomena discovered by Naor were not confined to single-server queues, nor were they an accidental property of the exponential distribution.
The analysis in Naor's paper and those that immediately followed, however, was based on classical steady-state models of finite-capacity queueing systems, in which the capacity parameter is induced by the customers' behavior. There was an implicit assumption that optimal admission policies-whether optimal from the point of view of society, the individual, or the service provider-would be of threshold form. That is to say, customers join the system if and only if the number already in the system is below a certain threshold, which is the implied capacity parameter. While intuitive, this property is not completely obvious. It seemed to many of us that a more satisfying modeling framework would be one in which the threshold property was a consequence of the model structure and the economic assumptions, rather than an assumption.
A natural approach for establishing the threshold property, as well as other monotonicity properties of optimal policies, is to model the system as a Markov decision process (MDP) and use backward induction (dynamic programming) on the number of stages (observation points) remaining in the horizon to prove that an optimal policy has the desired form. See Dreyfus (forthcoming) and Howard (forthcoming) in this issue for more on Markov decision processes and dynamic programming. The monotonicity properties established by this approach could then be extended to infinite-horizon problems with discounting and thence to infinite-horizon problems with the averagereturn criterion by standard limiting arguments. Arrow et al. (1958) had provided the precedent and template for such an approach in their pioneering papers on inventory theory, many of them reprinted in their influential book. See also Arrow (2002) and Scarf (2002) in this issue. The general idea is to discover properties of the optimal value (sometimes called "cost-to-go") function that are (minimally) sufficient for the policy to have the desired form, then show by backward induction (using the dynamicprogramming optimality equation-sometimes called the "Bellman" equation) that the optimal value function has these properties. In processes with additive or nearly additive transitions (such as occur in inventory and queueing systems), the crucial property of the optimal value function is typically concavity (or convexity in the case of cost minimization).
Work began in earnest in the late '60s on modeling queueing-control problems as MDP's. My own contributions to this effort started with the abovementioned survey paper, followed by a joint paper with Steve Lippman (Lippman and Stidham 1977) (based on his seminal 1975 (based on his seminal paper, Lippman 1975 , in which we showed that a socially optimal policy for controlling Poisson arrivals to an exponential service system has a monotonic structure and that Naor's result once again holds: An individually optimal policy admits more customers than is socially optimal. Novel features of our model were: (i) generalization to a random reward, nonlinear (convex) holding costs, and a more general service mechanism with a state-dependent (concave) service rate; and (ii) the use of an "equivalent charging scheme" to facilitate the comparison between socially and individually optimal policies in the case of a finite horizon and/or discounting, in which the expected (discounted) cost of holding and serving a customer is charged as a lump sum if and when that customer joins the system. In this model, an individually optimizing customer joins if and only if its reward exceeds this lump-sum cost, whereas the optimality equation reveals that for social optimality one must add to this cost an additional cost, namely, the difference between the value function evaluated at the current state and with one more customer present. The latter cost is just the external effect of the arriving customer's decision to join the system-the expected loss in aggregate net benefits to all future arrivals. It is straightforward to show (again by an inductive argument) that this expected loss is always nonnegative, from which Naor's result immediately follows: An individually optimal policy admits more customers than is socially optimal. In economic terms, therefore, the equivalent charging scheme leads to the "right" model-one in which the proper balance of internal and external effects is seen clearly as an instance of the classic trade-off between an immediate benefit and a future cost, made explicit (as is always the case in an MDP model) by the optimality equation.
A key to the success of the inductive analysis in (Lippman and Stidham 1977) was the use of a clever idea that Steve had recently developed and applied to a number of queueing control problems. Initially referred to as "Lippman's new device" (from the title of his paper, 1975), the idea is best understood in its original context, a queue with a single exponential server. Steve observed that the optimality of a policy is not affected by pretending that the server continues to work even when no customers are present, completing fictitious services (so-called "null events") that do not change the state of the system. This may introduce additional time points at which the system is observed and/or actions are taken, but the memoryless property of the exponential distribution insures that the underlying sample path, and thus the optimal policy, is not affected.
It was later recognized (cf. Serfozo 1979 ) that this approach is equivalent to extending the idea of uniformization from continuous-time Markov processes to continuoustime Markov decision processes. In the context of a backward induction to prove that the optimal value function has certain properties (e.g., concavity), the advantage of uniformization is that it makes the expected time until the next state transition (and hence the denominator in the right-hand side of the optimality equation) independent of the state and action, which makes the inductive step much easier. An equivalent way of understanding the advantage of uniformization is to note that the resulting optimality equation is equivalent to that of a discretetime MDP. It is not an exaggeration to say that Lippman's "new device" opened the gates for the application of MDP theory, specifically the backward induction approach, to queueing control problems. The result has been a steady stream of papers using this approach to establish the structure of optimal policies for control of queues and networks of queues. (For surveys, see Stidham 1985, Stidham and Weber 1993 . The books by Walrand 1988 , Kitaev and Rykov 1995 , and Sennott 1999 provide good introductions to the methodology and results.) Niels Knudsen and I became close friends during his visit to Cornell and our friendship continues to this day, despite Niels's defection from academia a few years later to embark on a second career-first as a spokesman for the Danish savings banks and ultimately as president of the largest savings bank on the island of Fyn. Niels arranged for me to spend a sabbatical year at his university-the University of Aarhus-in the newly formed OR group in the Matematisk Institut. I gave a seminar on queueing optimization and began a fruitful collaboration with Søren Glud Johansen, which led (several years later) to a joint paper on control of arrivals to a stochastic input-output system (Johansen and Stidham 1980) . Again the motivation was to see how far one could extend Naor's results.
In the course of preparing the seminar on queueing optimization, I decided to revisit a problem that I had first encountered in my doctoral dissertation: When can we assert that the average cost per unit time in a queueing system equals the arrival rate times the average cost per customer? This intuitive relation (now usually denoted H = G) is a generalization of Little's Law-L = Wand reduces to Little's Law when the cost per customer is linear in the customer's time in the system. My first step was to think hard about Little's Law itself. One traditionally encounters L = W in a steady-state context in a Markov setting, in which each of the three quantities is an expected value of a random variable. The great contribution of Little's proof (1961) , in my opinion, was that it recast the problem in terms of limiting averages along sample paths, rather than means of limiting or stationary distributions. In this interpretation, the relation has an intuitive appeal. Indeed, if one adopts the cost interpretation, as above, it sounds almost too "obvious" to need a proof. Moreover, it should be true regardless of what is going on inside the "black box", that is, the queueing system itself. It should apply to any system in which customers (discrete units) arrive, spend some time, and then leave. The traditional interpretations in terms of expected values can then be recovered by invoking a law of large numbers or ergodic theorem-depending on the stochastic assumptions in one's model-to assert that the limiting average equals the expectation of the quantity in question, with probability one. Little's proof, however, did not follow this approach completely, but instead mixed sample-path arguments with stochastic arguments, the latter exploiting the strict stationarity of the processes involved. (In addition, there was a subtle error in his application of strict stationarity. In order for L = W to hold as a relation between expected values in a stationary setting, one must interpret W as the mean waiting time taken with respect to the Palm (customer-stationary) distribution, rather than the continuous-time stationary distribution. See §2.2.)
It seemed to me that it should be possible to construct a "pure" sample-path proof of L = W . Such a proof would, properly speaking, fall outside the discipline of applied probability, inasmuch as it would not use any probabilistic reasoning. A sample path is, by its nature, a deterministic entity-a given sequence of numbers and/or a given function of time. In talking about limiting averages along a sample path, we are adopting a God-like perspective: We are standing at the end of time looking back over the history of the universe. Everything that was ever going to happen has already happened; since there is no future, there is no uncertainty. (And hence there is no longer a market for probability models!) So (I thought) a proof of L = W , as a relation between limiting averages along a fixed sample path, should adopt exactly this "end-of-time" perspective. It should not go beyond the sample path in question, because at the end of time there is only the one, fixed sample path. In particular, it should not use the terms "almost surely" or "with probability one," because such terms seduce us back into the world of uncertainty-the world of many sample paths.
Armed with this determination to be deterministic, I first thought of using the cost interpretation and relating the limiting average costs to discounted costs via Tauberian theorems. The starting point was a clever argument by Colin Bell (1971) for re-expressing the discounted cost in a queueing system (an integral over time) as a summation of discounted costs associated with each customer, each of these discounted from the customer's arrival point back to zero. This relation, which follows from simple interchanges of integration and summation, can be viewed as a discounted version of L = W . It should be straightforward (I thought) to let the discount rate go to zero, apply a Tauberian argument, and get L = W as a relation between limiting averages. My first attempt at this made an (unconscious) assumption that the departures occurred in the same order as arrivals. This was kindly pointed out to me by my colleagues at Aarhus. So I tried again. After several false starts, it finally dawned on me that the crucial requirement was that, whatever the queue discipline, the waiting times of the customers must grow more slowly than their arrival times (W n = o A n ). If this was the case, then the limits (as the discount rate goes to zero) should be the same, whether one thinks of a customer's costs being incurred (i) at the instant of arrival, (ii) the instant of departure, or (iii) anywhere in between. Assumption (i) yields W and assumption (iii) yields L, in the limit. The requirement that W n = o A n turns out to be relatively innocuous. It holds, for example, if both and W are simply well-defined, finite limiting averages. The results of this analysis appeared in Stidham (1972) .
Others (see, e.g., Newell 1982) had preceded me in the insight that L = W should be provable on sample paths, but each proposed proof required assumptions beyond just the existence and finiteness of the averages. I recall meeting Gordon Newell and Ron Wolff in a bar at the Atlantic City ORSA/TIMS meeting in 1972. I told them about my pure sample-path proof. When I told them it used a discounted analogue and Tauberian theorems, they both winced. I could see that I had not accomplished my objective: providing a proof that was both rigorous and intuitive. On the way back to Ithaca, I figured out how to recast the proof without the detour through discounting, and the result was my paper, "A last word on L = W " (Stidham 1974) . Of course, it was not a last word, but just the beginning of a twenty-five-year research program concerned with applying sample-path analysis to a wide variety of problems in queueing theory and related fields, including relations between continuous-time and imbedded discrete-time distributions, insensitivity, and conservation principles. Much of this work was done with my colleague, Muhammad El-Taha, culminating in our 1999 book, Sample-Path Analysis of Queueing Systems (El-Taha and Stidham 1999) .
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