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Introducción
Es común encontrar que eventos cuya ocurrencia es observada a lo largo del 
tiempo tiendan a agruparse mostrando algún tipo de dependencia. Por ejemplo, 
las réplicas que siguen a un gran temblor de tierra, los enfrentamientos entre 
insurgentes tras un ataque inicial, la venta de un número significativo de unida-
des de un activo que desencadena un flujo precipitado de negociaciones sobre 
el mismo, o el colapso de un gran inversionista que lleva a una serie de choques 
sucesivos adversos en los mercados financieros.
Los procesos Hawkes son modelos matemáticos que permiten representar este 
tipo de comportamiento autoexcitado. Fueron propuestos por el profesor Alan 
Geoffrey Hawkes (1971) como procesos de conteo para describir secuencias de 
eventos a lo largo del tiempo, por ejemplo, el número de órdenes de negocia-
ción de un activo o los incumplimientos de obligaciones por parte de un grupo 
de acreditados. Cada ocurrencia de un evento excita el proceso, en el sentido de 
que los cambios en una secuencia de ocurrencias sucesivas son afectados durante 
algún periodo de tiempo por la ocurrencia del evento inicial.
La característica de autoexcitación hace a los procesos de Hawkes extensio-
nes no markovianas de procesos Poisson, o casos especiales de procesos Poisson 
no homogéneos, en los que la intensidad del proceso es descrita mediante una 
función específica. Esta característica resulta muy útil para representar diversas 
situaciones financieras como, por ejemplo, el comportamiento de manada de los 
agentes, relaciones de dependencia temporal entre variables, presencia de ciclos 
de negociación, microestructura de los mercados, entre muchas otras.
Este documento tiene por objeto presentar la teoría básica necesaria para en-
tender los procesos Hawkes y sus potenciales aplicaciones, las cuales son cada 
vez más frecuentes en finanzas. Lo anterior se puede ver en trabajos como el 
de Chávez-Demoulin y McGill (2012), en donde se utilizan procesos Hawkes 
para modelar datos financieros de alta frecuencia; en Bowsher (2007), donde se 
modelan eventos de impacto en el mercado mediante procesos Hawkes multiva-
riados, o en Law y Vines (2016), donde se encuentra una presentación completa 
de la aplicación de este tipo de procesos para modelar datos en alta frecuencia.
Como ejemplo particular de aplicación se presenta un modelo para describir 
el comportamiento del retorno de activos riesgosos, que es una extensión del 
modelo de difusión con saltos de Merton (1976a), pero que incorpora un proceso 
Hawke auto y mutuamente excitado.
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El documento está organizado de la siguiente manera. En la primera sección 
se presentan algunos conceptos iniciales necesarios para definir los procesos 
Hawkes. En la segunda sección se presenta la definición de proceso Hawkes 
lineal y no lineal, y se caracteriza su comportamiento asintótico. Por último, en 
la sección 3 se presenta el modelo de difusión de Hawkes y su potencial exten-
sión al caso de volatilidades estocásticas. Se invita a los lectores interesados a 
profundizar en la aplicación de este tipo de procesos en el planteamiento y re-
solución de diversos problemas financieros.
1. Conceptos iniciales
En este apartado se asumirá que los procesos considerados están definidos sobre 
un espacio de probabilidad filtrado (Ω, Ft, P), para alguna medida de probabi-
lidad P.
Definición 1. Un proceso punto o proceso simple sobre + es una sucesión de 
variables aleatorias no negativas 

{ }
∈
tt i 0, con P [0 ≤ t1 ≤ t2 ≤ · · · ] = 1.
Definición 2. Sea 

{ }
∈
tt i 0 un proceso punto. El proceso Nt definido como:
∑( ) = ≤
∈
N t 1t t
i N
1
0
(1)
donde: 1A es la función indicadora de A, y es el proceso de conteo asociado con 

{ }
∈
tt i 0.
El proceso N (t) indica el número acumulado de ocurrencias hasta el instante 
t. Este tiene trayectorias continuas por la derecha con límite por la izquierda y 
saltos de magnitud 1. La figura 1 muestra una posible trayectoria de este proceso.
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Figura 1: Ejemplo de una trayectoria del proceso N (t)
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Definición 3. Dado un proceso de conteo Nt adaptado a un filtración Ft, se define 
el proceso de intensidad condicional,
λ t( ) ≡ λ t Ft( ) = limh→0+E
N t +h( )−N t( )
h Ft
⎡
⎣
⎢
⎤
⎦
⎥ (2)
de forma equivalente,
λ t( ) ≡ λ t Ft( ) = limh→0+
1
h P N t +h( )−N t( ) > 0 Ft
⎡⎣ ⎤⎦ (3)
Se puede ver que la intensidad del proceso depende de la filtración selecciona-
da (que por lo general se asume como la filtración natural para el proceso N ) 
denotada por FtN.
Definición 4. Se dice que el proceso N (t) es autoexcitado si una ocurrencia cau-
sa un incremento en la función de intensidad condicional, este comportamien-
to genera clusters o agrupamientos temporales en el proceso punto asociado. 
En este sentido, es importante considerar formas de la función de intensidad 
condicional λ(t) que eviten que el proceso explote, es decir, que si se tiene que 
 pi Rev ODEON 15_mayo 10.indb   165 5/10/19   10:54 AM
166
odeon, issn: 1794-1113, e-issn: 2346-2140, N° 15, julio-diciembre de 2018, pp. 161-172
t − s < ∞ se presente que N (t) − N (s) = ∞. El proceso N (t) se dice autorregulado 
si una ocurrencia causa un decremento en la función de intensidad condicional.
Definición 5. Para un proceso de conteo N (t), la función no decreciente
Λ t( ) = λ s( )ds0
t
∫ (4)
se denomina el compensador del proceso de conteo.
2. Procesos Hawkes
A continuación se presenta la definición de los procesos Hawkes lineal y no 
lineal, y se describen algunas de sus propiedades.
Definición 6. Un proceso N (t) con filtración natural FtN se dice proceso de 
Hawkes lineal si satisface que:
P N t +h( )−N t( ) = m FtN⎡⎣ ⎤⎦=
λ t( )h+o h( ) si m =1
o h( ) si m >1
1−λ t( )h+o h( ) si m = 0
⎧
⎨
⎪⎪
⎩
⎪
⎪
(5)
donde la función de intensidad condicional es de la forma:
λ t( ) = λ + µ t − s( )dN s( )0
t
∫ (6)
para algún λ > 0 constante denominado como intensidad de fondo y una función 
µ: (0, ∞) → [0, ∞) denominada función de excitación.
La forma de la función de intensidad condicional del proceso Hawkes puede 
especificarse si se consideran los instantes de tiempo {t1, t2, ..., tk} que conforman 
el proceso punto asociado a N (t) hasta el instante t, de manera que:
λ t( ) = λ + µ t − s( )dN s( )0
t
∫ = λ + µ
ti<t
∑ t − ti( ) (7)
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Se puede observar que la caracterización de la función λ(t) requiere la especifi-
cación de la intensidad de fondo λ > 0 y de la función de excitación µ(·), cuya 
forma funcional más común es la de un decaimiento exponencial µ(t) = αe−βt. 
En particular, Hawkes (1971) utiliza esta forma en su trabajo original para 
simplificar las derivaciones teóricas posteriores. Para α, β > 0, la intensidad de 
decaimiento exponencial es:
λ t( ) = λ + αe−β t−s( ) dN s( )0
t
∫ = λ + αe−β t−ti( )
ti<t
∑ (8)
donde: λ indica el nivel inicial del proceso, α el incremento en la intensidad de 
ocurrencias por cada ocurrencia presentada y β es la tasa de decaimiento en el 
tiempo de la influencia de estas ocurrencias. La figura 2 muestra una posible 
trayectoria simulada del proceso de intensidad para λ = 0,5; α = 0,5, y β = 1, 
siguiendo el método propuesto en Ogata (1981), junto con el número total de 
eventos ocurridos N (t).
Figura 2: Simulación del proceso de intensidad condicional exponencial  
y número de eventos
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En términos generales, el proceso de intensidad condicional con decaimiento 
exponencial satisface la ecuación diferencial estocástica:
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dλ(t) = β(λ − λ(t))dt + αdN (t),      t ≥ 0 (9)
con λ(0) = λ0, cuya solución se tiene al aplicar el factor integrante FI = eβt sobre 
(9) como sigue:
dλ t( ) = β λ −λ t( )( )dt +αdN t( )
dλ t( )+βλ t( )dt = βλdt +αdN t( )
eβtdλ t( )+βλ t( )eβtdt = βλeβtdt +αeβtdN t( )
d eβtλ t( )⎡⎣ ⎤⎦= βλeβtdt +αeβtdN t( )
eβtλ t( ) = λ 0( )+ βλeβs ds+ αeβs dN s( )0
t
∫0
t
∫
eβtλ t( ) = λ 0( )+λ eβt −1( )+ αeβs0
t
∫ dN s( )
λ t( ) = λ 0( )e−βt +λe−βt eβt −1( )+ e−βt αeβs dN s( )0
t
∫
λ t( ) = e−βt λ0 −λ( )+λ + αe−β t−s( ) dN s( )0
t
∫
y se puede ver que:
λ t( ) = e−βt λ0 −λ( )+λ + αe−β t−s( ) dN s( )0
t
∫ (10)
es una extensión natural de (8).
El siguiente teorema describe el comportamiento asintótico del proceso 
Hawkes.
Teorema 1. Si n n := µ
0
∞
∫ s( )ds <1 y sµ s( )ds <∞0
∞
∫ , entonces, el número de  eventos 
entre (0, t] sigue, asintóticamente (t → ∞), una distribución normal.
El valor de n determina cuándo el proceso Hawkes explota. Para ver esto se 
puede considerar la función g(t) = E[λ(t)] y determinar su comportamiento en 
el límite, lo que permite caracterizar el comportamiento asintótico del proceso.
g t( ) = E λ t( )⎡⎣ ⎤⎦= E λ + µ t − s( )0
t
∫ dN s( )⎡⎣⎢
⎤
⎦⎥= λ + µ t − s( )E dN s( )⎡⎣ ⎤⎦0
t
∫
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Para calcular el valor esperado en la expresión anterior, se toma el valor espe-
rado de (2), es decir:
g s( ) = E λ s( )⎡⎣ ⎤⎦= E limh→0+E
N s+h( )−N s( )
h Fs
⎡
⎣
⎢
⎤
⎦
⎥
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
= E E dN s( )ds Fs
⎡
⎣
⎢
⎤
⎦
⎥
⎡
⎣
⎢
⎢
⎤
⎦
⎥
⎥
=
E E dN s( ) Fs⎡⎣ ⎤⎦⎡⎣ ⎤⎦
ds
=
E dN s( )⎡⎣ ⎤⎦
ds
de donde se sigue que E[dN (s)] = g(s)ds, luego:
g t( ) = λ + µ t − s( )E dN s( )⎡⎣ ⎤⎦= λ + µ t − s( )g s( )ds = λ +µ ∗ g0
t
∫0
t
∫ (11)
La ecuación (11) tiene diferentes soluciones de acuerdo con el valor de n. En 
Asmussen (2008) se consideran tres casos: i) el caso por defecto (n < 1); ii) el 
caso propio (n = 1), y iii) el caso excesivo (n > 1). En Asmussen (2008) se de-
muestra que para el caso por defecto se tiene que:
g t( ) = E λ t( )⎡⎣ ⎤⎦→ λ1−n cuando t→∞
y que en el caso excesivo el proceso eventualmente explota al presentar creci-
miento exponencial no acotado.
Definición 7. Un proceso de conteo N (t) con función de intensidad condicional 
de la forma:
λ t( ) =Ψ µ t − s( )dN s( )0
t
∫( ) (12)
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donde Ψ :  → [0, ∞) y µ: (0, ∞) → , es un proceso Hawkes no lineal.
Definición 8. Considere una colección de m procesos de conteo autoexcitados 
N = {N1(·), N2(·), ..., Nm(·)}. Sean {Tij ; i ∈ {1, ..., m}, j ∈ } tiempos de ocu-
rrencia aleatorios para cada proceso de conteo (con ti j el número de ocurrencias 
observadas). Si para cada i = 1, 2, ..., m el proceso Ni(·) tiene una función de 
intensidad condicional de la forma:
λi t( ) = λi + µ j t − s( )dN j s( )0
t
∫
j=1
m
∑ (13)
se dice que N = {N1(·), N2(·), ..., Nm(·)} conforma un conjunto de procesos mu-
tuamente autoexitados. En particular, cuando la función de excitación es expo-
nencial se tiene que:
λi t( ) = λi + αije−βij t−s( ) dN j s( )0
t
∫
j=1
m
∑ = λi + αije
−βij t−t jk( )
tkj<t
∑
j=1
m
∑ (14)
3. Modelo para precios de activos riesgosos
Como se indicó en secciones anteriores, una de las más recientes aplicaciones 
de los procesos Hawkes se ha dado en el campo financiero, como modelo para 
describir el efecto contagio. En Ait-Sahalia, Caho-Díaz y Laeven (2103) se in-
troduce lo que se denomina modelo de difusión de Hawkes, como una extensión 
del modelo clásico Black-Scholes (1973), que incorporara el efecto de contagio. 
Pero es bien conocido por la comunidad financiera que el modelo de difusión 
propuesto por Black y Scholes no permite describir de forma correcta la presen-
cia de colas anchas en la distribución de los retornos logarítmicos de muchos de 
los activos negociados en los mercados. En Merton (1976b) se incorpora en el 
modelo de difusión la presencia del fenómeno de colas anchas mediante la in-
clusión de saltos aleatorios, descritos por procesos Poisson, en lo que se conoce 
como modelo Merton de difusión con saltos.
El modelo de difusión de Hawkes extiende el de Merton al reemplazar el 
proceso Poisson por un proceso Hawkes auto y mutuamente excitado, que no 
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solo captura la presencia de colas anchas, sino que incorpora la posibilidad de 
clusters de volatilidad y efecto contagio en la dinámica de los precios.
3.1. Modelo de difusión de Hawkes
El modelo de difusión de Hawkes describe los retornos logarítmicos de m activos 
X1(·), ..., Xm(·), donde cada activo tiene asociado un retorno constante µi ∈ , 
una volatilidad constante σi ∈ + y un movimiento Browniano estándar W i (los 
procesos Wt tienen coeficientes de correlación constantes ρi j : i, j = 1, ..., m). 
Además de lo anterior, se adicionan saltos descritos por procesos Hawkes auto y 
mutuamente excitados, con tamaños de salto estocásticos Zi(t). Se tiene entonces 
que los retornos de los activos satisfacen:
dXi t( ) = µidt +σ idWiX t( )+ Zi t( )dNi t( ) (15)
El modelo anterior puede extenderse al caso en el cual la volatilidad es estocástica, 
como una extensión del modelo Heston de volatilidad estocástica (Heston, 1993):
dXi t( ) = µidt + Vi t( )dWiX t( )+ Zi t( )dNi t( ) (16)
dVi t( ) = ki θi −Vi t( )( )dt +ξi Vi t( )dWiV t( ) (17)
pero con un incremento sustancial en el número de parámetros por estimar.
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