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GALOIS MODULE STRUCTURE OF THE SQUARE ROOT OF THE
INVERSE DIFFERENT OVER MAXIMAL ORDERS
CINDY (SIN YI) TSANG
Abstract. Let K be a number field with ring of integers OK and let G be a finite group of
odd order. Given a G-Galois K-algebraKh, let Ah be the square root of the inverse different
of Kh/K, which exists by Hilbert’s formula. If Kh/K is weakly ramified, then Ah is locally
free over OKG by a result of B. Erez, in which case it determines a class in the locally free
class group Cl(OKG) of OKG. Such a class in Cl(OKG) is said to be A-realizable, and tame
A-realizable if Kh/K is tame. Let A(OKG) and A
t(OKG) denote the sets of all A-realizable
classes and tame A-realizable classes, respectively. For G abelian, we will show that the two
sets A(OKG) and A
t(OKG) are equal when extended scalars to the maximal order in KG.
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1. Introduction
LetK be a number field with ring of integersOK and letG be a finite group.
Let ΩK denote the absolute Galois group of K and let ΩK act trivially on G
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(on the left). Then, the set of all isomorphism classes of G-Galois K-algebras
(see Section 3.1 for a brief review) is in bijection with the pointed set
H1(ΩK, G) = Hom(ΩK, G)/Inn(G).
Given h ∈ H1(ΩK, G), we will writeKh for a Galois algebra representative. If
the inverse different of Kh/K has a square root, then we will denote it by Ah.
We will study the Galois module structure of Ah in this paper.
In what follows, assume thatG has odd order. Then, for any h ∈ H1(ΩK, G),
the inverse different of Kh/K has a square root by Proposition 1.1 below.
Proposition 1.1. Let p be a prime number and let F/Qp be a finite extension.
Let N/F be a finite Galois extension with different ideal DN/F and let piN be a
uniformizer in N . Then, we have DN/F = (piN)
vN (DN/F ) for
(1.1) vN(DN/F ) =
∞∑
n=0
(|Gal(N/F )n| − 1),
where Gal(N/F )n is the n-th ramification group of N/F in lower numbering.
Proof. See [4, Chapter IV, Proposition 4], for example. We remark that (1.1)
is also known as Hilbert’s formula. 
If h ∈ H1(ΩK, G) is such that Kh/K is weakly ramified (see Definition 3.2),
then Ah is locally free over OKG by [1, Theorem 1 in Section 2] and it deter-
mines a class cl(Ah) in the locally free class group Cl(OKG) of OKG. Such a
class in Cl(OKG) is said to be A-realizable, and tame A-realizable if Kh/K is
tame. We will write
A(OKG) := {cl(Ah) : h ∈ H
1(ΩK, G) with Kh/K weakly ramified}
for the set of all A-realizable classes in Cl(OKG), and
At(OKG) := {cl(Ah) : h ∈ H
1(ΩK, G) with Kh/K tame}
for the subset of A(OKG) consisting of the tame A-realizable classes.
In what follows, assume that G is abelian in addition to having odd order.
In [5, (12.1) and Theorem 1.3], the author gave a complete characterization
of the set At(OKG) and showed that A
t(OKG) is a subgroup of Cl(OKG). In
THE SQUARE ROOT OF THE INVERSE DIFFERENT 3
[5, Theorem 1.6], the author further showed that for any h ∈ H1(ΩK, G) with
Kh/K weakly ramified, if the wildly ramified primes of Kh/K satisfy certain
extra hypotheses, then we have cl(Ah) ∈ A
t(OKG). It is then natural to ask
whether the two sets A(OKG) and A
t(OKG) are in fact equal.
In this paper, we will prove thatA(OKG) and A
t(OKG) become equal once
we extend scalars to the maximal OK-orderM(KG) in KG. More precisely,
let Cl(M(KG)) denote the locally free class group of M(KG) and let
Ψ : Cl(OKG) −→ Cl(M(KG))
be the natural homomorphism afforded by extension of scalars. From another
result [5, Theorem 1.7] of the author, we have Ψ(A(OKG)) = Ψ(A
t(OKG)),
provided that every prime divisor of |G| is unramified in K/Q. We will show
that this additional hypothesis is unnecessary.
Theorem 1.2. Let K be a number field and let G be a finite abelian group of
odd order. Then, we have Ψ(A(OKG)) = Ψ(A
t(OKG)).
Proof. See Remark 1.4 below. 
Using the characterization of the set At(OKG) given in [5, (12.1)], the proof
of Theorem 1.2 reduces to computing the local generators of Ah over OKG for
each h ∈ H1(ΩK, G) with Kh/K wildly and weakly ramified. Such generators
at the tame primes of Kh/K have already been characterized in [5, Theorems
10.3 and 10.4]. We will compute these generators at the wild primes of Kh/K
in this paper. We will prove (see Sections 2 and 3 for the notation):
Theorem 1.3. Let p be a prime number and let F/Qp be a finite extension.
Let G be a finite abelian group of odd order and let h ∈ H1(ΩF , G) be such
that Fh/F is wildly and weakly ramified. If Ah = OFG · a, then
rG(a) = rag(γ)uΘ
t
∗(g)
for some γ ∈M(FG)×, u ∈ H(OFG), and g ∈ Λ(FG)
×.
Remark 1.4. The proof of Theorem 1.2 is that of [5, Theorem 1.7] verbatim,
except we will need to use Theorem 1.3 above in place of [5, Theorem 16.1].
To avoid repetition, we will only prove Theorem 1.3 in this paper.
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2. Notation and Conventions
Throughout this paper, unless specified, the symbol F will denote a number
field or a finite extension of Qp for some prime number p. We will also fix a fi-
nite abelian group G and we will use the convention that the homomorphisms
in the cohomology groups considered are continuous.
For such a field F , fix an algebraic closure F c of F and let ΩF denote the
Galois group of F c/F . Let OF denote the ring of integers in F and write OF c
for its integral closure in F c. We will let ΩF act trivially on G (on the left)
and choose a compatible set {ζn : n ∈ Z
+} of primitive roots of unity in F c.
We will also write Ĝ for the group of irreducible F c-valued characters on G,
and M(FG) for the maximal OF -order in FG.
When F is a finite extension of Qp, given a finite extension N/F , say with
uniformizer piN in N , let vN : N −→ Z ∪ {∞} denote the additive valuation
on N for which vN(piN) = 1. Given a fractional ON -ideal A in N , we will also
write vN(A) for the unique integer for which A = (piN)
vN (A). Finally, if N/F
is Galois, then for each n ∈ Z≥0, let Gal(N/F )n denote the n-th ramification
group of N/F in lower numbering.
3. Prerequisites
In this section, we will define the notation used in the statement of Theo-
rem 1.3, in particular reduced resolvends and the modified Stickelberger tran-
pose. The former was introduced by L. McCulloh in [3, Section 2], where he
studied the Galois module structure of rings of integers. The latter was intro-
duced by the author in [5, Section 8] by modifying the definition of the Stick-
elberger tranpose defined by McCulloh in [3, Section 4].
3.1. Galois Algebras and Resolvends. We will give a brief review of Ga-
lois algebras and resolvends (see [3, Section 1] for a more detailed discussion).
We note that their definitions still make sense even when G is not abelian.
Definition 3.1. A Galois algebra over F with group G or G-Galois F -algebra
is a commutative semi-simple F -algebra N on which G acts (on the left) as a
group of automorphisms satisfyingNG = F and [N : F ] = |G|. TwoG-Galois
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F -algebras are said to be isomorphic if there exists an F -algebra isomorphism
between them which preserves the action of G.
The set of all isomorphism classes of G-Galois F -algebras may be shown to
be in bijective correspondence with the pointed set
H1(ΩF , G) := Hom(ΩF , G)/Inn(G).
Since the fixed finite group G is abelian, the isomorphism classes of G-Galois
F -algebras may be identified with the homomorphisms in Hom(ΩF , G). More
specifically, each h ∈ Hom(ΩF , G) is associated to the F -algebra
Fh := MapΩF (
hG,F c),
where hG is the group G endowed with the ΩF -action given by
(ω · s) := h(ω)s for s ∈ G and ω ∈ ΩF .
The G-action on Fh is given by
(s · a)(t) := a(ts) for a ∈ Fh and s, t ∈ G.
Given a set {si} of coset representatives for h(ΩF )\G, note that each a ∈ Fh
is uniquely determined by the values a(si), and these a(si) may be arbitrarily
chosen provided that they are fixed by all ω ∈ ker(h). Setting F h := (F c)ker(h),
we see that evaluation at the si induces an isomorphism
Fh ≃
∏
h(ΩF )\G
F h
of F -algebras. The above isomorphism depends on the choice of the set {si}.
Definition 3.2. Given h ∈ Hom(ΩF , G), we say that Fh/F or h is unramified
if F h/F is unramified. Similarly for tame, wild, and weakly ramified. Recall
that a Galois extension over F is said to be weakly ramified if all of its second
ramification groups (in lower numbering) are trivial.
Definition 3.3. Given h ∈ Hom(ΩF , G), let O
h := OFh and define
Oh := MapΩF (
hG,Oh).
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If the inverse different of F h/F is a square, let Ah be its square root and set
Ah := MapΩF (
hG,Ah).
In the sequel, whenever we write Ah for some h ∈ Hom(ΩF , G), we implicitly
assume that Ah exists (by Proposition 1.1, this is so when G has odd order).
Proposition 3.4. Let F be a finite extension of Qp and let h ∈ Hom(ΩF , G)
be wildly and weakly ramified. Then, the inverse different of F h/F is a square,
and we have vFh(A
h) = 1− |Gal(F h/F )0|. Moreover, the group Gal(F
h/F )0
is equal to Gal(F h/F )1 and is elementary p-abelian.
Proof. Let Dh denote the different ideal of F h/F . Since h is weakly ramified,
by Proposition 1.1, we know that
vFh(D
h) = |Gal(F h/F )0|+ |Gal(F
h/F )1| − 2.
Now, since G is abelian, by [4, Chapter IV, Proposition 9, Corollary 2], we
have Gal(F h/F )n = Gal(F
h/F )n+1 for all n ∈ Z≥0 that is not divisible by
e0 := [Gal(F
h/F )0 : Gal(F
h/F )1].
If e0 6= 1, then Gal(F
h/F )1 = Gal(F
h/F )2 and this is impossible because h
is wildly and weakly ramified. Hence, we must have e0 = 1 and so
Gal(F h/F )0 = Gal(F
h/F )1.
We then deduce that Dh is a square and that vFh(A
h) = 1 − |Gal(F h/F )0|.
Because Gal(F h/F )1/Gal(F
h/F )2 is elementary p-abelian by [4, Chapter IV,
Proposition 7, Corollary 3] and Gal(F h/F )2 = 1 by hypothesis, we then see
that the group Gal(F h/F )0 is elementary p-abelian as well. 
Next, consider the F c-algebra Map(G,F c) on which we let G act via
(s · a)(t) := a(ts) for a ∈ Map(G,F c) and s, t ∈ G.
Note that Fh is an FG-submodule of Map(G,F
c) for all h ∈ Hom(ΩF , G).
THE SQUARE ROOT OF THE INVERSE DIFFERENT 7
Definition 3.5. The resolvend map rG : Map(G,F
c) −→ F cG is defined by
rG(a) :=
∑
s∈G
a(s)s−1.
The map rG is clearly an isomorphism of F
cG-modules, but not an isomor-
phism of F cG-algebras because it does not preserve multiplication. Moreover,
given a ∈ Map(G,F c), we have that a ∈ Fh if and only if
(3.1) ω · rG(a) = rG(a)h(ω) for all ω ∈ ΩF .
The next proposition shows that resolvends may be used to identify elements
a ∈ Fh for which Fh = FG · a or Oh = OFG · a or Ah = OFG · a. Here [−1]
denotes the involution on F cG induced by the involution s 7→ s−1 on G.
Proposition 3.6. Let h ∈ Hom(ΩF , G) and let a ∈ Fh be given. We have
(a) Fh = FG · a if and only if rG(a) ∈ (F
cG)×;
(b) Oh = OFG · a with h unramified if and only if rG(a) ∈ (OF cG)
×;
(c) Ah = OFG · a if and only if a ∈ Ah and rG(a)rG(a)
[−1] ∈ (OFG)
×.
Proof. See [3, Proposition 1.8 and (2.11)] for (a) and (b), and [5, Proposition
3.10] for (c). 
We are interested in giving a description of the resolvends rG(a) for which
Ah = OFG · a for a wildly and weakly ramified h ∈ Hom(ΩF , G) when F is a
finite extension of Qp. The next proposition will be a crucial tool; it will allow
us to reduce to the case when F h/F is totally ramified.
Proposition 3.7. Let F be a finite extension of Qp and let h ∈ Hom(ΩF , G).
(a) There exists a factorization h = hnrhtot of h, with hnr, htot ∈ Hom(ΩF , G),
such that hnr is unramified and F h
tot
/F is totally ramified. Furthermore,
if h is wildly and weakly ramified, then so is htot.
(b) Assume that h is weakly ramified and let h = hnrhtot be given as in (a).
If Ohnr = OFG · anr and Ahtot = OFG · atot, then there exists a ∈ Ah such
that Ah = OFG · a and rG(a) = rG(anr)rG(atot).
Proof. See [5, Propositions 9.2 and 5.3]. 
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3.2. Cohomology and Reduced Resolvends. We will define reduced re-
solvends and explain how to interpret them as functions on characters of G.
Recall that ΩF acts trivially on G on the left. Define
H(FG) := ((F cG)×/G)ΩF .
Given a coset rG(a)G ∈ H(FG), we will denote it by rG(a), called the reduced
resolvend of a. Now, taking ΩF -cohomology of the short exact sequence
(3.2) 1 G (F cG)× (F cG)×/G 1
yields the exact sequence
(3.3) 1 G (FG)× H(FG) Hom(ΩF , G) 1,
rag δ
where exactness on the right follows from the fact that H1(ΩF , (F
cG)×) = 1,
which is Hilbert’s Theorem 90. Alternatively, a coset rG(a)G ∈ H(FG) is in
the preimage of h ∈ Hom(ΩF , G) under δ if and only if
h(ω) = rG(a)
−1(ω · rG(a)) for all ω ∈ ΩF ,
which is equivalent to Fh = FG · a by (3.1) and Proposition 3.6 (a). Because
there always exists an element a ∈ Fh for which Fh = FG · a by the Normal
Basis Theorem, the map δ is indeed surjective.
The argument above also shows that
H(FG) = {rG(a) | Fh = FG · a for some h ∈ Hom(ΩF , G)}.
Similarly, we may define
H(OFG) := ((OF cG)
×/G)ΩF .
Then, the argument above together with Proposition 3.6 (b) imply that
(3.4) H(OFG) =
{
rG(a)
∣∣∣∣∣ Oh = OFG · a for someunramified h ∈ Hom(ΩF , G)
}
.
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To view reduced resolvends as functions on characters of G, define
det : ZĜ −→ Ĝ; det
(∑
χ
nχχ
)
:=
∏
χ
χnχ
and set SĜ := ker(det). By applying the functor Hom(−, (F
c)×) to the short
exact sequence
0 SĜ ZĜ Ĝ 1,
det
we obtain the short exact sequence
(3.5) 1 Hom(Ĝ, (F c)×) Hom(ZĜ, (F c)×) Hom(SĜ, (F
c)×) 1,
where exactness on the right follows from the fact that (F c)× is divisible and
thus injective. We will identify (3.5) with (3.2) as follows.
First, observe that we have canonical identifications
(3.6) (F cG)× = Map(Ĝ, (F c)×) = Hom(ZĜ, (F c)×).
The second identification is given by extending the maps Ĝ −→ (F c)× via Z-
linearity, and the first identification is induced by characters on G as follows.
Each resolvend rG(a) ∈ (F
cG)× gives rise to a map Map(Ĝ, (F c)×) given by
(3.7) rG(a)(χ) :=
∑
s∈G
a(s)χ(s)−1 for χ ∈ Ĝ.
Conversely, given ϕ ∈ Map(Ĝ, (F c)×), one recovers rG(a) by the formula
a(s) :=
1
|G|
∑
χ
ϕ(χ)χ(s) for s ∈ G.
Since G = Hom(Ĝ, (F c)×) canonically, the third terms in (3.2) and (3.5) are
naturally identified as well. Taking ΩF -invariants, we then obtain
(3.8) H(FG) = HomΩF (SĜ, (F
c)×).
Finally, given c ∈ (FG)×, we will write rag(c) for its image in H(FG) under
the map rag in (3.3).
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3.3. The Modified Stickelberger Transpose. In this subsection, assume
further that G has odd order. Recall from Section 2 that we chose a compat-
ible set {ζn : n ∈ Z
+} of primitive roots of unity in F c.
Definition 3.8. For each χ ∈ Ĝ and s ∈ G, let υ(χ, s) ∈
[
1−|s|
2
, |s|−1
2
]
denote
the unique integer (note that |s| is odd because G has odd order) such that
χ(s) = (ζ|s|)
υ(χ,s), and define 〈χ, s〉∗ := υ(χ, s)/|s|. Extending this definition
by Q-linearity, we obtain a pairing 〈 , 〉∗ : QĜ×QG −→ Q. The map
Θ∗ : QĜ −→ QG; Θ∗(ψ) :=
∑
s∈G
〈ψ, s〉∗s
is called the modified Stickelberger map.
Proposition 3.9. Given ψ ∈ ZĜ, we have Θ∗(ψ) ∈ ZG if and only if ψ ∈ SĜ.
Proof. See [5, Proposition 8.2]. 
Note that ΩF acts on Ĝ (on the left) canonically via its action on the roots
of unity in F c, and recall that ΩF acts trivially on G by definition. Below, we
define other ΩF -actions on G, one of which will make the Q-linear map Θ∗
preserve the ΩF -action.
Definition 3.10. Let m := exp(G) and let µm be the group of m-th roots of
unity in F c. The m-th cyclotomic character of ΩF is the homomorphism
κ : ΩF −→ (Z/mZ)
×
defined by the equations
ω(ζ) = ζκ(ω) for ω ∈ ΩF and ζ ∈ µm.
For n ∈ Z, let G(n) be the group G equipped with the ΩF -action given by
ω · s := sκ(ω
n) for s ∈ G and ω ∈ ΩF .
Proposition 3.11. The map Θ∗ : QĜ −→ QG(−1) preserves ΩF -action.
Proof. See [5, Proposition 8.4]. 
From Propositions 3.9 and 3.11, the map Θ∗ restricts to an ΩF -equivariant
map SĜ −→ ZG(−1). Applying the functor Hom(−, (F
c)×), we then obtain
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an ΩF -equivariant homomorphism
Θt∗ : Hom(ZG(−1), (F
c)×) −→ Hom(SĜ, (F
c)×); f 7→ f ◦Θ∗.
Taking ΩF -invariants, this yields a homomorphism
Θt∗ : HomΩF (ZG(−1), (F
c)×) −→ HomΩF (SĜ, (F
c)×),
called the modified Stickelberger transpose. To simplify notation, define
(3.9) Λ(FG) := MapΩF (G(−1), F
c).
Since there is a natural identification Λ(FG)× = HomΩF (ZG(−1), (F
c)×), we
may regard Θt∗ as a homomorphism Λ(FG)
× −→ H(FG) (recall (3.8)).
4. Valuations of Local Wild Resolvents
In order to prove Theorem 1.3, we will first prove the following.
Theorem 4.1. Let F be a finite extension of Qp and let h ∈ Hom(ΩF , G) be
wildly and weakly ramified. If Ah = OFG · a (cf. Proposition 3.4), then
(4.1) (a | χ) :=
∑
s∈G
a(s)χ(s)−1
(cf. (3.7)) is element of O×F c for all χ ∈ Ĝ.
We note that (4.1) is called the resolvent of a at χ. In the rest of this section,
let F be a finite extension of Qp and let ζ = ζp be the chosen primitive p-th
root of unity in F c. We will also use the following notation and conventions.
Definition 4.2. Let Fp := Z/pZ. For each i ∈ Fp, if z is an element of order 1
or p in a group, we will write zi for zni, where ni ∈ Z is any representative of i.
If i ∈ F×p , we will write i
−1 for its multiplicative inverse in F×p . If p is odd, we
will further define c(i) ∈
[
1−p
2 ,
p−1
2
]
to be the unique integer that represents i.
Definition 4.3. Notice that Qp contains all (p−1)-st roots of unity. We will
write F̂×p for the group of Q
×
p -valued characters on F
×
p . Given ϕ ∈ F̂
×
p , we will
extend it to a map on Fp by setting ϕ(0) = 0. For each n ∈ N which divides
p− 1, let Rn := (F
×
p )
n be the subgroup of F×p consisting of the non-zero n-th
powers in Fp.
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4.1. Valuations of Gauss Sums over Qp. We will prove Theorem 4.1 by
first computing the valuations of the following Gauss sums.
Definition 4.4. For each ϕ ∈ F̂×p and j ∈ Fp, define
G(ϕ, j) :=
∑
k∈Fp
ϕ(k)ζjk.
Lemma 4.5. For all ϕ ∈ F̂×p and j ∈ F
×
p , we have
(a) G(1, 0) = p− 1 and G(ϕ, 0) = 0 if ϕ 6= 1;
(b) G(ϕ, j) = ϕ(j)−1G(ϕ, 1) and G(1, j) = −1.
Proof. The claims in (a) follow from the orthogonality of characters, and both
equalities in (b) follow from a simple calculation. 
In view of Lemma 4.5, it remains to consider G(ϕ, 1) for ϕ 6= 1.
Proposition 4.6. Let ϕ ∈ F̂×p be of order n 6= 1. For all j ∈ F
×
p , we have
vQp(ζ)(G(ϕ, j)) ≥ (p− 1)/n.
Proof. By Lemma 4.5 (b), it is enough to prove the claim for j = 1. We will
do so by computing the valuation of the sum
S :=
∑
j∈Fp
G(ϕ, j)n.
On one hand, using Definition 4.4, we have
S =
∑
j∈Fp
∑
ki∈Fp
1≤i≤n
ϕ(k1 · · · kn)ζ
j(k1+···+kn)
=
∑
ki∈Fp
1≤i≤n
ϕ(k1 · · · kn)
∑
j∈Fp
ζj(k1+···+kn).
Since each ϕ(k1 · · · kn) is integral and
∑
j∈Fp
ζj(k1+···+kn) =
p if k1 + · · ·+ kn = 00 otherwise,
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the sum S is the product of p and an element of non-negative valuation, so
(4.2) vQp(ζ)(S) ≥ vQp(ζ)(p) = p− 1.
On the other hand, notice that G(ϕ, 0) = 0 by Lemma 4.5 (a) because ϕ 6= 1.
Using Lemma 4.5 (b) and the fact that ϕ has order n, we then see that
S =
∑
j∈F×p
ϕ(j)−nG(ϕ, 1)n = (p− 1)G(ϕ, 1)n.
Since p− 1 has valuation zero, this shows that
(4.3) vQp(ζ)(S) = n · vQp(ζ)(G(ϕ, 1)).
The desired inequality now follows from (4.2) and (4.3). 
We will also need the following proposition.
Proposition 4.7. Let ϕ ∈ F̂×p be of order n 6= 1. For all j ∈ F
×
p , we have
n−1∑
l=1
G(ϕl, j) = 1 + n
∑
k∈Rn
ζjk.
Proof. First of all, we have
n−1∑
l=0
G(ϕl, j) =
n−1∑
l=0
∑
k∈Fp
ϕl(k)ζjk =
∑
k∈Fp
ζjk
n−1∑
l=0
ϕl(k).
Observe that ker(ϕ) = Rn because ϕ has order n. In particular, we may re-
gard 1, ϕ, · · · , ϕn−1 as the distinct characters on F×p /Rn. By the orthogonality
of characters, we see that
n−1∑
l=0
ϕl(k) =
n if k ∈ Rn0 otherwise.
It follows that
n−1∑
l=0
G(ϕl, j) = n
∑
k∈Rn
ζjk.
Since G(1, j) = −1 by Lemma 4.5 (b), the claim now follows. 
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4.2. Proof of Theorem 4.1. First, we make the following observation, and
we will consider the special case when h ∈ Hom(ΩF , G) is wildly and weakly
ramified with F h/F totally ramified (cf. Proposition 3.7).
Lemma 4.8. Let h ∈ Hom(ΩF , G) be given. If Ah = OFG · a, then
vN((a | χ
−1)) = −vN((a | χ))
for all χ ∈ Ĝ. In particular, we have vF ((a | 1)) = 0. Here N/F is any finite
extension that contains (a | χ) for all χ ∈ Ĝ.
Proof. This follows from the observation that
(a | χ)(a | χ−1) = rG(a)rG(a)
[−1](χ)
(cf. (3.7) and recall that [−1] denotes the involution on F cG induced by the
involution s 7→ s−1 on G), which lies in O×N by Proposition 3.6 (c). 
We note that the next proposition is a generalization of [5, Theorem 15.4].
Proposition 4.9. Let h ∈ Hom(ΩF , G) be wildly and weakly ramified and be
such that F h/F is totally ramified. Then, there exists a ∈ Ah (cf. Proposition
3.4) such that Ah = OFG · a and (a | χ) ∈ O
×
F c for all χ ∈ Ĝ.
Proof. From Proposition 3.4, we know that
vFh(A
h) ≡ 1 (mod |Gal(F h/F )1|).
Then, by [2, Theorem 1.1], we have Ah = OFGal(F
h/F ) ·α for some α ∈ Ah.
Define a ∈ Map(G,F c) by setting
a(s) :=
ω(α) if s = h(ω) for ω ∈ ΩF0 otherwise.
It is not hard to see that a is well-defined and that Ah = OFG · a. It remains
to show that (a | χ) ∈ O×F c for all χ ∈ Ĝ.
To that end, first observe that for each χ ∈ Ĝ, we have
(4.4) (a | χ) =
∑
s∈h(ΩF )
a(s)χ(s)−1.
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Note that h(ΩF ) ≃ Gal(F
h/F ) and Gal(F h/F ) = Gal(F h/F )0 since F
h/F is
totally ramified. Because Gal(F h/F )0 has exponent p by Proposition 3.4, so
does h(ΩF ). In particular, the resolvent (a | χ) lies in F
h(ζ).
If p = 2, then (a | χ) = (a | χ−1) and hence (a | χ) ∈ O×
Fh(ζ)
by Lemma 4.8.
If p is odd and [F (ζ) : F ] is even, then (a | χ) ∈ O×
Fh(ζ)
by [5, Theorem 15.4].
If p and [F (ζ) : F ] are both odd, then Gal(F (ζ)/F ) ≃ Rn for some n ∈ N
dividing p−1 with n 6= 1. Now, suppose on the contrary that (a | χ) /∈ O×
Fh(ζ)
for some χ ∈ Ĝ. By Lemma 4.8, we know that χ 6= 1 and we may assume that
vFh(ζ)((a | χ)) > 0. For each s ∈ h(ΩF ), let js ∈ Fp be such that χ
−1(s) = ζjs.
Let ϕ ∈ F̂×p be any character of order n and consider the sum
S :=
∑
s∈h(ΩF )
a(s)
n−1∑
l=1
G(ϕl, js).
We will obtain a contradiction by computing the valuation of S.
First, let e, d, r ∈ N be such that the numbers in the diagram below repre-
sent the ramification indices of the extensions.
F
F (ζ)
F h
F h(ζ)
Qp
Qp(ζ)
vFh(A
h) = 1− pr
ed
p−1
e
p− 1
d
pr
d
pr
Rn
Note that vFh(A
h) = 1− pr because vFh(A
h) = 1− |Gal(F h/F )0| by Proposi-
tion 3.4. For each s ∈ h(ΩF ) and l = 1, . . . , n−1, if js = 0, then G(ϕ
l, js) = 0
by Lemma 4.5 (a). If js 6= 0, then using Proposition 4.6, we obtain
vFh(ζ)(a(s)G(ϕ
l, js)) ≥ d(1− p
r) +
ed
p− 1
· pr ·
p− 1
n
(4.5)
= dpr
( e
n
− 1
)
+ d.
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Note that nd ≤ n|Rn| = p− 1 and that p− 1 ≤ ed by the multiplicativity of
ramification indices. It follows that n ≤ e and so (4.5) is positive. We then
deduce that S has positive valuation.
Next, let H0 denote the subgroup of h(ΩF ) consisting of the elements s for
which js = 0. Then, for all s ∈ H0, we have G(ϕ
l, js) = 0 for l = 1, . . . , n− 1
by Lemma 4.5 (a). Using Proposition 4.7, we may then rewrite
S =
∑
s∈h(ΩF )
a(s)
(
1 + n
∑
k∈Rn
ζjsk
)
−
∑
s∈H0
a(s)
(
1 + n
∑
k∈Rn
ζ(0)k
)
.
Recall that χ−1(s) = ζjs by definition. By (4.4), the above the simplifies to
S =
∑
s∈h(ΩF )
a(s) + n
∑
k∈Rn
∑
s∈h(ΩF )
a(s)χk(s)−1 − p
∑
s∈H0
a(s)
= (a | 1) + n
∑
k∈Rn
(a | χk)− p
∑
s∈H0
a(s).
Since [F (ζ) : F ] and [F h : F ] are coprime, there is a canonical isomorphism
Gal(F h(ζ)/F ) ≃ Gal(F (ζ)/F )×Gal(F h/F ).
For each k ∈ Rn, let ωk be the element in Gal(F (ζ)/F ) such that ωk(ζ) = ζ
k
and set ω˜k := ωk × idFh. Then, clearly (a | χ
k) = ω˜k((a | χ)) and so
vFh(ζ)((a | χ
k)) = vFh(ζ)((a | χ)),
which is positive by assumption. We have already shown that S has positive
valuation. Since (a | 1) has valuation zero by Lemma 4.8, we deduce that
vFh
(
p
∑
s∈H0
a(s)
)
= 0.
Since a ∈ Ah, this in turn implies that
0 ≥ vFh(p) + vFh(A
h)
= epr + (1− pr)
= pr(e− 1) + 1,
which is impossible. Hence,we must have (a | χ) ∈ O×
Fh(ζ)
for all χ ∈ Ĝ. 
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Proof of Theorem 4.1. Let h = hnrhtot be a factorization of h as in Proposi-
tion 3.7 (a). Since F h
tot
/F is wildly, weakly, and totally ramified, by Propo-
sition 4.9, there exists atot ∈ Ahtot such that Ahtot = OFG · atot and
(4.6) (atot | χ) ∈ O
×
F c for all χ ∈ Ĝ.
On the other hand, by a classical theorem of E. Noether (alternatively, by [3,
Proposition 5.5]), there exists anr ∈ Ohnr such that Ohnr = OFG · anr, and
(4.7) (anr | χ) ∈ O
×
F c for all χ ∈ Ĝ
as a consequence of Proposition 3.6 (b). From Proposition 3.7 (b), we then ob-
tain an element a′ ∈ Ah such that Ah = OFG·a
′ and rG(a
′) = rG(anr)rG(atot).
Since Ah = OFG · a also, we have a = γ · a
′ for some γ ∈ (OFG)
×, so
(a | χ) = γ(χ)(anr | χ)(atot | χ) for all χ ∈ Ĝ.
Clearly γ(χ) ∈ O×F c for all χ ∈ Ĝ. The above, together with (4.6) and (4.7),
then implies that (a | χ) ∈ O×F c for all χ ∈ Ĝ as well. 
5. Decomposition of Local Wild Resolvends
In this section, let F be a finite extension of Qp and assume further that G
has odd order. As in Section 4, let ζ = ζp be the chosen primitive p-th root
of unity in F c. We will also use the same notation and conventions set up in
Definitions 4.2 and 4.3.
5.1. Construction of Local Normal Basis Generators. The major in-
gredient of the proof of Theorem 1.3 is the following proposition (recall the
notation from Section 3.3 and cf. Theorem 4.1). We remark that its proof is
very similar to that of [5, Proposition 13.2].
Proposition 5.1. Let h ∈ Hom(ΩF , G) be wildly and weakly ramified, and be
such that [F h : F ] = p. Then, there exists a ∈ Fh such that Fh = FG · a and
(1) rG(a) = Θ
t
∗(g) for some g ∈ Λ(FG)
×;
(2) (a | χ) ∈ O×F c for all χ ∈ Ĝ.
In what follows, let h ∈ Hom(ΩF , G) be as in Proposition 5.1. Note that p
must be odd since G has odd order and F h/F is wildly ramified of degree p.
18 CINDY (SIN YI) TSANG
First of all, we will introduce the basic set up and some essential notation.
Set L := F h. Note that there is a canonical isomorphism
Gal(L(ζ)/F ) ≃ Gal(F (ζ)/F )×Gal(L/F )
because [L : F ] and [F (ζ) : F ] are coprime. Let n ∈ N be the unique integer
dividing p − 1 such that Gal(F (ζ)/F ) ≃ Rn and let d ∈ Fp denote the class
represented by (p− 1)/n. We will also fix a generator τ of Gal(L/F ) and let
τ˜ be the element in Gal(L(ζ)/F (ζ)) which is identified with τ via the above
isomorphism.
We summarize the set-up in the diagram below, where the numbers indicate
the degrees of the extensions.
F
F (ζ)
L
L(ζ)
Qp (p is odd)
d := (p− 1)/n (mod p)
p−1
n
p
p−1
n
p
Rn
〈τ〉
〈τ˜〉
Next, as in the proof of Proposition 4.9, we may deduce from Proposition 3.4
and [2, Theorem 1.1] that Ah = OFGal(L/F )·α
′ for some α′ ∈ Ah. Moreover,
the map a′ ∈ Map(G,F c) given by
a′(s) :=
ω(α′) if s = h(ω) for ω ∈ ΩF0 otherwise
is well-defined and we haveAh = OFG·a
′. We will define the desired generator
a ∈ Fh using the resolvents (4.1) of a
′ ∈ Ah (cf. the proof of Lemma 5.3).
Definition 5.2. For each i ∈ Fp, define
yi :=
∑
k∈Fp
τ k(α′)ζ−ik.
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Lemma 5.3. For all i ∈ Fp, we have yi ∈ O
×
L(ζ).
Proof. Let ωτ ∈ ΩF be a lift of τ . Then, the isomorphism Gal(L/F ) ≃ h(ΩF )
induced by h identifies τ with h(ωτ). Define t := h(ωτ) and notice that t has
order p because [L : F ] = p by hypothesis. Now, given i ∈ Fp, let χ ∈ Ĝ be
any character such that χ(t) = ζ i. Then, we have
(a′ | χ) =
∑
s∈h(ΩF )
a′(s)χ(s)−1 =
∑
k∈Fp
τ k(α′)χ(t)−k,
which is equal to yi. It then follows from Theorem 4.1 that yi ∈ O
×
L(ζ). 
Lemma 5.4. For all i ∈ Fp, we have τ˜(yi) = ζ
iyi and y
p
i ∈ F (ζ)
×.
Proof. Given i ∈ Fp, the claim that τ˜(yi) = ζ
iyi follows from a simple calcu-
lation. Using this, we further deduce that
NL(ζ)/F (ζ)(yi) =
∏
k∈Fp
τ˜ k(yi) =
∏
k∈Fp
ζ ikyi = y
p
i .
Thus, indeed ypi ∈ F (ζ)
×, and this proves the lemma. 
Recall Definitions 4.2 and 4.3. Consider the element
α :=
1
p
(∑
k∈Fp
∏
i∈Rn
y
c(i−1k)
i
)
=
1
p
(
1 +
∏
i∈Rn
y
c(i−1)
i + · · ·+
∏
i∈Rn
y
c(i−1(p−1))
i
)
.
We will show that the map a ∈ Map(G,F c) defined by
(5.1) a(s) :=
ω(α) if s = h(ω) for ω ∈ ΩF0 otherwise
is well-defined and that it has the desired properties.
Definition 5.5. For each i ∈ Rn, define
ωi ∈ Gal(L(ζ)/L); ωi(ζ) := ζ
i
(note that our notation here is slightly different from that used in [5, Defini-
tion 13.4]). Clearly, we have
(5.2) ωi(yj) = yij for all j ∈ Fp.
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First, we show that α ∈ L, which will then imply that a is well-defined.
Lemma 5.6. We have α ∈ L.
Proof. Clearly α ∈ L(ζ) because yi ∈ L(ζ) for all i ∈ Fp by definition. Hence,
we have α ∈ L if and only if α is fixed by the action of Gal(L(ζ)/L). Now, an
element of Gal(L(ζ)/L) is equal to ωj for some j ∈ Rn. Then, using (5.2), we
deduce that for each k ∈ Fp, we have
ωj
(∏
i∈Rn
y
c(i−1k)
i
)
=
∏
i∈Rn
y
c(i−1k)
ij =
∏
i∈Rn
y
c(i−1jk)
i .
This implies that ωj permutes the summands
1,
∏
i∈Rn
y
c(i−1)
i , . . . ,
∏
i∈Rn
y
c(i−1(p−1))
i
in the definition of α and hence fixes α. Thus, indeed α ∈ L. 
Next, we compute the Galois conjugates of α in L/F .
Proposition 5.7. For all j, k ∈ Fp, we have
τ˜ j
(∏
i∈Rn
y
c(i−1k)
i
)
= ζjkd ·
∏
i∈Rn
y
c(i−1k)
i .
In particular, this implies that for all j ∈ Fp, we have
τ j(α) =
1
p
∑
k∈Fp
(
ζjkd
∏
i∈Rn
y
c(i−1k)
i
)
.
Proof. Let j, k ∈ Fp be given. Notice that τ˜
j(y1) = ζ
jy1 by Lemma 5.4, and
that yi = ωi(y1) for all i ∈ Rn by (5.2). Because Gal(L(ζ)/F ) is abelian, for
each i ∈ Rn, we have that
τ˜ j(yi) = (τ˜
j ◦ ωi)(y1)
= (ωi ◦ τ˜
j)(y1)
= ωi(ζ
jy1)
= ζ ijyi.
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It then follows that
τ˜ j
(∏
i∈Rn
y
c(i−1k)
i
)
=
∏
i∈Rn
ζ ijc(i
−1k)y
c(i−1k)
i
=
∏
i∈Rn
ζjky
c(i−1k)
i
= ζjk(p−1)/n ·
∏
i∈Rn
y
c(i−1k)
i .
Since (p− 1)/n represents d ∈ Fp by definition, the claim now follows. 
Finally, we define the desired element g ∈ Λ(FG)× (recall (3.9)). As in the
proof of Lemma 5.3, let ωτ ∈ ΩF be a lift of τ and set t := h(ωτ ), which has
order p. It will also be helpful to recall Definition 3.10.
Lemma 5.8. The map g ∈ Map(G(−1), (F c)×) given by
g(s) :=
y
p
i if s = t
d−1i−1 for i ∈ Rn
1 otherwise
is well-defined and preserves the ΩF -action. Thus, we have g ∈ Λ(FG)
×.
Proof. It is clear that g is well-defined because t has order p. To show that g
preserves the ΩF -action, let ω ∈ ΩF and s ∈ G(−1) be given.
If s = td
−1i−1 for some i ∈ Rn, then s has order p and so ω · s is determined
by the action of ω on ζ. Let j ∈ Rn be such that ω|F (ζ) = ωj|F (ζ). Then, we
have ω−1(ζ) = ζj
−1
and so ω · s = sj
−1
= td
−1i−1j−1. Recall that ypi ∈ F (ζ) by
Lemma 5.4 and that yij = ωj(yi) by (5.2). We then deduce that
g(ω · s) = ypij = ωj(y
p
i ) = ω(g(s)).
Now, if ω · s = td
−1i−1 for some i ∈ Rn, then the same argument above shows
that s = ω−1 · (ω · s) = td
−1i−1j−1 for some j ∈ Rn as well. Hence, if s 6= t
d−1i−1
for all i ∈ Rn, then the same is true for ω · s. In this case, we have
g(ω · s) = 1 = ω(1) = ω(g(s)).
Hence, indeed g preserves the ΩF -action, and g ∈ Λ(FG)
× by definition. 
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Proof of Proposition 5.1. Let a ∈ Map(G,F c) and g ∈ Λ(FG)× be as in (5.1)
and Lemma 5.8, respectively. Since α ∈ L by Lemma 5.6 and L = F h, it is
clear that a is well-defined and that a ∈ Fh.
First, we will use the identificationH(FG) = HomΩF (SĜ, (F
c)×) in (3.8) to
show that rG(a) = Θ
t
∗(g). To that end, let χ ∈ Ĝ be given and let k ∈ Fp be
such that χ(t) = ζk. Observe that 〈χ, td
−1i−1〉∗ = c(d
−1i−1k)/p for all i ∈ Rn
by Definitions 3.8 and 4.2, and so
Θt∗(g)(χ) =
∏
s∈G
g(s)〈χ,s〉∗ =
∏
i∈Rn
y
c(d−1i−1k)
i .
On the other hand, because τ is identified with t := h(ωτ ) via the isomorphism
Gal(L/F ) ≃ h(ΩF ) induced by h, we have that
(a | χ) =
∑
s∈h(ΩF )
a(s)χ(s)−1 =
∑
j∈Fp
τ j(α)ζ−jk.
Then, using Proposition 5.7, we obtain
(a | χ) =
1
p
∑
j∈Fp
∑
l∈Fp
(
ζjld
∏
i∈Rn
y
c(i−1l)
i
)
ζ−jk
=
1
p
∑
l∈Fp
( ∏
i∈Rn
y
c(i−1l)
i
∑
j∈Fp
ζj(ld−k)
)
=
∏
i∈Rn
y
c(i−1d−1k)
i .
Hence, indeed rG(a) = Θ
t
∗(g). Since yi ∈ O
×
L(ζ) for each i ∈ Rn by Lemma 5.3,
the above also shows that (a | χ) ∈ O×L(ζ) for all χ ∈ Ĝ. Via the identification
in (3.6), this implies that rG(a) ∈ (F
cG)× as well, and thus Fh = FG · a by
Proposition 3.6 (a). This proves that the element a in (5.1) satisfies all of the
properties claimed in Proposition 5.1. 
5.2. Proof of Theorem 1.3.
Proof of Theorem 1.3. Let h = hnrhtot be a factorization of h as in Proposi-
tion 3.7 (a). Since F h
tot
/F is wildly, weakly, and totally ramified, the Galois
group Gal(F h
tot
/F ) has exponent p by Proposition 3.4.
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Since htot(ΩF ) ≃ Gal(F
htot/F ), we have
(5.3) htot(ΩF ) = H1 × · · · ×Hr
for subgroups H1, . . . , Hr each of order p. For each i = 1, . . . , r, define
hi ∈ Hom(ΩF , G); hi(ω) := pii(h
tot(ω)),
where pii : h
tot(ΩF ) −→ Hi is the canonical projection map given by (5.3). It
is clear that htot = h1 · · ·hr. For each i = 1, . . . , r, observe that F
hi ⊂ F h
tot
and [F hi : F ] = p. Since a Galois subextension of a weakly ramified extension
is still weakly ramified (see [6, Proposition 2.2], for example), each hi is wildly
and weakly ramified. Hence, Proposition 5.1 applies and there exists ai ∈ Fhi
with Fhi = FG · ai such that
rG(ai) = Θ
t
∗(gi) for some gi ∈ Λ(FG)
×
and that (ai | χ) ∈ O
×
F c for all χ ∈ Ĝ.
On the other hand, by a classical theorem of E. Noether (alternatively, by
[3, Proposition 5.5]), there exists anr ∈ Ohnr such that Ohnr = OFG · anr. In
addition, we know from (3.4) that
rG(anr) = u for some u ∈ H(OFG)
and that (anr | χ) ∈ O
×
F c for all χ ∈ Ĝ. Now, since rG is bijective, there exists
a′ ∈ Map(G,F c) such that
(5.4) rG(a
′) = rG(anr)rG(a1) · · · rG(ar).
From (3.1) and Proposition 3.6 (a), in fact we have a′ ∈ Fh and Fh = FG ·a
′.
But Fh = FG · a also, so we have a = γ · a
′ for some γ ∈ (FG)×, and
rG(a) = rag(β)rG(a
′) = rag(γ)uΘt∗(g),
where g := g1 · · · gr ∈ Λ(FG)
×. It remains to show that γ ∈M(FG)×.
To that end, observe that
(FG)× = MapΩF (Ĝ, (F
c)×)
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from the identification in (3.6), and so
M(FG)× = MapΩF (Ĝ,O
×
F c).
Now, for any χ ∈ Ĝ, by definition we have
(a | χ) = γ(χ)(anr | χ)(a1 | χ) · · · (ar | χ).
We know that (anr | χ), (a1 | χ), . . . , (ar | χ) ∈ O
×
F c. Since (a | χ) ∈ O
×
F c by
Theorem 4.1, it follows that γ(χ) ∈ O×F c as well. Thus, indeed γ ∈M(FG)
×
and this proves the theorem. 
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