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La segmentación es un tratamiento digital de imágenes que consiste en la división de 
una imagen en diferentes zonas. Basándose en procedimientos de etiquetado 
deterministas o estocásticos (pertenecientes o relativos al azar) de contornos y/o 
regiones de la imagen. Utilizando información de la intensidad y/o información 
espacial.     
El objetivo principal es obtener  imágenes segmentadas apartar de imágenes de células 
en color  mediante diferentes algoritmos y métodos. Con el fin de poder realizar un 
estudio comparativo según su efectividad y eficiencia basándose en el recuento de 
células en las imágenes. Después a partir de estas imágenes segmentadas  se pretende 
obtener el número de  células marcadas por la proteína KI67. 
 
La proteína Ki67 es un marcador excelente para la proliferación celular esta presente en 
todas las fases del ciclo celular activo. Sin embargo no esta presente en células en 
reposo, gracias a esta proteína y esta característica  se puede estudiar el crecimiento de 
una población celular dada, permitiendo la detección de posibles tumores o su positivo 
tratamiento. En el caso de que las células afectadas se encuentren en reposo, es decir se 
detectaría la ausencia de células marcadas por la proteína. 
 
El estudio y pruebas realizadas en este documento están realizados en  MATLAB, así 
como los algoritmos y métodos utilizados para ello. 
Se podría resumir en los siguientes pasos, se segmentaran seis imágenes en color de 
células marcadas con la proteína KI67. La segmentación se realiza sobre cada imagen 
independientemente en un número determinado de zonas (2, 3, 4,…), obteniendo de esta 
forma nuevas imágenes. Posteriormente servirán para hacer estudios y cálculos para 
estimar el número de células en cada imagen. 
Después estimaremos el número de células reales es decir las que se obtienen tras un 
recuento manual. Finalmente se compararan los resultados obtenidos basando se en su  
eficiencia y eficacia y también dependiendo de la forma de representación de las 
















 II. Algoritmo K-Medias 
 
 
En estadística y en el aprendizaje automático, el “k-means clustering”  es un 
método de análisis de agrupamiento y clasificación basado en técnicas de 
reconocimiento de patrones. Este agrupamiento se realiza en k grupos donde cada  
dato pertenece a la agrupación más cercana a la media aritmética de cada k grupo. 
De modo que los datos en el mismo grupo son similares en algún sentido entre si, de 
forma que se deben encontrar los centros de las agrupaciones naturales en los datos 
de partida. 
Es un método muy  consolidado y es muy conocido en el campo de reconocimiento 
de patrones, se ha aplicado a muchos campos ya que es un  método que tiene como 
ventajas la simplicidad y la convergencia rápida. Permite funcionar con grandes 
conjuntos de datos basándose en un enfoque de formación iterativa sin supervisión y 
en la minimización iterativa de un índice de rendimiento partiendo de unas semillas 
que normalmente se escogen al azar. El índice de rendimiento se define 
generalmente como la suma de las distancias al cuadrado de todos los puntos de  
cada k grupo respecto a cada  centro o semilla del k grupo.  
Un paso importante en cualquier agrupación consiste en seleccionar una medida de 
distancia, que determina la similitud entre dos datos en un mismo grupo. Esto 
influirá en la forma de los clusters, ya que algunos datos  pueden estar cerca de un 
dato en función de  una distancia y más lejos a otro. 
En nuestro caso usaremos una  clasificación determinada por la distancia mínima 
entre un dato (píxel)  y un grupo esta  distancia se define como la distancia euclídea 
entre la intensidad de píxel y la intensidad media del k-esimo grupo. 
 
Donde x es el valor de cada píxel (dato) y mi  la media de cada partición con i = 
1,…, k. 
La media de cada k-esimo grupo esta dada por:  
 
 
Donde µk es la media del vector, nk es el número de elementos que pertenecen a 
cada grupo y xi es cada píxel perteneciente al k-esimo grupo. 
 
Tras la asignación de cada píxel a su correspondiente partición se actualizan las 
medias y los centroides de cada grupo. La clasificación no converge hasta que cada 
píxel pertenezca al grupo en la que tiene una mínima media, es decir que cada píxel 
se asigna al grupo donde la distancia entre el centro y el píxel es la mínima. 
 
           











 El pseudo-código del algoritmo K-Medias 
 
function[Centroides,Distancias,Pertenecia,Sumadis]=KMedia(Datos,k,/centroides opcional/) 
       
   if (nargin == 3) { 
        Centroides = centroides; 
   } 
   else { 
         Iniciamos los centroides de forma aleatoria 
  } 
  while   (numero de iteraciones) { 
        for i=1:k { 
Calculamos las distancias  de cada píxel al                
correspondiente  grupo 
        } 
 
Asignamos la pertenecía de cada píxel a la partición cuya distancia es la 
mínima respeto a el y el centroide  de la partición   
       Actualizamos los centroides y las medias de cada k grupo 
   } 
   Actualización final de la pertenecía, distancia y de los centroides resultantes 




















III. Pruebas del Algoritmo K-Medias 
 
 
En este apartado realizaremos un análisis de células con el algoritmo K-Medias  
sobre  seis imágenes en color de células marcadas por la proteína Ki-67.Las 
pruebas se realizaran sobre diferentes vectores obtenidos a partir de los modelos 
de representación de cada imagen en  RGB y HSV. Los resultados obtenidos los 
mostraremos en forma de tablas e imágenes. Tras esto analizamos los resultados 
obtenidos y sacaremos conclusiones de los mismos. 
 
Las pruebas las podemos resumir en lo siguiente, contamos las células manualmente y 
preparáramos los datos, es decir tras obtener los tipos de imagen. Comenzamos  
seleccionando una célula de referencia que usaremos para estimar las células que hay en 
la imagen. A continuación  segmentamos esta célula en tantas zonas como se van a 
segmentar la imagen que se va a estudiar. Una vez segmentada la célula de referencia 
nos quedamos con el número de  píxeles de la zona más representativa de la célula. En 
el caso del análisis del modelo de representación en HSV  si se va a estudiar  alguno de 
los siguientes el vectores  V, H, HSV, HV, HS del HSV consideramos  la parte mas 
oscura  como célula, si esta compuesta por el vector S y HS al tratar se de la saturación 
es como el negativo de la imagen y seleccionamos la zona mas clara.  
 
Después segmentamos la imagen y realizamos las mismas consideraciones como en el 
caso de  la célula de referencia calculamos el porcentaje de cada zona y calculamos las 
células de la imagen basando nos en el tamaño da la célula de referencia. 
Se puede deducir a partir del número estimado de células que este depende del tamaño 
de la célula de referencia y de los objetos extraños (células que no contienen la proteína 
Ki-67, interferencias en la imagen, etc.) que hay en la imagen.  
 
Para facilitar la compresión y comparación de los datos usaremos el error que hay 
entre el valor real (células contadas a mano)  y  valor obtenido (células estimadas) usado 











El Análisis de Células tendrá la siguiente estructura. 
1. Segmentar cada  imagen  en: 
- 2 zonas 
- 3 zonas 
- 4 zonas 
2. Calcular píxeles  de cada zona 
3. Estudiar a “mano” el tamaño en píxeles de una célula en la imagen 
4. Calcular el numero de células en la imagen 
































El modelo HSV (Hue, Saturation, Brightness- Tonalidad, Saturación, Brillo) hace 
referencia a la composición del color en términos de coordenadas cilíndricas. La 
Tonalidad (H) es el color y se representa como un grado de ángulo que va del 0º al 360º. 
La Saturación (S) es la distancia entre el eje de brillo negro-blanco. Los valores posibles 
van del 0 al 100%. Cuanto menor sea la saturación de un color, mayor tonalidad 
grisácea habrá y más decolorado estará. 
 
El Brillo (V) representa la altura en el eje blanco-negro. Los valores posibles van del 0 
al 100%. Donde 0% siempre es negro. Sin embargo 100% podría ser blanco o un color 





















0. Imagen de prueba. 
 
Tamaño imagen (298x159) = 47382p 
Numero de células = 7  
Célula de referencia numero = 4 
 

















% por  zona 
(oscuro – claro) 
 
HSV 2351 7 5 28.57% 2 26%-74% 
HS 2004 7 11 57.14% 2 55%-45% 
HV 1078 7 16 128.57% 2 36%-64% 
SV 2223 7 10 42.86% 2 49%-51% 
H 1582 7 9 28.57% 2 29%-71% 
S 1800 7 13 85.57% 2 50%-50% 














% por  zona 
(oscuro – claro) 
 
HSV 1152 7 8 14.29% 3 21%-35%-44% 
HS 1349 7 11 57.14% 3 26%-44%-30% 
HV 970 7 8 14.29% 3 16%-48%-36% 
SV 1438 7 11 57.14% 3 32%-46%-22% 
H 704 7 16 128.57% 3 29%-47%-24% 
S 701 7 8 14.29% 3 43%-45%-12% 














% por  zona 
(oscuro – claro) 
 
HSV 685 7 14 100% 4 20%-28%-41%-11% 
HS 1327 7 10 42.86% 4 12%-19%-40%-29% 
HV 892 7 8 14.29% 4 14%-32%-30%-24% 
SV 775 7 8 14.29% 4 14%-25%-40%-21% 
H 704 7 9 28.57% 4 29%-38%-14%-9% 
S 425 7 9 28.57% 4 34%-26%-32%-8% 
V 1480 7 10 42.86% 4 30%-21%-23%-26% 
 
Tras obtener las imágenes resultantes y el numero estimado de células en cada imagen 
resultante podemos ver que por ejemplo en una segmentación de dos zonas el 
tratamiento de los vector V nos proporciona resultados bastante buenos con un error del 
14.29%  y los vectores HSV y H tienen un error del 28.57 %. 
En una segmentación de tres zonas el tratamiento de los vectores  HSV, HV y S  nos 
proporciona resultados con un del 14.29%   y los vector V tiene un error del 28.57 %. 
En una segmentación de cuatro zonas el tratamiento de los vectores  HV y SV  nos 
proporciona resultados con un error del 14.29%   y los vectores H y S tienen un error 
del 28.57 %. En este caso como podemos ver los resultados tienen un error muy 
parecido independientemente del aumento de zonas de segmentación esto se puede 





    
Imagen HSV 2 Zonas.                     Imagen HS 2 Zonas.                                      Imagen HV 2 Zonas. 
 
 
      
Imagen SV 2 Zonas.                                       Imagen H 2 Zonas.                                        Imagen S 2 Zonas. 
 
 
Imagen V 2 Zonas. 
 
 
     
Imagen HSV 3 Zonas.                               Imagen HS 3 Zonas.                                   Imagen HV 3 Zonas. 
 
      
Imagen SV 3 Zonas.                                 Imagen H 3 Zonas.                                    Imagen S 3 Zonas. 
 
 
Imagen V 3 Zonas. 
 
   
     
Imagen HSV 4 Zonas.                                   Imagen HS 4 Zonas.                                       Imagen HV 4 Zonas. 
 
        
Imagen SV 4 Zonas.                                 Imagen H 4 Zonas.                               Imagen S 4 Zonas. 
  
 






















1. Imagen  Ki-67-1. 
 
Tamaño imagen (292x254) = 74168p 
Numero de células = 82  
Célula de referencia numero = 40 
 
    














% por  zona 
(oscuro – claro) 
 
HSV 59p 82 168 104.88% 2 13%-87% 
HS 189p 82 85 3,66% 2 22%-78% 
HV 233p 82 82 0% 2 26%-74% 
SV 58p 82 348 324.40% 2 27%-73% 
H 59p 82 11 86.66% 2 0.88% - 99.12% 
S 155p 82 86 4.88% 2 18%-82% 
V 180p 82 128 56.10% 2 31% - 69% 
 
     
Imagen HSV 2 Zonas.                     Imagen HS 2 Zonas.                                      Imagen HV 2 Zonas. 
 
      
Imagen SV 2 Zonas.                                       Imagen H 2 Zonas.                                        Imagen S 2 Zonas. 
 
 














% por  zona 
(oscuro – claro) 
 
HSV 40p 82 17 79.26% 3 0.91%- 28%-71.9% 
HS 156p 82 62 24.40% 3 47%-40%-13% 
HV 201p 82 4 95.12% 3 1.12%-32%-66.88% 
SV 51p 82 199 142.68% 3 14%-38%-48% 
H 59p 82 11 86.66% 3 0.88% - 49%-50.12% 
S 131p 82 72 12.20% 3 48%-40%-12% 
V 148p 82 84 2.44% 3 17% - 39%-44% 
 
 
     
Imagen HSV 3 Zonas.                               Imagen HS 3 Zonas.                                   Imagen HV 3 Zonas. 
 
     
Imagen SV 3 Zonas.                                 Imagen H 3 Zonas.                                    Imagen S 3 Zonas. 
 
 
















% por  zona 
(oscuro – claro) 
 
HSV 32p 82 101 23.17% 4 4%-35%-46%-15% 
HS 138p 82 51 37.80% 4 41%-34%-15%-10% 
HV 145p 82 40 51.21% 4 8%- 24%-31%-37% 
SV 52p 82 168 104.88% 4 12%- 28%-45%-15% 
H 59p 82 11 86.66% 4 0.88%-31%-44%-24.12% 
S 127p 82 62 24.39% 4 39%-33%-18%-10% 
V 90p 82 85 3.66% 4 10%- 18%-33%-39% 
 
 
     
Imagen HSV 4 Zonas.                                   Imagen HS 4 Zonas.                                       Imagen HV 4 Zonas. 
 
     
Imagen SV 4 Zonas.                                             Imagen H 4 Zonas.                   Imagen S 4 Zonas. 
 
 
Imagen V 4 Zonas. 
 
En esta imagen en una segmentación de dos zonas se han obtenido buenos resultados en 
los vectores HS con un error de 3.66% en HV del 0% y en S del 4.88%.Sin embargo 
también tenemos varios resultados que se alejan mucho de la solución debido a objetos 
extraños y interferencias. 
En una segmentación de tres zonas se tienen resultados de un error del 2.44% en el 
vector V, el HS con un error del 24.40% y S con  12.20%. 
En cuatro zonas V tiene un error del 3.66%, HSV del 23.17%, S del 24.39%. 
Como podemos ver los resultados que mas se acercan a la realidad se obtienen tras 
sondear  los vectores V, S y alguno de los compuestos con estos, esto se debe a que V 
representa el valor del color. Las células son la parte mas oscura de la imagen, con el 
vector S pasa algo parecido ya que representa la saturación de un color y en este caso 
















































2. Imagen  Ki67-ms. 
 
Tamaño imagen (576x389) =  224064p 
Numero de células = 34 
Célula de referencia numero = 21 
 
   















% por  zona 
(oscuro – claro) 
 
HSV 98p 34 1103 3144.11% 2 48%-52% 
HS 99p 34 977 2773.53% 2 43%-57% 
HV 144p 34 748 2100% 2 48%-52% 
SV 170p 34 500 1370.59% 2 38%-62% 
H 283p 34 251 638.24% 2 43%-57% 
S 87p 34 141 314.71% 2 95%-5% 
V 134p 34 700 1958.82% 2 42%-58% 
 
 
   
Imagen HSV 2 Zonas.                                                                   Imagen HS 2 Zonas. 
 
   
Imagen HV 2 Zonas.                                                                     Imagen SV 2 Zonas. 
 
   
Imagen H 2 Zonas.                                                                        Imagen S 2 Zonas. 
 
 



















% por  zona 
(oscuro – claro) 
 
HSV 48p 34 1274 3647.06% 3 36%- 27%-37% 
HS 59p 34 898 2541.18% 3 38%-38 %-24% 
HV 107p 34 599 1661.76% 3 29%-32 %-39% 
SV 144p 34 334 882.35% 3 21%- 35%-44% 
H 176p 34 536 1476.47% 3 42%- 43%-15% 
S 55p 34 67 97.05% 3 75%- 23%-2% 
V 99p 34 546 1505.88% 3 24%- 34%-42% 
 
   
Imagen HSV 3 Zonas.                                                                 Imagen HS 3 Zonas. 
 
   
Imagen HV 3 Zonas.                                                                  Imagen SV 3 Zonas. 
 
    
Imagen H 3 Zonas.                                                                       Imagen S 3 Zonas. 
 
 












% por  zona 
(oscuro – claro) 
 
HSV 117p 34 530 1458.82% 4 15%- 28%-24%-33% 
HS 58p 34 775 2179.41% 4 28%- 17%-35%-20% 
HV 74p 34 847 2391.18% 4 28%- 30%-33%-9% 
SV 60p 34 517 1420.58% 4 14%- 22%-28%-36% 
H 40p 34 621 1726.47% 4 41%- 29%-19%-11% 
S 56p 34 60 76.47% 4 50%- 36%-13%-1% 
V 85p 34 302 788.24% 4 11%- 23%-29%-37% 
 
 
   
Imagen HSV 4 Zonas.                                                                Imagen HS 4 Zonas. 
 
   
Imagen HV 4 Zonas.                                                                 Imagen SV 4 Zonas. 
 
    
Imagen H 4 Zonas.                                                                Imagen S 4 Zonas. 
 
 




En los resultados de esta imagen se puede observar la influencia negativa de los objetos 
extraños y las interferencias de manera que el número de células estimadas es 
tremendamente superior al número real. Sin embargo se puede apreciar como en este 
caso en el vector S se va obteniendo una solución cada vez con menor error al aumentar 
el numero de zonas de segmentación empezando con un error del 314.71% en dos zonas 
que se reduce drásticamente en cuatro zonas con un error 76.47% de esto podemos 
suponer que al aumentar el numero de zonas de segmentación a unas 7-9 zonas se 
podría obtener una solución  bastante buena. Otra forma de solucionar esto sin aumentar 
las zonas de segmentación es  haciendo un tratamiento previo de la imagen para intentar 





























































3. Imagen  Ki67-2. 
 
Tamaño imagen (332x270) =  89640p 
Numero de células = 73 
Célula de referencia numero = 47 
 
   
Imagen original en color.                        Imagen con las células numeradas. 
 














% por  zona 
(oscuro – claro) 
 
HSV 320p 73 70 4.11% 2 25%-75% 
HS 509p 73 56 23.29% 2 68%-32% 
HV 338p 73 61 16.44% 2 23%-77% 
SV 311p 73 121 65.75% 2 42%-58% 
H 511p 73 62 15.07% 2 65%-35% 
S 254p 73 136 86.30% 2 61%-39% 
V 304p 73 103 41.10% 2 35%-65% 
 
 
    
     
Imagen HSV 2 Zonas.                                     Imagen HS 2 Zonas.                                         Imagen HV 2 Zonas.     
 
     
     
Imagen SV 2 Zonas.                                     Imagen H 2 Zonas.                                         Imagen S 2 Zonas.     
 
 
















% por  zona 
(oscuro – claro) 
 
HSV  351p 73 37 49.32% 3 14%- 35%-51% 
HS 258p 73 67 8.22% 3 65%- 16%-19% 
HV 292p 73 44 39.73% 3 14%- 18%-68% 
SV 121p 73 182 149.32% 3 25%- 22%-53% 
H 154p 73 154 110.96% 3 59%- 15%-26% 
S 168p 73 129 76.71% 3 35%- 41%-24% 
V 237p 73 86 17.81% 3 23%- 17%-60% 
 
 
     
     
Imagen HSV 3 Zonas.                                     Imagen HS 3 Zonas.                                         Imagen HV 3 Zonas.     
 
      
Imagen SV 3 Zonas.                                     Imagen H 3 Zonas.                                         Imagen S 3 Zonas.     
  












% por  zona 
(oscuro – claro) 
 






HS 199p 73 119 63.01% 4 22%- 38%-14%-
26% 
HV 205p 73 71 2.74% 4 16%- 17%-46%-
21% 
SV 157p 73 102 39.73% 4 18%- 24%-23%-
35% 
H 150p 73 131 79.45% 4 55%- 11%-12%-
22% 
S 145p 73 98 34.25% 4 24%- 36%-24%-
16% 
V 195p 73 89 21.92% 4 19%- 15%-11%-
55% 
 
     
Imagen HSV 4 Zonas.                                     Imagen HS 4 Zonas.                                         Imagen HV 4 Zonas.     
 
     
        




Imagen V 4 Zonas.                              
 
 
En este caso los resultados que hemos obtenido en la segmentación en dos zonas son los 
siguientes que tienen un error por debajo del 25%, HSV con un error de 4.11%, H  con 
15.07%,  HV con 16.44% y el HS con 23.29%. 
En tres zonas tenemos resultado como el HS con 8.22% y el H con 17.81%. 
En cuatro zonas obtenemos un resultado muy bueno que es el HSV tiene un error del 
0%, seguido por el resultado obtenido tras procesar el vector HV que tiene un error 

































4. Imagen  Ki67-3. 
 
Tamaño imagen (640x480) =  307200p 
Numero de células = 49 
Célula de referencia numero = 18 
 
  















% por  zona 
(oscuro – claro) 
 
HSV  517p 49 200 308.16% 2 66%- 34% 
HS 487p 49 279 469.39% 2 56%- 44% 
HV 511p 49 202 312.24% 2 66%- 34% 
SV 538p 49 101 106.12% 2 82%- 18% 
H 520p 49 198 304.08% 2 66%- 34% 
S 549p 49 89 81.63% 2 84%- 16% 
V 535p 49 111 126.53% 2 19%- 81% 
    
      
Imagen HSV 2 Zonas.                                     Imagen HS 2 Zonas.                                         Imagen HV 2 Zonas.     
 
      
Imagen SV 2 Zonas.                                     Imagen H 2 Zonas.                                         Imagen S 2 Zonas.     
 
 
















% por  zona 
(oscuro – claro) 
 
HSV 495 p 49 125 155.10% 3 46%- 18%-36% 
HS 558p 49 74 51.02% 3 50%- 13%-37% 
HV 538p 49 102 108.16% 3 18%-49%-33% 
SV 178p 49 231 371.43% 3 28%- 59%-13% 
H 498p 49 207 322.45% 3 40%- 27%-33% 
S 440p 49 79 61.22% 3 74%- 15%-11% 
V 482p 49 75 53.06% 3 12%- 28%-60% 
 
 
     
      
Imagen HSV 3 Zonas.                                     Imagen HS 3 Zonas.                                         Imagen HV 3 Zonas.     
 
       
Imagen SV 3 Zonas.                                     Imagen H 3 Zonas.                                         Imagen S 3 Zonas.     
 
 
Imagen V 3 Zonas.      













% por  zona 








HS 480p 49 183 273.47% 4 48%- 12%-29%-
11% 
HV 414p 49 74 51.02% 4 10%- 16%-40%-
34% 
SV 132p 49 289 489.80% 4 9%- 35%-43%-
13% 
H 482p 49 54 10.20% 4 8%- 38%-20%-
34% 
S 328p 49 81 65.61% 4 66%- 17%-8%-5% 
V 422p 49 54 10.20% 4 7%- 13%-30%-
50% 
 
   
     
Imagen HSV 4 Zonas.                                     Imagen HS 4 Zonas.                                         Imagen HV 4 Zonas.     
 
       
Imagen SV 4 Zonas.                                     Imagen H 4 Zonas.                                         Imagen S 4 Zonas.     
 
 
Imagen V 4 Zonas.                              
 
 
En este caso se puede observar como en la segmentación de la imagen en un numero de 
zonas bajo, por debajo de cuatro zonas hay un porcentaje de error muy elevado esto se 
debe a que en la imagen hay muchas células que no están marcadas con la proteína Ki-
67 y no nos interesan pero influyen en el calculo de las células estimadas originando 
alto índice de error. Se puede ver que a partir de la segmentación de  la imagen en 
cuatro zonas obtenemos resultados como el V y H con errores del 10.20% podemos 
deducir de estos datos que si segmentamos la imagen en 5-6 zonas se obtendrían  

















































5. Imagen  Ki67-4. 
 
Tamaño imagen (623x598) =  372554p 
Numero de células = 128 
Célula de referencia numero = 81 
 
   













% por  zona 
(oscuro – claro) 
 
HSV 1229p 128 124 3.13% 2 41%- 59% 
HS 1473p 128 101 21.09% 2 61%- 39% 
HV 1222p 128 102 20.31% 2 33%- 67% 
SV 1274p 128 152 18.75% 2 52%- 48% 
H 970p 128 173 35.16% 2 45%- 55% 
S 1423p 128 144 12.5% 2 45%- 55% 
V 1691p 128 134 4.69% 2 61%- 39% 
 
   
     
Imagen HSV 2 Zonas.                                     Imagen HS 2 Zonas.                                         Imagen HV 2 Zonas.     
       
Imagen SV 2 Zonas.                                     Imagen H 2 Zonas.                                         Imagen S 2 Zonas.     
 
 













% por  zona 
(oscuro – claro) 
 
HSV 990p 128 114 10.94% 3 30%- 33%-37% 
HS 1285p 128 98 23.44% 3 31%- 35%-34% 
HV 500p 128 216 68.75% 3 29%- 49%-22% 
SV 1101p 128 118 7.81% 3 35%- 44%-21% 
H 1010p 128 94 26.56% 3 26%- 20%-54% 
S 512p 128 177 38.28% 3 33%- 43%-24% 
V 1362p 128 116 9.38% 3 43%- 26%-31% 
 
 
     
Imagen HSV 3 Zonas.                                     Imagen HS 3 Zonas.                                         Imagen HV 3 Zonas.     
 
          
Imagen SV 3 Zonas.                                     Imagen H 3 Zonas.                                         Imagen S 3 Zonas.     
 
 















% por  zona 








HS 729p 128 132 3.13% 4 26%- 34%-18%-
22% 
HV 298p 128 281 119.53% 4 22%- 17%-40%-
21% 
SV 612p 128 139 8.59% 4 23%- 32%-31%-
14% 
H 936p 128 101 21.09% 4 25%- 20%-31%-
24% 
S 852p 128 63 50.78% 4 26%- 25%-35%-
14% 
V 1222p 128 114 10.94% 4 38%- 24%-16%-
22% 
 
      Imagen HSV 4 Zonas.                                     Imagen HS 4 Zonas.                                         Imagen HV 4 Zonas.     
 
    
Imagen SV 4 Zonas.                                     Imagen H 4 Zonas.                                         Imagen S 4 Zonas.     
 
 




En esta imagen podemos ver resultados  buenos incuso en la segmentación en dos zonas  
ya que todos los resultados están por debajo del 36% por cien de error, incluso como 
por ejemplo HSV tiene un error de solo 3.13%, V tiene 4.69%, S tiene 12.5% esto se  
debe a que la imagen sobre la que se realiza el estudio es una imagen que tiene pocos 
objetos extraños (interferencias, células que no nos interesan) y además las células se 
diferencian de una forma muy clara del fondo y la célula de referencia tiene un tamaño 
bastante representativo.   
En tres zonas los resultados que obtenemos tienen índices de error mas elevados aunque 
también aceptables como por ejemplo el HSV tiene un error del 10.94%, el SV 7.81%, 
el V 9.38%, HS 23.44%. 
En cuatro zonas tenemos resultados con errores del 3.13% en el vector HS,  en el SV 































El modelo RGB (Red, Green  and  Blue)  hace referencia a la composición del color, 
es decir en la intensidad de los colores primarios (rojo, verde y azul)  y que sirve 





0. Imagen de prueba. 
 
 
Tamaño imagen (298x159) = 47382p 
Numero de células = 7  
Célula de referencia numero = 4 
 















% por  zona 
(oscuro – claro) 
 
RGB 2749 7 9 28.57% 2 52%-48% 
RG 2686 7 9 28.57% 2 51%-49% 
RB 2728 7 8 14.29% 2 47%-53% 
GB 2752 7 9 28.57% 2 50%-50% 
G 2736 7 9 28.57% 2 50%-50% 
R 2575 7 10 42.86% 2 52%-48% 














% por  zona 
(oscuro – claro) 
 
RGB 1900 7 10 42.86% 3 38%-24%-38% 
RG 2094 7 9 28.57% 3 40%-25%-35% 
RB 1924 7 10 42.86% 3 39%-24%-37% 
GB 2025 7 9 28.57% 3 39%-25%-36% 
G 2160 7 8 14.29% 3 39%-23%-38% 
R 1971 7 10 42.86% 3 40%-27%-33% 














% por  zona 
(oscuro – claro) 
 
RGB 1542 7 10 42.86% 4 33%-18%-21%-28% 
RG 1644 7 10 42.86% 4 33%-19%-21%-27% 
RB 1658 7 9 28.57% 4 33%-17%-21%-29% 
GB 1514 7 11 57.14% 4 34%-18%-21%-27% 
G 1882 7 9 28.57% 4 35%-17%-21%-27% 
R 1329 7 11 57.14% 4 30%-21%-22%-27% 
B 1593 7 9 28.57% 4 30%-16%-22%-32% 
 
   
Imagen RGB 2 Zonas.                     Imagen RG 2 Zonas.                                      Imagen RB 2 Zonas. 
 
      
Imagen GB 2 Zonas.                                       Imagen G 2 Zonas.                                        Imagen R 2 Zonas. 
 
 
Imagen B 2 Zonas. 
 
 
   
Imagen RGB 3 Zonas.                     Imagen RG 3 Zonas.                                      Imagen RB 3 Zonas. 
 
      
Imagen GB 3 Zonas.                                       Imagen G 3 Zonas.                                        Imagen R 3 Zonas. 
 
 
Imagen B 3 Zonas. 
 
   
Imagen RGB 4 Zonas.                     Imagen RG 4 Zonas.                                      Imagen RB 4 Zonas. 
 
       
Imagen GB 4 Zonas.                                       Imagen G 4 Zonas.                                        Imagen R 4 Zonas. 
 
 
Imagen B 4 Zonas. 
 
En el caso de la descomposición de la imagen en RGB vemos que en dos  y tres zonas el 
índice de error esta entre el 14.29% y  42.86%   mientras que en  cuatro zonas aumenta. 
A partir de estos datos podemos concluir que para esta imagen es suficiente  una 
segmentación de tres zonas y que se debe escoger una célula de referencia con un 
tamaño más representativo para disminuir aun más el error. También podemos observar 
que los resultados con menor error, es decir los resultados con error del 14.29% se 
obtienen en los vectores B, RB en dos zonas, y en el vector G en tres zonas. 
Esto se debe a que las células en la imagen tienen un color oscuro que esta compuesto 

















































1. Imagen  Ki-67-1. 
 
Tamaño imagen (292x254) = 74168p 
Numero de células = 82  
Célula de referencia numero = 40 
 
    












% por  zona 
(oscuro – claro) 
 
RGB 178 82 123 50% 2 30%-70% 
RG 181 82 134 63.41% 2 33%-67% 
RB 178 82 132 60.98% 2 32%-68% 
GB 180 82 122 48.78% 2 30%-70% 
G 183 82 144 75.61% 2 36%-64% 
R 177 82 126 53.66% 2 30%-70% 
B 174 82 122 48.78% 2 29%-71% 
 
     
Imagen RGB 2 Zonas.                     Imagen RG 2 Zonas.                                      Imagen RB 2 Zonas. 
 
      
Imagen GB 2 Zonas.                                       Imagen G2 Zonas.                                        Imagen R 2 Zonas. 
 
 















% por  zona 
(oscuro – claro) 
 
RGB 149 82 83 1.22% 3 17%- 43%-40% 
RG 149 82 88 7.31% 3 18%- 41%-41% 
RB 150 82 85 3.66% 3 17%- 41%-42% 
GB 149 82 82 0% 3 17%- 40%-43% 
G 150 82 86 4.88% 3 17%- 42%-41% 
R 148 82 86 4.88% 3 17%- 39%-44% 
B 150 82 84 2.44% 3 17%- 41%-42% 
 
 
     
Imagen RGB 3 Zonas.                     Imagen RG 3 Zonas.                                      Imagen RB 3 Zonas. 
 
      
Imagen GB 3 Zonas.                                       Imagen G 3 Zonas.                                        Imagen R 3 Zonas. 
 
 















% por  zona 
(oscuro – claro) 
 
RGB 137 82 65 20.73% 4 12%-18%-32%-38% 
RG 138 82 66 19.81% 4 12%-20%-32%-36% 
RB 129 82 73 10.98% 4 13%-19%-31%-37% 
GB 149 82 58 29.27% 4 12%-18%-32%-38% 
G 131 82 75 8.54% 4 13%-20%-31%-36% 
R 110 82 77 6.1% 4 11%-20%-32%-37% 
B 132 82 69 15.85% 4 12%-18%-32%-38% 
 
 
     
Imagen RGB 4 Zonas.                     Imagen RG 4 Zonas.                                      Imagen RB 4 Zonas. 
 
      
Imagen GB 4 Zonas.                                       Imagen G 4 Zonas.                                        Imagen R 4 Zonas. 
 
 
Imagen B 4 Zonas. 
 
 
En este caso los resultados obtenidos en dos zonas tienen una alto índice de error, esto 
se puede deber a que en la imagen podemos observar  objetos extraños que al segmentar 
se en dos zonas influyen negativamente en el calculo de las células estimadas.  
Sin embargo en tres zonas los resultados que se obtienen son muy prometedores ya que 
todos los errores están por debajo del 8% con algunos resultados que tienen un error del 
0% como el GB, RGB con el 1.22%, B con un error del 2.44%. 
En cuatro zonas  los índices de error se expanden en un mayor rango del 6% al 30% con 
el mejor resultado en el vector R con un error del 6.1% y en el vector G con 8.54%. 
 
2. Imagen  Ki67-ms. 
 
Tamaño imagen (576x389) =  224064p 
Numero de células = 34 
Célula de referencia numero = 21 
 
   















% por  zona 
(oscuro – claro) 
 
RGB 134 34 735 2061.76% 2 44%-56% 
RG 135 34 707 1979.41% 2 43%-57% 
RB 134 34 741 2079.41% 2 44%-56% 
GB 134 34 725 2032.35% 2 43%-57% 
G 135 34 737 2067.65% 2 44%-56% 
R 137 34 681 1902.94% 2 42%-58% 
B 134 34 744 2088.24% 2 44%-56% 
 
 
   
Imagen RGB 2 Zonas.                     Imagen RG 2 Zonas.                                      Imagen RB 2 Zonas. 
 
      
Imagen GB 2 Zonas.                                       Imagen G 2 Zonas.                                        Imagen R 2 Zonas. 
 
 















% por  zona 
(oscuro – claro) 
 
RGB 96 34 575 1591.18% 3 25%- 35%-40% 
RG 100 34 575 1591.18% 3 26%- 35%-39% 
RB 95 34 572 1582.35% 3 24%- 36%-40% 
GB 96 34 589 1632.35% 3 25%- 35%-40% 
G 96 34 575 1591.18% 3 25%- 36%-39% 
R 98 34 575 1591.18% 3 25%- 35%-40% 
B 95 34 570 1576.47% 3 24%- 36%-40% 
 
     
Imagen RGB 3 Zonas.                     Imagen RG 3 Zonas.                                      Imagen RB 3 Zonas. 
 
       
Imagen GB 3 Zonas.                                       Imagen G 3 Zonas.                                        Imagen R 3 Zonas. 
 
 


















% por  zona 
(oscuro – claro) 
 
RGB 84 34 363 967.64% 4 14%- 25%-27%-34% 
RG 74 34 504 1382.35% 4 17%- 24%-27%-32% 
RB 85 34 332 876.47% 4 13%- 26%-28%-33% 
GB 83 34 412 1111.76% 4 15%- 25%-27%-33% 
G 83 34 446 1211.76% 4 17%- 25%-27%-31% 
R 82 34 468 1276.47% 4 17%- 24%-28%-31% 
B 85 34 298 776.47% 4 11%- 27%-28%-34% 
 
   
Imagen RGB 4 Zonas.                     Imagen RG 4 Zonas.                                      Imagen RB 4 Zonas. 
 
      
Imagen GB 2 Zonas.                                       Imagen G 4 Zonas.                                        Imagen R 4 Zonas. 
 
 
Imagen B 4 Zonas. 
 
 
En este caso los resultados obtenidos tienen un índice de error demasiado grade que se 














3. Imagen  Ki67-2. 
 
Tamaño imagen (332x270) =  89640p 
Numero de células = 73 
Célula de referencia numero = 47 
 
   













% por  zona 
(oscuro – claro) 
 
RGB 305 73 98 34.25% 2 33%-67% 
RG 305 73 89 21.92% 2 30%-70% 
RB 305 73 99 35.62% 2 34%-66% 
GB 305 73 95 30.14% 2 32%-68% 
G 305 73 95 30.14% 2 32%-68% 
R 305 73 80 9.60% 2 27%-73% 
B 304 73 103 41.10% 2 35%-65% 
 
 
        
Imagen RGB 2 Zonas.                     Imagen RG 2 Zonas.                                      Imagen RB 2 Zonas. 
 
      
Imagen GB 2 Zonas.                                       Imagen G 2 Zonas.                                        Imagen R 2 Zonas. 
  













% por  zona 
(oscuro – claro) 
 
RGB 238 73 93 27.40% 3 25%- 14%-61% 
RG 238 73 100 36.99% 3 27%- 33%-40% 
RB 239 73 97 32.88% 3 26%- 14%-60% 
GB 241 73 87 19.18% 3 23%- 15%-62% 
G 238 73 95 30.14% 3 25%- 15%-60% 
R 236 73 81 11% 3 21%- 36%-43% 
B 239 73 103 41.1% 3 28%- 13%-59% 
 
 
     
      
Imagen RGB 3 Zonas.                     Imagen RG 3 Zonas.                                      Imagen RB 3 Zonas. 
 
      
Imagen GB 3 Zonas.                                       Imagen G 3 Zonas.                                        Imagen R 3 Zonas. 
 
 












% por  zona 








RG 160 73 101 38.36% 4 18%- 14%-36%-
32% 
RB 184 73 103 41.1% 4 21%- 12%-12%-
56% 
GB 147 73 122 67.12% 4 20%- 14%-26%-
40% 
G 200 73 98 34.25% 4 22%- 13%-32%-
33% 
R 163 73 93 27.4% 4 17%- 18%-41%-
24% 
B 209 73 95 30.14% 4 22%- 11%-10%-
57% 
 
      
Imagen RGB 4 Zonas.                     Imagen RG 4 Zonas.                                      Imagen RB 4 Zonas. 
 
       
Imagen GB 4 Zonas.                                       Imagen G 4 Zonas.                                        Imagen R 4 Zonas. 
 
 
Imagen B 4 Zonas. 
 
En esta imagen en dos zonas obtenemos el mejor resultado con un error del 9.60% en el 
vector R seguido después por el vector RG con un error del 21.92%  en las demás 
segmentaciones de mas zona estos resultados empeoran para mejorar los se podría 
intentar seleccionando una célula de referencia que represente mejor el tamaño medio 
de las células en la imagen. 
 
4. Imagen  Ki67-3. 
 
Tamaño imagen (640x480) =  307200p 
Numero de células = 49 
Célula de referencia numero = 18 
 
  















% por  zona 
(oscuro – claro) 
 
RGB 558 49 108 120.41% 2 20%- 80% 
RG 542 49 124 153.06% 2 22%- 78% 
RB 561 49 108 120.41% 2 20%- 80% 
GB 552 49 110 124.49% 2 20%- 80% 
G 554 49 113 130.61% 2 20%- 80% 
R 535 49 151 208.16% 2 26%- 74% 
B 580 49 106 116.33% 2 20%- 80% 
    
      
Imagen RGB 2 Zonas.                     Imagen RG 2 Zonas.                                      Imagen RB 2 Zonas. 
 
      
Imagen GB 2 Zonas.                                       Imagen G 2 Zonas.                                        Imagen R 2 Zonas. 
 
 













% por  zona 
(oscuro – claro) 
 
RGB 483 49 85 73.47% 3 13%- 22%-65% 
RG 478 49 81 65.31% 3 13%- 30%-57% 
RB 491 49 85 73.47% 3 14%- 21%-65% 
GB 481 49 83 69.39% 3 13%- 25%-62% 
G 482 49 87 77.55% 3 14%- 27%-59% 
R 468 49 78 59.18% 3 12%- 32%-56% 
B 493 49 83 69.39% 3 13%- 17%-70% 
 
 
     
      
Imagen RGB 3 Zonas.                     Imagen RG 3 Zonas.                                      Imagen RB 3 Zonas. 
 
      
Imagen GB 3 Zonas.                                       Imagen G 3 Zonas.                                        Imagen R 3 Zonas. 
 
 
Imagen B 3 Zonas. 
.      











% por  zona 








RG 424 49 65 32.65% 4 9%- 13%-27%-
51% 
RB 468 49 68 38.76% 4 10%- 12%-24%-
54% 
GB 451 49 65 32.65% 4 10%- 12%-26%-
52% 
G 421 49 75 53.06% 4 10%- 13%-27%-
50% 
R 422 49 58 18.37% 4 8%- 18%-28%-
46% 




   
Imagen RGB 4 Zonas.                     Imagen RG 4 Zonas.                                      Imagen RB 4 Zonas. 
 
      
Imagen GB 4 Zonas.                                       Imagen G 4 Zonas.                                        Imagen R 4 Zonas. 
 
 
Imagen B 4 Zonas. 
 
En este caso podemos ver que los índices de error son muy elevados pero tienen una 
pauta de ir disminuyendo al aumentar el número de zonas de segmentación es decir que 
es posible obtener unos resultados mas aproximados a la realidad si segmentamos la 





5. Imagen  Ki67-4. 
 
Tamaño imagen (623x598) =  372554p 
Numero de células = 128 
Célula de referencia numero = 81 
 
   












% por  zona 
(oscuro – claro) 
 
RGB 1762 128 138 7.81% 2 65%- 35% 
RG 1756 128 133 3.91% 2 63%- 37% 
RB 1751 128 140 9.38% 2 66%- 34% 
GB 1774 128 135 5.47% 2 64%- 36% 
G 1752 128 137 7.03% 2 64%- 36% 
R 1757 128 128 0% 2 60%- 40% 
B 1730 128 142 10.94% 2 66%- 34% 
 
         
Imagen RGB 2 Zonas.                     Imagen RG 2 Zonas.                                      Imagen RB 2 Zonas. 
 
       
Imagen GB 2 Zonas.                                       Imagen G 2 Zonas.                                        Imagen R 2 Zonas. 
 
 













% por  zona 
(oscuro – claro) 
 
RGB 1560 128 120 6.25% 3 50%- 21%-29% 
RG 1587 128 110 14.06% 3 47%-23 %-30% 
RB 1534 128 123 3.91% 3 51%- 20%-29% 
GB 1578 128 116 9.34% 3 49%- 21%-30% 
G 1591 128 118 7.81% 3 51%- 20%-29% 
R 1523 128 110 14.06% 3 45%- 25%-30% 
B 1392 128 139 8.59% 3 52%- 22%-26% 
 
    
Imagen RGB 3 Zonas.                     Imagen RG 3 Zonas.                                      Imagen RB 3 Zonas. 
 
      
Imagen GB 3 Zonas.                                       Imagen G 3 Zonas.                                        Imagen R 3 Zonas. 
 
 













% por  zona 








RG 1367 128 112 12.5% 4 41%- 22%-15%-
22% 
RB 1344 128 120 6.25% 4 43%- 21%-13%-
23% 
GB 1311 128 113 11.72% 4 40%- 22%-13%-
25% 
G 1405 128 111 13.28% 4 42%- 20%-13%-
25% 
R 1225 128 106 17.19% 4 35%- 25%-19%-
21% 
B 1044 128 152 18.75% 4 43%- 22%-15%-
20% 
 
      Imagen RGB 4 Zonas.                     Imagen RG 4 Zonas.                                      Imagen RB 4 Zonas. 
 
      
Imagen GB 4 Zonas.                                       Imagen G 4 Zonas.                                        Imagen R 4 Zonas. 
 
 




En los resultados obtenidos en esta imagen podemos ver que en la segmentación de dos 
zonas hay resultados buenos con errores del 0%  en el  vector R, 3.91% en RG, 5.47% 
























IV. Algoritmo K-Medias Genético 
 
 
Usaremos un algoritmo genético híbrido (GA) para encontrar un  conjunto de 
particiones óptimo a partir de unos datos dados. 
 
El algoritmo genético emplea en la agrupación, ya sea un operador de cruce costoso 
para generar descendientes directos validos o una función costosa de selección de 
cromosomas o ambos. Para reducir estos costes,  añadimos al algoritmo genético un 
operador basado en la gradiente clásica que nos permite seleccionar cromosomas de 
forma más eficiente disminuyendo de esta forma  los costes. Este operador usa partes 
del algoritmo K-Medias como un operador de búsqueda para sustituir el operador del  
cruce. Por esta razón, el nombre que recibe es “Algoritmo  K-Medias Genético” (GKA). 
 
También definimos un operador de mutación específico  basado en la distancia para la 
agrupación. Usando cadenas finitas y la teoría de Markov, se puede demostrar que el 
GKA converge al óptimo global. Se observa en simulaciones que GKA converge a los 
óptimos  conocidos, correspondientes a los datos que figuran. También se observa que 
las búsquedas GKA son más rápidas que otros algoritmos evolutivos utilizados 
(Clustering, algoritmos genéticos, optimización global, Algoritmo K-Medias y otros 
algoritmos sobre aprendizaje no supervisado). 
 
Los algoritmos evolutivos son algoritmos de optimización estocástica basados en el 
mecanismo de selección natural y la genética natural. Los algoritmos genéticos (AG) se 
han aplicado a muchos problemas para su optimización y han demostrado ser buenos en 
la búsqueda de soluciones óptimas y/o cercanas. Su robustez de  búsqueda en los 
espacios y  dominios grandes de carácter independiente se ha usado en diversas 
aplicaciones y  campos (reconocimiento de patrones, aprendizaje de máquinas, diseño 
VLSI, etc.). 
El análisis de agrupaciones organiza los datos  de forma que los patrones dentro de un 
grupo son más similares entre sí que los patrones que pertenecen a grupos diferentes. 
Por lo tanto, la organización de los datos busca las posibles diferencias entre el conjunto 
de patrones. En este caso, nos limitamos a la agrupación de un determinado conjunto de 
grupos que ala vez se corresponden con un conjunto de vectores de valor real, donde la  
diferencia o criterio de separación entre dos vectores es la distancia Euclídea entre ellos. 
Uno de los problemas importantes en la agrupación de los datos es encontrar una 
división adecuada, en  un número determinado de grupos, que minimice el Error 
Cuadrático. En general, los algoritmos de agrupación son iterativos  y por lo general 
convergen a un mínimo local. 
El más simple y más popular entre los algoritmos de agrupación iterativos y de escalada 
es el algoritmo K-medias (KMA), este algoritmo puede converger a una solución 
subóptima. 
Los enfoques estocásticos utilizados en la agrupación para evitar la convergencia a una 
solución subobtima o local. Están  basados en algoritmos genéticos, estrategias de 
evolución y de programación evolutiva. 
Por lo general, estos enfoques estocásticos requieren  una gran cantidad de tiempo para 
converger en una solución globalmente óptima. En este caso, proponemos un 
algoritmo basado en la genética, que converge al óptimo global con una  probabilidad 
uno y un rendimiento bastante competitivo respecto  otros algoritmos. 
Los algoritmos genéticos (GA) trabajan con parámetros propios, denominados 
soluciones codificadas o cromosomas y una función objetivo que asigna a cada 
cromosoma un valor  para el operador de selección.  A partir de estos cromosomas se 
generan soluciones llamadas  poblaciones de un número fijo. Una solución consiste en 
una cadena de símbolos. Dichas soluciones evolucionan  a lo largo de generaciones, 
durante cada generación, se producen nuevas poblaciones a partir de la  población actual 
y  la aplicación de los operadores genéticos sobre esta es decir, la selección natural, 
cruzado, y la mutación. A cada población se asocia un valor de aptitud dependiendo del 
valor de la función a optimizar. 
El operador de la selección escoge una solución de la población actual con una 
probabilidad proporcional a su valor de aptitud para generar a partir de ella otras 
poblaciones. El operador de cruce funciona con dos cadenas de solución y da como 
resultado otras dos poblaciones. Se basa en el intercambio de partes de cromosomas a 
través de un punto de cruce con una probabilidad determinada simulando de esta forma 
la  genética biológica, sin embargo en nuestro caso para poder disminuir el coste de este 
operador lo hemos sustituido por el operador K-Medias . 
El operador de la mutación cambia cada posición de una cadena con una probabilidad, 
llamada probabilidad de mutación. Recientemente, se ha demostrado que el uso de la 
mutación en el algoritmo geneático permite descubrir una solución  de forma más rápida 
que converge al óptimo global. 
Los operadores genéticos deben producir soluciones válidas con respecto al problema 
con el fin de utilizar eficientemente al algoritmo genético en diversas aplicaciones, sin 
embargo la especialización  del algoritmo genético a los problemas objeto la 
conseguimos por hibridación con los enfoques tradicionales de descenso de gradiente. 
Se ha escogido el algoritmo K-Medias para la hibridación ya que es 
computacionalmente viable, además de ser sencillo. Usamos el operador K-Medias, 
como un paso  en el algoritmo K-Medias Genético en lugar del operador de cruce 
utilizado convencionalmente en el Algoritmo Genético. 
También definimos un operador de mutación parcial específico para la agrupación, 
basado en la distancia. Por lo tanto, el algoritmo K-Medias Genético combina la 
simplicidad del algoritmo K- Medias y la robustez del Algoritmo Genético. 
El principal objetivo del algoritmo K-Medias Genético es dividir un conjunto de datos  
n, donde cada dato es un vector de dimensión d, en k grupos tal que esta división 
minimiza el Error Cuadrático (SE), que se define de la siguiente manera. 
 
(1) 
Donde en la función anterior: 
 K es el número de particiones. 
   n es el número de datos o longitud del vector de datos. 
 d  es  la dimensión del vector de cada dato. 
 xij es cada dato 
  
Donde wij se define como:  
(2) 
Además debe cumplir lo siguiente: 
(3) 
Es decir que cada dato debe pertenecer obligatoriamente a alguna partición. 
 






El objetivo es encontrar una matriz de pertenecía W = [wik], que minimiza S (W). 
 
El algoritmo K-Medias  que es iterativo es el algoritmo más usado para encontrar una 
partición que minimiza el Error Cuadrático (SE). Hay muchas variaciones pero 
explicaremos a continuación una de sus variantes simples que se utilizarán en el 
desarrollo de Algoritmo K-Medias Genético. 
Comienza con una configuración aleatoria de centros de los k grupos. En cada iteración, 
cada dato es asignado al grupo cuyo centro es el centro más cercano 
al dato de entre todos los centros. Los centros en la siguiente iteración son actualizados 
con la media los datos que pertenecen a cada  grupo correspondiente. El algoritmo 
termina cuando no hay cambio de destino de cualquier dato de un grupo a otro o el 
Error Cuadrático deja de disminuir de manera significativa después de una iteración. 
Uno de los principales problemas con este algoritmo es que es sensible a la selección de 
centroides  iniciales  y puede converger a un mínimo local del Error Cuadrático si los 
centroides iniciales  no están bien elegidos. 
 
Al igual que en el Algoritmo Genético, Algoritmo K-Medias Genético mantiene una 
población de soluciones codificadas. La población se inicializa aleatoriamente y la 
solución se desarrolla a través de generaciones; la población en la próxima generación 
se obtiene mediante la aplicación de operadores genéticos sobre la población actual. La 
evolución se lleva a cabo hasta que se llegue a una condición de parada. Los operadores 
genéticos que se utilizan en el Algoritmo K-Medias Genético son la selección, la 
mutación y al operador K-Medias.  
 
1) Codificación: Consideremos el espacio de búsqueda como todas las matrices W 
que satisfacen  a la condición (3), es decir que cada dato pertenece obligatoriamente a 
algún grupo. Una forma simple para la codificación de una cadena W, SW, es 
considerar un cromosoma de longitud n donde n también es la longitud de los datos y 
que cada alelo en el cromosoma toma los valores de {1, 2,…, k}. En este caso, cada 
alelo se corresponde con un dato y su valor representa el número de grupo al que 
pertenece el dato correspondiente. Esto es posible porque por la condición (2) para todo 
i debe haber un wik = 1 para un solo k, de este modo las codificaciones de las 
poblaciones se mantienen validas. 
 
2) Inicialización: La población inicial P (0) se selecciona de forma aleatoria. Cada alelo 
en la población se puede inicializar a un grupo, número seleccionado al azar de la 
distribución uniforme en {1, 2,…, k}. En este caso, podemos acabar con las cadenas 
ilegales, que representan una población en la que algunos grupos están vacíos, con 
cierta probabilidad no nula. Esto se evita mediante la asignación de p, el mayor número 
entero que es menor que n / K. 
 
3) Selección: El operador  de selección escoge  al azar un cromosoma de la población 




Donde F(si) representa un valor de clasificación de la cadena si de la población. Las 
soluciones en la población actual se evalúan en función de su valor de clasificación para 
la siguiente población. Esto requiere que cada solución de una población se asocie con  
un valor de calificación. En el contexto actual, el valor de aptitud de una cadena de 
solución sW depende totalmente de la variación del error cuadrático (S (W)). Dado que 
el objetivo es minimizar este error cuadrático(S (W)), una cadena de solución con un 
error cuadrático  relativamente pequeño debe tener un valor relativamente alto de 
clasificación o aptitud. Hay muchas formas  de definir una función de clasificación. 
Usamos el mecanismo de truncamiento para este fin. Sea ƒ (SW) =-S (W), g (SW) = 
ƒ (SW) - (f–c*σ), donde f y σ  denotan el valor medio y desviación estándar de ƒ (SW) 
en la población actual, c es constante entre 1 y 3. 





4) Mutación: La mutación cambia el  valor de un alelo en función de la distancia de los 
centroides desde el punto de datos correspondiente. Cabe recordar que cada alelo se 
corresponde con un punto de datos y su valor representa el grupo al que pertenece el 
dato. El operador se define de tal manera que la probabilidad de cambiar un valor de un 
alelo  es mayor si el centro del grupo correspondiente está más cerca del dato. 
Para aplicar el operador de mutación al alelo  sW (i), correspondiente al dato xi, 
teniendo dj = d (xi, cj) como la distancia Euclidiana entre xi y cj  se sustituye con un 
valor elegido al azar de la siguiente distribución: 
(7) 
 
Donde cm es una constante > 1 y dmáx = maxj {dj}, para que  pj sea distinto de cero para 
todos los j  y el  Algoritmo K-Medias Genético converja. 
Una forma rápida de detectar la formación de grupos vacíos es comprobar si la distancia 
entre cada xi perteneciente a los datos al centro de grupo csw (i) es mayor que cero. 
 
5) El Operador K-Medias se usa para potenciar la eficiencia del algoritmo genético ya 
que los operadores de selección y de mutación pueden tomar más tiempo para 
converger, como consecuencia de que las asignaciones iniciales son arbitrarias y los 
cambios posteriores de las asignaciones son probabilísticas. Por otra parte, la 
probabilidad de mutación debe tener un valor bajo pm  para evitar un comportamiento 
oscilante del algoritmo.  
El operador K-Medias tiene los siguientes dos pasos: 
1) Calcular los centros de cada  grupo con (4) de la matriz dada W; 
2)  reasignar cada dato al grupo al que más cercano esta en relación con los 
centroides y por lo tanto formar Ŵ. 
 
 
La desventaja que tiene por la simplicidad de este operador es que la cadena SŴ 
resultante puede representar una partición con las agrupaciones, vacías, es decir, puede 

















//devuelve una matriz de pertenencia que es la solución optima y los centroides  





     Iniciamos variables 
     for x=1:nDatos //longitud datos 
      Iniciamos cada valor de la matriz de  
 pertenencia aleatoriamente en el rango [1,k] 
     end;     
     geno=maxgeneraciones; 
     Asignamos a la solución óptima la población inicial 
     gensol=geno; 
 
     while (geno>0) 
         poblacionselc=Seleccion(poblacionfinalista,k,Datos); 
          
   for i=1:tamaño población  //debe ser [longitud  
datos,2* longitud datos]  
poblacion(i)=Mutacion(poblacionselc,mutprob,k,Datos); 
         end; 
   for i=1: tamaño población                     
                Obtenemos el error cuadrático de cada población SE 
                Obtenemos el error cuadrático de la población optima 
    actuial  SEact 
         if SEact>SE 
   Asignamos a la solución optima la población con el 
      error cuadrático menor 
                     gensol=geno; // variable que usamos como  
//condición de parada para disminuir el tiempo de computo 
         end; 
             
         if gensol-geno>4 
Calculamos los centroides de la solución óptima 
            Paramos 
            end;     
         geno=geno-1 
     end;     














El pseudo-código del algoritmo K-Medias Genético  
 
//devuelve una matriz de pertenenecia con algunos valores cambiados 
//con una probabilidad de mutación mutprob 
 
function[poblacion]=Mutacion(poblacion,mutprob,k,Datos) 
iniciamos las variables iniciales 
for x=1:tamaño datos 
           if (rand()<mutprob) 
  Calculamos los centorides de la población de entrada 
            Calculamos las distancias a cada centroide  
                     
                     if Distancias(x)>0  
    Calculamos la distribución de sustitucion 
                        Sustituimos  en la posición x de la poblacion  
    Por un valor a la azar [1,k] 
                     end;      
           end;   




































0. Imagen de prueba. 
 
Tamaño imagen (298x159) = 47382p 
Numero de células = 7  
Célula de referencia numero = 4 
Numero de generaciones = 10 
Tamaño de la población por generación = 47382 
Tiempo de procesamiento =  5 días 9 horas 19 minutos 40 segundos    
 















% por  zona 
(oscuro – claro) 
 




En este caso el resultado obtenido  tiene un índice de error del 28.57%  igual al que se 
ha obtenido con el algoritmo K-medias esto puede ser debido a que el k medias puede 
que haya dado con la solución optima o una solución suboptima.  El alto índice de error 
se puede deber a que la célula de referencia tiene un tamaño inadecuado es decir que la 
célula de referencia tiene un  tamaño mucho más pequeño que el resto. Sin embargo en 
todo caso podemos asegurar que el resultado es el optimo ya que ha sido realizado con 
el algoritmo K-Medias genético que da un resultado optimo con una probabilidad  1. 
Sin embargo el inconveniente fundamental del algoritmo K-Medias Genético es el 
tiempo de procesamiento  ya que es muy elevado por ejemplo en este caso es de 5 días y 
10 horas aproximadamente mientras que el algoritmo K-Medias proporciona una 


















Se han realizado pruebas sobre seis imágenes diferentes en color que se han 
representando con el modelo HSV y RGB. En las imágenes escogidas se ha intentado 
representar diferentes situaciones, es decir imágenes con diferente calidad de imagen, 
imágenes de células marcadas con la proteína Ki-67 y otras que no están marcadas, 
imágenes de diferentes tamaños, imágenes con objetos extraños, etc.    
 
Algunas de las conclusiones que podemos obtener a partir de los datos obtenidos tras 
analizar las seis imágenes son las siguientes, el algoritmo K-Medias es un algoritmo 
simple y proporciona soluciones bastante buenas es decir soluciones suboptiamas. Sin 
embargo al tener una iniciación aleatoria la solución puede converger a una solución 
óptima local. Para evitar esto se puede usar el algoritmo K-Medias Genético que es más 
complejo y que proporciona una solución optima global con una probabilidad 1. 
Aunque su inconveniente fundamental en este caso es el tiempo de cómputo ya que al 
tratarse del tratamiento de imágenes utilizamos matrices de grandes dimensiones de 
manera que las poblaciones necesarias para obtener soluciones óptimas son muy 
grandes y para tratarlas se requiere muchísimo tiempo y memoria. 
En el   caso de nuestra prueba realizada sobre una de las imágenes de menor tamaño,  el 
tiempo necesario para el análisis ha sido de 5 días y 10 horas aproximadamente mientras 
que el algoritmo K-Medias proporciona una solución en unos pocos minutos. 
 
Ambos algoritmos nos permiten obtener imágenes segmentadas de células marcadas 
con la proteína Ki-67  de manera que permiten realizar recuentos de poblaciones 
celulares con el objetivo de evitar hacer este trabajo manualmente, de forma que se 
puede agilizar el análisis celular de diferentes poblaciones y su desarrollo y progreso. 
 
Uno de inconvenientes mas importantes para obtener una estimación cercana  al numero 
real de células en la imagen es que depende del tamaño de la célula de referencia que se 
escoja  de manera que si es selecciona inadecuadamente  puede provocar resultados con 
alto índice de error, una forma de  evitar esto es escoger varias células de referencia y 
utilizar el tamaño medio que tienen para el calculo. Otro inconveniente es que si la 
imagen que se va estudiar tiene muchos objetos extraños, es decir interferencias, células 
que no están marcadas con la proteína Ki-67, etc. provocaría soluciones también con un 
índice alto de error. Para evitar esto se podía intentar realizar un tratamiento previo de la 
imagen como por ejemplo diferentes filtros con el fin de mejorar la calidad e intentar 
eliminar los objetos extraños.  
 
 En general de los resultados obtenidos tras el análisis de las imágenes se puede concluir 
que si se selecciona una célula de referencia adecuada y un número de zonas de 
selección determinado se pueden obtener resultados muy prometedores  prácticamente 
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