Abstract. The aim of this paper is to find a broad family of means defined on a subinterval of I ⊂ [0, +∞) such that ∞ n=1 M(a 1 , . . . , a n ) < +∞ for all a ∈ ℓ 1 (I).
Introduction
A mean M on an interval I ⊂ [0, +∞) (that is a function M :
n → I satisfying min(a) ≤ M(a) ≤ max(a) for every admissible vector a) is said to be a Hardy mean if there exists a finite constant C such that
a n for all a ∈ ℓ 1 (I), where M n k=1 (a k ) stands for M(a 1 , . . . , a n ). The smallest extended real number C satisfying the inequality above is called a Hardy constant of M and denoted by H(M).
These definitions were introduced recently by Páles-Persson [20] and Páles-Pasteczka [18] , respectively. In fact they are closely related as a mean is Hardy if and only if its Hardy constant is finite.
On the other hand there are a number of earlier result which can be expressed in terms of Hardy mean and Hardy constant. These properties were studied for power means P α in a series of papers [2, 6, 7, 10] . Their result (in a unified form) can be expressed as
(1 − α) −1/α α ∈ (−∞, 0) ∪ (0, 1), e α = 0, +∞ α ∈ [1, ∞). More about the history of the developments related to Hardy-type inequalities is sketched in surveys by Pečarić-Stolarsky [17] , Duncan-McGregor [4] , and in a book of Kufner-Maligranda-Persson [9] . Further examples of Hardy means (with known Hardy constant) were given recently by Pasteczka [16] and Páles-Pasteczka [18, 19] . Some negative results were obtained in [15] (see Proposition 1 below).
Let us emphasize that Hardy property of a mean M on I can be expressed in terms of M-averaging operator defined by
Indeed, a mean M is a Hardy mean if and only if M-averaging operator is a bounded operator from ℓ 1 (I) to itself. In fact its norm equals H(M). Motivated by these preliminaries we will be dealing with a more general definition. Namely, we call a mean M on I to be a weak-Hardy mean if
Equivalently, the M-averaging operator is a selfmap of ℓ 1 (I) (with no boundedness assumption).
Remark 1.1. Let us observe that M-averaging operator is a selfmapping of ℓ 1 (I) if and only if the conjugated operator
is a selfmapping of ℓ p (I 1/p ); p ∈ (1, +∞). In this way the consideration in the present paper can be easily generalized to ℓ p spaces.
Obviously, each Hardy mean is a weak-Hardy mean, but in general the converse implication is not valid. In this manner we are interested in families of means where all weak-Hardy means are Hardy one. For example it is easy to verify that it is the case for power means. We prove this property for Gini means (section 3.2). On the other hand we show that it is not the case for quasi-arithmetic means (section 3.1). In general this problem remains open (compare with Remark 3.2).
We conclude this paper with some results in a family of quasi-arithmetic means. In particular we prove that in this case weak-Hardy property is determined by values of mean in a neighbourhood of zero.
1.1. Basic properties of means. Based on [18] , let us recall some notions. We say that M is symmetric and (strictly) increasing if for all n ∈ N the n-variable restriction M | I n is symmetric and (strictly) increasing in each of its variables, respectively. If I = R + , we can analogously define the notion of homogeneity of M. Monotonicity of mean is associated with its increasingness. Finally, the mean M is called repetition invariant if for all n, m ∈ N and (a 1 , . . . , a n ) ∈ I n the following identity is satisfied
, . . . , a n , . . . , a n m-times ) = M(a 1 , . . . , a n ).
Necessary conditions for weak-Hardy property
In this section we deliver some necessary condition for the mean to be weakHardy. First, we go back to the paper [15] , where such a result was obtained for Hardy property.
Proposition 1 ( [15] , Theorem 1.1). Let I ⊂ R + be an interval, inf I = 0. Let M be a mean defined on I and (a n ) ∞ n=1 be a sequence of numbers in I satisfying
Our aim is to establish an analogue of this result for weak-Hardy property. Nevertheless, we need to introduce some technical notation first.
We say that a sequence (a n ) of positive numbers is nearly increasing if there exists ε > 0 such that for every m, n ∈ N with m ≤ n we have εa m ≤ a n . Notice that nearly increasing sequences inherit some properties which are characteristic for monotone sequences. For example is easy to verify that every such sequence is either divergent or bounded (in fact lim inf a n ≥ ε sup a n ). On the other hand, bounded sequence is nearly increasing if and only if it is separated from zero. Therefore, this definition is meaningful mostly for divergent sequences.
Having this already introduced our main result reads as follows Theorem 1. Let M be a homogeneous and monotone mean defined on R + . If there exists a sequence (a n ) of positive numbers such that
is nearly increasing and divergent, (3)
−s is finite for some s ∈ R + , then M is not a weak-Hardy mean.
(a k ) and ε > 0 be the parameter which appears in the definition of nearly increasingness in the second assumption. We can rewrite (3) in a compact form
Then, as M is homogeneous, monotone and (b n ) is nearly increasing, we have
We prove this theorem by induction with respect to s (or, more precisely, with respect to ⌈s⌉ ). For s ∈ (0, 1], by ∞ n=1 a n = +∞; lim n→∞ b n = +∞, and (2.2) we get
By property (2.1) we obtain that M is not a weak-Hardy mean.
For s > 1 we obtain that either the sum on the most right hand side of (2.2) is infinite and, consequently, M does not admit weak-Hardy property or
which is exactly the third condition with s replaced by s−1. By inductive assumption M is not a weak-Hardy mean in this case too.
In the special case a n = is nearly increasing, and there exist C, D ∈ R + and n 0 ∈ N such that
then M is not a weak-Hardy mean. . We prove that d m ≤ 2d n for all m ≤ n. The proof is divided into two parts
Then we can use simple induction to obtain the final assertion.
As the first inequality for p = q is trivial, fix p ∈ N and q ∈ {p + 1, . . . , 2p − 1}. Consider two sequences of length pq:
. Similarly for k > p, by ⌈k/p⌉ ≤ 2k/p, we get
Consequently b k ≤ 2a k for all k ∈ {1, . . . , pq}. Thus, by monotonicty, homogeneity, and repetition invariance of M, we get
which is (i). The second inequality is significantly simpler. Indeed, for every p ∈ N we simply obtain
At the moment define s ∈ N ∪{0} and θ ∈ [1, 2) such that n = 2 s θm. Then, applying (ii) iteratively and then (i), we obtain
what was to be proved.
Binding this result with Corollary 1, we obtain Corollary 2. Let M be a homogeneous, monotone, and repetition invariant mean. If there exist C, D ∈ R + and n 0 ∈ N such that condition (2.3) is valid, then M is not a weak-Hardy mean.
Applications
In the subsequent sections we discuss a weak-Hardy property among several families of means.
3.1. Quasi-arithmetic means. Quasi-arithmetic means were introduced in series of several simultaneous papers [3, 7, 8, 14 ] in 1920-s/30-s as a generalization of already mentioned family of power means. For a continuous and strictly monotone function f : I → R (hereafter I is an interval and CM(I) stands for a family of all continuous and monotone functions of I) and a vector a = (a 1 , a 2 , . . . , a n ) ∈ I n , n ∈ N we define
For a subinterval J ⊂ I we denote by
Hardy property for this family was characterized by Mulholland [13] shortly after its formal definition. He proved that A
[f ] is a Hardy mean if and only if there exist α < 1, and C > 0 such that
n . Now we turn into weak-Hardy property. First, let us present a result which provides localizability of weak-Hardy property for quasi-arithmetic means. Second, let us establish much stronger result under a bit different assumptions. 
for all a ∈ ℓ 1 (I).
Proofs of these theorems are postponed until section 4.1 and 4.2, respectively. In fact our conjecture is that weak-Hardy property of quasi-arithmetic mean is equivalent to the fact that its restriction to some interval (0, ε) (for ε ∈ I ) is a Hardy mean. It is worth mentioning that this property does not depend on a choice of ε. More precisely we have the following result. Proof. If s ≤ ε the statement is trivial. From now on assume that s > ε. By Theorem 3 we know that there exists a constant C := c f (s) such that
for all a ∈ ℓ 1 (I) with a ∞ = s.
For v ∞ ∈ (ε, s], let us add the artificial element v 0 = s. Then, as v 0 ≥ v i for all i ∈ N we get
This yields that A [f ] restricted to (0, s) is a Hardy mean with a Hardy constant majorized by
Thus the proof is ended.
Let us conclude this section with a simple example that in a family of quasiarithmetic means not every weak-Hardy mean is a Hardy mean.
Example. Let f : (0, +∞) → R be given by
Obviously, as A
[f ] restricted to (0, 1] is a geometric mean (P 0 ), we get, by Theorem 3, that A
[f ] is a weak-Hardy mean. We prove that it is not a Hardy mean. Indeed, fix N ∈ N arbitrarily and define a n := N 2 /n 2 . Then we have
On the other hand for all n ≤ N we have a n ≥ 1 and, as A [f ] restricted to [1, ∞) coincide with arithmetic mean, we obtain
Thus, using the well known estimation of harmonic sequence we get
If we now combine (3.1) and (3.2) we obtain
, which simplifies to
is not a Hardy mean.
Gini means. Another generalization of Power Means was proposed in 1938 by
Gini (cf. [5] ). Gini means is a two-parameters family defined of R + by the equality (p, q ∈ R)
For q = 0 one easily identifies here the p-th power mean. It is known that G p,q = G q,p and Gini means are nondecreasing with respect to p and q (cf. e.g. [1, p. 249]). Furthermore it was proved [15, 20] that G p,q is a Hardy mean ⇐⇒ min(p, q) ≤ 0 and max(p, q) < 1.
We prove that weak-Hardy and Hardy property coincide for Gini means that is Proposition 3. Gini mean is a weak-Hardy mean if and only if it is a Hardy mean.
Proof. First, it was proved [15] that for all q < 0 a mean G 1,q satisfies inequality (2.3). Furthermore, by the results of Losonczi [11, 12] , G p,q is monotone if and only if pq ≤ 0. As both homogeneity and repetition invariance are easy to check therefore, by Corollary 2, we obtain that G 1,q is a weak-Hardy mean for no q < 0.
Consequently, as for every p ≤ p ′ and q ≤ q ′ we have G p,q ≤ G p ′ ,q ′ we have that G p,q is not a weak-Hardy mean whenever max(p, q) ≥ 1. In other words,
G p,q is a weak-Hardy mean =⇒ max(p, q) < 1.
At the moment suppose that p, q ∈ (0, 1), p = q. For a n := 2 1−n we have
This shows that G p,q is not a weak-Hardy mean for (p, q) ∈ (0, 1) 2 , p = q. Moreover, for p ∈ (0, 1), easy-to-check inequality G p,p ≥ G p,p/2 implies that G p,p in not a weakHardy mean too. These facts jointly with (3.3) yield G p,q is weak-Hardy =⇒ min(p, q) ≤ 0 and max(p, q) < 1 =⇒ G p,q is Hardy.
As the converse implication is trivial, the proof is complete. 
Proofs of Theorem 2 and Theorem 3
At the very beginning of this section let us underline that Theorem 2 and Theorem 3 are closely related, however none of them is a consequence of the second one. In fact Theorem 3 provides stronger statement under a more restrictive assumptions. This motivates us to bind two proofs together in a rather unconventional way.
In the first subsection we provide the proof of Theorem 2. Later, we will prove Theorem 3. However, as this theorem has a stronger assumptions, all intermediate steps and notations which will be made in section 4.1 remain valid in section 4.2. Consequently, we may refer to them as it would be an immanent part of the proof.
4.1. Proof of Theorem 2. Take a ∈ ℓ 1 (I) arbitrarily. If we define f (0) := lim x→0 + f (x) ∈ [−∞, +∞], then, applying Cesaro limit principle, and continuouity of f −1 on f (I ∪ {0}), we obtain, as a n → 0,
. . , a n ).
Therefore let n 0 ∈ N be the smallest natural number such that
. . , a n ) ≤ ε and a n ≤ ε for all n ≥ n 0 .
Define the sequence (b n ) ∞ n=1 by (4.1) b n := ε for n ≤ n 0 , a n for n > n 0 .
Moreover, as A [f ] is associative and monotone we obtain ) is a Hardy mean, we get that there exists α < 1, and C > 0 such that
Therefore we can put c f (x) := C · H(P α ) for x ≤ ε. From now on we assume that a ∞ > ε.
Following the idea of [18, Proposition 3.2], we may assume that the sequence (a n ) is nonincreasing i.e. a ∞ = a 1 . Furthermore a n ≤ 1 n a 1 . Then n 0 is the smallest natural number such that
Indeed, as (a n ) is nonincreasing, a 1 > ε, and quasi-artihmetic mean is strict, we obtain a n < A [f ] (a 1 , . . . , a n ) ≤ ε for all n ≥ n 0 . On the other hand, by b ∞ = ε, we get
As P α is a Hardy mean, we obtain (in the spirit of Mulholland [13] ) (4.5)
Binding this with (4.4), we obtain (4.6)
We now estimate n 0 . Obviously, as (a n ) is nonincreasing, we have a k ≤ a 1 /k for all k ∈ N. Thus
Now let u(s, t) (s ≥ t ≥ ε) be the smallest natural number such that u(s,t)
We have
, a ∞ ≤ ε for n ≥ u( a 1 , a ∞ ).
Thus n 0 ≤ u( a 1 , a ∞ ). Define a weighted quasi-arithmetic mean of two variables a 2 ) , (w 1 , w 2 ) := f −1 w 1 f (a 1 ) + w 2 f (a 2 ) w 1 + w 2 .
Let K : I ∩ (ε, +∞) → (0, +∞) be a unique function such that Thus, as u in nondecreasing with respect to both variables, there exists a function Φ : (ε, +∞) → R such that u(s, t) ≤ Φ(t) · s for all s ≥ t ≥ ε.
In particular n 0 ≤ u( a 1 , a ∞ ) ≤ Φ( a ∞ ) · a 1 . Combining this inequality with (4.6) and (4.2), we obtain
(a k ) ≤ n 0 a ∞ + C · H(P α )(εn 0 + a 1 )
In order to conclude the proof we take
