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Abstract 
The onset, withdrawal and quantity of rainfall greatly influence the agricultural yield, econ-
omy, water resources, power generation and ecosystem. Time series modelling has been 
extensively used in stochastic hydrology for predicting various hydrological processes. 
The principles of stochastic processes have been increasingly and successfully applied in 
the past three decades to model many of the hydrological processes which are stochastic 
in nature. Time lagged models extract maximum possible information from the available 
record for forecasting. Artificial neural network has been found to be effective in modelling 
hydrological processes which are stochastic in nature. The ARIMA model was used to 
simulate and forecast rainfall using its linear approach and the performance of the model 
was compared with ANN. The computational approach of ANN is inspired from nervous 
system of living beings and the neurons possess the parallel distribution processing na-
ture. ANN has proven to be a reliable tool for modelling compared to conventional meth-
ods like ARIMA and therefore ANN has been used in this study to estimate rainfall. In this 
study, rainfall estimation of Junagadh has been attempted using monthly rainfall training 
data of 32 years (1980-2011) and testing data of 5 years (2012-2016). A number of ANN 
model structures were tested, and the appropriate ANN model was selected based on its 
performance measures like root mean square error and correlation coefficient. The corre-
lation coefficient Seasonal ARIMA (1,0,0)(3,1,1)12 and ANN back-propagation model (5-
12-1) on the testing data was found to be 0.75 and 0.79 respectively. Seasonal ARIMA 
(1,0,0)(3,1,1)12 and ANN back-propagation model (5-12-1) were used for forecasting 
rainfall of 5 years (2017-2021). 
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Rainfall forecasting is an important issue for coun-
tries whose economies mainly depend on agricul-
ture. Numerous efforts have been devoted to de-
veloping and improving the existing time series 
weather forecasting models by using different 
techniques. The role of statistical methodology for 
predicting the weather parameters is important for 
their precise estimates. Since decades, many 
efforts have been made by researchers to identify 
the appropriate and reliable weather forecasting 
models. The prediction of rainfall is a challenging 
task and it is highly useful to the sector of agricul-
ture (Nayak et al., 2013).  
In this study, ARIMA and ANN have been used to 
forecast rainfall. ARIMA is a conventional linear 
statistical model and due to its simplicity in its im-
plementation, it has remained popular for time 
series modelling of rainfall. On the other hand, 
ANN is a self adaptive technique which has the 
ability to deal with nonlinear functions and approx-
imate them. Basically, ANN is a method similar to 
the neurological system of humans consisting of 
neurons which are the basic computing elements 
and theses neurons are interconnected to form a 
network (Rummelhart & McClelland 1996). Time 
series modelling is a process of forecasting using 
the past data. French et al. (1992) noted that the 
complex nature of atmospheric processes made 
rainfall modelling and forecasting a very difficult 
task. Time series models may be univariate or 
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multivariate. In this study, univariate models have 
been used. In univariate models, there is a single 
time series whose lags are utilized for modelling. 
Time series analysis involves procedures for fit-
ting a given time series to an appropriate model 
by understanding the inherent characteristics of 
the time series. Such models fitted to the time 
series are useful for simulating the time series and 
hence forecasting.  
Somvanshi et al. (2006) evaluated the prediction 
efficiency of ARIMA model and ANN model for 
Hyderabad by utilizing 104 years of annual data 
from year 1901 to 2003. The ARIMA model used 
93 years as training data and the performance of 
the model was evaluated on testing data of 10 
years. ARIMA (4,0,0) was identified as the appro-
priate ARIMA model for rainfall forecasting and its 
appropriate coefficients were derived. The root 
mean square errors and coefficients of determina-
tion was found to be 262.57 and 0.9402 respec-
tively for the identified ARIMA model and 145.14 
and 0.9695 respectively for ANN model. Kaushik 
and Singh (2008) formulated a seasonal ARIMA 
model analysing 12 years (1995-2006) of monthly 
rainfall data of Mirzapur, Uttar Pradesh and pre-
dicted monthly rainfall of next 5 years (2007-2011) 
using Box Jenkins methodology. The results indi-
cated that the seasonal ARIMA model provided 
reliable and satisfactory predictions for rainfall on 
a monthly scale. The seasonal ARIMA (3,0,2) 
(2,0,1)12 was found to be the suitable model with 
coefficient of determination of 0.72 and root mean 
square error of 62.40.  
Chattopadhyay and Chattopadhyay (2010) devel-
oped a univariate model to forecast the summer 
monsoon (June–August) rainfall over India based 
on the data pertaining to the period 1871–1999. 
After randomness and non-stationarity within the 
time series were observed, the autoregressive 
integrated moving average (ARIMA) models were 
used and the ARIMA (0,1,1) was identified as a 
suitable representative model producing minimum 
Akaike Information Criterion (AIC) of 1228.99. 
Abdul (2013) predicted monthly rainfall in Kirkuk, 
Iraq using ANN, ARIMA and MLR. The ANN, ARI-
MA and MLR approaches were applied to the data 
to derive the weights and the regression coeffi-
cients respectively. The performances of the mod-
els were evaluated by using remaining (13 years) 
of data. By comparing R2 values (0.91, 0.85, and 
0.823) of the models, the study revealed that ANN 
model can be used as an appropriate forecasting 
tool to predict the monthly rainfall, which is prefer-
able over the ARIMA model and MLR model.  
Farajzadeh et al. (2014) adopted ARIMA model 
for monthly rainfall forecast of 6 years (2006-
2011) for Urmia Lake basin located in Iran by uti-
lizing 27 years of monthly rainfall training data. 
ARIMA (2,0,2)(4,1,2)12 was identified as the opti-
mum model with correlation coefficient of 0.654 
and root mean square error of 21.4. Bari et al. 
(2015) built a seasonal ARIMA model using Box 
and Jenkins method to forecast long term rainfall 
in Sylhet using rainfall data from the year 1980 to 
2010. Rainfall data from the year 1980 to 2006 
were used to develop the model while data from 
year 2007 to 2010 were used to verify the predic-
tion precision. Validity of the model was tested 
using standard graphical explanation of residuals 
given by Box and Jenkins. As a second step of 
validation, forecasted values of monthly rainfall 
were checked using actual data series. After com-
pletion of necessary checking and forecast obser-
vation, the ARIMA(0, 0, 1) (1,1, 1)12 was found to 
be the most effective to predict future precipitation 
with a 95% confidence interval. The objective of 
the study was to identify optimum ARIMA model 
and ANN model structure for forecasting rainfall of 
Junagadh based on the training data of 32 years 
monthly rainfall.  
MATERIALS AND METHODS 
The present study was based on a time series 
rainfall data observed at Junagadh located in Gu-
jarat State of India. Geographically Junagadh is 
situated at 21031’ N latitude and 70028’ E longi-
tudes with an elevation of 82.8 m above M.S.L. It 
records annual rainfall of 800 mm. Highest rainfall 
(2800 mm) in a calendar year was recorded back 
in 1983. July month has the highest average 
monthly rainfall of 341.82 mm. September has the 
lowest average monthly rainfall of 161.35 mm fol-
lowed by the June and August with the average 
monthly rainfall of 167.35 mm and 192.63 mm 
respectively. The highest average rainfall of 31.72 
mm in the non-seasonal months was observed in 
October followed by rainfall of 9.72mm and 6.53 
mm in May and November respectively.   
The detailed methodology of the models namely 
ARIMA and ANN is given in this section. The rain-
fall monthly data were obtained from Agro-
meteorological department located in Junagadh 
Agricultural University. In this study, rainfall esti-
mation of Junagadh has been attempted using 
monthly climatic training data of 32 years (1980-
2011) and testing data of 5 years (2012-2016). 
The selected models were used for forecasting 
rainfall of 5 years (2017-2021). The distribution of 
the monthly rainfall data in training, testing and 
forecasting periods is given in Table 1.   
Autoregressive moving average model 
(ARIMA) model: An ARIMA model predicted val-
ues in the monthly rainfall time series as a linear 
combination of its own past values and past  
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Table 1. Training and testing period used for models. 









errors. The first component was the autoregres-
sive (AR) term, the second component was the 
integration (I) term which was responsible for 
making the data stationary and the third compo-
nent was the moving average (MA) term of the 
forecast errors. As seasonality was inherent in the 
time series of monthly rainfall, the seasonal ARI-
MA model was utilized in this study in which there 
were two more terms introduced namely seasonal 
autoregressive term and seasonal moving aver-
age term in addition to the other terms mentioned 
in the regular ARIMA model as given in equation 
(1).  Box-Jenkins methodology was adopted in 
this study which involved model identification, pa-
rameter estimation and diagnostic check (residual 
analysis). In the process of model identification, 
the order of the model was identified which indi-
cated the number of autoregressive and moving 
average components to be included in the ARIMA 
model. The order of the model was determined 
using the using autocorrelation and partial auto-
correlation graphs. The Yule walker approach was 
utilized to evaluate the parameters of the ARIMA 
model and the best model was selected based on 
root mean square error criteria. The residuals of 
the selected model were tested for significant 
spikes and if they were found to be uncorrelated, 
the model was finalized. A number of candidates 
ARIMA models were formed whose performances 
were checked on testing data and finally the most 
appropriate model was selected for forecasting. 
The model type was decided based on the auto-
correlation and partial autocorrelation patterns as 
given in Table 2. The approach of ARIMA model-
ling given by Box and Jenkins was used (Box and 
Jenkins, 1976). 








The Ljung–Box test is a type of typical statistical 
test of whether any autocorrelations of a time se-
ries are different from zero.  
The Ljung–Box test may be defined as: 
H0: The data are independently distributed (i.e. 
the correlations in the population from which the 
sample is taken are 0, so that any observed corre-
lations in the data result from randomness of the 
sampling process). 
Ha: The data are not independently distributed; 
they exhibit serial correlation. 
The test statistic is: 
                             ….Eq.(2) 
n = sample size 
 = sample autocorrelation at lag k 
h = number of lags being tested 
Artificial neural network (ANN) model: The 
basic structure of ANN involves a system of lay-
ered, interconnected nodes and neurons. The 
nodes were arranged to form an input layer, with 
neurons in each hidden layer connected to all neu-
rons in neighbouring layers. The typical ANN mod-
el structure using backpropagation algorithm is 
shown in Figure in which lags are used as inputs. 
The time series data of inputs and output were 
normalized between 0 and 1. Appropriate process 
of normalization and denormalization of data was 
carried out before and after the program execution. 
The data was divided by the maximum value for 
normalization and the result was multiplied by the 
same amount once the model gave its output.  
The errors obtained were propagated backward 
until best validation performance could be 
achieved by the model given in Fig. 1. Feed for-
ward backpropagation neural network with Leven-
berg Marquardt algorithm was used to train the 
network. The backpropagation neural network ar-
chitecture for monthly forecast were formed using 
appropriate input data and number of neurons in 
the hidden layer. Each model was retrained sever-
al times with different combination of weights until 
the performance improved. A model architecture 
gave a different correlation coefficient value each 
time it was retrained and finally the model architec-
ture that gave better correlation coefficient value 
was selected. Performance of each candidate 
model was observed, and the residuals were also 
analysed before selecting the optimum model for 
forecasting. The predicted values with the devel-
oped models were compared with observed data 
for checking their accuracy of prediction. 
The network used a dot-product activation function 
that, for each neuron Bj ( j = 1, 2, …..,n) in the hid-
den layer. 
   ……….Eq. (3) 
Where input nodes Ai ( i = 1, 2,…., m) and weights 
Wij between nodes Ai and neurons Bj. Each neuron 
value was subsequently passed through a transfer 
function given below; 
………….Eq.(4) 
Nonlinearities were incorporated into the network 
via the activation and transfer functions in each 
neuron. Complexities in the data were captured 
through the number of neurons in the hidden layer. 
If increasing a given weight lead to more error, the 
weights downwards were adjusted and if increas-
ing a weight lead to less error, the weights up-
wards were adjusted. Adjustment of all the up or 
down continued throughout this process until the 
weights and error settled down.  
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RESULTS AND DISCUSSION 
ARIMA model: Seasonal ARIMA model (1,0,0)
(3,1,1)12 was selected as the appropriate model 
after assessing its performance and analysing its 
residuals. The parameters of the selected model 
are given in Table 3. The scatter plot of actual and 
predicted monthly rainfall data is given in Fig. 2 
while Fig. 3 and Fig. 4 shows the time series plot 
of actual and predicted rainfall for the training and 
testing data, from which it was observed that the 
model was able to capture certain extreme events 
successfully, however it can be said that it gener-
ally underpredicted the rainfall. The Seasonal 
ARIMA model was then employed to forecast the 
monthly rainfall for the next five years 2017-2021 
as shown in Fig 5. 
SARIMA (1,0,0)(3,1,1)12 was checked to see 
whether the residuals were independently distrib-
uted and they did not have significant correlations. 
Ljung box test was performed on the residuals for 
checking significant correlations and they were 
found to be insignificant as given as shown in  
Fig. 6.  
Artificial neural network model: The artificial 
neural network (5-12-1) was selected as the ap-
propriate model as it simulated rainfall data well 
both in training and testing data. The selected 
architecture of the model is shown in Fig. 7.  This 
model also ensured that there was not overfitting 
in the training data. The root mean square error of 
training, validation and testing at various epochs is 
shown in Fig. 8 which showed that the mean 
square errors for training, validation and testing 
were close to each other around epoch 13 at 
which point the training was halted. The scatter 
plot of observed and predicted values on testing 
data is shown in Fig. 9 while the time series com-
parison of observed and predicted values for train-
ing and testing data is shown in Fig. 10 and Fig. 
11 respectively.  The final weights of the model 
used for simulating the time series are given in 
Table 4. The model was then used to forecast 
rainfall for the next five years from 2017-2021 as 
shown in Fig.12. The error histogram after execu-
tion of the ANN model is shown in Fig. 13. The 
observed and predicted monthly rainfall (2017) is 
given in Appendix I. 
The performance analysis of the ARIMA and ANN 
model on the testing data revealed that the corre-
lation coefficient was found to be 0.75 and 0.79 
respectively while the root mean square error was 
89.70 and 85.06 respectively as given in Table 5. 
Therefore, the performance of the ANN model 
was found to be better than ARIMA model. Both 
ARIMA and ANN models were used for forecast-
ing monthly rainfall of 5 years (2017-2021). Abdul 
(2014) and Somvanshi et al. (2006) also found 
that the ANN model was better compared to ARI-
MA model in predicting rainfall. Somvanshi et al. 
(2006) had used training data of 93 years and 
testing data of 10 years and obtained coefficient of 
determination of 0.96 for ANN model (correlation 
coefficient of 0.97) which showed that as the train-
ing data increased, the performance of the model 
also improved. The correlation coefficient of 0.84 
(coefficient of determination = 0.72) was obtained 
by Kaushik and Singh (2008) after modelling 
monthly rainfall with ARIMA model. 
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Table 2. Determination of model by using ACF and 
PACF patterns. 
MODEL ACF PACF 
AR (p) Dies down Cut off after lag q 
MA (q) Cut off after lag p Dies down 
ARMA (p, q) Dies down Dies down 
Table 3. Parameter estimates of the SARIMA model 
(1,0,0)(3,1,1)12. 
Term Lag Coef SE Coef t ratio P value 
AR 1 -0.0036 0.0569 -0.06 0.950 
SAR 12 -1.5763 0.1101 -14.31 0.000 
SAR 24 -1.4036 0.096 -14.61 0.000 
SAR 36 -0.6836 0.0763 -8.96 0.000 
SMA 12 -0.7307 0.1248 -5.85 0.000 
Table 4. Final Weights in the model architecture. 
Neurons IW1 IW2 IW3 IW4 IW5 LW Bias 1 Bias 2 
1 -1.034 3.39 0.284 3.674 3.958 0.204 2.875 0.5247 
2 3.651 -5.054 3.486 -1.568 1.919 0.645 -1.988  
3 -1.86 -2.44 -0.12 -2.56 -2.68 0.487 1.57  
4 0.991 1.502 -0.458 1.043 0.585 -0.187 1.39  
5 1.746 -0.076 0.68 0.604 1.285 1.585 1.8284  
6 -1.6 1.614 -2.264 -0.65 -2.915 0.427 0.6514  
7 2.374 -0.908 2.009 1.101 3.11 -1.555 -0.6214  
8 0.779 -2.929 -3.014 -5.943 -8.957 -0.545 2.0965  
9 -0.501 0.484 -2.649 -2.165 -4.814 -0.753 2.5136  
10 0.703 -2.374 -1.957 -4.331 -6.288 0.14 3.6515  
11 3.548 -1.626 1.742 0.789 3.701 1.756 -0.0065  
12 -1.092 -1.677 3.458 -1.627 -0.179 -0.729 -0.6231  
IW- input weight; LW-Layer weight 
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Table 5. Performance of ARIMA and ANN models in modelling monthly rainfall. 
Performance criteria Period ARIMA ANN 
Root Mean square error (RMSE) Training 97.12 93.97 
Testing 89.70 85.06 
Correlation coefficient               (CC) Training 0.82 0.84 
Testing 0.75 0.79 
Fig. 1. Typical structure of back propagation ANN 
with input lags.  
Fig. 2. Scatter plot of actual and predicted rainfall for 
the testing data.  
Fig. 3. Comparison of actual and predicted monthly 
rainfall for the training data. 
Fig. 4. Comparison of observed and predicted 
monthly rainfall (A2). 
Fig. 5. Rainfall monthly forecast for the year 2017-
2021 using SARIMA model. 
Fig. 6. ACF and PACF of the residuals.  
Fig. 7. Architecture of the ANN model 5-12-1. 
Month Observed Predicted 
January 0 0 
February 0 0 
March 0 0 
April 0 0 
May 0 22 
June 147.8 186 
July 330.5 502 
August 282.6 206 
September 43.5 72 
October 0 0 
November 0 16 
December 2.5 8 
Mean 806.9 1011 
Standard Deviation 120.1 150.5856 
Highest 330.5 502 
Lowest 0 0 
RMSE 56.62 
Appendix I. Observed and predicted values of 
monthly rainfall of Junagadh (2017). 
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Conclusion 
Seasonal ARIMA (1,0,0)(3,1,1)12 was found to be 
the appropriate ARIMA model after assessing its 
performance and analysing its residuals while 
ANN back-propagation model (5-12-1) was found 
to be the appropriate ANN model for estimating 
monthly rainfall of Junagadh city, Gujarat, India. 
The correlation coefficient obtained after compar-
ing observed and predicted monthly rainfall re-
vealed that ANN model was better than ARIMA 
model. The selected models were then used to 
forecast monthly rainfall of 5 years (2017-2021) 
which could be used for crop planning as well as 
design and management of water conservation 
structures.  
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