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Topological quantum matter and spintronics
research have been developed to a large extent
independently. In this Review we discuss a new
role that the antiferromagnetic order has taken
in combining topological matter and spintron-
ics. This occurs due to the complex microscopic
symmetries present in antiferromagnets that al-
low, e.g., for topological relativistic quasiparticles
and the newly discovered Ne´el spin-orbit torques
to coexist. We first introduce the concepts of
topological semimetals and spin-orbitronics. Sec-
ondly, we explain the antiferromagnetic symme-
tries on a minimal Dirac semimetal model and
the guiding role of ab initio calculations in pre-
dictions of examples of Dirac, and Weyl anti-
ferromagnets: SrMnBi2, CuMnAs, and Mn3Ge.
Lastly, we illustrate the interplay of Dirac quasi-
particles, topology and antiferromagnetism on:
(i) the experimentally observed quantum Hall ef-
fect in EuMnBi2, (ii) the large anomalous Hall
effect in Mn3Ge, and (iii) the theoretically pre-
dicted topological metal-insulator transition in
CuMnAs.
FIG. 1. Dirac fermions at the Fermi level of the Dirac
semimetal antiferromagnet calculated from the fist-principles.
Reorientation of the Ne´el vector drives the topological metal-
insulator transition.
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I. INTRODUCTION: TOPOLOGY MEETS SPIN
In 1905 special relativity revolutionized physics. Al-
most one century later, the observation of relativistic-like
effects and relativistic quasiparticles in solids has created
a new revolution in condensed matter physics. In 2004
the discoveries of graphene2 and topological insulators
(TIs)3 reignited the exploration of Dirac quasiparticles
in solids and the search for novel topological states of
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FIG. 2. (a) Quantum Hall effect and edge modes. (b) Intrinsic anomalous Hall effect arising due to the time-reversal symmetry
breaking by the magnetic order. (c) Quantum spin-Hall effect, or a 2D TI, exhibits two chiral edge states for the spin up and
down. Reprinted from1.
matter4. Remarkably, also in 2004, the observation of
the spin Hall effect5,6 reinvigorated spintronics by shift-
ing its focus from non-relativistic effects towards effects
originating from spin-orbit coupling (SOC). A culminat-
ing example of this is the recent phenomenon of the spin-
orbit torque (SOT), that can be used to efficiently ma-
nipulate magnets7–10.
Although relativistic (Dirac and Weyl) quasiparticles
and TIs matured together, the spintronics effects origi-
nating from SOC were developed to a large extent inde-
pendently of them. However topology and certain spin-
tronics effects are, at least on the theoretical level, very
entangled. The intrinsic contributions to the spin Hall
family of effects can be described in terms of topologi-
cal properties of the wave functions1. Recent works have
began to combine directly spintronics, topological and
Dirac materials11–13. Strong magnetic fields have been
used to tune Dirac quasiparticle currents in bulk layered
antiferromagnets (AFs) at low temperatures14. In an-
other example, TIs have been used to enhance the effi-
ciency of SOTs in TI/ferromagnetically (FM) doped TI
heterostructures13,15–17.
Unfortunately, most of the topological effects are still
constrained to low dimensionalities, high external mag-
netic fields, and very low temperatures4,13. In this re-
view we show that antiferromagnetism combined with
Dirac quasiparticles might become the missing ingredi-
ent on the route towards fully exploiting the potential
of topological spintronics. This promising perspective
is provided by (i) the recent demonstration of the ma-
nipulation of AFs by electrical currents18, (ii) the com-
plex AF symmetries compatible with spintronics effects
and nontrivial topologies that allow for Dirac and Weyl
quasiparticles19,20, and (iii) the externally magnetic in-
visibility in conjunction with the antiferromagnetic or-
der persisting above the room temperature offering novel
functionalities21. We will show that the coupling be-
tween the AF order and relativistic quasiparticles not
only leads to novel emergent effects but also pushes their
limits. For instance, the recently proposed topological
anisotropic magnetoresistance (AMR) in CuMnAs AF19
can be thought as a limiting case of the crystalline AMR.
The present review aims at providing the state-of-the art
insight into the most recent developments from the point-
of-view of theory and experiment. As such, it is not
meant to be an exhaustive review of this fast develop-
ing field.
A. Topology and Hall effects
The phases of matter can be classified by the Landau
symmetry breaking paradigm4. For instance, any crys-
talline phase is distinguished by the rotational, transla-
tional or other symmetry breaking by the crystal, or an-
tiferromagnetic phase is determined by breaking the ro-
tational symmetry of spins by the staggered order orien-
tation. In the 1980s it was discovered that topology adds
additional labeling to the phases4. For instance, two in-
sulators in the same crystallographic group can be either
topologically trivial or nontrivial22. Two band structures
are topologically equivalent if they can be transformed
into each other under continuous deformations. Topol-
ogy considers spatial relationships between objects that
survive these continuous transformations. In contrast,
symmetry, as an invariance of the system under a given
transformation, is described by group theory.
Topology entered solid state physics in the seminal
works on 2D phase transitions23,24, quantum Hall effect
(QHE)25, and quantization of transport, and26,27. The
intrinsic Hall conductivity can be calculated according to
the linear-response theory1:
σxy =
e2
~
∑
n
∫
BZ
d3k
(2pi)3
fn(k)Ωn(k), (1)
where the summation is over all occupied bands, fn(k)
is the Fermi-Dirac distribution function, and
Ωn(k) = 2Im
∑
m 6=n
〈∂kxH(k)〉nm
〈
∂kyH(k)
〉
mn
(En(k)− Em(k))2
. (2)
Here 〈∂kxH(k)〉nm = 〈un(k)|∂kxH(k)|um(k)〉, where
H(k) is the Hamiltonian with the corresponding eigenen-
ergies En, and eigenvectors |un(k)〉, where n is the
eigenstate quantum number and k is the wave vector.
The explicit link between topology of the wave function
and the Hall conductivity can be made by recognizing
that Ω(k) ≡ Ωz(k) is the z-component of the Berry
curvature28:
Ω(k) = ∇k × i 〈u(k)|∇k|u(k)〉 , (3)
3where we have dropped the band index for brevity. The
Berry curvature transforms under spatial inversion sym-
metry P, and time-reversal symmetry T as:
P : Ω(−k) = Ω(k), (4)
T : Ω(−k) = −Ω(k). (5)
To obtain a nonzero transverse charge conductivity, it is
necessary to break the time reversal symmetry. Other-
wise the Berry curvature is an odd function of k and,
according to Eq. (5) and (1), the Hall conductivity van-
ishes. For example, an external magnetic field does the
job. When, additionally, a strong magnetic field is ex-
erted on a two-dimensional (2D) electron gas, the Landau
levels arise and in the insulating state for the Fermi level
between fully occupied quantized levels the Hall conduc-
tivity (2) becomes quantized:
σxy =
e2
~
∫
BZ
d2k
(2pi)2
Ωz(k) =
e2
h
C. (6)
Here C is the integer Chern number quantifying the un-
derlying nontrivial topology of the edge state wave func-
tions within the Landau level gap, provided the bands
are well separated. This is the QHE, schematically illus-
trated in Fig. 2(a).
However, the nonzero Berry curvature (3) and Hall
conductivity (1) can be provided also by time reversal
symmetry breaking due to an internal magnetic order.
This is the anomalous Hall effect (AHE), illustrated in
Fig. 2(b), originating from the SOC in the time-reversal
symmetry broken solid. The time-reversal symmetry
breaking is explicitly given by the magnetization Mz in
ferromagnets (FMs), where it was empirically established
for the Hall resistivity that28:
ρxy = R0Hz +RSMz. (7)
Here the first term corresponds to the ordinary Lorentz
force related Hall effect, while the second term is the AHE
contribution. Electron spin rotation during the adiabatic
movement in the k-space leads due to the SOC to the
nonzero Berry phase accumulation. The AHE in real
solids has often important extrinsic contributions which
we leave here aside28.
In the late 1980s, Haldane showed the possibility of the
QHE without Landau levels in the presence of complex
hopping magnitudes on the honeycomb lattice29. This
was the first conceptual step towards the quantum spin-
Hall effect (QSHE)3. The QSHE, or the 2D TI, are two
copies of the QHE for the spin-up and spin-down22. The
discovery of graphene and 2D surface states of 3D TIs
brought Dirac quasiparticles explicitly into the game30.
In contrast to the original QHE, edge states of 3D TIs
are topological states protected by the time reversal sym-
metry, and can be thus in principle gapped. The effec-
tive surface Hamiltonian acquires the form of the Dirac
equation31:
H(k) = ~vF (σxky − σykx) , (8)
where σ are Pauli matrices and vF is the Fermi velocity.
A surface Dirac cone is shown in Fig. 3(a). Topologi-
cal transport exhibits robust dissipation-less edge states
which are protected from the back-scattering and thus
have been considered as ideal platforms for applications
in spintronics, as we describe in Sec.1.313,22. Unfortu-
nately, the effects are typically constrained to high mag-
netic fields, low temperatures, or reduced dimensionality,
and it is challenging to find proper material candidates.
For instance, the unintentional bulk doping in TIs, and
the challenge to make TIs compatible with magnetism,
hinders their full potential for spintronics13,32.
B. Dirac and Weyl semimetals
Nontrivial topologies and relativistic quasiparticles can
be also associated with the bulk degeneracies in the band
structure33,34. In the prototypical Dirac quasiparticle
system – graphene – Dirac points acquire a nonzero mass,
i.e., the band crossing is avoided, due to the SOC3. Un-
avoided band crossings were investigated from the very
early days of quantum theory35, and the existence of the
limiting phases of matter between insulators and metals
was consider already in 1970s36. The recent rejuvena-
tion of the interest in the bulk degeneracies due to the
experimental discoveries of relativistic semimetals37–40
was made possible only by the identification of suitable
material candidates based on the state-of-the-art first-
principle electronic structure theory41–44.
Electrons in conventional crystals form typically
Schro¨dinger bands. However, when the bands cross acci-
dentally close to the Fermi level in crystals with specific
symmetries, they might create a relativistic semimetal
phase. Fermi states in relativistic semimetals are domi-
nated by the emergent relativistic quasiparticles similarly
to graphene. Adopting the high energy physics terminol-
ogy, the relativistic particles come in three flavors: Weyl,
Dirac and Majorana fermions33. In solids, the classifi-
cation of the effective electronic quasiparticles is much
richer due to the fact these quasiparticles do not have to
obey the relativistic Lorentz symmetry, while they might
be constrained by additional crystalline symmetries, not
present in high energy physics45,46. Here we focus on
Dirac and Weyl quasiparticles in AFs, as is depicted in
Fig. 3(b-c), and 11(b-e).
Dirac quasiparticles are allowed in systems with
doubly-degenerate bands47. Within the single parti-
cle picture, the eigenvalue Enσ(k) and the eigenvector
ψnσ(k) of the Hamiltonian of the solid H0, are labeled by
the quantum number n, spin σ, and the crystal momen-
tum k in the first Brillouin zone (BZ). Double-band de-
generacy is realized in systems invariant under the com-
bined spatial inversion P, and time-reversal T symme-
tries. The T symmetry acts as: En,↑(k) = En,↓(-k),
while P acts as: En,σ(k) = En,σ(-k) giving rise to
En,↑(k) = En,↓(k) over the whole BZ. Let us then con-
sider the PT invariant solid with two double degenerate
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FIG. 3. Schematic evolution of Dirac materials research. (a) Bulk band inverted dispersion of the TI with nontrivial
metallic surface states. The energy is in units of the hopping parameter t (see Sec. 2.2). (b) Bulk Dirac quasiparticles protected
by the nonsymmorphic crystalline symmetry reside at the BZ edges. (c) Bulk Weyl points act as magnetic mono-poles connected
by the Berry curvature stream-lines.
bands well separated from the rest of the band structure.
The corresponding effective single particle Hamiltonian
restricts to the four-band Hamiltonian: H0 → Heff =∑
kn,m,σ,σ′ ψ
†
nσ(k)H(k)ψmσ′(k), where ψ†nσ(k) creates a
particle in a state |unσ(k)〉, and the matrix elements are
given by Hmnσσ′(k) = 〈unσ(k)|H0|umσ′(k)〉. When we
choose P = τx, T = −iσyC (C being complex conjuga-
tion), and we restrict the Hamiltonian by [H,PT ] = 0,
we obtain:
H(k) =
5∑
k=0
Aj(k)Γj , (9)
where the Dirac matrices Γj =
{1, τx, τy, σxτz, σyτz, σzτz} and Aj(k) are functions
of crystal momentum. The energy spectrum is then
given by:
E±(k) = A0(k)±
√√√√ 5∑
k=1
A2j (k), (10)
To ensure the stable accidental band-crossing (ABC),
the expression under the square root must vanish33,48.
In general, it is not possible to tune simultaneously five
functions Aj(k) to zero by varying just three components
of the crystal momentum k. We can reduce the number
of free functions to three by additional crystalline sym-
metries, which can further reduce the number of Γ matri-
ces in the Hamiltonian (9). By abandoning the τy term
due to the additional crystalline symmetry, neglecting σ0
terms that tilt and shift the bands, assuming isotropic
Fermi velocities vF and keeping the τx term constant
we obtain in the vicinity of the ABC the effective Dirac
Hamiltonian:
H(k) =
(
~vF (k− k0) · σ m
m −~vF (k− k0) · σ
)
. (11)
Recently it was demonstrated that the protection mech-
anism can by provided by nonsymmorphic49–52 or rota-
tional symmetries41,42,48. The nonsymmorphic symme-
try is a combination of a point group symmetry with a
nontrivial translation53. The crystalline symmetry S pre-
vents some terms in the Hamiltonian by [H,S] = 0. On
the k-subspace invariant under S, the bands can be la-
beled eventually by the symmetry eigenvalues preventing
the hybridization, as we show in Sec. 2. Thus, symmetry-
protected Dirac quasiparticles can be found typically at
the rotational axes48 or the BZ edges49,51, as we illus-
trate in Fig. 3(b). In this model 2D Dirac semimetal, the
Dirac crossings at the X points are protected by nonsym-
morphic symmetries51.
Magnetic or non-centrosymmetric crystals have non-
degenerate bands by violating PT symmetry by break-
ing T 54,55, or P43,44, or both symmetries56,57. The low
energy physics around the ABC comprising two non-
degenerate bands can be approximated by a two-band
Hamiltonian:
H(k) =
3∑
i=0
Ai(k)σi . (12)
Similarly as in the four-band case, omitting the A0 term
and expanding the Hamiltonian in the vicinity of the
ABC gives:
H(k) = ~vF(k− k0) · σ, (13)
where we have additionally imposed an isotropic Fermi
velocity vF for the sake of recovering the explicit form of
the Weyl equation known from high-energy physics. The
topology is now reflected in the fact that the 3D Weyl
Hamiltonian (13) uses its complete bases - all three Pauli
matrices. Thus, any sufficiently small perturbation will
just shift, but not gap, the ABC in the BZ34. The Weyl
fermions come always in pairs with opposite chirality, as
can be seen by breaking the PT symmetry in Eq.(11)
and as was generically proven for fermions by the no-go
theorem by Nielsen and Ninomiya58,59. Weyl points can
be gapped only by annihilation with another Weyl point
of the opposite chirality. Weyl fermions, the fundamen-
tal building blocks of the standard model, were never
5observed in high energy physics. In 2015, they were ob-
served in a non-centrosymmetric crystal TaAs39,40. The
Weyl points are typically found inside the BZ, as can be
seen on the band structure of the PT symmetry break-
ing Weyl semimetal model in Fig. 3(c)33,60, but can re-
side also at the edges61. The nontrivial topology of the
electronic wave function can be quantified by the topo-
logical index of the band-crossing similarly to Eq. (6).
The Berry curvature stream lines for the time-reversal
braking Weyl semimetal model33,60 are depicted in the
Fig. 3(c). The Chern number is calculated, in contrast
to Eq.(6), as the integral over the Berry curvature (3) on
the small sphere around the Weyl point62:
C =
1
2pi
∫
S
dSΩ(k) = ±1 . (14)
The Chern number value ±1 is realized for the linear
Weyl crossing and corresponds to the opposite sign of the
chirality of the two Weyl points in Fig. 3(c), with chirality
defined as the projection of the spin to the momentum
axis. The Berry curvature in the vicinity of the Weyl
point is approximated as:
Ω(k) = ± k
2k3
, (15)
which explicitly shows that the Weyl points act as a
source and a drain of the Berry curvature. As we see
in Fig. 3(c), the Berry curvature stream lines can be
used to track the position of the Weyl points since the
Weyl points act as effective monopoles of the Berry cur-
vature. The streamlines of the Berry curvature connect
the two Weyl points in a similar form as the magnetic
field lines connect the north and the south pole of a mag-
net. Thus, a single Weyl point can be thought of as an
analog of the magnetic monopole. The Berry flux be-
tween the Weyl points in the time-reversal breaking Weyl
semimetal gives rise to a non-quantized anomalous Hall
conductivity, σxy = −wpi e
2
h , where w is the separation of
the Weyl points in the BZ32.
Topological Weyl and Dirac semimetals are attractive
due to the possible robust symmetry and topology pro-
tected electronic states, topological surface states - Fermi
arcs33,39,43,54,63,64, presumably high mobilities37,65, or
exotic magneto-transport phenomena such as the nega-
tive longitudinal magnetoresistance65–68 and other man-
ifestations of the chiral anomaly69–71. The most in-
vestigated Dirac semimetals are nonmagnetic: Na3Bi
38,
and Cd3As2
37, or ZrSiS52. The Weyl semimetal state
was firstly observed in the TaAs family as mentioned
above39,40.
C. Spintronics and antiferromagnets
We first recall recent conceptual developments in spin-
tronics on selected prototypical devices and principles.
Traditionally the interaction between magnetization and
conduction electron spin was modeled by assuming the
s-d type of exchange interaction72. Prominent effects
of this Mott approach72 to spintronics include the giant
magnetoresistance (GMR), and the spin-transfer torque
(STT), which were explored in the FM/spacer/FM spin
valve structures. The GMR refers to changes in the re-
sistivity induced by rotating the moment in the free FM
layer, which can be used to read its state. The GMR can
be explained in terms of the Mott two current model of
transport in an exchange split band FM72. The switch-
ing of the magnetization in the free layer leads to the
different scattering rates for the spin-up and spin-down
channels, and consequently resistivity changes. The STT
can be used for writing the magnetic information. In the
STT, the fixed layer is used to spin-polarize the electric
current. The spin polarized current then exerts a torque
on the free magnetic layer73.
The discoveries of the spin Hall effect (SHE) and TIs
shifted the focus of spintronics partly towards relativistic
effects. Novel approaches to spintronics include concepts
based on the interchange of spin and momentum due to
the SOC in heavy metals (’Dirac principle’ in72), and con-
cepts employing low dissipation Dirac quasiparticle sur-
face states of TIs13, as we explain in Fig. 4. The archety-
pal effects of the magnetic spin-orbitronics (Fig. 4(a)) are
the AMR and the SOT. The AMR and the SOT, in con-
trast, to the GMR and the STT, rely on the relativistic
SOC. Due to the SOC, electrons feel different scatter-
ing rates for the magnetization oriented parallel or per-
pendicular to the electrical current direction, leading to
the AMR72. The non-centrosymmetric magnet subjected
to an electric current generates a non-equilibrium spin-
orbit field, and thus the SOT, which in turn can reorient
its magnetization. Recently this has been demonstrated
even at room temperature10. The spin-orbitronics path
of spintronics research also led recently to the emergence
of spintronics based on AFs21,74,75. The applicability of
relativistic physics to AF based spintronics was demon-
strated in the seminal works on AF AMR18,21,76–78. The
role of relativistic effects is even more pronounced in the
AF spintronics since the GMR in AFs remains elusive21,
while comparable AMR signals to FMs were observed
in AF semiconductors76,77, metals78 and recently also
semimetals18. The lack of practical means for the manip-
ulation of AF moments and their microscopic complexity
left for decades AFs as primarily passive elements in spin-
tronics devices providing magnetic pinning of the refer-
ence FM layer. The breakthrough was the demonstration
of the electric current manipulation of the AF order in a
CuMnAs semimetal by the Ne´el SOT (NSOT)18,79.
In topological based spintronics (Fig. 4(b)) the TI is in-
terfaced with a magnet13. The combination of the perfect
spin-momentum locking and the strong SOC of TIs can
lead to large spin accumulation or spin current under the
applied electric current13. The Dirac quasiparticle spin
on the surface of the TI is locked to be perpendicular to
the particle momentum according to Eq.(8). When the
6MTI
MTI
AF
(b)
(a)
(c)
(d)
SOT
TI
DSM
NSOT
FIG. 4. Schematic evolution of the spintronics research. (a) Dirac approach to spintronics, e.g. spin-orbitronics, is
rooted in the relativistic spin-orbit coupling. A typical example is the SOT due to the non-equilibrium spin polarization induced
in a non-centrosymmetric crystals, such as NiMnSb (left panel). (b) Alternatively, in spintronics based on TIs, the perfect
spin-momentum locking of the surface states can torque the adjacent magnetically doped TI (MTI). The next level of interplay
of topology and AF can be realized via two approaches: (i) in heterostructures, e.g., (d) the proximity coupling between MTI
and AF, and (ii) in AFs with specific microscopic symmetries, as the AF crystal in (c), there is an interplay between Dirac
quasiparticles and the NSOT. Fig.(b) and (d) are reprinted from11,15.
TI is subjected to the lateral electric field, the charge cur-
rent with a spin polarization is generated at the surface
due to the spin-momentum locking in combination with a
Fermi surface shift from the Dirac point13. For example,
in Fig. 4(b), a negative charge current in the [100] direc-
tion would generate a spin-polarization in the [010] di-
rection. This spin polarization can be then used to exert
a torque on the magnetization, as was recently demon-
strated in a TI/magnetically-doped TI heterostructure15.
Here it was shown that by reversing the direction of the
lateral current, the magnetization of the Cr-doped TI can
be switched under the assistance of the external magnetic
field of 0.6 T15. Very efficient switching with a critical
current 8.9.104A/cm2 – three order of magnitudes lower
than in heavy-metal/FM bilayers – was achieved13. How-
ever, the enhanced efficiency is constrained to low tem-
peratures. The main obstacle is that the magnetic order
in TIs is stable only at very low temperatures. The sub-
field is looking for suitable high temperature material
candidates which would be possible to efficiently couple
with TIs. To this end the suitability of the AF order was
demonstrated recently80. An efficient proximity effect at
room temperature was demonstrated in a CrSb super-
lattice AF sandwiched between TI heterostructures, as
depicted in Fig.4(d)11,80.
The recently proposed novel approach to spintronics
based on topological AFs combines the benefits of both
topological states and the SOC driven spintronics. Here
the antiferromagnetic order would outperform FMs. In
Ref. 19 it was theoretically suggested that the topological
effects, Dirac quasiparticles, and SOTs can join forces in
the specific class of AFs due to their unique symmetries,
which are not present in FMs. In Fig. 4(c) we depict the
concept based on a topological AF semimetal. The work-
ing principle is the control of the Fermi surface topology
by manipulating the AF order parameter by the electric
current, i.e., by the NSOT. The reading of the magnetic
state can be achieved due to the predicted effect inher-
ent to topological AFs, topological AMR (TopoAMR)19.
It originates from controlling the symmetry protection
of Dirac points by the Ne´el vector direction. In topo-
logical AFs, spintronics effects can be pushed to their
limits. For example, the presence of relativistic quasi-
particles can enhance the strength and efficiency of the
SOT81,82. Vice versa, the SOT manipulation of the Ne´el
order parameter can be used to tune the masses of Dirac
fermions, which can lead, in principle, to a topologi-
cal metal-insulator transition (TopoMIT), and the afore-
mentioned TopoAMR. One possible material realization
was suggested recently in the orthorhombic phase of the
CuMnAs AF semimetal19, as we will explain in more de-
tail in Sec. 4.3.
II. THEORY OF DIRAC AND WEYL
ANTIFERROMAGNETS
A. Antiferromagnetic symmetry
AFs owe many of their unique properties to their ex-
ternal magnetic invisibility in combination with internal
magnetic long range order21. The external magnetic in-
visibility is given by the defining feature of AFs, the zero
net magnetic moment. The AF symmetries can also lead
to the existence of some effects (Dirac quasiparticles,
NSOT), but at the same time they can make other ef-
fects vanish (the AHE in simple collinear AFs, the NSOT
in centrosymmetric AFs). AFs can yield more physical
phenomena than FMs when the effective AF symmetries
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FIG. 5. Minimal model for Dirac antiferromagnetic semimetal. (a) The crinkled lattice of the quasi-2D AF Dirac
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of the model AF. (e) Corresponding invariant subspace in the BZ
(blue) and the position of the two Dirac points. (f) The Mx symmetry assignments around the Dirac point D1 in Fig.6(b).
rescue the topological phases, e.g., AF TIs83,84, or AF
topological Dirac semimetals19,85. AF TIs rely on the
effective time reversal symmetry T 1
2
T , which combines
the time reversal symmetry T with a half-magnetic unit
cell translation T 1
2
83. This is not possible in FMs. The
Dirac semimetal, as we explained in Sec. 1.2, can be re-
alized only in systems with doubly degenerate bands. In
any magnetic crystal, the time-reversal symmetry T is
explicitly broken. In FMs there is no symmetry opera-
tion which can rescue the double-band degeneracy once
the time-reversal symmetry is broken globally by the net
magnetization. Remarkably, in AFs where both T and
spatial inversion symmetry P are broken, but their com-
bination PT is preserved, the double band degeneracy
over the whole BZ is reinstated19,85–87. Consequently,
PT AFs might host Dirac quasiparticles. The Dirac
semimetal state can be stabilized in bands associated
with eigenvalues of crystalline symmetry operators at the
corresponding BZ invariant subspaces19,41,49,85. In the
recently proposed AFs, the symmetry protection of these
relativistic quasiparticles is due to the nonsymmorphic
symmetries19,85. In general, magnetism hugely enlarges
the playground for studying the fundamental relationship
between symmetry and topology in solids due to the ne-
cessity to consider 1651 magnetic space groups instead of
the 230 nonmagnetic ones53. The general classification of
the magnetic and nonsymmorphic symmetries is beyond
the scope of this brief review. Instead, we illustrate the
physics governed by the AF symmetries on a minimal
tight binding model introduced recently19,51,88.
B. Minimal Dirac semimetal antiferromagnet
In a recent work19 it was shown that the interplay be-
tween spintronics and topology can be explained on a
minimal Dirac AF semimetal model which, additionally,
can serve as a parent phase for the massive Dirac fermions
or the magnetically induced Weyl semimetal. The generic
lattice band Hamiltonian with the symmetry of Eq. (11)
can be formulated by considering two AF sublattices with
one orbital and a spin per atom on the square lattice, as
in Fig. 5(a):
H =
∑
〈i,j〉,〈〈i,j〉〉
tij cˆ
†
i cˆj +
∑
i
Jicˆ
†
in · σcˆi, (16)
where ci is the annihilation operator, tij is the hopping
amplitude between nearest 〈i, j〉 and next nearest neigh-
bor 〈〈i, j〉〉 atoms, Ji is the AF exchange, and n is the
unit Ne´el vector. The coexistence of Dirac quasiparti-
cles, nontrivial topologies, and the NSOT can arise by
deforming the above square layered lattice in the left
panel of Fig. 5(a) to the nonsymmorphic crystal in the
right panel. The second neighbor, or Kane-Mele3,51, k-
dependent SOC is introduced by moving the A and B
atoms in the opposite direction along the [001] axis,
HSOC(r) = i
∑
〈〈i,j〉〉,〈k〉
λij cˆ
†
i
(
d1ik × d2kj
) · σcˆj , (17)
where λij is the SOC strength, and d
1,2
ik are bonds to
the nearest atom interconnecting the next nearest neigh-
bor atoms as illustrated in Fig. 5(a). The SOC term
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FIG. 6. Band structure of the minimal Dirac semimetal AF model. (a) Dispersion of the nonmagnetic (black
line) model. AF order along [001] introduces masses to the Dirac fermions (red line). (b) Easy-axis AF along [100] preserves
mirror off-centered nonsymmorphic symmetry which protects Dirac points along the M − X line. (c) An external magnetic
field applied along the [100] splits the Dirac points into four Weyl points, leading to the magnetically induced Weyl semimetal.
in Eq. (17) is a double Rashba Hamiltonian since the A
(B) atom has the nearest inter-layer B (A) atom. In
this sense, the term is staggered analogously as the AF
Zeeman term - the second term in Eq. (16). This double
staggering results into band-inversion and band-touching
at specific sections of the BZ. The k-space Hamiltonian
is obtained by the Fourier transformation and has the
structure of Eq.(9), where the coefficients Aj(k) have
now direct physical meaning19. We will further discuss
the quasi-2D case, where the inter-layer hopping is ne-
glected assuming the much larger inter-layer than intra-
layer distances. The Hamiltonian reduces to H(k) =∑
j=1,3,4,5Aj(k)Γj , with the nearest neighbor hopping
term A1(k) = −2t cos kx2 cos ky2 (crystal momentum k is
in dimensionless units), and the combined SOC/exchange
terms A3(k) = Jx − λ sin ky, A4(k) = Jy + λ sin kx, and
A5(k) = Jz. By neglecting the next nearest neighbor
hopping, the spectrum has an additional particle-hole
symmetry51. The energy spectrum is given by Eq.(10).
The relevant aspects of the band touchings can be min-
imalistically explained at the M ′−X−M line in the BZ,
where we have chosen t = 1 eV, J = 0.6t, and a large
SOC parameter λ = 1.5t. In Fig. 6 (a) we plot the en-
ergy dispersion for a nonmagnet (J = 0), depicted by the
black line. The spectrum shows Dirac points at X and
M protected by multiple symmetries of the nonmagnetic
lattice in the right panel of Fig. 11(a)51. The 3D band
structure of the distorted version of this model is plot-
ted in Fig. 3 (b). For the sake of brevity, we plot here
the band structure of the model with Dirac points only
at X. The Dirac point at M are gapped by adding the
term ∆1 sin
kx
2 sin
ky
2
51 to the hopping part A1(k) which
breaks rotational screw symmetries C2x/y protecting it.
When the AF coupling (Ne´el vector) is switch-on along
the [001] axis in the undistorted model, the Dirac points
preserve their k-space location but they acquire a mass,
as illustrated in Fig. 6(a) by the solid red line.
For the Ne´el vector along the [100]-direction, we have
Dirac points in 2D, as is depicted in the Fig. 6(b).
By considering the inter-layer hopping, the 3D model
is recovered19 and the Dirac node lines appear in the
kx = pi plane (see schematics in Fig. 5(e)). The Dirac
points in 2D and Dirac node lines in 3D are protected
by the nonsymmorphic glide mirror plane symmetry19,88
Gx =
{
Mx|
(
1
2 , 0, 0
)}
, which combines a nontrivial trans-
lation by
(
1
2 , 0, 0
)
with a mirror plane reflection Mx, as
depicted in Fig. 5(d). The crystal momentum trans-
forms under Gx (note that in the reciprocal space only
the point group part of Gx, namely Mx matters) as:
Gx (kx, ky, kz) = (−kx, ky, kz) , making the kx = 0, pi
BZ sub-spaces invariant under Gx, The Mx symmetry
is represented as, Mx = iσxτz, with the two crystal-
momentum independent eigenvalues m± = ±i. The non-
symmorphicity of Gx is determined by the different cen-
ter of symmetry for the Gx and PT symmetries, since
Gx ◦ PT = eikxPT ◦ Gx. The 2D Hamiltonian in the
vicinity of the Dirac point (DP) D1 in Fig. 6(b) at the
crystal momentum D =
(
pi, arcsin Jλ
)
can be expanded
as:
Heff(d1 + k) = −2t cos dy
2
kxτx−
−2λ (cos dykyσx + kxσy) τz.
(18)
At the Gx invariant subspace (X − M line) the ef-
fective Hamiltonian in Eq. (18) has one degener-
ate eigenvalue E+1,2(ky) = 2λ cos dyky with the cor-
responding eigenvectors: 〈uk,+1 | = 1√2 (0, 0, 1, 1),
〈uk,+2 | = 1√2 (−1, 1, 0, 0) and a second degenerate eigen-
value E−1,2(ky) = −2λ cos dyky with the correspond-
ing eigenvectors: 〈uk,−1 | = 1√2 (0, 0,−1, 1), 〈uk,−2 | =
1√
2
(1, 1, 0, 0) . The Gx symmetry shares eigenvectors with
the Hamiltonian. The Mx symmetry expectation val-
ues m± = 〈uq,α|Mx|uq,α〉 for the two states E+1,2 are
m+ = −i, while for E−1,2 are m− = +i. Consequently
each double degenerate band belongs to a different sym-
metry representation as depicted in Fig. 5(f). The eigen-
value correspondence to the bands protects the band
crossing since it prevents hybridization48.
9The interplay of Dirac fermions with the NSOT is al-
lowed due to the fact that the deformation of the sub-
lattices has broken the inversion symmetry of the mag-
netic atom sites A and B. The NSOT was theoretically
predicted in Ref. 79 and subsequently experimentally ob-
served in current induced switching experiments in the
tetragonal CuMnAs AF18. The microscopic physics of
the NSOT is discussed in a recent article by Zˇelezny´89.
In Fig. 6(c) we show the effect of the external magnetic
field δh = 0.25t applied in the [100] direction. δh splits
the two Dirac points into four Weyl points at the Fermi
energy.
With this minimal model we have shown here that the
AFs can generate topologically nontrivial states by them-
selves. This opens the prospect for spintronics devices
with built-in topological states beyond those that com-
bine TIs and AFs at interfaces. Next we review realistic
topological AF (semi)metallic candidates from the per-
spective of first-principle calculations.
C. First-principle calculations of the electronic
structure and transport effects
Recent advances in the understanding of topological
properties of condensed matter and spin-orbitronics ef-
fects were led, to a large extent, by the developments
in density functional theory (DFT) calculations simulat-
ing the solids from a microscopic quantum-mechanical
description90,91. The practical implementation of the
theory requires a problem-suitable choice of the effective
potential approximation (in the simplest form the local
density approximation (LDA) or the generalized gradi-
ent approximation (GGA)) and of the wavefuction basis
(typically plane waves or tight-binding). Due to the vari-
ational formulation of the DFT, it is possible to deter-
mine ground-state wave functions from a numerical self-
consistent iteration process controlled, e.g., by the elec-
tronic density convergence. From the ground-state wave
functions further quantities of interest are calculated. To
reveal nontrivial topologies of the surface states, calcula-
tions in the slab geometry are required and in the con-
text of Dirac semimetals there is a need to determine the
symmetries of the states comprising the band crossing.
Plots of the projected local density of states, as the one
in Fig. 8(c), then allow to distinguish the topology and
the character of the surface states and can help to under-
stand the experimental data, e.g., angle resolved photo-
emission spectroscopy or scanning tunneling microscopy
(see for instance Refs.64,92).
For spintronics applications, transport effects are sim-
ulated based on the linear response theory. In this for-
malism, the transport coefficient can be obtained from
the response function of the ground-state wave func-
tions, typically in the form similar to Eq. (2) (see e.g.
Refs.89,93,94). In the presence of Dirac quasiparticles
in the band structure, the computational costs increase
due to the typically dominating contribution from the
(un)avoided crossings. Additionally, in the realm of spin-
tronics, it is desirable to simulate the transport under
realistic conditions, e.g., at finite temperature and in im-
perfect crystals. Recent advances in this direction include
the ab initio inclusion of finite temperature effects95,96,
or the multi-scale approach, where the ab initio results
only parametrize the atomistic model97. The possibility
of simulating on equal footing strong relativistic and cor-
relation effects in topological magnetic semimetals can
be perceived as an exciting future direction in computa-
tional physics. Dynamical mean field theory combined
with the LDA is the established starting point98. All
the results presented in the next section were obtained
within the standard GGA (+SOC) full potential lin-
earized augmented plane-wave method with the Perdew-
Burke-Ernzerhof parametrization99.
III. ELECTRONIC STRUCTURE OF DIRAC
AND WEYL ANTIFERROMAGNETIC
CANDIDATES
In this section we give a summary of three key AFs
which have been shown to exhibit relativistic quasiparti-
cles or are potential candidates.
A. Dirac antiferromagnets XMnBi2
Layred AFs from the 112 pnictides family, CaMnBi2
and SrMnBi2
100,101, support the double-band degeneracy
of the electronic bands. In Fig. 7 we show the crystal-
lographic structure of SrMnBi2 consisting of alternating
Sr, Mn, and Bi layers.
(a)
Sr     Mn     Bi (b)
(b)
(c)
FIG. 7. Dirac antiferromagnet SrMnBi2. (a) The crystal
consist of quasi-2D layers of Sr, Mn, and Bi. (b) Band struc-
ture calculated with SOC shows the massive Dirac fermions
around Fermi level (in red ellipses). (c) Detail of anisotropic
Dirac fermion along Γ−M calculated from SrBi layer subsys-
tem without SOC. (b-c) adapted from102.
The band structure calculated with the SOC
(Fig. 7(b)) shows massive Dirac fermions102, similar
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FIG. 8. Electronic structure of the non-collinear Weyl antiferromagnet Mn3Ge. (a) Crystallographic structure of
the non-collinear AF Mn3Ge comprises from the kagome lattices stacked along the [001] axis. (b) Band structure of Mn3Ge
calculated from ab initio. (c) Ab initio calculation of the topological Fermi arc surface states. Figure (c) adapted from20.
to the case of the minimal model with the Ne´el vec-
tor along the [001] direction. The XMnBi2 AF family
thus represents the massive quasi-2D-Dirac fermion sys-
tem. Most of the electronic properties are determined
by the Bi square sheets, as can be seen from the orbital
composition101–103.
The quasi-2D character is reflected in the almost flat
dispersion along the Γ−Z line in the BZ (c.f. Fig. 7 (b)).
Additionally, the AF exhibits a quasi-2D quantum trans-
port, namely a highly anisotropic angular dependent
magnetoresistance104. Note that this very large magne-
toresistance is given by the projection of the magnetic
field on the Fermi surface and is distinct from the spon-
taneous AMR driven by the SOC in magnets, which is a
representative effect of the Dirac spintronics. The differ-
ent structure of the Dirac cones in SrMnBi2 (Fig. 7(c))
and CaMnBi2 was attributed to the different position of
the Sr and Ca atom in combination with a different mag-
nitude of the SOC101,103,105. Both AFs have the Ne´el
temperature around room temperature. In contrast, the
EuMnBi2 has also an AF coupled Eu sublattice at very
low temperatures14. The control of the AF order at the
Eu sublattice leads to the transport effects discussed in
Sec 4.1. A more detailed review on the topic of pnic-
tides (also regarding superconductivity) can be found in
Ref.106.
B. Weyl antiferromagnets Mn3X
The first realistic Weyl semimetal candidate was pre-
dicted in the pyrochlore AF Y2Ir2O7, based on DFT
54.
This AF Weyl semimetal has not been confirmed yet
despite substantial experimental effort107. An alterna-
tive candidate with properties appealing to spintronics,
namely strong AHE, was predicted recently in chiral non-
collinear AFs Mn3X (X=Ge,Sn)
20. In Fig. 8(a) we show
the crystallographic structure built from stacked kagome
planes along the [001] axis. The materials are known to
have relatively weak magnetic anisotropy, reaching ap-
proximately ∼ 0.1 meV for the Mn3Sn108,109 and a net
magnetic moment of 0.005µB per unit cell
110. The pre-
dicted triangular magnetic structures in Mn3Sn shown
in Fig. 11(b,c)108,110 were supported also by torque mea-
surements of the magnetic anisotropy109. The crystal
in its magnetic texture in Fig. 11(b) has a glide mir-
ror plane Gy =
{My| (0, 0, 12)}, and two effective time
reversal symmetries combining mirror symmetries MxT
and MzT . Any of these three symmetries double the
number of Weyl points leading to the multiplicity of
820. Band structure calculations in Mn3Ge reveal sev-
eral Weyl points around the Fermi level together with
other trivial states as illustrated in Fig. 8(b-c). The
small symmetry breaking due to the net moment cor-
rects slightly the position of the Weyl points related by
the mirror symmetries in the ideal AF structure with
zero net moment20. The detailed position of the Weyl
points was located by tracking the Berry curvature in
the whole BZ as explained in Sec. 1.2. The hallmark
of Weyl semimetal states, the nontrivial Fermi arc sur-
face states, was predicted by first-principle calculations of
the local density of states and are depicted in Fig. 8(c)20.
The study published in this issue of the PSS reveals that
in spite of the weak anisotropy the inverted chiral struc-
ture is relatively stable against thermal fluctuation and
it is possible to influence the in-plane chiral AF magnetic
structure by the spin-filtering effect111.
C. Dirac semimetal antiferromagnets CuMnX
CuMnX (X=As,P) has been originally studied in
its orthorhombic form as a promising AF semiconduc-
tor candidate112. Electronic structure calculations and
transport measurements point towards a semimetallic
phase19,85,112. The tetragonal phase was used to experi-
mentally discover the NSOT18. Very recently, a symme-
try protected Dirac semimetal state was predicted in the
orthorhombic phase of CuMnX AFs19,85.
In CuMnAs the Dirac points can carry topological
charges and are protected by the combined PT sym-
metry together with a certain nonsymmorphic symme-
11
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FIG. 9. AF Dirac semimetal. (a) Orthorhombic crystal structure of the CuMnAs consists of two PT -Mn partners. (b) The
atom-resolved band-structure shows the dominat contribution from Mn (magenta color) to the band-inversion at the Fermi level.
(c) Topological metal-insulator transition in CuMnAs driven by Ne´el order reorientation. 3D variant of the Dirac semimetal
for the n‖[001] is depicted in the figure in the abstract.
try, in analogy with the minimal model in Sec. 2.2.
PT symmetry ensures a double band degeneracy over
the whole BZ19,85–87, while the nonsymmorphic symme-
try prevents hybridization of the bands at the band-
crossing19,85. The nonsymmorphic pattern in orthorhom-
bic CuMnAs is slightly more involved than in the minimal
model. Orthorhombic CuMnAs contains four Mn sublat-
tices that are connected in pairs by the PT symmetry,
as seen in Fig. 9(a). The atomic resolved band structure
calculated without the SOC is depicted in Fig. 9(b) and
shows dominating Mn orbitals at the Fermi level. Three
visible Dirac points at the Fermi level along the Γ −X,
X−U , and Z−X lines are part of the node line related to
the glide mirror plane symmetry Gy =
{My| (0, 12 , 0)}85.
The protected Dirac semimetal realized for the Ne´el
order along the [001] axis is shown in Fig. 9(c), and
appears by gapping the nodal line except for the two
Dirac points along the U −X − U subspace. The Dirac
points are protected by the nonsymmorphic screw axis
Sz =
{
2z|
(
1
2 , 0,
1
2
)}
19,85 and are connected via nontriv-
ial surface states85. The topological index of the band-
crossing can be defined for the AF semimetal in analogy
to the nonmagnetic Dirac semimetals19,88.
The topological Dirac semimetal in CuMnAs is appeal-
ing, since theoretically only a pair of Dirac points occurs
at the Fermi level according to ab initio calculations19,85,
thus offering an ideal model for a topological Dirac
semimetal induced by band-inversion55,113. In the next
Section we will review the recent prediction of merging
spintronics with topology and the novel magnetotrans-
port effects in CuMnAs.
IV. INTERPLAY BETWEEN TOPOLOGY AND
ANTIFERROMAGNETISM
Topological AFs can bring effects that cannot take
place in either nonmagnets or FMs. We review here the
interplay of the Dirac quasiparticles, the QHE, and anti-
ferromagnetism in the ternary pnictides. We also review
the intrinsic contribution from Weyl quasiparticles to the
giant anomalous Hall effect in the non-collinear chiral AF
Mn3Ge, and novel effects predicted for CuMnAs.
A. Interplay of Dirac quasiparticles,
antiferromagnetism and quantum Hall effects in
ternary pnictides
The interaction between Dirac quasiparticles and mag-
netism was demonstrated in ternary pnictides, although
the Dirac quasiparticles and magnetism arise from dif-
ferent physical origins103. Recently, enhancement of the
exchange coupling between layers via Dirac carriers in
CaMnBi2 and SrMnBi2 was found with the help of Ra-
man scattering114. Also the magnetic field manipulation
of the transport was demonstrated in the sister com-
pound EuMnBi2
14. Magnetism can open an energy gap
at the Dirac points in CaMnBi2 and SrMnBi2, which was
attributed to a FM inter-layer coupling of Mn moments
in CaMnBi2 and to an AF coupling in SrMnBi2
103. The
different behavior of the two compounds is due to the
competing AF super-exchange and the FM double ex-
change mediated by the itinerant Bi electrons103. The
presence of the 40 meV band gap at the Dirac point
along the Γ − M line can lead potentially to a large
contribution to the spin-Hall effect102 as was discussed
for the similar paramagnetic situations in the iron-based
superconductors106 and Weyl semimetal TaAs32.
The Eu-based compounds behave in large magnetic
fields differently to SrMnBi2, due to the additional AF
ordering on the Eu moments. The suppression of the
carrier density was attributed to the AF order of the Eu
atoms and demonstrates the influence of magnetism on
the Fermi surface14. We have shown in the preceding sec-
tion the Dirac bands close to the Fermi level in SrMnBi2.
Similarly, quasi-2D Dirac fermions are expected also in
the EuMnBi2. Dirac fermions presumably give rise to a
large positive linear magnetoresistance, as can be seen
in Fig.10(e), and high mobilities up to 10 000 cm2/Vs14.
The influence of the magnetic field on the transport and
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FIG. 10. Quantum Hall effect in EuMnBi2 manipu-
lated by strong magnetic fields. (a) Crystallographic and
magnetic structure. (b) Phase diagram temperature-magnetic
field. (c-f) The magnetization, the out-of-/in- plane, and the
transversal resistivity show clearly quantum Hall effect for the
finite window of the applied magnetic field. Masuda et al.14
attributed the effect to the manipulation of the staggered or-
der at the Eu site. Adapted from Ref. 14
magnetic properties of EuMnBi2 is reproduced in Fig. 10.
In Fig. 10(b) we show the phase diagram typical for
the external magnetic field applied along the easy axis
in an anisotropic AF. From the net magnetization mea-
surement we see that above the spin-flop field, the Eu
moments reorient perpendicular to the the applied field,
while above the spin-flip field the moments order ferro-
magnetically. The AF ordering of Eu moments has sub-
stantial influence on the inter-layer transport, as can be
seen from Fig. 10(d-f). Furthermore, a half-integer QHE
was reported in EuMnBi2 controllable by the strength of
an external magnetic field14. The QHE was attributed
to the sufficient suppression of the [001]-axis conductivity
and confinement of the massive Dirac fermions to the Bi-
square quasi-2D layers by the spin-flop at the Eu sites14.
Nevertheless, the detailed mechanism has not yet been
identified.
B. Anomalous Hall effect in non-collinear
antiferromagnets
Usually the AHE arises from the presence of magneti-
zation and SOC28,87. Within this picture one can argue
that the AHE is linear in magnetization, as seen from
the empirical Eq. (7), and thus in bipartite AFs should
vanish. Indeed, this is true in simple collinear AFs with
the combined time reversal symmetry and half-magnetic
unit cell translation T T1/2, which implies that the Berry
curvature is an odd function of crystal momentum when
replacing T with T T1/2 in Eq. (5) and the AHE vanishes
due to the Eq. (1). We can ask whether it is possible to
observe the AHE in systems with a zero net magnetiza-
tion, or with a zero SOC. The answer to both of these
questions is yes117,118.
We start with the AHE in a system with a zero net
magnetic moment. In certain AF textures it is not pos-
sible to combine the broken T symmetry with another
symmetry operation which would recover the symmetry
of the AF and would make the AHE vanish. Indeed,
nonzero AHE was predicted29,87,117,119 and later exper-
imentally discovered in certain disordered and ordered
AFs116,120–122. Recent theoretical works predicted strong
AHE in the non-collinear AFs Mn3Ir
87 and Mn3Ge
119
based on ab initio calculations of the intrinsic part of the
AHE. The largest contribution to the AHE originates
from the avoided crossings near the Fermi surface87,115.
As an example, we can compare the k-resolved Berry
curvature in Fig. 11(a) with the band structure along
the K −M axis115,119 in the BZ in Fig. 8(b) for Mn3Ge.
The detailed interplay of Weyl points and the AHE and
the SHE in the Mn3X family of AFs was also recently
investigated20,115.
Since the Berry curvature is an axial vector (see
Eq. (3)), it transforms in the same way as a magnetic mo-
ment under the (effective) time-reversal symmetry (see
Eq. (5)). Indeed, the magnetic space groups of the
candidates Mn3Ir and Mn3Ge allow for a nonzero mag-
netic moment, which however does not contribute sig-
nificantly to the AHE87,116. The small magnetization
allowed for the observation of the AHE in Mn3Ge by ori-
enting the magnetic domains by magnetic fields121,122.
The giant magnetic anisotropy energy in Mn3Ir has pre-
vented the observation of the AHE in this material untill
now123. Hence, we focus here on the Weyl metal candi-
date Mn3Ge.
The chiral magnetic structure depends on the exter-
nal magnetic field BFC applied during sample cooling.
Independently on the orientation of the chiral magnetic
order, Mn3Ge has effective the time reversal symmetry
TMz, where Mz is the mirror (001) plane symmetry,
which implies σxy = 0 (T → TMz in Eq. (5)). Simi-
larly, for the chiral structure in Fig. 11(b) stabilized by
BFC ‖[010]110,116 there is an effective time reversal sym-
metry TMx, implying σyz = 0 and only σxz 6= 0 (blue
line in Fig. 11(d)). Finally, for the magnetic order in
Fig. 11 (c) induced by BFC ‖[100]110,116, the effective
T Gy symmetry gives σxz = 0 and only σzy 6= 0 (red
line in Fig. 11(d)). This explains the recent experimen-
tal findings summarized in Fig. 11(d). Kiyohara et al.116
reported a nonzero contribution to the AHE from the chi-
ral AF texture, Fig. 11(b), σAFxz . For the spin structure
in Fig. 11(c) the authors measured a nonzero response
only for σAFzy . In their measurements the anomalous Hall
resistivity was extracted from Eq. (7) by including the
contribution from the AF texture ρAFH :
ρH = R0Hz +RSM + ρ
AF
H , (19)
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FIG. 11. Anomalous Hall effect in non-collinear antiferromagnets. Ab initio calculation of the Berry curvature reveals
the dominating contribution from node lines close to the Weyl points along the K −M axis (see Fig. 8). (b), (c) two different
orientation of the applied electric current-response-external B-field/Berry curvature and its correlation to the non-collinear AF
order. (d) Measurement of the temperature dependence of the anomalous Hall effect from the chiral AF spin texture. The
colors corresponds to (b-c). Fig. (a) after115, and (d)116.
where M is the net magnetization. Ab initio calculations
for Mn3Ge give σ
AF
xz ≈ 330 Ω−1cm−120, while the ex-
perimentally inferred value is, σxz ≈380 Ω−1cm−1116. A
strong AHE was also observed in the GdPtBi AF at very
low temperatures, where the authors attributed the effect
to the Berry curvature induced by the external magnetic
field canting of the AF sublattices124.
The discovery of the AHE in non-collinear AFs illus-
trates how basic research in AFs can advance the gen-
eral understanding of spin-dependent transport effects.
As mentioned above, the AHE without SOC was also
observed in AFs. Several works have identified the so
called topological Hall effect originating from nontrivial
magnetic textures where the role of the SOC is overtaken
by the spin-chirality125,126.
C. Topological metal insulator transition and
anisotropic magnetoresistance
Predictions of topological quantum phases in oxide iri-
dates have stimulated research on the TopoMIT54,132–135.
The TopoMIT can be controlled by large pressures134,
external magnetic fields132, strain133, or doping in
X2Ir2O7
54,135.
Recently, a new concept was theoretically predicted
in orthorhombic CuMnAs AF19. Here the topoMIT is
controlled by the interplay between the Ne´el vector and
the symmetry protection of the Dirac points. The mech-
anism is related directly to the relativistic spin control
and thus is very different from the mechanisms predicted
for the X2Ir2O7 family. Remarkably, in the nonsymmor-
phic PT AFs, the NSOT can be used to control the Ne´el
vector direction and in turn the TopoMIT, as we demon-
strated on the simple model in Sec 2.2. We illustrate the
staggered symmetry of the NSOT by the blue arrows in
Fig. 9(a) for the applied current along the [100] direc-
tion. The various phases predicted for the CuMnAs AF
and depicted in Fig. 9(c) include an AF topological Dirac
semimetal for the Ne´el vector n ‖[001] (the 3D electronic
dispersion is plotted in the figure of the abstract), an AF
semiconductor for n ‖[101], and an AF Dirac semimetal
for n ‖[100] with the Dirac point along the Γ − X line
and with a small band gap of approximately 1 meV19.
The possibility of controlling the TopoMIT by the
NSOT can lead to novel concepts of spin-dependent
transport. For instance, the non-equilibrium counterpart
of the TopoMIT is the topological anisotropic magnetore-
sistance (TopoAMR)19. The origin of this effect is in the
changes of the Fermi surface topology induced by the re-
orientation of the AF moments, and the corresponding
changes of the magnetic symmetry.
V. PERSPECTIVES AND CONCLUSION
The Dirac/Weyl AFs with appealing properties for
spintronics are summarized in Fig. 12. While topolog-
ical Weyl and Dirac (semi)metals (Mn3Ge and CuMnAs
respectively) are already extensively explored, a myriad
of other topological AF systems have a large potential
for future research. For instance, GdPtBi was predicted
to be an AF TI83,130, and it was recently reported to
host a magnetically induced Weyl semimetal state69. Re-
markably, several of the guiding AF symmetries impor-
tant for spintronics are also shared with the magnetic
structures proposed for several of the Fe-based supercon-
ductors, making a link to topological superconductivity,
which is beyond the scope of this review136,137. Ne´el AF
order in a mono-layer of FeSe on SrTiO3 was reported to
exhibit the AF QSHE131,136.
Many of the topological semimetal effects have come
into focus only very recently and are not fully under-
stood. For example, the role of relativistic quasiparti-
14
Antiferromagnet Phase TN Space group Representative effect
CuMnAs semimetal 480127 P4/nmm NSOT control of magnetization18
CuMnAs Dirac semimetal19,85,112 ∼400112 Pnma TopoMIT, TopoAMR19
Mn3Ir Weyl metal 1000
128 Pm3m AHE87
Mn3Ge Weyl (semi)metal
20 380122 P63/mmc AHE controlled by magnetic field116,122
SrMnBi2 Dirac metal
102 290102 I4/mmm Angular dependent magnetoresistance104
CaMnBi2 Dirac metal 300
103 P4/nmm Dirac fermions coupled to magnetism103
EuMnBi2 Dirac metal 22*
14 I4/mmm QHE controlled by magnetism14
GdPtBi TI 83/Weyl69 9124 F43m Large thermopower, AHE124, TI 83,129,130
FeSe superconductor P4/nmm QSHE131
X2 Ir2 O7 Weyl semimetal
54 Fd3m TopoMIT132, wealth of topo. phases54,133
FIG. 12. List of Dirac and Weyl quasiparticle AF candidates with Ne´el temperature, proposed phase, crystal symmetry, and
representative effect. Italic fonts signal prediction, while normal fonts experimental evidence. *Eu AF sublattice.
cles in the linear magnetoresistance is controversial138, as
well as the topological nature of the Fermi arcs in Dirac
semimetals139, and the nature of the band crossings37,140.
Experimental studies of topological AFs might lead to
a deeper understanding of these effects, similarly as
the research in non-collinear AFs helped our general
understanding of transport effects, such as the AHE.
The exciting challenges for theoretical and computational
physics are provided by the fact that the topological AFs
live very often at the intersection of different physical
regimes, e.g., of strong relativistic and electronic corre-
lation regimes54,135,141. In conclusion, we have described
how the unique symmetries of AFs allow for combining
seemingly incompatible effects on explicit examples that
included the NSOT and Dirac quasiparticles, or the AHE
in AFs. This opens novel research directions in topolog-
ical antiferromagnetic spin-orbitronics.
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