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Abstract—This paper presents a high-level synthesis tool
for  modulators ( s) that combines an accurate
SIMULINK-based time-domain behavioral simulator with a sta-
tistical optimization core. Three different circuit techniques for the
modulator implementation are considered: switched-capacitor,
switched-current and continuous-time. The behavioral models of
these circuits, that take into account the most critical limiting fac-
tors, have been incorporated into the SIMULINK environment by
using S-function blocks, which drastically increase the computa-
tional efficiency. The precision of these models has been validated
by electrical simulations using HSPICE and experimental mea-
surements from several silicon prototypes. The combination of
high accuracy, short CPU time and interoperability of different
circuit models together with the efficiency of the optimization
engine makes the proposed tool an advantageous alternative
for  synthesis. The implementation on the well-known
MATLAB/SIMULINK platform brings numerous advantages in
terms of data manipulation, processing capabilities, flexibility
and simulation with other electronic subsystems. Moreover, this
is the first tool dealing with the synthesis of  s using both
discrete-time and continuous-time circuit techniques.
Index Terms—Analog-to-digital, behavioral modeling, contin-
uous-time circuits, sigma–delta modulator, synthesis, swithced
capacitor, switched current.
I. INTRODUCTION
NOWADAYS there is a trend toward integrating completemixed-signal systems onto a single chip. Together with
reduced price, size and power consumption, these systems-on-
chip are prompting the development of a new generation of
electronic systems that feature larger functionality through the
closer interaction between the real world and the digital pro-
cessing circuitry. In many of these systems, sigma-delta modu-
lators ( s) have demonstrated to be very well suited for the
implementation of the analog-to-digital (A/D) interface. This
type of A/D converters (ADCs), composed of a low-resolution
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quantizer embedded in a feedback loop, uses oversampling (a
sampling frequency much larger than the Nyquist frequency) to
reduce the quantization noise and modulation to push this
noise out of the signal band [1]. The combined use of redundant
temporal data (oversampling) and filtering ( modulation) re-
sults in high-resolution, robust ADCs, which have lower sensi-
tivity to circuit parasitics and tolerances, and are more suitable
for the implementation of A/D interfaces in modern standard
CMOS technologies [2]–[5].
However, the need to design high-performance ADCs in
adverse digital technologies together with the vertiginous rate
imposed by the technology evolution has motivated the interest
for CAD tools which can optimize the design procedure of the
analog interface—traditionally the design bottleneck—in terms
of efficiency and short time-to-market. For this purpose, sev-
eral tools for the synthesis of oversampling ADCs have been
reported [3], [6]–[9]. These tools use different synthesis strate-
gies that can be roughly classified into two main categories [3],
[10].
• Knowledge-based synthesis tools, which are based on cap-
turing the knowledge of experienced designers [6], [7].
Although the execution times are very short, the results
still must be optimized because design procedures are
usually based on approximate equations and very simple
models. Additionally, they are closed tools, i.e., they are
limited to a reduced number of topologies and the addition
of new ones is a very costly process, and usually restricted
to the tool developers.
• Optimization-based synthesis tools [3], [8], [9], which are
based on an iterative optimization procedure in which the
synthesis problem is formulated as a cost function min-
imization problem that can be evaluated through numer-
ical methods. The evaluation of the cost function can be
performed by means of equations or simulations. In the
former case, relatively short computation times are re-
quired, though the accuracy of the results depends on
that of the equations. Furthermore, in this case the tool is
closed because equations must be changed every time the
topology is changed. These problems can be eliminated
by using simulations for performance evaluation. In this
case, the characteristics of the simulator determine the ac-
curacy and flexibility of the tool.
1057-7122/$20.00 © 2005 IEEE
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Fig. 1. Conceptual block diagram of an optimization-based M synthesis
tool.
Most modern approaches for the synthesis of s use
optimization-based strategies, usually combining an optimiza-
tion core for design parameter selection with a simulator for
performance evaluation [3], [8], [9]. Conceptually speaking,
a conventional optimization-based synthesis tool follows the
block diagram shown in Fig. 1. The high-level design process
of a starts from the modulator specifications (resolution,
signal bandwidth, etc.). The objective is to get the design
parameters that optimize the performance of the modulator;
that is, those block specifications which satisfy the modulator
specifications with the minimum power consumption and
silicon area. At each iteration of the optimization procedure,
circuit performances are evaluated at a given point of the
design parameter space. According to such an evaluation, a
movement in the design parameter space is generated and the
process is repeated again. There are two alternatives for the
implementation of such an iterative procedure.
• Deterministic techniques, where parameter updating
requires information on the cost function and on their
derivatives. Only changes of design parameters that make
the cost function to decrease are allowed. Therefore, the
optimization process may be quickly trapped in a local
minimum of the cost function. So, the usefulness of these
techniques concentrates on the fine tuning of suboptimal
designs.
• Statistical techniques, where design parameters are
changed randomly and, hence, information on the deriva-
tives of the cost function is not required. The main
advantage of the statistical techniques with respect to the
deterministic ones is the capability to avoid local minima
thanks to a nonzero probability of accepting movements
that increase the cost function. Therefore, these tech-
niques are appropriate for global optimization, that is,
cases in which no good initial design point in Fig. 1. is
available. The price to pay is a larger computational cost.
In this paper, an integrated approach is applied: statistical
techniques are applied for wide design space exploration
whereas deterministic techniques are used for fine-tuning of
best solutions found by the previous techniques. Besides, the
addition of knowledge about specific architectures has been
enabled. Such knowledge can be coded using a standard pro-
gramming language: C or C++, which is compiled at run-time
and incorporated into the optimization process. This makes the
proposed synthesis toolbox an optimization-based synthesis
tool but with the appealing features of knowledge-based sys-
tems.
The iterative nature of the optimization procedure—normally
requiring hundreds or even thousands of iterations to find out an
optimum solution—demands a very efficient simulation engine
capable of providing a fast and precise performance evaluation.
s are strongly nonlinear sampled-data circuits, and
hence, simulation of their main performance specifications has
to be carried out in the time domain. Due to their oversampling
nature, this means that long transient simulations—involving
thousands or millions of clock cycles—are necessary to eval-
uate their main figures of merit. Therefore, transistor-level
simulations using SPICE-like simulators yield excessively long
CPU times—typically several days, or even weeks [11]. To
cope with this problem, different alternatives of -ded-
icated simulators have been developed, which at the price of
sacrifying some accuracy in their models, reduce the simula-
tion time [8], [9], [12], [13]. One of the best accuracy-speed
trade-offs is achieved by using the so-called behavioral simu-
lation technique [12], [13]. In this approach the modulator is
broken up into a set of subcircuits, often called building blocks
or basic blocks. These blocks are described by equations that
express their outputs in terms of their inputs and their internal
state variables. Thus, the accuracy of the simulation depends
on how precisely those equations describe the actual behavior
of each building block.
Because of these advantages, previously reported optimiza-
tion-based synthesis tools used event-driven behavioral
simulation techniques [3], [8], [9]. In these tools, the simula-
tion engine and the models are implemented using a conven-
tional programming language like C. Modulator libraries are
usually available, containing a limited number of architectures.
Although a text or graphical interface is usually provided to
create new architectures, block models cannot be easily mod-
ified. On the other hand, the possible circuit techniques used to
implement the modulators are constrained by the capabilities of
the simulation engine and the available block models. For that
reason, the synthesis tools reported in the open literature are lim-
ited to switched-capacitor (SC) s [3], [8], [9].
To overcome these problems, the synthesis tool
proposed in this paper has been implemented by using
the MATLAB/SIMULINK platform [14], [15]. The em-
bedded behavioral simulator is able to efficiently evaluate
the performances of low-pass (LP) or bandpass (BP) s
implemented using either SC , switched-current (SI) or contin-
uous-time (CT) circuit techniques. This enables the synthesis
tool to deal with all those types of s.
The implementation on the MATLAB/SIMULINK platform
provides a number of advantages.
• It is a widely used platform, familiar to a large number of
engineers, whereas special-purpose tools [8], [9] require
dedicated training on a proprietary text-based or graphical
interface.
• It has direct access to very powerful tools for signal pro-
cessing and data manipulation.
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Fig. 2. Illustrating the GUI for editing modulator topologies of the M synthesis toolbox.
• It has full flexibility to create new architectures,
and even to include different blocks, either of CT or dis-
crete-time (DT) type.
• It enables a high flexibility for the extension of the block
library whereas the addition of new blocks or models to
existing libraries in previous tools requires the qualified
contribution of a programmer.
Modeling and simulation of s in the
MATLAB/SIMULINK platform was first reported in
[16] and [17], albeit limited to SC architectures. Although
very intuitive, the implementation of the behavioral models of
each basic building block requires several sets of elementary
SIMULINK blocks using MATLAB functions. This means a
penalty in computation time which may become critical in an
optimization-based synthesis process in which hundreds or
thousands of simulations must be executed.
This paper solves these problems by using the so-called
S-functions [18] to implement the behavioral models in
SIMULINK. The use of these functions allows to decrease the
computational cost to acceptable figures for synthesis purposes.
Thus, the CPU time for the time-domain simulation of a DT/CT
involving 65 536 samples and considering the most
complex nonlinear behavioral models (see Section III) is typi-
cally a few seconds,1 which is comparable with the simulation
times obtained with hard-coded dedicated simulators [8], [9],
[13]. Besides, the proposed toolbox is able to deal with any
1All simulations shown in this paper were done using a PC with an AMD
XP2400 CPU@2 GHz @512 MB-RAM.
circuit technique: SC, SI, or CT. For this purpose, a complete
list of building blocks (integrators, resonators, quantizers, etc.)
including their main nonidealities for all circuit techniques has
been included [3]–[5]. The accuracy of the behavioral models
has been verified by electrical simulation using HSPICE, at
the block level, and even by experimental measurements taken
from silicon prototypes, at the modulator level [19], [20].
This paper is organized as follows. Section II describes the
proposed synthesis methodology and summarizes the major
features of the embedded tools, namely: the optimization
core and the behavioral simulator, together with the relevant
aspects of the implementation in the MATLAB/SIMULINK
framework. Section III presents a detailed description of the
behavioral models used. Finally, Section IV gives several sim-
ulation and synthesis examples of the synthesis toolbox.
II. PROPOSED SYNTHESIS TOOLBOX
As stated earlier, the presented synthesis tool uses an ad-
vanced optimization core for design parameter selection and a
time-domain behavioral simulator for performance evaluation.
The proposed tool has been conceived as a MATLAB toolbox
for the simulation and synthesis of s. Fig. 2. shows some
parts of the toolbox comprising a Graphical User Interface
(GUI) to allow the designer browse through all steps of the
simulation, synthesis and post-processing of results. High-level
synthesis is started from the synthesis menu, where constraints,
performance specifications, design parameters, optimization
algorithms, etc., can be specified. Then, the optimization core
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Fig. 3. Operation flow of the optimization core.
starts the exploration of the design space to find out the op-
timum solution by using the simulation results for performance
evaluation.
A. Optimization Core
The MATLAB standard distribution includes a number of op-
timization methods [14]. However, all these methods are based
on deterministic optimization strategies. They are very fast but
they evolve toward the closest local minimum. Therefore, the
quality of the results strongly depends on the initial conditions.
This makes these methods appropriate for local optimization of
an already good design.
Global optimization algorithms include a variety of evolu-
tionary and simulated annealing algorithms with all their deriva-
tives. The optimization core used in this paper combines an
adaptive statistical optimization algorithm inspired in simulated
annealing, in which local minima of the cost function can be ef-
ficiently avoided, with a design-oriented formulation of the cost
function, which accounts for the modulator performances [3].
Unlike conventional simulated annealing procedures, in
which the control parameter—commonly named temper-
ature—follows a predefined temporal evolution pattern, the
implemented global optimization algorithm dynamically adapts
this temperature to approximate a predefined evolution pattern
of the acceptance ratio (accepted movements/total number of
iterations). This idea prevents excessively high temperatures
which will make convergence difficult and inappropriately low
temperatures which can make the algorithm to become stuck
on a local minimum. The amplitude of parameter movements
through the design space is also synchronized with the temper-
ature for improved convergence.
Fig. 3. shows the flow diagram of the optimization core. The
starting point is the modulator topology whose design parame-
ters (building block specifications) are not known. Considering
arbitrary initial conditions, a set of perturbations of the design
parameters is generated. With the new design parameters, the
appropriate simulations are performed to evaluate the modulator
performance. From the simulation results, the optimization core
automatically builds a cost function, that has to be minimized.
The type and value of the perturbations as well as the iteration
acceptance or rejection criteria depend on the selected optimiza-
tion method. The optimization process is divided into two steps:
• The first step explores the design space by dividing it
into a multidimensional grid, resulting in a mesh of hy-
percubes (main optimization). A statistical method is ap-
plied in this step to escape from local minima, as there is a
nonzero probability of accepting movements that increase
the cost function [3].
• Once the optimum hypercube has been obtained, a final
optimization is performed inside this hypercube (local op-
timization). A deterministic method is usually applied in
this step, where the calculation of the design parameter
perturbations requires information on the cost function
and on their derivatives.
In addition, the optimization core is very flexible, in so far as
the cost function formulation is very versatile: multiple targets
with several weights, constraints, dependent variables, and log-
arithmic grids are permitted. This optimization procedure has
been extensively tested with design problems involving behav-
ioral simulators as well as electrical simulators [3], [9].
For efficiency reasons, this optimization core has been con-
ceived as an independent application whereas the behavioral
simulator runs in MATLAB/SIMULINK. In order to integrate
both processes, a special-purpose application has been devel-
oped by using the MATLAB engine library [14]. This applica-
tion is responsible for the communication between the optimiza-
tion core and the behavioral simulator so that the optimization
core runs in background while MATLAB acts as a computation
engine.
B. Time-Domain Behavioral Simulator
The proposed synthesis tool uses a time-domain
behavioral simulator as a performance evaluator. The sim-
ulator, called SIMSIDES (SIMulink-based SIgma-DElta
Simulator), has been implemented as a toolbox in the
MATLAB/SIMULINK environment, thus taking advantage of a
friendly GUI, high flexibility for the extension of the subcircuit
library and huge signal processing capabilities [21].
Recently, a set of SIMULINK block models were proposed
for the behavioral simulation of SC s [16], [17]. The
models included—based on the interconnection of SIMULINK
standard library blocks—are very useful for system-level eval-
uation. However, they have some limitations.
• The block library is limited to SC circuits, and use rela-
tively simple models which do not take into account some
limitations like, for instance, nonlinearities associated to
the open-loop opamp dc gain and capacitors. In addition,
as models are implemented in the -domain, the circuit
behavior during different clock phases is not considered,
thus leading to not very accurate modeling of some errors
like the incomplete settling.
• Block models are realized by using MATLAB functions.
This causes the MATLAB interpreter to be called at each
time step, dramatically slowing down the simulation. This
problem is aggravated as the model complexity increases,
yielding to excessive CPU times as compared to dedicated
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Fig. 4. Illustrating some blocks of the M block libraries included in the simulator SIMSIDES. (a) SC integrators. (b) CT resonators. (c) Quantizers and
comparators. (d) DACs. (e) Second-order SC LP M . (f) Second-order CT LP M .
simulators. This is true even using the SIMULINK accel-
erator [15].
The proposed simulator, SIMSIDES, is able to simulate
not only SC but also SI and CT s. The toolbox in-
cludes different sublibraries which are classified according to
the modulator hierarchy level [integrators, quantizers, flash
sub-ADCs, digital-to-analog converters (DACs)] and the circuit
technique (SC, SI, and CT). As an illustration, Fig. 4. shows
some of the most representative sublibraries showing different
types of integrators, resonators (basic building blocks used
in BP s), quantizers and DACs. There are also several
libraries including the most usual architectures of both LP and
BP s using SC, SI, and CT circuits. For each building
block, the block library provides models with a different
abstraction level. High-level (lower accuracy) models are
suitable for system-level simulation, design space exploration
and initial transmission of specifications to the block level.
Low-level (higher accuracy) models, which take into account
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Fig. 5. Architecture of the proposed behavioral simulator, SIMSIDES.
the main circuit parasitics, are suited for fine-tuning the specs
transmission and circuit validation.
Simulation efficiency is a critical factor in synthesis applica-
tions. For this reason, SIMULINK S-functions [18] have been
used as implementation platform for the behavioral models of
the different building blocks. These functions are special-pur-
pose source files which allow to add computation algorithms
written in C to SIMULINK models. The outcome is a notable
saving of simulation time as compared to using MATLAB func-
tions or M-files to code the models, even when the accelerator
utility is used [15]. For example, the simulation over 65 536
clock periods of a cascade 2-1-1 SC considering the most
complex models, i.e., including all nonidealities and nonlinear-
ities of the building blocks,2 takes 3 s using the proposed sim-
ulator. If analogous models are implemented by using M-files,
the simulation time rises to 141 s, i.e., about 50 times slower
than the approach in this paper.
Fig. 5. shows the general structure of SIMSIDES. First, the
modulator architecture is defined by appropriately intercon-
necting the building blocks included in SIMSIDES libraries
(see Fig. 4.). After the circuit diagram is created, the user sets
some parameters and options which are taken into account by
the tool to perform the time-domain simulation. Monte Carlo
simulations as well as parametric analysis are also possible.
Output data generated by the simulator consists of time-do-
main series which can be processed to get different figures
of merit. Thus, histograms and output spectra are computed
using the routines provided by the signal processing toolbox of
MATLAB. Other analyses such as signal-to-noise ratio (SNR),
harmonic or intermodulation distortion (IMD), are done using
a collection of functions specifically developed for SIMSIDES.
C. Model Implementation Procedure
Model implementation follows a set of steps, which are illus-
trated in Fig. 6.
• Definition of a computation model. Given a set of nonide-
alities of the building blocks, a computation model which
2The models include finite open-loop opamp dc gain, incomplete settling
error, mismatch capacitor ratio error, thermal noise; and main nonlinear effects,
namely: nonlinear sampling switch-on resistance, nonlinear open-loop opamp
dc gain, slew rate and nonlinear capacitors.
allows to calculate the output samples including the ef-
fect of all those nonidealities must be defined. For illus-
tration’s sake, let us consider the SC Forward-Euler (FE)
integrator in Fig. 6(a). The construction of a behavioral
model which takes into account the effect of the finite
and nonlinear dc gain of the amplifier requires a compu-
tation model shown in Fig. 6(b). An iterative procedure3
is needed because the output voltage of the integrator de-
pends on the amplifier gain but due to the nonlinearities,
such gain also changes with the output voltage. When
more nonidealities are to be considered, a more complex
computation model, which appropriately takes all nonide-
alities into account in the right sequence, is needed.
• Implementation of the computation model into an
S-function. For this purpose, SIMULINK provides dif-
ferent S-function templates which can accommodate the
C-coded computation model of both DT and CT systems.
These templates are composed of several routines that
perform different tasks required at each simulation stage
[18]. Among others, these tasks include: variable initial-
ization, computation of output variables, update of state
variables, etc. For illustration purposes, Fig. 6(c) shows
some significant sections of the S-function file associated
to the SC integrator with nonlinear amplifier dc gain. It
includes model parameters, clock phase diagram, com-
putation model code, etc.
• Compilation of the S-function. This is done by using the
mex utility provided by MATLAB [18]. The resulting ob-
ject files are dynamically linked into SIMULINK when
needed.
• Incorporation of the model into the SIMULINK environ-
ment. This can be done by using the S-function block
of the SIMULINK libraries [15]. Fig. 6(d) illustrates this
process for the SC integrator of Fig. 6(a). A block diagram
containing the S-function block is created including the
input/output pins. The dialogue box is used to specify the
name of the underlying S-function. In addition, model pa-
rameters are also included in this box, which can be used
to modify the parameter values.
III. ACCURATE AND EFFICIENT MODELING OF
BUILDING BLOCKS USING SIMULINK
Behavioral models included in SIMSIDES can be grouped
into two main categories: DT and CT circuits. The former, de-
scribing SC and SI subcircuits, are based on a set of finite-dif-
ference equations. In this case, the value of signals is important
only at specific time points. Therefore, the simulation process
consists of computing the node voltages and branch currents of
the circuit consecutively at the end of each clock phase. This can
3The convergence criterion used in the iterative proce-
dure of the behavioral models is: abs[(New param value  
Old param value)=New param value] < thrs, where thrs is the
threshold value chosen for convergence (normally thrs = 0:01), abs(x) stands
for the absolute value of x, and New_param_value and Old_param_value
are, respectively, the old and new values of the parameter to be solved—for
instance A in the example of Fig. 6. Using this criterion, convergence is
reached normally in 3 or 4 iterations, which does not result in excessively
costly CPU time.
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Fig. 6. Steps to incorporate a behavioral model in SIMSIDES. (a) Modeled nonideality. (b) Computation model. (c) Excerpt of S-function code. (d) S-function
block.
be done very efficiently because analytical integration of block
model equations can be performed over one clock period and
modulator simulation reduces to evaluation of the solved model
equations. Only a few seconds are typically needed for the eval-
uation of an output spectrum.
Behavioral models of the second category, corresponding to
CT building blocks, are described by a set of continuous-time
state-space equations which are integrated by SIMULINK
solvers [15]. A promising analytical integration method has
also been recently published for CT s, reporting com-
parable efficiency to the DT case [22]. This approach has not
been adopted in our implementation of the toolbox due to some
limiting restrictions: feedback loops within the continuous-time
filter are not allowed (therefore, precluding the simulation of a
significant number of modulator topologies) and difficulties in
the implementation of some nonidealities.
The basic building blocks modeled in SIMSIDES, as well as
its nonidealities are summarized in Table I.4 A complete descrip-
tion of each of these nonidealities is beyond the scope of this
paper. However, since the efficiency of the proposed synthesis
4In the case of multibit DACs, a common method to reduce the effect of
random component mismatches consists of using the so-called dynamic element
matching (DEM) techniques. For this purpose, an additional subblock has been
included that models those techniques. In particular, scrambling of the DAC ele-
ment errors is implemented by a rotate data weigh averaging (RDWA) algorithm
that provides noise-shaping of DAC element mismatches [23].
TABLE I
BASIC BUILDING BLOCKS AND NONIDEALITIES MODELED IN SIMSIDES
tool strongly depends on how accurately the models describe
the real behavior of the corresponding subcircuits, this sec-
tion describes the behavioral models of most critical building
blocks—the integrators—with special emphasis on those as-
pects related to their implementation in the presented toolbox.
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Fig. 7. Conceptual SC FE integrator. (a) Schematic. (b) Clock phases.
Fig. 8. Computation model for the SC FE integrator model.
A. Behavioral Modeling of SC Building Blocks
Fig. 7. shows the conceptual schematic5 of a SC FE integrator
together with the clock phases, where stands for
the sampling period. The ideal behavior of this circuit can be
described by the following difference equation:6
(1)
where and are the integration and sampling capacitors,
respectively.
In practice, the ideal behavior described by (1) is degraded
by the error mechanisms listed in Table I. These errors are com-
puted in the proposed behavioral models by following the itera-
tive procedure shown in the flow graph of Fig. 8. Note that there
are two branches corresponding to the two clock phases. During
the sampling phase, the final value of the voltage stored in the
sampling capacitor , is calculated by considering the effect
of incomplete settling and adding the total input-referred noise
power-spectral density (PSD) of the integrator . This gives
[3]
(2)
where stands for a random number in the range
and
(3)
is the settling error caused by the finite time constant,
with being the switch-on resistance.
In practice, switches are realized with MOS transistors and
hence, the value of strongly depends on the input signal.
5For simplicity, schematics are shown in its single-ended version, although
actually the fully-differential structures have been modeled.
6In this paper, the notation v will be used to represent v (nT ).
Fig. 9. Algorithm used to model the influence of finite and nonlinear switch-on
resistance.
Fig. 10. SC integrator—followed by a similar one for modeling
purposes—and clock phases.
This nonlinear behavior causes harmonic distortion, which in-
creases with the ratio between the input frequency and the sam-
pling frequency [24], thus being especially critical at the input
node of broad-band s. Fig. 9. shows the algorithm used
in SIMSIDES to model the nonlinear switch-on error. The sam-
pling phase is divided into a number of time
intervals in which the value of the switch-on resistance is eval-
uated by using a polynomial dependence of the input voltage,
, at the end of each time interval.7
Once the sampling voltage is computed, the output voltage
is calculated by considering the amplifier dynamics, capacitor
errors,8 finite (nonlinear) opamp dc gain and output saturation.
For this purpose, the generic scheme shown in Fig. 10 is solved
in the behavioral model [25]. This scheme includes:
• a number of input branches, each of them formed by a
sampling capacitor and four switches—controlled by
two nonoverlapping phases, and —which commute
the sampling capacitor between voltages and ;
7The coefficients of this polynomial function can be used with a double pur-
pose. On the one hand, in a synthesis process they are used to evaluate the
maximum nonlinearity tolerated for a given specification. On the other hand,
a look-up table approach can also be used for verification of a given design.
8Mismatch errors and voltage dependencies have been included in the capac-
itor models.
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Fig. 11. Transient response of an SC integrator: comparison between HSPICE
and SIMSIDES.
• a second integrator (load) whose input branches are as-
sumed to be connected to the integrator output during the
sampling phase. The th branch of the second integrator is
connected to a voltage during the integration phase;
• the model used for the amplifier (depicted in Fig. 10.) in-
cludes: a one-pole dynamics and a nonlinear character-
istic, with maximum output current .
This model of the SC integrator takes into account the ampli-
fier and limitations, as well as the parasitic capacitors
associated to its input and output nodes . Moreover,
the capacitive load at the integrator output is assumed to change
from the integration to the sampling phase, reflecting the actual
situation in most SC s.
The equivalent circuits in Fig. 10 are evaluated during both
clock phases: sampling and integration , considering
all the possibilities of the amplifier in operation: either linearly
or in slew . An iterative procedure
(see Fig. 8) is needed in order to solve the transient response
since the opamp dc gain depends on the output voltage. This
dependence is modeled as
(4)
where is the zero-bias dc gain and stands for the th
nonlinear coefficient.9
The iterative procedure in Fig. 8 converges typically in a
few iterations, providing very precise results. As an illustration,
Fig. 11 compares the model simulation results versus HSPICE
electrical simulation. This figure shows the transient response
of a series connection of a single-branch SC FE integrator and
a two-branch SC FE integrator when a constant input voltage is
applied. It can be seen that both electrical and behavioral simu-
lations agree.
9It is important to note that nonlinear coefficients (avnl ) can be used either
in a top-down (synthesis) approach or a bottom-up (verification) approach. In
the former case, avnl are design variables that are solved by the optimization
procedure for given modulator specifications. In the latter case, i.e., for verifica-
tion, coefficients avnl can be obtained from a curve fitting process of a real dc
gain characteristic from an electrical simulation, or even from measurements.
In this case, a look-up table approach can be also used, which is also supported
by the behavioral models included in SIMSIDES.
B. Behavioral Modeling of SI Building Blocks
A large number of topologies of SI building blocks have been
modeled in the proposed toolbox. As an illustration, Fig. 12(a)
shows a fully differential regulated folded cascode (RFC) SI
lossless direct integrator (LDI). Similarly to the case of SC
circuits, the model evaluates the state and output variables at
the end of each sampling phase by following the flow graph
shown in Fig. 12(b). During clock phase, —corresponding
to the sampling phase for memory cell 2 and the hold phase for
memory cell 1—the differential-mode drain current of memory
cell 2, is computed. The first step consists in
determining the steady state of , represented as . For this
purpose, the equivalent circuit shown in Fig. 12(c) is used in the
model. In this circuit, memory cell 1 is modeled by its Norton
equivalent, i.e., a current source of value in parallel with
the output conductance of the memory cell represented by .
The steering switch is modeled as a finite (nonlinear)
switch-on resistance, . On the other hand, the model of
memory cell 2 consists of the parallel connection of its output
conductance with its input impedance. This impedance is
modeled as a nonlinear function of . This function, ,
can be included in the model either by using a look-up table
approach or by a parametric function which depends on the
topology of the cell. In the particular case of a RFC memory
cell
(5)
where is the bias current, represents the small-signal
transconductance of the memory transistor at the operating
point, and stands for the voltage gain of the stage
used to increase the input conductance. The solution of the
circuit in Fig. 12(c) is computed through an iterative procedure
which typically converges in two or three iterations.
The second step of Fig. 12(b) is to compute the effect of
the settling error. This error—caused because the gate-source
capacitance charging is not completed at the end of clock phase
—is calculated by using the equivalent circuit shown in
Fig. 12(d), where
(6)
and (alternatively ) is the gate voltage of the memory
transistor (alternatively ).
During the transition between both clock phases the
charge injected by memory switches on the differen-
tial gate-source capacitor causes an additional error in
the differential gate-source voltage of memory cell 2 which is
added in the model to the thermal noise .
During clock phase —sampling phase for memory cell 1
and hold phase for memory cell 2—the output current,
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Fig. 12. Fully differential RFC SI LDI. (a) Schematic. (b) Computation model. (c) Equivalent circuit for the calculation of stationary drain currents. (d) Transient
response.
, is kept stationary and transmitted to the circuit con-
nected to the output of the integrator. The differential drain cur-
rent of memory cell 1 is computed following the same procedure
as for memory cell 2.
The model shown in Fig. 12 has been compared with elec-
trical simulations using HSPICE at different levels of the mod-
ulator hierarchy. As an illustration, let us consider the LDI-loop
resonator conceptually shown in Fig. 13.10 Fig. 14 shows the
results obtained with both SIMSIDES and HSPICE for the im-
pulse response. The input signal is a pulse of amplitude 50 A
and width . Fig. 14(a) shows the resonator sampled response
for a gain of 0.5, taking into account only the effect of the finite
output-input conductance ratio error. If the sampling frequency
is raised (from 1 to 10 MHz), the impulsive response of the res-
10This is a fundamental building block of SI BPM s [5].
Fig. 13. Block diagram of a SI LDI-loop resonator.
onator is degraded as a consequence of the cumulative effect of
both the settling error and the finite output-input conductance
error. This is illustrated in Fig. 14(b) showing a good agreement
between SIMSIDES and HSPICE.
RUIZ-AMAYA: CONTINUOUS-TIME USING SIMULINK-BASED TIME-DOMAIN BEHAVIORAL MODELS 1805
Fig. 14. Impulsive response of a SI LDI-loop resonator. (a) Effect of
output-input conductance ratio error. (b) Cumulative effect of conductance
ratio and settling error.
Fig. 15. Conceptual gm-C integrator.
C. Behavioral Modeling of CT Building Blocks
The proposed toolbox includes several libraries of CT
building blocks (integrators and resonators) considering dif-
ferent circuit implementations, namely: - , - ,
active-RC, and MOSFET-C. As an illustration, let us consider,
for instance, the - integrator, conceptually depicted in
Fig. 15. The ideal behavior of this circuit is described by the
following differential equation:
(7)
where is the input voltage, is the input current (pro-
vided by the feedback DAC block), and is a state variable,
Fig. 16. Complete gm-C integrator model. (a) Flow diagram of the
computation model. (b) Excerpt of the corresponding S-function.
Fig. 17. Equivalent circuit of the gm-C integrator considering. (a) A one-pole
model. (b) A two-pole model.
Fig. 18. Transient response of a gm-C integrator: comparison between
HSPICE and SIMSIDES.
which can be integrated by the SIMULINK solvers very effi-
ciently [15].
Fig. 16 shows the complete model of a real - integrator
including their most significant error mechanisms, namely:
input-referred thermal noise PSD , output voltage sat-
uration , nonlinear transconductance (modeled as
) and the transient response.
The latter is especially critical in high-speed applications. For
that purpose, both single-pole and two-pole models have been
considered in SIMSIDES, by using the equivalent circuits
shown in Fig. 17(a) and (b), respectively.
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Fig. 19. Block diagrams ofM s in the SIMULINK environment. (a) CT fifth-order LPM . (b) SI fourth-order BPM . (c) SC 2-1-1 multibit LPM .
These models are included in the corresponding S-function
through a set of state-variable equations. As an illustration,
Fig. 16(b) shows the main parts of the - S-function cor-
responding to a two-pole model. In this case, the transient
response is modeled as
(8)
with and being the state variables.
As in the case of DT circuit techniques, the behavioral
models of CT building blocks have been verified using elec-
trical simulation. As an illustration, Fig. 18 shows the transient
response of a - integrator for a sinusoidal input of am-
plitude 10 mV and frequency 292 kHz. In this example,
nonlinear transconductance, finite time constant and limited
output swing have been included in the model. It can be
seen how both HSPICE and SIMSIDES results are in close
agreement.
IV. EXAMPLES AND EXPERIMENTAL RESULTS
Three architectures will be used to demonstrate the
simulation and synthesis capabilities of the presented toolbox:
• a CT fifth-order LP- [Fig. 19(a)];
• a SI fourth-order BP- [Fig. 19(b)];
• a SC 2-1-1 cascade multibit LP- [Fig. 19(c)].
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Fig. 20. Effect of (a) excess loop delay and (b) clock jitter on the performance
of a CT fifth-order LP M .
A. Using the Toolbox for Design Space Exploration and
Verification
The first example shown in Fig. 18(a) is a single-loop feed-
forward architecture formed by - integrators, a nonideal
single-bit quantizer (comparator) and a nonreturn-to-zero
(NRZ) DAC. In addition to the nonidealities of the former
block, described in Section III, one of the most important
limiting factors that degrade drastically the performance of CT
s is the time delay between the quantizer clock edge and
the DAC transient response. This delay, referred to as excess
loop delay, modifies the noise-shaping transfer functions, and
may eventually make CT s to be unstable [4]. As an
illustration, Fig. 20(a) shows the impact of the excess loop
delay on the output spectrum of the modulator of [Fig. 19(a)].
Two different cases have been considered: a fixed delay, which
is independent on the quantizer input voltage magnitude; and a
signal-dependent delay, which is practically constant for large
quantizer input voltages, but rises for decreasing inputs [4].
Each output spectrum is obtained from a 65 536 clock-cycle
simulation, which takes seven seconds of CPU time. Another
important error, especially critical in high-speed applications is
the clock jitter. Fig. 20(b) shows the performance degradation
caused by this error, which is modeled as a random Gaussian
noise source with zero mean and standard deviation . This
parametric representation allows to determine the maximum
allowable clock jitter without causing a significant degradation
of the SNR.
Fig. 21. Effect of nonlinear settling on SI BP M s. (a) Output spectra. (b)
Notch frequency shift versus f .
The second example shown in Fig. 19(b) has been obtained
by applying an LP-to-BP transformation to a
second-order LP . As a consequence of this transforma-
tion, the zeros of the noise transfer function shift from dc to
, being the sampling frequency. In addition, the inte-
grators in the original LP become resonators in the BP
. In this example, resonators are based on lossless direct
integrators. Among other topologies, these resonators are the
only ones which remain stable under changes in their scaling
coefficients.
One of the most important degrading factors in SI BP s
is the signal-dependent transconductance of memory cells, ,
which force all errors to be nonlinear. As a consequence, in addi-
tion to increasing the in-band noise power, SI errors cause IMD.
As an illustration, Fig. 21(a) shows the impact of the nonlinear
settling on the performance of the modulator in Fig. 19(b). In
this case, the gate-source capacitance of memory transistors
[see Fig. 12(d)], is changed in SIMSIDES, showing three ef-
fects: increase of the in-band noise, third-order IMD and a shift
of . These output spectra are obtained by running two 65 536
clock-cycle simulations of Fig. 21(a), each one taking 4 s of
CPU time. The effect of the transient response on the notch fre-
quency is better illustrated in Fig. 21(b) by displaying the shift
on versus the sampling frequency, . This figure also com-
pares the simulation results with some experimental measure-
ments taken from a silicon prototype reported in [20], showing
a good agreement.
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Fig. 22. Performance degradation of a SC 2-1-1 multibitM with (a) DAC
INL and (b) opamp gain A .
TABLE II
HIGH-LEVEL SYNTHESIS RESULTS FOR SC 2-1-1 MULTIBIT M
Finally, as an example of SC s, Fig. 22 illustrates the
performance degradation of the 2-1-1 modulator in Fig. 19(c)
caused by two error mechanisms: the integral nonlinearity
of the 3-bit DAC and the finite dc gain of the opamps
. Fig. 22(a) shows the effect of these two error mechanisms
on the output spectrum of the modulator when clocked at
MHz for LSB and dB. In
this case, as the error is shaped by the filtering performed
by previous stages, the main degradation is caused by ,
basically increasing the in-band noise power. The effect on the
resolution is better illustrated in Fig. 22(b) where the half-scale
SNR is plotted versus for different values of the oversam-
pling ratio .
TABLE III
HIGH-LEVEL SYNTHESIS RESULTS FOR THE CT 5TH-ORDER LP M
Fig. 23. Temperature and cost function evolution of the synthesis process. (a)
SC 2-1-1 multibit M . (b) CT fifth-order LP M .
B. Using the Toolbox for Synthesis
To show the capabilities of the synthesis toolbox, the high-
level sizing of the modulators in Fig. 19(a) and (c) is performed.
The modulator specifications are: 12 bits@12.5 MSamples/s for
the CT fifth-order LP and 13 bits@4.4 MSamples/s for
the SC 2-1-1 multibit . The objective is to meet those
specifications with the minimum power consumption and sil-
icon area. Once design parameters, design specifications, and
constraints have been specified through the toolbox GUI, a wide
exploration of the design space is performed by the optimization
core. At each point of the design space, a SIMSIDES simulation
is performed to evaluate the modulator performances.
Tables II and III show the results of the high-level synthesis
for both modulators, in the form of minimum design specifi-
cations for each building block. The optimization procedures
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Fig. 24. Output spectrum of the SC 2-1-1 cascade LP-M . (a) Behavioral
simulation (SIMSIDES) versus experimental measurements. (b) Behavioral
simulation (SIMSIDES) versus electrical simulation (HSPICE).
required 887 iterations (65536 clock-cycle simulation per it-
eration) for the SC modulator and 674 iterations for the CT
fifth-order LP taking 40.8 and 52.1 min of CPU time,
respectively. As an illustration, Fig. 23 shows the evolution of
the temperature and cost functions for the mentioned optimiza-
tion procedures. It can be seen that the statistical method is
used in the first 400 iterations approximately (see the point in
Fig. 23 where temperature function stops) while the determin-
istic method is used in the rest of iterations until convergence is
reached, in about 500 iterations.
The building blocks of the SC modulator were sized and the
complete modulator was fabricated [19]. The accuracy of the
behavioral simulation is demonstrated in Fig. 24(a) through the
comparison with the experimental results obtained from the chip
prototype, exhibiting a good agreement. Fig. 24(b) shows the
PSD obtained with both SIMSIDES and the electrical simulator
HSPICE. A different signal frequency has been chosen for better
visualization. The electrical simulation took 5 days of CPU time
for only 8192 samples.
V. CONCLUSION
A tool for the synthesis of CT and DT s in the
MATLAB/SIMULINK environment has been described.
Based on the combination of an accurate and efficient
SIMULINK-based time-domain behavioral simulator and
an advanced statistical optimization core, the proposed tool
allows to efficiently map the modulator specifications into
building-block specifications in reasonable computation times.
To the best of the authors’ knowledge, this is the first tool
that is able to synthesize an arbitrary architecture using
any circuit technique (SC, SI, or CT). The implementation
in the MATLAB/SIMULINK platform brings also numerous
advantages with a relatively low penalty in computation time.
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