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GRAPH POTENTIALS AND MODULI SPACES OF RANK TWO BUNDLES ON
A CURVE
PIETER BELMANS, SERGEY GALKIN, AND SWARNAVA MUKHOPADHYAY
Abstract. We introduce graph potentials, which are Laurent polynomials associated
to (colored) trivalent graphs. ese graphs encode degenerations of curves to rational
curves, and graph potentials encode degenerations of the moduli space of rank 2 bundles
with fixed determinant. We show that the birational type of the graph potential only de-
pends on the homotopy type of the colored graph, and thus define a topological quantum
field theory. By analyzing toric degenerations of the moduli spaces we explain how graph
potentials are related to these moduli spaces in the seing of mirror symmetry for Fano
varieties.
On the level of enumerative mirror symmetry this shows how invariants of graph po-
tentials are related to Gromov–Wien invariants of themoduli space. In the context of ho-
mological mirror symmetrywe formulate a conjecture regarding the shape of semiorthog-
onal decompositions for the derived category. Studying the properties of graph potentials
we provide evidence for this conjecture. Finally, by studying the Grothendieck rings of
varieties and categories we will give further geometric evidence.
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1. Introduction
In this paper we discuss a class of objects which are interesting from the topological,
algebro-geometric and symplecto-geometric point of view. ey are associated to (punc-
tured) Riemann surfaces or (pointed) algebraic curves, and we study their properties in
the context of mirror symmetry by introducing graph potentials: a class of Laurent poly-
nomials associated to combinatorial data used to encode degenerations of curves.
To set the stage we will introduce the objects of interest via their algebro-geometric in-
carnation. LetC be a smooth projective curve of genus д ≥ 2, and L a line bundle of odd
degree onC . en the moduli space MC (2,L) parametrizing (stable) rank 2 bundles with
determinant L is a smooth projective Fano variety of dimension 3д − 3. e Picard group
is generated by the very ample eta divisor Θ, such that −KMC (2,L) = 2Θ. ese results
are summarized in [36].
Usually mirror symmetry is studied in low dimensions, or for partial flag varieties and
toric varieties, and complete intersections therein, see e.g. [4, 72, 94, 95, 96]. Moduli spaces
of rank 2 bundles form a novel and rich class of varieties to be studied in mirror symmetry.
If д = 2 then MC (2,L) is a 3-dimensional Fano variety, isomorphic to the intersection of
two quadrics in P5 [84], hence it is in fact of the type to which the currently available
techniques are immediately applicable, and we will use it to introduce our results.
Enumerative mirror symmetry.e case д = 2 was studied by the second author in
[43], introducing toric degenerations with small singularities for Fano 3-folds and dis-
cussing their applications to mirror symmetry. Independently the д = 2 example was
studied in [87] from the same point-of-view.
For the (smooth) intersection of quadrics in P5 we have the toric degeneration given by
the (singular) intersection of quadrics with equations x0x1 − x2x3 = 0, x2x3 − x4x5 = 0.
As a toric variety it is described by the polytope which is the convex hull of the ver-
tices (±1,±1,±1). is toric variety has terminal singularities, and its 6 ordinary double
points admit a small resolution of singularities.
e graph potential of interest in this case takes on the form
(1) W˜ = xyz +
x
yz
+
y
xz
+
z
xy
+
1
xyz
+
yz
x
+
xz
y
+
xy
z
.
We immediately observe that the Newton polytope of the graph potential coincides with
the polytope of the toric degeneration. But the mirror symmetry relationship between
the intersection of quadrics and the Laurent polynomial (1) goes much further.
Associated to W˜ we can consider its period, the series of constant coefficients of iterated
powers of W˜ . For the intersection of quadrics on the other hand we consider its (regular-
ized) quantum period, an invariant coming from Gromov–Wien theory, see Section 5.1.
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It is known that enumerative mirror symmetry (i.e. the equality of these periods) holds
in this case.
We will generalize these results (and others) to arbitrary genus д ≥ 2. Hence we will
prove (subject to a conjecture on the resolution of a toric degeneration) enumerative mir-
ror symmetry for MC (2,L). For the computation of the periods we will define a topo-
logical quantum field theory (TQFT), which efficiently computes periods for all genera
simultaneously.
Semiorthogonal decompositions and homologicalmirror symmetry.e intersec-
tion of two quadrics in P5 also gave rise to the first example of a semiorthogonal decompo-
sition with non-trivial components, as discussed in [25]. Semiorthogonal decompositions
are the tool to understand derived categories of coherent sheaves on varieties, and in this
case we obtain a decomposition
(2) Db(MC (2,L)) = 〈Db(C),O,O(1)〉.
We can also study the derived category of MC (2,L) from the point of view of the homo-
logicalmirror symmetry for Fano varieties. Here themirror is not just the graph potential,
but rather a Landau–Ginzburg model f : Y → A1 consisting of a quasiprojective varietyY
and a potential f on it, such that there exists
• an equivalence between the derived category of MC (2,L) and the Fukaya–Seidel
category of (Y , f ),
• an equivalence between the Fukaya category of MC (2,L) and the matrix factor-
ization category of (Y , f ).
We also refer the reader to [58, Conjecture 2.3] for a general discussion on Landau–
Ginzburg models and homological mirror symmetry conjectures.
Even for д = 2 this conjecture is not known to hold (but see [101] for partial results
regarding the Fukaya category). Yet graph potentials and their enumerative properties are
expected to give rise to cluster charts of the Landau–Ginzburg mirror (Y , f ), and one can
study (semi)orthogonal decompositions of the categories on different sides of the mirror
already using the graph potentials without understanding the whole Landau–Ginzburg
model.
For the running example of д = 2 this program e.g. consists of studying the singularities
of the potential (1), which has critical values 0 and±8, with isolated critical points over ±8
and a complicated singularity over 0. ese three critical points correspond to the three
components in (2).
Before we discuss the results in this paper in more detail, recall that there exist alternative
viewpoints on these varieties. Namely by the work of Narasimhan–Seshadri [83], these
moduli spaces can also be realized as the character variety Ch(SU(2)) given by
(3) Hom(π1(C \ {p}), SU(2))/SU(2)
such that the monodromy for a loop around the puncture p is −id. ese varieties can be
considered both as an algebraic variety, and as a symplectic manifold via the Goldman–
Narasimhan symplectic form. Because the Picard rank is 1, the symplectic structure is
unique up to rescaling. Further using the Goldman bracket, Jeffrey–Weitsman [54] real-
ized it as an integrable system.
One can also consider the Bei moduli space, parametrizing representations of the fun-
damental groups of π1(C \ {p}) → SL2 up to conjugation, with prescribed monodromy
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around p. ese Bei moduli spaces contain the cotangent bundle T∨ Ch(SU(2)). More-
over via the non-abelian Hodge correspondence they are connected to the moduli space
of stable Higgs bundles. Higgs bundles come with a natural torus fibration and mirror
symmetry for Higgs bundles has been explored from the Strominger–Yau–Zaslow point
of view by the works of Hausel–addeus [51], Donagi–Pantev [35] and Fock–Goncharov
[39].
In this paper we will
(1) define graph potentials and discuss their properties under elementary transfor-
mations, see Section 2;
(2) describe an associated topological quantum field theory with values in the Hilbert
space ℓ2(Z), encoding the periods of graph potentials, see Section 3;
(3) relate graph potentials toManon’s construction of toric degenerations forMC (2,L),
see Section 4;
(4) prove enumerative mirror symmetry between graph potentials and MC (2,L) by
identifying the period to the quantum period, see Section 5;
(5) conjecture the shape of semiorthogonal decompositions of Db(MC (2,L)), dis-
cussing the relationship between (the previously known) eigenvalues of the quan-
tum multiplication and the (new) critical values of the potential, see Section 6;
(6) give further evidence for this conjecture in terms of an identity in theGrothendieck
rings of varieties and categories, see Section 7.
In the appendices we will
(A) describe the Fano variety of lines of MC (2,L), the Kontsevich moduli space of
lines through a point in MC (2,L) and discuss some paerns in the period se-
quences associated to MC (2,L), see Appendix A;
(B) show how graph potentials relate to the theory of random walks, and construct
random walks with distinct shapes but equal return probabilities for every num-
ber of steps, see Appendix B.
e underlying central theme implicit in connecting toric degenerations, graph poten-
tials and the TQFT is the theory of conformal blocks for SL2 appearing in rational con-
formal field theory. Introduced by Tsuchiya–Ueno–Yamada [105], conformal blocks are
vector bundles on the moduli space of curves that describe section rings of moduli of par-
abolic bundles. Conformal blocks satisfy phenomenal properties like factorization rules
connecting smooth curves to nodal curves and leading towards natural degenerations
of MC (2,L). ey give a (1 + 1)-dimensional TQFT, using the fusion ring, leading to
the Verlinde formula. Furthermore via geometric quantization conformal blocks also give
a (2+ 1)-dimensional Chern–Simons theory which is a TQFT of Schwarz-type developed
by Wien [106, 107].
Let us now discuss the topics of this paper inmore detail, indicating the threemain themes
of the paper.
Graph potentials and topological quantum field theories.e main new object in
this paper are graph potentials, a class of Laurent polynomials with remarkable symmetry
properties associated to (colored) trivalent graphs. eir precise definition can be found
in Section 2, we will only briefly sketch it. Let (Γ, c) be a colored trivalent graph. For every
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vertexv wewill define the vertex potential W˜v,c(v)(x ,y, z) ∈ C[x±,y±, z±], only depending
on the parity ϵ of the coloring c . e sum over all vertices will yield the graph potential.
A trivalent graph of genus д arises as a degeneration of a smooth projective curve of
genus д into a nodal curve with only rational components. Such a curve is also known
as a graph curve [10], and its dual graph gives Γ. is link to algebraic geometry will be
very important once we start considering toric degenerations of moduli spaces.
Alternatively, such trivalent graphs can be seen as pair of pants decompositions ofC , con-
sidered as a Riemann surface. e main property that graph potentials satisfy is that they
are invariant under elementary transformations a` la Hatcher–urston, relating different
pair of pants decompositions of the Riemann surface.
Inspired by this invariance under elementary transformations, we will define in Construc-
tion 29 a topological quantum field theory, and call it the graph potential field theory. In
other words, we have found a new solution to the Wien–Dijkgraaf–Verlinde–Verlinde
(WDVV) equation. Its partition function Zgp(t) (for any t ∈ R) assigns to the pair of
pants Σ0,3 with 1 + ϵ anticlockwise oriented circles, for ϵ ∈ {0, 1}, the appropriately col-
ored vertex potential, i.e.
(4) Zgp(t)(Σ0,3) := exp
(
tW˜v,ϵ (x ,y, z)
)
∈ ℓ2(Z)⊗3.
Here ℓ2(Z) is the Hilbert space of square integrable real series indexed by Z. A countable
orthonormal basis is given by {x i }i ∈Z and any element of ℓ2(Z) can bewrien as
∑
i ∈Z aix i
such that
∑
i ∈Z a2i < ∞. Because the potential takes values in an infinite-dimensional
Hilbert space, we will need to restrict the bordism category suitably.
e properties of the graph potential can then be used to show the following theorem.
eoremA. Let t ∈ R. e graph potential field theory is a two-dimensional topological
quantum field theory on a suitably restricted bordism category, with values in Hilbert
spaces.
Observe that our TQFT takes values in ℓ2(Z), and that it is not the usual (1 + 1)-TQFT
coming from the fusion ring of conformal blocks.
e existence of this TQFT shows why it is a powerful idea to consider the moduli spaces
of vector bundles on curves for all genera simultaneously when one is interested in mirror
symmetry aspects of these Fano varieties.
Enumerativemirror symmetry.Mirror symmetry predicts a relationship between the
symplectic (resp. complex) geometry of one object and the complex (resp. symplectic)
geometry of another. For Fano varieties this takes on the form of a relationship between
a Fano variety X and its mirror Landau–Ginzburg model f : Y → A1.
First we will focus on a relationship between certain symplectic invariants ofX (the quan-
tum period, defined using quantum cohomology) and algebro-geometric invariants of the
mirror (Y , f ) (the classical period). For this it suffices to consider a weak Landau–Ginzburg
model where Y is just a torus, so that f is a Laurent polynomial.
An important tool in mirror symmetry is the notion of a toric degeneration, see [53, 37, 9,
46, 8]. For moduli spaces of (quasi-parabolic) bundles of rank 2 on a curve, toric degen-
erations have been introduced by Manon using the theory of conformal blocks [75, 74].
ey are described using trivalent graphs (albeit with a different type of decoration than
a coloring). eir construction and the relationship to the toric varieties constructed out
using graph potentials is discussed in Section 4.1.
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Certain geometric properties of the toric degeneration depend on the choice of trivalent
graph, unlike the discussion in [74] which is concerned mostly about properties invariant
under this choice. In particular, the singularities of the toric variety can differ significantly.
We show ineorem 61 that the singularities are terminal if and only if the trivalent graph
does not have any separating edges, i.e. one needs to remove at least 2 edges to make it
disconnected. We apply eorem 61 and recover an earlier result of Kiem–Li [60] about
terminality of MC (2,OC ) (for a generic curve C).
In order to use the existing literature on enumerative mirror symmetry we need the toric
variety to have a small resolution of singularities, i.e. the codimension of the exceptional
locus is at least 2. We propose the following conjecture predicting the existence of a small
resolution for the toric degeneration.
Conjecture B. Let Γ be a maximally connected trivalent graph of genus д, i.e. one needs
to remove at least 3 edges to make it disconnected. en the toric degeneration has a
small resolution of singularities.
As discussed in Remark 68, we have been able to check this conjecture for д = 2, 3, 4.
We now come to the second main theorem of this paper, whose proof uses the works of
Bondal–Galkin [20] (unpublished), Nishinou–Nohara–Ueda [88] and Tonkonog [104].
eorem C. Let д ≥ 2. Let C be a smooth projective curve of genus д. Let (Γ, c) be a
colored trivalent graph of genus д, with an odd number of colored vertices. Assuming
Conjecture B, we have that enumerative mirror symmetry holds for MC (2,L) and its
mirror graph potential W˜Γ,c , i.e. we have the equality
(5) ĜMC (2,L)(t) = πW˜Γ,c (t)
of the regularized quantum period of the variety and the period of the mirror graph po-
tential.
is theorem is unconditional for д = 2, 3, 4.
Using the computational tools provided byeoremA it is possible to compute the period
sequences efficiently, up to a certain cutoff, for all д at the same time. Moreover using
these, in principle one can efficiently compute the Picard–Fuchs operators for πW˜Γ,c (t) or
the quantum differential equation of the Fano variety MC (2,L) up to a sufficiently high
genus.
In Tables 1 and 2 we have collected a small portion of these computations, and one can
notice certain paerns. ese are discussed in Appendix A. In particular we will give in
Appendix A.1 a geometric proof, unconditional on the existence of a small resolution, for
the vanishing of the second quantum period for д ≥ 3.
It is also possible to interpret results on periods in terms of probability theory and random
walks, highlighting another interesting property that graph potentials exhibit. We do this
in Appendix B.
Semiorthogonal decompositions and homological mirror symmetry. Semiorthog-
onal decompositions are the main tool to understand the structure of the derived cate-
gory. For an introduction one is referred to Kuznetsov’s ICM address [67]. e derived
categories of the varieties MC (2,L) are expected to have interesting semiorthogonal de-
compositions, generalizing (2). e main conjecture in this seing is the following.
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ConjectureD. LetC be a smooth projective curve of genusд.en there exists a semiorthog-
onal decomposition
(6)
D
b(MC (2,L))
= 〈Db(pt),Db(pt),Db(C),Db(C), . . . ,Db(Symд−2C),Db(Symд−2C),Db(Symд−1C)〉.
is was conjectured independently by Narasimhan (as communicated in [71]) and the
authors (see [13, Conjecture 7]). We also give a further refinements of this conjecture in
Section 6.2 and Section 6.3.
e derived category of a Fano variety is one of the four protagonists in the homological
mirror symmetry between Fano varieties and Landau–Ginzburg models, and one can try
to leverage information on the other side of the mirror to understand Conjecture D. In
particular we will discuss in Section 6.4 the relationship between
• eigenvalues of multiplication by c1(X ) on quantum cohomology (indexing com-
ponents in a decomposition of the Fukaya category of X , and under Dubrovin’s
conjecture also of the derived category of X ), as studied by Mun˜oz;
• critical values of Landau–Ginzburg potential.
Another piece of evidence for Conjecture D can be found by giving identities for invari-
ants involving MC (2,L) and Symi C . is can take on several forms (identities in the cat-
egory of Chow motives, on the level of Poincare´ or Hodge–Deligne polynomials, . . . [6]).
We will discuss an identity in the Grothendieck ring of varieties.
eorem E.We have the equality
(7) [MC (2,L)] = Lд−1[Symд−1C] +
д−2∑
i=0
(Li + L3д−3−2i )[Symi C] +T
in K0(Var/k), for some class T such that (1 + L) ·T = 0.
We expect that T = 0, but our method of proof is not strong enough to remove this error
term.
e identity (7) gives evidence for Conjecture D: the semiorthogonal decomposition (6)
would give an identity in the Grothendieck ring of categories, which agrees with the
image (up to 2-torsion) of the identity from the theorem aer taking the Bondal–Larsen–
Lunts motivic measure.
e termT in eorem E vanishes in any realization of K0(Var/k)where (1+L) is invert-
ible. Recently, in [47, eorem 6.1] a similar identity without error term was obtained,
but it is only shown to hold in the dimensional completion of the Grothendieck ring was
obtained. e reason for this is the use of classes of algebraic stacks coming from the
Behrend–Dhillon identity [12]. Observe that (1+L) is invertible in the dimensional com-
pletion considered in [47], henceeorem E implies their result. What remains to be done
is a proof of the expected identity, without error term and in K0(Var/k) itself.
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Maxim Smirnov and Catharina Stroppel for interesting discussions.
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2. Graph potentials
We wish to introduce a class of Laurent polynomials with interesting symmetries, for ev-
ery trivalent graph of genusд. Such graphs are associated to pair of pants decompositions
of compact orientable surfaces in the sense of Hatcher–urston [50]. Such a decompo-
sition is given by a set of disjoint circles on a surface Σ which give a decomposition into
“pairs of pants”, i.e. (punctured) surfaces of genus 0 with 3 boundaries.
e dual of the pair of pants can be encoded as follows:
(8) =
and to a decomposition of Σ into such pairs of pants we associate the graphwhose vertices
are the pairs of pants, and whose edges indicate how the pairs of pants are glued together.
In this graph loops arise from cuing a genus 1 surface with 1 puncture by a circle. For
every pants decomposition one thus obtains a trivalent graph.
For now we will consider trivalent graphs without this link to geometry and topology,
but this will be important later.
2.1. Definition. Let Γ = (V , E) be an undirected trivalent graph (possiby containing
loops), which we will assume to be connected, and whose first Bei number is д. Hence
(9)
#V = 2д − 2,
#E = 3д − 3.
Recall that the homology (resp. cohomology) of a graph with coefficients in a ring R
(which for uswill be eitherZ orF2) takes C0(Γ,R) = RV andC1(Γ,R) = RE with differential
given by the incidence matrix aer choosing an orientation of the graph (resp. the R-lin-
ear dual of the incidence matrix). Hence rkH0(Γ,R) is the number of connected compo-
nents, and rkH1(Γ,R) is the genus of the graph. Because we only consider the differential
when R = F2 the choice of orientation is irrelevant for us.
Wewill denote N˜Γ := C
1(Γ,Z) the free abelian group of 1-cochains on Γ, and M˜Γ := C1(Γ,Z)
the free abelian group of 1-chains.
Let v ∈ V be a vertex. It is adjacent to the edges evk , evl , evm ∈ E (which might coincide
if there is a loop). We will denote the sublaice of N˜Γ generated by the cochains xi , x j , xk
for which xi (eva ) = δi,va by N˜v .
Inside N˜v we consider the sublaice Nv generated by the eight cochains {±xi ± x j ± xk }.
Using these we define the sublaice
(10) NΓ ⊆ N˜Γ
as the image of the natural morphism
⊕
v ∈V Nv → N˜Γ .
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We have the associated tori T∨
Γ
:= SpecC[NΓ] and T˜∨Γ := SpecC[N˜Γ], so that NΓ and N˜Γ
are realized as the character laice ofT∨
Γ
and T˜∨
Γ
respectively, and hence as the cocharacter
laices ofTΓ and T˜Γ .
e inclusion (10) induces an isogeny of the tori T˜∨
Γ
→ T∨
Γ
, whose kernel
(11) AΓ := Hom(N˜Γ/NΓ,C×) = (N˜Γ/NΓ)∨,
(which is isomorphic to F
⊕д
2 ) wewish to describe explicitly. Consider the dual laicesMΓ := N
∨
Γ
and M˜Γ = N˜
∨
Γ
, for which we have M˜Γ ⊆ MΓ , andAΓ  MΓ/M˜Γ . e following lemma sum-
marizes the situation.
Lemma 1.We have that
(12)
MΓ =
{
m =
∑
e ∈E
wee | we ∈ R,∀n ∈ NΓ : 〈n,m〉 ∈ Z
}
=
{
m =
∑
e ∈E
wee | we ∈
1
2
Z,∀v ∈ V : wei +wej +wek ∈ Z
}
and
(13) AΓ  H1(Γ, F2).
Here ei , ej , ek are edges adjacent to the vertex v .
In particular we also see that rational functions on the torusTΓ areAΓ-invariant functions
on the torus T˜Γ .
Colorings. Next we introduce colorings. We will use these to conveniently deal with
a generalization of the class of trivalent graphs, where half-edges are allowed, see Sec-
tion 3.3 and Section 4.1. Using colorings we can reduce such situations (which will corre-
spond to punctured surfaces) in the cases that we are interested in to the already consid-
ered case of trivalent graphs without half-edges.
Definition 2. Let Γ = (V , E) be a trivalent graph. A coloring is a function c : V → F2,
interpreted as an F2-valued 0-chain on Γ.
If c(v) = 0 we say that v is uncolored, and if c(v) = 1 we say that v is colored. When
drawing a graph, uncolored corresponds to a circle whilst colored corresponds to a
disk . If it can be either we will indicate this by drawing .
We can now introduce one of the main objects of this paper. In Section 3.3 we will gen-
eralize this definition to also include half-edges, but for now this definition suffices.
Definition 3. Let Γ = (V , E) be a trivalent graph, and let c : V → F2 be a coloring.
Let e1, . . . , e3д−3 be an enumeration of the edges.Wewill denote xi the coordinate variable
in Z[N˜Γ] associated to ei .
Let v ∈ V be a vertex, and denote ei , ej , ek the three edges incident to it. en the vertex
potential is the Laurent polynomial
(14) W˜v,c :=
∑
(si ,sj ,sk )∈F⊕32
si+sj+sk=c(v)
x
(−1)si
i x
(−1)sj
j x
(−1)sk
k
in Z[N˜v ]. Observe that W˜v,c is in the image of Z[Nv ] in Z[N˜v ].
en we define the graph potential as the Laurent polynomial
(15) W˜Γ,c :=
∑
v ∈V
W˜v,c
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1 2
a
b
c
(a)eta graph
1 2
b a c
(b) Dumbbell graph
Figure 1. Trivalent genus 2 graphs
in Z[N˜Γ]. Similarly W˜Γ,c is in the image of Z[NΓ] in Z[N˜Γ]. If c is the zero 0-chain, we will
write W˜v,0 and W˜Γ,0.
We can also think ofW˜Γ,c as a regular function on the torus T˜
∨
Γ
. SinceW˜Γ,c lies in the image
of Z[NΓ] in Z[N˜Γ], it follows that W˜Γ,c descends to a regular function on the torus T∨Γ .
is function will be denoted byWΓ,c . is is summarized in the following commutative
diagram:
(16)
T˜∨
Γ
T∨
Γ
A1
W˜Γ,c
WΓ,c
Remark 4. In Section 4 we will study toric varieties with cocharacter laice NΓ whose
moment polytope is polar dual of the Newton polytope ofWΓ,c . However the laice NΓ
has no natural basis, hence we will not expressWΓ,c in terms of a basis of NΓ . Instead we
will work with W˜Γ,c and reinterpret everything we need for applications in terms ofW˜Γ,c .
For the vertex potential we have precisely the following two cases.
Example 5.We consider the following local picture of a trivalent vertex.
a
b c
en the vertex potentials are precisely
(17)
W˜Γ,0 = abc +
a
bc
+
b
ac
+
c
ab
,
W˜Γ,1 =
1
abc
+
ab
c
+
ac
b
+
bc
a
.
ere are two trivalent graphs with 2 vertices, which we will call the eta graph and
dumbbell graph respectively, and they are given in Figures 1(a) and 1(b).
Example 6 (eta graph).We consider the eta graph, labeled as in Figure 1(a). It is a
trivalent graph of genus 2. ere are two colorings for this graph, up to permuting the
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vertices. Let c denote the non-trivial coloring given by c(1) = 0, c(2) = 1. en we have
W˜Γ,0 = 2
(
abc +
a
bc
+
b
ac
+
c
ab
)
,(18)
W˜Γ,c = abc +
a
bc
+
b
ac
+
c
ab
+
1
abc
+
bc
a
+
ac
b
+
ab
c
.(19)
Example 7 (Dumbbell graph). Alternatively for д = 2 we can consider the dumbbell
graph, labeled as in Figure 1(b). ere are again two colorings for this graph, up to per-
muting the vertices. Let c denote the non-trivial coloring given by c(1) = 0, c(2) = 1. en
we have
W˜Γ,0 = ab
2
+
a
b2
+
4
a
+ ac2 +
a
c2
,(20)
W˜Γ,c = ab
2
+
a
b2
+
2
a
+
1
ac2
+ 2a +
c2
a
.(21)
Independence of coloring for graph potentials.e graph potential depends a priori
on the graph Γ and the coloring c ∈ C0(Γ, F2). But in fact we can identify many graph
potentials as follows.
If e ∈ E is an edge between the verticesv andv ′, thenwe have an associated 1-chain [e] ∈ C1(Γ, F2).
Its boundary is ∂[e] = [v] + [v ′] ∈ C0(Γ, F2). is allows us to modify colorings c by flip-
ping the color of v and v ′, i.e. we preserve the parity of the coloring. Its effect on the
graph potential is explained by the following lemma.
Lemma 8. Let (Γ, c) be a graph together with a coloring c . Let {xi } be a system of coordi-
nates associated to Γ. Let ek be an edge, and set c
′ := c + ∂[ek ]. en we have the equality
of graph potentials
(22) W˜Γ,c = W˜Γ,c ′
aer the biregular automorphism
(23) xi 7→
{
xi i , k
x−1i i = k
of the algebraic torus SpecZ[x±1 , . . . , x±3д−3]. Moreover we get a biregular automorphism
ofT∨
Γ
that identifiesWΓ,c andWΓ,c ′ .
Proof. We only need to consider v and v ′, as the vertex potentials for the other vertices
are not modified. It also suffices to consider v . e vertex potentials are
(24)
W˜v,c =
∑
(si ,sj ,sk )∈F⊕32
si+sj+sk=c(v)
x
(−1)si
i x
(−1)sj
j x
(−1)sk
k
W˜v,c ′ =
∑
(si ,sj ,sk )∈F⊕32
si+sj+sk=c(v)+1
x
(−1)si
i x
(−1)sj
j x
(−1)sk
k
and these sums agree aer the given biregular automorphisms. More precisely, we parti-
tion F⊕32 as {(0, 0, 0), (0, 1, 1), (1, 0, 1), (1, 1, 0)}⊔{(0, 0, 1), (0, 1, 0), (1, 0, 0), (1, 1, 1)} and the
given biregular automorphism exchanges these subsets, but then the vertex potentials are
precisely identified using the given biregular automorphism.
e second part of the proposition follows directly from the fact that each element of AΓ
is of order two and it acts on the variables xi ’s by a character and the biregular automor-
phism (24) either fixes the variables or inverts them. 
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←→
(a) Elementary transformation on a surface
i
j k
l
←→
i
j k
l
(b) Elementary transformation on the dual graph
Figure 2. Elementary transformations of trivalent graphs
v1 v2
a
b
x
c
d
7→
v1 v2
a
c
x
b
d
(a) Elementary transformation with colors
v1 v2
a
b
x
c
d
7→
v1 v2
a
c
x
b
d
(b) Elementary transformation without colors
Figure 3. Elementary transformations of trivalent graphs
Because C1(Γ, F2) is generated by the 1-chains [ek ] where ek runs over the edges, we
obtain the following corollary.
Corollary 9. Let Γ be a trivalent graph, and c a coloring. en the graph potential W˜Γ,c
only depends on the homology class [c] ∈ H0(Γ, F2), up to biregular automorphism of the
torus.
2.2. Elementarymoves. For a given surface of genusд there exist many (isotopy classes
of) pair of pants decompositions. But they can be related via certain operations, which in
[50, Appendix] are called (I), . . . , (IV). It is remarked that (I) and (IV) in fact suffice to relate
different decompositions for a surface, and that (IV) does not change the associated graph.
Hence for our purposes we are only interested in the operation (I), which we will call an
elementary move. Topologically this can be described as in Figure 2(a) on the surface and
its dual graph in Figure 2(b).
For later reference we summarize the discussion from [50] as follows.
Proposition 10 (Hatcher–urston). Elementary moves act transitively on the set of col-
ored trivalent graphs of genus д with n colored vertices, for n = 0, . . . , 2д − 2.
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When considering the behavior of an elementary transformation of a trivalent graph on
its associated graph potential, we can always split the graph potential as
(25) W˜Γ,c = W˜
mut
Γ,c + W˜
frozen
Γ,c
where the mutated part involves the variables associated to the verticesv1 andv2 adjacent
to the edge corresponding to the variable x . e frozen part of the graph potential is not
changed, and can be ignored.
Elementary transformation with colors. Let us now describe how the graph poten-
tial changes when two edges aached to vertices of different colors come together, i.e. we
consider Figure 3(a). We will denote by c the coloring of both Γ and Γ′, under the identi-
fication of the vertices. Before the transformation we have
(26)
W˜ mut
Γ,c = xcd +
x
cd
+
d
cx
+
d
cx
+
1
abx
+
ab
x
+
ax
b
+
bx
a
=
1
x
(
ab +
1
ab
+
c
d
+
d
c
)
+ x
(
cd +
1
cd
+
a
b
+
b
a
)
.
Denoting
(27)
µ :=
1
abcd
(a + bcd)(b + acd)
ν :=
1
abcd
(c + abd)(d + abc)
we can write it as
(28) W˜ mut
Γ,c =
µ
x
+ νx .
Aer the transformation we have
(29)
W˜ mut
Γ′,c = x
′bd +
x ′
bd
+
b
dx ′
+
d
bx ′
+
1
acx ′
+
ac
x ′
+
c
ax ′
+
x ′
ac
=
1
x ′
(
ac +
1
ac
+
b
d
+
d
b
)
+ x ′
(
bd +
1
bd
+
a
c
+
c
a
)
.
Denoting
(30)
µ ′ :=
1
abcd
(b + acd)(d + acd)
ν ′ :=
1
abcd
(a + bcd)(c + abd)
we can write it as
(31) W˜mut
Γ′,c =
µ ′
x ′
+ ν ′x ′.
Lemma 11. Let µ,ν , µ ′,ν ′ be Laurent polynomials such that µν = µ ′ν ′. en the Laurent
polynomials
µ
x
+ νx and
µ ′
x ′ + ν
′x ′ are identified aer a rational change of coordinates.
Proof. Seing z = νx we have
(32)
µ
x
+ νx =
µν
z
+ z.
On the other hand we can do the rational change of coordinates z =
µ ′
x ′ to get
(33)
µ
x
+ νx =
µ ′
x ′
+
µνx ′
µ ′
.
But by assumption we have
µν
µ ′ = ν
′, hence have identified µ
x
+ νx and
µ ′
x ′ + ν
′x ′. 
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Proposition 12. Let Γ and Γ′ be trivalent graphs related via an elementary transforma-
tion. en
(1) the graph potentials W˜Γ,c and W˜Γ′,c are identified aer a rational change of coor-
dinates;
(2) the rational transformation is invariant under the action ofAΓ andAΓ′ and hence
identifiesWΓ,c andWΓ′,c ′ .
Proof. e first point follows from Lemma 11, as we have
(34) µν = µ ′ν ′
1
(abcd)2 (a + bcd)(b + acd)(c + abd)(d + abc).
Hence the rational transformation we are using is given by x ′ = µ
′
νx
.
To prove the second point, observe that the group AΓ acts on the variables a,b, c,d, x via
characters σa,σb ,σc ,σd ,σx , satisfying the relations
(35) σaσb = σx = σcσd .
Likewise AΓ′ acts on the variables a,b, c,d, x
′ via characters σ ′a,σ
′
b
,σ ′c ,σ
′
d
,σ ′x ′ , satisfying
the relations
(36) σ ′aσ
′
c = σ
′
x ′ = σ
′
bσ
′
d .
To compute the action of AΓ and AΓ′ we write the rational change of coordinates more
explicitly as
(37) x ′ =
(b + acd)(d + abc)
x(a + bcd)(b + acd)
wherewe have removed the factorsabcd (one coming from Γ, the other from Γ′) asσaσbσcσd
and σ ′aσ
′
b
σ ′cσ
′
d
are trivial so they do in fact cancel. e group AΓ′ acts on the numerator,
the group AΓ on the denominator, and we need to check that for every u ∈ AΓ  AΓ′ the
action on the le- and right-hand side agrees.
On the le-hand side we have that
(38) u · x ′ = σ ′x ′(u)x ′
whilst on the right-hand side we have that
(39)
u · (b + acd)(d + abc)
x(a + bcd)(b + acd) =
(
σ ′
b
(u)b + σ ′aσ ′cσ ′d (u)acd
) (
σ ′
d
(u)d + σ ′aσ ′bσ ′c (u)abc
)
σx (u)x (σa(a) + σbσcσd (u)bcd) (σb (b) + σaσcσd (u)acd)
=
(
σ ′
b
(u)b + σ ′
b
(u)acd
) (
σ ′
d
(u)d + σ ′
d
(u)abc
)
σx (u)x (σa(a) + σa(u)bcd) (σb (b) + σb (u)acd)
=
σ ′
b
σ ′
d
σxσaσb
(u) µ
′
νx
.
But by the relations in (35) and (36) we have the necessary equality of characters. 
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Elementary transformations without colors. Let us now describe how the graph po-
tential changes when two edges aached to vertices of the same colors (and hence it is
enough that we have assumed they have no coloring) come together, i.e. we consider Fig-
ure 3(b). e proof is similar to the previous case, so not all details are given. Before the
transformation we have
(40)
W˜ mut
Γ
= xcd +
x
cd
+
c
dx
+
d
cx
+ abx +
a
bx
+
x
ab
+
b
ax
=
1
x
(
a
b
+
b
a
+
c
d
+
d
c
)
+ x
(
cd +
1
cd
+
1
ab
+ ab
)
.
Denoting
(41)
µ :=
1
abcd
(ad + bc)(ac + bd)
ν :=
1
abcd
(1 + abcd)(cd + ab)
we can write it as
(42) W˜ mut
Γ
=
µ
x
+ νx .
Aer the transformation we have
(43)
W˜mut
Γ
= x ′bd +
x ′
bd
+
b
dx ′
+
d
bx ′
+ acx ′ +
a
cx ′
+
c
ax ′
+
x ′
ac
=
1
x ′
(
b
d
+
d
b
+
a
c
+
c
a
)
+ x
(
bd +
1
bd
+ ac +
1
ac
)
.
Denoting
(44)
µ ′ :=
1
abcd
(ab + cd)(ad + bc)
ν ′ :=
1
abcd
(1 + abcd)(ac + bd)
we can write it as
(45) W˜mut
Γ
=
µ ′
x ′
+ ν ′x ′.
We obtain the following analogue of Proposition 12, where we use that
(46) µν = µ ′ν ′ =
1
(abcd)2 (1 + abcd)(ac + bd)(ab + cd)(ad + bc).
Proposition 13. Let Γ and Γ′ be trivalent graphs related via an elementary transforma-
tion, and let c be a coloring for them. en
(1) the graph potentials W˜Γ,c and W˜Γ′,c are identified aer a rational change of coor-
dinates;
(2) the rational transformation is invariant under the action ofAΓ andAΓ′ and hence
identifiesWΓ,c andWΓ′,c .
Elementary transformations in terms of edge contractions.More conceptually we
can describe these elementary transformations in terms of edge contractions and poten-
tials for quadrivalent vertices.
We will consider Figure 3, and contract the edge x between the vertices v1 and v2 into a
vertex v as in Figure 4. Associated to this vertex we add the variable z± to the coordinate
ring of the torus.
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v1 v2
a
b
x
c
d
7→
v
a
b
c
d
Figure 4. Edge contraction for an elementary transformation
Let v ∈ V be the quadrivalent vertex, and denote a,b, c,d the four edges incident to it.
en the quadrivalent vertex potential is the Laurent polynomial
(47) W˜v,c :=

(ab + cd)(ad + bc)(ac + bd)(1 + abcd)
(abcd)2
1
z
+ z c(v) = 0
(a + bcd)(b + acd)(c + abd)(d + abc)
(abcd)2
1
z
+ z c(v) = 1.
Here the induced coloring c(v) is defined as c(v1) + c(v2).
en the mutation of the graph potential can be described as the transformation
(48) W˜v1,c + W˜v2,c 7→
(ab + cd)(ad + bc)(ac + bd)(1 + abcd)
(abcd)2
1
z
+ z
if c(v1) + c(v2) = c(v) = 0, and
(49) W˜v1,c + W˜v2,c 7→
(a + bcd)(b + acd)(c + abd)(d + abc)
(abcd)2
1
z
+ z
if c(v1) + c(v2) = c(v) = 1.
2.3. Periods of Laurent polynomials. Associated to a Laurent polynomial we have its
period integral. is plays an important role in mirror symmetry for Fano varieties, and
we will get back to this in Section 5.
Definition 14. LetW ∈ C[x±1 , . . . , x±n ] be a Laurent polynomial. Its period πW (t) is the
power series
(50) πW (t) :=
(
1
2π
√−1
)n ∫
· · ·
∫
|x1 |=...= |xn |=1
1
1 − tW
dx1
x1
· · · dxn
xn
.
By repeatedly applying the residue theorem we obtain that
(51) πW (t) =
∑
n≥0
[W n]0tn
where [W n]0 denotes the constant term of the nth power ofW , which we will also write
as πn .
In this way we have associated an integer sequence to a graph potential. Let us discuss
the easiest example of this, where д = 2.
Example 15 (Genus two).e periods for the two colorings of the eta graph as dis-
cussed in Example 6 are
(52)
πW˜Γ,0 (t) = 1 + 384t
4
+ 645120t8 + 1513881600t12 + . . .
πW˜Γ,c (t) = 1 + 8t
2
+ 216t4 + 8000t6 + 343000t8 + 16003008t10 + 788889024t12 + . . .
ese are in fact the same as for the dumbbell graph, which will follow from Corollary 17.
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e goal of this section is to prove that the periods of the graph potential only depend on
the genus of the graph and the parity of the coloring. is will follow from the follow-
ing lemma, which is a mild generalization of [2, Lemma 1], whose proof we include for
completeness’ sake.
Lemma 16. LetW ,W ′ be Laurent polynomials in C[x±1 , . . . , x±n ].
Let φ be a field automorphism of C(x1, . . . , xn) corresponding to a birational transforma-
tion of the torus (C×)n = SpecC[x±1 , . . . , x±n ], which we can write as a rational change of
coordinates (p1/q1, . . . ,pn/qn). Assume that for some α ∈ C×
(53) φ∗ω = αω,
where ω = dlogx1 ∧ . . . ∧ dlogxn is the volume form.
If φ∗W =W ′, then πW (t) = πW ′(t).
Proof. Let Zf be the vanishing locus of f =
∏n
i=1 piqi . Consider the morphism
(54) Log : (C×)n → Rn : (z1, . . . , zn) 7→ (log |z1 |, . . . , log |zn |).
By [45, Corollary 6.1.8] the image A := Log(Zf ), called the amoeba, is a proper subset
of Rn , such that U := Rn \ A is a disjoint union of convex sets. ere exists an ele-
ment r ∈ Rn
>0 such that
(55) Tr := {(z1, . . . , zn) ∈ (C×)n | ∀i = 1, . . . ,n : |zi | = ri }
is containedwithinU .e cyclesTr aremoreover homologous in (C×)n for any r , r ′ ∈ Rn>0,
hence they define the same homology class in Hn(T ,Z)  Zγ , where γ = [Tr ].
By assumption [φ(Tr )] = kγ for some k ∈ Z \ {0}. But we also see that
(56) α = α
∫
Tr
ω = α
∫
Tr
i∗U (ωU ) =
∫
Tr
φ∗U (ωU ) =
∫
φ(Tr )
ω =
∫
kTr ′
ω = k
where iU : U → (C×)n and φU is the composition of the rational map φ with iU , which is
everywhere defined. Hence α = k is an integer. Moreover, as φU is a morphism, we see
that φ∗U (ω |U ) = ω |U , so that α = k = 1.
Now we can compute for any r ∈ Rn
>0 such that Tr ⊆ U that
(57)(
1
2π
√−1
)n ∫
· · ·
∫
φ(Tr )
1
1 − tW ′ω =
(
1
2π
√−1
)n ∫
· · ·
∫
Tr
1
1 − tW ′φ
∗ω =
(
1
2π
√−1
)n ∫
· · ·
∫
Tr
1
1 − tW ′ω
which implies the equality of periods. 
Hence we obtain the following corollary.
Corollary 17. Let (Γ, c) and (Γ′, c ′) be related via elementary transformations or change
of colors by the boundary of a 1-chain C1(Γ, F2). en their periods agree, i.e.
(58) πW˜Γ,c (t) = πW˜Γ′,c′ (t).
and moreover are independent of the choice of ambient laice, i.e.
(59) πW˜Γ,c (t) = πWΓ,c (t),
is explains why in Example 15 we could claim that the periods for the two distinct
genus two graphs agree. And combining the corollary with Proposition 10 we have that
the periods only depend on the genus and the parity of the coloring.
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v1 v2
a
b
x
c
d
(a) Local picture of trivalent graph with c trivial
v1 v2
a
b
x
c
d
(b) Local picture of trivalent graph with c non-trivial
Figure 5. Local pictures of colored trivalent graphs
2.4. Critical values. Laterwewill consider graph potentials as the potential for a Landau–
Ginzburg model (see Section 6.4). For this reason it is important to analyze its critical
values (and also its critical locus). For the purposes of this paper it suffices to describe the
critical values, a more careful analysis of the critical locus will be useful for understand-
ing other aspects of homological mirror symmetry. We only describe what we expect are
all the critical values (see also Section 6.4), we do not prove that these are indeed all.
Let Γ be a trivalent graph, and c be a coloring. By Corollary 9 we can assume that c has at
most one colored vertex. To determine the critical values of the graph potential W˜Γ,c we
need to determine solutions to the equations
(60) xi
∂
∂xi
W˜Γ,c = 0,∀i = 1, . . . , 3д − 3.
As for the description of the behavior of the graph potential under elementary moves in
the previous section, we will study the local picture for (colored) trivalent graphs. ese
are given in Figure 5, where Figure 5(a) (resp. Figure 5(b)) corresponds to the case where
the coloring is trivial (resp. the vertex v2 is the unique colored vertex).
We can write the potential in the uncolored (resp. colored) case as
(61) W˜Γ,0 = x
(
ab +
1
ab
+ cd +
1
cd
)
+ x−1
(
a
b
+
b
a
+
c
d
+
d
c
)
+ W˜ frozen
Γ,0
resp.
(62) W˜Γ,c = x
(
ab +
1
ab
+ cd +
1
cd
)
+ x−1
(
a
b
+
b
a
+ cd +
1
cd
)
+ W˜ frozen
Γ,c
where we have split off the frozen part which does not involve the variable x . We call
these expressions (without the frozen part) edge potentials.
Hence we are interested in solutions to the equations x ∂
∂x
W˜Γ,0 = 0, resp. x
∂
∂x
W˜Γ,c = 0
which can be rewrien by clearing the denominators as
(63) x(1 + abcd)(ab + cd) = x−1(ac + bd)(ad + bc)
resp.
(64) x(a + bcd)(b + acd) = x−1(c + abd)(d + abc).
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Perfect matchings.e graph potential is defined as a sum over the vertex potentials
associated to the vertices. But for certain graphs we can alternatively write the graph po-
tential as a sum of edge potentials. For this we need a perfect matching, i.e. a subset P ⊆ E
of edges such that every vertex is contained in precisely one e ∈ P . If the genus of Γ is д
then #P = д − 1.
Given a perfect matching P for Γ we can rewrite the graph potential by summing over the
edges in the matching, and using the expressions (61), (62) for the edge potentials. Let e
denote the edge between v1 and v2, and label the variables in Figure 5 as ae ,be , ce ,de , xe .
en in the uncolored case we have
(65) W˜Γ,0 =
∑
e ∈P
xe
(
aebe +
1
aebe
+ cede +
1
cede
)
+ x−1e
(
ae
be
+
be
ae
+
ce
de
+
de
ce
)
whilst in the colored case we let ec ∈ E denote the colored vertex and omit the subscript ec
from the variables, so that
(66)
W˜Γ,c = x
(
ab +
1
ab
+ cd +
1
cd
)
+ x−1
(
a
b
+
b
a
+ cd +
1
cd
)
∑
e ∈P\{ec }
xe
(
aebe +
1
aebe
+ cede +
1
cede
)
+ x−1e
(
ae
be
+
be
ae
+
ce
de
+
de
ce
)
.
By Petersen’s theorem, a trivalent graph which is bridgeless (i.e. we cannot remove an
edge to make it disconnected) has at least one perfect matching. Such a graph exists for
every genusд. Using Propositions 12 and 13we have that the graph potentials for different
graphs of the same genus are related via rational changes of coordinates, hence its critical
values do not depend on the choice of graph.
Proposition 18. Let Γ be a trivalent graph. Let c be a coloring with at most one colored
vertex. en the following are critical values of the graph potential W˜Γ,c :
• purely real critical values:
(67) 8д − 8 − 16k for k = 0, . . . ,д − 1;
• purely imaginary critical values:
(68) (8д − 16 − 16k)
√
−1 for k = 0, . . . ,д − 2.
e critical value 0 is listed twice, depending on the parity of д as a purely real or a purely
imaginary critical value.
Proof. If we assign ±1 to the variables associated to the edges in the perfect matching,
then it is immediate that assigning 1 to all variables associated to edges outside the perfect
matching gives a solution to the equations (63), (64). If we choose k edges from P ⊆ E to
have value −1, evaluating (65), (66) gives the value 8д − 8 − 16k .
If we assign ±√−1 to the variables associated to the edges in the perfect matching, then
it is immediate that assigning
√−1 to all variables associated to edges outside the perfect
matching gives a solution to the equations (63), (64). If we choose k edges from P ⊆ E to
have value −√−1, evaluating (65), (66) gives the value (8д − 16 − 16k)√−1. 
One can also show that the set of critical points used in the analysis is preserved under
elementary transformations.is follows from the precise formulae in the rational change
of coordinates, but we leave the details to the interested reader.
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Conifold points. For future consideration, we want to look at a certain critical value.
IfW is a Laurent polynomial with positive coefficients, such that the origin is contained
in the Newton polytope (which is the convex hull of the exponents of monomials with
nonzero coefficients), then it is shown in [42] that there is a unique critical point with
strictly positive (real) coordinates. is critical point is called the conifold point xcon, and
will be important in the context of (homological) mirror symmetry.
Proposition 19. Let Γ be a trivalent graph, and let c be a coloring. e conifold point
of the graph potential W˜Γ,c is given by (1, . . . , 1) ∈ (C×)3д−3, and the value of the graph
potential at the conifold point is 8д − 8.
Proof. Follows from direct computation. 
3. Topologicalqantum field theories from graph potentials
e invariance under elementary moves from Section 2.2 can be used to define a two-
dimensional quantum field theory (or 2d TQFT for short), which will give an efficient
computational tool to compute period sequences. Let us quickly recall what 2d TQFT’s
are, using Atiyah’s functorial description from [3].
A two-dimensional topological quantum field theory is a symmetric monoidal functor Z
from the symmetric monoidal category Bord2 of 2-bordisms to a symmetric monoidal
category (C, ⊗). An object in Bord2 is an oriented closed curve (in the differential geo-
metric sense), i.e. a (possibly empty) disjoint union of copies of S1, and a morphism (or
bordism) from E to F is an equivalence class of oriented compact surfaces M together
with identifications of the boundary ∂M to E and F . e equivalence relation identifies
bordisms via orientation-preserving diffeomorphisms, keeping only the topological infor-
mation. We will write S10 (respectively S
1
1) for the circle with anticlockwise (respectively
clockwise) orientation.
3.1. Restricted TQFT. For our purposes, we will take as our target category the cate-
gory of real Hilbert spaces (not necessarily finite-dimensional), with the space of bounded
operators between Hilbert spaces as morphisms. is category is a monoidal category
under the Hilbertian tensor product but it is not rigid. As rigidity implies the existence
of the trace function for all endomorphisms which forces the Hilbert spaces to be finite-
dimensional. is also means that we cannot consider the traces of the identity operator
as in [3, page 180], and hence we must not consider cups and caps.
However to every Hilbert space H, we can consider its continuous dual H∗ which is
linearly isomorphic toH. Moreover, this gives a natural linear isomorphism between the
Hilbertian tensor productH1⊗H2 and the space ofHilbert–Schmidt operatorsHS(H∗1,H2).
e category of Hilbert spaces has additional structure, by the Riesz representation theo-
rem.Namely, to every bounded operator f : H1 → H2 we can assign the adjoint f ∗ : H2 → H1
of a morphism, which satisfies the following properties:
(1) Id∗ = Id;
(2) (f ◦ д)∗ = д∗ ◦ f ∗;
(3) f ∗∗ = f .
Categories with morphisms satisfying the above conditions are known as ∗-categories.
e category Bord2 is naturally a ∗-category as to every bordism we can assign the op-
posite bordism.
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If M is an object in Bord2 and we let M be the surface M with opposite orientation, and
we take our target category as the category of Hilbert spaces as above, thenZ (M) is finite-
dimensional.is follows from the existence of both the evaluationmapHomBord2(M⊔M , ∅)
and the coevaluation map which in turn implies that the vector space Z (M) has a rigid
dual [73, Proposition 1.1.8].
Hence to allow infinite-dimensional spaces we also need to slightly modify our source
category, by discarding some bordisms in Bord2 while the objects remain the same. e
new category will be denoted by RBord2. Namely we will only consider bordisms given
by surfaces Σд,n (where д is the genus and n the number of boundary components) for
which the Euler characteristic 2 − 2д − n is strictly negative, together with cylinders
(to ensure we have identity morphisms), braidings and handles considered as elements
of HomRBord2 (S1 ⊔ S1, ∅). is will then suffice to define invariants of closed surfaces of
genus д ≥ 2.
We have thus defined RBord2 as a non-full subcategory of Bord2. Observe that by the
symmetries inherent in the definition of these TQFT’s (see Lemmas 25 and 27), the pair
of pants Σ0,3 appears as a morphism S
1 ⊔ S1 → S1 and S1 → S1 ⊔ S1 with the appropriate
orientations, but also as a morphism S1 ⊔ S1 ⊔ S1 → ∅ and ∅ → S1 ⊔ S1 ⊔ S1.
Remark 20.e category RBord2 is not a ∗-category. Observe that we are not allow-
ing opposite handles (nor cups or caps) in the morphisms HomRBord2 (∅, S1 ⊔ S1) in the
restricted bordisms category RBord2. A handle combined with an opposite handle gives
a torus whose corresponding assignment is the trace of the identity operator. Since our
target category are Hilbert spaces, the trace of identity may not be defined. is is one of
the main reasons for considering the restricted bordism category RBord2.
In fact, we will describe a family of 2d TQFT’s, parametrized by t ∈ R. It is only by
considering the entire family of TQFT’s that we can efficiently compute period sequences.
Remark 21. Two-dimensional topological quantum field theories (with values in finite-
dimensional vector spaces) can equivalently be described using Frobenius algebras [1].
Because we consider a more general target category, and restricted the possible bordisms,
we do not get the usual notion of a unital Frobenius algebra, but rather we get a Hilbertian
algebra. e algebra structure on ℓ2(Z) with an associated Spin-structure, in the sense of
[90] should be analyzed. We leave this for future work.
3.2. e graph potential field theory. We fix t ∈ R. Using graph potentials we will
construct a topological quantum field theory with values in Hilbert spaces for every value
of t .
Later we will allow t to vary, aer we have made the identification ensuring that at least
the partition function for surfaces without punctures is related to the period of a graph
potential, and therefore is well-behaved when we let t vary.is suffices for our purposes.
Witten–Dijkgraaf–Verlinde–Verlinde (WDVV) equations.Wecan describe a 2d TQFT
in terms of the WDVV equations. For this, let (H, 〈−,−〉) be a Hilbert space. is will be
the value of our 2d TQFT for S1ϵ , and later on we will take it to be ℓ
2(Z).
We have a multilinear form 〈−,−〉⊗n : H⊗n → R for all n ≥ 1, and a natural pair-
ing 〈−,−〉i, j : H⊗n → H⊗n−2 for all i < j by pairing the ith and jth factor.
Consider an assignment M3(t) = M3(t ; i, j,k) ∈ H⊗3, where we will use i, j,k to refer
to the three tensor factors. is labeling allows us to refer to specific factors in repeated
tensor products of the elementM3(t).
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Assume thatM3(t) is symmetric in its factors. en we can define the assignment
(69) M4(t) =M4(t ; i, j,k, l) := 〈−,−〉m,n (M3(t ; i, j,m) ⊗ M3(t ;k, l ,n)) ∈ H⊗4.
Here 〈−,−〉m,n refers to the natural pairing of the third and sixth factor.
Definition22.We say thatM3(t) ∈ H⊗3 is a solution to theWDVV equation ifM4(t) ∈ H⊗4
is symmetric in i, j,k, l .
LetM3(t) be such an assignment which satisfies the WDVV equation. en we can con-
struct a 2d TQFT as follows.
Construction 23. Let Σд,n be an oriented surface of genus д with n punctures, such
that 2 − 2д − n < 0. For every pair of pants, we will consider its dual graph. is is
an oriented trivalent graph with one vertex and three half-edges. If the boundary circle
is oriented anticlockwise i.e. S10 , then the half-edge is oriented outwards and vice versa as
in shown in Figure 6.
ϵ = 0
ϵ = 1 ϵ = 1
=
Figure 6. Dual graph to oriented pair of pants
By choosing a pair of pants decomposition of Σд,n we assign the dual graph Γ. Observe
that Γ has oriented half-edges and internal edges are unoriented. We can assign
(70) MΣд,n (t) :=
⊗
e ∈Eint
〈−,−〉a,b
(⊗
v ∈V
M3(t ; i, j,k)
)
∈ H⊗n
where we use the labeling for internal edges and trivalent vertices as in Figure 7, and
the tensor product over the internal edges means we apply all possible pairings 〈−,−〉a,b
where the verticesa andb refer to specific factors in the tensor product
⊗
v ∈V M3(t ; i, j,k).
Using the relationship between 2d TQFT’s and solutions to the WDVV equation (see
e.g. [41, §9], where the WDVV equation is referred to as the associativity equation) we
obtain the following result.
Proposition 24. LetM3(t) ∈ H⊗3 be a solution to the WDVV equations. en Construc-
tion 23 is independent of the choice of the pair of pants decomposition.
Graph potentials as solutions to the WDVV equations. Now we set H to be ℓ2(Z).
By Fourier expansion, any f ∈ ℓ2(Z) can be wrien as
(71)
∑
i ∈Z
aiz
i ,
a b v
e
i
j k
Figure 7. Labeling for internal edges and trivalent vertices
GRAPH POTENTIALS AND MODULI SPACES OF RANK TWO BUNDLES ON A CURVE 23
where the collection {zi }i ∈Z is a complete orthonormal basis of ℓ2(Z) with respect to the
standard pairing on ℓ2(Z) given by
(72)
〈f (z),д(z)〉z =
〈∑
i ∈Z
aiz
i ,
∑
j
bjz
j
〉
z
=
∑
i ∈Z
aibi
=
1
2π
√−1
∫
S1
f (z)д(z−1)dz
z
.
eWDVVequation can be rephrased as follows in this particular seing. Let f (x1, x2, x3) ∈ ℓ2(Z)⊗3.
Assume now that there exists a function φ such that
(73) f (x1, x2,y)f (x3, x4,y) = f (x1, x3, z)f (x2, x4, z)
in ℓ2(Z)⊗6, where y = φ(z, x1, x2, x3, x4) is a function such that the Jacobian of φ is the
identity. In that case we get that φ∗ d logz = d logy, and hence
(74)
〈f (x1, x2,y) ⊗ f (x3, x4,y−1)〉y =
∫
S1
f (x1, x2,y)f (x3, x4,y)
dy
y
=
∫
S1
f (x1, x3, z)f (x2, x4, z)dz
z
= 〈f (x1, x3, z) ⊗ f (x2, x4, z−1)〉z
in ℓ2(Z)⊗4 giving a solution to theWDVV equation. Taking the logarithmof the function f
we can interpret the multiplicative condition as an additive condition, and this brings us
in the seing of Section 2.
In (14) we have defined the vertex potential at v ∈ V for a colored graph (Γ, c). Using the
variables x ,y, z, and writing ϵ = c(v) we have that
(75) W˜v,ϵ = (xyz)(−1)ϵ + (xy−1z−1)(−1)ϵ + (x−1yz−1)(−1)ϵ + (x−1y−1z)(−1)ϵ .
We observe that W˜v,ϵ is symmetric in the variables x ,y, z. We also have the following
symmetries, aside from the symmetry in the variables.
Lemma 25.e vertex potential satisfies
(76)
W˜v,0(x ,y, z) = W˜v,0(x−1,y−1, z)
= W˜v,1(x−1,y, z)
W˜v,1(x ,y, z) = W˜v,0(x−1,y, z)
= W˜v,0(x−1,y−1, z−1).
Definition 26. Let ϵ be 0 or 1, and t ∈ R. We define
(77)
fϵ (x ,y, z; t) := exp
(
tW˜v,ϵ (x ,y, z)
)
=
∑
a,b,c,d≥0
ta+b+c+d
a!b!c!d!
x (−1)
ϵ ((a+b )−(c+d ))y(−1)
ϵ ((a+c)−(b+d ))z(−1)
ϵ ((a+d )−(b+c)).
e following lemma follows directly.
Lemma 27. For all t ∈ R we have that fϵ (x ,y, z; t) ∈ ℓ2(Z)⊗3. It is moreover symmetric
in x ,y, z.
Finally, as observed above, we have translated between an additive and a multiplicative
form of the WDVV equation, and hence by Section 2.2 we obtain the following
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Proposition 28. For all t ∈ R we have that fϵ (x ,y, z; t) satisfies the WDVV equation.
We now come to the essential construction.
Construction 29. Let t ∈ R. e graph potential field theory Zgp(t) for t is defined as
follows.
Let Σ0,3;ϵ1,ϵ2,ϵ3 be a pair of pants, and ϵ1, ϵ2, ϵ3 denote the orientation of the three boundary
circles. Let Γ be the trivalent graph on one vertex and oriented half-edges which is dual
to the pair of pants. en we define the partition function as
(78) Zgp(t)(Σ0,3;ϵ1,ϵ2,ϵ3) := exp
(
tW˜v,0(x (−1)ϵ1 ,y(−1)ϵ2 , z(−1)ϵ3 )
)
in ℓ2(Z)⊗3. Here v is the unique vertex of the dual graph Γ of Σ0,3;ϵ1,ϵ2,ϵ3 . We assign x ,y, z
as coordinate variables assigned to the half-edges that are oriented outwards as shown in
Figure 8.
x
z−1 y−1
x
z y
x−1
z y−1
Figure 8. Variable aachment to oriented graphs
e assignment to the oriented pair of pants is well-defined by virtue of Lemma 25. More-
over Lemma 25 also implies that
(79) Zgp(t)(Σ0,3;ϵ1,ϵ2,ϵ3) = exp
(
tW˜v,ϵ (x ,y, z)
)
,
where ϵ = ϵ1 + ϵ2 + ϵ3.
Hence all the graphs shown in Figure 8 have the same partition function exp
(
tW˜v,0(x ,y, z)
)
.
Similarly all the graphs shown in Figure 9 belowhave the same partition function exp
(
tW˜v,1(x ,y, z)
)
.
x−1
z y
x−1
z−1 y−1
x
z−1 y
Figure 9. Variable aachment to oppositely oriented graphs
is is an additional feature of our partition function and we color the vertex of Γ with
color ϵ = ϵ1 + ϵ2 + ϵ3 to mark this feature.
To the cylinder in HomRBord2 (S1ϵ , S1ϵ+1) we assign the identity morphism in End(ℓ2(Z)),
and similarly for any braiding we just assign the identity morphism on all the factors.
e handle in HomRBord2(S1ϵ ⊔S1ϵ+1, ∅) is assigned the evaluation mapwhich is also natural
pairing on the Hilbert space ℓ2(Z).
Let Σд,n be a connected oriented surface of genus д with n boundary components satis-
fying 2 − 2д − n < 0. Consider a pair of pants decomposition for Σд,n , and let Γ be the
trivalent dual graphwith n half-edges determined by the pair of pants decomposition.We
incorporate the orientation of Σд,n now. We cut Γ along the internal edges Eint to form
a forest consisting of 2д − 2 trivalent graphs with one vertex and three half-edges with
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appropriate orientations. e coloring of the vertices is determined by the parity of the
orientations of the number of clockwise circles of each pair of pants. We set
(80) Zgp(t)(Σд,n) :=
⊗
e ∈Eint
〈−,−〉a,b
(⊗
v ∈V
exp
(
tW˜v,ϵ (x ,y, z)
))
in ℓ2(Z)⊗n . As in (70), we use the labeling for internal edges and trivalent vertices as
in Figure 7, and the tensor product over the internal edges means we apply all possible
pairings 〈−,−〉a,b where the vertices a and b refer to specific factors in the tensor product
indexed by the set of vertices of V .
By (78), (79) and Lemma 25, we get
(81) Wv,0(x (−1)
ϵ1
,y(−1)
ϵ2
, z(−1)
ϵ3 ) =Wv,0(x (−1)
ϵ1
,y(−1)
ϵ2+1
, z(−1)
ϵ3+1 ).
Equating variable y and z and taking inner product in the variable y, we get
(82) 〈Wv,0(x (−1)ϵ1 ,y(−1)ϵ ,y(−1)ϵ+1 )〉y = 〈Wv,0(x (−1)ϵ1 ,y(−1)ϵ+1 ,y(−1)ϵ )〉y
is correspond to obtaining the same partition function for the same one holed torus
obtained from cuing and gluing with two different circles as shown in Figure 10.
=
ϵ ϵ
Figure 10. Fundamental relation for one holed torus
us the partition function Zgp(t)(Σ1,1) for a one holed torus is well-defined.
Hence by Proposition 24, the fact that cylinders and braidings are the identity, and that
the handle is assigned the natural pairing, we obtain the following
Corollary 30. For all t ∈ R, the assignment Zgp(t) defines a two-dimensional topological
field theory, on the restricted bordism category RBord2.
is proves eorem A.
It would be interesting to formalize this notion of a family of infinite-dimensional TQFT’s,
so that one can consider all of them together.Wewill not develop such a formalism. Rather
we will only consider the family of partition functions for closed surfaces, defined by this
TQFT. is will allow us in Section 3.3 to obtain an efficient method to compute periods
of graph potentials.
3.3. Computing periods via topological quantum field theories. We can now turn
our discussion to a practical method to compute the periods of graph potentials using
topological quantum field theories. We also refer to [32, 33] for various interesting in-
terpretations of periods, and the use of infinite-dimensional Hilbert spaces (albeit using
different methods) to compute them.
e following definition extends Definition 3, where we now allow leaves (or half-edges)
to be present in the graph, as the definition of the vertex potentials does not depend on
whether we have half-edges or not.
Definition 31. Let (Γ, c) be a colored trivalent graph of genus д with n leaves. We define
the graph potential W˜Γ,c as the sum of vertex potentials.
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a b a b
e ′ e ′′e
Figure 11. Cuing an internal edge
For a graph with half-edges we let Eint denote the set of internal edges, i.e. we remove any
half-edges fromE. Let us number the variables associated to internal edges as x1, . . . , x3д−3+n .
en we will use the following notation that interpolates between the value of the parti-
tion function on the surface Σд,n and the periods of the Laurent polynomials in Section 5.
Notation32. Let (Γ, c) be a colored trivalent graph of genusдwithn leaves such that 2−2д−n < 0.
Orient the half-edges of Γ such that half-edges aached to vertices v of color c(v) = 0 are
pointing outwards while those aached to vertices of c(v) = 1 are pointing inwards. is
orientation is consistent with the orientation coming from pair of pants decomposition.
Denote by
(83)
KΓ,c (t) :=
(
1
2π
√−1
)#Eint ∫
· · ·
∫
(S1)Eint
exp
(
tW˜Γ,c (x1, . . . , x3д−3+2n)
) dx1
x1
· · · dx3д−3+n
x3д−3+n
the corresponding element of ℓ2(Z)⊗n .
We record the following important observation as a lemma.
Lemma 33. If n = 0, then (83) reduces to
(84) KΓ,c (t) =
̂
πW˜Γ,c (t)
where
̂
πW˜Γ,c (t) is the inverse Fourier–Laplace transform of the periodπW˜Γ,c (t) of the graph
potential.
In other words, if πW˜Γ,c (t) =
∑
n≥0 πntn , then KΓ,c (t) =
∑
n≥0 pntn , where pn = πn/n!.
We have the following proposition, which follows from the change of variables formula
for integrals. It is an important computational tool in what follows.
Proposition 34. Let Γ′ be a trivalent graphwith n+2 leaves. Let c be a coloring. Consider
half-edges e ′ and e ′′ adjacent to vertices a andb. We define a new colored trivalent graph Γ
(with n leaves) by replacing two leaves at the vertices a and b by the internal edge e
connecting a and b, as in Figure 11. en
(85) KΓ,c (t) = 1
2π
√−1
∫
S1
KΓ′,c (t)|xe′=xe′′=z
dz
z
.
where xe ′ and xe ′′ are variables associated to the leaves e
′ and e ′′ aached to the vertices a
and b.
Observe that not all trivalent colored graphs that we considered in Section 2 arises as
the dual graph of a pair of pants decomposition of a orientable surface whose boundary
has induced orientations. Since the category RBord2 only consists of objects of this form,
we need the following results to use the TQFT partition function Zgp(t) effectively to
compute periods of arbitrary (Γ, c).
e following proposition relates KΓ,c (t) to the partition function of the ℓ2(Z)-valued
TQFT that we constructed.
Proposition 35. Let Σд,n be a genus д oriented surface with n boundary components and
let (Γ, c) be the dual graph obtained from a pair of pants decomposition of Σд,n . If 3д−3+n
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1 2
x y
−1
(a) Open necklace graph
. . .
(b) Open necklace graph with many beads
Figure 12. Necklace graphs
is even, then
(86) KΓ,c (t) = Zgp(t)(Σд,n).
Proof. Proposition 34 allows us to write KΓ,c (t) as the iterated integral over the pair of
pants decomposition. Since we need 3д−3+n cuts to get to the pair of pants, the evenness
guarantees that we can use Lemma 25 to match up the integral with the norms in ℓ2(Z)
that appears in the definition of Zgp(t)(Σд,n). 
Remark 36. If 3д− 3+n is odd, then we can computeKΓ,c (t) by first cuing (Γ, c) along
one edge to produce a new graph (Γ′, c ′), and then use Proposition 35 for (Γ′, c ′) and apply
Proposition 34.
Bessel functions. To adequately work with the partition functions of this topological
quantum field theory we recall that the modified Bessel function of the second kind is
defined as
(87) Iα (z) :=
∑
m≥0
1
m!Γ(m + α + 1)
(z
2
)2m+α
.
For our purposes we are only interested in the case α = 0, with a rescaling of the argu-
ment. We will use the following notation.
Notation 37.We denote
(88) B(z) := Iα=0(2z) =
∑
m≥0
1
(m!)2z
2m .
e following lemma explains why this function is relevant to us. It allows us to give
an explicit expression for the partition function for the open necklace graph Γ1,2 from
Figure 12(a). e necklace graph is the dual graph of the two-holed torus as shown in
Figure 13
ϵ = 1ϵ = 0
=
1 2
x y
−1
Figure 13. Dual graph of the two-holed torus
Lemma 38. Let Γ = Γ1,2 be the open necklace graph as in Figure 12(a), with one half-edge
oriented outwards and the other one oriented inwards. en
(89) KΓ,1(t) = B(t(x + y−1))B(t(x−1 + y)).
28 GRAPH POTENTIALS AND MODULI SPACES OF RANK TWO BUNDLES ON A CURVE
Proof. e colored graph (Γ, 1) in the statement of the lemma is the dual graph obtained
from a pair of pants decomposition of a two-holed torus with one hole oriented anticlock-
wise and the other one oriented clockwise. is is obtained by gluing two pairs of pants
as shown in Figure 14.
ϵ = 1ϵ = 0 ϵ = 1
ϵ = 0
ϵ = 0
ϵ = 0
ϵ = 1
ϵ = 1
Figure 14. Pants decomposition for the two-holed torus
Now the graph Γ1,2 is obtained two half-edges of a trivalent graph with one vertex as
shown in Figure 15
Figure 15. Genus one graph from gluing
By definition, Proposition 35, and (70), we have
KΓ,1(t) =
〈
exp(t(W˜v,0(x ,u−1,v−1) + W˜v,0(y−1,u,v)))
〉
u,v
(90)
=
1
(2π√−1)2
∬
S1×S1
exp(t(W˜v,0(x ,u−1,v−1) + W˜v,0(y−1,u−1,v−1)))du
u
dv
v
(91)
=
1
(2π√−1)2
∬
S1×S1
exp(t(W˜v,0(x ,u,v) + W˜v,0(y−1,u,v)))
du
u
dv
v
(92)
which we can interpret as
= [exp(t(W˜v,0(x ,u,v) + W˜v,0(y−1,u,v)))]u0v0 .(93)
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Via the following sequence of rewrites
=
∑
a,b,c,d,a′,b ′,c ′,d ′
b+d+b ′+d ′=a′+c ′+a+c
a′+d ′+a+d=b+c+b ′+c ′
t (a+b+c+d )+(a
′
+b ′+c ′+d ′)
a!a′!b!b ′!c!c ′!d!d ′!
x (a+b )−(c+d )y−(a
′
+b ′)+(c ′+d ′)(94)
=
∑
a,b,c,d,a′,b ′,c ′,d ′
c+c ′=d+d ′
a+a′=b+b ′
t (a+b+c+d )+(a
′
+b ′+c ′+d ′)
a!a′!b!b ′!c!c ′!d!d ′!
x (a+b )−(c+d )y−(a
′
+b ′)+(c ′+d ′)(95)
=
∑
a1,b1,c1,d1,a,a
′,c,c ′
c1+d1=2(c+c ′)
a1+b1=2(a+a′)
ta1+b1+c1+d1
a!(a1 − a)!a′!(b1 − a′)!c!(c1 − c)!c ′!(d1 − c ′)!
xa1−c1y−b1+d1(96)
=
∑
m,n
∑
a1,b1,c1,d1,a,c
a≤m,c≤n
c1+d1=2n;a1+b1=2m
t2(m+n)
a!(a1 − a)!a′!(b1 − a′)!c!(c1 − c)!c ′!(d1 − c ′)!
xa1−c1y−b1+d1(97)
=
∑
m≥0,n≥0
∑
a1,b1,c1,d1,a,c
a≤m,c≤n
c1+d1=2n;a1+b1=2m
t2(m+n)
a1!b1!c1!d1!
xa1−c1y−b1+d1
(
a1
a
) (
b1
m − a
) (
c1
c
) (
d1
n − c
)
(98)
=
∑
m≥0,n≥0
∑
a1,b1,c1,d1
a1+b1=2m;c1+d1=2n
t2(m+n)
(
2m
m
) (
2n
n
)
xa1−c1
(
y−1
)b1−d1
a1!b1!c1!d1!
(99)
we finally obtain
= B(t(x + y−1))B(t(x−1 + y))(100)
as desired. 
As a direct corollary of Lemma 33 and Remark 36 we obtain
Corollary 39. Let Γ = Γ1,2 be the graph Γ1,2 with no colored vertices, then
(101) KΓ,0(t) = B(t(x + y))B(t(x−1 + y−1)).
Before we discuss the general case, we will give a formula in the genus two case, which
will be relevant to the discussion in Remark 114.
Corollary 40. Let Γ be a genus two graph,without half-edges.We consider the case ϵ = 1.
en the inverse Fourier–Laplace transform of the period πW˜Γ,ϵ (t) is given by
(102)
∑
n≥0
(2n!)2
n!6
t2n .
Proof. If we cut the colored graph (Γ, 1) along any edge then we get back the graph con-
sidered in Lemma 33. Hence, by Lemma 33, (70), and Lemma 38, we have puing x = y
(103)
̂
πW˜Γ,1(t) =
∑
m≥0,n≥0
∑
a1,b1,c1,d1
a1+b1=2m;c1+d1=2n
t2(m+n)
(
2m
m
) (
2n
n
)
1
a1!b1!c1!d1!
(
1
2π
√−1
∫
S1
xa1−c1 · (x−1)b1−d1 dx
x
)
=
∑
m≥0,n≥0
∑
a1,b1,c1,d1
a1+b1=2m;c1+d1=2n
t2(m+n)
(
2m
m
) (
2n
n
)
1
a1!b1!c1!d1!
(
1
2π
√−1
∫
S1
xa1−c1−b1+d1
dx
x
)
= [B(t(x + x−1))B(t(x−1 + x))]x 0
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Using the definition of the twisted Bessel function, the Vandermonde identity and some
elementary manipulations, we obtain
(104)
[B(t(x + x−1))2]x 0 =
∑
n≥0
( ∑
a+b=n
1
a!2b!2
)
[(x + x−1)2n]x 0t2n
=
∑
n≥0
(
n∑
a=0
n!2
a!2(n − a)!2
) (
2n
n
)
t2n
n!2
=
∑
n≥0
(
2n
n
)2
t2n
n!2
=
∑
n≥0
(2n!)2
n!6
t2n .

Applying themachinery. Denote the product of Bessel functions B(t(x+y)B(t(x−1+y−1)))
by T1(x ,y). Observe that
(105)
T1
(
x ,y−1
)
= T1
(
x−1,y
)
= B(t(x + y−1)B(t(x−1 + y)))
T1
(
x−1,y−1
)
= T1 (x ,y) = B(t(x + y)B(t(x−1 + y−1))).
is calculates the effect of changing orientation of the boundary of the two-holed torus.
Definition 41. Define inductively using convolution the function
(106) Tk+1 (x ,y) := [Tk (x , z)T1 (z,y)]z0
e following proposition is an application of the usual machinery of determining the
partition function by cuing a closed surface to easier pieces, and it explains the definition
of Tk+1 (x ,y).
Proposition 42. Let Σд,2 be a genus д surface with two holes, one oriented anticlockwise
and the other oriented clockwise.en the partition function is given by Zgp(t)(Σд,2) = Tд
(
x ,y−1
)
.
Proof. Consider the necklace graph Γ1,2 as in Lemma 38 show in Figure 12(a). e genus
two surface with two holes Σ2,2 with one hole oriented anti-clock and the other hole
oriented clockwise can be obtained gluing two Σ1,2 as shown in Figure 16.
+ =
ϵ = 1ϵ = 0 ϵ = 1ϵ = 0 ϵ = 0 ϵ = 1
Figure 16. Two-holed surface of genus two from gluing
In terms of the dual graph this is obtained by gluing two open necklace graphs Figure 13
as shown in Figure 17
x y
−1
+
y z−1
=
x z−1
Figure 17
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en the partition function is given by
(107)
Zgp(t)(Σ2,2) = 〈T1(x , z−1),T1(z,y−1)〉z
=
1
2π
√−1
∫
S1
T1(x , z−1)T1(z−1,y−1)dz
z
= T2(x ,y−1).
Hence by repeating this process, gluing copies of Γ1,2 to increase the genus, and applying
the TQFT formalism given by Proposition 24 we obtained the required result. 
We now translate this result in terms of the period of graph potentials that we are inter-
ested in computing.
Proposition 43. Let (Γд,2, ϵ) be the (colored) dual graph of a surface with two holes ob-
tained by gluing д copies of Σ1,2 in a row. en
(108) KΓд,2,ϵ (t) = Tд
(
x ,y(−1)
д
)
= Tд
(
x ,y(−1)
ϵ
)
.
Proof. First of all observe that ϵ has the same parity as the genus д of the surface by
construction.
Furthermore, ifд is odd, then we need to make even number of cuts to get a disjoint union
of Σ1,2’s. Hence by Proposition 35, we get thatKΓд,2,ϵ (t) = Zgp(t)(Σд,2). en we are done
by Proposition 42 when д is odd.
Now if д is even, then consider the graph Γд−1,2 and an open necklace graph. Now by
Proposition 34, we get
(109)
KΓд,2,0(t) = [KΓд−1,2,1(t),T1
(
z,y−1
)]z0
= [Tд−1
(
x , z−1
)
,T1
(
z−1,y
)]z0
= Tд (x ,y) .

A direct very useful corollary of the above proposition that removes the restriction on
the matching of the parity of coloring and genus in Proposition 35 is the following
Corollary 44. Let Γд,2 be the open necklace graph of genus д with two half-edges as
shown in Figure 12(b). Let c be a coloring of Γд,2 and ϵ be the parity of the coloring, then
(110) KΓд,2,c (t) = Tд
(
x ,y(−1)
ϵ
)
.
Proof. If the parity of c matches up with the parity of the genus as in Proposition 35, then
we are done. Otherwise choose one of the two half-edges and reverse the orientation of
that half-edge. In the definition ofKΓд,2,c (t), we never integrate over a half-edge variable
of the original graph Γ, hence we are now reduced to the situation in Proposition 35. 
Now we can use Proposition 43 to get a formula for the periods of the closed (i.e. without
half-edges) genus д trivalent colored graphs (Γ, c).
Proposition 45. Let Γ be a trivalent graph of genus д ≥ 2 without leaves and c a coloring
of the vertices. Let ϵ ∈ F2 denote the parity of the coloring. en
(111) KΓ,c (t) =
[
Tд−1
(
x , x (−1)
ϵ
)]
x 0
.
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Proof. By Corollary 9 we know that KΓ,c (t) only depends on the parity of the coloring.
Hence we can assume that the graph has either one or zero colored vertices. Moreover
since the periods are invariants under mutations, we can assume that Γ is the closed
necklace graph of genus д as in Figure 18 with one or zero colored vertex.
. . .
Figure 18. Closed necklace graph with many beads
First consider the case when д and c have the same parity. en the result directly follows
from Proposition 43 on applying Proposition 34. Now in the case д and c have opposite
parity, then to computeK(Γд,0,ϵ )(t), cut an edge e of the graph Γ to get the graph (Γд−1,2, ϵ)
considered in Proposition 43.en by we are done by first applying Corollary 44 and then
Proposition 34.

e main result.is proposition gives an effective method to compute the period of a
graph potential, giving the main result of this section. It allows us to express (the inverse
Fourier–Laplace transform of) the periods of the Laurent polynomials from Section 2
using trace-class operators in ℓ2(Z).
Define
• A to be the Hilbert–Schmidt operator given by T1 (x ,y);
• S to be the bounded linear operator S (∑n∈Z anxn) = ∑n∈Z anx−n .
We consider A as matrix with respect to the orthonormal basis and reinterpret Corol-
lary 40 as follows.
Lemma 46. Let (Γ2, 1) be a genus two graph with one colored vertex, then
(112) KΓ2,1(t) = tr(AS) =
∑
n≥0
(2n!)2
n!6
t2n .
In particular the composition AS is trace class.
Since trace-class operators form an ideal, it follows that Aa+1Sb is also trace-class for
non-negative integers a,b. Moreover S commutes with A.
e following is the important computational tool for computing periods of graph poten-
tials.
eorem 47. Let (Γ, c) be a colored trivalent graph of genus д ≥ 2 (without half-edges).
en,
(113)
̂
πW˜Γ,c (t) = tr(A
д−1Sϵ+д)
where ϵ denotes the parity of the number of colored vertices in Γ.
Proof. By Corollary 9 we can assume that the number of colored vertices is either zero or
one. To show the equality in (113) we use Lemma 33 and Proposition 45, so that we need
to show that
(114) [Tд−1(x , x (−1)ϵ )]x 0 = tr(Aд−1Sϵ+д).
We do this by induction. If д = 2, then this follows from Corollary 40 for ϵ = 1, whilst the
case of ϵ = 0 is analogous.
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Next, observe that by the symmetry properties of A, we have that S commutes with A.
Now if д is arbitrary, we consider Tд−1(x ,y) ∈ ℓ2(Z)⊗2, writing it as
∑
i, j∈Z bi, jx iy j for
some matrix B = (bi, j) in the orthonormal basis {x i }i ∈Z. We claim that B = Aд−1Sд−1.
is follows by induction, using that S commutes with A.
Hence we get
(115)
[Tд−1(x , x (−1)
ϵ )]x 0 =
∑
i, j∈Z
i+(−1)ϵ j=0
bi, j
=
∑
i, j∈Z
i=(−1)ϵ+1j
bi, j
=
∑
i ∈Z
(Sϵ+1Aд−1Sд−1)i,i
= tr(Aд−1Sϵ+д),
again using that S commutes with A. 
Remark 48.is gives an explicit and efficient method to compute the period sequences,
by truncating the power series in t .ismethod is independent ofд on the other hand, and
the number of periods that one can compute only depends on the degree of the truncation,
and not on д.
Alternatively one can compute quantum periods of thesemoduli spaces using the abelian/non-
abelian correspondence in Gromov–Wien theory. But in this approach one fixes д and
does a special analysis for each value of д (which is only feasible for low д). Developing
the details of the abelian/non-abelian correspondence in this case and comparing the two
methods is le for future work.
4. Toric degenerations of moduli spaces of vector bundles
e graph potentials introduced in Section 2 are part of the mirror symmetry picture
for MC (2,L). Batyrev’s ansatz states that from a toric degeneration of a Fano variety X
one can begin constructing a Landau–Ginzburg model f : Y → A1 which is mirror to the
Fano variety, starting with a Laurent polynomial w which will have to coincide with f
on a torus (Gm)dimX ⊆ Y .
In this section we will recall a class of toric degenerations of MC (2,L) (and MC (2,OC ))
introduced byManon [74], which turn out to be closely related to the graph potentials we
have introduced in Section 2: the Newton polytope of these Laurent polynomials agrees
with the moment polytope of Manon’s degenerations.
We will recall the construction of the toric degenerations in Section 4.1. For later applica-
tions we need to analyze the singularities on the toric degeneration. In particular, we need
to show that they have terminal singularities and admit a small resolution. ese proper-
ties will depend on the choice of trivalent graph, and in Section 4.2 we will formulate a
criterion to check the former and provide a conjectural criterion for the laer.
4.1. Manon’s degeneration. In [74] Manon studied the homogeneous coordinate rings
of themoduli stackMC ;p1, ...,pn (SL2) of quasi-parabolic bundles of rank 2.e Picard group
of this stack is X (B)n ×Zwhere X (B) = Zω1 is the character group of the Borel subgroup
of SL2. Manon studies the algebraic properties of the various graded algebras one obtains
by choosing a line bundle on the stack.
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For us it will suffice to taken ≤ 1, and hencewe are interested in themoduli stacksMC (SL2)
and MC,p(SL2). en we denote
(116)
RC (b) :=
⊕
ℓ≥0
H0(MC (SL2),L(b)⊗ℓ)
RC,p(a,b) :=
⊕
ℓ≥0
H0(MC,p(SL2),L(aω1,b)⊗ℓ)
the graded algebras associated to the corresponding line bundles.
Using the theory of conformal blocks Manon defines a flat degeneration of these graded
algebras to the boundary Mд,n \Mд,n of the Deligne–Mumford compactification of the
stack of pointed curves. is stack has a stratification by closed substacks, indexed by
the weighted dual graphs of the stable curves. e most degenerate curves one gets (with
only rational components) correspond to trivalent graphs of genus д and n half-edges
with all weights being zero, corresponding to pair of pants decompositions we discussed
earlier.
e algebras obtained in this way are semigroup algebras associated to polytopes, hence
we get toric varieties. To understand the relationship of these algebras to the varieties MC (2,OC )
and MC (2,L), recall that the Picard groups of these varieties are generated by the class of
the eta divisor [36, e´ore`me B]. By [11, eorem 9.4] (and more generally the works
[93, 63, 76]) we have identifications
(117)
RC (2) 
⊕
ℓ≥0
H0(MC (2,OC ),Θ⊗ℓ)
RC,p (2, 2) 
⊕
ℓ≥0
H0(MC (2,L),Θ⊗ℓ).
Hence we get a toric degeneration of the moduli spaces we are interested in, for every
choice of trivalent graph Γ with at most one half-edge.
Graphs from stable curves. Let (C;p1, . . . ,pn) be a stable nodal curve with n marked
points. e dual graph associated to (C;p1, . . . ,pn) is the weighted graph Γ = (V , E,д)
with n half-edges defined as
• each vertexvi ∈ V corresponds to an irreducible componentCi ofC , withweightд(vi )
the genus of Ci ;
• the number of edges between vi and vj is #Ci ∩Cj ;
• for each marked point p in the componentCi we add a half-edge to the vertex vi .
e arithmetic genus of the curve C is then #E − #V + 1 +∑v ∈V д(v).
We will only consider nodal curves with marked points (C;p1, . . . ,pn), for which the
dual graph Γ (containing half-edges) is trivalent (and all weights are zero). In terms of
the natural stratificaton ofMд,n \Mд,n these correspond to the zero-dimensional strata.
Equivalently, all componentsCi are required to be rational. We can rephrase the definition
of Manon’s polytope from [74, Definition 1.1] as follows.
Definition 49. Let Γ be a trivalent weighted graph of genus д with at most one half-edge.
e polytope PΓ ⊆ R#E is the set of non-negative real weightings of the edges of Γ, such
that
• the weights of half-edges are precisely 2;
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• for every vertexv ∈ V , ifw1(v),w2(v),w3(v) are the weights of the edges incident
to it, then
(118) 2max{w1(v),w2(v),w3(v)} ≤ w1(v) +w2(v) +w3(v) ≤ 4.
We define the laice MΓ ⊂ PΓ using the laice of integer points in R#E , using the condi-
tion thatw1(v) +w2(v) +w3(v) ∈ 2Z for every v ∈ V .
e following theorem then describes the sought-aer toric degeneration, which is a spe-
cial case of [74, eorem 1.2] and [75, eorem 1.3].
eorem 50 (Manon). Let C be a smooth projective curve of genus д ≥ 2. Let Γ be a
trivalent graph of genus д, with at most one half-edge. en
• if there are no half-edges, then the homogeneous coordinate ringRC (2) forMC (2,OC )
can be flatly degenerated to the semigroup algebra associated to the polytope PΓ
in the laiceMΓ ;
• if there is precisely one half-edge, then the homogeneous coordinate ring RC (2, 2)
for MC (2,L) can be flatly degenerated to the semigroup algebra associated to the
polytope PΓ in the laice MΓ .
Definition 51.e toric variety fromeorem 50will be denotedYPΓ,MΓ . Observe that PΓ
is the moment polytope and MΓ is the character laice.
We will rewrite the inequality in Definition 49 so that the origin becomes an internal
point of the polytope and the polytope becomes full-dimensional in the character laice
of the toric variety. Seing ui (v) := wi (v)−1 for the weight of the ith edge at the vertexv
we obtain the following lemma.
Lemma 52. Let Γ be a trivalent graph of genus д ≥ 2 with at most one half-edge. e
polytope PΓ is defined by the inequalities
• if v is a vertex without half-edges, then
(119)
−u1(v) − u2(v) − u3(v) ≥ −1
−u1(v) + u2(v) + u3(v) ≥ −1
u1(v) − u2(v) + u3(v) ≥ −1
u1(v) + u2(v) − u3(v) ≥ −1;
• ifv is a vertex with a (necessarily unique) half-edge, thenu1 = −u2 for the weights
of the other two edges.
Removing half-edges. To make the link to the setup of colored trivalent graphs from
Section 2.1 we will explain how to reduce trivalent graphs with one half-edge to colored
trivalent graphs. A more general procedure can be constructed, but in this paper we are
only interested in the case with one half-edge.
Let Γ = (V , E) be a trivalent graph of genus д ≥ 2 with precisely one half-edge. Let v ∈ V
be the vertex to which the half-edge e is aached. Let e1 and e2 be the other edges
in v , which are incident to the vertices v1 and v2. en we construct a colored trivalent
graph (Γ′, c) as follows:
• the vertices V ′ are V \ {v};
• the edges E ′ are (E ∪ {e1,2}) \ {e, e1, e2}, where e1,2 is an edge between v1 and v2
• we color precisely one vertex from {v1,v2}.
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v1 v2ve1 e2
e
7→
e1,2v1 v2
Figure 19. Removing a half-edge
Graphically we have the situation from Figure 19.
With this procedure we define a new polytope as follows.
Definition 53. Let Γ be a trivalent graph of genus д ≥ 2 with one half-edge. Let (Γ′, c)
be the colored trivalent graph obtained by removing the half-edge, where we choose to
color the vertex v1. e polytope PΓ′,c ⊆ R#E′ is defined by the same inequalities for
all v ∈ V ′ \ {v1}, and in v1 they take on the inequalities
(120)
u1(v1) + u2(v1) + u3(v1) ≥ −1
u1(v1) − u2(v1) − u3(v1) ≥ −1
−u1(v1) + u2(v1) − u3(v1) ≥ −1
−u1(v1) − u2(v1) + u3(v1) ≥ −1.
Hence this polytope is defined in a subspace ofR#E given by the equality of theweightsu1(v1) = u2(v2)
where u1 and u2 refer to the edges e1 and e2 (recall that half-edges have a constant value
assigned to them).
Some generalizationand vertices of the polytopePΓ,c . Let (Γ, c) be a colored trivalent
graph of genus д (with no half-edges) We use M˜Γ and N˜Γ as in Section 2.1. Consider the
half-spaces H
c(v)
i (for i = 1, 2, 3, 4) defined by the inequalities
(121)
(−1)c(v)(−u1 − u2 − u3) ≥ −1,
(−1)c(v)(−u1 + u2 + u3) ≥ −1,
(−1)c(v)(u1 − u2 + u3) ≥ −1,
(−1)c(v)(u1 + u2 − u3) ≥ −1,
where u1,u2,u2 correspond to the three edges incident at the vertex v . Observe that the
inequalities (121) specialize to the inequalities (119) (resp. (120)) if c(v) = 0 (respectively
if c(v) = 1).
Definition 54. Let Γ, c be a colored trivalent graph with no half-edges. LetV be the set of
vertices and E be the set of edges of Γ. Consider the polytope defined by the intersection
of half-edges in M˜Γ
(122) PΓ,c =
⋂
v ∈V
(
H
c(v)
1 ∩H c(v)2 ∩H c(v)3 ∩H c(v)4
)
.
We can also describe the polar dual P◦
Γ,c ∈ N˜Γ as follows. For v ∈ V a vertex with color-
ing c(v), and ei , ej , ek the edges adjacent tov we can consider the subgraph Γv , and define
the vector space
(123) Cv,c := {s ∈ C1(Γv , F2) | d(s) = c(v)}.
For v ∈ V and s ∈ Cv,c we can then define the point
(124) p(v, s) := (0, . . . , 0, (−1)si , 0, . . . , 0, (−1)sj , 0, . . . , 0, (−1)sk , 0, . . . , 0) ∈ NΓ ⊂ R#E
with ±1 in positions i, j,k .
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e following standard lemma then makes the description of polytope we are interested
in as convex hull explicit.
Lemma 55. Let (Γ, c) be a trivalent graph of genus д ≥ 2 with no half-edges. e po-
lar dual P◦
Γ,c of the polytope PΓ,c is the convex hull of the points p(v, s), where v ∈ V
and s ∈ Cv,c .
Definition 56. Let Γ, c be a colored trivalent graph of genus д with no half-edges. e
graph potential toric varieties XPΓ,c,MΓ (respectively XPΓ,c,M˜Γ ) are defined as the toric vari-
eties with moment polytope PΓ,c in the character laiceMΓ (respectively M˜Γ).
We can now compare Manon’s toric degeneration to the toric varieties obtained from the
graph potentials, and show that they are the same.
Proposition57. Let Γ be a trivalent graph of genusд, with atmost one half-edge. Let (Γ′, c)
be the associated colored trivalent graph obtained from removing half-edges.ere exists
an isomorphism
(125) YPΓ,MΓ  XPΓ′,c,MΓ′ .
Proof. By [30, Proposition 2.3.9], for any ω in the character laice of a toric variety, the
moment polytope P and the polytope ω + P has the same normal fan, and in turn gives
isomorphic toric varieties.
Faust–Manon [38] translates the moment polytope of YPΓ,MΓ by ω = (2, . . . , 2) ∈ MΓ to
get the origin as the unique interior point. Observe thatwe have the identificationMΓ = 2MΓ′ .
Hence, we have to scale down by a factor of 2. Starting from Manon’s equations for the
polytope PΓ , we translate it by the vector (1, 1, . . . , 1) in MΓ′ to get the equations of the
reflexive polytope PΓ′,c . us the result follows. 
In particular have we found another realization of Manon’s toric degeneration using an
explicit full-dimensional reflexive polytope.
Remark 58.e graph potential W˜Γ,c discussed in Section 2 descends to a regular func-
tionWΓ,c on the torusT
∨
Γ
(respectively T˜∨
Γ
) of the toric variety ofXPΓ,c,MΓ (respectivelyXPΓ,c,M˜Γ ).
Moreover, by construction the Newton polytope of graph potential W˜Γ,c (alsoWΓ,c ) is the
polytope P◦
Γ,c .
4.2. Analyzing the singularities. Let (Γ′, c) be the colored trivalent graph constructed
from a trivalent graph Γ with at most one half-edge. We wish to study the singularities
of the toric variety YPΓ,MΓ  XPΓ′,c,MΓ′ .
Before we discuss the general picture, let us discuss what happens for the toric degener-
ations of MC (2,L) and MC (2,OC ). ere are two graphs, and as will be clear from e-
orem 61 and Remark 68, the distinction between the behavior of the toric degenerations
for MC (2,L) depending on the choice of graph is representative of what happens in gen-
eral.
Example 59. If Γ is the eta graph and there is one colored vertex, then the toric va-
riety we obtain is the singular intersection of quadrics in P5 given by x0x5 − x1x2 = 0
and x3x4−x1x2 = 0 [86].e polar dual ofmoment polytope is a cubewith vertices (±1,±1,±1).
is variety has 6 ordinary double points and hence has a small resolution. In particular,
the variety also has terminal singularities. is case studied in Galkin’s thesis and also by
Nishinou–Nohara–Ueda [86, 87]. e results in this section and the next can be seen as a
generalization from д = 2 to д ≥ 3.
On the other hand, if Γ is the dumbbell graph with one colored vertex, the toric variety is
given by the equations x2 = zw and zw = uv in P5 [86]. e dual of the moment polytope
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of the toric variety is the convex hull of the points
(126) (1, 2, 0), (1,−2, 0), (−1, 0, 0), (−1, 0,−2), (1, 0, 0), (−1, 0, 2).
e polytope contains both the laice points (−1, 0,−2) and (−1, 0, 2), but then it also
contains (−1, 0, 0), and hence it cannot be terminal.
It turns out that the distinction between these two graphs is explained byeorem 61.e
case ofMC (2,OC ) forд = 2 is a bit pathological, aswe have an isomorphismMC (2,OC )  P3
[82, eorem 1]. Moreover the locus of semistable bundles up to S-equivalence is identi-
fied with the Kummer surface in P3.
Example 60. If Γ is the eta graph and there are no colored vertices, the toric variety is
just P3. Clearly it is smooth and hence terminal.
If Γ is the dumbbell graph and there are no colored vertices. e dual of the moment
polytope is the convex hull of the points
(127) (1, 2, 0), (1,−2, 0), (−1, 0, 0), (1, 0, 2), (1, 0, 0), (1, 0,−2).
epolytope contains the laice points (1, 0, 0)which is the half sumof the laice points (1, 0, 2)
and (1, 0,−2). Hence the toric variety is non-terminal.
Terminal singularities. Recall from [30, Proposition 11.4.12(ii)] that for aQ-Gorenstein
toric variety, having terminal singularities is equivalent to the only non-zero laice points
in the fan polytope being its vertices. We can use this criterion, as by [38, eorem 12]
the homogeneous coordinate rings of the toric degenerationsYPΓ,MΓ are all arithmetically
Gorenstein and in particular the toric degenerations themselves are Gorenstein.
en the dichotomy observed for д = 2 from Example 59 in the case of 1 colored vertex
are illustrative for what happens for д ≥ 3, as given by the following theorem for the
more general class of toric varieties XPΓ,c,MΓ .
eorem61. Let (Γ, c) be a colored trivalent graph of genusд ≥ 3 with no half-edges.e
toric variety XPΓ,c,MΓ has terminal singularities if and only if Γ has no separating edges.
Before we prove this statement we give some preliminary lemmas. e following two
lemmas work for an arbitrary integer n, even though we are mostly interested in the
case n = 3д − 3.
Lemma62. Letn ≥ 3 and considerZn . Consider the set S of 23 (n3) points of the form±ei±ej±ek
for 1 ≤ i, j,k ≤ n distinct. Let p = siei + sjej + skek be an element of S , then p does not lie
in the convex hull of S \ {p}.
Proof. Consider the function h = sie
∨
i + sje
∨
j + ske
∨
k
. We have that h(siei + sjej + skek ) = 3,
and h(q) < 3 for q ∈ S \ {p}. 
We will denote Πn the polytope given by the convex hull of the set S from Lemma 62.
Lemma 63.With respect to the standard laice Zn the polytope Πn contains precisely
the following laice points:
• 0 ∈ Πn
• ±ei ∈ Πn for 1 ≤ i ≤ n
• ±ei ± ej ∈ Πn for 1 ≤ i, j ≤ n distinct
• ±ei ± ej ± ek ∈ Πn for 1 ≤ i, j,k ≤ n distinct.
Moreover,
GRAPH POTENTIALS AND MODULI SPACES OF RANK TWO BUNDLES ON A CURVE 39
• for all 1 ≤ i ≤ n the laice points ±ei lie in the convex hull of ±ei ± ej ± ek
for 1 ≤ j,k ≤ n distinct and i , j,k;
• for all 1 ≤ i, j ≤ n distinct the laice points ±ei ± ej lie in the convex hull
of ±ei ± ej ± ek for 1 ≤ k ≤ n such that k , i, j .
Proof. e functionh =
∑n
i=1(e∨i )2 is convex, andh(±ei±ej±ek ) = 3, hence all these laice
points lie on a sphere of radius 1 and they cannot be contained in each other convex hulls.
is function takes on the values 0, 1, 2, 3 on the laice points listed in the statement of
the lemma.
To see that there are no other, observe that for two vectors u,u ′ whose coefficients in the
standard basis belong to {−1, 0, 1}, we have that (u ′,u) ≤ (u,u) in the standard bilinear
pairing. If we write u =
∑23(n3)
i=1 αivi where vi are the vertices of Πn , such that αi ≥ 0 for
all i and
∑23(n3)
i=1 αi = 1, we can apply this observation to u
′
= ei for all i and we get
(128) (u,u) =
23(n3)∑
i=1
αi (vi ,u) ≤
23(n3)∑
i=1
αi (u,u) = (u,u)
hence either αi = 0 or (vi ,u) = (u,u).
e final claim is immediate. 
We need one more lemma, giving a homological interpretation to the notion of a separat-
ing edge, using the notation of Section 2.1.
Lemma 64. Let Γ be a trivalent graph. Let e ∈ E be an edge, and consider the associated
indicator function e∨ ∈ C1(Γ,Z) = N˜Γ . en e∨ ∈ NΓ ⊆ N˜Γ if and only if e is separating.
Proof. Assume that e is separating, i.e. by removing it we get two connected components
which we will denote Γ′ and Γ′′. Choose an orientation of the edges of Γ, and assign 1
to an incoming half-edge, and −1 to an outgoing half-edge. For v ∈ Γ′ we consider the
sublaice Nv , and in there consider the sum
(129)
∑
v ∈Γ′
pv,s(v,o) ∈ NΓ
where o denotes the orientation scheme we choose on the graph Γ, s(v, 0) ∈ C1(Γv , F2)
defined by o and pv,s(v,0) be as in (124). By construction the sum is, up to a sign, equal
to e∨, hence e∨ ∈ NΓ .
Assume that e∨ ∈ NΓ , and for the sake of contradiction assume that e is non-separating.
en there exists a cycle Z in Γ (without repetition of vertices), defining an element
of C1(Γ,Z) by assigning 1 to all edges of the graph.
On the other hand, there exists a chain of inclusions
(130) 2N˜Γ ⊆ NΓ ⊆ N˜Γ
induced by the identity ±2xi = (±xi ± x j ± xk ) + (±xi + ∓x j ∓ xk ), where the xi ’s as in
Section 2. ese induce an isomorphism
(131) N˜Γ/2N˜Γ  C1(Γ,Z/2Z))
which then induces an isomorphism
(132) NΓ/2N˜Γ  d(C0(Γ,Z/2Z))
For e∨ to be in NΓ (and not just N˜Γ) it must evaluate to zero on cycles since
(133) NΓ/2N˜Γ  d(C0(Γ,Z/2Z)).
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. . .
. . .
Figure 20. Ladder graph
But by construction e∨(Z ) is odd. is contradiction shows that e∨ cannot be an element
of NΓ . 
Proof of eorem 61. Assume that Γ has no separating edges. en in particular it does
not contain loops, and hence the set of vertices of the polar dual P◦
Γ,c of the polytope PΓ,c
defining XPΓ,c,MΓ is a subset of {±ei ± ej ± ek }, where ei are standard vectors in N˜Γ  Z#E .
By Lemma 62 we have that all the points p(v, s) given by (124) are vertices. It remains to
show that there are no other laice points on the boundary of this polytope.
For this, by Lemma 63 it suffices to show that no points of the form ±ei and ±ei ± ej is a
laice point in the convex hull of the vertices of P◦
Γ,c . Since the graph Γ has no separating
edges, it follows that from Lemma 64 that ±ei cannot be a laice point in NΓ .
Now say for example that ei + ej would be a laice point of the polytope, and let v be a
vertex adjacent to ei and ej . en we can write
(134) ei + ej =
1
2
((ei + ej + ek ) + (ei + ej − ek ))
where ek is the third edge adjacent to v . However, the only way in which we can do this
if ei , ej and ek have the same end points, but then we obtain a subgraph of genus 2 in Γ
which is a contradiction.
e converse follows from Lemma 64 and (129). 
As an application of eorem 61, we can give an alternative proof of the following result
due to Kiem–Li [60, Corollary 5.4] (albeit only for a generic curve, rather than for every
curve). eir proof is based on understanding the discrepancy between the canonical
bundle of MC (2,OC ) and its Kirwan desingularization. In our setup it rather follows from
Kawamata’s inversion of adjunction for terminal singularities.
Corollary 65 (Kiem–Li). Let C be a generic smooth projective curve of genus д ≥ 2.
en MC (2,OC ) has at most terminal singularities.
Proof. ByKawamata [59,eorem1.5]we know that having at most terminal singularities
in the central fiber implies that a general fiber has at most terminal singularities.
Manon’s construction provides us with a family of varieties whose special fiber is a toric
degeneration and whose general fibers are of the form MC (2,OC ). By eorem 61 it suf-
fices to choose a trivalent graph Γ of genus д without separating edges, so that the toric
special fiber has at most terminal singularities. For this we can consider for instance the
ladder graph as in Figure 20. en in the family given by the toric degeneration the cen-
tral fiber has at most terminal singularities, hence so does MC (2,OC ) in a Zariski open
neighbourhood of the special fiber. 
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Small resolutions. Recall that a resolution of singularities for a variety X is said to be
small if there is no exceptional divisor. In particular the resolution is crepant. e exis-
tence of a small resolution is a hard question in general and it is a delicate condition on
the singularities of the variety X .
We restrict ourselves to a special class of Gorenstein terminal toric varieties. Recall that
(torically) resolving the singularities of a toric varietyX amounts to subdividing each cone
in the fan of the toric variety into a union of cones generated by a basis of the laice. A
toric resolution is small if we can find a such a subdivision without adding new rays. is
is in general a non-trivial combinatorial problem.
Toric degenerations admiing a small resolution of singularities are useful in the study
of mirror symmetry, as e.g. showcased in [9, 8, 88]. We briefly discuss this and refer to
[88, 104] for more details. We are mostly interested in the question of computing the
quantum period of the Fano variety MC (2,L) which are certain enumerative invariants
(see Section 5). As explained in the introduction mirror symmetry predicts the existence
of a Laurent polynomial whose periods compute the quantum periods.
Bondal–Galkin observed that the work of Nishinou–Nohara–Ueda [88] can be interpreted
as a candidate for this mirror Laurent polynomial. In [88], the authors construct a Laurent
polynomial for any smooth Fano variety F by counting holomorphic disks with a fixed
Lagrangian boundary in the Fano variety F (cfr. Section 5). ey construct their Laurent
polynomial by first constructing a toric degeneration X of the Fano variety F and con-
sider the associated toric complete integrable system (see Definition 71). Using symplectic
parallel transport they construct an integrable system on the Fano variety F .
A key feature of a small resolution of toric varieties is the fact that given a torus-invariant
curve in a toric variety X , there exists a unique torus invariant curve in the small reso-
lution X˜ that maps isomorphically to the original curve. In turn this guarantees that the
second homotopy groups of the two integrable systems they construct agree via the sym-
plectic parallel transport (see [88, Section 9]).
e existence of a small resolution guarantees that torically transverse ([89, Definition
4.9]) disks in the resolution X˜ project to torically transverse disks in X . ese results are
crucially used in the works of [88, 87] to compare their Laurent polynomial that counts
holomorphic disks to a natural polynomial associated to the X .
Manon has constructed a toric degeneration of MC (2,L) and we gave conditions on the
graph Γ for the toric degeneration to have terminal singularities. To put us in the per-
spective of [88], we further need to analyze whether Manon’s toric varieties admit a small
resolution of singularities. In particular, we need to put further restrictions on the class
of trivalent graph of genus д. We consider the following class of trivalent graphs.
Definition 66. Let Γ be a trivalent graph. We say it is maximally connected if one needs
to remove at least 3 edges to make it disconnected.
Maximally connected trivalent graphs Γ have a very interesting positivity property. LetC0
be a nodal curve whose dual graph is a maximally connected trivalent graph, then by [10,
Proposition 2.5] the canonical bundle of the curve C0 is very ample. We do not precisely
knowwhat role the maximally connectedness play in the combinatorial description of the
cones of toric varieties XPΓ,c,MΓ , but motivated by the genus two case and experimental
evidence, we conjecture
Conjecture 67. Let (Γ, c) be a maximally connected trivalent graph. en the graph po-
tential toric varieties XPΓ,c,MΓ admit a small resolution of singularities.
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(a) Tetrahedron graph
(b) Bipartite graph of д = 4
Figure 21. Graphs giving small toric resolutions
Since XPΓ,c,MΓ is toric, if we consider toric resolutions in Conjecture 67, we want to find a
refinement of the fan of XPΓ,c,MΓ into a simplicial fan such that the resulting toric variety
is smooth.
Remark 68. Forд = 2 this follows from the discussion in Example 59 for theeta graph,
which is the unique maximally connected trivalent graph of genus 2.
Using computer algebra we have checked Conjecture 67 also in genus 3 for the tetra-
hedron graph (depicted in Figure 21(a)), and in genus 4 for the bipartite graph (see Fig-
ure 21(b)) with an odd number of vertices colored, by explicitly constructing a simplicial
subdivision of the fan polytope. Moreover, in the genus three, four and five cases, we
can find non-maximally connected graphs with no separating edges such that the corre-
sponding toric varieties do not admit a small resolution of singularities.
5. Enumerative mirror symmetry for moduli of vector bundles
e goal of this section is to relate graph potentials (that we associate to a colored triva-
lent graph) to the Fano variety MC (2,L). We do this on the level of enumerative mirror
symmetry, relating the period sequence of the graph potential to the (regularized) quan-
tum period of the moduli space. In Section 6.4 we will discuss aspects of the homological
mirror symmetry conjecture for MC (2,L) and graph potentials.
e proof that enumerative mirror symmetry holds for graph potentials and MC (2,L)
goes in two steps:
• we describe the Floer potential of MC (2,L) as the graph potential from Section 2,
using [88, 87];
• we relate the quantum period of MC (2,L) to the period of the graph potentials,
using [104], by showing the existence of a monotone Lagrangian torus.
For both steps the construction of the toric degenerations from Section 4 will be used, and
it is subject to Conjecture 67. In Appendix A we will give further geometric evidence, and
the homological mirror symmetry picture from Section 6.4 gives further corroboration
for the deep relationship between graph potentials and MC (2,L).
5.1. antum periods and integrable systems. Let us briefly recall the notion of
quantum periods for Fano varieties, as discussed in [28], and integrable systems arising
from toric degenerations.
GRAPH POTENTIALS AND MODULI SPACES OF RANK TWO BUNDLES ON A CURVE 43
antum periods. Let X be a Fano variety. We will denote by X0,1,β the moduli space
of stable maps f : (C; x) → X whereC is a rational curve with a marked point x ∈ C such
that [f (C)] = β ∈ H2(X ,Z) is a fixed homology class. It has a virtual fundamental class
in degree
∫
β
c1(X ) − 2 + dimX , and comes with the evaluation morphism
(135) ev : X0,1,β → X .
We also have the forgetful morphism π : X0,1,β → X0,0,β , and we denote by ψ the first
Chern class of the universal cotangent line bundle, which is also the relative dualizing
sheaf ωπ . is allows us to define descendant Gromov–Wien invariants, and in partic-
ular we are interested in the following definition.
Definition 69. Let X be a Fano variety. e quantum period of X is the power series
(136) GX (t) := 1 +
+∞∑
n=2
pnt
n
where
(137) pn :=
∑
β ∈H2(X ,Z)
〈β,−KX 〉=n
〈ϕvol ·ψn−2〉X0,1,β
We will set p0 = 1 and p1 = 0.
Here ϕvol is a top-degree class on X , normalized such that
∫
X
ϕvol = 1, and we are inter-
ested in the following Gromov–Wien invariant:
(138) 〈ϕvol ·ψd−2〉X0,1,β =
∫
[X0,1,β ]vir
ev∗(ϕvol) ∪ψd−2.
We have the following definition.
Definition70. LetX be a Fano variety.e regularized quantum period ofX is the Fourier–
Laplace transform of the quantum period, i.e.
(139) ĜX (t) := 1 +
+∞∑
n=2
n!pnt
n
.
We will write cn := n!pn to be able refer to a single number.
Integrable systems. Let us now recall the notion of an integrable system on a symplectic
manifold (M ,ω) of real dimension 2N .
Definition 71. An integrable system on (M ,ω) is a collection of N functionally indepen-
dent real-valuedC∞ functions {H1, . . . ,HN } onM which are pairwise Poisson-commutative,
i.e. {Hi ,Hj } = 0 for all i, j = 1, . . . ,N , where {−,−} is the Poisson bracket induced by the
symplectic form ω. We will denote it as Φ : M → RN .
By definition, an integrable system induces aHamiltonianRN -action onM . By theArnold–
Liouville theorem we have that any regular, compact, connected orbit of this action gives
a Lagrangian torus inM .
We will work with integrable system on singular toric varieties. In that set-up we want
the real valuedC∞ functions to Poisson commute on the smooth locus.
Natural examples of integrable systems are found in the theory of toric varieties. Here
we let X0 be a toric variety of complex dimension N , and consider the torus action (C×)N
on X0. e moment map for the torus action with respect to any torus-invariant Ka¨hler
form gives an integrable system.
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Integrable systems from toric degenerations. Nishinou–Nohara–Ueda [88] andHarada–
Kaveh [48] construct integrable systems from a toric degeneration of smooth projective
variety satisfying some additional conditions. We briefly recall their construction.
Let π : X → A1 be a flat family of complex projective varieties of dimension N , such
that X0 := π
−1(0) is a toric variety, whilst the general fiber Xt := π−1(t) for t , 0 is
smooth. Assume moreover that
• the singular locus of the total space X is contained in the singular locus of X0;
• the regular part of X has a Ka¨hler form which restrict to a torus-invariant Ka¨hler
form on the regular part X
reg
0 of X0.
A choice of a piecewise smooth curve γ : [0, 1] → A1 from 0 to 1 in A1 avoiding the
non-zero critical value gives, by symplectic parallel transport along γ , a symplectomor-
phism γ˜ : X
reg
0 → X
reg
1 , where X
reg
1 is an open subset of X1.
Using the symplectomorphism γ˜ we can transport the toric integrable systemΦ0 : X
reg
0 → RN
to the integrable system
(140) Φ := Φ0 ◦ γ˜−1 : X reg1 → RN
on X1. Observe that the same flow gives a C
∞ map from the compact manifold X1 to the
compact space X0, however over the preimage of the singularities, one cannot extend the
torus action. Suitable choice of the form ω and path γ makes the map real analytic (cf.
[64]).
Let P denote the moment polytope of the toric variety X0. Let
(141) ℓi (u) := 〈vi ,u〉 − τi
for i ∈ {1, . . . ,m} denote the affine equations defining the polytope, i.e.
(142) P := Φ0(X0) = {u ∈ RN | ∀i = 1, . . . ,m : ℓi (u) ≥ 0 }.
e convex hull of −vi/τi ’s as in (141) is the polar dual P◦ of the moment polytope P .
In Section 4 we have discussed the geometry of a toric degeneration of MC (2,L). is is
the toric degeneration we will use to study integrable systems.
5.2. Monotone Lagrangian tori and mirror symmetry. We can now prove corre-
spondence between the quantum periods of MC (2,L) and the periods of the graph poten-
tial, subject to Conjecture 67.
e Floer potential from a toric degeneration. Consider the Novikov ring
(143) Λ0 :=
{
+∞∑
i=0
aiT
λi | ai ∈ Q, λi ∈ R≥0, lim
i→+∞
λi = +∞
}
.
along with the natural valuation v : Λ0 → R given by the minimum of the exponents λi .
Let (M ,ω) be a symplectic manifold and let L be a Lagrangian torus in M . en we will
consider the cohomology of L with coefficients in Λ0.
e Floer potential of L counts the J -holomorphic discs (D, ∂D) ⊂ (M , L) of Maslov in-
dex 2, whose boundary passes through a specified point p on L, for some fixed compatible
almost complex structure J onM . In general, it is defined in terms of a map of the moduli
space of weakly bounded cochain to the Novikov ring. However the formula simplifies to
the following.
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Namely, given a disk D with boundary [∂D] ∈ H1(L,Z), we define the potential as
(144) PO(x) :=
∑
D⊂M,p ∈∂D,µ (D)=2
exp(〈[∂D], x〉)T
∫
D
ω
where
• x ∈ H1(L,Λ0) is a cohomology class;
•
∫
∗ω : H2(M , L;Z) → R is the symplectic area;
• µ : H2(X , L;Z) → Z is the Maslov index.
e potential gives a well-defined element in the Novikov ring due to the Gromov com-
pactness theorem.
In [87] the symplectic parallel transport for integrable systems is used to show the fol-
lowing (which is eorem 1 in op. cit.).
eorem 72 (Nishinou–Nohara–Ueda). Consider a toric degeneration X → A1 as in Sec-
tion 5.1. Assume that X0 is Fano, and admits a small resolution of singularities.
en for any u ∈ P int ⊆ RN in the interior of the moment polytope, the Floer potential
of the Lagrangian torus fiber L(u) := Φ−1(u) is given by
(145) PO(x) =
m∑
i=1
exp(〈vi , x〉)T ℓi (u),
wherevi are the generators of the polar dual P
◦ and ℓi are the equations defining the wall
of the moment polytope P and valuations of x belongs to the moment polytope P .
In particular it says that, if the Fano variety can be degenerated to a toric variety that ad-
mits a small resolution singularities, only the obvious holomorphic disks with Lagrangian
boundary contribute to the Floer potential. is can fail in general.
From now on, we will writeWL for PO, to stress the dependence on the torus L, and to
be consistent with the literature we will refer to in what follows. Applying eorem 72
to our situation, we obtain the following corollary.
Corollary 73. Let (Γ, c) be a colored trivalent graph with one colored vertex, such that
the corresponding toric variety XPΓ,c,MΓ has a small resolution of singularities. en the
graph potentialWΓ,c is equal to the Floer potential of MC (2,L).
By Conjecture 67, it is expected that we can always find such a graph. In genus д = 2, 3, 4,
for maximally connected graphs the corresponding toric variety has a small resolution.
Remark 74.We will not consider the case MC (2,OC ) here. e singularities present
in MC (2,OC ) for д ≥ 3, and the discrepancy between the period sequence for д = 2
and MC (2,OC )  P3 are likely related to the presence of a stacky structure in what should
be the correct answer. To fix the discrepancy for д = 2, it suffices to rescale the graph po-
tential obtained in (18) by 1/2 to get the correct period sequence.
emonotone torus inMC (2,L). Nowwewill show that themoduli spaceMC (2,L) ad-
mits a monotone Lagrangian torus, when we consider it as a symplectic variety. is will
allow us to identify the quantum periods of MC (2,L)with the periods of graph potentials.
For this, we quote the following result [104, eorem 1.1]. Observe that what we call
Floer potential is called Landau–Ginzburg potential in op. cit. Independently the result
was obtained in the unpublished [20, eorem 13.3].
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eorem75 (Bondal–Galkin,Nishinou-Nohara-Ueda, Tonkonog). LetX be a closedmono-
tone symplectic 2n-manifold. Let L ⊂ X be a monotone Lagrangian torus, with associated
Floer potentialWL . en we have the equality
(146) ĜX (t) = πWL (t)
of the regularized quantum period of X and the period ofWL .
In the statement of the theorem, if X1 is a smooth projective Fano variety, then the as-
sumptions on X1 are satisfied. For the assumptions on the torus L ⊂ X1 we recall the
following definition.
Definition 76. Let (M ,ω) be a symplectic manifold. Let L be a Lagrangian submanifold.
We say that L is monotone if the symplectic area H2(M , L;Z) → R and the Maslov in-
dex H2(M , L;Z) are positively proportional to each other.
We now discuss a general result implicit in the works on Nishinou–Nohara–Ueda [87].
We also refer to the work of Rier [97, Section 7.9] for similar results on monotone toric
manifolds, and to Judd–Rietsch [56] and Rier [97] for derivations of archimedean critical
points from the seemingly non-archimedian Novikov ring.
Lemma 77. Let X1 be a smooth projective Fano variety admiing a degeneration to a
normal toric varietyX0 and for any interior pointu ∈ P , let L = L(u) be a Lagrangian torus
in X1 constructed via symplectic parallel transport such that H1(L,Z) is the cocharacter
laice N of the toric variety X0. Assume that the vertices of P
◦ generate N . en there is
a isomorphism
(147) H2(X1, L;Z)  N ⊕ H2(X1,Z).
Proof. Consider the long exact sequence for the homology of the pair (X1, L),
(148) H2(L,Z) → H2(X1,Z) → H2(X1, L;Z) → H1(L,Z) → H1(X1,Z).
e last term vanishes, as X1 is simply connected. Moreover by Lemma 78, the image of
H2(L,Z) in H2(X1,Z) is zero. Hence we obtain a short exact sequence from (148), which
allows us to identify
(149)
H2(X1, L;Z)  H1(L;Z) ⊕ H2(X1;Z)
 N ⊕ H2(X1;Z).

e following lemma is used in the proof of Lemma 77, however it does not require the
assumption that X1 is Fano or projective.
Lemma 78. In the situations as in Lemma 77 the map H2(L,Z) → H2(X1,Z) is zero.
Proof. Let Preg be the image of the moment map from the smooth part X
reg
0 of the toric
variety X0. Let X
1-cosk
0 is the toric variety whose fan is the 1-skeleton of the fan of X0 and
let P1-cosk be the image of the moment map. In particular P1-cosk is an union of open faces
of codimension at most one. Let P int be the interior of P .
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Let X int0 denote the inverse image P
int. Similarly define X int1 . Both X
int
1 and X
int
0 contain a
torus isomorphic to L. Consider the following diagram.
(150)
X1 X0 P
X
reg
1 X
reg
0 P
reg
X 1-cosk1 X
1-cosk
0 P
1-cosk
X int1 X
int
0 P
int
L = L(u) L = L(u) u




By construction Preg = P\Psing , where Psing is the singular locus of P .
We are interested in showing that H2(L,Z) in H2(X1,Z). By the commutative diagram
above it is enough to show that H2(L,Z) is trivial in H2(X reg0 ,Z)while going up along the
middle column of the diagram.
Now let V = {v1, . . . ,vm} be the vertices of P◦. Each vi corresponds to a unit sphere S1
in L. Now consider the toric variety TV whose fan is
⋃
vi ∈V R≥0vi . en it is clear that
TV is homotopy equivalent to L ∪
⋃
vi ∈V Dvi , where Dvi is a disk whose boundary is the
one-cycle corresponding to vi . We have the following diagram:
(151)
S1 L
Dvi TV .
Hence H1(TV ,Z) = L/
⊕
vi ∈V Zvi . But by assumption V generates L. Hence H1(TV ,Z) is
zero. Moreover the natural embedding of
(152) S1 × S1 × p ֒→ L ֒→ Dvi ×
(
C×
)n−1
induces a zero map between H2(S1×S1,Z) → H2(Dvi ×(C×)n−1 ,Z).us we are done. 
e following proposition gives us a useful criterion to test whether the Lagrangian torus
L(u) in Lemma 77 is monotone.
Proposition 79. Let u ∈ P be an interior point as in Lemma 77 along with the condition
that ℓi (u) = ℓ > 0, where ℓi are the length functions (141) defining the polytope P . Further
assume that (X1,ω) is monotone. en the Lagrangian torus L(u) is monotone.
Proof. Let D be a class of a holomorphic disc in H2(X1,Z) ⊂ H2(X1, L;Z), the symplectic
area form is positive since Fano manifolds are monotone. Now consider the holomorphic
disks Di of Maslov index 2 enumerated by the vertices vi of the polytope P
◦
Γ,c . By [88,
eorem 10.1] or [27, eorem 8.1] they have symplectic area
(153)
∫
D
ω = ℓ > 0.
e result follows by additivity from the assumption that H1(L(u),Z) = N and the fact
that the symplectic area is positive on the generators of N . 
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Now we apply Proposition 79 to produce a Lagrangian torus in MC (2,L). Let (Γ, c) be a
maximally connected trivalent graph with one colored vertex. Let
(154) ΦΓ,c : MC (2,L) → R3д−3
be the integrable system obtained from the toric degeneration ofMC (2,L) toXPΓ,c,MΓ . e
central fiber is terminal byeorem 61, and in Lemma 55 we have obtained a description
of the laice points of the fan polytope P◦
Γ
, as the origin and the vertices p(v, s). is
description allows us to prove the following.
Proposition 80. Let (Γ, c) be a maximally connected trivalent graph with one colored
vertex. Assuming Conjecture 67, the Lagrangian torus L = L(0) := Φ−1
Γ,c
(0) ⊂ MC (2,L) is
monotone.
Proof. For each vertex v of the graph (Γ, c) and s ∈ Cv,c (123), we can consider ℓv,s , the
equations (120) used in Section 4.1, describing the polytopeP◦
Γ,c . We rewrite ℓv,s as in (141)
(155) 〈p(v, s),u〉 − τv,s
where p(v, s) is as in (124) and τv,s = −1. Seing u = 0 we obtain that ℓv,s(0) = 1. Further,
observe that the vertices p(v, s) are the only non-zero laice points of the polytope P◦
Γ,c ,
which holds by eorem 61 and further they span the laice NΓ . e rest follows directly
from Proposition 79. 
Hence we obtain one the main results of this paper, explaining how the combinatorics of
graph potentials gives insight into the enumerative geometry of MC (2,L).
Corollary 81. Letд ≥ 2. Let (Γ, c) be a colored trivalent graph of genusдwith one colored
vertex. Assuming Conjecture 67 we have the equality
(156) ĜMC (2,L)(t) = πW˜Γ,c (t)
of the regularized quantum period ofMC (2,L) and the period of the graph potentialW˜Γ,c (t).
Proof. By Proposition 10 and Corollary 17 we know that the periods of (Γ, c) only depend
on д (and the parity of c), so we can assume that Γ is maximally connected. Such a choice
is always possible by the discussion in Section 4.2.
By Corollary 73 we have that the Floer potential of MC (2,L) agrees with the graph po-
tential of the toric degeneration given by (Γ, c). By applyingeorem 75 to the monotone
torus obtained in Proposition 80 allows us to identify the (regularized) quantum period
of MC (2,L) with the period of the graph potential. 
In Tables 1 and 2 we give the period sequences for the even and odd graph potentials.
In the odd case this in turn coincides with the quantum period sequence for MC (2,L) by
Corollary 81. ese numbers were computed using the method introduced in Section 3.
is efficient method for computing periods from Section 3 could be useful for algorithmi-
cally determining the quantum differential equation for the quantum periods of MC (2,L).
In Appendix A we will give some explicit calculations for the quantum period sequence,
highlighting some of its paerns which one can read off from the tables.
G
R
A
P
H
P
O
T
E
N
T
IA
L
S
A
N
D
M
O
D
U
L
I
S
P
A
C
E
S
O
F
R
A
N
K
T
W
O
B
U
N
D
L
E
S
O
N
A
C
U
R
V
E
4
9
д p0 p2 p4 p6 p8 p10 p12 p14 p16 p18
2 1 8 216 8000 343000 16003008 788889024 40424237568 2131746903000 114933031928000
3 1 0 384 23040 3265920 435456000 68263641600 11300889600000 1984905402480000 363141494876160000
4 1 0 576 11520 8769600 1175731200 445839609600 115772770713600 41211916193448000 13863260572761600000
5 1 0 768 0 16853760 928972800 1378578432000 295708763750400 237075779068128000 94155678965956608000
6 1 0 960 0 27518400 232243200 3112327680000 299893321728000 795162277629720000 234028100190044160000
7 1 0 1152 0 40763520 0 5892216422400 133905855283200 2006716647119184000 276172792170283008000
8 1 0 1344 0 56589120 0 9963493478400 22317642547200 4248683870158728000 169227541789802496000
9 1 0 1536 0 74995200 0 15571407667200 0 7983708676751808000 52448245397323776000
10 1 0 1728 0 95981760 0 22961207808000 0 13760135544283128000 6556030674665472000
Table 1. Period sequence for the odd graph potential
antum periods for MC (2,L)
д p0 p2 p4 p6 p8 p10 p12 p14 p16 p18
2 1 0 384 0 645120 0 1513881600 0 4132896768000 0
3 1 0 576 0 6350400 0 136604160000 0 3976941969000000 0
4 1 0 576 0 12640320 0 805929062400 0 80306439693480000 0
5 1 0 768 0 18144000 0 1915060224000 0 401643111149280000 0
6 1 0 960 0 27518400 0 3418888704000 0 1062973988196120000 0
7 1 0 1152 0 40763520 0 5953528627200 0 2211592605702480000 0
8 1 0 1344 0 56589120 0 9963493478400 0 4323671149117320000 0
9 1 0 1536 0 74995200 0 15571407667200 0 7994421145174464000 0
10 1 0 1728 0 95981760 0 22961207808000 0 13760135544283128000 0
Table 2. Period sequence for the even graph potential
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6. Semiorthogonal decomposition for moduli of rank two bundles
In this sectionwewill discuss the structure of the bounded derived categoryDb(MC (2,L)),
by discussing a conjectural semiorthogonal decomposition, given as Conjecture D in
the introduction. Using properties of graph potentials, and assuming homological mir-
ror symmetry we will discuss evidence for this conjecture. Other supporting evidence
for the conjecture, not motivated by homological mirror symmetry considerations, is dis-
cussed in Section 7. We also suggest two semiorthogonal decompositions with additional
structure, namely a Lefschetz decomposition (as introduced by Kuznetsov in [65]) and we
also introduce the notion of a Ringel–Samokhin decomposition, related to the structure
of quasi-hereditary algebras.
6.1. e fundamental conjecture. In [21] Bondal–Kapranov introduced the notion of
a semiorthogonal decomposition, as a means to decompose a triangulated category. Later,
Bondal–Orlov studied these semiorthogonal decompositions in algebraic geometry, see
[25, 23] and references therein. A more recent overview is given in Kuznetsov’s ICM ad-
dress [67].
In Conjecture D we have formulated a conjecture giving a semiorthogonal decomposi-
tioninto geometricallymeaningful pieces, namely copies ofDb(Symi C) for i = 0, . . . ,д−1.
is was conjectured independently by Narasimhan (as communicated in [71]) and the
authors (see [13, Conjecture 7]). In the conjecture we have not specified the precise form
of the embedding functors. As discussed later, for the copy of Db(C) one natural candi-
date is given by the universal vector bundleW onC ×MC (2,L), but for higher symmetric
powers there is no natural candidate yet.
Moreover, it was conjectured in [13, Conjecture 2] that each piece Db(Symi C) is inde-
composable, i.e. does not admit further semiorthogonal decompositions. is was proven
for i ≤ ⌊ д+32 ⌋−1 in [7, Corollary D], with a weaker result being given in [18,eorem 1.3].
Known results.ere exist a partial semiorthogonal decomposition which agrees with
the conjectural decomposition. In [80, 81] Narasimhan, and independently [40] Fonarev–
Kuznetsov have shown that the Fourier–Mukai functorΦW, whereW is the universal vec-
tor bundle onC×MC (2,L) is fully faithful. Togetherwith the exceptional objectsOMC (2,L)
and Θ this gives rise to the first 3 components in (6).
In [17] the first and third author have shown that it is possible to twist the embedding ΦW
by Θ to obtain the first 4 components in (6). More precisely, eorem B of op. cit gives the
semiorthogonal decomposition
(157) Db(MC (2,L)) = 〈OMC (2,L),ΦW(Db(C)),Θ,ΦW(Db(C)) ⊗ Θ,A〉
forд ≥ 12, whereA is defined as the orthogonal to the first subcategories.e bound onд
arises from the need for sufficiently strong vanishing results in op. cit., and conjecturally
can be removed.
Context.is conjecture forms part of a greater program, which aims at finding natural
semiorthogonal decompositions of moduli spaces of sheaves on varieties. For curves an-
other important class of moduli spaces of sheaves are symmetric powers, whose derived
categories are studied in [55, §1.4] and [16, eorem D]. is result was originally ob-
tained in [103], which also discusses semiorthogonal decompositions for moduli spaces
of stable pairs on K3 surfaces.
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For Hilbert schemes of points, the study of (partial) semiorthogonal decompositions was
started in [62] for surfaces, and generalized to higher dimensions in [61, 15]. Further gen-
eralisations to nested Hilbert schemes were obtained in [55, §3.1.4] and [16, eorem E].
Moreover, for moduli spaces of sheaves on rational surfaces, wall-crossing results give
rise to semiorthogonal decompositions as in [5]. In a different direction, a semiorthogo-
nal decomposition for the Hilbert square of a cubic hypersurface using the Fano variety
of lines was obtained in [14].
6.2. Lefschetz decompositions. A more structured form of Conjecture D is given by
that of a Lefschetz decomposition, a notion introduced in [65] in the context of homolog-
ical projective duality.
Definition 82. Let X be a smooth projective variety, and OX (1) a line bundle on X .
A (right) Lefschetz decomposition of Db(X ) with respect to the line bundle OX (1) is a
semiorthogonal decomposition
(158) Db(X ) = 〈A0,A1 ⊗ OX (1), . . . ,An−1 ⊗ OX (n − 1)〉,
such that
(159) An−1 ⊆ An−2 ⊆ . . . ⊆ A0.
We say that n is the length of the decomposition, and A0 is the starting block.
e decomposition (158) is rectangular if An−1 = . . . = A0.
By [66, Lemma 2.18(i)] a Lefschetz decomposition is completely determined by its starting
block, as one can inductively defineAi :=
⊥(A0⊗OX (−i))∩Ai−1. is allows us to define
the notion of a minimal Lefschetz collection, by considering the (partial) inclusion order
on the starting blocks for Lefschetz collections of Db(X ) with respect to OX (1).
In [68, Definition 1.3(iii)] the notion of residual category for a Lefschetz exceptional col-
lection is introduced, to measure how far it is from being rectangular. We can generalize
this in a straightforward fashion to an arbitrary Lefschetz decomposition as follows, see
also [68, §2.2].
Definition 83. Let Db(X ) = 〈A0,A1 ⊗ OX (1), . . . ,An−1 ⊗ OX (n − 1)〉 be a Lefschetz
decomposition of length n with respect to the line bundle OX (1). e residual category R
of this decomposition is defined as
(160) R := 〈An−1,An−1 ⊗ OX (1), . . . ,An−1 ⊗ OX (n − 1)〉⊥;
Remark 84. As discussed in [69] (in the context of Fano varieties with vanishing odd
cohomology), properties of the residual category are conjecturally related to the struc-
ture of fiber over zero for the quantum cohomology of X . For Fano varieties with odd
cohomology, one aspect of a generalization of this conjecture is the prediction that the
dimension of the Hochschild homology of the residual category is equal to the length of
the eigenspace associated to the eigenvalue 0. By Proposition 94 this eigenspace is iso-
morphic to H•(Symд−1C) (of dimension (2д+1)!/д!2), which by the Hochschild–Kostant–
Rosenberg decomposition is isomorphic to HH•(Symд−1C), hence the equality holds.
is brings us to the following more precise form of Conjecture D, incorporating a Lef-
schetz structure.
Conjecture85. LetC be a smooth projective curve of genusд.en there exists aminimal
Lefschetz decomposition of Db(MC (2,L)) of length 2 with respect to Θ, whose first block
has a semiorthogonal decomposition
(161) A0 = 〈Db(pt),Db(C),Db(Sym2C) . . . ,Db(Symд−1C)〉,
so in particular the residual category is Db(Symд−1C).
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For д = 2 this conjecture is known by considering the semiorthogonal decomposition [25,
eorem 2.9] and mutating the object OMC (2,L) to the right.
Proposition 86 (Bondal–Orlov). Let C be a curve of genus 2. en
(162) Db(MC (2,L)) = 〈OMC (2,L),ΦW(Db(C)),Θ〉.
is a minimal Lefschetz decomposition, whose residual category is equivalent to Db(C).
Induced polarizations. An important feature for (non-rectangular) Lefschetz decom-
positions and their residual categories R, is that we obtain an autoequivalence τR of R
induced by − ⊗ OX (1) [68, eorem 2.8]. In this seing the index of the ambient variety
is 2, so we get that
(163) τ ◦2
R
= S−1
R
[dimMC (2,L)],
where SR denotes the Serre functor ofR. If we assume Conjecture 85, so thatR  D
b(Symд−1C),
this formula tells us that the induced polarization is a square root of (the inverse) of the
Serre functor, shied by 3д − 3. Hence τR is a square root of − ⊗ ω∨Symд−1 C [2д − 2], which
one could call a categorical theta characteristic.
For д = 2 we have that Sym1C = C is anti-Fano, so the categorical theta characteristic is
necessarily of the form
(164) (− ⊗M,σ ∗)[д − 1] ∈ Autst(Db(C))  (PicC ⋊ AutC) × Z
such that
(165) ω∨C  M ⊗ σ ∗M
forM a line bundle of degree 1 on C and σ an involution.
Remark 87.e description of autoequivalences of Db(Symд−1C) is an open problem,
as Symд−1C is of general type, yet does not have an ample canonical bundle for д ≥ 3.
Hence one cannot apply [24, eorem 3.1], and not every autoequivalence is necessarily
standard. erefore it is not clear a priori what categorical theta characteristics can look
like.
6.3. Ringel–Samokhin-type decompositions. ere is another way in which we can
impose further conditions on a semiorthogonal decomposition for Db(MC (2,L)). is
condition is inspired by the theory of hereditary algebras and Ringel duality, and by
similar semiorthogonal decompositions for Db(G/B) obtained by Samokhin, and encodes
special symmetries not found in most semiorthogonal decompositions.
Let X be a smooth projective variety, and consider a semiorthogonal decomposition
(166) Db(X ) = 〈A0, . . . ,An〉.
of lengthn+1 ≥ 2. Let σ be an antiequivalence ofDb(X )which is moreover an involution.
Let Bk be the image of An−k under this involution, for k = 0, . . . ,n. en we have a
semiorthogonal decomposition
(167) Db(X ) = 〈B0, . . . ,Bn〉.
On the other hand consider the le dual decomposition in the sense of [99, Definition 3.6]
denoted by
(168) Db(X ) = 〈C0, . . . ,Cn〉.
is brings us to the following definition.
Definition 88. A decomposition (166) is of Ringel–Samokhin type if there exists an au-
toequivalence σ of Db(X ) such for all k = 0, . . . ,n the subcategory Ck is the image of Bk
under σ .
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Remark 89. In [99] Samokhin studied such exceptional collections for the derived cat-
egory Db(G/B), where G/B is the full flag variety of a group of rank 2, and the anti-
equivalence is given by RHom(−,ω1/2
G/B ).
We can refine Conjecture D into a semiorthogonal decomposition of Ringel–Samokhin-
type as follows.
Conjecture 90. Let C be a smooth projective curve of genus д ≥ 2. en there exists a
Ringel–Samokhin-type decomposition
(169)
D
b(MC (2,L)) = 〈Db(pt),Db(C), . . . ,Db(Symд−2C),Db(Symд−1C),Db(Symд−2C), . . . ,Db(C),Db(pt)〉
with the anti-equivalence given by RHom(−,OMC (2,L)(1)).
is conjecture highlights how semiorthogonal decompositions of MC (2,L) are expected
to have strong symmetry properties, much stronger than found for most varieties exhibit-
ing semiorthogonal decompositions.
For д = 2 we can check this conjecture using the following general result for Ringel–
Samokhin-type decompositions of length 3.
Proposition91. LetX be a smooth projective variety. Assume thatwe have a semiorthog-
onal decomposition
(170) Db(X ) = 〈L1,A,L2〉
whereL1,L2 are exceptional line bundles.en this decomposition is of Ringel–Samokhin-
type if and only if L1 ⊗ L∨2 is a theta characteristic of X .
Proof. A decomposition of the form (170) is determined by the line bundles L1 and L2, as
the subcategoryA consists of the objectsE ∈ Db(X ) such thatHom•(RHom(E,OX ),L1) = Hom•(L2, E) = 0.
e le dual decomposition of (170) is given by
(171) Db(X ) = 〈L2, LL2A,L1 ⊗ ω∨X 〉.
On the other hand, we consider the anti-equivalence given by dualizing and tensoring
with a line bundle M gives the semiorthogonal decomposition
(172) Db(X ) = 〈L∨2 ⊗ L,A∨ ⊗ L,L∨1 ⊗ L〉.
ese two semiorthogonal decompositions agree if and only ifL  L⊗22 , so that (L∨1 ⊗L2)⊗2  ω∨X
and L1 ⊗ L∨2 is a theta characteristic of X . 
By Proposition 86, using that MC (2,L) is of index 2, we obtain the following corollary.
Corollary 92. Conjecture 90 holds for д = 2.
6.4. Decompositions from the point of view of mirror symmetry. To understand
the results in this section we will briefly recall homological mirror symmetry for Fano
varieties. IfX is a (smooth projective) Fano variety, its mirror is expected to be a Landau–
Ginzburg model f : Y → A1 (where Y is a quasiprojective variety), such that we have
equivalences of triangulated categories
(173)
Fuk(X )  MF(Y , f ),
D
b(X )  FS(Y , f ).
On the first line we have that the Fukaya category of X has an orthogonal decomposition,
indexed by the eigenvalues of c1(X ) ∗0 −, see [101]. For the matrix factorization category
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we have an orthogonal decomposition, indexed by the critical values of f [91, Proposi-
tion 1.14]. Hence under the homological mirror symmetry conjecture these sets (of eigen-
values, and critical values) are the same.
For the second line there is no such natural (semiorthogonal) decomposition. But the
philosophy behind Dubrovin’s conjecture (which a priori is only formulated in the case
of semisimple quantum cohomology) predicts how an orthogonal decomposition of the
triangulated category Fuk(X ) gives rise to a semiorthogonal decomposition of Db(X ).
Generalizations of this philosophy to not necessarily semisimple quantum cohomology
are discussed in [100].
Hence to understand semiorthogonal decompositions forDb(MC (2,L)) usingmirror sym-
metry, one can study either of the following
(1) the eigenvalues of the quantummultiplication c1(MC (2,L))∗0− onQH•(MC (2,L));
(2) the critical values of the potential f : Y → A1.
Remark 93.ere is no candidate for the Landau–Ginzburg mirror (Y , f ) of MC (2,L)
yet, let alone a proof of homological mirror symmetry. But the graph potentials we have
constructed in Section 2 can be seen as open cluster charts of Y , and gluing these tori
together along the birational transformations between (which we can do because of the
compatibilities from Propositions 12 and 13) them is a first step one can take in the con-
struction of the Landau–Ginzburg model mirror to MC (2,L).
A beer understanding of the critical loci would be the next step in understanding if and
how these graph potentials can be glued together to obtain (part of) the Landau–Ginzburg
model, but we will not do this here. We only discuss in Remark 98 how the critical locus
over 0 (if д is even) is a least д − 1-dimensional.
One necessary feature of Landau–Ginzburg mirrors in homological mirror symmetry for
Fano varieties is that the critical locus of the potential is compact and that there are no
critical points at infinity. Because the critical locusmust contain higher-dimensional com-
ponents (and a component of dimension at least д − 1 is exhibited) we see the need for
multiple cluster charts, as a positive-dimensional proper variety needs multiple affine
charts (so in this case at least д, and hence this grows to∞ as the genus grows).
Mun˜oz’s description. It turns out that all eigenvalues of quantummultiplication with c1
have been described, which allows us to check propertyO forMC (2,L), adding an another
class of Fano varieties where the conjecture is satisfied.
e following summarizes this description.
Proposition 94 (Mun˜oz).e eigenvalue decomposition for the quantum multiplication
by c1(MC (2,L)) on QH•(MC (2,L)) is
(174) QH•(MC (2,L)) =
д−1⊕
m=1−д
Hm
where
(1) the eigenvalues are 8(1−д), 8(2−д)√−1, 8(3−д), . . . , 8(д−3), 8(д−2)√−1, 8(д−1);
(2) Hm is isomorphic (as a vector space) to H
•(Symд−1−|m | C).
is is a combination of various results of Mun˜oz. First we have [79, Proposition 20],
describing the eigenvalues of multiplication by the generator of the Picard group on the
instanton Floer homology of the 3-manifold given by taking the product of the curve (seen
as a real manifold) and S1. e (conjectural) identification as rings from [79, eorem 1]
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with the quantum cohomology of MC (2,L) is in turn given by [78, Corollary 21] aer
an explicit description in terms of generators and relations for both rings. Hence we can
interpret any result for instanton Floer homology as a result for quantum cohomology. In
[79, Conjecture 24] the conjectural decomposition was given, and in [77, Corollary 3.7] it
was proved.
Property O. An interesting symmetry property for the quantum cohomology of a Fano
varietyX of index r , is obtained by considering the exceptional collectionOX , . . . ,OX (r−1)
in Db(X ). e existence of this exceptional collection can, extending the Dubrovin dictio-
nary, be encoded in quantum cohomology using [44, Definition 3.1.1] as follows.
Definition 95. Let X be a smooth projective Fano variety, of index r ≥ 1. Define
(175) T := max{|u | | u ∈ C is an eigenvalue of c1(X ) ∗0 −} ∈ Q≥0.
en we say that X has property O if
(1) T is an eigenvalue of c1(X ) ∗0 −, of multiplicity 1;
(2) if u is another eigenvalue of c1(X ) ∗0 − such that |u | = T , then there exists a
primitive r th root of unity ζ such that u = ζT .
In [44, Conjecture 3.1.2] it was conjectured that this property holds for all Fano varieties.
In [26] it was checked for all homogeneous varieties G/P , and in [100, Corollary 7.7] the
case of complete intersections of index r ≥ 2 in Pn was checked.
Hence by Proposition 94 we immediately obtain the following result.
Corollary 96. Property O holds for MC (2,L), where T = 8(д − 1).
Remark 97 (e conifold point). In [44, Remark 3.1.6] a conjecture regarding the value
of T was suggested, relating it to the conifold point as discussed in Proposition 19. De-
fineTcon := W˜Γ,c (xcon) as the value of the potential W˜Γ,c at the conifold point. e conjec-
ture says that
(176) T = Tcon,
From the description of the conifold point in Proposition 19we can easily check this equal-
ity. Indeed, the graph potential W˜Γ,c is the sum over the vertex potentials W˜v for v ∈ V ,
and the evaluation at the conifold point for each of these is equal to 4. ere are 2(д − 1)
vertices, so Tcon = 8(д − 1). is agrees with the value T from Corollary 96.
Critical values. As discussed in the introduction of this section, the eigenvalues of quan-
tummultiplication should correspond to the critical values of the suitable Landau–Ginzburg
model. ere is a priori no reason why it would suffice to consider a single Laurent poly-
nomial, which is the restriction of the potential to a Zariski-open torus inside Y .
But it turns out that graph potentials already see all the critical values one expects. is
is immediate by comparing Proposition 94 to Proposition 18. It should be remarked that
we have not proven that there are no other critical values, but we conjecture that these
are all.
Remark 98.We can understand the dimension of the critical locus over 0 as follows.
Let д be even. We can obtain a colored trivalent graph (Γ, c) of genus д with д − 1 colored
vertices (so half of them are colored), by considering an e´tale cover of degree д − 1 of the
eta graph, so that by Riemann–Hurwitz the graph (Γ, c) is of the desired form.
For bookkeeping reasons we introduce a decoration of the edges of theeta graph using
three distinct styles as in Figure 22(a). e induced local structure of the graph (Γ, c) is
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(a)eta graph with marked edges
v1 v2
a
b
x
c
d
(b) Local picture of e´tale cover of decorated eta graph
(c) Decorated triple cover of eta graph
Figure 22. Decorations for e´tale covers the eta graph
given in Figure 22(b), which is a decorated version of Figure 5(b). To illustrate the global
structure, in Figure 22(c) the decorated e´tale cover of the eta graph is given.
To estimate the size of the critical locus over 0, assign
√−1 to all dashed edges, −√−1 to
all doed edges, and (д − 1) arbitrary values to the remaining edges. By (62) every point
with these coordinates is critical of value 0. Hence the critical locus has a component over
0 of dimension at least д − 1 (we expect it to be precisely of dimension д − 1).
Remark 99. By Proposition 94, we see that the H•(Symд−1C) appears as an eigenspace of
the quantum multiplication with eigenvalue 0. On the other hand, by Remark 98, we see
that the critical locuswith critical value 0 is at leastд−1 dimensional. is is in agreement
with the appearance of Db(Symд−1C) in our conjectural semiorthogonal decomposition
of Db(MC (2,L)).
7. Decomposition in the Grothendieck ring of varieties
In this sectionwe compute the class ofMC (2,L) in theGrothendieck ring of varieties K0(Var/k),
and the main result in this section is a proof of eorem E. is identity gives further ev-
idence for Conjecture D, by considering the appropriate motivic measure on K0(Var/k)
as we will explain in Section 7.3.
Recall that the Grothendieck ring of varieties is generated by the isomorphism classes [X ]
of algebraic varieties over k , modulo the relations [X ] = [U ] + [Z ] for Z ֒→ X a closed
subvariety, and U = X \ Z its complement. e product of varieties induces the multi-
plicative structure, such that [pt] is the unit. An important element of this ring is the class
of the affine line L = [A1] = [P1] − [pt], also called the Lefschetz class.
An alternative presentation for this ring in characteristic 0, relevant to our goal, is the
Biner presentation from [19]. It says that K0(Var/k) is isomorphic to the ring generated
by isomorphism classes [X ] of smooth and proper algebraic varieties over k , modulo the
relations [BlZ X ] − [E] = [X ] − [Z ] for Z ֒→ X a smooth closed subvariety, and E → Z
the exceptional divisor in the blowup BlZ X → X .
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Via the cut-and-paste relations one can obtain the standard identities
(177) [X ] = [F ][Y ]
if X → Y is a Zariski-locally trivial fibration with fibers F , and
(178) [Pn] =
n∑
i=0
Li =
1 − Ln+1
1 − L .
In order to use this alternative presentation, and because we depend on other results in
the literature which are only phrased for algebraically closed fields (but likely hold more
generally), we will work over an arbitrary algebraically closed field k of characteristic 0.
Motivicmeasures. Amotivicmeasure is a ringmorphismwhose domain is theGrothendieck
ring of varieties. In our seing we consider the motivic measure
(179) µ : K0(Var/k) → K0(dgCat/k)
from [22, §8], obtained by using the Biner presentation and Orlov’s blowup formula,
and sending [X ] to the class of the (unique) dg enhancement of K0(dgCat/k). en the
identity (7) matches up with Conjecture D.
e Grothendieck ring of dg categories K0(dgCatk ) precisely encodes semiorthogonal de-
compositions, as it is generated by the quasiequivalence classes [C] of smooth and proper
pretriangulated dg categories, modulo the relations
(180) [C] = [A] + [B]
for every semiorthogonal decomposition C = 〈A,B〉.
Hence the image of the equality (7) is consistent with Conjecture D (up to 2-torsion,
as L 7→ 1), as explained by the following corollary.
Corollary 100.We have the equality
(181) [Db(MC (2,L))] = [Db(Symд−1C)] +
д−2∑
i=0
2[Db(Symi C)] +T ′
in K0(dgCat/k), for some class T ′ such that 2 ·T ′ = 0.
Again we expect that T ′ = 0, but our method of proof is not strong enough to remove
this error term.
is is precisely the equality induced by the semiorthogonal decomposition from Con-
jecture D, and therefore can be seen as further evidence for it.
Comparison to other results.Motivic and cohomological invariants of MC (2,L) have
been an active topic of interest for a long time, and many tools are used for this. e
starting point for the computation of these invariants can be found in Newstead’s [85],
where the Bei numbers were first computed.
With a view towards providing evidence for Conjecture D, Lee has given in [71, eo-
rem 1.2] an isomorphism similar to (7) which holds in any semisimple category of mo-
tives, such as the category of numerical motives. It is based on the isomorphism [31,
eorem 2.7] due to del Ban˜o, which also require this semisimplicity.
is result is stronger in the sense that it is known that the error term T vanishes. But it
onlyworks for (theGrothendieck group of) a semisimple category ofmotives.emotivic
measure
(182) µ : K0(Var/k) → K0(Chow/k)
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which sends the class [X ] of a smooth projective variety to the class [h(X )] of its Chow
motive, allows one to obtain a strengthening (modulo vanishing ofT ) of [71,eorem 1.2].
See also [31, Remark 2.8].
From the identity (7) it is possible to deduce known results on motivic and cohomological
invariants of MC (2,L) by taking the appropriate motivic measures. Examples of this are
given by the Bei polynomial (with values in Z[t]), the Hodge–Poincare´ polynomial (with
values in Z[x ,y]). It would be interesting to weaken the assumptions on the field k , to also
recover point-counting realizations.
7.1. eaddeus picture. We break the proof of eorem E up into several steps. e
main idea of the proof is to use addeus’ variation of GIT for moduli of stable pairs and
compare the class of the variety when we cross a wall using a telescopic sum. is is the
“addeus picture” alluded to in the title of this section, and will be given in (185).
Setup. Let d be an odd integer which is greater than 2д − 2. Let L be a line bundle of
degree d and letMd0 = P(H1(C,L∨)). For each i ∈ {1, . . . , (d − 1)/2}, addeus constructs
in [102] two smooth projective varieties Mdi and M˜
d
i such that M˜
d
i is:
• a blowup of Mdi−1 along a projective bundle P(W−i ) over Symi C .
• a blowup of Mdi along a projective bundle P(W+i ) over Symi C;
HereW−i (respectivelyW
+
i ) is vector bundle on Sym
i C of rank i (respectively of rankd+д−2i−1).
is leads us to the following flip diagram:
(183)
E
M˜di
P(W−i ) Mdi−1 Mdi P(W+i )
Symi C
Summarizing the situation from [102] for all i we obtain the following theorem.
eorem 101 (addeus).With the above notation:
(1) ere is a flip Mdi−1 d M
d
i with center Sym
i C and type (i,d + д − 2i − 1) for
each i ∈ {1, . . . , (d − 1)/2}.
(2) We have thatMd0  P
d+д−2, and M˜1  Md1 .
(3) ere is a natural map
(184) π : Md(d−1)/2 → MC (2,L)
with fiber P(H0(C,E)) over a stable bundle E in MC (2,L). Moreover, if d ≥ 4д− 3,
then π is a projective bundle associated to a vector bundle of rank d + 2(1 − д).
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is yields the following picture, which we refer to as the “addeus picture”:
(185)
M˜d1 M˜
d
2 M˜
d
(d−1)/2
Md0 M
d
1 M
d
2 . . . M
d
(d−3)/2 M
d
(d−1)/2
MC (2,L)
π
All morphisms in the diagram, except π , are blowups.
To minimize the dimension of the moduli spaces and the number of steps involved in the
construction, we will take d = 4д − 3. en
(1) dimMi = 5д − 5;
(2) we are considering moduli spacesM
4д−3
0 , . . . ,M
4д−3
2д−2 ;
(3) the morphismM2д−2 is a P2д−2-fibration.
Setup for the proof.We now give some easy lemmas, as a setup for the proof in Sec-
tion 7.2. e following lemma follows directly from eorem 101 and (177).
Lemma 102. Let d be an odd integer greater than 4д − 4, then we have that
(186) [Md(d−1)/2] =
1 − Ld+2(1−д)
1 − L [MC (2,L)]
in K0(Var/k).
Using the description from Lemma 102 for d = 4д − 3 and d = 4д − 1 and computing
the difference gives the following description. One could take a less optimal choice, at the
cost of obtaining a larger coefficient in eorem E.
Lemma 103.We have that
(187) (1 + L)[MC (2,L)] = [M4д−12д−1] − L2[M
4д−3
2д−2]
in K0(Var/k).
For every flip diagram as in (185) one can prove the following, where only standard book-
keeping techniques are required.
Proposition 104. Let d be an odd integer greater than 4д−4.en for i = 1, . . . , (d−1)/2
the difference of the classes [Mdi ] and [Mdi−1] satisfies
(188) [Mdi ]−[Mdi−1] =
L
(1 − L)2
(
(1−Ld+д−2i−2)(1−Li )−(1−Li−1)(1−Ld+д−2i−1)
)
[Symi C]
in K0(Var/k).
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Sketch of proof. By applying the blowup formula and the projective bundle formula twice
with the appropriate codimension and relative dimension we get the equalities
(189)
[M˜di ] = [Mdi ] − [P(W+i )] +
1 − Li
1 − L [P(W
+
i )]
= [Mdi ] +
L(1 − Li−1)
1 − L
1 − Ld+д−2i−2
1 − L [Sym
i C]
[M˜di ] = [Mdi−1] − [P(W−i )] +
1 − Ld+д−2i−1
1 − L [P(W
−
i )]
= [Mdi−1] +
L(1 − Ld+д−2i−2)
1 − L
1 − Li
1 − L [Sym
i C]
and subtracting them gives the result. 
Finally, let us recall the following fundamental identity encoding the behavior of Abel–
Jacobi morphisms, as e.g. discussed in [52, §3].
Proposition 105. LetC be a curve of genus д. Let e ≥ 0 and denote a = (д − 1) + e . en
we have an equality
(190) [Pica C][Pe−1] = [Symд−1+e C] − Le [Symд−1−e C]
in K0(Var/k).
Observe that under our assumptions we have isomorphisms Pici C  JacC for all i ∈ Z,
by the existence of a rational point.
7.2. Proofof the decomposition. Wewill restrict ourselves to the caseswhered = 4д−3
and 4д − 1, i.e. the first two degrees for which the morphism π in (185) is an equidi-
mensional projective fibration. We will compare different stages of the addeus pic-
ture, using the following notation for the difference of classes of moduli of stable pairs,
where i = 0, . . . , 2д − 2.
(191) δMi := [M4д−1i ] − L2[M
4д−3
i ].
For notational convenience, we also set δM−1 := 0
Now for i = 0, . . . , 2д − 2, we define
(192) Xi := δMi − δMi−1.
We can describe the classes Xi in the following way.
Proposition 106. For i = 0, . . . , 2д − 2 we have that
(193) Xi = L
i (1 + L)[Symi C]
Proof. e proof follows from the definition of Xi and by applying Proposition 104, via
the following chain of equalities.
(194)
Xi = δMi − δMi−1
= [M4д−1i ] − L2[M
4д−3
i ] − [M
4д−1
i−1 ] + L2[M
4д−3
i−1 ]
= ([M4д−1i ] − [M
4д−1
i−1 ]) − L2([M
4д−3
i ] − [M
4д−3
i−1 ])
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We now use Proposition 104 and rewrite Xi as
(195)
Xi =
L
(1 − L)2
( ((1 − L5д−3−2i )(1 − Li ) − (1 − L5д−2−2i )(1 − Li−1))
− L2 ((1 − L5д−5−2i )(1 − Li ) − (1 − L5д−4−2i )(1 − Li−1)) )[Symi C]
=
(
L(1 − Li )(1 − L2)
(1 − L)2 −
L(1 − L2)(1 − Li−1)
(1 − L)2
)
[Symi C]
=
(
L(1 − L2)
(1 − L)2 (L
i−1 − Li )
)
[Symi C]
= Li (1 + L)[Symi C].

Using Propositions 105 and 106we obtain the following result, where we use the following
polynomial in L:
(196) P(i) := L2д−2−i (1 + L)(1 + L + . . . + Lд−2−i ).
Proposition 107. For i = 0, . . . ,д − 2, we have that
(197) Xi + X2д−2−i = [Symi C](Li + L3д−3−2i )(1 + L) + P(i)[Jac(C)],
Proof. By Proposition 105 we get
(198) [Sym2д−2−i C] = Lд−i−1[Symi C] + [Pд−2−i ][Jac(C)]
We apply Proposition 106 for i ∈ {0, 1, . . . ,д − 2} to (198) to get
(199)
X2д−2−i = L2д−2−i (1 + L)[Sym2д−2−i C]
= L3д−3−2i (1 + L)[Symi C] + L2д−2−i (1 + L)[Pд−2−i ][Jac(C)]
= L3д−3−2i (1 + L)[Symi C] + P(i)[Jac(C)]
Now by Proposition 106 for i ≤ д − 1, we get Xi = Li (1 + L)[Symi C]. us the proof
follows. 
e following proposition is an important step in the proof of eorem E. It shows that
there are no contributions of the Jacobian ofC to the class of MC (2,L).
Proposition 108.We have that
(200)
( д−2∑
i=0
P(i)
)
[Jac(C)] = [M4д−12д−2] − [M
4д−1
2д−1]
in K0(Var/k).
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Proof. First let us simplify the le hand side of the above equation. We have that
(201)
д−2∑
i=0
P(i) = 1 + L
1 − L
д−2∑
i=0
L2д−2−i (1 − Lд−1−i )
=
(1 + L)
1 − L
д−2∑
i=0
(
L2д−2−i − L3д−3−2i )
=
Lд(1 + L)
1 − L
д−2∑
i=0
(Li − L2i+1)
=
Lд(1 + L)
1 − L
(
1 − Lд−1
1 − L −
L(1 − (L2)д−1)
1 − L2
)
=
Lд
(1 − L)2
((1 − Lд−1)(1 − Lд))
Wewill be done if we can show that the above expression multiplied by the class of Jac(C)
is equal to [M4д−12д−2] − [M
4д−1
2д−1]. First by Proposition 105 where we take e = д we get
(202) [Sym2д−1C] = [Pд−1][Jac(C)].
Combining this with Proposition 104 we get
(203)
[M4д−12д−1] − [M
4д−1
2д−2] =
L
(1 − L)3 (1−L
д)
(
(1−Lд−1)(1−L2д−1) − (1−Lд)(1−L2д−2)
)
[Jac(C)].
Now we use that
(204) (1 − Lд−1)(1 − L2д−1) − (1 − Lд)(1 − L2д−2) = −Lд−1(1 − L) + L2д−1(1 − L)
us from (204) we get
(205) [M4д−12д−1] − [M
4д−1
2д−2] = −
L(1 − Lд)
(1 − L)3 L
д−1(1 − Lд−1)(1 − L)[Jac(C)],
and we are done. 
Now we are ready to complete the proof of eorem E.
Proof of eorem E. First we write the class of MC (2,L) in terms of the difference of
classes of the smooth projective varieties considered by addeus. We apply Lemma 103
to get
(206) (1 + L)[MC (2,L)] = [δM2д−2] + [M4д−12д−1] − [M
4д−1
2д−2]
Now we can write
(207) [δM2д−2] =
2д−2∑
i=0
Xi ,
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where Xi ’s are as used in Proposition 107. us applying Proposition 107 we get
(208)
(1 + L)[MC (2,L)]
= [δM4д−32д−2] + [M
4д−1
2д−1] − [M
4д−1
2д−2]
=
2д−2∑
i=0
Xi + [M4д−12д−1] − [M
4д−1
2д−2]
=
д−2∑
i=0
(Xi + X2д−2−i ) + Xд−1 + [M4д−12д−1] − [M
4д−1
2д−2]
= Lд−1(1 + L)[Symд−1C] +
д−2∑
i=0
(Li + L3д−3−2i )(1 + L)[Symi C]
+
( д−2∑
i=0
P(i)
)
[Jac(C)] + [M4д−12д−1] − [M
4д−1
2д−2]
= Lд−1(1 + L)[Symд−1C] +
д−2∑
i=0
(Li + L3д−3−2i )(1 + L)[Symi C]
where the last step is by Proposition 108. 
7.3. Motivic zeta functions and a Harder-type formula. As an application of the re-
sults abovewe can give an analogue of Harder’s point counting formula from [49] (see also
[31, Corollary 2.11]). We do this by exhibiting an identity in the Grothendieck ring of va-
rieties. Note however that the ground field cannot be chosen to be Fq , hence Harder’s for-
mula cannot be obtained by applying themotivic measure # : K0(Var/Fq) → Z : [X ] 7→ #X (Fq).
For any variety X , we denote the nth symmetric Symn X to be Xn/Symn , where Symn is
the symmetric group of n leers. All the symmetric powers can be put together to give
Kapranov’s motivic zeta function, as introduced in [57, §1.3]:
(209) ZKap(X , t) :=
∑
n≥0
[Symn X ]tn ∈ K0(Var/k)[[t]].
is is a universal version of the Hasse–Weil zeta function, valid for arbitrary ground
fields, where the counting measure for k = Fq gives the usual Hasse–Weil zeta function.
e following theorem is due to Kapranov [57,eorem 1.1.9], and shows how themotivic
zeta function has properties similar to the usual Hasse–Weil zeta function.
eorem 109 (Kapranov). Let C be a smooth curve. e motivic zeta function of C is a
rational function of the following form:
(210) ZKap(C, t) =
F2д(t)
(1 − t)(1 − Lt) ,
where F2д(t) is a polynomial of degree 2д. Moreover ZKap(C, t) (resp. F2д(t)) satisfies the
functional equation
(211) ZKap(C, t) = Lд−1t2д−2 ZKap
(
C,
1
Lt
)
resp.
(212) F2д(t) = Lдt2дF2д
(
1
Lt
)
.
We can rearrange and reinterpret the terms in the motivic zeta function as follows.
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Proposition 110.We have the identity
(213)
ZKap(C,L) =
(
д−2∑
i=0
[Symi C](Li + L3д−2i−3)
)
+ [Symд−1C]Lд−1
+
д−2∑
i=0
[Jac(C)][Pд−i−2]L2д−2−i + [Jac(C)]L
2д−1
1 − L
(
1
1 − L −
Lд
(1 − L2)
)
in K0(Var/k).
Proof. Using Proposition 105 we have the identity1
(214)
ZKap(C,L) =
(
д−2∑
i=0
[Symi ]Li
)
+ [Symд−1C]Lд−1 +
(
д−2∑
i=0
[Sym2д−i−2C]L2д−i−2
)
+
( ∑
i≥2д−1
[Symi C]Li
)
=
(
д−2∑
i=0
[Symi ]Li
)
+ [Symд−1C]Lд−1 +
(
д−2∑
i=0
[Symi C]L3д−2i−3 + [JacC][Pд−i−2]L2д−i−2
)
+
( ∑
i≥2д−1
[JacC][Pi−д]Li
)
.
It now suffices to see that
(215)
( ∑
i≥2д−1
[JacC][Pi−д]Li
)
=
[JacC]L2д−1
1 − L
(
1
1 − L −
Lд
1 − L2
)
which follows from an immediate verification. 
e following lemma is also an immediate verification.
Lemma 111.We have the identity
(216)
д−2∑
i=0
L2д−i−2(1 − Lд−i−1)(1 − L2) + L2д−1(1 + L − Lд) = Lд
in K0(Var/k).
Using Proposition 110 and Lemma 111 we can then obtain the following corollary to
eorem E. e right-hand side is an element of K0(Var/k) (and not some completion) by
eorem 109, so that the first term of the right-hand side is in fact F2д(L).
Corollary 112.We have the identity
(217) (1 − L)(1 − L2)[MC (2,L)] = (1 − L)(1 − L2)ZKap(C,L) − Lд[JacC]
in K0(Var/k).
Proof. It suffices to rewrite [Pд−i−2] as 1−Lд−i−11−L and then multiply both sides of (213)
with (1 − L)(1 − L2), and apply Lemma 111. 
is identity is then the analogue of Harder’s formula from [31, Corollary 2.11] using the
functional equation for the zeta function.
1One avoids manipulating infinite sums of L by observing that ZKap(C, t ) is a rational function in t , and
only finitely many copies of powers of L are contributing to each power of t before evaluation.
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Appendix A. Some explicit calculations for periods
In this section we collect some observations about the (non-)vanishing and values of cer-
tain quantum periods and periods. ese explain some of the paerns which one can
observe in Tables 1 and 2, and confirm further the (conjectural) agreement of the quan-
tum periods of MC (2,L) and the periods of the graph potentials. First we will consider the
second and fourth (quantum) period, in Appendix A.3 we discuss some paerns which
hold more generally.
A.1. Second quantum period. e first interesting quantum period of MC (2,L) is p2.
We will show that it is always zero, as soon as д ≥ 3. is is suggested by the calculation
in Proposition 113 on the level of periods.
In Appendix A.3 we will extend this vanishing result for the period π2 to the vanishing
of π4n+2 for all n ≥ 0 and д ≫ 0.
Proposition 113. Let Γ be a trivalent graph of genus д. e second period of W˜Γ,1 asso-
ciated to MC (2,L) is given by
(218) π2(W˜Γ,1) =
{
8 д = 2
0 д ≥ 3.
Proof. For д = 2 this is given in Example 15, but it is also immediate from taking the
square of (19) and pairing inverse monomials together.
Similarly, for д ≥ 3 we are pairing inverse monomials together by squaring and taking
the constant term. But because we assume that the graph Γ is connected, the monomials
contributed by the unique colored vertex have no corresponding inverse monomial in the
graph potential. 
e second quantum period on the other hand counts the number of lines (in the polar-
ization given by the ample generator Θ of PicMC (2,L)) through a generic point of the
variety MC (2,L). We wish to explain the vanishing for д ≥ 3 geometrically, by using the
explicit geometry in the hyperelliptic case.
Remark 114. For д = 2 we have that MC (2,L) is a Fano 3-fold, and its second (regular-
ized) quantum period can be read off in [29, §6]. More generally, in Corollary 40 we have
obtained an expression of (the inverse Laplace transform of) the period sequence which
agrees with that of the quantum period sequence from §6 of op. cit.
Geometric setup. In [34] the relationship between the geometry of the intersection of
2 quadrics (given by quadratic forms q1 and q2, determined by the hyperelliptic curve C)
in P2д+1 and hyperelliptic curves of genus д is discussed. We will use this to sketch a
geometric argument for the vanishing of the quantum periods for д ≥ 3.
Byeorem 1 of op. cit. MC (2,L) is isomorphic to the closed subvariety of Gr(д−1, 2д+2)
parametrizing Pд−2 ⊆ P2д+1 contained in the quadrics. Likewise, byeorem2 of op. cit. the
Jacobian ofC (or rather, the torsor Picд C) is isomorphic to the closed subvariety ofGr(д, 2д+2)
parametrizing Pд−1 ⊆ P2д+1 contained in the quadrics. ese two closed subvarieties are
given as the intersection OGr(k, 2д+2;q1)∩OGr(k, 2д+2;q2) forOGr(k, 2д+2;qi ) ⊆ Gr(k, 2д+2)
the orthogonal Grassmannian embedded in Gr(k, 2д + 2), for k = д − 1,д.
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Now consider the incidence correspondence
(219)
Fl(д − 1,д, 2д + 2) Gr(д − 1, 2д + 2)
Gr(д, 2д + 2)
e vertical map is a Pд−1-bundle, the horizontal map is a Pд+3-bundle.
e restriction of the vertical map to Picд(C) corresponds to the interpretation of the
incidence correspondence from [34, Remark 5.10(I)]. For this interpretation we will con-
sider MC (2,L) for a line bundle L of degree 2д + 1, and consider non-split extensions
(220) 0 → j → Vj → j∨ ⊗ L → 0
for j ∈ Picд C , which are always stable.eд−1-dimensional projective space Pj := P(H1(C, j2⊗L)∨)
parametrizing these extensions gives rise to a Pд−1-bundle P. If we letM be the Poincare´
bundle on C × Picд(C), then P  PC (E) where E := R1 p2,∗(M⊗2(−1)). en [34, Re-
mark 5.10(I)] gives the following
Lemma 115.We have that P fits into the fiber product diagram
(221)
P Fl(д − 1,д, 2д + 2)
Picд(C) Gr(д, 2д + 2)
ehorizontalmap in the incidence correspondence provides uswith themorphism f : P → MC (2,L).
We can consider other incidence correspondences. Before proving the interpretation in
Proposition 117, wewill discuss an easier description for the Fano variety of lines onMC (2,L).
is is a natural continuation of of the discussion in [34, Remark 5.10].
Proposition 116.e Fano variety of lines F(MC (2,L)) fits in the fiber product diagram
(222)
F(MC (2,L)) Fl(д − 2,д, 2д + 2)
Picд(C) Gr(д, 2д + 2)
.
In particular, it is a Pд−1-bundle over Picд(C).
Proof. e image of Picд(C) in Gr(д, 2д + 2) consists of д-dimensional subspaces which
are isotropic for the quadratic forms q1 and q2 defined on the 2д + 2-dimensional vector
space V . Hence we can describe the fiber product as
(223) {E2 ⊂ E1 ⊂ V | dim E2 = д − 2, dimE1 = д,q1(E1) = q2(E1) = 0}.
Recall that F(OGr(д − 1, 2д + 2;qi )) is again a homogeneous variety, namely the quo-
tient SO2д+2/Pд−2,д , where Pд−2,д denotes the parabolic subgroup
(224)
1 д − 2
д
д + 1
.
Now observe that
(225)
F(MC (2,L)) = F(OGr(д − 1, 2д + 2;q1) ∩ OGr(д − 1, 2д + 2;q2))
⊂ F(Gr(д − 1, 2д + 2))  Fl(д − 2,д, 2д + 2)
allows us to describe the Fano variety of lines using the homogeneous varieties SO2д+2/Pд−2,д ,
giving the description from (223). 
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From Section 5.1 we recall that to compute the second quantum period, we are interested
in the moduli space MC (2,L)0,1,β for β = 2 (because the index of MC (2,L) is 2). Again
we wish to use the geometry of the ambient partial flag varieties, now using the isomor-
phism Gr(д−1, 2д+2)0,1,2  Fl(д−2,д−1,д, 2д+2).is allows us to obtain the following
identification, whose proof is similar to that of Proposition 116.
Proposition 117.e variety MC (2,L)0,1,β fits in the fiber product diagram
(226)
MC (2,L)0,1,2 Fl(д − 2,д − 1,д, 2д + 2)
Picд(C) Gr(д, 2д + 2)
ev .
Summarizing, we have the following picture
(227)
MC (2,L)0,1,2 Fl(д − 2,д − 1,д, 2д + 2)
P Fl(д − 1,д, 2д + 2)
MC (2,L) Gr(д − 1, 2д + 2)
Picд(C) Gr(д, 2д + 2).
f1
ev
f2
f
To prove the vanishing of the second quantum period for д ≥ 3, we need the following
property of the evaluation morphism.
Proposition 118.e morphism ev : MC (2,L)0,1,2 → MC (2,L) factors through the nat-
ural map f : P → MC (2,L) from Lemma 115.
Proof. It suffices to observe that the image of f2◦f1 is contained in the subvarietyP ⊂ Fl(д−1,д, 2д+2),
which can be proven along the lines of Proposition 116. 
Hence we obtain the following corollary, which is an independent proof of the vanishing
result from Proposition 113.
Corollary 119. Let д ≥ 3. en p2 = 0.
Proof. Because the image of MC (2,L)0,1,2 → MC (2,L) under the evaluation morphism is
contained in the image of P, we have that the codimension of the image is at least д − 2.
Hence the second quantum period vanishes for д ≥ 3, by the definition of the quantum
period. 
A.2. Fourth period. e next interesting period is π4. In the case we can give a closed
formula for it.
Proposition 120.e fourth period of the potential W˜Γ,1 associated to MC (2,L) is given
by
(228) π4(W˜Γ,1) =
{
216 д = 2
192(д − 1) д ≥ 3.
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Proof. e total degree of a monomial in the graph potential is either 3 or −1, except
for two monomials which are contributed by the (by assumption) unique colored vertex,
whose total degrees are 1 and −3. Let us moreover consider a graph potential associated
to a graph without loops, so that all coefficients are 1.
To understand the constant term of the fourth power of the graph potential, we consider
themonomials of degree±3. To obtain a constant term,we need tomultiply thismonomial
with either a monomial of degree ∓3, or with 3 monomials of degree ∓1. If д = 2, then the
colored vertex and uncolored vertex share the same variables, so it is possible to multiply
monomials of degree ±3 and get a constant term. But this is impossible if д ≥ 3, and hence
we assume from now on that we only multiply monomials of degree ±3 with monomials
of degree ∓1.
ere are 2д − 2 monomials of degree ±3, one for each vertex. ere are 4 ways to cancel
this monomial: one way is by using the 3 distinct monomials contributed by the same
vertex in the vertex potentials (17). e other three ways are by considering the edge
potential as in (61) and (62) for the 3 edges going out of the vertex and multiplying the
chosen monomial with one monomial from the same vertex and two monomials from the
neighbor. ere are 4! choices for doing this, hence the statement follows. 
A.3. General patterns. e following result is completely general, and immediate from
the definition (138). Because MC (2,L) has index 2, we have that 〈β,−KX 〉 is always di-
visible by 2.
Lemma 121.e odd quantum periods of MC (2,L) vanish.
On the other hand, for the periods of graph potentials we have the following result. It
follows immediately from the observation that the total degrees of the monomials in the
graph potentials are ±1,±3, so that no product of an odd number of them can have de-
gree 0.
Lemma 122.e odd periods of graph potentials vanish, for the even and the odd color-
ing.
is explains why in Tables 1 and 2 we have not listed the odd periods. For the case of an
odd coloring this is consistent with Corollary 81 which gives the equality of the periods
from Lemmas 121 and 122, but without the dependence on Conjecture B.
We also have the following vanishing result.
Lemma 123. Let k ≥ 0. Let д ≥ 2. en the 4k + 2th period of the graph potential in the
even case vanishes.
Proof. In the graph potential there are only monomials of total degree 3 and −1. In com-
puting the constant term we are choosing a of positive degree, and b of negative degree,
such that a + b = 4k + 2. e product needs to be constant, so 3a − b = 0. But there are
no integer solutions to these equations. 
Finally we have the following general result, explaining why the lower triangular parts
of the tables agree.
Proposition 124. Let д ≥ 2 and k < 2д − 2. en the kth period of the graph potential
for the even coloring equals that of the odd coloring.
Observe that if k is odd then we already knew that the kth period is zero in both cases.
Proof. ByCorollary 17we can consider a single graph Γ of genusд, with an even (resp. odd)
coloring. is gives the graph potentialsW0 (resp.W1). Moreover by Lemma 8 we have
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that the action of C1(Γ,Z/2Z)preserves the graph potential up to biregular automorphism
of the torus.
By assumption we have that k is strictly less than the number of vertices in the graph Γ.
Ifm1 · · ·mk is a product of monomials (which can also be considered as a sum of vectors
in NΓ) contributing to the constant term ofW
k
1 , taken from the product expansion ofW
k
1 ,
it cannot use monomials from every vertex of the graph Γ.
Let v be an unused vertex. By the action of C1(Γ,Z/2Z) we can assume that the colored
vertex is v , without changing the value ofm1 · · ·mk , as by assumption this is a constant
and hence invariant under biregular automorphisms of the torus. erefore this is the
same contribution as obtained fromW k0 , and we are done. 
Combining this with Lemma 123 we get
Corollary 125. Let k ≥ 0. Let д ≥ 2. If 4k + 2 < 2д − 2 then the 4k + 2th period of the
graph potential in the odd case vanishes.
Appendix B. Random walks on lattices
In Section 2 we defined a class of Laurent polynomials and subsequently discussed their
properties. In this appendix we reinterpret our results in the language of random walks
on laices.
We first visualize the situation of random walks and the questions we discuss. Consider
a laice N  Zd . A random walk is given by a finite collections of directions vi ∈ N
and probabilities pi ∈ [0, 1] whose sum is 1. On this laice every agent makes indepen-
dent moves. In the origin you only see the moments when an agent is at the origin. So
mathematically for each agent you know only a sequence of numbers πm which is the
probability to be back at the origin at moment m. We have the following natural ques-
tion:
estion 126. Can you guess a shape of the random walk if you only know the num-
bers πm?
We now formalize some definitions and relate it to the graph potentials we considered
in Section 2. We refer the reader to [70, §1.1] for definitions of random walks and their
moments.
Consider a laice N  Zd in a d-dimensional vector space. Consider the following ele-
ment in the group ring of the laice N .
(229) W (z1, . . . , zd ) =
∑
v ∈Zd
pvz
v ,
Assume the following:
• ∑v ∈Zd pv = 1 and pv ≥ 0 for all v ∈ Zd .
• the convex hull of v’s such that pv , 0 is a bounded polytope P◦(W ) in Λ ⊗Z Q.
• the origin is an interior point of P .
With the assumptions as above,W can be considered as a random walk on a laice N .
e probability of the walk returning to the origin aer m steps is given by the mth
period πm(W ) of the Laurent polynomialW . Recall from Section 2.3 that this is just the
constant term [Wm]0 of themth power ofW .
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We need to put conditions on the probability distribution such that an agent on a ran-
dom walk returns back to the origin. e following condition is just a reworking of the
condition that the expectation ofW is zero.
Let u1, . . . ,ud be coordinates on C
d . e exponential map Cd → (C×)d is an e´tale cov-
ering and identifies Rd ⊂ Cd with Rd
+
⊂ (C×)d . Let zi = exp(ui ) and we identify Rd
with Rd
+
via the exponential map. Observe that the partial derivative ∂
∂ui
coincides with
the pullback zi
∂
∂zi
.
Definition 127. A random walkW on a laice N is balanced if c = (1, 1, . . . , 1) ∈ N is
the unique point of Rd
+
such that all the logarithmic derivatives zi∂zi ofW vanish at c and
further c is also a Morse point, i.e. the Hessian matrix ∂
2W
∂ui∂uj
ofW is non-degenerate. e
polytope P◦(W ) ofW is called the Newton polytope.
Let Λ and Λ′ be two laices and we have two balanced random walksW andW ′ in Λ
and Λ′ respectively. We define the following:
Definition 128. Two random walksW andW ′
• are trivially equivalent if we can find a linearmapϕ : Λ → Λ′⊗ZQ such thatϕ∗W =W ′;
• have the same shape if the map ϕ matches the Newton polytope associated toW
to the polytope associated toW ′.
• have equal moments if πm(W ) = πm(W ′) for allm ∈ N.
We ask the following questions:
estion 129. (1) Can two balanced random walks have equal moments, whilst not
being trivially equivalent or be of different shape?
(2) Can we find a collection of balanced random walks {W1, . . . ,Wk } such that all
give the same period sequence but pairwise they are of different shape? What is
a lower bound for such k?
We now reinterpret our results from Sections 4 and 5 to answer part (1) of Question 129
affirmatively.
Construction 130.We first give a construction of such balanced random walks from
the graph potentials we considered in Section 2. Let (Γ, c) be a colored trivalent graph
of genus д. Consider laice NΓ  Z
3д−3 as in Section 2 and the graph potential W˜Γ,c
associated to (Γ, c) as in (15) recalled below:
(230) W˜Γ,c :=
∑
v ∈V
∑
(si ,sj,sk )∈F⊕32
si+sj+sk=c(v)
x
(−1)si
i x
(−1)sj
j x
(−1)sk
k
where xi , x j , xk are variable aached to the edgesei , ej , ek adjacent to the vertexv . If ei = ej ,
this implies a loop at vertex v . Now consider
(231) W Γ,c ≔
1
8(д − 1)W˜Γ,c
Since by construction the Newton polytope P◦(W˜Γ,c) of the Laurent polynomial W˜Γ,c is a
reflexive polytope and also the dual of the moment polytope of the toric variety XPΓ,c,MΓ .
Moreover, by [42], we know that theW Γ,c is balanced. Hence we get
Proposition 131. For each colored trivalent graph (Γ, c), the Laurent polynomialW Γ,c
defines a balanced random walk in the laice NΓ .
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Now we investigate the question of comparing periods of different graph potentials in
Section 2. We can reinterpret Corollary 17 as
Proposition 132. Let (Γ, c) and (Γ′, c ′) be two colored trivalent graphs with the same
parity of the number of colored vertices, then form ∈ N, their probability of the random
walksW Γ,c andW Γ′,c ′ returning to the origin aerm steps are the same.
Remark133. Observe that there exists approximately exp(C√д) trivalent graphs of genusд,
where C is a constant. And each one of them along with a choice of coloring produces
balanced randomwalksW Γ,c . Moreover depending on the parity they have the same πm ’s.
Next we ask the questionwhetherW Γ,c andW Γ,c have equalmoment implies that they are
trivially equivalent or have the same shape, as in part (1) of Question 129. We reinterpret
eorem 61 as follows to address this.
eorem134. Let (Γ, c) be a colored trivalent graphwith a separating edge, and let (Γ′, c ′)
be a another colored trivalent graph with no separating edge, having the same number
of colored vertices as Γ. enW Γ,c andW Γ′,c ′ do not have the same shape.
Proof. IfW Γ,c andW Γ′,c ′ have the same shape, this implies that the toric varieties XPΓ,c,MΓ
and XPΓ′,c′,MΓ′ that we considered in Section 4 are isomorphic. However, by eorem 61
gives a contradiction, since XPΓ′,c′,MΓ′ has terminal singularities whereas XPΓ,c,MΓ is non-
terminal. 
Index of notation
AΓ , 9
Bord2, 20
B(z), 27
c : V → F2, 9
cn , 43
D
b(X ), 50
FS(Y , f ), 53
Fuk(X ), 53
GX (t ), 43
Γ = (V , E), 8
ĜX (t ), 43
Γ = (V , E, д), 34
Iα (z), 27
K0(Var/k), 56
K0(dgCatk ), 57
KΓ,c (t ), 26
L, 45
L, 56
Λ0, 44
MΓ , 9
MF(Y , f ), 53
M3(t ), 22
M4(t ), 22
MΓ , 35
MΣд,n , 22
M˜Γ , 9
Nv , 9
N˜Γ , 9
N˜v , 9
PΓ , 35
PΓ,c , 36
P ◦
Γ,c
, 37
Φ : (M, ω) → RN , 43
ΦΓ,c , 48
PO, 45
π : X→ A1, 44
πW (t ), 16
πn , 16
pn , 43
QH•(X ), 54
RC (b), 34
RC,p (a, b), 34
RBord2, 21
R, 51
T , 55
T ∨
Γ
, 9
Tcon , 55
Θ, 2
T1(x, y), 30
Tk+1(x, y), 30
T˜ ∨
Γ
, 9
τR, 52
WL , 45
W, 50
W˜Γ,c , 10
W˜v,c , 10
X0,1,β , 43
XPΓ,c ,M˜Γ
, 37
XPΓ,c ,MΓ , 37
xcon, 20
YPΓ,MΓ , 35
Zgp(t ), 24
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