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SUMMARY 
The uruque problems encountered when analyzing weather data sets - that is, 
measurements taken while conducting a meteorological experiment- have forced 
statisticians to reconsider the conventional analysis methods and investigate permutation 
test procedures. The problems encountered when analyzing weather data sets .. ~[e simulated 
·····-- ·····-·· " 
for a Monte Carlo study, and the results of the<ii~~~µnd _E~r~utation)-tests are 
compared with regard to significance level, power, and the average coilfidence interval 
length. Seven population distributions are considered - three are variations of the ~-· 
distribution, and the others the ~' the lognormal, the rectangular and empirical 
distributions. The normal distribution contaminated with zero measurements is also 
simulated. In those simulated situations in which the variances are unequal, the permutation 
test procedure was performed using other test statistics, namely the Scheffe, Welch and 
Behrens-Fisher test statistics. 
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CHAPTER 1 
PROBLEMS CONCERNING THE ANALYSIS OF WEATHER DATA 
1.1 INTRODUCTION 
The Centre for Applied Statistics of the University of South Africa has been involved in the 
Bethlehem Precipitation Research Project (BPRP) since the 1970s. The primary objective 
of the BPRP was to investigate natural and artificially modified precipitation processes 
within summertime convective clouds near Bethlehem, South Africa. The research 
presented here was deemed necessary after certain problems (to be discussed in paragraph 
1.2) were experienced with the analysis of each BPRP data set. Existing methods had to be 
tested and compared to newly developed techniques in order to understand how the 
problems affected the robustness of the different methods. This was accomplished by 
means of simulations. 
In the past three years ( 1990-1992 ); several structural changes have taken place in weather 
modification research in South Africa. The Nelspruit and Bethlehem research groups were 
consolidated into a single unit, the National Precipitation Research Program (NPRP). 
The BPRP used a three-way randomization scheme to allocate complex clouds to be 
seeded with either dry ice pellets (C02) or silver iodide pyrotechnics (Agl), or to remain 
unseeded (control). The NPRP made a breakthrough in cloud-seeding techniques in 1990 
with a new hygroscopic seeding flare. Seeding trials with the new flares led to a 
randomized seeding experiment. 
1.2 PROBLEMS ENCOUNTERED 
1.2.1 DISTRIBUTIONAL ASSUMPTIONS 
Most standard statistical procedures assume either explicitly or implicitly that the data 
involved follow a normal distribution. If the assumption of normality is satisfied, it can be 
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shown that the standard procedures have certain optimum properties. In general, however, 
if the normality assumption is not satisfied, the standard procedures may be far from 
optimal. 
The inappropriateness of standard parametric inference procedures to the analysis of 
weather modification experiments has been well documented (for example, Gabriel & Feder 
1969, Gabriel 1979, STF 1978). Gabriel (1979: 984) notes that adequate stochastic models 
of the variability of weather phenomena are seldom available. He states that statisticians 
have indeed "been brave to risk using simple parametric models and methods of inference 
in the analysis of weather experiments". 
Different distributions have been fitted to weather data, but the conclusions drawn from 
such analyses are not necessarily correct. This was proved by Hanson and Barker (1980). 
They conducted a study of the data from the Phase II Santa Barbara experiment. They 
showed that even though the gamma and the lognormal distribution fit the data almost 
equally well, these different distributional assumptions can lead to very different 
conclusions. 
1.2.2 OUTLIERS AND ZEROES 
Another phenomenon encountered in weather modification experiments is the presence of 
outliers (Van Heerden 1993: 20). An outlier is an extreme observation which may be 
influential or not. Van Heerden (1993: 11) mentions that seeding with C02 results in two 
types of clouds, namely those that react very well to seeding and those that die away 
shortly after seeding. This kind of phenomenon leads to other problems that frequently 
occur in the analysis of weather modification data. The problems are caused by the 
occurrence of zero measurements and heterogeneity of variance. 
One of the problems of analyzing the data from the weather modification project is the 
relatively high number of zero measurements which arose. Kahn (1987: 84) was surprised 
that essentially no research had been done into this problem, even though he believed that it 
was a fairly common issue in weather modification experiments. The Statistical Task Force 
(1978) reasons as follows: "In rainfall enhancement experiments, the treatment of zeroes 
once posed a meaningful problem to statistical techniques. Where experimentation is 
confined to storms of carefully selected suitability, the l.ikelihood of no rain at any rain 
gauge is small enough that this is now likely to be no more than a minor problem at most". 
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The accuracy of this contention would be largely dependent on the nature of the 
experiment, the experimental units and the response variables involved. The complex 
clouds selected as experimental units in the BPRP and NPRP experiments are not confined 
to clouds or days that would have produced rain anyway. One may want to know whether 
seeding can increase the probability of obtaining rain. This kind of experimentation 
increases the likelihood of a zero rainfall measurement. Most statistical techniques are 
based on the assumption that the underlying distribution is continuous. In the case of the 
weather modification data sets considered, there were many zero observations, which 
indicates a mixed continuous and discrete distribution. 
1.2.3 NONRANDOMNESS 
Independence of observations is a crucial assumption in virtually all parametric techniques. 
Kahn (1987: 88) states that the fact that dependencies (eg, between clouds seeded on the 
same day) "are prevalent is obvious from the systematic changes from month to month 
within seasons that are known to occur". Areal dependencies also exist, since clouds in 
some areas may have larger rainfall measurements before seeding than those in other areas. 
If dependencies exist between the clouds sampled, the sample is not random. All parametric 
analyses assume that clouds (the experimental unit in most of the experiments conducted by 
the BPRP) behave like random samples from some distribution. Parametric statistical tables 
are not valid for such nonrandom samples. Edgington (1980: 3) stresses that the "violation 
of the random sampling assumption invalidates parametric statistical tables not just for the 
occasional experiment, but for virtually all experiments". 
1.2.4 SAMPLE SIZES 
Because of the large number of missing values; the sample sizes of nonmissing weather 
data could be relatively small and not necessarily equal. Edgington (1980: 58) says that 
"parametric assumptions are important considerations when sample sizes are unequal". He 
quotes Keppel (1973: 352): "This analysis should entail an increased concern for violations 
of the assumptions underlying the analysis of variance. As we have seen, the F test is 
relatively insensitive to violations of these assumptions, bµt only when the sample sizes are 
equal. Serious distortions may appear when these violations occur in experiments with 
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unequal sample sizes." It is not always possible to ensure that both seeded and control 
groups have the same number of observations. 
1.3 PARAMETRIC OR NONPARAMETRIC ANALYSES 
One pair of assumptions for parametric tests is that the populations from which the samples 
are drawn, are normally distributed and have equal variances. In experimental psychology, 
as in weather modification experiments, small samples are prevalent, which causes the 
traditional tests for normality and homogeneity of variances to have little power. Therefore 
many researchers had to put their faith in the so-called "robustness" of the F- and t-tests. 
This attitude is supported by Young and Veldman (1965: 270) who have the following to 
say about the robustness of the t- and F-tests against non-normality and heterogeneity of 
vanance: 
In the past considerable importance was attached to the assumptions of normality 
and homogeneity of variance and to techniques to determine if these assumptions 
had been met. Within recent years, however, much less attention has been paid to 
the necessity of meeting these assumptions. C.A. Boneau, Young and Veldman, and 
homogeneity of variance have relatively little influence on these test. Our position 
is, therefore, that while it is best to meet the assumptions of the tests, violations of 
the assumptions of normality and homogeneity of variance would probably have 
relatively little effect upon the conclusions drawn. 
Boneau (1960: 50-51) says that the t- and F-tests are "nearly immune to violations of 
assumptions" and refers to the "invulnerability of the t-test". In all fairness; one should also 
say that Boneau mentions the fact that a combination of unequal sample sizes coupled with 
unequal variances, results in inaccurate probability statements which can be quite different 
from the nominal values. 
The treatment of robustness by Young and Veldman and Boneau are far from unique. 
Bradley (1978: 145) says that the overall tone of this kind of statement "is so complacent 
as to lull the reader into the conclusion that the population assumption involved is a mere 
technicality of no practical importance ... ". He is severely critical of robustness literature. 
He says that claims of robustness are rarely accompanied py what the claimer means by the 
term "robustness" and "Thus the basis for claims of robustness is not only subjective and 
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highly variable from one claimer to another, but is unrevealed and therefore intensely 
private." Bradley ( 1968) set up a Monte Carlo experiment with population distributions 
based on data from a reaction time experiment. The frequency distribution of the times was 
bimodal, asymmetrical and impossible to normalize by any simple transformation. When 
performing t-tests on samples from similar distributions set up on a computer, Bradley 
found that a. level and power often differed widely from what would be expected if the 
observed t-values followed a t-distribution. Still and White (1981) state: "With small 
sample experiments we may know very little about the population distributions, and 
therefore cannot rule out the possibility that they distort decisions based on t- or F-tests, as 
found by Bradley. Thus a negative result, pointing to this possibility, may outweigh any 
number of positive results which prove only a limited robustness." Still and White (1981: 
244) provide the following definition of robustness: "Robustness means that even if there 
are departures from normality and homogeneity of variance in the population, the test will 
have approximately the same power and size as it would if there were no such 
departures .... ". 
Bradley (1978: 146) provides a quantitative definition of robustness (of significance level): 
When one or more of a test's assumptions are violated and the null hypothesis is 
true, the true probability p of a type I error tends to differ from the nominal 
significance level, a.. In order to provide a quantitative definition of robustness (of 
significance level) you would have to state for a given a. value the range of p values 
for which the test would be regarded as robust. . . . Thus, if you wished a fairly 
stringent criterion that would call a test robust only when the departure of p from a. 
was "negligible", you might take as your criterion of robustness that 0.9a. ~ p ~ 1.1 
a. .... The most liberal criterion that I am able to take seriously is 0.5a. ~ p ~ 1.Sa. .... 
If the a. level has been properly chosen, i.e. if a.= 0.01 or 0.001 has been picked 
because protection is truly needed at that level, then there should be no objection to 
a definition of robustness that makes the robustness criterion proportional to a.. 
Edgington (1980: 57) mentions that "in the vast majority of applications of ANOVA and 
independent t-tests the use of F- and t-tables for determining significance goes 
unchallenged", but although the proportion of objections to the use of parametric 
significance tables is small, these tables are used so frequently that even a small proportion 
of objections can be a considerable number. Still and wpite (1981: 244) appear to share 
Edgington's view by stating that they have difficulty with "the logic of basing a justification 
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of a potentially unlimited number of F- and t-tests upon a limited number of Monte Carlo 
samples". 
Bradley (1978: 146) stresses that when performing a robustness study, it is important to 
give an elaborate qualification of the conditions under which the test under consideration is 
robust or not. 
The Statistical Task Force, consisting of Brillinger, Jones and Tukey, was established in 
1977 by the United States Congress in order to report on the role of statistics in weather 
modification. 
The Statistical Task Force (1978: section 15) recommends the use of permutation tests in 
weather modification experiments because the permutation test procedure "seems to us 
definitely more secure than its presumed competitors, that depend upon specific 
assumptions about distribution shapes or about independence of the weather at one time 
from that at another". A permutation test procedure makes no distributional assumptions. It 
is a procedure during which the significance of a statistical test is determined by computing 
the value of the test statistic for each permutation of the data. When performing a 
permutation test, a typical null hypothesis, H0 , is that the measurement for each subject is 
independent of the treatment assignment. This implies that the treatment to which the 
subject is assigned should not influence the measurement for the subject. By randomly 
assigning the subjects to treatments, one can statistically take into account the effect on 
experimental measurement resulting from subject differences (Edgington 1980: 21 ). 
Edgington (1980: 94) provides another reason for using permutation tests when he states 
that "Randomization tests, therefore, are more likely to detect differences when there is a 
very extreme measurement than are t tables." He substantiates this statement by explaining 
that an outlier can "reduce the value of t and thereby reduce the significance based on t 
tables. Since significance determined by a randomization test is dependent upon the size of 
the obtained t value relative to its size under other data permutations, and not on the 
absolute size, the presence of outliers does not have the same sort of depressing effect on 
randomization test significance." 
Independence of observations is a crucial assumption in virtually all parametric techniques. 
Permutation tests do not assume independence of observations. Edgington (1980: 2) 
provides yet another advantage of using permutation tests: "A randomization test is valid 
for any kind of sample, regardless of how the sample is sel~cted." 
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Hoeffding (1952) stresses that permutation tests are asymptotically as powerful as the best 
parametric test. 
The Statistical Task Force (1978: section 16) identifies two issues that will have to be 
addressed in the studies concerning the use of permutation tests in experimental weather 
modification: "We need to make them as widely applicable as possible; we need to 
understand the limits beyond which their use will no longer be helpful." Their advice is as 
follows: " ... , if either theory or substantial experience shows that the tail areas (degrees of 
unlikeliness) offered by an approximation to a parametric analysis (we usually have to settle 
for approximations in such analysis) are repeatedly and consistently close to the results of 
re-randomization, it may become wise to use the approximate, parametric tail areas even 
more widely, reserving re-randomization calculations for only the most crucial 
comparisons". (STF 1978: section 25). 
Lambert (1985) states that if a permutation test is not robust; one should remember that 
"the use of the permutation distribution of the test statistic rather than the parametric 
distribution is not responsible for the lack oftest robustness". She suggests that one should 
strengthen the permutation test's "tendency towards robustness" by choosing a robust test 
statistic. Lambert defines her robust permutation test statistic as a sum of censored log-
likelihood ratios. This permutation test statistic is insensitive to outliers, which renders it 
incapable of dealing with the kind of data set obtained by a weather modification 
experiment. Another kind of robust permutation test will have to be developed which 
should take account of the fact that weather data very rarely exhibit homogeneity of 
variance. The literature on the Behrens-Fisher problem may point to such a statistic. 
The easiest way to determine what the limits of permutation tests are and to determine how 
sensitive they are compared to parametric tests, is to perform a Monte Carlo study 
simulating distributions with means and variances which are realistic in the weather 
modification context (in particular the data of the NPRP project). 
In chapter 2, existing robustness studies of the parametric and permutation t-test will be 
discussed. In chapter 3, the simulation design without zero measurements will be discussed 
and in chapter 4 the results of the simulations on different distributions will be presented. 
Chapter 5 will deal with the simulation design when the samples are contaminated with 
zero measurements. In chapter 6 the results of the inclusion of zero observations in the 
simulated samples will be discussed. Chapter 7 will deal with the Behrens-Fisher problem 
caused by the existence of zero observations and hete~ogeneity of variance. Chapter 8 
presents the results of simulations when using Behrens-Fisher type permutation test 
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statistics. Chapter 9 provides a summary of the results obtained in the study. 
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CHAPTER 2 
PREVIOUS ROBUSTNESS STUDIES OF THE TWO-SAMPLE T-
TEST 
2.1 INTRODUCTION 
In what follows, the two-sample t-test will be discussed. It is assumed that the samples are 
available and that the purpose of the analysis is to decide whether the difference between 
the means is statistically significant. Issues that will receive much attention in the 
robustness study to be done in chapter 3 and those to be discussed in chapter 2 are what 
happens to the power and significance levels of the parametric and permutation t-test for 
certain null and alternative hypotheses. 
In testing a hypothesis, the maximum probability with which one would be willing to risk a 
Type I error (ie rejecting the null hypothesis when it should be accepted) is called the 
significance level (a) of the test. Suppose one draws many sets of two samples, using 
previously selected sampling schemes, from populations for which the null hypothesis of no 
difference between the population means is true, and one computes a test statistic for each 
set of samples and compares them to a critical value. In 100a% of the cases, the null 
hypothesis should be rejected, and in 100(1-a)% of the cases, the null hypothesis should 
not be rejected if the nominal significance level (selected in advance) is in fact equal to the 
true significance level. The true significance level will depend on the validity of the 
assumptions underlying the test. 
The power of a test is the probability of rejecting the null hypothesis when the alternative 
hypothesis is true. The power of the test depends on a number of factors. The smaller the 
significance level, the larger the power will be. In the parametric case, the power and 
significance level depend on the validity of the assumptions. Hope (1968) showed that "the 
power of the Monte Carlo test procedure is a monotonically increasing function of the size 
of the reference set ... ". The simulations done here will have sample sizes no larger than 40 
subjects each. The power should also increase as the difference between the two means 
increases - that is, the further away the null hypothesis ·is from the truth, the larger the 
power will be. This will be investigated in chapter 3. 
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The power of the permutation test can be increased by increasing the number of data 
permutations used with the random data permutation method (Edgington 1980: 43). The 
power of the approximate permutation test converges to the true power of the permutation 
test, based on all possible permutations of the data, as the size of the subset of randomly 
selected permutations increases. Fletcher ( 1993: 110-119) found that a random sample of 
2500 permutations is already fair for a hypothesis test. 
The results of a simulation study done by Keller-Mc Nulty and Higgins (1987: 24) indicate 
that the power of a permutation test with as few as 1600 permutations closely 
approximates the power of the permutation test based on all pennutations of the data. They 
found that for data from a normal distribution, there is a negligible practical difference 
between the simulated power of Student's t-test and the permutation test for 1600 or more 
permutations. Hoeffding (1952) showed that the asymptotic power (as the sizes of the two 
groups are increased) of the permutation test is equal to that of Student's t-test. Keller-Mc 
Nulty and Higgins also point out that: "Of the various factors that may affect the 
permutation tests, the Type I error rate in conjunction with the number of permutations has 
the greatest effect, with more permutations being required for smaller Type I error rates". 
2.2 A ROBUSTNESS STUDY OF THE T-TEST 
Havlicek and Peterson (1974) conducted a study to determine empirically the effects of 
quantified violations of the assumptions underlying the t-test. 
They used Monte Carlo procedures to generate populations of scores for which the 
respective distributions were normal, positively skewed, negatively skewed and leptokurtic. 
5000 samples of varying sizes were then randomly selected from specific populations, and 
t-tests were run to identify where discrepancies between obtained and expected t-
distributions would occur. Each sample contained observations from two groups. The 
means of the populations from which each group was generated were 50. The population 
standard deviation of the first group was 4. The population standard deviation of the 
second group was 4 or 8 or 12. These three different population standard deviations were 
used to see how heterogeneity of variance influenced the results. 
Each computed t was then compared to the theoretical critical value read into the 
computer, and a tally was made for each t equal to or less than the critical value. The 
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resultant cumulative frequencies were divided by 5000 to obtain the proportion of t's which 
were equal to or less than the critical value. The obtained cumulative proportions were then 
compared to the theoretical distributions of t to determine whether or not there was a 
significant discrepancy. The Kolmogorov-Smirnov test was used to determine whether or 
not there was a significant difference between theoretical and empirical proportions. The 
5% level of significance was used for this test and for 5000 samples, a difference larger 
than 0. 0192 was significant. 
The findings were summarized in the form of guidelines. Guidelines of interest are the 
following: 
(a) "When sampling from normal distributions, with equal sample sizes or samples 
which differ very little in size, large differences in variance do not influence the 
obtained distributions oft." 
(b) "When sampling from normal distributions with unequal sample sizes differences in 
variances have a distorting effect on the obtained t distribution." 
(c) "When sampling from two non-normal distributions, i.e. both skewed in the same 
direction and with equal variances, there is little distortion in the obtained t 
distributions for both equal and unequal sample sizes." 
( d) When the same situation occurs as in ( c) but the variances are heterogeneous then 
there is "considerable distortion in the obtained t distributions for both equal and 
unequal sample sizes." 
(e) "When sampling from two non-normal distributions with different shapes, i.e., 
skewed and leptokurtic and with equal variances, there is little distortion in the 
obtained t distributions for both equal and unequal sample sizes." 
(f) "When sampling from two non-normal distributions with different shapes, i.e., 
skewed and leptokurtic and with unequal variances, there is considerable distortion 
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in the obtained t distributions for samples of unequal size." (Havlicek & Peterson 
1974: 1111-1112). 
The study conducted by Havlicek and Peterson concerns itself only with the probability of 
committing a Type I error (a). The power of the test was not given any consideration. 
Still and White (1981: 244) state that it is important that researchers offer evidence to 
show that the departures from normality and homogeneity of variance in the populations 
sampled, are in fact of the same order as those set up in the Monte Carlo experiments on 
which they base their claims of robustness. The simulation study to be to be done in chapter 
3 will not only compare the results of the parametric and permutation t-tests in several 
situations, but will also serve to provide further insight into Havlicek and Peterson's 
findings. 
2.3 
2.3.1 
2.3.1.1 
A COMPARATIVE STUDY OF THE POWER OF 
PERMUTATION AND PARAMETRIC T-TESTS 
STUDY BY WP VAN DEN BRINK AND 
SGJ VAN DEN BRINK 
DESIGN OF SIMULATION 
Van den Brink and Van den Brink (1989) drew samples of sizes n = m = 10, 20 and 30 
from the following distributions: standard normal, chi-square with degrees of freedom 
equal to 8 and chi-square with degrees of freedom equal to 4. 
Two independent samples were selected from one of the populations already mentioned. A 
constant was added to the observations of the treatment group, thus simulating the shift 
model. The t-, Wilcoxon and permutation test statistic were computed for the two samples.· 
A reject or fail to reject decision was recorded. The number of permutations performed by 
the permutation test was 1000. 
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The procedure described above was repeated 5000 times for every value of the constant. 
For each test "an estimate of the power was calculated by dividing the recorded number of 
rejections by 5000". The values of the constant were determined by "0.86kan-0·5 , where k 
is an integer varying from 0 to 7, cr is the standard deviation of the population distribution 
and n (= m) the sample size". 
2.3.1.2 RESULTS 
Their results strengthen the findings of Havlicek and Peterson (1974) that the two-sample 
t-test is robust with respect to departures from normality when sample sizes and variances 
are equal. 
They conclude that for the distributions and sample sizes examined in this study, the t- and 
permutation test are approximately equal in power. Under non-normality, the Wilcoxon test 
is more powerful than the other tests. For the standard normal distribution, the t-test and 
permutation test are slightly more powerful than the Wilcoxon test. 
These findings contradict the opinions of Boneau (1960): " ... tests which make no 
assumptions about the distribution from which one is sampling will tend not to reject the 
null hypothesis when it is actually false as often as will those tests which do make 
assumptions", and Edgington (1980: 90): " ... it is unwise to degrade precision by 
transforming the measurements into ranks for conducting a statistical test". 
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2.3.2 STUDY BY JF RASMUSSEN (1986) 
2.3.2.1 OBJECTIVE OF STUDY 
The objective of this study is to investigate the relative performance (in terms of Type I 
error rate and power) of four tests, namely F (parametric, no data transformation, ie where 
F = t2), Fm (parametric, data modified for outliers), approximate randomization test or 
permutation test (nonparametric, no data transformation), and Mann-Whitney's U 
(nonparametric, data modified to ranks) on data from a composite normal distribution. 
Rasmussen points out that a mixed normal distribution is also a model for outliers and that 
outliers could greatly affect the sensitivity of parametric tests. 
2.3.2.2 DESIGN OF THE SIMULATION 
Samples of the following sample size combinations were drawn from a composite normal 
distribution: (n,m) = (3,9) and (6,6) and (18, 18) and (9,27). The composite normal 
distribution was obtained by sampling 87.5% from a normal population withµ= 0 and a= 
1, and 12.5% from a normal population withµ= 33 and a= 10. A constant was added to 
the observations in the second group of each sample after a 1000 repetitions. These 
simulated population differences between means vary from µ 2 - µ 1 = 0.0 to µ 2 - µ 1 = 3.0 in 
increments of 0.5. All four test statistics were computed for each repetition. The Type I 
error rate is given by the proportion of times the null hypothesis was rejected when the 
population means were equal. The power of the test is given by the proportion of times the 
null hypothesis was rejected, given that the population means are unequal. 
2.3.2.3 RESULTS 
The permutation test performs better than the F-test, but neither of them performs as well 
as the techniques that attempt to correct for non-normality. The Fm statistic, "which 
corrects for outliers by transforming them to inliers", peiforms better than the U statistic 
"which transforms outliers by converting all the data to ranks". An interesting result is that 
14 
Fm and U become more powerful as the sample size increase, whereas the permutation test 
and the F test show less power with a larger sample size. This implies that if the population 
means are unequal, a researcher is more likely to find significant results with the 
permutation test and F when the sample sizes are small than when they are large. 
Rasmussen (1986: 217) states that less power on the larger sample sizes can be ascribed to 
the fact that more outliers occur in larger sample sizes. The F- and permutation tests are 
approximately equal in power. This is consistent with the findings of Still and White 
(1981). 
The author of the article under discussion concedes, however, that for heavier 
contamination of outliers (ie a large number of outliers, such as those obtained in weather 
modification experiments), the Fm technique may not be a realistic approach. 
2.3.3 STUDY BY KELLER-MC NULTY AND HIGGINS (1987) 
2.3.3.1 DESIGN OF SIMULATION 
Small samples, n = m = 10, and moderate samples, n = m = 20, were drawn from three 
symmetric distributions, namely the normal, Laplace and Cauchy distributions. These 
distributions represent a tail weight from light to heavy. Unbalanced sample sizes, n = 10 
and m = 20, were also drawn from the normal distribution. 
The asymmetric distributions considered are two mixed normal distributions. They are 
defined by selecting an observation from standard normal distribution, N(O; 1 ), with 
probability 0.9 and selecting an observation with probability 0.1 from N(2; 1) for one mixed 
normal distribution and from N(9; 1) for the other. Samples of sizes, n = m = 10 and n = 10 
and m = 20, were drawn from the asymmetric distributions. 
The power of Student's t-test, the permutation t-test, Wilcoxon rank sum test and several 
robust permutation tests are compared in this study. The criterion for deciding which test is 
the better one, was based on whether or not it has "shown simulated gain in power over the 
Wilcoxon rank sum test as the Student's t has shown in the case of the underlying normal 
distributions". 
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The effect of outliers on the significance level or Type I error rate of the tests mentioned in 
the previous paragraph are tested by contaminating the data from one of the samples with a 
fixed percentage of outliers. For n = m = 10, all the observations of sample 1 are selected 
from N(O; 1) and for sample 2, 10% of the observations are selected from N(9; 1) and the 
rest from a N(O;l) distribution. For n = 10 and m = 20, two cases are considered. In the 
first case, the larger sample has one observation from a N(9; 1) distribution and the rest 
from a N(O;l) (5% contamination). In the second case, the larger sample is contaminated 
with two observations from a N(9; 1) distribution (10% contamination). Data for n = m = 
20 are generated in the same way as for n = 10 and m = 20 except that 10 additional 
observations are selected from a N(O; 1) distribution for the first sample. 
2.3.3.2 RESULTS 
2.3.3.2.1 SYMMETRIC DISTRIBUTIONS 
The permutation t-test shows the same average gain and maximum gain in power over the 
Wilcoxon rank sum test as does the Student's t-test, for all sample size combinations of the 
normal distribution. 
For all sample size combinations of the Laplace distribution, both Student's t-test and the 
permutation t-test show a significant loss in power against the Wilcoxon rank sum test. 
As far as the Cauchy distribution is concerned, Keller-Mc Nulty and Higgins reported a 
loss of power when using Student's t-test and the permutation t-test instead of the 
Wilcoxon rank sum test. 
2.3.3.2.2 ASYMMETRIC DISTRIBUTIONS 
The first mixed N( O; 1) and N(2; 1) distributions resulted in asymmetric distributions that 
closely resembled a normal distribution. Both Student's t-test and the permutation t-test 
show an average gain in power over the Wilcoxon rank stim test. 
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Student's t-test and the permutation t-test show a substantial loss in power against the 
Wilcoxon rank sum test, in the case of the second mixed normal distribution. This mixed 
normal distribution is in fact a normal distribution contaminated by outliers. 
The estimated Type I error rate for the permutation t-test for all the sample size 
combinations with 5% contamination are consistently larger than that of Student's t-test, 
indicating that Student's t is perhaps the more conservative test. At 10% contamination and 
(n,m) = (10,20) the Type I error rates of the permutation test are much larger than they 
should be, while those of Student's t is much smaller than they should be. At 10% 
contamination and (n,m) = (20,20), the Type I error rate of both tests is affected 
extensively by outliers. When one considers both levels of contamination, the only instance 
where the error rate was preserved was at 5% contamination and n = m = 10. 
The only tests that preserved Type I error rates in the presence of outliers, were two robust 
permutation tests, namely Andrew's AMT and Tukey's CST. 
17 
CHAPTER 3 
SIMULATION STUDY 'VITHOUT ZERO OBSERVATIONS 
3.1 STATISTICS UNDER CONSIDERATION 
This study will deal with the comparison between Student's t-test and the permutation t-test 
with respect to the power and significance level of the two tests in particular situations. A 
confidence interval for the difference between the means of the two groups will be 
computed, and from that the power and significance level will be determined. The method 
used here will be discussed in a subsequent paragraph. 
3.1.1 THE CONFIDENCE INTERVAL BASED ON STUDENT'S 
T-TEST 
The confidence interval for the difference between two means will be computed in the 
following way: 
( - -) ~l (- -) ~1 x - y - t a. s - +- 5: µx - µ 5: x - y + t($!· - )s - +-(2,m+n-2) n m y 2,m+n 2 n m 
where µx and µY are the respective population means, X and Y are the sample means, S 
is the pooled variance, n and m are the sample sizes and t(1;m+n-z) is the upper 2 critical 
value of Student's t with (m + n -2) degrees of freedom. 
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3.1.2 THE CONFIDENCE INTERVAL BASED ON THE 
PERMUTATION T-TEST 
3.1.2.1 RANDOM DATA PERMUTATION 
Before the determination of the confidence interval of the permutation test is explained, it is 
important to understand the concept of random data permutation and how it is approached 
in this study. Random data permutation is a method that uses a random sample of all 
possible data permutations to determine significance. 
All measurements are grouped into one data set with (n + m) observations. A unique 
position in the data set is allocated to each measurement. The measurements in group 1 will 
have the numbers 1 to n allocated to them, and those in group 2, the numbers (n + 1) to (n 
+ m). The unique position numbers are randomly permuted. To determine which 
observation will be in the ith position in the new permuted data set, a random number 
between 0 and 1, u, is generated. The number of positions still available after (i - 1) have 
been used, is determined by (n + m - (i - 1)). By multiplying u and (n + m - (i - 1)), one 
randomly chooses a number between 0 and (n + m - i + 1). This number, SPOS, is 
interchanged with i. The process is repeated until new positions have been generated for 
the first group. When the process has been completed, the observations are placed in the 
data set in the order in which the unique position numbers were permuted. 
The algorithm or method used to generate a random permutation is the following : 
(a) Initialize array, POSITIONS, with size equal to the size (n) of sample 1 plus the 
size (m) of sample 2. Each array value will equal its array subscript. POSITIONS 
will have as elements [I, 2, 3, 4, 5, ... , (n + m)]. For example, POSITIONS[ 4 ] = 
4. Number each observation (measurement) from I to (n + m). 
(b) i = 0. 
( c) Increment i by 1. 
Generate a random number, u, between 0 and 1. 
Determine SPOS = (u x (n + m - i + 1)) + i. 
The position indicated at POSITIONS[ i ] is _interchanged with the position 
indicated at POSITIONS[ SPOS ]. 
19 
(d) Perform (c) while i is less than (n + 1) -that is, until new positions have been 
generated for the first sample. If the array, POSITIONS, is as follows: 
POSITIONS[ (n + m), 3, 4, (n + m - 3), ... ] then sample 1 will now have, among 
others, the elements numbered (n + m), 3, 4 and (n + m - 3) in it. 
The flowchart provides a graphical illustration of the method used to create a random data 
permutation. 2500 random permutations, of which none are the same as the original data 
set, are generated. 
FLOWCHART 
Start 
while 
True 
True 
i= i+ 1 
False 
SPOS = ( ux ( n+rn-i+ 1)) + i 
t = Positions [ i ] 
Stop 
Positions [ i ] = Positions [ SPOS] 
Positions[ SPOS) = t 
20 
3.1.2.2 CONFIDENCE INTERVAL 
An exact confidence interval for the difference between two means, based on the 
permutation tests, was developed by Steffens (1988). The original (n + m) observations are 
randomly permuted into two groups of sizes m and n and the difference between the means 
is calculated. This is repeated N times, where N is a large number (in this study N = 2500). 
For every permutation (i = 1 to 2500), the number of values ki which were originally in the 
first sample and which remain in the first sample for the i-th permutation is stored, as well 
as the difference (di) between the means for the i-th permutation. 
. (do -di) . 
For every permutation~ = ( 1 1) is computed. (n-ki) -+-
n m 
d0 is the difference between the means for the original samples. If ki is equal to n, i.e. the 
original sample is obtained, a new permutation is generated. After the 2500 permutations 
have been carried out the ri - values are sorted in ascending order. The lower confidence 
limit ofa 100(1- a)% confidence interval is the [f N]-th order statistic of the r;-values and 
the upper confidence limit is the [(1-f )N ]-th order statistic. 
In this study, a will be 0.1 and N will be the number of permutations, namely 2500. 
Therefore the lower limit is the 125-th r; - value and the upper limit is the 2375-th r; -
value. 
3.2 SIMULATION DESIGN 
The two samples sizes, n and m, will range from 10 to 40. The (n,m) combinations 
explored are (10,10); ... ; (10,40); (20,20); ... ; (20,40);(30,30);(30,40); and (40,40). For 
each of the (n,m) combinations, two samples will be generated with population means 
differing by 8 units. 8 will assume the following values: O; 20; 40; 60 and 80. The mean of 
the first population will be 150 and the mean of the second population will be 150, 170, 
190, 210 or 230 depending on the value of o. The relationship between the mean and the 
standard deviation of the first population isµ= 3cr. This implies that the standard deviation 
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of the first population is 50. This is also the standard deviation of the second population if 
both population means are equal to 150. However, some distributions show an increase in 
population variance if the population mean is increased by o. 
For each (n,m) and 8 combination, 1000 replicates will be generated, and for each sample 
combination the confidence interval is computed for the difference between the means, 
using the parametric and permutation t-tests. 
For each of the two tests, the following three statistics are stored: 
(a) length of the confidence interval 
(b) the proportion of replicates for which 8 (the true difference between the population 
means ) is in the confidence interval 
( c) the proportion of replicates for which zero (corresponding to the population means 
being equal ) is in the confidence interval 
After 1000 samples have been drawn, the mean interval length, and the proportion of 
replicates for which 8 and 0 are in the interval are computed. The first proportion 
approxir1ates (1-a) - that is, the probability that the true difference will be in the interval. 
This is often called the confidence level. The significance level, a, is approximated by 
subtracting the first proportion from 1. The true difference between the means, 8, should 
lie inside the confidence interval 100(1-a)% of the time and outside the interval 100a% of 
the time. The proportion of replicates for which 0 is in the interval approximates 13 - that is, 
the probability that the means will be regarded as equal. The power, (1-13), is determined by 
subtracting the proportion of replicates for which 8 (the true difference between the 
population means ) is in the confidence interval from 1. The program used to perform these 
simulations was developed utilizing the "C" computer language. 
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3.3 GENERATION OF POPULATION DISTRIBUTIONS 
3.3.1 NOR1\1AL DISTRIBUTION 
The standard normal distribution will be generated usmg the Marsaglia-Bray method 
(Cooke et al 1990: 113). Their method is as follows: 
(a) Generate two independent uniform random variables, u1 and u2 in the interval 
[ 0, 1 ). 
(b) Calculate w = 2u - 1 and w = 2u -1. 
I I 2 2 
(c) Calculate W =wt +wj. If W:2: 1, discard w1 and w2 and return to (a). 
I 
(d) [
-2logW]2 IfW<l, calculate c= W , z1 =cw1, z2 =cw2 . 
z1 and z2 are independently N(O, 1) distributed. Three cases will be considered, namely 
equal variances, unequal variances where the smaller sample, sample 1, is associated with 
the smaller variance and unequal variances with the larger variance being associated with 
the smaller sample. 
In the first case, the first group will be transformed to a normal distribution with µ = 150 
and cr = 50 by [150+50zi). The second group will be transformed to a normal distribution 
withµ= (150 + o) and cr = 50 by using [(150+o)+50z2 ]. Figure 1 shows a graph of the 
normal population distribution where the population variances are equal. The influence of 
the shift parameter, o, is seen clearly in the graph. 
For the second case, the process described in the previous paragraph is repeated except 
that the second sample now has cr = 100. For the third case, the process is also repeated 
with the first sample having cr = 100 and the second sample, cr = 50. Figure 2 shows a 
graph of the normal population distribution when the population variance is 1002 and when 
the population variance is 502. The influence of the shift ~ammeter, o, is shown where the 
population variance of the normal distribution is 1002. Figure 3 shows a graph of the 
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normal population distribution when the population variance is so2 and when the 
population variance is 1002. The influence of the shift parameter, o, is shown where the 
population variance of the normal distribution is so2. 
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To compute the skewness and kurtosis, a sample of 5000 observations from each of the 
populations was generated. See table 1 for the skewness and kurtosis of the three cases 
where the population distributions are normal. This was done to show that the generation 
process used, does produce data that follow a normal distribution. 
Table 1 
Skewness and kurtosis 
Population: Normal distribution 
Distribution Skewness Kurtosis 
N(150,502 ) 0.053 2.995 
N(170,502 ) 0.077 3.013 
N(190,502 ) -0.080 2.942 
N(210,502 ) 0.041 3.043 
N(230,502 ) 0.058 3.406 
N(150,1002 ) 0.081 2.959 
N(l 70, 1002 ) -0.030 3.183 
N(l90, 1002 ) -0.174 3.041 
N(210, 1002 ) 0.072 2.958 
N(230,I002 ) 0.038 3.122 
The null hypothesis that the distribution is normal, H0 :p1 = 0, will be rejected at the 10% 
level if the absolute value of the skewness coefficient is greater than 0.127. The sample 
from the N( 190, 1002 ) distribution is the only sample for which H0 :/31 = 0 is rejected. The 
sample from the N( 190, 1002 ) distribution is negatively skewed. If one tests 10 hypotheses 
at the 10% level, then one can expect to reject one even if all the hypotheses are true. 
The kurtosis coefficients of all the samples were not less than 2. 76 and not more than 3 .26. 
This confirms that the generated samples are from a normal distribution. 
27 
3.3.2 GAMMA DISTRIBUTION 
The random variable, X, has a (two-parameter) gamma distribution with parameters a and 
b (a> 0 and b > 0) if the probability density function ofX is given by: 
f (x) = I xa-le ~ 
G(a)ba 
=0 
if x > 0 
elsewhere. 
The sum of k independent G(a,b) variates has a G(ka,b) distribution. G(J,b) is an 
exponential distribution with parameter b-1• If u is a uniform random variable, then 
x = -blog u has a exponential distribution with parameter b-1• An observation from a 
a a 
G(a, b) distribution can thus be generated by x = -b L log u; =-blog IT u;., where ul>···,ua 
i=l i=l 
are independent uniform random variables. 
In the case of the normal distribution, µ = 3CT, where, for the purpose of this study, 
µ = 150 and CT= 50 have been selected. For the gamma distribution: 
µ=ab ... (I) 
and 
CT=b-Fa ... (2). 
To induce the same relationship between the mean and variance as was present in the 
normal distribution, use is made of equations (1) and (2): ab= 3b.Fcz and therefore a= 9. 
U . . ( ) . . d . h b 150 fi h fi 1 d b 150 + 0 smg equation 1 , it is easy to etermme t at = - or t e rst samp e, an = --
9 9 
for the second sample. 
150 9 150 + 0 9 
For the first sample x = --:Llogu; and for the second sample x = - :Llogu;. 
9 i=l 9 i=l 
For each value of 8, table 2 gives the corresponding µ, b and cr values of sample 2. 
Figure 4 shows graphs of gamma population distributioqs when the population standard 
deviations are 50, 56.67, 63.33, 70.00 and 76.67. 
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Table 2 
Sample 2 
Gamma distribution 
0 µ b o-= b-Fa 
0 150 150/9 50.00 
20 170 170/9 56.67 
40 190 190/9 63.33 
60 210 210/9 70.00 
80 230 230/9 76.67 
See table 3 for the skewness and kurtosis of samples the Gamma population distributions 
with mean equal to (150 + 8), where 8 = 0, 20, 40, 60, and 80. 
Table 3 
Skewness and kurtosis 
Population: Gamma distribution 
Distribution Skewness Kurtosis 
c(9, 1~0) 0.552 3.222 
c(9, 1~0) 0.607 3.127 
c(9, 1~0) 0.573 3.167 
c(9, 2~0) 0.544 3.388 
c(9, 2~0) 0.648 3.423 
All the skewness coefficients are greater than 0.127. This means that the distributions of all 
the samples in table 3 are positively skewed. The kurtosis coefficients are all normal, except 
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for the samples from the G(9, 2~0 ) and c(9, 2!0). The above mentioned two samples 
have kurtosis measures that exceed 3.26. Therefore these distributions are leptokurtic. 
Figure 4 
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3.3.3 LOGNORMAL DISTRIBUTION 
If V is a random variable which has a lognormal distribution with mean, µv and standard 
deviation, o-v, and W=log(V), then W has a normal distribution with mean, µw, and 
standard deviation, CTw. The two sets of parameters are related as follows: 
Inversely: 
s~ = log( s~ + 1). 
mv 
The purpose is to obtain a lognormal distribution with µv. = 150 and o-v. = 50 for the first 
I I 
sample and µv. = ( 150 + S) and CTv. = 50 for the second sample. 
2 2 
~ = log v; has a normal distribution with 
( 50
2 
) ~=log --2 +1 =0.1054 
I 150 
and 
1 
µw. =log(150)--(0.1054)=4.958. 
I 2 
Tf.i = log v; has a normal distribution with 
( 50
2 J c?. = log ( )2 + 1 2 150+8 
and 
1 
µw. =1og(150+S)--c?.. 
2 2 2 
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Let x1 and x2 denote elements of samples 1 and 2, respectively, and let z1 and z2 have a 
standard normal distribution of which the generation process was described in paragraph 
3.3.1. 
A simulation study will also be done where the lognormal distribution of the first sample 
has µv. =150 and O"v. =50 and that of the second sample has µv. =(150+8) and 
I I 2 
O"v
2 
= 50. In the third simulation study of the lognormal distribution, the smaller sample is 
associated with the larger variance. 
See table 4 for the skewness and kurtosis of samples from the lognormal population 
distributions with mean equal to (150 +Ci), where() = 0, 20, 40, 60, and 80. 
All the skewness coefficients are greater than 0.127. This means that the distributions of all 
the samples in table 4 are positively skewed. The kurtosis coefficients all exceed 3.26. 
Therefore these distributions are leptokurtic. 
Table 4 
Skewness and kurtosis 
Population: Lognormal distribution 
Distribution Skewness Kurtosis 
(µ,a-)= (150,50) 1.005 4.656 
(µ,a-)= (170,50) 0.752 3.963 
(µ,a-)= (190,50) 0.791 4.097 
(µ,a-)= (210,50) 0.750 4.089 
(µ,a-)= (230,50) 0.656 3.710 
(µ,a-)= (150, 100) 1.750 7.611 
(µ,a-)= (170, 100) 1.777 7.886 
(µ,a-)= (190, 100) 1.423 6.572 
(µ,a-)= (210, 100) 1.609 7.532 
(µ,a-)= (230,100) 1.233 5.236 
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Figure 5 shows graphs oflognormal population distributions where ( o-1, aJ = (50, 50) and 
the shift parameter, 8, varies from 0 to 80 in steps of 20. Figure 6 shows graphs of 
lognormal population distributions where ( o-1, o-2) = ( 50, 100) and the shift parameter, 8, 
varies from 0 to 80 in steps of 20. 
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3.3.4 RECTANGULAR DISTRIBUTION 
A rectangular distribution over the interval [ a;a+b] is generated in such a way that the 
random variable, x1 = a+ bu, has 
µ= a+!b = 150 ... (1) 
and 
Cf= f-b=50 
\112 
... (2). 
The values of a and b are 
a= 150-50J3 = 63.397 
and 
b = 50Jl2=looJJ=173.205. 
For the first sample 
x1 = (150-5oJ3) + lOOJiu = 63. 397+173.205u. 
For the second sample 
X2 = 63. 397+O+173.205u. 
Figure 7 shows graphs of rectangular population distributions when the shift parameter, 8, 
varies from 0 to 80 in steps of 20. 
See table 5 for the skewness and kurtosis of samples from the rectangular population 
distributions with mean equal to (150 + 8), where 8 = 0, 20, 40, 60, and 80. 
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Table 5 
Skewness and kurtosis 
Population: Rectangular distribution 
Distribution Skewness Kurtosis 
(µ,o-)=(150,50) 0.032 1.794 
(µ, o-) = (170,50) 0.019 1.916 
(µ,o-) = (190,50) 0.035 1.763 
(µ, o-) = (210,50) -0.008 1.867 
(µ,o-) = (230,50) -0.056 1.752 
None of absolute values of the skewness coefficients are greater than 0.127. This means 
that the distributions of all the samples in table 5 are not skew. 
The kurtosis coefficients are all less than 2. 76. Therefore these distributions are platykurtic. 
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63.397 236.447 
83.397 256.447 
103.397 2 6.4 7 
123.397 296. 7 
143.397 316. 7 
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3.3.5 EMPIRICAL DISTRIBUTION 
One sometimes finds that no theoretical distribution fits the collected data on the process 
one would like to simulate. When this is the case, one could generate stochastic numbers 
from the distribution function of the observations collected, instead of generating them 
from a known theoretical distribution. This distribution function is called the empirical 
distribution function and the inverse transformation method is used to generate numbers 
from it. 
The inverse transformation method works as follows: generate a uniform random variable, 
u, from the interval [O, 1 ). Let u = F(x), and solve the equation for x, that is, x = F-1(u). xis 
now a stochastic number from the distribution ofX. (Cooke et al 1990: 106 - 107). 
To obtain the empirical distribution of X, arrange the observations, x 1; x2 ; ... ; xn+m' m 
ascending order. The ordered set of observations is indicated by x(i); x(2); .•. ; x(n+m), that is, 
x(i) ~ x(z) ~---~ x(N)· Usually X; is not equal to x(;)· [x] indicates the largest integer less than 
or equal to x. The NPRP data set used, is shown in table 6. It contains rain mass 
measurements made 10 minutes after seeding on seeded and unseeded clouds in the 
Nelspruit area. During this time period, 0 to 10 minutes, most clouds do not yet show zero 
rain mass measurements. One zero measurement was omitted from the analysis to ensure 
that the presence of zero measurements does not influence the outcome of the simulation. 
Table 6 
NPRP data set 
Rain mass measurements 
seeded clouds control clouds 
1 264.4 15 42.4 
2 37.5 16 157.1 
3 284.7 17 26.4 
4 58.6 18 203.1 
5 573.5 19 206.7 
6 207.9 20 289.3 
7 203.2 21 329.8 
8 182.3 22 180.0 
9 142.8 23 299.5 
10 17.6 24 390.5 
11 79.5 25 1.6 
12 2.2 26 129.2 
13 1.4 27 56.6 
14 8.0 
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The empirical distribution of rain mass is determined from both seeded and control 
observations and not for each group separately, because for the purposes of this study the 
assumption is that at this time in the seeding process both groups have the same underlying 
distribution. 
The distribution underlying these data set should be continuous, and therefore the empirical 
distribution function of this data set is defined as : 
F:(x) = 0 where x < x(i) 
_ (i - 1) I X - X(i) 
- (N -1) (N - l)(x(i+i) - x(ii} where x(i) ~ x < x(l+i) 
i =1,2,3, ... ,n +m-1 
=l where x ~ x(n+m). 
The first n observations simulated are the first group and the next m observations are the 
second group for each (n,m) combination. The observations are generated as follows: 
(1) Generate a uniform random variable, u, from the interval [O, 1 ). 
(2) Set y= (N- l)u and i = [y] + 1. 
(4) Use x. as a stochastic number from the distribution ofX. 
The mean and standard deviation of the observations, x,; x2 ; .•. ; xN, are determined, and 
will be indicated by u. and µ., respectively. Observations from the empirical data set will 
be transformed to observations from a population with µ 1 = 150 and CJ1 = 50 for the first 
group of n observations. This is accomplished by using x1 = a1 +b1x., where b1 = 50 Je and 
a1 = 150- b1µe. The second group of m observations are transformed by x2 = a2 + b2xe, 
where b2 = 50 J and a2 =150+0-b2µe. e 
See table 7 for the skewness and kurtosis of samples from the empirical population 
distributions with mean equal to (150 + o), where 0 = 0, 20, 40, 60, and 80. 
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Table 7 
Skewness and kurtosis 
Population: Empirical distribution 
Distribution Skewness Kurtosis 
(µ, o-) = (150,50) 1.087 4.700 
(µ,a-)= (170,50) 1.130 4.630 
(µ,o-)=(190,50) 1.202 5.085 
(µ,o-)=(210,50) 1.006 4.478 
(µ,a-)= (230,50) 1.221 5.108 
The skewness coefficients are all greater than 0.127. This means that the distributions of all 
the samples in table 7 are positively skewed. 
The kurtosis coefficients are all greater than 3 .26. Therefore these distributions are 
leptokurtic. 
Figure 8 shows graphs of empirical population distributions when the shift parameter, 8, 
varies from 0 to 80 in steps of 20. 
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CHAPTER4 
RESULTS OF SIMULATIONS ON NONZERO MEASUREMENTS 
4.1 STRUCTURE OF PRESENTATION OF RESULTS 
4.1.1 INTRODUCTION 
The results will be presented in the form of two tables and several graphs for each kind of 
distribution. The type of information given in the columns of each table will be discussed in 
the next two paragraphs. 
4.1.2 DESCRIPTION OF FIRST TABLE 
The first table has nine columns. The first three columns give the values of the two sample 
sizes and 8. The next six columns are divided into two groups, namely the results of the 
parametric t-test and that of the permutation t-test. The 3 columns pertaining to each test 
are labelled: interval length, (1-a) and 13. The interval length refers to the average 
confidence interval length over 1000 repetitions. 
The fourth column, labelled (1-a), is approximately equal to the probability that the null 
hypothesis will be accepted when it is true. Both tests were performed at the 10% 
significance level - that is, the nominal significance level, a, is 0.1. A fairly stringent 
criterion (Bradley 1978: 146) for a to be robust in this study is that the obtained 
significance level should be greater than 0.09 and less than 0.11, which implies a (1-a)-
level lying between 0.89 and 0.91. In the case of the "liberal criterion" the (1-a)-level 
should lie between 0.85 and 0.95. 
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4.1.3 DESCRIPTION OF SECOND TABLE 
The second table gives the results in terms of differences between the two tests. The column 
labelled, (131-132), gives the power advantage -that is, the power of the permutation test, (1-
132), minus the power of the parametric test, (1-131) - of using the permutation t-test instead of 
the parametric t-test. A positive value in this column indicates that the permutation t-test has a 
power advantage over the parametric test in the specific circumstances. A negative value 
indicates that the parametric test has a power advantage over the permutation test. A power 
advantage means that the probability that the null hypothesis will be rejected when the 
alternative hypothesis is true, is larger for the test having the power advantage. 
The column, CI 1 - CI2, shows the difference between the confidence interval length of the 
permutation t-test and the parametric t-test. A shorter confidence interval length is preferred to 
a longer one, because then the information regarding the possible values that the difference 
between the two means can assume, is more specific. A wide confidence interval in fact says 
very little about o. A positive value in this column indicates that the confidence interval of the 
permutation test is wider than that of the parametric test. A negative value indicates the 
opposite. 
One would prefer the obtained significance level to be as close to the nominal significance level 
(the maximum probability with which one would be willing to risk a Type I error) as possible. 
In general, if you test at a = 0 .10, you are willing to assume a 10% risk of a Type I error. If 
the true significance level is much smaller, for example, 0.01, then this indicates that the test is 
too conservative and the probability of rejecting the null hypothesis will be too small (when Ho 
is not true). If the obtained significance level is much larger, for example, 0.2, then this 
indicates that the null hypothesis will be rejected too often. 
The ideal is a test which has an actual error rate close to a (not too large and not too small). 
When estimating (1 - a) and f3 from 1000 samples for a nominal significance value of 0.9, the 
formula 2 p( l - p) , where p indicates the nominal significance level, can be used to 
1000 
determine an upper and lower limit for the interval that contains acceptable values for the 
obtained confidence level. (I - a) should lie between 0.88 and 0.92. 
The column, (1 - a)DIFF, gives an indication as to which of the two tests has a (I - a)-level 
closest to the nominal level of0.9. The absolute value of the difference between the nominal (1 
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- a)-level (i.e. 0.9) and the obtained (1 - a)-level of the t-test is determined. To simplify the 
explanation, this t-test difference is named TDIFF. The same result is determined for the 
pennutation t-test. It is named PDIFF. The column, (1 - a.)DIFF, shows the result when 
PDIFF is subtracted from TDIFF. A positive result indicates that the permutation t-test 
provides a obtained confidence level closer to the nominal level than the parametric t-test. A 
negative result implies that the parametric t-test provides an obtained confidence level closer to 
the nominal confidence level. 
To surnrnanse, one may say that a positive value in the second table indicates that the 
permutation test yields correct results more often than the permutation test does, and vice 
versa. However, this is not a general result that can be generalized to other cases. It is very 
specific as to the sample sizes, the homogeneity of variances, the size of the variance, the true 
difference between the means and the distribution of the underlying population. 
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4.2 NORMAL DISTRIBUTION 
4.2.1 EQUAL VARIANCES 
The results are presented in table 8. 
Table 8 
Normal distribution 
cr1=cr2=50 
Parametric test Permutation test 
Interval Interval 
!! m Q length (1-a) .I! length (1-a) .I! 
10 10 0 77.182 0.908 0.908 77.401 0.907 0.907 
10 10 20 76.070 0.886 0.758 76.276 0.887 0.756 
10 10 40 76.475 0.888 0.451 76.727 0.891 0.456 
10 10 60 76.010 0.894 0.163 76.270 0.895 0.168 
10 10 80 76.867 0.901 0.036 77.209 0.903 0.037 
10 20 0 65.340 0.894 0.894 65.456 0.894 0.894 
10 20 20 65.735 0.913 0.719 65.836 0.911 0.721 
10 20 40 65.237 0.903 0.358 65.457 0.907 0.362 
10 20 60 65.375 0.911 0.060 65.581 0.916 0.060 
10 20 80 65.340 0.894 0.007 65.586 0.894 0.007 
10 30 0 61.327 0.923 0.923 61.403 0.922 0.922 
10 30 20 61.327 0.923 0.712 61.427 0.923 0.717 
10 30 40 61.419 0.917 0.288 61.529 0.919 0.285 
10 30 60 61.177 0.897 0.052 61.352 0.900 0.055 
10 30 80 61.344 0.897 0.003 61.506 0.905 0.003 
10 40 0 58.958 0.905 0.905 59.020 0.900 0.900 
10 40 20 59.019 0.877 0.684 59.143 0.881 0.687 
10 40 40 58.995 0.890 0.298 59.256 0.895 0.303 
10 40 60 59.225 0.897 0.042 59.417 0.901 0.043 
10 40 80 58.988 0.906 0.000 59.369 0.906 0.000 
20 20 0 52.627 0.900 0.900 52.744 0.903 0.903 
20 20 20 52.627 0.900 0.643 52.789 0.903 0.650 
20 20 40 53.091 0.902 0.184 53.247 0.905 0.195 
20 20 60 53.116 0.912 0.019 53.387 0.908 0.018 
20 20 80 53.422 0.908 0.000 53.676 0.905 0.000 
20 30 0 48.033 0.920 0.920 48.165 0.916 0.916 
20 30 20 47.993 0.891 0.609 48.194 0.890 0.617 
20 30 40 48.416 0.916 0.140 48.708 0.916 0.147 
20 30 60 48.389 0.888 0.007 48.708 0.897 0.007 
20 30 80 48.004 0.891 0.000 48.484 0.895 0.000 
20 40 0 45.714 0.902 0.902 45.770 0.903 0.903 
20 40 20 45.628 0.912 0.587 45.704 0.910 0.580 
20 40 40 45.647 0.910 0.107 45.732 0.907 0.107 
20 40 60 45.529 0.888 0.005 45.649 0.888 0.004 
20 40 80 45.569 0.901 0.000 45.727 0.897 0.000 
30 30 0 42.842 0.903 0.903 42.894 0.900 0.900 
30 30 20 42.963 0.921 0.522 43.089 0.917 0.529 
30 30 40 43.108 0.902 0.087 43.281 0.907 0.089 
30 30 60 43.121 0.904 0.003 43.300 0.907 0.003 
30 30 80 42.951 0.911 0.000 43.217 0.909 0.000 
30 40 0 40.017 0.909 0.909 40.033 0.907 0.907 
30 40 20 40.085 0.890 0.513 40.119 0.895 0.510 
30 40 40 40.327 0.910 0.051 40.413 0.911 0.054 
30 40 60 40.017 0.909 0.000 40.120 0.908 0.000 
30 40 80 40.065 0.904 0.000 40.190 0.904 0.000 
40 40 0 37.160 0.909 0.909 37.601 0.911 0.911 
40 40 20 37.310 0.894 0.454 37.881 0.902 0.497 
40 40 40 37.238 0.908 0.019 38.048 0.916 0.025 
40 40 60 37.241 0.876 0.000 38.222 0.879 0.000 
40 40 80 37.362 0.909 0.000 38.503 0.915 0.000 
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The only obtained significance levels that do not satisfy the stringent criterion of Bradley are 
those where (n,m) = (10,30) and (20,30). They do, however, comply with the "liberal 
criterion". Varying sample sizes do not affect the robustness of the parametric or permutation 
t-test with respect to the significance level if the underlying distribution of both groups in the 
sample is normal with equal variances. 
The mean lengths of the confidence intervals of both tests decrease rapidly as the total number 
(n + m) of observations increase. As the length of the confidence intervals decreases, the 
probability of zero being in the interval decreases. This substantiates what is already common 
knowledge, namely that the power, (1-13), increases as the number of observations increases. 
The power increases as 8 increases. Even when the sample sizes are small, for example n = m = 
10, the probability of rejecting the null hypothesis when the alternative hypothesis is true, is 
60% when 8 = 40. A graph of the two different mean interval lengths at 8 equal to zero are 
shown in figure 9. The horizontal axis of the graph indicates the number of observations in 
each sample. A horizontal axis value of ij, where i;j = 1, 2, or 3, implies that sample 1 has 
(ix 10) observations and sample 2 has (J x 10) observations. For example, 23 refers ton= 20 
and m = 30. 
Figure 9 
Normal distribution 
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The results of the permutation and parametric t-tests seem to be approximately equal up to the 
third decimal. Table 9 was calculated in order to determine the extent of the difference 
between the two tests . 
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n. m § 
10 10 0 
10 10 20 
10 10 40 
10 10 60 
10 10 80 
10 20 0 
10 20 20 
10 20 40 
10 20 60 
10 20 80 
10 30 0 
10 30 20 
10 30 40 
10 30 60 
10 30 80 
10 40 0 
10 40 20 
10 40 40 
10 40 60 
10 40 80 
20 20 0 
20 20 20 
20 20 40 
20 20 60 
20 20 80 
20 30 0 
20 30 20 
20 30 40 
20 30 60 
20 30 80 
20 40 0 
20 40 20 
20 40 40 
20 40 60 
20 40 80 
30 30 0 
30 30 20 
30 30 40 
30 30 60 
30 30 80 
30 40 0 
30 40 20 
30 40 40 
30 40 60 
30 40 80 
40 40 0 
40 40 20 
40 40 40 
40 40 60 
40 40 80 
Table 9 
Normal distribution 
cr1=cr2=50 
0.008 
0.014 
0.012 
0.006 
0.001 
0.006 
0.013 
0.003 
0.011 
0.006 
0.023 
0.023 
0.017 
0.003 
0.003 
0.005 
0.023 
0.010 
0.003 
0.006 
0.000 
0.000 
0.002 
0.012 
0.008 
0.020 
0.009 
0.016 
0.012 
0.009 
0.002 
0.012 
0.010 
0.012 
0.001 
0.003 
0.021 
0.002 
0.004 
0.011 
0.009 
0.010 
0.010 
0.009 
0.004 
0.009 
0.006 
0.008 
0.024 
0.009 
Actual differences 
0.007 
0.013 
0.009 
0.005 
0.003 
0.006 
0.011 
0.007 
0.016 
0.006 
0.022 
0.023 
0.019 
0.000 
0.005 
0.000 
0.019 
0.005 
0.001 
0.006 
0.003 
0.003 
0.005 
0.008 
0.005 
0.016 
0.010 
0.016 
0.003 
0.005 
0.003 
0.010 
0.007 
0.012 
0.003 
0.000 
0.017 
0.007 
0.007 
0.009 
0.007 
0.005 
0.011 
0.008 
0.004 
0.011 
0.002 
0.016 
0.021 
0.015 
0.001 
0.001 
0.003 
0.001 
-0.002 
0.000 
0.002 
-0.004 
-0.005 
0.000 
0.001 
0.000 
-0.002 
0.003 
-0.002 
0.005 
0.004 
0.005 
0.002 
0.000 
-0.003 
-0.003 
-0.003 
0.004 
0.003 
0.004 
-0.001 
0.000 
0.009 
0.004 
-0.001 
0.002 
0.003 
0.000 
-0.002 
0.003 
0.004 
-0.005 
-0.003 
0.002 
0.002 
0.005 
-0.001 
0.001 
0.000 
-0.002 
0.004 
-0.008 
0.003 
-0.006 
0.001 
0.002 
-0.005 
-0.005 
-0.001 
0.000 
-0.002 
-0.004 
0.000 
0.000 
0.001 
-0.005 
0.003 
-0.003 
0.000 
0.005 
-0.003 
-0.005 
-0.001 
0.000 
-0.003 
-0.007 
-0.011 
0.001 
0.000 
0.004 
-0.008 
-0.007 
0.000 
0.000 
-0.001 
0.007 
0.000 
0.001 
0.000 
0.003 
-0.007 
-0.002 
0.000 
0.000 
0.002 
0.003 
-0.003 
0.000 
0.000 
-0.002 
-0.043 
-0.006 
0.000 
0.000 
-0.219 
-0.206 
-0.252 
-0.260 
-0.342 
-0.116 
-0.101 
-0.220 
-0.206 
-0.246 
-0.076 
-0.100 
-0.110 
-0.175 
-0.162 
-0.062 
-0.124 
-0.261 
-0.192 
-0.381 
-0.117 
-0.162 
-0.156 
-0.271 
-0.254 
-0.132 
-0.201 
-0.292 
-0.319 
-0.480 
-0.056 
-0.076 
-0.085 
-0.120 
-0.158 
-0.052 
-0.126 
-0.173 
-0.179 
-0.266 
-0.016 
-0.034 
-0.086 
-0.103 
-0.125 
-0.441 
-0.571 
-0.810 
-0.981 
-1.141 
The confidence interval length of the 
permutation test is always slightly (less 
than 1 % ) longer than that of the 
parametric t-test. The results of the 
confidence level show that of the 50 
cases, 7 of them showed no difference, 
and in 27 cases the probability that the 
true difference between the means is in 
the interval is larger for the permutation 
t-test. This could be possibly be ascribed 
to the fact that the confidence interval of 
the permutation t-test is wider than that 
of the parametric t-test. 
In only 12 of the 50 cases the 
permutation t-test had a power advantage 
over the parametric t-test. In 16 cases the 
power of the permutation and parametric 
t-tests was equal. 22 instances showed a 
power advantage when usmg the 
parametric test. 
In 6 instances the two tests provide an 
identical obtained confidence level. 17 
instances show a negative (1-a)DIFF 
which implies that the t-test provides an 
obtained confidence level closer to the 
nominal confidence level than that 
obtained when using the permutation test. 
27 cases show positive (1-a)DIFF values, 
indicating that the permutation test 
provides an obtained confidence level 
closer to the nominal significance level, more often than the parametric t-test. 
The differences shown in table 9 are so small that they are negligible. For all practical 
purposes, the two tests are equivalent. 
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4.2.2 UNEQUAL VARIANCES 
4.2.2.1 THE SMALLER VARIANCE ASSOCIATED WITH THE 
SMALLER SAMPLE 
Table 10 gives the results when the smaller sample, the first sample, IS associated with the 
smaller variance. Table 10 
Normal distribution 
0-1= 50 a-2=100 
Parametric test Permutation test 
Interval Interval 
n m Q length (1-a} ft length (1-a} ft 
10 10 0 120.838 0.896 0.896 120.893 0.900 0.900 
10 10 20 121.368 0.903 0.844 121.392 0.900 0.850 
10 10 40 120.982 0.904 0.687 121.131 0.906 0.689 
10 10 60 119.914 0.890 0.493 120.009 0.887 0.490 
10 10 80 119.909 0.899 0.279 120.062 0.903 0.285 
10 20 0 114.001 0.958 0.958 112.828 0.955 0.955 
10 20 20 113.478 0.946 0.890 112.296 0.943 0.888 
10 20 40 113.407 0.964 0.718 112.262 0.961 0.711 
10 20 60 113.288 0.956 0.459 112.247 0.955 0.455 
10 20 80 113.748 0.933 0.212 112.704 0.935 0.204 
10 30 0 110.809 0.969 0.969 109.647 0.970 0.970 
10 30 20 110.877 0.974 0.914 109.644 0.971 0.911 
10 30 40 111.001 0.965 0.730 109.880 0.963 0.721 
10 30 60 111.408 0.974 0.433 110.194 0.972 0.420 
10 30 80 111.219 0.981 0.149 110.072 0.978 0.138 
10 40 0 109.676 0.984 0.984 108.689 0.981 0.981 
10 40 20 109.109 0.983 0.936 108.262 0.982 0.937 
10 40 40 109.320 0.979 0.749 108.356 0.979 0.742 
10 40 60 109.633 0.981 0.430 108.647 0.978 0.419 
10 40 80 109.086 0.975 0.139 108.096 0.976 0.135 
20 20 0 83.957 0.919 0.919 83.989 0.918 0.918 
20 20 20 84.057 0.913 0.817 84.156 0.909 0.818 
20 20 40 83.256 0.897 0.511 83.296 0.897 0.514 
20 20 60 83.394 0.887 0.446 83.499 0.885 0.250 
20 20 80 83.990 0.899 0.079 84.147 0.902 0.078 
20 30 0 80.858 0.941 0.941 80.587 0.939 0.939 
20 30 20 80.858 0.941 0.835 80.627 0.939 0.836 
20 30 40 80.599 0.929 0.503 80.418 0.928 0.509 
20 30 60 80.657 0.934 0.175 80.516 0.933 0.177 
20 30 80 80.657 0.934 0.034 80.566 0.933 0.033 
20 40 0 79.064 0.958 0.958 78.629 0.956 0.956 
20 40 20 79.124 0.951 0.851 78.764 0.950 0.851 
20 40 40 79.107 0.953 0.485 78.747 0.953 0.482 
20 40 60 79.065 0.962 0.147 78.756 0.959 0.149 
20 40 80 78.901 0.950 0.026 78.543 0.951 0.025 
30 30 0 67.816 0.888 0.888 67.881 0.893 0.893 
30 30 20 68.002 0.902 0.735 67.975 0.897 0.740 
30 30 40 67.654 0.896 0.394 67.743 0.899 0.394 
30 30 60 67.623 0.905 0.116 67.722 0.907 0.117 
30 30 80 68.291 0.901 O.Q15 68.402 0.904 0.015 
30 40 0 66.078 0.934 0.934 65.844 0.932 0.932 
30 40 20 65.823 0.925 0.736 65.707 0.925 0.733 
30 40 40 66.014 0.926 0.373 65.869 0.928 0.373 
30 40 60 66.155 0.915 0.075 66.066 0.916 0.072 
30 40 80 66.165 0.929 0.001 66.070 0.930 0.001 
40 40 0 58.849 0.886 0.886 59.056 0.893 0.893 
40 40 20 58.913 0.894 0.688 59.149 0.897 0.701 
40 40 40 58.658 0.913 0.285 59.068 0.912 0.297 
40 40 60 58.705 0.903 0.037 59.219 0.901 0.047 
40 40 80 58.800 0.883 0.002 59.454 0.887 0.004 
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Havlicek and Peterson (1974) state that when the smaller sample is paired with the smaller 
variance the nominal significance level exceeds the obtained significance level, in the case of 
the parametric t-test. This is illustrated by the cases where o = 0 for (n,m) = (10,20); (10,30); 
(10,40) and (20,40). This result is also echoed by the permutation test. None of these cases 
comply with Bradley's liberal criterion of robustness. As the difference between n and m 
increases and the number of observations (n + m) is less than 60, the probability that the null 
hypothesis will be rejected when it is true, becomes very small, indicating that the test is 
conservative. The same can be said about the permutation t-test. This implies that the 
permutation test suffers the same defect as the parametric t-test, when applied to situations 
with both unequal variances and unequal sample sizes. 
In the case of equal sample sizes, the unequal variances do not seem to have an effect on either 
test. If one compares the power of the parametric test in the case of equal variances (table 8, 
column 6) with that of unequal variances (cr1 = 50, cr2 = 100) in table 10, column 6, the power 
seems to be affected by unequal variances even though the sample sizes are equal. For 
example, if n = m = 10 and o = 80, then the probability of accepting the null hypothesis when 
the alternative hypothesis is true, is larger (0.279) than when the variances differ. The 
corresponding value when the variances are equal is 0.036. 
Figure 10 shows the mean length of 
the confidence interval of both tests 
at o = 0 and (cr1, cr2) = 
(50, 100).The horizontal axis will 
again indicate the different sample 
size combinations. For example, 24 
on the horizontal axis refers to n = 
20 and m = 40. The confidence 
intervals of the permutation t-test 
are slightly shorter than those of 
the parametric t-test when the first 
sample has 10 observations. Both 
confidence intervals show a sharp 
reduction in length when the first 
sample size is 20, after which the 
two confidence interval lengths 
become indistinguishable. 
Figure 10 
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20 40 60 
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30 30 60 
30 30 80 
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30 40 20 
30 40 40 
30 40 60 
30 40 80 
40 40 0 
40 40 20 
40 40 40 
40 40 60 
40 40 80 
0.004 
0.003 
0.004 
0.010 
0.001 
0.058 
0.046 
0.064 
0.056 
0.033 
0.069 
0.074 
0.065 
0.074 
0.081 
0.084 
0.083 
0.079 
0.081 
0.075 
0.019 
0.013 
0.003 
0.013 
0.001 
0.041 
0.041 
0.029 
0.034 
0.034 
0.058 
0.051 
0.053 
0.062 
0.050 
0.012 
0.002 
0.004 
0.005 
0.001 
0.034 
0.025 
0.026 
0.015 
0.029 
0.014 
0.006 
0.013 
0.003 
0.017 
Table 11 
Normal distribution 
cr1=50,cr2=100 
Actual differences 
0.000 
0.000 
0.006 
0.013 
0.003 
0.055 
0.043 
0.061 
0.055 
0.035 
0.070 
0.071 
0.063 
0.072 
O.Q78 
0.081 
0.082 
0.079 
0.078 
0.076 
0.018 
0.009 
0.003 
0.015 
0.002 
0.039 
0.039 
0.028 
0.033 
0.033 
0.056 
0.050 
0.053 
0.059 
0.051 
0.007 
0.003 
0.001 
0.007 
0.004 
0.032 
0.025 
0.028 
0.016 
0.030 
0.007 
0.003 
0.012 
0.001 
0.013 
0.004 
0.003 
-0.002 
-0.003 
-0.002 
0.003 
0.003 
0.003 
0.001 
-0.002 
-0.001 
0.003 
0.002 
0.002 
0.003 
0.003 
0.001 
0.000 
0.003 
-0.001 
0.001 
0.004 
0.000 
-0.002 
-0.001 
0.002 
0.002 
0.001 
0.001 
0.001 
0.002 
0.001 
0.000 
0.003 
-0.001 
0.005 
-0.001 
0.003 
-0.002 
-0.003 
0.002 
0.000 
-0.002 
-0.001 
-0.001 
0.007 
0.003 
0.001 
0.002 
0.004 
-0.004 
-0.006 
-0.002 
0.003 
-0.006 
0.003 
0.002 
0.007 
0.004 
0.008 
-0.001 
0.003 
0.009 
0.013 
0.011 
0.003 
-0.001 
0.007 
0.011 
0.004 
0.001 
-0.001 
-0.003 
0.196 
0.001 
0.002 
-0.001 
-0.006 
-0.002 
0.001 
0.002 
0.000 
0.003 
-0.002 
0.001 
-0.005 
-0.005 
0.000 
-0.001 
0.000 
0.002 
0.003 
0.000 
0.003 
0.000 
-0.007 
-0.013 
-0.012 
-0.010 
-0.002 
-0.055 
-0.024 
-0.149 
-0.095 
-0.153 
1.173 
1.182 
1.145 
1.041 
1.044 
1.162 
1.233 
1.121 
1.214 
1.147 
0.987 
0.847 
0.964 
0.986 
0.990 
-0.032 
-0.099 
-0.040 
-0.105 
-0.157 
0.271 
0.231 
0.181 
0.141 
0.091 
0.435 
0.360 
0.360 
0.309 
0.358 
-0.065 
0.027 
-0.089 
-0.099 
-0.111 
0.234 
0.116 
0.145 
0.089 
0.095 
-0.207 
-0.236 
-0.410 
-0.514 
-0.654 
Table 11 was drawn up, in order to 
determine the extent of the difference 
between the two tests . 
The confidence interval of the 
parametric t-test is shorter than that of 
the permutation t-test, when the sample 
sizes are the same. The confidence 
interval of the parametric t-test is much 
wider than that of the permutation t-test 
when the sample sizes differ. The 
difference is most prominent when the 
number of observations, (n + m), is 
small and n = 10. The narrower 
confidence interval goes hand in hand 
with a power advantage when using the 
permutation t-test when the sample sizes 
differ and the smaller sample is coupled 
with the smaller variance. Even at n = m 
= 20, the permutation t-test shows a 
power advantage over the parametric t-
test at o > 40. 
In 4 instances the two tests provide an 
identical obtained confidence level. 15 
instances show a negative (1-a)DIFF 
which implies that the t-test provides an 
obtained confidence level closer to the 
nominal confidence level than that 
obtained when using the permutation 
test. 31 cases show positive (1-a)DIFF 
values, indicating that the permutation 
test provides an obtained confidence level closer to the nominal significance level, more often 
than the parametric t-test. 
The differences shown in table 11 are so small that they are negligible. For all practical 
purposes, the two tests are equivalent. 
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4.2.2.2 THE LARGER VARIANCE ASSOCIATED WITH THE 
SMALLER SAMPLE 
Table 12 shows the results when the larger variance is associated with the smaller sample. 
Table 12 
Nonna! distribution 
cr1= 100 cr2=50 
Parametric test Pennutation test 
Interval Interval 
n !!! Q length (1-a) ft length (1-a) ft 
10 10 0 119.521 0.890 0.890 119.592 0.890 0.890 
10 10 20 119.545 0.889 0.833 119.592 0.888 0.833 
10 10 40 120.437 0.918 0.718 120.558 0.920 0.725 
10 10 60 121.071 0.906 0.531 121.238 0.906 0.530 
10 10 80 120.437 0.894 0.286 120.657 0.895 0.282 
10 20 0 90.634 0.820 0.820 92.466 0.820 0.820 
10 20 20 90.706 0.823 0.731 92.484 0.831 0.737 
10 20 40 91.339 0.817 0.570 93.210 0.824 0.585 
10 20 60 90.951 0.812 0.347 92.781 0.817 0.351 
10 20 80 90.882 0.791 0.168 92.748 0.800 0.177 
10 30 0 80.071 0.786 0.786 81.955 0.794 0.794 
10 30 20 80.129 0.780 0.708 82.086 0.783 0.722 
10 30 40 80.162 0.764 0.508 82.154 0.774 0.524 
10 30 60 79.801 0.753 0.266 81.756 0.763 0.288 
10 30 80 79.964 0.780 0.112 81.995 0.789 0.115 
10 40 0 73.543 0.740 0.740 75.426 0.751 0.751 
10 40 20 73.465 0.732 0.669 75.378 0.747 0.682 
10 40 40 73.543 0.740 0.444 75.514 0.751 0.463 
10 40 60 73.465 0.732 0.237 75.468 0.747 0.247 
10 40 80 73.543 0.740 0.094 75.620 0.751 0.103 
20 20 0 82.986 0.897 0.897 83.067 0.892 0.892 
20 20 20 83.449 0.905 0.787 83.453 0.904 0.786 
20 20 40 83.136 0.887 0.545 83.295 0.886 0.552 
20 20 60 84.245 0.909 0.244 84.336 0.907 0.242 
20 20 80 83.676 0.904 0.069 83.788 0.904 0.072 
20 30 0 71.519 0.846 0.846 72.007 0.852 0.852 
20 30 20 71.449 0.870 0.721 71.992 0.871 0.728 
20 30 40 71.085 0.864 0.437 71.658 0.866 0.448 
20 30 60 71.215 0.865 0.144 71.851 0.872 0.154 
20 30 80 71.597 0.846 0.043 72.235 0.847 0.045 
20 40 0 64.452 0.820 0.820 65.006 0.817 0.817 
20 40 20 64.281 0.850 0.706 64.851 0.853 0.719 
20 40 40 64.425 0.831 0.381 65.028 0.835 0.388 
20 40 60 64.213 0.817 0.126 64.794 0.821 0.127 
20 40 80 63.807 0.820 0.024 64.450 0.828 0.023 
30 30 0 68.068 0.897 0.897 68.034 0.897 0.897 
30 30 20 67.815 0.913 0.755 67.857 0.912 0.758 
30 30 40 67.990 0.908 0.390 68.035 0.901 0.391 
30 30 60 67.545 0.895 0.095 67.690 0.895 0.097 
30 30 80 68.142 0.907 0.012 68.348 0.906 0.012 
30 40 0 60.489 0.872 0.872 60.675 0.870 0.870 
30 40 20 60.313 0.865 0.679 60.481 0.869 0.683 
30 40 40 60.214 0.857 0.310 60.342 0.856 0.312 
30 40 60 60.054 0.877 0.062 60.297 0.878 0.064 
30 40 80 60.608 0.871 0.009 60.832 0.867 0.009 
40 40 0 58.702 0.913 0.913 58.896 0.910 0.910 
40 40 20 58.849 0.905 0.696 59.140 0.906 0.707 
40 40 40 58.786 0.903 0.255 59.174 0.905 0.276 
40 40 60 58.569 0.910 0.039 59.056 0.912 0.046 
40 40 80 58.620 0.889 0.000 59.240 0.894 0.000 
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In most cases, the obtained a level is much larger than the nominal a level of 0.1 and not even 
the "liberal criterion" of Bradley is met. This implies that the null hypothesis will often be 
rejected when it is true. These cases are (n,m) = (10,20); (10,30); (10,40); and (20,40). The 
obtained significance levels associated with these cases are: 0.180; 0.214; 0.26 and 0.180. In 
some of the cases listed above the results of the two tests differ slightly. The obtained 
significance levels are all greater than 0.15 in the above-mentioned cases. This indicates that 
when the smaller sample is paired with the larger variance, the number of observations is less 
than or equal to 60 and the underlying population is normal, the probability that the null 
hypothesis will be rejected when it is true is much larger than the nominal a level of 0.1. 
The parametric t-test seems to have a slight power advantage over the permutation test. This 
tendency is also reflected in the mean confidence interval lengths, where the mean lengths of 
the parametric t-test are shorter when the first group size is 10, after which they are almost the 
same. Figure 11 illustrates the difference between the confidence interval lengths of the two 
tests at the different sample sizes and at o equal to zero. The horizontal axis will again indicate 
the different sample size combinations. For example, 24 on the horizontal axis refers ton= 20 
andm=40. 
Figure 11 
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Table 13 
Normal distribution 
a1=100,a2=50 
Actual differences 
0.010 
0.012 
0.020 
0.006 
0.005 
0.080 
0.069 
0.076 
0.083 
0.100 
0.106 
0.117 
0.126 
0.137 
0.111 
0.149 
0.153 
0.149 
0.153 
0.149 
0.008 
0.004 
0.014 
0.007 
0.004 
0.048 
0.029 
0.034 
0.028 
0.053 
0.083 
0.047 
0.065 
0.079 
0.072 
0.003 
0.012 
0.001 
0.005 
0.006 
0.030 
0.031 
0.044 
0.022 
0.033 
0.010 
0.006 
0.005 
0.012 
0.006 
0.000 
-0.001 
-0.002 
0.000 
0.001 
0.000 
0.008 
0.007 
0.005 
0.009 
0.008 
0.003 
0.010 
0.010 
0.009 
0.011 
0.015 
0.011 
0.015 
0.011 
-0.005 
0.001 
-0.001 
0.002 
0.000 
0.006 
0.001 
0.002 
0.007 
0.001 
-0.003 
0.003 
0.004 
0.004 
0.008 
0.000 
0.001 
0.007 
0.000 
0.001 
-0.002 
0.004 
-0.001 
0.001 
-0.004 
0.003 
-0.001 
-0.002 
-0.002 
0.005 
0.000 
0.000 
-0.007 
0.001 
0.004 
0.000 
-0.006 
-0.015 
-0.004 
-0.009 
-0.008 
-0.014 
-0.016 
-0.022 
-0.003 
-0.011 
-0.013 
-0.019 
-0.010 
-0.009 
0.005 
0.001 
-0.007 
0.002 
-0.003 
-0.006 
-0.007 
-0.011 
-0.010 
-0.002 
0.003 
-0.013 
-0.007 
-0.001 
0.001 
0.000 
-0.003 
-0.001 
-0.002 
0.000 
0.002 
-0.004 
-0.002 
-0.002 
0.000 
0.003 
-0.011 
-0.021 
-0.007 
0.000 
-0.071 
-0.047 
-0.121 
-0.167 
-0.220 
-1.832 
-1.778 
-1.871 
-1.830 
-1.866 
-1.884 
-1.957 
-1.992 
-1.955 
-2.031 
-1.883 
-1.913 
-1.971 
-2.003 
-2.077 
-0.081 
-0.004 
-0.159 
-0.091 
-0.112 
-0.488 
-0.543 
-0.573 
-0.636 
-0.638 
-0.554 
-0.570 
-0.603 
-0.581 
-0.643 
0.034 
-0.042 
-0.045 
-0.145 
-0.206 
-0.186 
-0.168 
-0.128 
-0.243 
-0.224 
-0.194 
-0.291 
-0.388 
-0.487 
-0.620 
The confidence interval lengths show a 
slight increase when the sample sizes are 
equal. The mean confidence interval 
lengths of the permutation test are 
slightly wider than those of the 
parametric test. The lengths are very 
much the same when the sample sizes 
are equal. 
See table 13 for a closer examination of 
the differences between the two tests. 
The confidence interval of the 
parametric t-test is, with one exception, 
narrower than that of the permutation t-
test. If n = 10 and n is not equal to m, 
the parametric t-test shows a power 
advantage. 43 cases show a nonzero 
difference between the two tests. Of the 
43 nonzero cases, 34 are negative, 
which indicates that if the underlying 
population is normal and the smaller 
sample corresponds to the larger 
variance, the parametric t-test shows a 
power advantage in most of the cases. 
In two cases, (n,m) = (10,30) and 
(10,40), the permutation t-test provides 
an obtained confidence level much 
closer to the nominal level than the 
parametric t-test. These differences are 
in the second decimal and may indicate 
that when the smaller sample is paired with the larger variance and the larger sample is more 
than 3 times the size of the smaller one, the permutation t-test provides an obtained 
significance level closer to the nominal significance level. 
In 6 instances, the two tests provide an identical obtained confidence level. 11 instances show a 
negative (1-a)DIFF which implies that the t-test provides an obtained confidence level closer 
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to the nominal confidence level than that obtained when using the permutation test. 33 cases 
show positive (1-a)DIFF values, indicating that the permutation test provides an obtained 
confidence level closer to the nominal significance level, more often than the parametric t-test. 
The differences shown in table 13 are so small that they are negligible. For all practical 
purposes, the two tests are equivalent. The only exception is when the smaller sample is paired 
with the larger variance and the larger sample is more than 3 times the size of the smaller 
sample. In this instance the permutation t-test provides an obtained significance level closer to 
the nominal significance level. 
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4.3 GAMMA DISTRIBUTION 
The results are presented in table 14. 
Table 14 
Gamma distribution 
a=9 
cr1= 50, cr2=50 + (Ii+ 3) 
Parametric test Permutation test 
Interval Interval 
n !!! Q length (1-al ~ length (1-a} ~ 
10 10 0 76.226 0.915 0.915 76.214 0.915 0.915 
10 10 20 81.611 0.897 0.810 81.484 0.898 0.801 
10 10 40 87.742 0.909 0.554 87.665 0.909 0.551 
10 10 60 92.494 0.903 0.275 92.457 0.900 0.273 
10 10 80 97.920 0.894 0.135 97.741 0.890 0.138 
10 20 0 65.123 0.887 0.887 65.082 0.882 0.882 
10 20 20 70.790 0.919 0.765 70.563 0.920 0.748 
10 20 40 77.771 0.932 0.465 77.373 0.929 0.449 
10 20 60 83.757 0.926 0.212 83.149 0.926 0.197 
10 20 80 89.946 0.954 0.059 89.244 0.953 0.054 
10 30 0 60.936 0.906 0.906 60.907 0.905 0.905 
10 30 20 67.015 0.926 0.746 66.764 0.917 0.724 
10 30 40 73.357 0.930 0.438 72.952 0.926 0.417 
10 30 60 79.860 0.942 0.142 79.273 0.938 0.134 
10 30 80 87.339 0.951 0.050 86.532 0.952 0.046 
10 40 0 59.163 0.898 0.898 59.066 0.897 0.897 
10 40 20 64.687 0.927 0.772 64.528 0.931 0.754 
10 40 40 72.092 0.944 0.419 71.742 0.945 0.401 
10 40 60 78.658 0.957 0.113 78.094 0.956 0.103 
10 40 80 85.100 0.965 0.030 84.349 0.964 0.027 
20 20 0 52.751 0.899 0.899 52.733 0.899 0.899 
20 20 20 56.831 0.899 0.692 56.770 0.902 0.691 
20 20 40 60.254 0.900 0.295 60.191 0.899 0.300 
20 20 60 64.591 0.891 0.080 64.556 0.889 0.079 
20 20 80 67.932 0.912 0.009 67.875 0.911 0.009 
20 30 0 48.396 0.913 0.913 48.351 0.915 0.915 
20 30 20 51.649 0.910 0.647 51.531 0.908 0.633 
20 30 40 56.115 0.916 0.237 55.960 0.914 0.230 
20 30 60 60.091 0.916 0.034 59.889 0.918 0.032 
20 30 80 64.858 0.917 0.004 64.631 0.920 0.003 
20 40 0 45.368 0.908 0.908 45.377 0.908 0.908 
20 40 20 49.699 0.908 0.621 49.565 0.910 0.612 
20 40 40 53.873 0.934 0.189 53.715 0.932 0.184 
20 40 60 58.152 0.920 0.040 57.947 0.918 0.036 
20 40 80 62.699 0.945 0.002 62.502 0.943 0.002 
30 30 0 42.874 0.903 0.903 42.881 0.905 0.905 
30 30 20 45.633 0.899 0.583 45.627 0.899 0.586 
30 30 40 48.999 0.886 0.141 48.972 0.889 0.139 
30 30 60 52.255 0.886 0.012 52.236 0.880 0.011 
30 30 80 55.349 0.907 0.001 55.305 0.908 0.001 
30 40 0 40.144 0.911 0.911 40.079 0.911 0.911 
30 40 20 43.164 0.908 0.531 43.097 0.908 0.529 
30 40 40 46.612 0.914 0.126 46.539 0.915 0.125 
30 40 60 49.648 0.909 0.008 49.545 0.908 0.007 
30 40 80 53.061 0.905 0.000 52.919 0.905 0.000 
40 40 0 37.004 0.904 0.904 36.923 0.897 0.897 
40 40 20 39.520 0.889 0.479 39.478 0.893 0.477 
40 40 40 42.124 0.898 0.061 42.064 0.896 0.060 
40 40 60 45.045 0.907 0.001 44.980 0.902 0.001 
40 40 80 47.882 0.886 0.000 47.835 0.888 0.000 
55 
All but three of the obtained significance levels satisfy at least the "liberal criterion" of Bradley. 
The three cases are where (n, m, 8) = (10, 20, 80); (10, 40, 60) and (10, 40, 80). Varying 
sample sizes do not affect the robustness of the parametric or permutation t-tests with respect 
to significance level when the underlying distribution of both groups in the sample is the 
gamma distribution. 
The average confidence interval lengths of both tests decrease rapidly as the total number (n + 
m) of observations increases. Within a (n,m) combination, the average confidence interval 
lengths increase as b increases. This can be attributed to the fact that the variance of the second 
sample increases as b increases. Table 2 listed the variances of the two groups. 
The power ( 1-13) of the tests is nearly equal. The power increases as b increases within each 
sample size group. The probability of rejecting the null hypothesis when the alternative 
hypothesis is true, becomes larger as the total number of observations increases. 
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n m Q 
10 10 0 
10 10 20 
10 10 40 
10 10 60 
10 10 80 
10 20 0 
10 20 20 
10 20 40 
10 20 60 
10 20 80 
10 30 0 
10 30 20 
10 30 40 
10 30 60 
10 30 80 
10 40 0 
10 40 20 
10 40 40 
10 40 60 
10 40 80 
20 20 0 
20 20 20 
20 20 40 
20 20 60 
20 20 80 
20 30 0 
20 30 20 
20 30 40 
20 30 60 
20 30 80 
20 40 0 
20 40 20 
20 40 40 
20 40 60 
20 40 80 
30 30 0 
30 30 20 
30 30 40 
30 30 60 
30 30 80 
30 40 0 
30 40 20 
30 40 40 
30 40 60 
30 40 80 
40 40 0 
40 40 20 
40 40 40 
40 40 60 
40 40 80 
Table 15 
Gamma distribution 
a=9 
er 1= 50, cr2=50 + ( o + 3) 
0.015 
0.003 
0.009 
0.003 
0.006 
0.013 
0.019 
0.032 
0.026 
0.054 
0.006 
0.026 
0.030 
0.042 
0.051 
0.002 
0.027 
0.044 
0.057 
0.065 
0.001 
0.001 
0.000 
0.009 
0.012 
0.013 
0.010 
0.016 
0.016 
0.017 
0.008 
0.008 
0.034 
0.020 
0.045 
0.003 
0.001 
0.014 
O.o14 
0.007 
0.011 
0.008 
0.014 
0.009 
0.005 
0.004 
0.011 
0.002 
0.007 
0.014 
Actual differences 
0.015 
0.002 
0.009 
0.000 
0.010 
0.018 
0.020 
0.029 
0.026 
0.053 
0.005 
0.017 
0.026 
0.038 
0.052 
0.003 
0.031 
0.045 
0.056 
0.064 
0.001 
0.002 
0.001 
0.011 
0.011 
0.015 
0.008 
0.014 
0.018 
0.020 
0.008 
0.010 
0.032 
0.018 
0.043 
0.005 
0.001 
0.011 
0.020 
0.008 
0.011 
0.008 
0.015 
0.008 
0.005 
0.003 
0.007 
0.004 
0.002 
0.012 
0.000 
0.001 
0.000 
0.003 
-0.004 
-0.005 
-0.001 
0.003 
0.000 
0.001 
0.001 
0.009 
0.004 
0.004 
-0.001 
-0.001 
-0.004 
-0.001 
0.001 
0.001 
0.000 
-0.001 
-0.001 
-0.002 
0.001 
-0.002 
0.002 
0.002 
-0.002 
-0.003 
0.000 
-0.002 
0.002 
0.002 
0.002 
-0.002 
0.000 
0.003 
-0.006 
-0.001 
0.000 
0.000 
-0.001 
0.001 
0.000 
0.001 
0.004 
-0.002 
0.005 
0.002 
0.000 
0.009 
0.003 
0.002 
-0.003 
0.005 
0.017 
0.016 
0.015 
0.005 
0.001 
0.022 
0.021 
0.008 
0.004 
0.001 
0.018 
0.018 
0.010 
0.003 
0.000 
0.001 
-0.005 
0.001 
0.000 
-0.002 
0.014 
0.007 
0.002 
0.001 
0.000 
0.009 
0.005 
0.004 
0.000 
-0.002 
-0.003 
0.002 
0.001 
0.000 
0.000 
0.002 
0.001 
0.001 
0.000 
0.007 
0.002 
0.001 
0.000 
0.000 
0.012 
0.127 
0.077 
0.037 
0.179 
0.041 
0.227 
0.398 
0.608 
0.702 
0.029 
0.251 
0.405 
0.587 
0.807 
0.097 
0.159 
0.350 
0.564 
0.751 
0.018 
0.061 
0.063 
0.035 
0.057 
0.045 
0.118 
0.155 
0.202 
0.227 
-0.009 
0.134 
0.158 
0.205 
0.197 
-0.007 
0.006 
0.027 
0.019 
0.044 
0.065 
0.067 
0.073 
0.103 
0.142 
0.081 
0.042 
0.060 
0.065 
0.047 
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Table 15 lists the differences between 
the two tests with respect to significance 
level, confidence level, power and length 
of the confidence interval. 
With the exception of 2 cases the 
confidence interval length of the 
permutation t-test is narrower than that 
of the parametric t-test. 35 cases show 
the permutation t-test as having a power 
advantage over the parametric t-test. 10 
cases show no difference. 
The difference in the confidence levels 
of the two tests is zero in 9 cases. 19 
instances show a negative (1-a)DIFF 
which implies that the t-test provides an 
obtained confidence level closer to the 
nominal confidence level than that 
obtained when using the permutation 
test. 22 cases show positive (1-a)DIFF 
values, indicating that the permutation 
test provides an obtained confidence 
level closer to the nominal significance 
level, more often than the parametric t-
test. 
The differences shown in table 15 are so 
small that they are negligible. For all 
practical purposes, the two tests are 
equivalent. 
4.4 LOGNORMAL DISTRIBUTION 
4.4.1 EQUAL POPULATION VARIANCES 
The results are presented in table 16. 
Table 16 
Lognormal distribution 
Parametric test Permutation test 
Interval Interval 
n !!! Q length (1-o:) 1! length (1-o:) 1! 
10 10 0 75.923 0.904 0.904 75.678 0.901 0.901 
10 10 20 75.678 0.886 0.756 75.527 0.883 0.755 
10 10 40 76.946 0.895 0.462 76.771 0.891 0.458 
10 10 60 76.024 0.889 0.188 75.914 0.883 0.188 
10 10 80 76.521 0.914 0.057 76.330 0.911 0.058 
10 20 0 65.024 0.907 0.907 64.977 0.909 0.909 
10 20 20 64.738 0.904 0.692 64.736 0.904 0.671 
10 20 40 65.068 0.911 0.326 65.033 0.906 0.320 
10 20 60 64.451 0.882 0.088 64.471 0.883 0.083 
10 20 80 66.015 0.909 0.020 65.982 0.906 0.018 
10 30 0 60.518 0.902 0.902 60.458 0.900 0.900 
10 30 20 60.162 0.909 0.687 60.111 0.898 0.674 
10 30 40 61.016 0.900 0.328 61.027 0.905 0.316 
10 30 60 60.679 0.909 0.063 60.626 0.902 0.055 
10 30 80 60.964 0.896 0.011 60.934 0.897 0.009 
10 40 0 58.652 0.901 0.901 58.500 0.898 0.898 
10 40 20 58.813 0.904 0.683 58.726 0.906 0.666 
10 40 40 59.187 0.906 0.269 59.132 0.908 0.249 
10 40 60 58.578 0.915 0.056 58.498 0.913 0.051 
10 40 80 58.798 0.897 0.003 58.678 0.897 0.003 
20 20 0 52.538 0.891 0.891 52.496 0.894 0.894 
20 20 20 52.482 0.919 0.663 52.439 0.917 0.673 
20 20 40 52.508 0.895 0.192 52.407 0.898 0.194 
20 20 60 52.546 0.886 0.022 52.437 0.889 O.D25 
20 20 80 52.659 0.885 0.002 52.581 0.887 0.002 
20 30 0 48.018 0.904 0.904 47.930 0.897 0.897 
20 30 20 48.340 0.894 0.636 48.253 0.900 0.627 
20 30 40 47.830 0.915 0.142 47.743 0.911 0.138 
20 30 60 48.202 0.904 0.016 48.147 0.905 0.013 
20 30 80 48.316 0.905 0.002 48.288 0.903 0.002 
20 40 0 45.649 0.891 0.891 45.591 0.889 0.889 
20 40 20 45.495 0.906 0.547 45.474 0.909 0.537 
20 40 40 45.345 0.892 0.104 45.282 0.890 0.101 
20 40 60 45.799 0.894 0.010 45.747 0.890 0.010 
20 40 80 45.319 0.895 0.000 45.273 0.891 0.000 
30 30 0 42.591 0.898 0.898 42.544 0.900 0.900 
30 30 20 42.897 0.905 0.531 42.834 0.905 0.535 
30 30 40 43.064 0.900 0.091 43.057 0.899 0.092 
30 30 60 42.692 0.907 0.001 42.658 0.906 0.001 
30 30 80 42.947 0.896 0.000 42.893 0.901 0.000 
30 40 0 40.291 0.901 0.901 40.271 0.901 0.901 
30 40 20 39.989 0.898 0.500 39.938 0.893 0.498 
30 40 40 40.011 0.903 0.057 39.976 0.904 0.056 
30 40 60 40.164 0.921 0.000 40.100 0.919 0.000 
30 40 80 40.340 0.887 0.000 40.250 0.885 0.000 
40 40 0 37.194 0.903 0.903 37.131 0.906 0.906 
40 40 20 37.103 0.883 0.450 37.050 0.885 0.447 
40 40 40 37.190 0.882 0.042 37.123 0.877 0.042 
40 40 60 37.034 0.901 0.000 36.986 0.898 0.000 
40 40 80 37.229 0.896 0.000 37.164 0.890 0.000 
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The obtained a levels of the t-test and the permutation t-test are robust with regard to 
significance level, when the samples have lognormal distributions. All satisfy Bradley's liberal 
criterion. If the underlying population distributions are both positively skewed, leptokurtic and 
the population variances are equal, both t-tests are robust with regard to significance level. 
Table 17 lists the differences between the two tests. 
In all cases the lengths of the confidence intervals of the permutation t-test are slightly shorter 
than those of the parametric t-test. 
The permutation t-test shows a power advantage over the parametric t-test in 26 of the 36 non 
zero differences. The probability that the null hypothesis will be rejected when the alternative 
hypothesis is true, is reasonably (second decimal) larger for the permutation t-test than for the 
parametric t-test in 5 cases. These cases are (n,m,o) = (10;20;20); (10;30;20); (10;30;40); 
(10;40;20); and (10;40;40). The common factors in the named cases seem to be that the 
second sample size is much larger than the first and the shift parameter, o, is either 20 or 40. 9 
of the 10 cases where the parametric t-test show is a power advantage over the permutation t-
test, occur when the sample sizes are equal. 
The difference in the confidence levels of the two tests is zero in 4 cases. 22 instances show a 
negative (1-a)DIFF, which implies that the t-test provides an obtained confidence level closer 
to the nominal confidence level than that obtained when using the permutation test. 34 cases 
show positive (1-a)DIFF values, indicating that the permutation test provides obtained 
confidence levels that are closer to the nominal significance level than those of the parametric 
t-test. 
Most differences shown in table 17 are so small that they are negligible. 
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Table 17 
Lognonnal distribution 
cr1 = cr2 = 50 
Actual differences 
.!! .!!! _§ TDIFF PDIFF (1<clDIFF ilh:fl2} ffi!1-Cl2l 
10 10 0 0.004 O.CX)1 0.003 0.003 0.245 
10 10 20 0.014 0.017 -0.003 0.001 0.151 
10 10 40 0.005 0.009 -0.004 0.004 0.175 
10 10 60 0.011 0.017 -0.006 0.000 0.110 
10 10 80 0.014 0.011 0.003 -0.001 0.191 
10 20 0 0.007 0.009 -0.002 -0.002 0.047 
10 20 20 0.004 0.004 0.000 0.021 0.002 
10 20 40 0.011 0.006 0.005 0.006 0.035 
10 20 60 0.018 0.017 0.001 0.005 -0.020 
10 20 80 0.009 0.006 0.003 0.002 0.033 
10 30 0 0.002 0.000 0.002 0.002 0.060 
10 30 20 0.009 0.002 0.007 0.013 0.051 
10 30 40 0.000 0.005 -0.005 0.012 -0.011 
10 30 60 0.009 0.002 0.007 0.008 0.053 
10 30 80 0.004 0.003 0.001 0.002 0.030 
10 40 0 0.001 0.002 -0.001 0.003 0.152 
10 40 20 0.004 0.006 -0.002 0.017 0.087 
10 40 40 0.006 0.008 -0.002 0.020 0.055 
10 40 60 0.015 0.013 0.002 0.005 0.080 
10 40 80 0.003 0.003 0.000 0.000 0.120 
20 20 0 0.009 0.006 0.003 -0.003 0.042 
20 20 20 0.019 0.017 0.002 -0.010 0.043 
20 20 40 0.005 0.002 0.003 -0.002 0.101 
20 20 60 0.014 0.011 0.003 -0.003 0.109 
20 20 80 0.015 0.013 0.002 0.000 0.078 
20 30 0 0.004 0.003 0.001 0.007 0.088 
20 30 20 0.006 0.000 0.006 0.009 0.087 
20 30 40 0.015 0.011 0.004 0.004 0.087 
20 30 60 0.004 0.005 -0.001 0.003 0.055 
20 30 80 0.005 0.003 0.002 0.000 0.028 
20 40 0 0.009 O.Q11 -0.002 0.002 0.058 
20 40 20 0.006 0.009 -0.003 0.010 0.021 
20 40 40 0.008 0.010 -0.002 0.003 0.063 
20 40 60 0.006 0.010 -0.004 0.000 0.052 
20 40 80 0.005 0.009 -0.004 0.000 0.046 
30 30 0 0.002 0.000 0.002 -0.002 0.047 
30 30 20 0.005 0.005 0.000 -0.004 0.063 
30 30 40 0.000 0.001 -0.001 -0.001 0.007 
30 30 60 0.007 0.006 0.001 0.000 0.034 
30 30 80 0.004 0.001 0.003 0.000 0.054 
30 40 0 0.001 0.001 0.000 0.000 0.020 
30 40 20 0.002 0.007 -0.005 0.002 0.051 
30 40 40 0.003 0.004 -0.001 0.001 0.035 
30 40 60 0.021 0.019 0.002 0.000 0.064 
30 40 80 0.013 0.015 -0.002 0.000 0.090 
40 40 0 0.003 0.006 -0.003 -0.003 0.063 
40 40 20 0.017 0.015 0.002 0.003 0.053 
40 40 40 0.018 0.023 -0.005 0.000 0.067 
40 40 60 0.001 0.002 -0.001 0.000 0.048 
40 40 80 0.004 0.010 -0.006 0.000 0.065 
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4.4.2 LARGER SAMPLE ASSOCIATED WITH LARGER 
VARIANCE 
The results are listed in table 18. 
Table 18 
Lognonnal distribution 
cr1 = 50; cr2 = 100 
Parametric test Permutation test 
Interval Interval 
n m § length (1-a) J! length (1-a} J! 
1010 0 115.423 0.890 0.890 113.858 0.891 0.891 
1010 20 116.605 0.875 0.874 115.296 0.871 0.866 
1010 40 115.765 0.884 0.743 114.517 0.880 0.738 
1010 60 117.638 0.885 0.487 116.752 0.886 0.478 
1010 80 115.929 0.896 0.292 115.060 0.896 0.280 
10 20 0 110.177 0.948 0.948 107.809 0.943 0.943 
10 20 20 111.862 0.948 0.912 109.860 0.944 0.892 
1020 40 110.186 0.952 0.748 108.231 0.952 0.719 
10 20 60 111.002 0.952 0.455 109.240 0.953 0.403 
1020 80 111.587 0.938 0.166 109.975 0.933 0.141 
1030 0 106.793 0.948 0.948 104.828 0.951 0.951 
10 30 20 108.344 0.965 0.949 106.554 0.963 0.926 
1030 40 108.641 0.974 0.754 106.901 0.974 0.680 
10 30 60 109.937 0.958 0.386 108.326 0.958 0.321 
1030 80 109.088 0.962 0.137 107.631 0.962 0.098 
1040 0 106.776 0.965 0.965 105.123 0.968 0.968 
1040 20 108.062 0.973 0.956 106.393 0.974 0.931 
1040 40 108.678 0.974 0.747 107.050 0.980 0.676 
1040 60 107.607 0.970 0.371 106.304 0.971 0.302 
1040 80 108.256 0.978 0.108 106.976 0.978 0.077 
2020 0 81.841 0.902 0.902 81.225 0.902 0.902 
2020 20 82.328 0.893 0.848 81.721 0.888 0.841 
20 20 40 82.237 0.887 0.539 81.951 0.885 0.536 
20 20 60 82.572 0.902 0.194 82.288 0.899 0.190 
2020 80 82.384 0.908 0.035 82.276 0.909 0.034 
2030 0 79.085 0.927 0.927 78.315 0.924 0.924 
2030 20 80.140 0.930 0.849 79.371 0.926 0.836 
2030 40 79.129 0.932 0.472 78.453 0.931 0.452 
2030 60 79.540 0.943 0.125 79.006 0.943 0.117 
20 30 80 80.159 0.928 0.012 79.579 0.924 0.011 
2040 0 77.674 0.941 0.941 76.825 0.937 0.937 
2040 20 77.804 0.942 0.828 77.114 0.942 0.814 
2040 40 78.367 0.955 0.486 77.705 0.953 0.453 
2040 60 78.326 0.942 0.123 77.757 0.941 0.108 
2040 80 79.007 0.952 0.013 78.461 0.952 0.012 
3030 0 65.778 0.866 0.866 65.480 0.864 0.864 
3030 20 67.489 0.906 6.757 67.246 0.903 0.752 
3030 40 66.920 0.889 0.367 66.729 0.892 0.364 
3030 60 67.185 0.901 0.060 67.058 0.900 0.058 
3030 80 67.262 0.882 0.003 67.172 0.883 0.003 
3040 0 64.627 0.907 0.907 64.281 0.908 0.908 
3040 20 65.569 0.915 0.801 65.228 0.916 0.791 
3040 40 65.348 0.928 0.344 64.976 0.925 0.335 
3040 60 65.936 0.915 0.055 65.652 0.914 0.053 
3040 80 65.644 0.927 0.005 65.350 0.931 0.006 
4040 0 57.792 0.893 0.893 57.511 0.895 0.895 
4040 20 58.261 0.891 0.712 58.067 0.891 0.710 
4040 40 58.293 0.904 0.235 58.127 0.903 0.233 
4040 60 58.298 0.913 0.015 58.147 0.910 0.015 
4040 80 58.626 0.909 0.001 58.503 0.910 0.001 
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Where (n,m) = (10,30) and (10,40), 
the nominal significance level 
exceeds the obtained significance 
level. In these cases the null 
hypothesis 1s not rejected often 
enough. This result is obtained by 
both t-tests. None of the named 
cases comply with Bradley's liberal 
criterion of robustness. This implies 
that the permutation test suffers the 
same defect as the parametric t-test, 
when applied to situations with both 
unequal vanances and unequal 
sample sizes. The second sample has 
to be at least 3 times the size of the 
first before the unequal variances 
have an effect. In the case of equal 
sample sizes, the unequal variances 
do not seem to have an effect on 
either test. 
Table 19 lists the differences 
between the two tests. In all cases, 
the lengths of the confidence 
intervals of the permutation t-test 
are slightly shorter than that of the 
parametric t-test. 
The permutation t-test shows a 
power advantage over the 
parametric t-test in 40 of the 46 
n m § 
10 10 0 
10 10 20 
10 10 40 
10 10 60 
10 10 80 
10 20 0 
10 20 20 
10 20 40 
10 20 60 
10 20 80 
10 30 0 
10 30 20 
10 30 40 
10 30 60 
10 30 80 
10 40 0 
10 40 20 
10 40 40 
10 40 60 
10 40 80 
20 20 0 
20 20 20 
20 20 40 
20 20 60 
20 20 80 
20 30 0 
20 30 20 
20 30 40 
20 30 60 
20 30 80 
20 40 0 
20 40 20 
20 40 40 
20 40 60 
20 40 80 
30 30 0 
30 30 20 
30 30 40 
30 30 60 
30 30 80 
30 40 0 
30 40 20 
30 40 40 
30 40 60 
30 40 80 
40 40 0 
40 40 20 
40 40 40 
40 40 60 
40 40 80 
TDIFF 
0.010 
0.025 
0.016 
0.015 
0.004 
0.048 
0.048 
0.052 
0.052 
0.038 
0.048 
0.065 
0.074 
0.058 
0.062 
0.065 
0.073 
0.074 
0.070 
0.078 
0.002 
0.007 
0.013 
0.002 
0.008 
0.027 
0.030 
0.032 
0.043 
0.028 
0.041 
0.042 
0.055 
0.042 
0.052 
0.034 
0.006 
0.011 
0.001 
0.018 
0.007 
0.015 
0.028 
0.015 
0.027 
0.007 
0.009 
0.004 
0.013 
0.009 
Table 19 
Actual differences 
PDIFF (1-a}DIFF .W.1::1121 
0.009 0.001 -0.001 
0.029 -0.004 0.008 
0.020 -0.004 0.005 
0.014 0.001 0.009 
0.004 0.000 0.012 
0.043 0.005 0.005 
0.044 0.004 0.020 
0.052 0.000 0.029 
0.053 -0.001 0.052 
0.033 0.005 0.025 
0.051 -0.003 -0.003 
0.063 0.002 0.023 
0.074 0.000 0.074 
0.058 0.000 0.065 
0.062 0.000 0.039 
0.068 -0.003 -0.003 
0.074 -0.001 0.025 
0.080 -0.006 0.071 
0.071 -0.001 0.069 
0.078 0.000 0.031 
0.002 0.000 0.000 
0.012 -0.005 0.007 
0.015 -0.002 0.003 
0.001 0.001 0.004 
0.009 -0.001 0.001 
0.024 0.003 0.003 
0.026 0.004 0.013 
0.031 0.001 0.020 
0.043 0.000 0.008 
0.024 0.004 0.001 
0.037 0.004 0.004 
0.042 0.000 0.014 
0.053 0.002 0.033 
0.041 0.001 0.015 
0.052 0.000 0.001 
0.036 -0.002 0.002 
0.003 0.003 0.005 
0.008 0.003 0.003 
0.000 0.001 0.002 
0.017 0.001 0.000 
0.008 -0.001 -0.001 
0.016 -0.001 0.010 
0.025 0.003 0.009 
0.014 0.001 0.002 
0.031 -0.004 -0.001 
0.005 0.002 -0.002 
0.009 0.000 0.002 
0.003 0.001 0.002 
0.010 0.003 0.000 
0.010 -0.001 0.000 
1Q1-Cl2l 
1.565 
1.309 
1.248 
0.886 
0.869 
2.368 
2.002 
1.955 
1.762 
1.612 
1.965 
1.790 
1.740 
1.611 
1.457 
1.653 
1.669 
1.628 
1.303 
1.280 
0.616 
0.607 
0.286 
0.284 
0.108 
0.770 
0.769 
0.676 
0.534 
0.580 
0.849 
0.690 
0.662 
0.569 
0.546 
0.298 
0.243 
0.191 
0.127 
0.090 
0.346 
0.341 
0.372 
0.284 
0.294 
0.281 
0.194 
0.166 
0.151 
0.123 
nonzero differences. The probability that the null hypothesis will be rejected when the 
alternative hypothesis is true is reasonably (second decimal) larger for the permutation t-test 
than for the parametric t-test in 17 cases. These cases are (n,m) = (1O;10) where 8 = 80; (n,m) 
= (10;20), (10;30), (10;40) where 8 = 20; 40; 60; 80, and (n,m) = (20;30), (20;40) where 8 = 
20; 40 and 60. The common factors in the named cases seem to be that the second sample size 
is much larger than the first and the shift parameter, 8, is larger than 0. 
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The difference in the confidence levels of the two tests is zero in 11 cases. 16 instances show a 
negative (1-a)DIFF, which implies that the t-test provides an obtained confidence level closer 
to the nominal confidence level than that obtained when using the permutation test. 23 cases 
show positive (1-a)DIFF values, indicating that the permutation test provides obtained 
confidence levels that are closer to the nominal significance level, than those of the parametric 
t-test. Most differences shown in table 19 are so small that they are negligible. 
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4.4.3 SMALLER SAMPLE ASSOCIATED WITH LARGER 
VARIANCE 
The results are listed in table 20. 
Table 20 
Lognormal distribution 
cr1 =100; cr2 = 50 
Parametric test Permutation test 
Interval Interval 
!l !!! Q length (1-a} I! length (1-a) I! 
1010 0 116.367 0.866 0.866 114.733 0.865 0.865 
10 10 20 116.850 0.903 0.774 115.286 0.898 0.766 
10 10 40 116.892 0.880 0.620 115.284 0.877 0.622 
1010 60 112.342 0.886 0.407 110.901 0.886 0.401 
10 10 80 115.032 0.881 0.272 113.621 0.876 0.278 
10 20 0 88.881 0.818 0.818 89.751 0.816 0.816 
1020 20 88.181 0.818 0.686 89.100 0.822 0.687 
1020 40 88.208 0.815 0.483 89.141 0.821 0.480 
10 20 60 88.280 0.803 0.315 89.317 0.806 0.306 
1020 80 89.504 0.830 0.169 90.477 0.833 0.168 
1030 0 78.483 0.783 0.783 79.887 0.792 0.792 
1030 20 78.535 0.746 0.625 80.016 0.754 0.631 
1030 40 79.153 o.n1 0.449 80.715 0.786 0.438 
1030 60 78.565 o.n3 0.268 80.145 0.781 0.260 
10 30 80 77.285 0.767 0.129 78.644 0.778 0.121 
1040 0 72.317 0.759 0.759 73.764 0.771 0.771 
1040 20 72.747 0.739 0.595 74.287 0.751 0.593 
10 40 40 73.244 0.762 0.419 74.782 0.768 0.409 
1040 60 73.505 0.727 0.252 75.247 0.739 0.240 
1040 80 72.784 0.749 0.123 74.457 0.763 0.116 
2020 0 81.120 0.873 0.873 80.506 0.873 0.873 
2020 20 81.923 0.876 0.746 81.277 0.873 0.743 
2020 40 81.059 0.888 0.469 80.556 0.886 0.469 
2020 60 81.627 0.883 0.257 81.072 0.883 0.261 
2020 80 81.374 0.867 0.116 80.681 0.865 0.115 
2030 0 70.275 0.847 0.847 70.134 0.845 0.845 
2030 20 69.055 0.854 0.653 69.011 0.851 0.647 
2030 40 69.299 0.836 0.395 69.278 0.835 0.387 
2030 60 69.670 0.848 o.1n 69.573 0.848 0.171 
20 30 80 70.292 0.818 0.086 70.164 0.818 0.085 
2040 0 62.195 0.813 0.813 62.453 0.812 0.812 
2040 20 62.620 0.813 0.620 62.857 0.820 0.606 
2040 40 62.434 0.807 0.338 62.743 0.815 0.335 
2040 60 63.145 0.832 0.144 63.452 0.838 0.140 
2040 80 62.889 0.788 0.071 63.142 0.794 0.065 
3030 0 66.144 0.893 0.893 65.848 0.885 0.885 
3030 20 66.857 0.866 0.666 66.611 0.870 0.665 
3030 40 66.574 0.888 0.379 66.223 0.889 0.376 
3030 60 67.196 0.897 0.145 66.906 0.896 0.142 
3030 80 66.869 0.899 0.043 66.503 0.895 0.041 
3040 0 59.793 0.861 0.861 59.720 0.861 0.861 
3040 20 59.860 0.863 0.649 59.648 0.861 0.646 
3040 40 60.145 0.855 0.322 60.057 0.851 0.314 
3040 60 58.919 0.839 0.097 58.857 0.838 0.093 
3040 80 59.432 0.859 0.028 59.288 0.858 0.026 
4040 0 57.379 0.892 0.892 57.174 0.892 0.892 
4040 20 57.987 0.890 0.652 57.784 0.892 0.651 
4040 40 57.615 0.899 0.282 57.459 0.897 0.276 
4040 60 57.635 0.888 0.066 57.400 0.888 0.066 
4040 80 57.365 0.886 0.018 57.116 0.886 0.018 
64 
Cases with unequal sample sizes and 
where the two sample sizes are both not 
greater than 30 observations do not 
comply with Bradley's liberal criterion of 
robustness. The obtained significance 
levels exceed the nominal significance 
level. In these cases the null hypothesis 
is rejected too many times. This result is 
obtained by both t-tests. 
Table 21 lists the differences between 
the two tests. 
The difference in the confidence levels 
of the two tests is zero in 9 cases. 19 
instances show a negative (1-a.)DIFF 
which implies that the t-test provides an 
obtained confidence level closer to the 
nominal confidence level than that 
obtained when using the permutation 
test. 22 cases show positive (1-a.)DIFF 
values, indicating that the permutation 
test provides obtained confidence levels 
that are closer to the nominal 
significance level, than that of the 
parametric t-test. In the cases where the 
first sample size is 10 and the second 
sample size is much bigger, the 
permutation test provides obtained 
confidence levels that are much closer to 
the nominal significance level, than that 
of the parametric t-test. However, in the 
.n m § 
10 10 0 
10 10 20 
10 10 40 
10 10 60 
10 10 80 
10 20 0 
10 20 20 
10 20 40 
10 20 60 
10 20 80 
10 30 0 
10 30 20 
10 30 40 
10 30 60 
10 30 80 
10 40 0 
10 40 20 
10 40 40 
10 40 60 
10 40 80 
20 20 0 
20 20 20 
20 20 40 
20 20 60 
20 20 80 
20 30 0 
20 30 20 
20 30 40 
20 30 60 
20 30 80 
20 40 0 
20 40 20 
20 40 40 
20 40 60 
20 40 80 
30 30 0 
30 30 20 
30 30 40 
30 30 60 
30 30 80 
30 40 0 
30 40 20 
30 40 40 
30 40 60 
30 40 80 
40 40 0 
40 40 20 
40 40 40 
40 40 60 
40 40 80 
Table 21 
Lognormal distribution 
0.034 
0.003 
0.020 
0.014 
0.019 
0.082 
0.082 
0.085 
0.097 
0.070 
0.117 
0.154 
0.129 
0.127 
0.133 
0.141 
0.161 
0.138 
0.173 
0.151 
0.027 
0.024 
0.012 
0.017 
0.033 
0.053 
0.046 
0.064 
0.052 
0.082 
0.087 
0.087 
0.093 
0.068 
0.112 
0.007 
0.034 
0.012 
0.003 
0.001 
0.039 
0.037 
0.045 
0.061 
0.041 
0.008 
0.010 
0.001 
0.012 
0.014 
cr1 = 100; cr2 = 50 
Actual differences 
0.035 
0.002 
0.023 
0.014 
0.024 
0.084 
0.078 
0.079 
0.094 
0.067 
0.108 
0.146 
0.114 
0.119 
0.122 
0.129 
0.149 
0.132 
0.161 
0.137 
0.027 
0.027 
0.014 
0.017 
0.035 
0.055 
0.049 
0.065 
0.052 
0.082 
0.088 
0.080 
0.085 
0.062 
0.106 
0.015 
0.030 
0.011 
0.004 
0.005 
0.039 
0.039 
0.049 
0.062 
0.042 
0.008 
0.008 
0.003 
0.012 
0.014 
-0.001 
0.001 
-0.003 
0.000 
-0.005 
-0.002 
0.004 
0.006 
0.003 
0.003 
0.009 
0.008 
0.015 
0.008 
0.011 
0.012 
0.012 
0.006 
0.012 
0.014 
0.000 
-0.003 
-0.002 
0.000 
-0.002 
-0.002 
-0.003 
-0.001 
0.000 
0.000 
-0.001 
0.007 
0.008 
0.006 
0.006 
-0.008 
0.004 
0.001 
-0.001 
-0.004 
0.000 
-0.002 
-0.004 
-0.001 
-0.001 
0.000 
0.002 
-0.002 
0.000 
0.000 
0.001 
0.008 
-0.002 
0.006 
-0.006 
0.002 
-0.001 
0.003 
0.009 
0.001 
-0.009 
-0.006 
0.011 
0.008 
0.008 
-0.012 
0.002 
0.010 
0.012 
0.007 
0.000 
0.003 
0.000 
-0.004 
0.001 
0.002 
0.006 
0.008 
0.006 
0.001 
0.001 
0.014 
0.003 
0.004 
0.006 
0.008 
0.001 
0.003 
0.003 
0.002 
0.000 
0.003 
0.008 
0.004 
0.002 
0.000 
0.001 
0.006 
0.000 
0.000 
1.634 
1.564 
1.608 
1.441 
1.411 
-0.870 
-0.919 
-0.933 
-1.037 
-0.973 
-1.404 
-1.481 
-1.562 
-1.580 
-1.359 
-1.447 
-1.540 
-1.538 
-1.742 
-1.673 
0.614 
0.646 
0.503 
0.555 
0.693 
0.141 
0.044 
0.021 
0.097 
0.128 
-0.258 
-0.237 
-0.309 
-0.307 
-0.253 
0.296 
0.246 
0.351 
0.290 
0.366 
0.073 
0.212 
0.088 
0.062 
0.144 
0.205 
0.203 
0.156 
0.235 
0.249 
mentioned cases, the parametric t-test provides confidence interval lengths that are shorter 
than those obtained when using the permutation t-test. 
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4.5 RECTANGULAR DISTRIBUTION 
The results are listed in table 22. 
Table 22 
Rectangular distribution 
Parametric test Permutation test 
Interval Interval 
n m Q length (1-a) .I! length (1-a) .I! 
10 10 0 76.774 0.876 0.876 76.869 0.879 0.879 
10 10 20 76.924 0.885 0.766 76.924 0.885 0.764 
10 10 40 76.949 0.904 0.480 77.047 0.901 0.484 
10 10 60 76.859 0.890 0.182 76.949 0.889 0.180 
10 10 80 76.636 0.894 0.028 76.685 0.896 0.029 
10 20 0 65.403 0.893 0.893 65.435 0.888 0.888 
10 20 20 65.832 0.919 0.755 65.804 0.918 0.755 
10 20 40 65.519 0.905 0.364 65.570 0.905 0.362 
10 20 60 65.544 0.890 0.080 65.575 0.890 0.080 
10 20 80 65.432 0.888 0.012 65.487 0.889 0.010 
10 30 0 61.389 0.889 0.889 61.391 0.885 0.885 
10 30 20 61.452 0.904 0.726 61.436 0.904 0.725 
10 30 40 61.501 0.910 0.304 61.460 0.914 0.304 
10 30 60 61.393 0.900 0.059 61.324 0.903 0.057 
10 30 80 61.576 0.916 0.000 61.596 0.911 0.000 
10 40 0 59.192 0.902 0.902 59.129 0.902 0.902 
10 40 20 59.072 0.893 0.709 59.023 0.892 0.705 
10 40 40 59.363 0.893 0.285 59.333 0.894 0.281 
10 40 60 59.294 0.913 0.040 59.293 0.915 0.043 
10 40 80 59.214 0.903 0.001 59.168 0.903 0.001 
20 20 0 53.084 0.904 0.904 53.090 0.899 0.899 
20 20 20 53.050 0.892 0.661 53.026 0.886 0.663 
20 20 40 52.943 0.914 0.184 52.900 0.910 0.179 
20 20 60 53.004 0.897 0.011 52.984 0.897 O.Q13 
20 20 80 53.283 0.909 0.000 53.320 0.910 0.000 
20 30 0 48.339 0.909 0.909 48.272 0.910 0.910 
20 30 20 48.350 0.895 0.627 48.297 0.893 0.626 
20 30 40 48.258 0.908 0.118 48.153 0.907 0.116 
20 30 60 48.516 0.920 0.008 48.425 0.917 0.006 
20 30 80 48.257 0.896 0.000 48.183 0.897 0.000 
20 40 0 45.750 0.906 0.906 45.729 0.905 0.905 
20 40 20 45.836 0.904 0.575 45.747 0.901 0.571 
20 40 40 45.712 0.902 0.114 45.745 0.905 0.116 
20 40 60 45.609 0.900 0.003 45.601 0.901 0.003 
20 40 80 45.670 0.885 0.000 45.633 0.880 0.000 
30 30 0 42.970 0.904 0.904 42.984 0.902 0.902 
30 30 20 43.095 0.912 0.532 43.031 0.913 0.530 
30 30 40 43.086 0.901 0.072 43.029 0.901 0.075 
30 30 60 43.106 0.889 0.000 43.100 0.889 0.000 
30 30 80 43.041 0.880 0.000 42.994 0.875 0.000 
30 40 0 40.208 0.902 0.902 40.152 0.899 0.899 
30 40 20 40.260 0.907 0.529 40.185 0.899 0.530 
30 40 40 40.258 0.913 0.053 40.184 0.912 0.052 
30 40 60 40.188 0.896 0.000 40.088 0.894 0.000 
30 40 80 40.290 0.911 0.000 40.233 0.909 0.000 
40 40 0 37.250 0.897 0.897 37.173 0.896 0.896 
40 40 20 37.238 0.910 0.461 37.163 0.911 0.455 
40 40 40 37.248 0.902 0.031 37.161 0.902 0.032 
40 40 60 37.321 0.898 0.000 37.301 0.899 0.000 
40 40 80 37.289 0.907 0.000 37.237 0.908 0.000 
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!l !!l Q 
10 10 0 
10 10 20 
10 10 40 
10 10 60 
10 10 80 
10 20 0 
10 20 20 
10 20 40 
10 20 60 
10 20 80 
10 30 0 
10 30 20 
10 30 40 
10 30 60 
10 30 80 
10 40 0 
10 40 20 
10 40 40 
10 40 60 
10 40 80 
20 20 0 
20 20 20 
20 20 40 
20 20 60 
20 20 80 
20 30 0 
20 30 20 
20 30 40 
20 30 60 
20 30 80 
20 40 0 
20 40 20 
20 40 40 
20 40 60 
20 40 80 
30 30 0 
30 30 20 
30 30 40 
30 30 60 
30 30 80 
30 40 0 
30 40 20 
30 40 40 
30 40 60 
30 40 80 
40 40 0 
40 40 20 
40 40 40 
40 40 60 
40 40 80 
Table 23 
Rectangular distribution 
0.024 
0.015 
0.004 
0.010 
0.006 
0.007 
0.019 
0.005 
0.010 
0.012 
0.011 
0.004 
0.010 
0.000 
0.016 
0.002 
0.007 
0.007 
0.013 
0.003 
0.004 
0.008 
0.014 
0.003 
0.009 
0.009 
0.005 
0.008 
0.020 
0.004 
0.006 
0.004 
0.002 
0.000 
0.015 
0.004 
0.012 
0.001 
0.011 
0.020 
0.002 
0.007 
0.013 
0.004 
0.011 
0.003 
0.010 
0.002 
0.002 
0.007 
Actual differences 
0.021 
0.015 
0.001 
0.011 
0.004 
0.012 
0.018 
0.005 
0.010 
0.011 
0.015 
0.004 
0.014 
0.003 
0.011 
0.002 
0.008 
0.006 
0.015 
0.003 
0.001 
0.014 
0.010 
0.003 
0.010 
0.010 
0.007 
0.007 
0.017 
0.003 
0.005 
0.001 
0.005 
0.001 
0.020 
0.002 
0.013 
0.001 
0.011 
0.025 
0.001 
0.001 
0.012 
0.006 
0.009 
0.004 
0.011 
0.002 
0.001 
0.008 
0.003 
0.000 
0.003 
-0.001 
0.002 
-0.005 
0.001 
0.000 
0.000 
0.001 
-0.004 
0.000 
-0.004 
-0.003 
0.005 
0.000 
-0.001 
0.001 
-0.002 
0.000 
0.003 
-0.006 
0.004 
0.000 
-0.001 
-0.001 
-0.002 
0.001 
0.003 
0.001 
0.001 
0.003 
-0.003 
-0.001 
-0.005 
0.002 
-0.001 
0.000 
0.000 
-0.005 
0.001 
0.006 
0.001 
-0.002 . 
0.002 
-0.001 
-0.001 
0.000 
0.001 
-0.001 
-0.003 
0.002 
-0.004 
0.002 
-0.001 
0.005 
0.000 
0.002 
0.000 
0.002 
0.004 
0.001 
0.000 
0.002 
0.000 
0.000 
0.004 
0.004 
-0.003 
0.000 
0.005 
-0.002 
0.005 
-0.002 
0.000 
-0.001 
0.001 
0.002 
0.002 
0.000 
0.001 
0.004 
-0.002 
0.000 
0.000 
0.002 
0.002 
-0.003 
0.000 
0.000 
0.003 
-0.001 
0.001 
0.000 
0.000 
0.001 
0.006 
-0.001 
0.000 
0.000 
-0.095 
0.000 
-0.098 
-0.090 
-0.049 
-0.032 
0.028 
-0.051 
-0.031 
-0.055 
-0.002 
0.016 
0.041 
0.069 
-0.020 
0.063 
0.049 
0.030 
0.001 
0.046 
-0.006 
0.024 
0.043 
0.020 
-0.037 
0.067 
0.053 
0.105 
0.091 
0.074 
0.021 
0.089 
-0.033 
0.008 
0.037 
-0.014 
0.064 
0.057 
0.006 
0.047 
0.056 
0.075 
0.074 
0.100 
0.057 
0.077 
0.075 
0.087 
0.020 
0.052 
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The obtained significance levels, a, of 
both tests satisfy the liberal robustness 
criterion of Bradley. The power of both 
tests increases as 8 and the number of 
observations increases. 
Table 23 lists the differences between 
the two tests with respect to significance 
level, confidence level, power and 
confidence interval width. 
The confidence interval of the 
parametric t-test is wider in 35 of the 49 
nonzero cases. 23 of the 34 non zero 
differences m power show a power 
advantage favouring the permutation t-
test. These differences are so small that 
one may regard the two tests as being 
equal with respect to power and 
confidence interval length. 
10 instances show (1-a)DIFF results of 
zero. This indicates that m these 
instances there is no difference between 
the confidence levels of the two tests. 
None of the (1-a)DIFF values are large. 
There are 10 small negative values and 
10 small positive values. Either of the 
two tests can be used for the rectangular 
distribution . 
4.6 EMPIRICAL DISTRIBUTION 
The results are listed in table 24. 
Table 24 
Empirical distribution 
Parametric test Permutation test 
Interval Interval 
n m § length {1-a.} I! length (1-a.l I! 
10 10 0 81.029 0.901 0.901 80.764 0.902 0.902 
10 10 20 81.401 0.898 0.798 81.145 0.897 0.789 
10 10 40 81.745 0.902 0.483 81.537 0.899 0.482 
10 10 60 80.515 0.893 0.229 80.291 0.894 0.223 
10 10 80 81.109 0.902 0.066 80.803 0.897 0.070 
10 20 0 69.598 0.897 0.897 69.510 0.899 0.899 
10 20 20 70.999 0.880 0.721 70.927 0.875 0.707 
10 20 40 69.422 0.902 0.374 69.262 0.901 0.363 
10 20 60 69.899 0.894 0.125 69.881 0.893 0.125 
10 20 80 70.557 0.896 0.031 70.482 0.896 0.029 
10 30 0 65.920 0.889 0.889 65.826 0.889 0.889 
10 30 20 65.980 0.901 0.717 65.773 0.896 0.689 
10 30 40 65.703 0.889 0.373 65.503 0.891 0.352 
10 30 60 65.042 0.899 0.093 65.034 0.903 0.085 
10 30 80 66.242 0.902 0.015 66.137 0.899 0.016 
10 40 0 63.576 0.917 0.917 63.403 0.910 0.910 
10 40 20 63.664 0.914 0.720 63.476 0.911 0.690 
10 40 40 63.219 0.904 0.302 63.063 0.903 0.275 
10 40 60 63.491 0.885 0.080 63.362 0.885 0.072 
10 40 80 63.022 0.895 0.009 62.935 0.902 0.009 
20 20 0 56.945 0.893 0.893 56.875 0.890 0.890 
20 20 20 57.193 0.911 0.694 57.137 0.913 0.689 
20 20 40 57.028 0.896 0.259 56.966 0.895 0.261 
20 20 60 56.717 0.891 0.053 56.671 0.889 0.055 
20 20 80 56.653 0.896 0.005 56.557 0.892 0.005 
20 30 0 51.736 0.895 0.895 51.714 0.900 0.900 
20 30 20 51.577 0.871 0.650 51.561 0.874 0.639 
20 30 40 51.640 0.903 0.205 51.615 0.904 0.203 
20 30 60 52.214 0.907 0.025 52.181 0.905 0.025 
20 30 80 52.100 0.900 0.000 52.074 0.899 0.000 
20 40 0 49.017 0.912 0.912 48.940 0.911 0.911 
20 40 20 48.994 0.897 0.603 48.959 0.902 0.590 
20 40 40 49.023 0.902 0.131 49.028 0.904 0.128 
20 40 60 48.837 0.906 0.014 48.784 0.905 0.012 
20 40 80 49.136 0.907 0.002 49.097 0.909 0.002 
30 30 0 46.425 0.895 0.895 46.423 0.900 0.900 
30 30 20 46.359 0.899 0.595 46.330 0.899 0.598 
30 30 40 46.145 0.887 0.128 46.098 0.887 0.129 
30 30 60 46.408 0.901 0.005 46.413 0.902 0.006 
30 30 80 45.757 0.901 0.000 45.713 0.901 0.000 
30 40 0 43.377 0.899 0.899 43.369 0.902 0.902 
30 40 20 43.295 0.900 0.549 43.231 0.898 0.549 
30 40 40 43.236 0.887 0.093 43.206 0.886 0.094 
30 40 60 43.465 0.892 0.004 43.450 0.894 0.004 
30 40 80 43.782 0.898 0.000 43.769 0.896 0.000 
40 40 0 40.109 0.885 0.885 40.060 0.886 0.886 
40 40 20 39.839 0.877 0.481 39.774 0.878 0.483 
40 40 40 39.977 0.896 0.054 39.836 0.896 0.052 
40 40 60 40.248 0.886 0.001 40.200 0.885 0.001 
40 40 80 40.056 0.905 0.000 39.985 0.907 0.000 
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n m .Q 
10 10 0 
10 10 20 
10 10 40 
10 10 60 
10 10 80 
10 20 0 
10 20 20 
10 20 40 
10 20 60 
10 20 80 
10 30 0 
10 30 20 
10 30 40 
10 30 60 
10 30 80 
10 40 0 
10 40 20 
10 40 40 
10 40 60 
10 40 80 
20 20 0 
20 20 20 
20 20 40 
20 20 60 
20 20 80 
20 30 0 
20 30 20 
20 30 40 
20 30 60 
20 30 80 
20 40 0 
20 40 20 
20 40 40 
20 40 60 
20 40 80 
30 30 0 
30 30 20 
30 30 40 
30 30 60 
30 30 80 
30 40 0 
30 40 20 
30 40 40 
30 40 60 
30 40 80 
40 40 0 
40 40 20 
40 40 40 
40 40 60 
40 40 80 
Table 25 
Empirical distribution 
0.001 
0.002 
0.002 
0.007 
0.002 
0.003 
0.020 
0.002 
0.006 
0.004 
0.011 
0.001 
0.011 
0.001 
0.002 
0.017 
0.014 
0.004 
0.015 
0.005 
0.007 
0.011 
0.004 
0.009 
0.004 
0.005 
0.029 
0.003 
0.007 
0.000 
0.012 
0.003 
0.002 
0.006 
0.007 
0.005 
0.001 
0.013 
0.001 
0.001 
0.001 
0.000 
0.013 
0.008 
0.002 
0.015 
0.023 
0.004 
0.014 
0.005 
Actual differences 
0.002 
0.003 
0.001 
0.006 
0.003 
0.001 
0.025 
0.001 
0.007 
0.004 
0.011 
0.004 
0.009 
0.003 
0.001 
0.010 
O.Q11 
0.003 
0.015 
0.002 
0.010 
0.013 
0.005 
0.011 
0.008 
0.000 
0.026 
0.004 
0.005 
0.001 
0.011 
0.002 
0.004 
0.005 
0.009 
0.000 
0.001 
0.013 
0.002 
0.001 
0.002 
0.002 
0.014 
0.006 
0.004 
0.014 
0.022 
0.004 
0.015 
0.007 
-0.001 
-0.001 
0.001 
0.001 
-0.001 
0.002 
-0.005 
0.001 
-0.001 
0.000 
0.000 
-0.003 
0.002 
-0.002 
0.001 
0.007 
0.003 
0.001 
0.000 
0.003 
-0.003 
-0.002 
-0.001 
-0.002 
-0.004 
0.005 
0.003 
-0.001 
0.002 
-0.001 
0.001 
0.001 
-0.002 
0.001 
-0.002 
0.005 
0.000 
0.000 
-0.001 
0.000 
-0.001 
-0.002 
-0.001 
0.002 
-0.002 
0.001 
0.001 
0.000 
-0.001 
-0.002 
-0.001 
0.009 
0.001 
0.006 
-0.004 
-0.002 
O.Q14 
0.011 
0.000 
0.002 
0.000 
0.028 
0.021 
0.008 
-0.001 
0.007 
0.030 
0.027 
0.008 
0.000 
0.003 
0.005 
-0.002 
-0.002 
0.000 
-0.005 
0.011 
0.002 
0.000 
0.000 
0.001 
0.013 
0.003 
0.002 
0.000 
-0.005 
-0.003 
-0.001 
-0.001 
0.000 
-0.003 
0.000 
-0.001 
0.000 
0.000 
-0.001 
-0.002 
0.002 
0.000 
0.000 
interval when using the permutation t-test. 
0.265 
0.256 
0.208 
0.224 
0.306 
0.088 
0.072 
0.160 
0.018 
0.075 
0.094 
0.207 
0.200 
0.008 
0.105 
0.173 
0.188 
0.156 
0.129 
0.087 
0.070 
0.056 
0.062 
0.046 
0.096 
0.022 
0.016 
0.025 
0.033 
0.026 
0.077 
0.035 
-0.005 
0.053 
0.039 
0.002 
0.029 
0.047 
-0.005 
0.044 
0.008 
0.064 
0.030 
0.015 
0.013 
0.049 
0.065 
0.141 
0.048 
0.071 
The obtained significance levels of both 
tests satisfy the liberal criterion of 
Bradley when the empirical population 
distribution is leptokurtic and positively 
skewed and the population variances 
are equal. Table 25 lists the differences 
between the two tests with respect to 
confidence level, power and confidence 
interval width. 
The permutation t-test has a small 
power advantage over the parametric t-
test in 22 cases. The power advantage is 
most pronounced when group sizes are 
not equal and small, and when 8 1s 
either 20 or 40. This indicates that the 
probability of rejecting the null 
hypothesis when the alternative 
hypothesis is true, is larger in the case 
of the permutation t-test when the 
underlying population is the empirical 
distribution, when group sizes differ or 
when group sizes are small and the 
difference between the means 1s not 
larger than 40. 
A further advantage when usmg the 
permutation t-test in the circumstances 
described above, is that the confidence 
intervals of the permutation t-test are 
not as wide as that of the parametric t-
test. 48 cases show a shorter confidence 
There are no large differences between the obtained confidence levels of the two tests. 
69 
5.1 
CHAPTERS 
SIMULATION DESIGN WITH THE PRESENCE OF ZERO 
MEASUREMENTS 
INTRODUCTION 
In chapter 1 the problems encountered when analyzing weather data were discussed. One 
of the characteristics of a data set created by studying some aspect of the weather, is the 
presence of many zero values. The nature of the experimental phase of a weather project is 
such that zero values are produced. If the experimental units are complex clouds and the 
variable measured is the amount of rain produced by the cloud, then except for a few 
characteristics that the cloud has to have for it to be chosen as a experimental unit, no other 
constraints such as a requirement that the cloud should already be producing rain, are set. 
It is therefore possible that a chosen cloud may produce no rain after treatment. The 
exploratory nature of this kind of experiment makes it important to determine the effect of 
an inordinate number of zero values on the outcome of the permutation t-test and the 
parametric t-test. The simulation design used for this purpose will be discussed in 
paragraph 5.2. 
5.2 PROPOSED SIMULATION DESIGN 
The presence of zero observations is simulated with both sample sizes being 20. The 
following combinations of percentage zero values in the 2 samples will be considered: 
(10%,10%); ... ; (10%,30%); (20%,10%); ... ; (20%,30%); (30%,10%); ... ; (30%,30%). P1 
and P2 will indicate the percentage of zero observations in each of the two groups, 
respectively. For each (Pi,P2) and 8 combination, 1000 replicates will be generated. The 
standard deviations are discussed below. For each sample size combination the confidence 
interval is computed for the difference between the means, using the parametric and 
permutation t-tests. 
For each of the two tests the following three statistics are stored: 
70 
(a) length of the confidence interval 
(b) the proportion of replicates for which 8 (the true difference between the population 
means ) is in the confidence interval 
( c) the proportion of replicates for which zero (corresponding to the population means 
being equal ) is in the confidence interval. 
After 1000 samples have been drawn, the mean interval length, and the proportion of 
replicates for which 8 and 0 are in the in the interval are computed. The first proportion 
approximates (1-a), that is, the probability that the true difference will be in the interval. 
This is often called the confidence level. The significance level, a, is approximated by 
subtracting the first proportion from 1. The proportion of replicates for which 0 is in the 
interval approximates 13, that is, the probability that the means will be regarded as equal. 
The power, (1-13), is determined by subtracting from 1 the proportion of replicates for 
which o (the true difference between the population means) is in the confidence interval. 
The program used to perform these simulations was developed utilizing the "C" computer 
language. 
µG and µG refer to the population means after inserting the zero measurements for group 
I 2 
1 and group 2, respectively. a-G and a-G refer to the standard deviations of groups 1 and 2, 
I 2 
respectively, after the insertion of zero observations. µ 1 and µ 2 refer to the population 
means of the two groups used to generate the nonzero observations. a-1 and a-2 refer to the 
population standard deviations of the two groups used to generate the nonzero 
observations. 
The nonzero observations in group 1 were generated from a normal distribution with mean, 
µ 1 = 150, and standard deviation, a-1 = 50. 
The nonzero observations in group 2 were generated from a normal distribution with mean 
µ 1 = 150 + o, and standard deviation, a-2 = 50. 
After inserting lOOP1% and 100P2% zeroes into groups 1 and 2, respectively, the overall 
mean of group. 1 is 
µGI = (1-Pi )µI, 
and the overall mean of group 2 is 
µG = (l-P2)µ2. 
2 
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5.3 PILOT SIMULATION STUDY 
A simulation was done to see whether the procedure described in paragraph 5.2 produces 
the distributions with the characteristics needed for the study. This pilot simulation was 
done with n = m = 20 and P1 = P2 = 10 %. Ten samples were drawn for each of the five 
possible o values. o can assume the following values, which are: 0, 20, 40, 60, 80. Table 26 
shows the results of the pilot 
study. Table 26 has 9 columns. 
The first three identify P 1, P2, and 
o, respectively. Column 4 identifies 
the sample number. Columns 5 and 
6 show the estimated mean and 
standard deviation, respectively of 
the first group. Columns 7 and 8 
show the estimated mean and 
standard deviation, respectively of 
the second group. Column 9 
shows the result when the first 
mean is subtracted from the 
second. 
For the simulation method to be 
accurate the means of the first 
sample should be close to 150 and 
the mean of second sample should 
be close to (150 + o). From table 
26 it is clear that after the insertion 
of zeroes, the sample means of 
groups 1 and 2 are no longer what 
they should be. 
100P1 100P2 o 
10 10 0 
10 10 0 
10 10 0 
10 10 0 
10 10 0 
10 10 0 
10 10 0 
10 10 0 
10 10 0 
10 10 0 
10 10 20 
10 10 20 
10 10 20 
10 10 20 
10 10 20 
10 10 20 
10 10 20 
10 10 20 
10 10 20 
10 10 20 
10 10 40 
10 10 40 
10 10 40 
10 10 40 
10 10 40 
10 10 40 
10 10 40 
10 10 40 
10 10 40 
10 10 40 
10 10 60 
10 10 60 
10 10 60 
10 10 60 
10 10 60 
10 10 60 
10 10 60 
10 10 60 
10 10 60 
10 10 60 
10 10 80 
10 10 80 
10 10 80 
10 10 80 
10 10 80 
10 10 80 
10 10 80 
10 10 80 
10 10 80 
10 10 80 
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Table 26 
Pilot simulation study results 
Sample Group 1 Group 2 
A ,, A A 
number µGI 0"01 µG2 0"'02 Di ff 
1 128.81 63.65 128.94 76.89 0.13 
2 124.57 64.98 129.59 64.20 5.02 
3 136.13 67.36 133.55 64.94 -2.58 
4 126.13 62.02 133.33 69.13 7.20 
5 139.19 64.57 139.58 59.62 0.39 
6 117.59 60.31 134.15 69.00 16.55 
7 143.79 76.11 133.02 69.68 -10.n 
8 113.01 58.31 148.72 63.36 35.71 
9 162.17 72.52 141.00 67.56 -21.17 
10 130.18 71.73 125.76 57.74 -4.41 
1 126.25 64.05 157.08 80.14 30.83 
2 156.62 64.96 162.21 79.25 5.59 
3 150.61 71.25 160.18 75.79 9.57 
4 131.27 56.42 160.57 73.32 29.30 
5 137.41 89.49 138.93 63.26 1.52 
6 143.49 62.41 144.63 78.68 1.14 
7 148.92 80.32 152.67 67.69 3.74 
8 141.16 56.40 149.89 65.04 8.74 
9 110.47 67.75 149.03 68.94 38.56 
10 126.10 64.53 160.58 71.84 34.48 
1 133.05 65.50 157.53 68.07 24.49 
2 132.47 57.01 168.51 79.35 36.05 
3 145.08 68.91 182.47 89.62 37.39 
4 139.52 70.99 152.54 66.53 13.02 
5 124.84 60.38 183.30 80.78 58.47 
6 122.40 61.48 174.10 67.09 51.70 
7 139.98 69.93 166.53 76.37 26.55 
8 134.27 61.76 178.60 79.43 44.33 
9 145.72 71.71 175.29 77.76 29.58 
10 142.79 61.88 188.19 76.75 45.40 
1 137.18 68.86 194.92 78.56 57.73 
2 139.20 65.87 178.91 76.20 39.71 
3 131.93 64.15 189.75 85.26 57.83 
4 139.00 71.81 190.19 74.05 51.19 
5 118.19 63.95 191.38 80.43 73.20 
6 122.69 66.19 184.22 72.67 61.52 
7 127.68 63.30 198.48 79.66 70.81 
8 144.39 60.87 180.86 69.47 36.47 
9 115.71 68.01 175.36 88.32 59.65 
10 127.29 60.44 186.78 77.31 59.49 
1 137.93 68.08 217.88 89.06 79.95 
2 125.57 79.43 206.00 80.52 80.43 
3 163.03 75.06 206.27 90.25 43.23 
4 137.60 62.04 199.52 78.74 61.92 
5 147.23 67.64 203.84 83.84 56.61 
6 134.57 69.86 222.10 89.94 87.53 
7 • 129.90 58.16 199.66 85.96 69.75 
8 158.49 73.50 202.74 89.43 44.25 
9 133.41 64.42 191.38 79.47 57.97 
10 149.52 66.38 217.95 90.76 68.43 
~ 
Table 27 sheds some light on the difference between the expected and obtained µG
1 
and 
µG
2 
values. Table 27 has 7 columns. The first column shows the values of <5. Each group 
has 3 columns with information that helps to interpret the data in table 26. For each group 
there are 3 columns, named "Expected", "Obtained" and "Diff". The "Expected" column 
lists the expected values of the average of the ten sample means for each () value. The 
"Obtained" column lists the obtained values of the average of the ten sample means for 
each () value. The "Diff'' column shows the difference between the obtained and expected 
averages. From the "Diff'' columns it is clear that there are large differences between the 
simulated average values and those that the simulation study should be providing. 
Table 27 
Pilot simulation study results 
µ1=150; ~=(150+8) 
Group 1 Group2 
§ Expected Obtained Di ff Expected Obtained Di ff 
0 150 132.157 17.843 150 134.764 15.236 
20 150 137.230 12.770 170 153.577 16.423 
40 150 136.012 13.988 190 172.706 17.294 
60 150 130.326 19.674 210 187.085 22.915 
80 150 141.695 8.305 230 206.734 23.266 
By using the proposed simulation design, the following results were obtained: 
and 
µG = Ji(0)+(1-Ji)µ 2 = (l-Pz)(150+8). 2 
5.4 FINAL SIMULATION DESIGN 
From the results of the pilot study it is clear that, in order to have µG
1 
= 150 and 
µG
2 
= ( 150 + 8), the means of the normal distributions used to generate the nonzero 
observations in groups 1 and 2, have to be 
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Therefore to ensure that the simulated group means differ by o units, the nonzero 
observations of the first group are 
generated from a 
N( 150 · 2500) distribution and (1-E;)' 
the nonzero observations of the 
second group from a normal 
distribution with parameters, 
and 
(150+5) 
µ2 = (1-1;)' 
The pilot study described m 
paragraph 5.3 was repeated using 
the values for µ 1, µ 2 and o as they 
were determined in paragraph 5.4. 
The results are shown in table 28. 
Table 28 has 9 columns. The first 
three identify 100P1%, lOOP2%, and 
o. Column 4 identifies the sample 
number. Columns 5 and 6 show the 
mean and standard deviation, 
respectively, of the first group. 
Columns 7 and 8 show the mean 
and standard deviation, 
respectively, of the second group. 
Column 9 shows the result when 
the first mean is subtracted from the 
second. 
100P1 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
10 
100P2 Ii 
10 0 
10 0 
10 0 
10 0 
10 0 
10 0 
10 0 
10 0 
10 0 
10 0 
10 20 
10 20 
10 20 
10 20 
10 20 
10 20 
10 20 
10 20 
10 20 
10 20 
10 40 
10 40 
10 40 
10 40 
10 40 
10 40 
10 40 
10 40 
10 40 
10 40 
10 60 
10 60 
10 60 
10 60 
10 60 
10 60 
10 60 
10 60 
10 60 
10 60 
10 80 
10 80 
10 80 
10 80 
10 80 
10 80 
10 80 
10 80 
10 80 
10 80 
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Table 28 
Final simulation study results 
Sample Group 1 Group2 
A A A A 
number µG1 0"01 µG2 0'02 Diff 
1 142.93 64.81 152.06 68.34 9.13 
2 148.45 72.25 155.11 72.54 6.66 
3 147.02 63.40 157.30 68.87 10.28 
4 146.74 66.33 146.91 67.82 0.17 
5 149.18 71.27 140.66 67.38 -8.52 
6 151.44 66.65 152.99 64.74 1.55 
7 155.78 67.02 146.14 66.78 -9.64 
8 146.57 70.09 145.67 64.49 -0.90 
9 147.50 70.41 149.49 68.71 1.99 
10 136.84 68.15 156.03 75.98 19.20 
1 156.79 68.78 176.34 74.29 19.55 
2 142.56 68.63 168.08 72.74 25.52 
3 143.04 67.37 163.28 74.82 20.24 
4 144.00 69.13 166.98 75.08 22.98 
5 151.61 69.18 174.89 71.94 23.28 
6 165.86 73.75 165.13 72.59 -0.73 
7 158.22 71.77 162.81 73.28 4.59 
8 148.04 66.06 161.98 71.67 13.94 
9 150.50 69.07 175.43 72.14 24.93 
10 152.75 70.71 163.13 75.72 10.38 
1 150.70 65.23 196.67 77.31 45.97 
2 137.72 64.73 192.83 78.41 55.11 
3 150.03 69.23 188.76 81.12 38.73 
4 153.70 70.49 186.65 77.07 32.94 
5 155.71 67.88 189.01 77.84 33.29 
6 147.55 67.26 186.78 77.76 39.23 
7 150.32 68.49 187.09 76.51 36.77 
8 153.59 72.49 192.02 81.37 38.43 
9 149.78 68.58 196.16 76.50 46.38 
10 147.66 66.68 186.16 78.45 38.51 
1 148.95 70.49 211.79 88.34 62.84 
2 155.81 76.02 208.79 84.53 52.97 
3 147.19 67.02 207.99 85.64 60.81 
4 148.68 66.51 210.65 83.96 61.97 
5 153.72 73.19 209.33 89.35 55.61 
6 154.20 69.46 202.14 81.73 47.94 
7 151.63 70.58 205.04 82.03 53.41 
8 145.63 71.25 218.81 87.07 73.18 
9 148.39 67.36 212.07 81.89 63.68 
10 150.70 72.45 208.39 84.25 57.70 
1 153.07 71.46 229.01 86.78 75.94 
2 153.87 69.50 235.62 93.67 81.75 
3 144.74 67.84 231.35 89.70 86.61 
4 145.03 69.94 227.69 88.33 82.66 
5 149.62 68.22 227.98 88.21 78.36 
6 149.44 71.20 233.20 93.56 83.75 
7 158.24 71.16 223.14 89.47 64.90 
8 158.31 73.21 230.88 89.03 72.57 
9 149.15 63.75 227.41 89.46 78.26 
10 154.81 71.14 223.45 90.32 68.64 
This simulation design produces more realistic results. The obtained means of the ten 
samples for each value of 6 are closer to the expected mean values than when the previous 
simulation design was used. Table 29 sheds some light on the difference between the 
expected and obtained µG and µG values. Table 29 has 7 columns. The first column shows 
l 2 
the values of 6. Each group has 3 columns with information that helps to interpret the data 
in table 28. For each group there are 3 columns, named "Expected", "Obtained" and "Difr'. 
The "Expected" column lists the expected values of the average of the ten sample means 
for each 6 value. The "Obtained" column lists the obtained values of the average of the ten 
sample means for each 6 value. The "Difr' column shows the difference between the 
obtained and expected averages. From the "Difr' columns it is clear that the difference 
between the obtained and expected averages are very small, indicating that this final 
simulation attains the correct results. 
Table 29 
Final simulation study results 
µ1=150/(1-P1); ~=(150+8)/(1-P2) 
Group 1 Group2 
.Q Expected Obtained Di ff Expected Obtained Di ff 
0 150 147.245 2.755 150 150.236 0.236 
20 150 151.355 -1.335 170 167.814 2.186 
40 150 149.677 0.323 190 190.213 -0.213 
60 150 150.690 0.690 210 209.500 0.500 
80 150 151.628 -1.628 230 228.943 1.057 
5.5 INFLATED VARIANCES 
From both tables 26 and 28 it is clear that the insertion of zeroes inflates the variance and 
causes heterogeneity of variance. Figure 12 shows 4 graphs representing the standard 
deviations of 20 samples when 6 = 0, for percentage of zero values equal to 0%, 10%, 20% 
and 30%, respectively. The standard deviations increase dramatically as the percentage of 
zero values increases. 
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Figure 13 shows 4 graphs representing the standard deviations of 20 samples when 8 = 20, 
for percentage of zero values equal to 0%, 10%, 20% and 30%, respectively. The standard 
deviations increase dramatically as the percentage of zero values increases. 
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Normal distribution with zero measurements 
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Figure 14 shows 4 graphs representing the standard deviations of 20 samples when 8 = 40, 
for percentage of zero values equal to 0%, 10%, 20% and 30%, respectively. The standard 
deviations increase dramatically as the percentage of zero values increases. 
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Figure 15 shows 4 graphs representing the standard deviations of 20 samples when o = 60, 
for percentage of zero values equal to 0%, 10%, 20% and 30%, respectively. The standard 
deviations increase dramatically as the percentage of zero values increases. 
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Normal distribution with zero measurements 
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Figure 16 shows 4 graphs representing the standard deviations of 20 samples when 8 = 80, 
for percentage of zero values equal to 0%, 10%, 20% and 30%, respectively. The standard 
deviations increase dramatically as the percentage of zero values increases. 
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The other uruque characteristic of the normal distribution contaminated with zero 
measurements is that even though the percentage of zero values remain constant, the 
standard deviations increase as 8 increases. The reason is that the generated observations 
are further from the zero observations than they where when 8 was smaller. See figure 17 
for confirmation of this phenomenon. Figure 17 shows 5 graphs of the standard deviations 
of 20 samples when 1 OOP2% is 40 and 8 takes on the values 0, 20, 40, 60, and 80, 
respectively. 
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The variances of samples are much larger than 2500. The variances can be standardized to 
ensure that both groups have a variance of 2500. 
The standardization can be done by utilizing the following equations: 
and 
Then 
= ( 1-Pi)( c1i + µ~ )-( 1-Pi )1 µ; 
= (1- Pi)cli + µ~[(1-Pi)(l-(1-Pi))] 
= ( 1 - Pi ) c1i + µ~ ( 1 - Pi ) Pi 
= ( 1- Pi)( c1i +Piµ;). 
The aim is to have ifo = 2500. The nonzero values of the first group should therefore be 
I 
generated from a normal distribution with mean, and vanance, 
The variance of the normal distribution from which the nonzero values of the second group 
are generated, can be obtained in the same way. Even though it is possible to standardize 
the population variances, this is not practical. Typical weather data sets with zero values 
always show heterogeneity of variance. The variances are usually very large. For the 
purposes of this report the standardization of variances will not be considered, because this 
is not realistic for weather modification data sets. 
82 
CHAPTER6 
RESULTS OF SIMULATIONS ON MIXED ZERO AND NONZERO 
MEASUREMENTS 
6.1 STRUCTURE OF PRESENTATION OF RESULTS 
6.1.1 INTRODUCTION 
The results will be presented in the form of a table and graphs. The table has 9 columns. 
Columns 1 and 2 identify lOOP1% and lOOP2%. The third column shows the value of o. 
The next 6 columns are divided into two groups, namely the results of the parametric t-test 
and those of the permutation t-test. The 3 columns pertaining to each test are labelled: 
Interval length, (1-a) and J3. The interval length refers to the average confidence interval 
length over 1000 repetitions. 
The column, labelled (1-a), is an estimate of the probability that the null hypothesis will be 
accepted when it is true. Both tests were performed at the 10% significance level - that is, 
the nominal significance level, a, is 0.1. 
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6.2 RESULTS OF NOR1\1AL DISTRIBUTION WITH ZERO 
MEASURE1\1ENTS 
The results are presented in table 30. 
Table 30 
Normal distribution with zero measurements 
n = m= 20 
Parametric test Permutation test 
Interval Interval 
100P1 100P2 Q length (1-a) ft length (1-a) ft 
0 0 0 53.006 0.896 0.896 52.969 0.895 0.895 
0 0 20 53.076 0.896 0.655 53.117 0.896 0.659 
0 0 40 52.669 0.906 0.195 52.653 0.906 0.198 
0 0 60 53.337 0.894 0.017 53.333 0.897 0.018 
0 0 80 53.192 0.924 0.000 53.116 0.925 0.000 
0 10 0 64.362 0.960 0.960 64.391 0.958 0.958 
0 10 20 67.965 0.979 0.831 67.947 0.979 0.826 
0 10 40 71.148 0.981 0.399 71.169 0.983 0.400 
0 10 60 75.076 0.988 0.061 75.228 0.988 0.064 
0 10 80 78.873 0.988 0.003 79.049 0.986 0.003 
0 20 0 76.828 0.987 0.987 76.782 0.986 0.986 
0 20 20 82.952 0.997 0.943 82.906 0.996 0.937 
0 20 40 89.283 0.999 0.611 89.209 0.999 0.610 
0 20 60 95.348 0.999 0.199 95.359 0.999 0.201 
0 20 80 102.437 0.997 0.020 102.352 0.997 0.020 
0 30 0 90.372 0.999 0.999 90.345 0.999 0.999 
0 30 20 99.132 0.998 0.991 99.158 0.998 0.990 
0 30 40 108.082 1.000 0.850 108.010 1.000 0.849 
0 30 60 117.126 1.000 0.446 117.095 1.000 0.442 
0 30 80 126.463 1.000 0.109 126.635 1.000 0.107 
10 0 0 64.931 0.960 0.960 64.950 0.957 0.957 
10 0 20 64.850 0.964 0.802 64.818 0.962 0.796 
10 0 40 64.571 0.950 . 0.327 64.589 0.947 0.331 
10 0 60 64.934 0.964 0.041 64.974 0.961 0.039 
10 0 80 64.877 0.955 0.000 64.882 0.956 0.000 
10 10 0 74.563 0.983 0.983 74.602 0.983 0.983 
10 10 20 77.154 0.994 0.904 77.099 0.993 0.904 
10 10 40 80.309 0.991 0.497 80.291 0.991 0.493 
10 10 60 83.584 0.994 0.109 83.692 0.992 0.111 
10 10 80 86.766 0.999 0.005 86.836 0.999 0.008 
10 20 0 84.992 0.997 0.997 85.036 0.996 0.996 
10 20 20 90.692 0.999 0.962 90.744 0.999 0.962 
10 20 40 96.459 0.999 0.709 96.515 0.999 0.721 
10 20 60 102.657 0.999 0.264 102.683 1.000 0.264 
10 20 80 108.694 1.000 0.025 108.793 1.000 0.024 
10 30 0 97.767 1.000 1.000 97.654 1.000 1.000 
10 30 20 105.951 1.000 0.992 105.883 1.000 0.989 
10 30 40 114.025 1.000 0.915 114.062 1.000 0.904 
10 30 60 122.654 1.000 0.530 122.637 1.000 0.534 
10 30 80 131.541 1.000 0.145 131.448 1.000 0.139 
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Table 30 continued 
Normal distribution with zero measurements 
n = m= 20 
Interval Interval 
100P 1 100P 2 §. length (1-a} I! length (1-a) I! 
20 0 0 76.565 0.987 0.987 76.564 0.986 0.986 
20 0 20 76.881 0.990 0.880 76.857 0.989 0.875 
20 0 40 76.977 0.991 0.472 77.038 0.991 0.467 
20 0 60 76.827 0.991 0.084 76.868 0.990 0.083 
20 0 80 76.727 0.984 0.006 76.681 0.985 0.005 
20 10 0 85.080 0.996 0.996 85.000 0.995 0.995 
20 10 20 87.896 0.996 0.946 87.850 0.997 0.946 
20 10 40 90.331 0.999 0.659 90.362 0.998 0.656 
20 10 60 93.374 0.999 0.183 93.313 0.998 0.180 
20 10 80 96.244 0.997 0.022 96.303 0.997 0.023 
20 20 0 94.716 1.000 1.000 94.690 1.000 1.000 
20 20 20 99.872 1.000 0.981 99.809 1.000 0.978 
20 20 40 105.025 1.000 0.795 105.077 1.000 0.791 
20 20 60 110.511 1.000 0.372 110.365 1.000 0.370 
20 20 80 116.695 1.000 0.065 116.695 1.000 0.068 
20 30 0 106.054 1.000 1.000 105.799 1.000 1.000 
20 30 20 113.480 1.000 0.998 113.473 1.000 0.998 
20 30 40 121.724 1.000 0.940 121.595 1.000 0.938 
20 30 60 129.820 1.000 0.665 129.749 1.000 0.648 
20 30 80 138.061 1.000 0.230 138.041 1.000 0.225 
30 0 0 90.548 0.995 0.995 90.546 0.995 0.995 
30 0 20 90.663 0.998 0.952 90.692 0.998 0.953 
30 0 40 90.392 0.996 0.632 90.351 0.995 0.630 
30 0 60 90.234 1.000 0.164 90.223 1.000 0.155 
30 0 80 90.414 0.998 0.017 90.359 0.997 0.017 
30 10 0 97.472 0.999 0.999 97.411 0.999 0.999 
30 10 20 100.005 1.000 0.981 99.982 1.000 0.980 
30 10 40 102.132 0.999 0.802 102.073 0.999 0.802 
30 10 60 104.693 1.000 0.306 104.634 1.000 0.302 
30 10 80 107.507 1.000 0.042 107.502 1.000 0.042 
30 20 0 105.963 1.000 1.000 105.805 1.000 1.000 
30 20 20 110.407 1.000 0.992 110.391 1.000 0.992 
30 20 40 115.445 1.000 0.900 115.377 1.000 0.900 
30 20 60 120.479 1.000 0.480 120.412 1.000 0.490 
30 20 80 125.634 1.000 0.118 125.469 1.000 0.110 
30 30 0 116.146 1.000 1.000 116.191 1.000 1.000 
30 30 20 123.387 1.000 0.999 123.309 1.000 0.998 
30 30 40 130.403 1.000 0.975 130.247 1.000 0.972 
30 30 60 137.752 1.000 0.769 137.477 1.000 0.761 
30 30 80 145.889 1.000 0.301 145.869 1.000 0.298 
None of the cases where the percentage of zero values is greater than zero, satisfy the 
liberal criterion of Bradley. In chapter 5 it was shown that the variances of the samples 
increase as the percentage of zero values increases. A simple example will illustrate this. 
The first sample used in the example is 5, 10, 9, 8, 11, 12, 15, 9.5, 8.3, and 10.2. The mean 
and standard deviation are 9.8 and 2.641 respectively. However, if the first 2 values are 
replaced by zeroes and the values of sample 2 are adjusted to have the same mean as that of 
sample 1, that is, 0, 0, 12, 11, 13, 14, 15, 10.5, 12.3, and 10.2 - the mean and standard 
deviation are 9.8 and 5.377 respectively. The standard deviation has doubled in size. Figure 
17 provides a graphical illustration of the difference "between the sample standard 
deviations when (Pi. P2, o) = (0, 0, 0) and when (Pi. P2, o) = (0, 0.1, 0). 
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From figure 17 it is clear that the insertion of 2 zero observations in a group with a sample 
size of 20, causes the variance of the group with the zero values to increase dramatically, 
even though the means of the two groups are approximately equal. 
It was also shown (chapter 5, figure 16) that the variances of the samples increase as the 
difference between the population means increases. This causes the pooled variance to 
increase, which in turn, causes the confidence interval to be very wide and thus the 
probability that o is in the interval becomes very high. 
Figure 18 shows graphs of the standard deviations of 20 samples when one case has (P 1, 
P2, o) = (0, 0, 0) and the others have (P1, P2, o) = { (0, 0.1, 20); (0, 0.1, 40); (0, 0.1, 60); 
(0, 0.1; 80)} respectively. The standard deviations when o = 0 and P1 = P2 = 0 are also 
shown to characterise the case where the sample has no zero observations. Once again it is 
clear from the graph that the standard deviations of the generated samples increase as the 
percentage of zero observations increases and a further increase is noted as o increases. 
The event that the variances of the two groups are equal in a given situation is highly 
improbable. Even when the two groups have the same percentage of zero observations and 
o = 0, the variances are in the vicinity of 6400. The control situation is where 1OOP1 % and 
1 OOP2 % are equal to zero. The population variances in the control situation are 2500. 
Figure 19 shows the mean confidence interval lengths at o = 0, 20, 40, 60, and 80, for the 
case where (P1, P2) = (0, 0) as opposed to the case where (P1, P2) = (0, 0.2). 
This simulation study that includes zeroes is not realistic in that a mixed discrete and 
continuous distribution is generated. The nonzero values have to be very large to attain the 
same mean as in the situation where no zeroes are present. The inflated variances are a 
result of the large range of sample values. The range is large, but the x-values are not 
spread evenly over the range. Depending on the percentage of zero values included in the 
study, as many as 30% could be zeroes and the other 70% may be larger than 150. 
Weather data usually includes small values that are close to zero also. This would result in 
a more even spread of sample values those generated by the simulation study. 
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CHAPTER 7 
THE BEHRENS-FISHER PROBLEM 
7.1 INTRODUCTION 
Suppose one has two samples from different normal distributions. Sample 1 comes from a 
normal distribution with mean, µ 1, and variance, a;. Sample 2 comes from a normal 
distribution with mean, µ 2 , and variance, a;. One would like to compare the means of 
these two samples, that is, test the null hypothesis, H0 : µ 1 = µ 2 against some alternative 
hypothesis. The Behrens-Fisher problem presents itself when the population variances, a; 
and a;, respectively, are not identical. From the results presented in chapter 4 and 6, it is 
clear that the parametric and permutation t-test are no longer robust when the population 
variances differ and when zero measurements are present. 
The solution to successfully studying weather data may lie in combining the permutation t-
test and the existing solutions to the Behrens-Fisher problem. The aim is to find a 
permutation test which is robust even though the sample variances are not identical. 
So-called "robust permutation tests" have been developed by Lambert (1985). Lambert 
(1985: 607) is of the opinion that: "Use of the permutation distribution of the test statistic 
rather than a parametric distribution is not responsible for the lack of test robustness." She 
also states that one should strengthen the permutation test's tendency towards robustness 
by choosing a robust test statistic. Lambert defines her robust permutation test statistic 
(RPT) as: " ... a sum of censored log-likelihood ratios ... ". The data censoring which makes 
Lambert's RPT statistic insensitive to outliers, also disqualifies this kind of robust 
permutation test for use in meteorology. The reason being that weather data sets are 
relatively small and that outliers in these data sets may be indicators of a positive seeding 
effect. 
The solutions to the Behrens-Fisher problem are numerous, but none could be found that 
were used in conjunction with permutation tests. A few classical Behrens-Fisher solutions 
will be considered in the quest for a robust permutation test statistic for use in weather 
experiments. 
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7.2 POSSIBLE SOLUTIONS TO THE BEHRENS-FISHER 
PROBLEM 
7.2.1 BEHRENS-FISHER'S SOLUTION 
Let X 1 and X2 represent the sample means of group 1 and group 2, respectively. The 
sample sizes of group 1 and 2 are n and m respectively. 
The Behrens-Fisher statistic is as follows: 
Under the null hypothesis, µ 1 = µ 2 , and so 
Tables of d are provided in several articles. The most important criticism is that the 
probability of rejecting H0 when it is true (obtained significance level) differs from the 
nominal significance level. 
91 
7.2.2 SCHEFFE'S SOLUTION 
Scheffe determines a statistic that makes the variance of the di's a minimum: 
; i = 1, ... ,n 
'if n = m 
where Xi and Yi refers to the ith observation in group 1 and 2, respectively and then 
t = Fn d . The dj's, being a linear combination of normals, have a normal distribution. A t-
S a 
test with (n-1) degrees of freedom is constructed for the di's. 
The advantages of this solution are that the test's validity does not depend on the values of 
unknown parameters, the required computations are simple and only the existing Fisher t-
tables are needed. Because d = x - y, all the observations are used in the numerator of the 
t-statistic, but a disadvantage is that if n < m, (n-m) of the observations in group 2 will be 
discarded when computing the variance of d, namely s~. 
7.2.3 WELCH'S SOLUTION 
Welch (1937) proposed two test statistics, U and V. 
(X1 -X2 ) U= i 
[(_!. +_!_)((n- l)s~ + (m- l)si )]
2 
n m (n+m-2) 
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and 
U and V are equal when group sizes are equal. V is equal to the test statistic proposed by 
Behrens-Fisher. The U test statistic of Welch will be considered in the simulation design to 
be given in subsequent paragraphs. Note that the CT-statistic of Welch is equal to the t-
statistic when used as a permutation test statistic. 
7.3 SIMULATION 
7.3.1 GOAL OF THE SIMULATION 
In this simulation, only the permutation t-test will be performed with three different test 
statistics, namely those statistics proposed by Behrens-Fisher, Scheffe, and Welch. These 
statistics were supposed to solve the robustness problems of the parametric t-test in the 
presence of heterogeneity of variance. The goal of this simulation is to determine whether 
the usage of any of these test statistics in conjunction with the permutation procedure 
results in obtained significance levels close to the nominal significance level. In other words 
one would like to know whether any of these test statistics will be robust with respect to 
significance level. 
The distributions and sample sizes to be considered are those where both the parametric 
and permutation t-test were not robust. 
93 
7.3.2 POPULATION DISTRIBUTIONS 
The populations to be considered will be the normal distribution, the lognormal distribution 
and the normal distribution contaminated by zeroes. The (n,m) combinations to be explored 
are (10,20); (10,30); (10,40); (20,30); (20,40) and (30,40) for the normal and lognormal 
distribution. n is the size of the first sample and m is the size of the second sample. For 
each (n,m) combination, a 1000 replicates consisting of 2 samples each will be generated. 
Both population means are equal to 150. Two cases will be considered, namely where ( cri, 
cr2) = (50, 100) and (cri, cr2) = (100, 50). The lognormal distribution is leptokurtic and 
positively skewed. 
In the case of the normal distribution contaminated with zero distributions, the population 
means are both 150 and the population variances are 2500. The (n,m) combination to be 
studied is (n, m) = (20, 20). P1 and P2 will indicate the percentage of zero observations in 
each of the 2 groups respectively. (100P1%,100P2%) = (0,10), (0, 20), (0,30), (10, 10); 
(10, 20); (10, 30); (20, 10); (20,20); (20,30); (30,10); (30,20) and (30,30). For each 
(100P1%,100P2%) combination, a 1000 replicates consisting of 2 samples each will be 
generated. 
7.3.3 STRUCTURE OF PERMUTATION TEST WITH ROBUST 
TEST STATISTICS 
1000 replicates of two groups each are drawn from the distributions listed in paragraph 
7.3.2. Each of the 1000 replicates goes through the following procedure: 
(a) The robust test statistic (RPTorig) is computed. 
(b) The sample concerned is permuted and the robust permutation test statistic 
for the permutation is computed. The notation for this statistics will be 
RPTperm· 
If IRPT0 rig I is greater than or equal to IRPTperml add 1 to RPTCOUNT. 
RPTCOUNT shows how many of the permutations have a permutation test 
statistic less than that of the original sample. The alternative hypothesis is 
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two-sided (as it was for the comparisons between the parametric and 
permutation t-test), namely Ho: µ 1 :f:. µ2. 
(c) The procedure described in (b) is repeated until 2500 permutations have 
been completed for the sample concerned. 
(d) Determine the proportion of IRPTpennl 's less than IRPT0rigl' by dividing 
RPTCOUNT by 2500. 
(e) IfRPTCOUN'D2500 is less than 10%, then reject H 0 :µ1 = µ 2 , because less 
than 10% of the permuted samples have a robust permutation test statistic as 
large as that of the original sample. 
After 2500 permutations are done for all 1000 replicates, the obtained a level is computed 
by dividing the number of times H0 :µ1 = µ 2 was rejected, by 1000. 
The procedure described in steps (a) to (e) is computed for three permutation test statistics, 
namely those of Scheffe, Welch, and Behrens-Fisher. The obtained significance levels of the 
three tests are determined. 
A further field of research would be to determine an easy way to compute the confidence 
intervals based on these three test statistics. 
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CHAPTERS 
RESULTS OF SI1\1ULATIONS USING BEHRENS-FISHER TYPE 
PERMUTATION TEST STATISTICS 
8.1 NORMAL DISTRIBUTION 
8.1.1 SMALLER VARIANCE ASSOCIATED WITH THE SMALLER 
SAMPLE 
The results are presented in table 31. 
Table 31 
Normal distribution 
0-1 = 50; 0"2 = 100 
Obtained significance levels 
Behrens 
n m Scheffe -Fisher Welch 
10 20 0.101 0.101 0.125 
10 30 0.084 0.087 0.117 
10 40 0.099 0.101 0.151 
20 30 0.102 0.101 0.114 
20 40 0.120 0.122 0.151 
30 40 0.122 0.125 0.134 
When Scheffe's test statistic is used in the permutation test procedure the obtained 
significance levels are much closer to the nominal significance level, 0.1, than those 
obtained by using Welch's test statistic. The same trend is observed when Behrens-Fisher's 
test statistic is used. All the obtained significance levels, except for those obtained when 
using Welch's test statistic, satisfy Bradley's liberal criterion. A fairly stringent criterion 
(Bradley 1978: 146) for a to be robust in this study is that the obtained significance level 
should be greater than 0.09 and less than 0.11. In the case of the "liberal criterion", the a.-
level should lie between 0.05 and 0.15. 
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Table 32 tabulates the distance between the nominal significance level and the obtained 
significance level when the 3 test statistics are used. 
Table 32 
Normal distribution 
cr1 = 50; cr2 = 100 
Distance between the obtained and nominal 
significance levels 
Behrens 
n !!!. Scheffe -Fisher Welch 
10 20 0.001 0.001 0.025 
10 30 0.016 0.003 0.017 
10 40 0.001 0.001 0.051 
20 30 0.002 0.001 0.014 
20 40 0.020 0.022 0.051 
30 40 0.022 0.025 0.034 
Except for one case, the significance levels obtained when using the Behrens-Fisher's test 
statistic are the closest to the nominal significance level. The exception is when (n,m) = 
(30,40). The permutation test using the Scheffe and Behrens-Fisher test statistics produces 
obtained significance levels that are more robust - that is, closer to the nominal significance 
level than those produced when using the t-statistic. 
James Press (1966) compared the parametric procedures of Scheffe and Welch for testing 
the equality of the means of two normal distributions with respect to the expected lengths 
of the confidence intervals they yield. He developed a criterion for deciding which of the 
two methods is better in a given situation. His findings were summarized in chart form. The 
chart is shown in table 33. 
In this case the ratio, m, is always greater than one, and cr2 is greater than one. Press's 
n cr1 
table indicates that the best test to use would be Welch's test. The results obtained in tables 
3 1 and 3 2 do not agree with those of Press. One should remember that Press compared the 
expected lengths of the confidence intervals of Scheffe an'd Welch. The other difference is 
that in Press's study, Welch's statistic is regarded as being distributed as chi-square. 
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Table 33 
TEST CRITERION 
m 
-> 1 m 
-- 1 m = 1 
11 11 11 
0"2 1 Welch Welch Scheffe 
-> 
0"1 
0"2 1 Scheffe Scheffe Scheffe 
-< 
0"1 
0"2 - 1 t - test t - test t - test 
0"1 
8.1.2 LARGER VARIANCE ASSOCIATED WITH THE SMALLER 
SAMPLE 
The results are presented in table 34. 
Table34 
Normal distribution 
0"1=100; 0"2 = 50 
Obtained significance levels 
Behrens 
n m Scheffe -Fisher Welch 
10 20 0.102 0.106 0.081 
10 30 0.117 0.111 0.078 
10 40 0.110 0.112 0.079 
20 30 0.110 0.114 0.089 
20 40 0.113 0.113 0.089 
30 40 0.123 0.124 0.118 
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Scheffe's test statistic and the Behrens-Fisher test statistic produce obtained significance 
levels very close the nominal significance level. The liberal criterion of Bradley is satisfied 
in all instances. 
Table 35 tabulates the distance between the nominal significance level and the obtained 
significance level when the 3 test statistics are used. 
Table 35 
Normal distribution 
cr1 =100; cr2 = 50 
Distance between the obtained and nominal 
significance levels 
Behrens 
n !!! Scheffe -Fisher Welch 
10 20 0.002 0.006 0.019 
10 30 0.017 0.011 0.022 
10 40 0.010 0.012 0.021 
20 30 0.010 0.014 0.011 
20 40 0.013 0.013 0.011 
30 40 0.023 0.024 0.018 
When the sample sizes are small, the significance levels obtained when using the Behrens-
Fisher or Scheffe test statistics are closer to the nominal significance level than those 
obtained using the t-statistic. 
When both groups have underlying normal distributions, the group with the larger sample 
size has the largest variance, and sample sizes of both groups are small; both the Scheffe 
test statistic and the Behrens-Fisher statistic are likely to provide obtained significance 
levels closer to the nominal significance level than when the t-statistic is used. 
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8.1.3 NORMAL DISTRIBUTION WITH MIXED ZERO AND NON-
ZERO MEASUREMENTS 
The results are presented in table 36. 
Table 36 
Normal distribution contaminated with zero 
measurements 
n = m= 20 
Unequal variances 
Obtained significance levels 
Behrens 
fi f ~ Scheffe -Fisher Welch 
0 0 0.088 0.089 0.089 
0 10 0.137 0.136 0.136 
0 20 0.147 0.143 0.143 
0 30 0.212 0.218 0.218 
10 0 0.129 0.130 0.130 
10 10 0.159 0.162 0.162 
10 20 0.176 0.177 0.177 
10 30 0.185 0.187 0.187 
20 0 0.164 0.170 0.170 
20 10 0.174 0.174 0.174 
20 20 0.204 0.202 0.202 
20 30 0.214 0.214 0.214 
30 0 0.206 0.197 0.197 
30 10 0.193 0.193 0.193 
30 20 0.232 0.231 0.231 
30 30 0.256 0.259 0.259 
The significance levels obtained are approximately equal. The significance levels obtained 
when zeroes are included in the samples, are much larger than the nominal significance 
level, which indicates that the null hypothesis will be rejected too often. The same is true 
when the Scheffe test statistic is used. 
The inflation of the variances when zeroes are inserted causes serious problems that will 
have to be addressed in more detail. 
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8.2 LOGNORMAL DISTRIBUTION 
8.2.1 SMALLER VARIANCE ASSOCIATED WITH THE SMALLER 
SAMPLE 
The results are presented in table 3 7. 
Table 37 
Lognormal distribution 
cr1 = 50; cr2 = 100 
Obtained significance levels 
Behrens 
!l !!1 Scheffe -Fisher Welch 
10 20 0.110 0.121 0.141 
10 30 0.095 0.099 0.134 
10 40 0.116 0.120 0.151 
20 30 0.099 0.098 0.115 
20 40 0.109 0.106 0.131 
30 40 0.108 0.109 0.118 
The case where the sample sizes differ the most, namely (n, m) = (10, 40), was the only 
case where the permutation t-test (Welch's test) did not satisfy Bradley's liberal criterion. 
The significance levels obtained when using the Scheffe test statistic satisfy Bradley's liberal 
criterion. The significance levels obtained when using the Behrens-Fisher test statistic also 
satisfy Bradley's liberal criterion. 
Table 38 tabulates the distance between the nominal significance level and the obtained 
significance level when the 3 test statistics are used. 
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Table 38 
Lognormal distribution 
cr1 = 50; cr2 = 100 
Distance between the obtained and nominal 
significance levels 
Behrens 
!! m Scheffe -Fisher Welch 
10 20 0.010 0.021 0.041 
10 30 0.005 0.001 0.034 
10 40 0.016 0.020 0.051 
20 30 0.001 0.002 0.015 
20 40 0.009 0.006 0.031 
30 40 0.008 0.009 0.018 
The significance levels obtained when using either the Scheffe test statistic or the Behrens-
Fisher test statistic are closer to the nominal significance level than those obtained using the 
Welch test statistic. This is true when the underlying population is lognormal, and the 
smaller variance is associated with the smaller sample. 
8.2.2 LARGER VARIANCE ASSOCIATED 'VITH THE SMALLER 
SAMPLE 
The results are presented in table 39. 
Table 39 
Lognormal distribution 
cr1 = 100; cr2 = 50 
Obtained significance levels 
Behrens 
!! m Scheffe -Fisher Welch 
10 20 0.103 0.099 0.081 
10 30 0.116 0.113 0.081 
10 40 0.099 0.097 0.069 
20 30 0.108 0.104 0.089 
20 40 0.109 0.108 O.o7E! 
30 40 0.119 0.120 0.110 
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The significance levels obtained when using Scheffe's test statistic satisfy Bradley's liberal 
criterion. All but one of the significance levels obtained when using Scheff e's test statistic 
satisfy Bradley's stringent criterion. The significance levels obtained when using Behrens-
Fisher's test statistic satisfy Bradley's liberal criterion. The permutation test using Welch's 
statistic produces obtained significance levels that satisfy the liberal criterion of Bradley. 
Table 40 tabulates the distance between the nominal significance level and the obtained 
significance level when the 3 test statistics are used. 
Table 40 
Lognormal distribution 
Distance between the obtained and nominal 
significance levels 
Behrens 
n !!l Scheffe -Fisher Welch 
10 20 0.003 0.001 0.019 
10 30 0.016 0.013 0.019 
10 40 0.001 0.003 0.031 
20 30 0.008 0.004 0.011 
20 40 0.009 0.008 0.024 
30 40 0.019 0.020 0.010 
The significance levels obtained when using either the Scheffe test statistic or the Behrens-
Fisher test statistic are closer to the nominal significance level than those obtained using the 
\Velch test statistic. The only instance for which the latter statement is not true, is when 
(n,m) = (30,40). 
103 
8.3 CONCLUSION 
This simulation study that includes zeroes is not realistic in that a mixed discrete and 
continuous distribution is generated. The nonzero values have to be very large to attain the 
same mean as in the situation where no zeroes are present. The inflated variances are a 
result of the large range of sample values. The range is large, but the x-values are not 
spread evenly over the range. Depending on the percentage of zero values included in the 
study, as many as 30% could be zeroes and the other 70% may be larger than 150. 
Weather data usually includes small values that are close to zero also. This would result in 
a more even spread of sample values those generated by the simulation study. 
The large significance levels obtained when using the Scheffe test statistic or the Behrens-
Fisher test statistic should be seen as a warning of how the presence of zero values may 
distort significance levels. 
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CHAPTER9 
SUMMARY OF RESULTS 
9.1 COMPARATIVE STUDY BETWEEN THE 
PARAMETRIC AND PERMUTATION T-TEST 
9.1.1 RESULTS OF THE NORMAL DISTRIBUTION 
9.1.1.1 EQUAL VARIANCES 
Varying sample sizes do not affect the performance of the parametric or permutation t-test 
with respect to the significance level if the underlying distribution of both groups in the 
sample is normal with equal variances. 
For all practical purposes, the two tests are equivalent. 
9.1.1.2 LARGER VARIANCE ASSOCIATED WITH LARGER 
SAMPLE 
In the case of the parametric t-test and permutation t-test the nominal significance level 
exceeds the obtained significance level, when the smaller sample size is paired with the 
smaller variance. 
For all practical purposes, the two tests are equivalent. 
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9.1.1.3 SMALLER SA1\t1PLE ASSOCIATED WITH LARGER 
VARIANCE 
This indicates that when the smaller sample size is paired with the larger variance, the 
number of observations is less than or equal to 60 and the underlying population is normal, 
the probability that the null hypothesis will be rejected when it is true is much larger than 
the nominal a level of 0, 1. This is true for both tests. 
For all practical purposes, the two tests are equivalent. 
9.1.2 RESULTS OF THE GAMMA DISTRIBUTION 
Varying sample sizes do not affect the robustness of the parametric or permutation t-tests 
with respect to significance level when the underlying distribution of both groups in the 
sample is the gamma distribution. The obtained a-levels are reasonably close the nominal 
levels. 
For all practical purposes, the two tests are equivalent. 
9.1.3 RESULTS OF THE LOGNORMAL DISTRIBUTION 
9.1.3.1 EQUAL POPULATION VARIANCES 
The obtained a levels of both t-tests are robust with regard to significance level, when the 
samples have lognormal distributions. All satisfy Bradley's liberal criterion. If the underlying 
population distributions are both positively skewed, leptokurtic and the population 
variances are equal, both t-tests are robust with regard to significance level. 
The probability that the null hypothesis will be rejected when the alternative hypothesis is 
true is reasonably (second decimal) larger for the permutation t-test than for the parametric 
t-test in 5 cases. These cases are (n, m, <5) = (10; 20; 20); (10; 30; 20); (10; 30;40); (10; 40; 
20) and (1 O; 40; 40). 
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9.1.3.1 LARGER SAl\tlPLE ASSOCIATED WITH LARGER 
VARIANCE 
Where (n, m) = (10, 40), the nominal significance level exceeds the obtained significance 
level. In these cases the null hypothesis is not rejected often enough. 
The probability that the null hypothesis will be rejected when the alternative hypothesis is 
true is reasonably (second decimal) larger for the permutation t-test than for the parametric 
t-test in 17 cases. These cases are (n, m) = (10; 10) where o = 80; (n, m) = (10; 20), (10; 
30), (10; 40) where o = 20; 40; 60; 80, and (n, m) = (20; 30), (20; 40) where o = 20; 40 
and 60. 
9.1.4 RESULTS OF THE RECTANGULAR DISTRIBUTION 
The obtained significance levels, a, of both tests satisfy the liberal robustness criterion of 
Bradley. For all practical purposes the two tests are equivalent. 
9.1.5 RESULTS OF THE EMPIRICAL DISTRIBUTION 
The obtained significance levels of both tests satisfy the liberal criterion of Bradley when 
the empirical population distribution is leptokurtic and positively skewed and the 
population variances are equal. There are no large differences between the obtained 
confidence levels of the two tests. 
9.1.6 RESULTS OF THE NORMAL DISTRIBUTION 
CONTAMINATED BY ZERO MEASUREMENTS 
There are no significant differences between the results of the two tests. Neither of these 
tests are robust in this case. Significance levels, power and confidence interval length are 
not trustworthy when a large number of zero measurements are present or when the 
percentage of zero measurements in the two groups varies. 
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9.2 
9.2.1 
9.2.1.1 
COMPARATIVE STUDY BETWEEN THREE 
PER1\1UTATION TESTS BASED ON STATISTICS USED 
FOR THE BEHRENS-FISHER PROBLEM 
RESULTS OF THE NORMAL DISTRIBUTION 
LARGER VARIANCE ASSOCIATED WITH LARGER 
SA1\1PLE 
When Scheffe's test statistic is used in the permutation test procedure, the obtained 
significance levels are much closer to the nominal significance level, 0.1, than those 
obtained by using the parametric t-statistic. The same trend is observed when Behrens-
Fisher's test statistic is used. 
Except for one case, the significance levels obtained when using the Behrens-Fisher's test 
statistic are the closest to the nominal significance level. The exception is when (n, m) = 
(30, 40). In this case, the significance levels obtained when using the Scheffe's test statistic 
are the closest to the nominal significance level. 
9.2.1.2 LARGER VARIANCE ASSOCIATED WITH THE 
SMALLER SAMPLE 
Except for one case, the significance levels obtained when using the Behrens-Fisher test 
statistic are the closest to the nominal significance level, and the obtained significance levels 
satisfy Bradley's liberal criterion. When both groups have underlying normal distributions, 
the group with the larger sample size has the largest variance, and sample sizes of both 
groups are small; both the Scheffe test statistic and the Behrens-Fisher statistic are likely to 
provide obtained significance levels closer to the nominal significance level than when the t-
statistic is used. 
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9.2.1.3 NORMAL DISTRIBUTION WITH 1\tIIXED ZERO AND 
NONZERO MEASUREMENTS 
The significance levels obtained are approximately equal. The significance levels obtained 
when zeroes are included in the samples, are much larger than the nominal significance 
level, which indicates that the null hypothesis will be rejected too often. The same is tme 
when the Scheffe test statistic is used. 
9.2.2 LOGNORMAL DISTRIBUTION 
9.2.2.1 LARGER SA1\1PLE ASSOCIATED WITH LARGER 
VARIANCE 
The significance levels obtained when using either the Scheffe test statistic or the Behrens-
Fisher test statistic are closer to the nominal significance level than those obtained using the 
Welch test statistic. This is tme when the underlying population is lognormal, and the 
smaller variance is associated with the smaller sample. 
9.2.2.2 SMALLER SAMPLE ASSOCIATED WITH LARGER 
VARIANCE 
The significance levels obtained when using either the Scheffe test statistic or the Behrens-
Fisher test statistic are closer to the nominal significance level than those obtained using the 
Welch test statistic. The only instance for which the latter statement is not true, is when 
(n,m) = (30,40). 
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9.3 CONCLUSION 
This simulation study that includes zeroes is not realistic in that a mixed discrete and 
continuous distribution is generated. The nonzero values have to be very large to attain the 
same mean as in the situation where no zeroes are present. The inflated variances are a 
result of the large range of sample values. The range is large, but the x-values are not 
spread evenly over the range. Depending on the percentage of zero values included in the 
study, as many as 30% could be zeroes and the other 70% may be larger than 150. 
Weather data usually includes small values that are close to zero also. This would result in 
a more even spread of sample values those generated by the simulation study. 
The large significance levels obtained when using the Scheffe test statistic or the Behrens-
Fisher test statistic should be seen as a warning of how the presence of zero values may 
distort significance levels. 
In conclusion, one may reiterate the following words of Lambert (1985: 607): "Use of the 
permutation distribution of the test statistic rather than a parametric distribution is not 
responsible for the lack of test robustness." She also states that one should strengthen the 
permutation test's tendency towards robustness by choosing a robust test statistic. Her view 
is substantiated by the results presented in chapter 8, because the obtained significance 
levels vary greatly when different permutation test statistics are used and some of the test 
statistics produced obtained significance levels closer to the nominal significance level than 
the permutation t-test. 
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