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Study of complex structure using mixed data and
complex modeling
Xiaohao Yang
The new complex materials have wide applications in next generation technologies in industrial
fields such as electronics, energy production, environment engineering, etc. Understanding their
structure is the key in keeping developing new materials and improving their performance. As they
are more and more complex in different length scale, new methods that utilize information from
different sources and be able to provide complex structural information are on the horizon of this
new era.
In this thesis, we developed new methods that process the mixed data and provide the extra
information that people are interested in. First one is extending the computed tomography tech-
nique with other analysis method including texture analysis and Pair Distribution Function (PDF)
method. The new methods enable us to study the coupling of desired structural properties, such
as texture and local local structure of nano-particles, at meso-scale. For example, by applying the
texture-CT analysis on the LiCoO2 coin cell, we found the texture of LiCoO2 particles was quite
inhomogeneous. By combining PDF and CT method, we successfully studied the catalyst reaction
and the participle size distribution in industrial catalyst. Second one is a new method of obtaining
reliable anomalous differential Pair Distribution Function (adPDF) by using diffraction data sets
in wide energy range and an ad-hoc algorithm that perform the data correction automatically. The
new method was demonstrated using both simulated data and real experimental data.
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Chapter 1
Introduction
1.1 New complex materials
In recent years, advances in materials synthesis techniques have enabled scientists to produce in-
creasingly complex functional materials with enhanced or novel macroscopic properties. Modern
engineered materials drive progress in many scientific fields and are at the heart of next generation
technologies in industrial fields including electronics [Dagotto et al., 2003], energy production and
storage [Rolison et al., 2009], environmental engineering [Sun et al., 2006], and biomedicine [Neu-
berger et al., 2005]. As the optical, electronic, and mechanical properties of such materials are
deeply influenced by atomic structure, solving the structure of engineered materials is of critical
importance in unlocking their potential. However, the structure of such materials is often com-
plex and non-periodic at the atomic scale or at the nanoscale. For example, many of the best
known thermoelectric materials have structures that are crystallographic on average, but derive
their high thermoelectric figure of merit from local atomic distortions [Mozharivskyj et al., 2004;
Hsu et al., 2004; Biswas et al., 2012; Lin et al., 2005]. Disordered collections of nanoparticles,
on the other hand, have a high degree of short range order, but no long range order beyond the
nanoscale [Steigerwald and Brus, 1989]. Additionally, many novel materials are composites, which
exhibit complex ordering on multiple length scales, such as core-shell nanoparticles or mesoporous
CHAPTER 1. INTRODUCTION 3
materials, which are bulk materials with porous regions of nanoscale dimension that can be inter-
calated with a variety of structures [Sakamoto et al., 2000; Armatas and Kanatzidis, 2006].
The standard techniques of crystallography have proven successful in characterizing a vast array
of bulk materials whose atomic structures can be described with crystal models, which require
only tens or hundreds of parameters. Since x-ray diffraction data typically yield information on
hundreds or thousands of diffraction peaks a unique structure solution can almost always be found
for crystalline materials. However, for the type of complex materials described above the number
of degrees of freedom in a suitable structure model is often considerably larger than in the case of a
typical crystal. For example, surface atoms in nanoparticles often relax their atomic positions away
from special crystallographic locations, thereby increasing the number of parameters needed to
describe the overall nanoparticle structure. Complex engineered materials often produce extremely
broad peaks in diffraction experiments, due to the fact that they are non-periodic or disordered.
Moreover, the conventional x-rays lack the ability of obtaining the chemical information, such
as distinguishing the elements whose atomic number are close to each other, as the scattering
intensity is determined by the atomic number. Additionally, complex engineered materials are
often complex on multiple length scales, requiring separate experimental methods to determine the
structure on different length scales. For example, industrial catalysts have structure on different
scales, and people are interested in the coupling of nano-scale structure on meso-scale, which is
important in improving the efficiency. The structure problem is doubly complicated as diffraction
experiments produce less information than corresponding experiments on bulk materials, despite the
fact that additional information is required to solve the problems. From a standard crystallographic
perspective, the structure problem for many complex materials is inherently ill-posed, making a
unique solution impossible [Billinge and Levin, 2007].
From an information content perspective, to solve a structural problem, we need a certain
amount of information. The source of information is data sets obtained in experiments and theory
or assumptions added from theory or chemical intuition. To utilize more experimental information,
there are two possible approaches. One is extracting and using more information from the existing
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Figure 1.1: figure from Heterogeneities of individual catalyst particles in space and time as moni-
tored by spectroscopy.
[Buurmans and Weckhuysen, 2012]
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data. The other is adding new data sets.
One example of maximizing the information extracted from a diffraction pattern is the Pair
Distribution Function (PDF) method, which uses both Bragg and diffuse scattering to simulta-
neously probe both local and average length scales. The PDF approach has proven successful in
solving some nanostructure problems that are not solvable by direct inversion of single crystal
data; for example, the structure of C60 was solved using PDF analysis combined with ab-initio
algorithms [Juhás et al., 2006; Cliffe et al., 2010]. However the PDF approach fails to obtain a
unique solution of some disordered nanoparticles such as ultra-small whitelight CdSe [Yang et al.,
2013], as the structure of these nano-particles are disordered and PDF itself doesn’t have enough
information to solve it.
On top of the additional information utilized in PDF method, novel approaches and correspond-
ing data processing methods are required. For example, to study coupling of nano-scale structure
at meso-scale, one possible method is combining existing x-ray diffraction methods with computed
tomography (XRD-CT). [Harding et al., 1987; Harding and Kosanetzky, 1989; Alvarez-Murga et
al., 2012a; Alvarez-Murga et al., 2012b; Bleuet et al., 2008; Jacques et al., 2011; O’Brien et al.,
2012] Recently, it has emerged as an excellent tool for studying microstructural changes and build-
ing up a quantitative picture on the scale of particle size.[Bleuet et al., 2008; Ebner et al., 2013a;
Zielke et al., 2014]. For example, it has been used to observe the complex conversion reactions
occuring in SnO2 electrodes, where phase evolution, particle cracking, and eventual fracture have
been demonstrated.[Ebner et al., 2013b] Attempts to map amorphous or nanocrystalline compo-
nents using CT has been made, but it is challenging as considerable a priori knowledge for the
interpretation is required. [Alvarez-Murga et al., 2012b; Lazzari et al., 2012].
When combined with the CT method, we can extend the conventional structural analysis to
study the microstructure of interesting structural features. In this work, we developed a new way
to construct a map of texture in the sample, and use it to study the texture in a LiCoO2 coin cell.
We also developed a protocol for studying nano-structure at meso-scale by combining PDF and CT
(ctPDF). The new method was demonstrated using a phantom object and applied to an industrial
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catalyst to study the catalyst reaction and the particle size distribution.
To obtain the chemical structural information in short and medium range, one possible solution
is combining anomalous scattering with total scattering techniques such as PDF method. [Waseda,
1984; Billinge and Thorpe, 1998; Wurden et al., 2010] For example, using anomalous x-ray scattering
in combination with reverse Monte Carlo modeling, the structure of NiZr2 has been studied by
De Lima et al. [De Lima et al., 2003]. The same method has also recently been applied to the
chalcogenide glass system, GexSe1−x and AsxSe1−x [Hosokawa et al., 2015]. The local structure of
In0.5Ga0.5As was also determined from joint high-resolution and differential PDF using anomalous
scattering [Petkov et al., 2000].
However, rigorous experiments and data corrections are required to obtain reliable results when
we study the local structure using this method, which restricts the wide application of anomalous
differential techniques in total scattering techniques. In this work a new method of obtaining
reliable anomalous differential Pair Distribution Functions (adPDF), using ad hoc algorithms was
developed, that does not require the use of extensive manual data corrections, opening the way for
much wider application of the method. The approach is demonstrated on both simulated data and
real experimental data.
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Chapter 2
Atomic Pair Distribution Function
method
2.1 Obtaining PDF from experiment
Conventional crystallographic analysis treats Bragg diffraction and diffuse scattering separately.
The atomic structure is solely determined using information from Bragg peaks, while the additional
information such as deviation from a perfect lattice is obtained from diffuse scattering. This
approach achieves great success in characterization of crystalline materials. For example, one
of the most successful techniques for analyzing Bragg data is Rietveld refinement [Rietveld, 1969].
However, this approach breaks down when we turn to a disordered system or nano-material system,
as the Bragg peaks disappear or become extremely broad due to the loss of long range structural
coherence.
An alternative approach, the so-called total scattering technique, treats both Bragg and diffuse
scattering on an equal basis. It utilizes all the information throughout reciprocal space, over a
wide range of Q [Egami and Billinge, 2012]. One representative total scattering technique is atomic
Pair Distribution Function (PDF) analysis. In PDF analysis, we extract the structural information,
especially the short range atomic order, by applying a Fourier transformation on the total scattering
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data. The detail derivation could be found in [Egami and Billinge, 2012; Farrow and Billinge, 2009].
Here we brief introduce how to obtain PDF from experimental diffraction data. Given the total





F (Q) sinQr dQ, (2.1)
where F (Q) is the reduced total structure function, and defined as
F (Q) = Q [S (Q)− 1] . (2.2)
In experiment, we cannot reach Q→ 0 since the signal at very low-Q are usually stopped by a beam
stopper, which stops the transmitted beam to avoid detector burn and dynamic range overflow. we
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(2.3)
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F (Q) sinQr dQ. (2.5)
Therefore we have
G (r) = 4πrρ (r)− L (r) . (2.6)
A number of different situations are discussed in [Farrow and Billinge, 2009]. For the case that
the solid is infinite and of uniform number density, ρ0,
L (r) = 4πrρ0, (2.7)
and we have
G (r) = 4πr [ρ (r)− ρ0] . (2.8)
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For finite sized solid of uniform density with a shape function s(r), which defined such that s(r) = 1
for r inside the object and s(r) = 0 for r outside the object. L(r) = 4πrρ0γ0(r), where γ0(r) is the














γ0(r) is the three-dimensional orientational average of γ0(r). Then for the PDF from finite object
such as nano particle, we have
G (r) = 4πr [ρ (r)− ρ0γ0 (r)] . (2.10)
If we consider the object as a piece that cut from a uniform bulk structure, we could express the
density of object using its characteristic function γ0(r) and the density of bulk structure ρBulk(r),
G (r) = 4πrγ0 (r) [ρBulk (r)− ρ0] . (2.11)
2.1.1 Quantitatively reliable PDFs using ad hoc data correction algorithm
To obtain quantitatively reliable PDFs, we should perform data corrections on the raw data col-
lected in diffraction experiments. For example, we should remove the signal from the sample
holder, correct the absorption effects, multiple scattering effects, beam polarization effects, etc.
Any uncorrected effects may produce incorrect PDFs and influence the following data analysis.
There are many types of corrections in XRD experiments. Most of them are well understood
and can be estimated. However, performing these data correction one by one requires tedious work
and plenty prior knowledge about the experiments and instruments is required. Luckily, we have
plenty of knowledge about the asymptotic behavior of S(Q), F (Q), and G(r), and the nature of
most corrections. It allows us to perform data correction in a more efficient ad hoc way and gives
essentially identical results to those obtained using non ad hoc procedures. The algorithm is laid
out in [Billinge and Farrow, 2013] and implemented in PDFgetX3 [Juhas et al., 2013].
Here we briefly introduce the algorithm, as it is important not only to understand of how
to obtain the PDFs in real data reduction process, but also for understanding the algorithm for
differential PDF, which we will introduce in Sec. 5.2.3.
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If we assume the detector dead time is negligible, we can write the total scattering function
F (Q) in a general form:
F (Q) = α (Q)Fo (Q) + β (Q) (2.12)
where Fo(Q) is the reduced structure function and α and β are Q-dependent functions that contain
all the relevant corrections, such as Compton scattering and absorption corrections. We know that
most corrections are slowly varying with Q, i.e. they are low frequency signals. The signal coming
from real structural information is a high frequency signal, whose frequency is at least higher than
∼ 2π/rnn, where rnn is the shortest inter-atomic distance. Therefore, after Fourier transformation,
the imperfect corrections only have a large impact on the low-r region, which does not contain as
much structural information. So while accurate data corrections are still important, the physical
information in PDF is somewhat robust to imperfect corrections. This good separation between the
correction and real structure information allows us to perform the correction without determining
the accurate form of α(Q) and β(Q) from prior knowledge. We can try to “fit” the corrections
using some arbitrary functions until we have the “correct” outcome.
In practice, we assume the multiplicative term α(Q) is a constant that doesn’t change as a
function of Q, and the additive term β(Q) could be approximated using a polynomial function of
Q,






The “correct” outcome means that F (Q) oscillates around 0 in the limit of large Q. In practice we
could set C = 1 and determine the coefficients pi in β by minimizing
∑
High−Q
α (Q)Fo (Q) + β (Q) . (2.15)
These are very coarse approximations, especially for the multiplicative corrections, where inaccu-
racies will introduce peak shape distortion [Billinge and Farrow, 2013]. However, they work very
well for most data sets [Billinge and Farrow, 2013; Juhas et al., 2013]. The only drawback is the
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thermal factors, such as the Atomic Displacement Factor (ADP), refined from distorted peaks are
not as reliable as the lattice parameters [Billinge and Farrow, 2013; Juhas et al., 2013].
2.2 Extracting structural information from the PDF
2.2.1 General process of PDF refinement
To extract the quantitative structural information from the experimental PDF, the very first step
is defining a physical model which describes the atomic structure of a material. Having a correct
structural model is very important in obtaining quantitatively accurate structural information,
since the error coming from statistical uncertainty is usually much smaller than the systematic
error, especially when we use the high quality data obtained in synchrotron beam-line [Yang et al.,
2014].










δ (r − ruv) , (2.16)
where N is the number of atoms, ρ0 is the average atomic density, f is the scattering factor of
atoms, ruv is the distance between atom u and v, and the summation goes over all atoms in the
materials. The more frequently used reduced PDF G(r), is related to g(r) as
G (r) = 4πrρ0 (g (r)− 1) . (2.17)
Having a physical model, we need a mathematical model that relates the physical model to the
experimental data. The mathematical model should also give a refinable function whose input is a
set of parameters that represent a state of the physical model and returns a quantity that quantifies
the goodness of that state. The target function is usually a form of difference between calculated




w (ri) [Gobs (ri)−Gcalc (ri)]2 , (2.18)
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where Gobs and Gcalc are the observed and calculated PDFs, and w is the weighting factor, w(ri) =
1/σ2(ri), where σ is the estimated standard deviation of data at ri.
To obtain the quantitative structural information, we need to find the best parameter set that
minimizes the difference between experiment data and physical model. This could be done by
iteratively varying the parameter set till the minimum (or maximum) value of the target function
is found. However, the mathematical model here is usually complex due to the nature of the
materials we study. Therefore the refinement problem is usually a high-dimensional, highly non-
linear optimization problem. Generally there is no analytical solution for these kind of problems.
The common solution is to use different searching algorithms that traverse the solution space and
record the maximum or minimum value during the searching. By using an efficient algorithm
and an appropriate initial state, we can use the extrema in the searching process to approximate
the global extremum. In our research, we use a modified version of the LevenbergMarquardt
algorithm [Levenberg, 1944] and the Basin-hopping algorithm [Wales, 2003; Wales and Doye, 1997;
Wales and Scheraga, 1999].
2.2.2 Least-square refinements
The least-squares method is usually used in data fitting [Prince, 2004; Hahn, 2005]. Suppose we
have n independent measured data values yi, which are believed to be the functions of m variables
pj . If m is smaller than n, we can determine p by minimizing
S = (y − f (p))T W (y − f (p)) , (2.19)
where f is a set of functions in our models and W is the weight matrix. For uncorrelated observed
values, W is a diagonal matrix with Wii = σ
−2
i and for correlated observed values, W is the inverse
of the variance-covariance (VC) matrix. Given a non-linear model, we have several algorithms to
find the best fitting results p. For example, it can be determined by iteratively solving the equation
ATWA (p− p0) = ATW (y − f (p)) , (2.20)
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2.2.3 Statistical uncertainties of least-square refinements
The uncertainties are usually classified in to two types, statistical uncertainties and systematic
uncertainties. The former one arises from random fluctuations in a measurement, and can be
reduced by re-measurements. The systematic uncertainties come from the inaccuracies inherent in
the system or model and usually push the results into the same direction in re-measurements.






and the uncertainty of refined parameters is given by taking the square root of the diagonal values
in the VC matrix, σ[pi] =
√
(ATWA)−1ii .
If the VC matrix of measured data points is unknown, an workaround is performing the refine-
ment using the same procedure but with a unity matrix as the weight matrix W. Then the VC








where N and M are the number of data points and refined parameters, respectively [Yang et al.,
2014; Prince, 2004; Hahn, 2005]. Since the VC matrix of p is unknown and estimated using the
difference between experimental data and calculated data (Eq. 2.19), Eq. 2.22 gives an unbiased
estimation only when the systematic errors are much smaller than the statistical errors and the
residuals between model and observed data follow a Normal distribution. They are also the as-
sumptions of using Eq. 2.19 in refinement, where the maximum likelihood estimation is applied.
However, in practice, this is rarely satisfied. The systematic errors usually present in the residuals
and sometimes dominate the residuals. In these cases, if we treat the systematic errors as a kind
of “statistical error”, Eq. 2.22 gives a rough estimation of the sum of the systematic and statistical
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errors.[Hahn, 2005] So although it is not strictly correct, Eq. 2.22 is still widely used in these cases
in most refinement programs. We also use this equation in our research.
2.3 Partial and differential PDF
2.3.0.1 Partial PDF
For multiple components systems, the total PDF gives the distribution of atom pairs coming from
all elements. It is generally desirable to know the structure about a particular chemical species.
We can define a partial PDF g(r), which gives the distribution of atom pairs only coming from β








δ (r − ruv) . (2.23)
The PDF g(r) is defined as g(r) = ρ(r)/ρ0, where ρ(r) is atomic pair density and ρ0 is the average
density. It is related to reduced PDF G(r) through
G (r) = 4πrρ0 [g (r)− 1] , (2.24)
for infinite object with uniform density (bulk), or
G (r) = 4πrρ0γ0 (r) [g (r)− 1] , (2.25)
for finite object with uniform density (nano particles), where γ0(r) is the shape function. Then the
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We know that in the limit of large Q, S(Q) → 1. However, this is not true for S′αβ(Q). To let
the partial S(Q) follows same behaviors of total S(Q), it is usually convenient to add a weighting







S′αβ (Q) , (2.28)
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where the average goes through all elements in the materials. As a result of this normalization, the






Q [Sαβ (Q)− 1] sinQr dQ. (2.30)
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Note that PDF g(r) and reduced PDF G(r) are related by Eq. 2.17.
2.3.0.2 Morningstar-Warren approximation
In Eq. 2.29, the weighting factor wαβ = cαcβfαfβ/〈f〉2 is a function of Q. However, the individual
partials are not propagated through the Fourier transform, but only the weighted sum of the
partials, and since a-priori we don’t know how to partition the measured intensity between different
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partials this cannot be correctly separated. However, it can be made to approximate this situation
by separating the absolute value and the Q-dependence [Warren et al., 1936],
fα (Q) = fα (0) ¯f (Q), (2.34)






Then the weight factor can be approximated to be Q-independent, and can be given using f(0)
wαβ =
cαcβfα (0) fβ (0)
〈f (0)〉2
. (2.36)
Although the weighing factors wαβ is actually a slowly varying function of Q and, as poor as this
approximation is, it does not pose a serious problem in practice. The X-ray PDFs of multicompo-
nent systems using this approximation can be successfully fit by structural models. Actually, this
approximation is equivalent to a multiplicative term, which usually only impose very small peak
distortion [Billinge and Farrow, 2013].
2.3.0.3 Differential PDF
The total PDF can be defined as a sum of partial PDFs, which have the information about the
correlation between particular chemical species and their neighbors. To determine all the partial
PDFs of a system composed of n elements, we need at least n(n − 1)/2 independent S(Q) data.
Moreover, the difference between measured S(Q)s are usually very small compared to the measured
S(Q). Thus, it requires extremely high quality data to determine partial PDFs. This approach has
been successfully undertaken for some liquids and amorphous materials [Soper, 2000; Petri et al.,
2000].
Closely related differential PDFs (dPDFs) are experimentally easier to obtain using differential
techniques and dPDFs also provides rich structural information about particular elements. dPDF
is the correlation between one particular chemical species and all atoms (including itself). It is
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For example, an AB alloy has A-A, A-B, B-A(same as A-B), and B-B partial PDFs and has A and
B dPDFs, where A dPDF is the A-A + A-B partial PDFs and B dPDF is the B-B + B-A partial
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Chapter 3
X-ray diffraction computed
tomography for structural analysis of
electrode materials batteries
3.1 Introduction
The design of future energy storage materials relies on an intimate understanding of structural
changes occurring as the system operates. While the design of methods for the in situ observation
of changes in materials is difficult, a number of techniques exist which provide vital information
on the physical and chemical transformations occurring in, for example, electrode materials in
Li-ion batteries. In situ X-ray diffraction (XRD) [Morcrette et al., 2002; Leriche et al., 2010;
Nelson et al., 2012; Liu et al., 2014], X-ray absorption spectroscopy (XAS) [Leriche et al., 2010;
Kristiansen et al., 2014; Lowe et al., 2014], X-ray transmission microscopy [Chao et al., 2010;
Nelson et al., 2012], and Mössbauer spectroscopy [Andersson et al., 2000] have allowed for local
electronic and atomic structure determination for a range of candidate materials for Li-ion battery
electrodes. However, the continued development of in situ characterisation tools is crucial for
improving our understanding of the mechanisms governing the performance of battery materials.
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Recently, dynamic X-ray computed tomography (CT) techniques have emerged as an excel-
lent tool for studying microstructural changes and building up a quantitative picture on the
scale of particle size [Bleuet et al., 2008; Shearing et al., 2010; Ebner et al., 2013a; Zielke
et al., 2014]. For example, Woo and co-workers have used synchrotron radiation x-ray tomo-
graphic microscopy to observe the complex conversion reactions occuring in SnO2 electrodes,
where phase evolution, particle cracking and eventual fracture in individual 30µm-sized particles
has been demonstrated [Ebner et al., 2013b]. Wang et al. have also shown that recently devel-
oped synchrotron X-ray nanotomography can be applied to tin anodes [Chen-Wiegart et al., 2012;
Wang et al., 2014].
For Li-ion battery research and for smaller commercial applications, coin or button cells are the
preferred geometries. To date, the CT methods reported have required the design and construction
of specialised battery cells. Here, we demonstrate XRD-CT using hard X-rays on a Li-ion battery
in the commercially applied coin cell, and a Ni/MH battery in its commercial spiral wound configu-
ration, which could provide us a method to study reactions in situ, as realistically as possible. The
coin cell geometry [Figure 3.1(b)] is comprised of a cathode film, a separator/electrolyte layer, and
an anode; all enclosed in an Al-coated steel casing. We employ lithium cobalt oxide (LiCoO2) as
the positive electrode, an electrode of choice in Li-ion batteries for commercial electronics, as a test
material. In this structure, the Li ions located between sheets of edge-sharing CoO6 octahedra are
deintercalated from the structure during charging and subsequently insert into the anode by trav-
elling through an ionically conducting electrolyte [Mizushima et al., 1980]. Typically, the positive
electrode is mixed with a carbon additive and held together with a polymer binder for enhanced elec-
trical conductivity [Tarascon and Armand, 2001; Goodenough and Park, 2013]. To study chemical
and structural changes in such highly complex commercially important devices under cycling, spa-
tially resolved, quantitative, non-destructive characterisation methods are highly desirable. To this
end we set out to develop the capability of applying the recently described XRD-CT [Bleuet et al.,
2008] and computed tomography atomic pair distribution function (ctPDF) [Jacques et al., 2011;
Jacques et al., 2013] methods on batteries in commercial geometries. XRD-CT gives quantitative
CHAPTER 3. X-RAY DIFFRACTION COMPUTED TOMOGRAPHY FOR STRUCTURAL
ANALYSIS OF ELECTRODE MATERIALS BATTERIES 20
structural information on crystalline components, and ctPDF on nanocomponents, in a spatially
resolved way with resolutions of a few tens of micrometers. This is non-trivial because of the rela-
tively large size of these devices, and the presence of strongly scattering components such as steel
casings and rare-earth components in the Ni/MH case. Despite the challenges, we were able success-
fully to reconstruct diffraction patterns in real-space revealing information about the chemical and
structural state of the battery components. For example, we find that crystal texture, an important
factor in electrochemicl performance, varies with position in the LiCoO2 cathode. Unfortunately,
the data were not of sufficient quality to Fourier transform reliably to obtain PDFs allowing us to
study nanostructure. This will require better statistics on the data and more effort in fine-tuning
the CT reconstruction algorithm. Nonetheless, the results and observations reported here pave the
way for in operando studies of cycling Li-ion batteries containing insertion electrodes, which will
provide a quantitative picture of microstructural changes occurring in individual components, and
their spatial distribution, under realistic conditions.
3.2 Method
3.2.1 Data acquisition geometry
The typical sample scanning geometry for a CT experiment is shown in Fig. 3.2. After acquiring
a full line scan along the y axis, the sample is rotated by a small angle; the line scan is repeated
until the sample is rotated by 180◦. At each (y, ω), a full two-dimensional diffraction pattern is
collected. In this research, our samples include a typical discharged AAA-NiMH battery and a Li
coin cell, whose size is about 5 mm in diameter.
3.2.2 Reconstruction and data analysis methodology
The reconstruction process transforms the variation of the diffraction signal from a scanning ge-
ometry (y, ω) to a sample geometry (x, y). To obtain an ensemble averaged powder diffraction
signal, a sufficient number of crystallites should be randomly oriented in the illuminated volume.
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Figure 3.1: XRD-CT reconstruction data of Ni-MH cell and coin cell
a) Data collected for cycled Ni-MH cell: (i) summed intensity in the q-range 20 to 23Å−1; (ii)
intensity at q=1.36 Å−1, representing the cathode phase; (iii) intensity at q=1.64Å−1, representing
the anode phase; (iv) intensity at q=3.09Å−1, representing steel; (v) intensity at q=1.40Å−1,
representing any amorphous component. (b) Schematic of coin cell assembly. (c) Data collected
for coin cell with scans through layers 1 to 4 (i.e. from bottom of cathode to separator). A1–A4:
Map of intensity at q=3.08 Å−1, indicating diffraction from steel. B1–B4: Intensity at q=1.33 Å−1,
showing diffraction from LiCoO2 in layer 1-4. C1–C4: Intensity at q=1.74Å
−1.
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Figure 3.2: Sample rotation (ω) and scanning (y) setup of ctPDF experiment.
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Typically, if the volume of one voxel is about 1 µm3, the average particle size in the sample (or
domain size for a polycrystalline sample) should be in the range of tens of nanometers. Ideally,
to obtain a quantitatively reliable powder diffraction signal, the sample should be non-textured.
However, should texture exist, the sample can be analysed following a similar procedure, discussed
in Sec. 3.2.3
Step(0). Data acquisition, Fig. 3.3(a)→(b). A monochromatic micro pencil high energy X-
ray is used to illuminate the sample, and 2D diffraction data are collected at different scanning
geometries (y, ω). The angular range [0, 180◦] is sufficient as the diffraction intensity at ω and ω+π
are same. In practice, diffraction data are collected continuously during the sample movement, i.e.
the detector keeps collecting the signal when the beam scans through the sample. So, the diffraction
data are averaged between (y, ω) and (y+ ∆y, ω) for each frame. However, for a sufficiently small
scanning step, the variations are small, and the averaged signals are good approximations.
Step(1). Azimuthal integration, Fig. 3.3(b)→(c). The 2D powder diffraction rings are az-
imuthally integrated to obtain the 1D powder diffraction pattern. Necessary corrections, such as
dead time, flat field, dark field, and spatial distortion should be made to the raw data to obtain
quantitatively accurate results. During integration, diffraction spots from large crystallites should
be masked to prevent reconstruction artifacts.
Step(2). Sinogram construction, Fig. 3.3(c)→(d). After integration, we have diffraction inten-
sity I(Q) at different (y, ω). Thus, the diffraction intensity is a function of Q, y, and ω. If we
construct a 3D array I(Q, y, ω) and perform a slice on each Q value, we could build a series of 2D
array I(y, ω)Q, i.e. a series of sinogram at different Q.
Step(3). Image reconstruction, Fig. 3.3(d)→(e). I(y, ω)Q can be transformed to the sample
geometry I(x, y)Q using a filtered-back-projection algorithm, which is known as the inverse Radon
transform [Kak and Slaney, 1988], or other algebraic reconstruction techniques [Natterer and W-
bbeling, 2001]. I(x, y)Q represents the spatial variation of the diffraction intensity at Q as a
function of the position x, y. The resolution of the reconstructed intensity is isotropic in the x and
y directions.
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Step(4). 1D patterns extraction, Fig. 3.3(e)→(f). 2D reconstructions of I(x, y)Q are obtained
for each Q and then stacked together. The 1D diffraction intensity I(Q)(x, y) can be extracted from
the stacked array. The quality of the 1D extracted patterns is high enough to perform quantitative
crystallographic analysis such as Rietveld refinement or PDF analysis.
(Optional step). Step(0) - (4) could be repeated to obtain the CT slices in different situations.
By combining multiple CT slices, we can extend the dimension of I(Q)(x, y). For example, by
collecting CT slices at different sample positions along the z direction, we can obtain I(Q)(x, y, z);
or by collecting CT slices during a reaction, we can obtain a time-dependent I(Q)(x, y, t).
Step(5). Phase identification, Fig. 3.3(f)→(g). With high quality diffraction data, we can
perform simple phase identification routines using XRD intensities at a specific Q value or Q range.
For example, if we know that material ”A” has a diffraction peak at QA, then we can plot the XRD
intensities at QA v.s. their positions. The false color heat map is a spatially resolved representation
of the amount of material ”A” in the sample. For amorphous materials, the scattering intensity at
high Q is proportional to the density of the materials. So, it is possible to use the average intensity
of XRD intensity in the high Q range.
3.2.3 Reconstruction of texture map
When the materials are textured, the diffraction peaks may not show constant intensity as a
function of azimuthal angle in a 2D diffraction pattern. This is shown in Figure 3.5(a). To analyse
the texture in more detail, the azimuthal dependency of the intensity was investigated. We followed
the protocol described in Sec. 3.2.2. Instead of reconstructing XRD intensity v.s. Q, we select a
diffraction ring and reconstruct the XRD intensity v.s. azimuthal angle.
In practice, for each single 2D pattern, a narrow 2θ band centered on the selected peak was
integrated, and this intensity was plotted as a function of azimuthal angle. A CT reconstruction of
these azimuthal intensity plots was then carried out, to obtain the azimuthal intensity distribution
for each pixel in the image. It is then possible to take some parameter from this plot, such as
the peak intensity or width, and make a real-space map. A sharply peaked azimuthal intensity
CHAPTER 3. X-RAY DIFFRACTION COMPUTED TOMOGRAPHY FOR STRUCTURAL
ANALYSIS OF ELECTRODE MATERIALS BATTERIES 25
Figure 3.3: A detailed data analysis protocal of XRD computed tomography.
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distribution indicates a high degree of texture, whereas a flat line (infinitely wide peaks) indicates
random orientation. We chose to map the peak width due to this contrast. Therefore, the recon-
structed azimuthal intensity distribution in each pixel was fitted with a Gaussian function, and the
width mapped accordingly.
3.3 Data analysis
We first applied the XRD-CT method to a cycled Ni/MH battery, to demonstrate the effectiveness
of this method in identifying individual components of a complex system [Liu et al., 2011; Shukla et
al., 2001]. These cylindrical commerical cells contain a positive electrode (Ni(OH)2), separator and
a metallic alloy negative electrode, which are wound tightly in a spiral arrangement and contained
in a steel casing [Nagarajan and Van Zee, 1998]. A discharged cylindrical AAA-NiMH battery from
SANIK was placed vertically in the beam and a horizontal CT scan was collected. Figure 3.1(a)(i)
shows a map of the intensity summed in the Q-range 20 to 23Å−1. In this range, most of the
scattering is incoherent and the intensity represents the general scattering power of the sample
proportional to the electron density in the various phases. While this does not provide any structural
information, it maps the distribution of scattering density of materials in the battery. The plot
shows a highly complex structure with the spiral construction clearly observed, contained in an outer
casing. By studying the scattering patterns in pixels at different positions, phase identification is
possible. The discharged cathode consists of crystalline Ni(OH)2, which has a characteristic intense
Bragg peak at 1.36 Å−1. A map of the intensity at this Q-point is seen in Figure 3.1(a)(ii), which
highlights the spiral structure of the electrode. The intensity drop off towards the center of the
device probably reflects an uncorrected absorption effect from rare-earth elements present in the
anode rather than a real change in the density of the positive electrode, but the diffraction patterns
confirm that the crystalline material present in the cathode is Ni(OH)2 throughout the electrode
from the edge to the middle of the battery.
To study the discharged anode phase we focus on a characteristic Bragg peak at Q = 1.64 Å−1.
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The intensity map [Figure 3.1(a)(iii)] shows a thick, continuous layer of the anode at the battery
edge. Interestingly, we also see a much thinner double layer of the same phase present in the spiral
construction indicating the anode phase is present as a surface coating on two opposite sides of a
substrate. The battery casing is made of steel with a characteristic Bragg peak at 3.09Å−1, the
intensity map of which is plotted in Figure 3.1(a)(iv). The steel can is clearly seen as a very intense
thick ring surrounding the battery. However, features from steel are also seen within the battery
in the form of a dotted line from a perforated metal foil, which serves as a substrate and current
collector for the negative anode [Nagarajan and Van Zee, 1998]. The remaining, major components
in the battery are amorphous phases, which are harder to characterize with conventional diffraction
as they show no long range order or characteristic Bragg peaks. However, relatively intense diffuse
scattering from these materials is seen in the Q-range below 2Å−1. Figure 3.1(a)(v) shows a map
of the intensity at q=1.7Å−1, where no Bragg peaks from any of the crystalline phases are present.
The highest intensity in this map arises from the two layers of Kapton foil used to hold the battery
in place in the beam. A third homogeneous polymer layer seen surrounding the battery arises from
the plastic foil label on the battery. More interestingly, dominating amorphous components are
seen within the spiral construction of the battery which can be attributed to the separator and the
organic binder used in the preparation of the cathode film [Fukunaga et al., 2005].
We then employed the XRD-CT technique to obtain information on phase identification and
structural information of a coin cell containing LiCoO2 as the positive electrode [Figure 3.1(b)].
Data from five slices perpendicular to the axis of the battery were obtained, four of which are
shown in Figure 3.1(c), going from the bottom of the cathode (scan 1) to the separator (scan 4).
Figure 3.1(c):A[1-4] shows maps of the intensity at Q = 3.09 Å−1 in each of the bottom four layers,
clearly picking up the circular steel casing surrounding the battery, with no other steel components
observed. The cathode, LiCoO2, has its most intense peak (hkl = 003) at Q = 1.33 Å
−1. By
plotting the intensity at this Q-value, the presence of LiCoO2 at different points in the battery can
be obtained for the four layers (Figure 3.1(c):B[1-4]). LiCoO2 is seen in the three lower layers and is
not present in the upper part of the battery. The cathode film diameter is smaller than that of the
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cell casing and is seen as a disc in the centre of the battery. The intensity distribution furthermore
shows that the cathode film is slightly tilted within the casing, as only parts of it are seen in the 1st
and 3rd layer. Finally, the intensity from the LiCoO2 (003) peak is not homogenous over the cathode
film as seen by intensity speckles, which will be discussed further below. Figure 3.1(c):C[1-4] shows
the intensity at Q = 1.74 Å−1, where there are no Bragg contributions from any of phases. Instead,
this represents the point with the most intense diffuse scattering from the amorphous separator,
as well as from the surrounding Kapton tube present in all the scans. Figure 3.1(c):C4 shows
homogenous scattering from the separator, which fills the battery casing. In the lower three layers,
the separator is seen to surround the cathode film thereby isolating it from the Li metal anode.
When assembling the battery, the flexible separator has been pressed down onto the cathode film
to ensure close contact between the different components. Due to tilting of the film, the separator
is seen to cover half the cathode in scan 3, whereas it is only seen weakly in the lower left corner
in the first scan [Figure 3.1(c):C1], suggesting that it does not press uniformly all the way to the
bottom of the casing. Figure 3.1(c):C1 also shows high scattering intensity in a ring surrounding
the separator and cathode. This arises from the polymer O-ring in the cell casing.
We now investigate in greater detail the speckled pattern that is evident in the intensity map
of the cathode in Figure 3.1(c)[B1-B3]. We can rule out CT reconstruction errors for this pattern,
since no such speckled pattern is seen in the steel or the separator, which suggests that it has
a physical origin. The most obvious possibility is that it reflects a variation in LiCoO2 density
from place to place in the cathode, but another possibility is that the cathode is textured (i.e.,
has preferred orientation of grains) and the degree of preferred orientation varies from place to
place, since this would also affect the intensity of the 003 Bragg peak. To assess which of these
possibilities is more likely we made a comparison of the intensity map for the 003 Bragg peak
and that of the integrated intensity in the high Q-region which, as we discussed above, does not
contain structural information but is a measure of the density of the material. First, to get a more
accurate determination of the 003 peak intensity map we fit it with a Gaussian peak to reduce
noise fluctuations. A plot of the fitted intensity is shown in Figure 3.4(a), where speckles of higher
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intensity are clearly observed to persist. Furthermore, a region with reduced average intensity is
seen in the lower left of the cathode, as well as close to the middle of the film. On the other hand,
the density map, obtained by plotting the intensity integrated in the Q-range 20 Å−1 to 23 Å−1,
is shown in Figure 3.4(b). The intensity distribution over the film replicates some of the features
seen in Figure 3.4(a), with high intensity in the edges of the cathode but with the least LiCoO2
seen in the bottom left corner, possibly due to tilting of the cathode film. However, the intensity
in Figure 3.4(b) is smooth and the speckles clearly seen in the (003) peak intensity in Figure 3.4(a)
are not present in this plot and can thus not be attributed to an inhomogeneous distribution of
cathode material.
The crystallographic orientation of individual cathode grains can greatly influence the Li ion
transport processes in electrode materials. In cathodes made from layered compounds, growth
conditions, such as annealing temperature, can determine preferential orientation of the grains
[Tan et al., 2014]. In the case of LiCoO2, where the lithium diffusion is two-dimensional, the
optimised alignment of crystallographic planes can affect the resulting electrochemical performance
[Mizuno et al., 2014; Bouwman et al., 2002]. Therefore, investigation of the texture of the LiCoO2
particles in the film is of great interest. Here we describe an approach for quantifying texture as
a function of position in the cathode by using CT to reconstruct a texture map, texture-CT. The
intensity map of the (003) peak shown in Figure 3.1(c)[B2] is obtained by azimuthally integrating
around the Debye-Scherrer rings in the 2D image of the diffraction pattern.
To obtain the detail texture information, we applied the analysis described in Sec. 3.2.3. We
chose (003) peak (shown in Fig. 3.5(a)), which is a raw 2D frame obtained when scanning the
centre of the 2nd layer containing mostly LiCoO2. The azimuthal dependency of the (003) peak
indicates strong preferred orientation effects of the LiCoO2 particles along the c-direction. The
texture-CT image indicates that significant variations in the degree of preferred orientation are
seen throughout the cathode film, showing that the texture is quite inhomogeneous. The highly
textured areas (narrow peaks), are indicated by the green and yellow areas in the plot. The very
edge of the cathode shows high values for the peak width (as seen from the dark red colour), but
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Figure 3.4: XRD-CT reconstruction results of LiCoO2
(a) Intensity of the LiCoO2 (003) peak (centred at q=1.33Å
−1), determined by fitting a Gaussian
curve. (b) Summed intensity in the region 20Å−1 to 23Å−1 , where no Bragg diffraction is observed.
these are somewhat unreliable as the peak intensity itself is very low in these pixels at the edge of
the cathode and the fitting not reliable.
3.4 Conclusion
The use of XRD-CT for the study of Li-ion and NiMH battery components in situ presented here
represents a step-change in how we can obtain quantitative data on complex systems with many
different active components. We obtain a high level of structural and textural detail from the
XRD-CT method, as well as observing details of the cell construction (such as the tilted cathode)
without the need for a specialised battery cell design. We ascertain the nature of the cathode
film within the battery cell in a non-destructive manner, revealing the power of this technique for
gleaning complete structural information. Having demonstrated the feasibility of this method, we
intend to continue with our studies to include ctPDF capabilities and in operando measurements
of functioning Li-ion battery electrodes to explore changes occurring on the nanoscale, which will
go a long way in explaining, for example, the nature of hitherto unknown composition of SEI layers
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Figure 3.5: Texture CT reconstruction of (003) peak of LiCoO2
(a) Azimuthal intensity distribution in the 003 peak of a raw data frame. (b) Plot of reconstructed
intensity versus azimuthal angle. The intensity has been fitted with a Gaussian function to deter-
mine the width of the peak, and thus the degree of preferred orientation in the sample (c) Map
of azimutal peak width in the 2. layer. Narrow peak width values show high degree of preferred
orientation, as seen by the yellow and green areas.
formed during cycling.
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Chapter 4
Pair Distribution Function Computed
Tomography
4.1 Introduction
Complex heterogeneous systems of nanostructured materials are at the heart of next-generation
technologies in sustainable energy, environmental remediation and health. To understand how the
materials perform under realistic conditions it is necessary to study them in situ, which in general
means examining the evolution of nanostructures within complex mixtures with geometries as a
function of time. This is, by any account, a hugely challenging task. Techniques that are able to
image the internal structure of solid objects have had a huge impact on healthcare, the physio-
logical and neurological sciences and more recently materials science [Withers and Preuss, 2012;
Hounsfield, 1973; Lauterbur and others, 1973; Stehling et al., 1991; Elliott and Dover, 1982;
Adams, 2013; Egami and Billinge, 2012]. The more precise and quantitative the information that
can be imaged, or spatially mapped, the better. Recently, a number of non-destructive X-ray
diffraction (XRD) methods have been developed that allow the mapping of chemical and structural
information from bulk objects in three- and four dimensions [Harding et al., 1987; Harding and
Kosanetzky, 1989]. Notably, this includes the development of static and more recently dynamic
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XRD-computed tomography (XRD-CT) [Harding et al., 1987; Harding and Kosanetzky, 1989;
Alvarez-Murga et al., 2012a; Alvarez-Murga et al., 2012b; Bleuet et al., 2008; Jacques et al., 2011;
O’Brien et al., 2012]. The latter provides remarkable chemical and physical insight allowing, for
example, for the monitoring of evolving solid-state chemistry as well as the mapping of physi-
cal quantities such as crystallite size in a spatially resolved way. However, obtaining quantitative
structural information for nanoscale objects is a major challenge even without introducing the com-
plexity of performing the measurements under reaction conditions. Because of the disappearance
of Bragg peaks for nanosized objects, standard crystallographic methods are no longer suitable,
the so-called nanostructure problem; XRD-CT is largely blind to the amorphous and nanocrys-
talline components of samples [Billinge and Levin, 2007]. However, emerging methods such as total
scattering and the pair distribution function (PDF) methods are producing reliable, quantitative
information regarding nanostructure [Egami and Billinge, 2012].
Many of the heterogeneous devices that we desire to study under in situ or operando conditions,
such as batteries, catalytic systems and fuel cells, contain important components that are nanocrys-
talline. Previous attempts to map amorphous or nanocrystalline components below 3nm using
XRD-CT were challenging requiring considerable a priori knowledge for the interpretation [Alvarez-
Murga et al., 2012b; Lazzari et al., 2012]. Traditionally, such materials are better studied using
spectroscopic methods with, for example, recent techniques such as direct tomography with chemi-
cal bond contrast and/or (soft) transmission X-ray microscopy capable of providing the short-range
order information necessary to image different amorphous or nanocrystalline components [Huotari
et al., 2011; de Smit et al., 2008; Gonzalez-Jimenez et al., 2012]. As PDF provides similar infor-
mation, it can compete with these methods. Furthermore, by virtue of using high-energy X-rays
there are advantages in terms of being able to study complex materials in realistic environments.
In addition, the technique is not restricted to providing time-resolved chemical insight on only a
small proportion of the system (that is, it does not require using a range of energies to tackle
multi-element systems) [Huotari et al., 2011; de Smit et al., 2008; Gonzalez-Jimenez et al., 2012;
Buurmans and Weckhuysen, 2012].
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Total scattering and PDF methods that utilize the entire Bragg and diffuse scattering signal
from a sample are emerging as powerful tools for studying nanostructure [Egami and Billinge, 2012;
Young and Goodwin, 2011]. Indeed, such methods have been previously employed in static and more
recently in a time-resolved manner to provide insight into systems under reaction conditions [Key
et al., 2010; Kubacka et al., 2012; Newton et al., 2012; Tyrsted et al., 2012]. A limitation of these in
situ studies is that they yield an average representation of a small part of the sample, and potentially
important positional variations in the chemistry across the specimen are lost. Real-world materials
are, by accident or design, rarely homogeneous.
By combining total scattering techniques with a CT approach, we show how it is indeed possible
to obtain and spatially map quantitative structural and nanostructural parameters. As the ctPDF
method yields quantitatively reliable total scattering PDFs in each voxel of the sample, all of
the PDF analyses normally carried out, such as model independent analyses of peak positions,
heights and widths and nanostructure refinements, may be carried out as a function of position
in the sample. Importantly, as rapid acquisition X-ray PDF studies naturally make use of high-
energy incident radiation, the method is capable of penetrating relatively thick reactor vessels. The
signals from such vessels may swamp the signal from the sample contained within, but with ctPDF
the tomographic reconstruction places these signals into different voxels rendering unnecessary a
subtraction of the sample container. The method is therefore optimal for performing studies on
systems evolving under process reaction conditions [Topsoe, 2003]. ctPDF will undoubtedly have
use and application across a wide range of disciplines and represents a significant advance in the
field of imaging. The results presented herein demonstrate the applicability of the ctPDF method
to obtain local structure contrast images from amorphous and nanocrystalline samples that would
normally be impossible to image/interrogate by any other method.
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4.2 Method
4.2.1 Reconstruction and data analysis methodology
The ctPDF reconstruction method follows a similar protocol to XRD-CT described in Sec. 3.2.2,
differing in the data analysis performed. After obtaining the XRD patterns in step(4), instead of
performing data analysis directly on the XRD patterns, we transformed the XRD patterns into
PDFs and perform PDF analyses on single data sets to obtain quantitative structural information.
Then, the spatial variation of the structural properties can be obtained by mapping the refinement
results as a function of their real-space positions.
Step(5) PDF transformation, Fig. 4.1(f)→(g).
Diffraction data are transformed into PDFs using methods described in Sec. 2.1. Chemical
composition at the sub-micrometer scale may be inhomogeneous, which imposes a practical problem
for batch processing transformed PDF data. The number of data sets may easily exceed 10,000.
So instead of assigning the chemical composition one by one manually, we need an algorithm to
determine the composition automatically.
If we don’t have detailed prior knowledge of the spatial variation in chemical composition, the
easiest and most straight forward solution is using the average composition of the sample in all
PDF transformation. As discussed in Sec. 2.1.1, using the wrong chemical composition, i.e. using
incorrect scattering factors in normalization, is equivalent to applying multiplicative terms to the
signal, which results in slightly distorted peaks [Billinge and Farrow, 2013; Juhas et al., 2013].
However, in practice, the most important structural information could be extracted successfully in
the following modeling refinements.
A more elegant method is to constrain the spatial variation in chemical composition based on
prior knowledge about the sample. The source of prior knowledge could be the diffraction data
itself. For example, by observing the representative diffraction peaks, one could classify the data
sets with similar composition into sub-groups. Or, we can segment the analysis into two rounds.
In round one, we use uniform chemical composition in the PDF transformation, and determine the
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Figure 4.1: A detailed analysis of PDF computed tomography.
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chemical composition based on PDFs. Then in round 2, we re-do the PDF transformation using
the chemical composition obtained in round 1 to obtain more accurate PDFs.
Step(6) PDF modeling, Fig. 4.1(g)→(h).
Structural models are built and refined against data sets to obtain quantitative structural
information following the procedure described in Sec. 2.2. Again, since the material may be inho-
mogeneous, we may need to apply different models on different data sets. Prior knowledge of the
samples provides us with some candidate structures. Then we need to select models for different
data sets.
One solution is clustering the data sets by comparing their Pearson correlation coefficient. A
few representative data sets are selected manually. All other data sets are grouped based on their
similarity to the representative data sets. Then, for all data sets in one group, we can apply the
same structural model.
Alternatively, we can create a new model which is a linear combination of all possible models.
For each single data set, the weights represent the correctness of the corresponding model and are
refinable. After the first round of refinement, the model(s) whose weight is much larger than the
others is(are) selected to create the new model for each data set.
Step(7) Structural properties map reconstruction, Fig. 4.1(h)→(i).
Having refined quantitative structural information of each data set, we could construct maps of
refined structural properties plotted as a function of their positions. Any structural properties we
are interested in can be obtained from quantitative refinements, such as lattice parameter, particle
size, etc.
4.2.2 Obtaining the particle size from PDFs
The PDF represents the probability of finding an atom at a given distance r from another atom.
The relative intensity in the PDF relates directly to the number of these pairs and their scattering
power. For nanostructured materials, the intensities of the PDF peaks diminish with increasing r
because of the finite size of the objects (or more strictly, the finite range of the structural coherence).
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The point at which peaks disappear in the PDF indicates the diameter of the largest extent of the
structural order in the material and this can be used to ascertain whether a material is amorphous
or nanocrystalline (or indeed highly crystalline). For a crystalline material, in principle, the PDF
peaks persist indefinitely, but in practice fall off because of the finite resolution of the diffraction
measurement. Once resolution effects are corrected by measuring the PDF of a calibrant, accurate
crystallite sizes may be deduced by fitting the data. The detail of fitting particle size from PDFs
could be found in [Billinge and Farrow, 2013; Farrow et al., 2007]
4.3 Experiment
The PDF tomography-computed experiments were performed at the ID15A beamline of the Eu-
ropean Synchrotron Radiation Facility. X-rays were produced using an undulator insertion device
with a gap of 6.25 mm and focused using a set of aluminium and beryllium refractive X-ray lenses
(a so-called transfocator). Monochromatic E=69.95 keV X-rays were selected using a bent (to
increase X-ray flux) Laue Geometry double crystal monochromator yielding a bandwidth of ca.
300 eV. The focused spot size at the sample position was 30 µm vertical and 120 µm horizontal.
The horizontal beam size was then further reduced using a set of horizontal slits, and the final
beam size was 30 × 50µm2.
A Debye-Scherrer (transmission) geometry was employed with diffracted X-rays recorded on a
Trixell Pixium 4700 flat panel digital detector. Fig. 4.2 shows photographs of the experimental
set-up indicating positions of various components. A thick walled brass tube terminating in a
1 mm pinhole was placed just before the sample to reduce air scattering. Samples were mounted
and aligned via a goniometer. For the in situ experiments, samples were mounted in a quartz
glass tube. Heating was achieved with two Le Mini programmable air heat guns, and gas was
delivered to the sample via a gas stub; the temperature inside the quartz tube was calibrated using
a thermocouple. The goniometer was mounted to a rotation stage, which in turn was mounted to
a linear stage (with travel perpendicular to the beam in the horizontal plane). A small tungsten
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Figure 4.2: Annotated photographs of the experimental setup showing aerial and side views.
Aerial (left) and side (right). The annotations indicate the positions of various components includ-
ing two Le Mini heat guns; BS indicates the backstop.
beam stop of diameter 2 mm was placed a few centimetres behind the sample. The sample-detector
distance was adjusted such that the maximum measured Q (Qmax) was ∼ 30Å−1. Calibration of
this distance, and the orthogonality of the detector to the incident beam, was performed using a
NIST CeO2 diffraction standard.
In all PDF tomography experiments, a tomographic data set was obtained by completing a
series of line scans covering an angular range from 0◦ to 180◦. For all scans, a collection strategy
was employed to obtain a 50 µm2 pixel size in the reconstructed image. We typically collected ∼80
diffraction patterns in an approximately 4 mm line scan with 60 different projections, corresponding
to an angular step of 3◦. The sample is about 2 mm in diameter.
4.3.1 In situ study of Pd industrial catalyst body
A batch of five Pd catalyst bodies were prepared by pore-volume impregnation with
Pd(NH3)4Cl2.H2O pre-cursor (110 µl of a 4 wt% solution). These were shaken for 5 min, dried
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(120◦C for 120 min) and then calcined (ramp 50-500 ◦C at 4.5 ◦C min−1; hold 60 min at 500◦C;
cool down at 4.5 ◦C min−1). A single catalyst body was selected from this batch and mounted
within the in situ set-up, and then scanned using the PDF tomography method. Next, the selected
catalyst body was subjected to a long calcination (ramp 20-500 ◦C at 4.5 ◦Cmin−1; hold 180 min
at 500 ◦C; cool down at 25 ◦Cmin−1) in situ after which the sample was again scanned. Finally,
the sample was put under 5% H2/Ag and again scanned. Post experiment, the catalyst body was
examined non-destructively by conventional µ-CT.
4.4 Demonstration of method with phantom test object
To demonstrate the reliability of ctPDF, a phantom sample composed of a mixture of amorphous
and semi-crystalline materials was constructed. Silica glass and basalt spheres with polystyrene and
poly(methyl methacrylate) fragments were packed together in a Kapton tube. The purpose was to
benchmark the ctPDF method against the established XRD-CT. The images of the distributions of
each component are shown in Fig. 4.3. The distributions found by XRD-CT are shown (Fig. 4.3a-
e) with the Compton scatter shown in (Fig. 4.3f), whereas those found by ctPDF are shown in
(Fig. 4.3h-l) with a false-colour composite image shown in (Fig. 4.3m). They are highly similar
indicating that the ctPDF reconstruction is working well. Representative XRD and PDF patterns
from a voxel containing each component are also shown in Fig. 4.3g,n for comparison, respectively.
The ctPDF images were obtained by fitting a linear combination of the PDFs of each component
to the measured PDF in each voxel and then plotting the fraction of each phase as a function of
position. The resulting images give a clean separation of the different species present with virtually
no misassignment. It is clear from the ctPDF-derived false-colour composite image (Fig. 4.31m)
that all of the constituents have been correctly identified resulting in a space-filled image. Small
dark regions between the particles were filled with wax.
If the intention is simply to image the location of different components, this example illustrates
that even when they are amorphous or semicrystalline, images can be obtained by XRD-CT when
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Figure 4.3: Imaging of 2.75 mm diameter test object.
Distributions of Kapton, basalt, silica glass, polystyrene and PMMA as determined by XRD-CT
(a-e, respectively) and the ctPDF (h-l, respectively); all images are presented with a common linear
grey-coloured scale bar. The image (f) is obtained from the very high Q diffraction signal, which
is dominated by Compton scattering, and therefore represents the sample electron density image.
The image (m) is the colour-coded composite image derived from components (h-l) determined by
ctPDF; it is coloured accordingly: yellow (Kapton), green (basalt), red (glass), pink (polystyrene)
and PMMA (cyan). The line graphs in g and n show portions of XRD and PDFs, respectively, for
the individual components coloured in accordance with the composite image (m).
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the constituents are known. On the other hand, PDF data provide detailed structural information
enabling component finger printing as well as supplementary chemical information, for example,
information about coordination and oxidation state. In many cases, the nature of the shortest
chemical bond is sufficient to distinguish between glass (r ∼ 1.61 Åbecause of tetrahedral Si-O
species), poly(methyl methacrylate) (r ∼1.52 Åbecause of tetrahedral sp3 C-C species) and Kapton
(r ∼1.40 Åreflecting an ‘average’ nearest neighbour distance dominated by the 18 sp hybridized
C-C species). Distinguishing between species that possess similar scattering pairs (that is, between
glass and basalt with Si-O contributions at r ∼1.61 Å) requires a further inspection of the PDF
to higher r, which reveals that the more crystalline basalt possesses a stronger contribution at
3.10 Å(Si-Si) [Wakihara et al., 2006; Pauly et al., 2002]. This experiment serves to illustrate clearly
that phases can indeed be mapped, separated and then identified by the ctPDF method, opening
up the possibility of chemical bond or chemical species contrast tomography applicable irrespective
of kinetic state.
4.5 In situ study of Pd/Alumina industrial catalyst body
We now turn our attention to a scientifically and technologically important example: the formation
of nanocrystalline material within an industrial Pd-containing γ-Al2O3 catalyst body. Catalyst
bodies are mm-sized porous support units (typically cylinders/spheres) onto which metals and
metal oxides are deposited for the purpose of performing large-scale industrial catalysis. They are
loaded in their thousands into industrial catalytic reactor units as catalyst beds. The functioning
of the bed and hence the efficiency of the entire industrial process is dependent on the performance
of the catalytic body per se and as such it becomes extremely pertinent to understand how they
are prepared and operate in practice. It is estimated that upwards of 85% of the chemicals we
utilize on a daily basis will have come into contact with an industrial heterogeneous catalyst of
some type in one form or another at some point in their manufacture; hence, their significance both
in environmental and economic terms should not be underestimated [de Jong, 2009]. The catalyst
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body serves some basic functions: it provides a fairly inert (and as such robust to the rigors of
the industrial process) gas porous microstructure onto which a catalyst can be thinly dispersed
and fixed in position by chemical bonding to the substrate. By choice of preparation route, the
catalyst can be directed to a desired distribution to maximize efficiency, both in terms of producing
the desired industrial product and also minimizing the amount of catalyst used [Ertl et al., 2008;
Regalbuto, 2006; Neimark et al., 1981; Espinosa-Alonso et al., 2010]. For example, Pd (an expensive
material) catalysts are employed for both hydrogenation and oxidation reactions [Doyle et al., 2003;
Teschner et al., 2008; Lee et al., 2011; Pellegrini et al., 2011]. To date, X-ray methods have been used
to image catalyst bodies under both preparation and operation conditions [O’Brien et al., 2012;
Espinosa-Alonso et al., 2009; Beale et al., 2010; Grunwaldt and Schroer, 2010; Schroer et al.,
2003]. The diffraction-based methods, the most insightful to date, are however limited to the
bulk state. However, by their very nature, catalytic materials are most often most efficacious
when deposited in a nanocrystalline form and then often with particle sizes < 10 nm [Bell, 2003;
Zecchina et al., 2007]. Even then, the very active species are smaller still, often beyond the range
observable with XRD, thus rendering the most interesting and important species unobservable by
conventional imaging [Herzing et al., 2008]. ctPDF offers a new opportunity to examine these
important materials.
Catalyst bodies were loaded with palladium and XRD patterns were measured at beamline
ID15A of the European Synchrotron Radiation Facility using an XRD-CT tomographic data col-
lection protocol, as described in previous section. The XRD recorded from this sample were recon-
structed. The reconstructed XRD is a subset of the PDF measurement utilizing the low Q region
of the data, where Q is the magnitude of the scattering vector (Q = 4π sin θ/λ). It can be used to
look at the distribution of crystalline components within the sample. Fig. 4.5 shows a comparison
of micro-CT (µ-CT) and XRD derived from the ctPDF image data. As to be expected, there is
good correlation between the images derived by both methods. The µ-CT reveals that a significant
portion of material is deposited at the periphery of the sample (termed an eggshell distribution); see
Fig. 4.6 for an explanation of catalyst distribution types. An important benefit of the CT approach
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is that it is possible to distinguish scatter derived from the sample and that derived from sample
holders/reaction chambers; this is demonstrated in Fig. 4.7 where we see that the glass cell is clearly
spatially distinguished from the sample. Fig. 4.4a-f shows the reconstructed distributions of crys-
talline phases present derived from the ‘diagnostic’ (002 and 111) reflections of PdO (Fig. 4.4a-c)
and face centred cubic (fcc) Pd (Fig. 4.4d-f), respectively. Figure 4.4g-l shows the reconstructed
distributions of selected atomic scattering pairs pertaining to the same crystalline phases, for exam-
ple, the components with peaks at 3.44 and 2.71 Åin the radial distribution functions due to Pd-Pd
pairs in PdO (Fig. 4.4g-i) and fcc Pd (Fig. 4.4j-l), respectively. Representative diffraction patterns
and PDFs from different portions of the sample in the various states can be found in Figs. 4.8 and
4.9. It should be noted that there is a strong signal from the Γ-Al2O3 support in every voxel, which
must be subtracted before the patterns from the Pd/PdO contributions can be clearly observed.
Despite these challenges, which are common in this kind of study, the results are successful. In the
partially calcined state, the XRD-CT map in Fig. 4.4a,d confirms that the cause of the eggshell
distribution seen in the µ-CT is the presence of large amounts of both PdO and Pd phases at the
sample periphery. Importantly, although this eggshell distribution is also observed in the ctPDF
data, the technique also reveals a number of ‘diffraction silent’ metallic Pd particles beyond the
sample periphery and inside the catalyst body. The observation of metallic Pd on the inside most
probably occurs as a result of thermal decomposition of the complex in the comparatively (relative
to the periphery) oxygen-poor environment. This interpretation is supported by the observation of
a halo of unreduced metallic Pd penetrating into the interior of the catalysis body in the XRD-CT
image in the partially reduced state, which disappears on further calcination.
After further calcination, as expected, metallic Pd is oxidized to PdO. However, it is clear from
both XRD- and ctPDF that metallic Pd persists in the eggshell with a slightly higher loading of
Pd/PdO towards the top left hand side. The particle size in the eggshell region is large, as the
signal is clearly seen in XRD-CT and presumably originates from the large Pd particles that are
not fully oxidized. However, strikingly, the metallic Pd in the core of the catalyst body coming
from diffraction-silent small particles is now removed by this calcining process and replaced with
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Figure 4.4: Comparison of XRD-CT and ctPDF.
Comparison of information from XRD-CT and ctPDF during calcination and reduction of 3mm
Φ Pd/Al2O3 industrial catalyst. The XRD-CT intensity maps are determined from the profiled
intensities of the (002) and (111) reflections of PdO (a-c) and fcc Pd (d-f), respectively. The
ctPDF intensity maps are determined from the profiled intensities of the Pd-Pd scattering pairs
at 3.44 and 2.71 Åas representative of PdO (g-i) and fcc Pd (j-l), respectively. The black circle
visible in j of the partially calcined sample corresponds to a void in the sample. This is not visible
in the calcined and reduced samples as measurements were performed at a different height on the
sample; this is explained in Fig. 4.5. ctPDF identifies both Pd and PdO material unseen in the
XRD-CT but visible in the µ-CT. Images derived from XRD and PDF are each presented with a
common log colour-scale; scale bars for each set are shown at the bottom of the figure.
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Figure 4.5: Comparison of µ-CT image slices of the catalyst sample with those derived by XRD
from application of PDF computed tomography
A & B show orthogonal vertical slices derived by µ-CT. The red lines overlaid indicate the positions
at which cross sections were measured with XRD-CT/ctPDF; the µ-CT cross-sections at these
positions are shown in C and D. High contrast at the periphery indicates deposited material.
XRD-CT/ctPDF (intensity at r = 2.37 Åwhich contains contributions from both γ-alumina and
PdO) cross-sections of the sample in partially calcined, calcined and reduced states are shown in
E, F & G respectively. A large void in the alumina is visible in A and in cross-section in C; this
void matches the position of the void in E. An XRD-CT/ctPDF cross-section of the sample in the
reduced state showing intensities at r = 2.77 Å(which contains contributions from γ-alumina and
Pd) is shown in H; this shows that the deposited material visible in the µ-CT is chiefly metallic Pd
when in the reduced state.
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Figure 4.6: Micro-distributions in a cylindrical catalyst extrudate.
A schematic description of the micro-distributions of an active phase in a cylindrical extrudate as
observed when bisected.
PdO. Finally, in the reduced state (after treatment in H2) the PdO is seen to diminish completely
yielding crystalline fcc Pd, with this phase again being located predominantly at the periphery
and then preferentially on the left. Although ctPDF data are consistent with this observation,
a smattering of unaccounted for signal intensity within the main body of the sample because of
both Pd and PdO suggests that the conclusions drawn from XRD-CT are not entirely complete;
‘diffraction-silent’ (nano) material is again present.
The previous observation that the diffraction-silent ctPDF signal in the core of the catalyst
is from small nanoparticles is verified by further quantitative analysis. In nanomaterials, peaks
in the PDF diminish in intensity as a function of r because of finite size effects. This happens
with a characteristic functional form depending on the particle shape and size, and can be used
to determine the crystallite size. Representative PDFs from voxels in the eggshell and in the core
are shown in Fig. 4.9b,c, respectively. By direct inspection, it is apparent that the PDF signal is
dying out more quickly in the latter case, and as a consequence the diffraction-silent nanoparticles
in the centre of the catalyst body must be very small. It is possible to model this by applying
the characteristic function for a sphere to the calculated PDF, resulting in a good fit for a visible
nanoparticle diameter of ∼1.4 nm in this particular case. On the other hand, the particles located
in the shell exceed ∼4 nm. Importantly, this analysis process can be applied to all the voxels to
extract a map of particle size.
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Figure 4.7: Maps of raw reconstructed intensities at selected Q values.
Diffraction intensity maps at Q values corresponding to Bragg (002) and (111) peaks of PdO and
Pd respectively and presented in left and right columns respectively. In these images, there is a
contribution to the diffraction from the quartz glass container tube, but this is clearly spatially
separated from the catalyst body under study; the γ-alumina signal has been subtracted for the
purposes of this display. Note that these images are presented with a common linear color scale
bar (having arbitrary intensity units).
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Figure 4.8: Plots of selected diffraction patterns.
Top left, portions of selected diffraction patterns at three positions, indicated in top right sub-
figure, in the reconstructed slice for the sample in calcined state. Bottom left, portions of selected
diffraction patterns at position 1 for the sample in the partially calcined, calcined and reduced
states labeled P, C and R respectively. Likewise, the diffraction patterns at position 3 are shown
in the sub-figure bottom right. Sticks have been overlaid on the diffraction data to indicate the
positions and relative intensities of Bragg reflections of the crystalline phases. Green, red and blue
sticks correspond to γ-alumina, PdO, and Pd respectively.
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Figure 4.9: Plots of selected PDF transforms.
Top left, portions of selected PDF at three positions, indicated in top right sub-figure, in the
reconstructed slice for the sample in reduced state; the image is made at r = 2.71 Å. Bottom left,
portions of selected PDF at position 1 for the sample in the calcined and reduced states labeled C
and R respectively. Likewise, the PDFs at position 3 are shown in the sub-figure bottom right.
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Figure 4.10: Pd particle size distribution.
(a) Distribution of particle sizes of fcc Pd within the catalyst body under reducing conditions.
Portions of the PDF data for selected pixels at the edge (b) and interior (c) of the catalyst body
(yellow data points) with an fcc model fit (cyan) and difference (white). The dashed white line
indicates the radial-dependent crystallite size damping factor.
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This study has demonstrated the feasibility and power of ctPDF for the identification and char-
acterization of materials that lack long-range order within the interiors of bulk objects. The catalyst
body study clearly demonstrates that the picture obtained by traditional µ-CT and XRD-CT is
limited to cases where the amount of material present is sufficient and the crystalline component is
of sufficient size or order. The ctPDF method by contrast provides a much more complete depiction
providing information on both the chemical and physical state of the phases present regardless of
particle size. In this study, we demonstrate that very small nanocrystalline Pd and PdO materials
are present in the interior of the sample. The particle size in the eggshell at the surface is ∼4 nm
but the average particle diameter falls quickly to ∼1.4 nm within a distance of a few tens of microns
from the surface and even smaller on moving to the interior of the catalysis body. Importantly,
when trying to correlate structure with function in materials science during process operation such
as in catalytic applications, the presence of a distribution of species is almost unavoidable but it is
difficult to detect and characterize. However, this information is vital when trying to determine the
nature of the active species, particularly so when it has been shown that very small crystallite sizes
can be extremely active [Herzing et al., 2008; Mavrikakis et al., 2000; Teranishi and Miyake, 1998;
Grunes et al., 2003]. In the present study, it is not clear whether the significant catalytic activity
would originate from the larger and more numerous particles located in the eggshell at the periph-
ery of the body or by the smaller ones in the interior. However, by using dynamic ctPDF, it is now
possible to provide a more complete picture of the catalyst sample and the evolutionary processes
by which it develops in terms of the species that form and their physical properties, rendering this
the preferred technique to allow us to develop more robust structure-activity relationships in the
future in real catalyst samples and ultimately to guide catalyst design.
4.6 Conclusion
ctPDF is not limited to the study of catalysts and we expect the method to have application to many
other fields of research, for example, biomaterials, materials science, chemistry, geology, environ-
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mental science, palaeontology and cultural heritage. The relatively fast acquisition times associated
with collection mean that high-resolution imaging in two-dimensional and three-dimensional (4D),
or else time-resolved imaging, is currently possible, as has been demonstrated with conventional
XRD-CT [Jacques et al., 2011]. No one technique can provide all of the information required to
fully characterize an unknown sample. ctPDF in the form presented herein, however, can be con-
sidered a dual technique: the reconstructed XRD-CT being a subset of the ctPDF enables direct
extraction of any Bragg signal that may be present. Indeed, an experiment can be optimized to
maximize the data quality and recorded Q-spacing range to reflect the types of material under
study. Being a tomographic technique, the number of components within a selected volume ele-
ment is most likely greatly reduced from the number present within the whole sample (certainly,
for example, being free from contributions from sample containers/environmental cells). Thus, the
individual reconstructed XRD and PDF are likely simplified and information within them more
readily extracted. This can make identification easier when there is limited a priori information.
One can also consider extending the method further by combining existing imaging techniques,
for example, tomographic X-ray absorption spectroscopy [Schroer et al., 2003]; this could also be
realized by performing anomalous or diffraction anomalous fine structure-type ctPDF to yield the
additional voxel-specific spectroscopic information.
ctPDF will have big advantages over existing methods in a range of applications: it utilizes high-
energy X-rays and as such can be used to probe inside opaque and dense apparatus; it does not
have to be conducted around an elemental X-ray absorption edge; it makes use of standard record-
ing equipment, not requiring a specially designed diffractometer or high-resolution lenses. With
modern synchrotron sources, submicron beams are becoming more widely available allowing for the
possibility of ctPDF imaging with resolution on the nanometre scale in the near future [Thibault et
al., 2008]. With the projected developments in source and detector technology, it may replace µ-CT
and XRD-CT as it can measure both crystalline and nanocrystalline components, and their mix-
tures, to become the preferred X-ray imaging tool offering unprecedented insight into the structure
and properties of materials across the medical and materials science spectrum [Billinge et al., 2010;
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Bertsch and Hunter, 2001]. ctPDF provides a real-space technique capable of generating bond-
length contrast images, and has the potential to replace the conventional X-ray image measure-
ment.





Anomalous x-ray scattering is a unique scattering method which allows, in principle, chemically-
resolved diffraction by utilizing the scattering powder variation of atoms at their absorption edge.
It has been successfully applied to many fields of structure solution. The history starts from
using it to determine the handedness of molecules, specifically tartric acid [Bijvoet et al., 1951;
Okaya and Pepinsky, 1956]. More recently it has revolutionized protein structure solution by
determining, for example, the location of sulphur ions in the unit cell giving a robust seed to the
phase retrieval algorithms [Djinović Carugo et al., 2005]. It has been used also to give additional
information in powder diffraction studies of inorganic systems [Wilkinson et al., 1991; Whitfield et
al., 2005; Zhang et al., 2005; Brozek et al., 2013; Yang et al., 2006] and in liquids and amorphous
studies [Waseda, 1984; Ramos et al., 2000; De Lima et al., 2003; Matsubara et al., 2001]. The advent
of tuneable x-ray sources, especially synchrotron radiation sources, accelerated the application of
anomalous scattering techniques but the impact in the inorganic domain has been quite limited,
principally due to difficulties in analyzing the data to extract the anomalous diffraction signal.
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One of the biggest drivers of the expansion of anomalous scattering in structural determina-
tion was for protein structure. The multi-wavelength anomalous diffraction (MAD) technique has
achieved great success in determining the structure of biological macromolecules, e.g. DNA and
proteins, via solving the phase problem. [Hendrickson, 1985; Hendrickson et al., 1990; Hendrickson,
1991] In fact this approach is the basis of most protein crystallography beamlines at synchrotron
sources, and was the most important contributing factor to the increase in synchrotron use begin-
ning in the mid 2000’s and in the expansion of synchrotron use from mostly physics and materials
science to a significant amount of biological work.
Anomalous scattering has also been used to investigate short- and medium-range order of
crystalline, nano-crystalline and amorphous materials [Waseda, 1984; Billinge and Thorpe, 1998;
Wurden et al., 2010]. For example, De Lima et al. studied the structure of NiZr2 using anoma-
lous x-ray scattering in combination with reverse Monte Carlo modeling. Same method recently
has been applied to chalcogenide glass system, GexSe1−x and AsxSe1−x [Hosokawa et al., 2015] to
study their structure. Another representative case using differential PDF and anomalous scattering
is studying the local structure of In0.5Ga0.5As [Petkov et al., 2000].
To directly use the differential signal in total scattering techniques such as PDF, two diffraction
patterns are measured using different incident x-ray energies, both below but one close to the
absorption edge and the other further away. The structural information about the specific element
may be extracted, in principle from the difference between the two scattering patterns since only
the scattering power of the absorbing atom changed between the two datasets. The problem with
this approach is that as the incident x-ray energy approaches the absorption edge, not only f ′ of the
scattering atom, but also many other things such as the sample absorption, fluorescent background,
and so on also change. These effects can be much larger than the change in f ′ and so they must
be carefully corrected for the proper differential scattering signal to be extracted. However, they
are generally not so well known and the corrections are difficult, human-intensive and somewhat
unreliable.
We argue that if this anomalous differential PDF method can be made to be straightforward and
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“turnkey“, that it could add significant value in many (if not most) materials science and chemistry
studies of complex materials, by providing complementary chemically-resolved information to go
along with highly spatially resolved but not chemically resolve total scattering PDF data. Inspired
by the success of the PDFgetX3 algorithm [Billinge and Farrow, 2013; Juhas et al., 2013] that uses
a a simple ad hoc method to carry out the previously complicated data corrections to obtain total
scattering PDFs, we sought to use a similar information theoretic approach to solving the problem
of extracting the differential PDF signal from a series of experiments carried out at the absorption
edge of a material, resulting in a robust but easy to use scheme for extracting differential PDF
data.
This chapter describes a new method of obtaining reliable anomalous differential Pair Distribu-
tion Function (adPDF), using an ad hoc algorithm without intensive manual data correction. The
core idea is that we collect diffraction data at a large number of energies through the absorption
edge. Each piece of data carries slightly different information due to the anomalous dispersion
effects. By using the information contained in the large collection of data and applying addi-
tional constraints such as the asymptotic behavior of data, the ad hoc algorithm performs the data
correction automatically. We demonstrate the new methods using simulated data and real exper-
imental data. The new method has the potential for broad use and application in determining
chemical-specific structural information of a wide range of materials.
5.2 Method
5.2.1 Anomalous scattering and differential PDF
The scattering factor, f , of atoms varies as a function of Q and is nearly independent of the X-ray
energy except in the vicinity of the x-ray absorption edge, where it depends on the both Q and
incident x-ray energy, E,
f (Q,E) = f0 (Q) + f
′ (E) + if ′′ (E) , (5.1)
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Figure 5.1: The anomalous dispersion of In scattering factors near the K edge.
Top: imaginary part f ′′; bottom: real part f ′ [Petkov et al., 2000]
where the i indicates the imaginary number and f ′ and f ′′ are usually called the anomalous scatter-
ing corrections to the normal scattering factor of an atom f0. The dependence on Q occurs mainly
through f0. f
′ and f ′′ mainly arise from inner shell electron effects, whose fall-off with Q is much
less marked than f0. The f
′ and f ′′ are related through the KramersKronig relations [Toll, 1956;
Kronig, 1926; Kramers, 1927; Dreier et al., 1984] given by,








for an atomic absorption edge at E0. An example of the energy dependence of f
′ and f ′′ is shown
in Fig. 5.1. If there are multiple components in the system and we measure the diffraction with
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different incident x-ray energies spanning the absorption edge of a particular element, the scattering
power from that particular element will vary with energy, while the scattering powers of the other
elements almost remain constant. By taking the difference during the energy scan, we can extract
the diffraction signal from that element.
In Eq. 2.29, if we take the “derivative“ of S(Q) with respect to the scattering factor fα(Q), we














Sα (Q) , (5.3)
where c is the molar fraction and the summation β goes over all elements in the material. The
definition of Sαβ(Q), Sα(Q) can be found in Sec. 2.3. This is why Sα(Q) is called the “differential“
S(Q). The differential PDF, which contains information about the correlation between one partic-
ular chemical species and all atoms (including itself), can be calculated using Eq. 2.41. Since the
difference arises from anomalous diffraction, we here name the dPDF extracted this way anoma-
lous differential PDF (adPDF) to differentiate from the more widely used difference PDF which
is used when a small signal is extracted from two large PDF signals that vary for many different
reasons [Billinge and Thorpe, 1998].
5.2.2 Extracting very weak signals from data with large changes
The adPDF method appears to be a powerful way of extracting chemically resolved information
from a multi-element sample: We only need to measure a few data sets and then take the difference.
However, it has not yet had a large impact. In practice, when the x-ray energy is close to the absorp-
tion edge, not only the scattering factors change, but also other factors such as x-ray absorption and
fluorescence also change rapidly. The changes arising from these other factors are more pronounced
than those coming from the anomalous diffraction itself, especially when the scan is across the
edge. An anomalous diffraction signal may still be successfully extracted [Evans and Pettifer, 2001;
Ehrenberg et al., 2000], but only if careful and proper corrections are made for these other effects,
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which are often not well known in practice.
As an example, we simulated the dS(Q) of BaBiO3 at the Bi K edge (89.85 keV∼91.15 keV).
For the strongest diffraction peak, the largest change of dS(Q) is less than 1% across the whole
range. In the raw experimental data, the change of the raw diffraction intensity I(Q) is larger than
50 %, which is mainly due to absorption effects.
So in order to obtain reliable anomalous derivative results, one solution is performing the scan
only below the absorption edge, where the effects of absorption and fluorescence are minimized.
However, by doing so, we also reduce the change in scattering power, which is very important when
taking the derivatives. Also, in real experiments, even for the region below the absorption edge the
changes of the uncorrected I(Q) are still much larger then the changes of S(Q).
In order to obtain the very weak differential signal accurately, extremely high quality of data
and a tremendous amount of work on performing accurate data corrections are needed, since any
imperfect data correction for absorption or florescence will overwhelm the differential signal. Thus,
using anomalous differential signal in total scattering methods, such as PDF, has been heavily
restricted.
5.2.3 Obtaining the adPDF using a simple-to-use ad hoc algorithm
Here we seek a simple and reliable way to obtain the adPDF, without too much human effort in data
correction or manipulation. We generally have a good knowledge about the asymptotic behavior of
the anomalous dispersion of the scattering factor, the absorption, the fluorescence, and many other
effects that need to be corrected. We also have some knowledge about what the dS(Q) and adPDF
should look like. Inspired by the ad hoc algorithm of PDF transformation described in Sec. 2.1.1,
we would like to create a similar algorithm that automatically performs the data correction for the
adPDF and still produces an accurate adPDF.
From the definition of partial and differential S(Q), we have





Sα (Q, e) , (5.4)
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where the average only goes through the all elements in the material. The differential Sα(Q, e) is
a function of e, as the weight factors of structure model derived Sαβ(Q), which is irreverent to the




〈f〉 Sαβ(Q) (Eq. 2.39) include f(Q, e). However, for small changes
induced by energy, we may approximate that Sα does not change as a function of e. Thus, we have





Sα (Q) . (5.5)
Assuming the anomalous diffraction happens at the edge of element α, we can separate the sum of
dS(Q) into two parts, the anomalous part Sα(Q) and the part that contains everything else S!α(Q),






S!α (Q) , (5.6)











Suv (Q) , (5.8)
where u, v loops over all elements except α and Suv(Q) is the partial S(Q) between element u and
v. f!α and S!α(Q) are defined in such way that S!α(Q)→ 1 in the limit of large Q.
In Eq. 5.6, S(Q, e) could be obtained from the experimentally accessible I(Q, e) after proper data
correction and reduction. Sα(Q) and S!α(Q) are the differential S(Q) we are interested in. Now,
if we know f , the Sα(Q) and S!α(Q) could be obtained by performing a least-squares refinement
that minimizes the difference between the left and right parts of Eq. 5.6. Thus, we turn this into
the problem of how to obtain a quantitatively reliable S(Q, e) from experimental data sets.
Having reliable data corrections on experimental data sets is the key to obtain an accurate
S(Q, e). In conventional data analysis, people usually perform this by hand. However, it is not an
easy task as the corrections are complex and not quite well understood. Inspired by the ad hoc
algorithm for the corrections to obtain the regular PDF. We parameterizes the data correction and
reduction steps, then refines those parameters to obtain a set of good parameters and use good
CHAPTER 5. ANOMALOUS DIFFERENTIAL PAIR DISTRIBUTION FUNCTION 62
Figure 5.2: The protocol of ad hoc algorithm.
parameters to calculate reliable results 5.2. In the following Sections, we will describe the protocol
of how to parameterize the data reduction procedure and how to refine those parameters.
In data reduction, one important factor is the scattering factor f , as all changes in diffraction
intensity are somehow related to f ′ and f ′′. We parameterize f ′′ using a simple analytic form,
f ′′ (e) =
 f
′′















This simple form works well in fitting the measured fluorescence intensity, which is proportional to
f ′′, as shown in Fig. 5.3. Then f ′ could be calculated using the KramersKronig relation (Eq. 5.2).
There are two major effects that markedly depend on f : absorption and fluorescence effects.
We assume that the absorption and fluorescence have a linear relationship to f ′′ as
αa (e) = Cα +Dαf
′′ (5.10a)
βf (e) = Cβ +Dβf
′′ (5.10b)
where Cα, Cβ, Dα, and Dβ are constant.
Now, having the raw diffraction intensity Iraw(Q, e), we can write the data correction in a
general form as,
I (Q, e) = Iraw (Q, e) ∗ α (Q, e) + β (Q, e) , (5.11)
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Figure 5.3: The fluorescence intensity obtained in experiment (Blue) and fitted (red) using Eq. 5.10
and Eq. 5.9. The difference is plotted in green.
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where α and β are multiplicative and additive contributions to the scattered intensity, respectively.
The analytic form of α and β could be complicated. However, in general they are slowly varying
as a function of Q, but may rapidly change as a function of energy e, close to the edge. We assume
that the major contributor to the multiplicative term α is the absorption effect and it is only a
function of e. For β, we may separate it into two parts. One part is fluorescence and we also assume
it is only a function of e. The other part includes everything else. So we could write
I (Q, e) = I0 (Q, e) ∗ αa (e) + βf (e) + βo (Q, e) , (5.12)
where βo is corrections other than absorption and fluorescence. For βo, we assume it varies slowly
in both Q and e. Similar to the background correction described in Sec. 2.1.1, we use a polynomial
function to approximate it,





Since we assume that the correct asymptotic behavior of S(Q) at high Q is S(Q) → 1, we could
refine the coefficients pi,e by minimizing∑
highQ
[S0 − 1− βo]2 (5.14)
where S0 (Q, e) =
(I0(Q,e)∗α(e)+βf (e)−〈f〉2) /〈f2〉 + 1. Now we calculate the S (Q, e) using
S (Q, e) =






Going back to Eq. 5.6, we have the left part, and on the right part, f can be calculated using f ′
and f ′′. The only unknown quantities are Sα(Q) and S!α(Q). Then For each single Q value, Sα(Q)








Then Sα(Q) and S!α(Q) are reconstructed from the sequence of refinement results performed at
each single Q value.
Now based on our assumptions, if we have a set of parameters that describe f and relations
between f and the absorption and fluorescence, we can in principle extract the Sα(Q) and S!α(Q)
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using the above procedures. We need for a target function to extremize a metric that quantifies
how “good“ the parameters are. We have some candidates such as the sum of the residual of Sα(Q)
and S!α(Q) fitting, variance of Sα(Q) in the high Q range, and the difference between Sα(Q) and
S!α(Q). It seems counterintuitive to use a convergence metric that minimizes that difference, since
ultimately we seek a signal that is the difference between these two quantities. However, rather
surprisingly, minimizing the difference between Sα(Q) and S!α(Q) has the best results. We therefore
refine the parameters to minimize
∑
[Sα (Q)− S!α (Q)]2, (5.17)
and use the result to generate the final Sα(Q) and S!α(Q). The adPDF Gα(r) and G!α(r) is obtained






Q[Sα (Q)− 1] sinQrdQ. (5.18)
5.2.4 Refine structural models using adPDF
Having the adPDF, the next step is to extract quantitative structural information. We can perform
same structural refinements as we did using the total PDF, except that we replace total PDF with
the adPDF calculated using Eq. 2.33, Eq. 2.17, and Eq. 2.37.
However, since the adPDF can only be measured at the absorption edge of the target element,
the x-ray energy is limited to a certain range which may be much lower than the x-ray energy in a
typical total PDF experiment. For example, the K edge of iron is only 7.1 keV which is much lower
than the large energy used in a typical total PDF experiment. Therefore the spatial resolution of
the adPDF in general will be much lower than the normal total PDF. In order to fully utilize the
chemical information in the adPDF, we can perform a co-refinement, using both the total PDF
and the adPDF. The total PDF provides high spatial resolution and the chemical information is
complemented by the adPDF.
In practice, the total PDF and adPDF are calculated based on a structural model. The target
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where the Rws for total PDF and adPDF are evaluated using Eq. 2.18. In our case, the weight
factor w is chosen to keep wtotalRtotalw and w
adRadw of the same magnitude.
5.3 Demonstration of the method with simulated data
To investigate whether the approach will work in principle, a set of simulated diffraction patterns at
different energies was constructed. In the simulation, f ′′ at different energies was generated using
Eq. 5.9. f ′ was calculated using Eq. 5.2. The partial Gαβ(r) was calculated using Eq. 2.33 and
Eq. 2.24. The partial Sαβ(Q) was calculated by inverse the Fourier transformation of Eq. 2.30.





Gαβ (r) sinQrdr. (5.20)
Then all partial Sαβ(Q) were weighted sum to obtain total S(Q). The diffraction intensity I(Q)
was constructed as




(S (Q, e)− 1) ∗ 〈f2〉+ 〈f〉2 − β (Q, e)
)
, (5.21)
where α and β are generated using Eq. 5.10.
In this demonstration, the simulation parameters were chosen to closely reproduce the real
experiment. We used the perovskite structure of BaBiO3 and simulated the XRD pattern at an
energy around the Bi K absorption edge (∼ 90.5 keV). Representative simulated intensity data
are shown in Fig. 5.4(a) for energies below(89.89keV), at(90.55keV) and above(91.11keV) the edge,
respectively.
A premise of the experiment is that, rather than collecting two data-sets and trying to do
explicit corrections to extract the differential S(Q), we collect a sufficient number of data-sets
through the absorption edge that it is possible to determine all the parameters that specify the
measured intensity using an ad hoc approach, and develop an algorithm for doing this inversion.
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For the simulation, the therefore generated 100 datasets that straddle the edge on an energy grid
with 10 points in the range 89.85 keV to 90.25 keV), 80 points in the range 90.25 keV to 90.75 keV,
and 10 points in the range 90.75 keV to 91.15 keV.
The simulated diffraction data were fed into our algorithm and the SBi(Q) was extracted.
Compared to the SBi(Q) directly calculated from the structural model, the extracted SBi(Q) qual-
itatively reproduces most features, as evident by comparing panel (a) and panel (b) of Fig. 5.5,
including the positive/negative peak pairs at various different Q values. This establishes that the
proposed ad hoc extraction method can work in favorable circumstances.
The negative peaks are not unexpected for S!Bi(Q), as the total S(Q) is the weighter average
of SBi(Q) and S!Bi(Q). A positive deviation of SBi(Q) is corresponding to negative deviation of
S!Bi(Q) and vise versa. The relative small peak in total S(Q) and large deviation in SBi(Q) and
S!Bi(Q) will result in negative peaks.
Also shown in Fig. 5.5 are the total scattering S(Q) and the difference which is the sum of all
the partial Sαβ(Q) functions that do not contain Bi, which we call the not-Bi differential, S!Bi(Q),
or in general the not-α differential, S!α(Q). We show all three as a visualization aid to see more
clearly the degree of qualitative similarity between the actual differential structure functions and
the extracted ones.
These S(Q) functions were then transformed to the respective G(r) functions, and these are
shown in Fig. 5.6, again in a way that allows comparison between actual and algorithmically
extracted differential PDFs. Again, we find rather good qualitative agreement between them. For
example, the relative intensities of the peaks in the different functions are reproduced, as is the
small shift in the position of the peak at around 9.75 Å. Even a number of small features, such as
the small bump between the second and third-neighbor peaks, is well reproduced.
To get a more quantitative assessment of the accuracy of the extracted GBi we fit it with the
structural model for BaBiO3. The fitting range is 1 Å to 30 Å. The results are shown in Tab. 5.1
and Fig. 5.7. The lattice parameters and the xyz positions of atoms from extracted GBi match
the results from simulated GBi and the original model quite well (generally less than 1%). One
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Figure 5.4: Comparison of (a) simulated XRD intensity from BaBiO3 structure model and (b)
experiment XRD intensity from BaBiO3 sample.
Representative data sets (red: below the edge; green: at the edge; blue: above the edge) are
selected from full data sets and plotted. All data sets are NOT scaled to show the marked changes
in absorption and fluorescence effects.


















Figure 5.5: Comparison of (a) S(Q)s directly calculated from BaBiO3 structure model and (b)
S(Q)s extracted using ad hoc algorithm and simulated data sets.
Red: Total S(Q); Blue: SBi(Q); Green: S!Bi(Q).



















Figure 5.6: Comparison of (a) PDFs directly calculated from BaBiO3 structure model and (b)
PDFs extracted using ad hoc algorithm and simulated data sets.
Red: Total GTotal(r); Blue: GBi(r); Green: G!Bi(r).
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Figure 5.7: Refinement results of simulatedGBi from structure model, extractedGBi from simulated
data sets. The parameters are divided by the parameters used in simulation.
exception is the ADPs, whose deviation from the original structure model are much larger than
the other parameters. The reason is that in ad hoc algorithm, the fitting of α and β cannot fully
reproduce the original α and β used in I(Q) generation. This is equivalent to applying an incorrect
Debye-Waller factor in PDF transformation which results the incorrect ADPs.
Although the ADPs do not exactly match the original model, the extracted GBi reproduced
the simulated GBi both qualitatively and quantitatively, which gives us confidence that our ad hoc
algorithm works and works quite well.
5.4 Demonstration of the method with experiment data
Extracting the signal from simulated data demonstrates the approach can work in principle, but
the challenge of extracting the weak differential signal from real data is much more challenging.
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Table 5.1: Refinement results of simulated GBi from structure model, extracted GBi from simulated
data sets, and parameters in original structure model
simulated GBi extracted GBi model
Rw 0.083 0.095
a (Å) 6.2436(6) 6.2424(10) 6.2437
b (Å) 6.1355(4) 6.1365(7) 6.1358
c (Å) 8.8321(8) 8.8331(14) 8.8311
β (◦) 90.01(2) 90.0(3) 90.001
UisoBa 0.0130(4) 0.0127(7) 0.013678
UisoBi 0.0048(1) 0.0069(1) 0.005049
UisoO 0.036(5) 0.031(3) 0.036374
xBa 0.50(4) 0.502(6) 0.501171
zBi 0.25(3) 0.25(3) 0.249992
xO1 0.060(4) 0.065(6) 0.064851
xO2 0.267(9) 0.269(11) 0.265310
yO2 0.265(7) 0.265(9) 0.265243
zO1 0.25(2) 0.25(3) 0.254347
zO2 0.946(3) 0.950(3) 0.945516
Delta2 6.5(2) 7.2(2) 7.51
Scale 0.98(4) 1.000(2) 1.000
CHAPTER 5. ANOMALOUS DIFFERENTIAL PAIR DISTRIBUTION FUNCTION 73
To test whether this would work for real-data we collected x-ray diffraction patterns of powder
BaBiO3 at the Bi K absorption edge (∼ 90.5 keV). The energy grid is the same as it was for the
simulated data. The variable grid was chosen to ensure we have a fine grid near the edge, where
many effects rapidly change, and a coarser grid far from the edge, where the effects change more
slowly. The experiment was performed at ID11 beamline at ESRF.
Representative plots of the raw data are shown in Fig. 5.4(b) for data collected at 89.89keV,
90.55keV and 91.11keV keV incident energy. These may be compared with the simulated data in
Fig. 5.4(a) for the same energies.
The extracted differential and total S(Q) and G(r) functions are shown in Figs. 5.8(b) and
5.9(b), respectively. For reference, the calculated functions from the known average crystal structure
are shown in Figs. 5.8(a) and 5.9(a).
Concentrating first on the extracted S(Q) functions. The most evident feature of the The
extracted Bi differential SBi(Q) is that it appears very noisy, with high-frequency modulations of
the signal that are not evident in measured total S(Q), and which oscillate with a frequency that
is much higher than any frequency in the actual measured data. These oscillations must be an
artifact of the extraction. This is illustrated in the sub figure in Fig. 5.8 which shows the peak in
SBi(Q) at ∼ 2 Å−1 plotted on an expanded scale. From this, it seems that the extraction must have
failed. However, somewhat surprisingly, after transformation to GBi(r), the noise disappears and
we obtain a clean looking G(r) function. The extracted GBi(r) looks very similar to the calculated
one from the structural model. All of the peaks across the entire range show the expected intensity
trends, and the peak around 9.75 Å has the expected shift to the right in the differential. Despite
the strange looking high-frequency modulated line-shapes in the SBi(Q), the integrated intensities
in those peaks from the extraction process must be correct so that the Fourier transform results in
a reliable GBi(r) differential PDF.
In conventional XRD data analysis, the chemical information is usually obtained by modeling.
Using adPDF, we could obtain it directly from the adPDF, without any structure modeling. For
example, in Fig. 5.10, we know that there is no Bi in G!Bi(r), i.e. we only have Ba-Ba, Ba-O, O-O.


















Figure 5.8: Comparison of (a) S(Q) directly calculated from BaBiO3 structure model and (b) S(Q)
extracted using ad hoc algorithm and BaBiO3 experiment data sets.
Red: Total S(Q); Blue: SBi(Q); Green: S!Bi(Q).



















Figure 5.9: Comparison of (a) PDF directly calculated from BaBiO3 structure model and (b) PDF
extracted using ad hoc algorithm and BaBiO3 experiment data sets.
Red: Total G(r); Blue: GBi(r); Green: G!Bi(r).
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Figure 5.10: Comparison of total G (red), GBi (Blue), and G!Bi(Green) extracted from experiment
data sets.
Since Ba is much heavier than O, we could roughly say that there are Ba-Ba bonds in strong peaks
such as the peaks at ∼ 3.5 Å, ∼ 7.5 Å, ∼ 9.5 Å. And there Ba-O bonds in weak peaks such as
peaks at ∼ 4.5 Å, ∼ 6.5 Å. For the broad peak around 9.75 Å (See Fig. 5.9 (b)), we can clearly see
that it has a Ba-Ba contribution on its low-r side and a Bi-Ba or Bi-Bi contribution on the high-r
side.
The high-frequency modulation of the SBi(Q) lineshapes must have some effect on GBi(r). The
effect should become more apparent in the high-r region of the PDF, where the SBi(Q) is being
sampled with shorter-wavelength sine-waves. Indeed, this is the case, as shown in Fig. 5.11, which
shows GBi(r) plotted over a wider range of r to 70 Å. The extracted GBi(r) becomes completely
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Figure 5.11: Comparison of high-r region of PDFs extracted using ad hoc algorithm and BaBiO3
experiment data sets.
Blue: GBi(r); Red: GTotal(r); Green: G!Bi(r).
unreliable in the high-r region.
We have not determined the origin of this effect in the extraction of the adPDF, which will
require further study. However, if only the low-r region of the differential PDF is required, as is
often the case since it is the local structure that is desired in a PDF measurement, then the ad hoc
approach we described can yield a reliable differential PDF, even without further development of
the method. We now explore this in a more quantitative way.
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5.5 Structural refinements BaBiO3 using total PDF and adPDF
With the extracted GBi(r) in hand, we can attempt a fit of the structural model to it to obtain
quantitative structural parameters. A perovskite model (space group I12/m1) was used. The fitting
range of total G(R) was 1 Å < Q < 20 Å while range of GBi(r) was 1 Å < Q < 15 Å. We performed
two sets of refinements. First, we fitted the model to a single data set, i.e. using the total G(r) OR
GBi(r) OR G!Bi(r). Then we fitted the model to multiple data sets, i.e. using total G(r) AND
GBi(r) at the same time. We only use two data sets in this refinement, since the third one, G!Bi(r)
is dependent on the other two (it is the difference).
The quality of the fits are shown in Fig. 5.12 and Fig. 5.13. The total PDF, GBi(r), and G!Bi(r)
are each quite different from the other. However, we obtained good fits, all with agreement factors
Rw less than 25%, to each of these data sets, including the extracted differential datasets GBi(r)
and G!Bi(r).
The refined values are presented in Tab. 5.2 and Fig. 5.14. The lattice parameters and atomic
positions are in agreement within the uncertainties between the refinement of the total and dif-
ferential PDFs. Since we don’t expect any aperiodic disorder associated with the Bi sublattice in
this pure compound, the same values should be refined from both measurements as observed. The
situation with respect to the ADPs is a little more complicated. These also agree within the un-
certainties (with large uncertainties on the oxygen ADPs due to the weak scattering from oxygen)
except for the Bismuth ADP which is significantly smaller for the refinement to the total PDF than
the Bismuth adPDF. It is not completely clear which is giving the more accurate ADP though the
fit to the GBi(r) seems to be anomalously small, suggesting that the total PDF value may be more
reliable. It is possible that the extraction process introduced an anomalous Q-dependence to the
S(Q) peak intensities resulting in incorrect ADPs, though this should affect all the ADPs in the
same way, and not just the Bi ones.
We now consider the co-refinement of multiple data-sets. Since we don’t expect that Bi sub-
lattice to deviate from the average structure we set the structural parameters in each fit to be the















Figure 5.12: Structural refinement results using single data set (a) total G(r) and (b) GBi(r)
Blue: experiment PDF; Red: calculated PDF; Green: difference between experiment and calculated
PDFs.















Figure 5.13: Structural refinement results using multiple data sets, (a) total PDF and (b) adPDF
of Bi.
Blue: experiment PDF; Red: calculated PDF; Green: difference between experiment and calculated
PDFs.
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Table 5.2: Refinement results of experiment BaBiO3 PDF using single data set and multiple data
sets.





a (Å) 6.234(5) 6.2450(20) 6.2432(16)
b (Å) 6.134(4) 6.1418(12) 6.1420(10)
c (Å) 8.823(9) 8.833(3) 8.833(2)
β (◦) 90(3) 90.0(8) 90.0(7)
UisoBa 0.035(4) 0.0398(11) 0.0410(9)
UisoBi 0.0128(6) 0.0191(4) 0.0180(3)
UisoO 0.15(6) 0.144(17) 0.145(14)
xBa 0.50(2) 0.502(4) 0.501(5)
zBi 0.25(2) 0.25(5) 0.25(4)
xO1 0.06(3) 0.064(7) 0.065(6)
xO2 0.26(4) 0.26(3) 0.26(2)
yO2 0.26(4) 0.26(3) 0.26(2)
zO1 0.25(9) 0.254(8) 0.253(6)
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Figure 5.14: Refinement results of experiment BaBiO3 PDF using single data set and multiple data
sets. The parameters are divided by the results obtained using total PDF.
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same. As expected we quite good fits to both curves (Rw = 0.117 vs. 0.102 for the total PDF
and Rw = 0.226 vs. 0.172 for the GBi(r) for the individual and corefinements, respectively). The
co-refinement is expected to give larger Rw’s in general because it is a more highly constrained fit.
However, the additional information should result in lower uncertainties on the refined parameters,
as is observed.
In situations such as the current case, where a good structural model yields a well constrained
fit to the data, there is little added value in extracting the chemically resolved adPDF at all, which
is why we chose this case to validate the extraction method. In a situation where, for example, a
different local environment is expected for Bi and we desire to learn about that local environment,
then this approach will add significant value. In that case, in the structural modeling some of the
structural parameters, such as oxygen positions, may not be constrained to be the same in both
models allowing the local environment around Bi to be different from the average.
5.6 Conclusion
This study demonstrates that it is possible to extract quantitatively reliable differential PDFs,
Gα(r), from experimental data collected in the vicinity of the absorption edge of the α ion, yielding
direct chemical information in the local structure. It has been known for many years that it is
possible to extract anomalous differential PDFs, but only with a highly arduous, time-consuming
and manual correction protocol. Here we show that measuring a sufficiently large number of
scattering curves at energies across the absorption edge, allows us to use a completely ad hoc and
automatable procedure for extracting the adPDF. The current status of the approach is that it
can yield quantitatively reliable adPDFs only in the low-r region due to an as-yet undiagnosed
aberration introduced during the extraction, though once the origin of this is understood it may
be possible to remove this constraint on the method.
The resulting adPDFs may be fit with structural models to extract quantitatively reliable
structural parameters. Our vision is that, if this approach can be made sufficiently turnkey, that it
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can become a rather standard complement to total scattering PDF studies that yield high spatial
resolution but chemically unresolved PDFs, and that resulting models will be fit jointly to the total
PDF and the adPDF (or the adPDF and its complement, the total minus the adPDF) to extract
additional information about the local environment of the target species. Indeed, in complex
materials, it will be desirable to collect multiple adPDFs from different absorption edges to get the
most information. The complexity of the experiments, collecting many datasets across the edge,
may be mitigated by using an x-ray absorption beamline with a fast scanning monochromator,
fitted with detectors for powder diffraction measurements to be collected rapidly at each incident
energy, though this setup was not tested in the current study.
We expect the adPDF method to have application to fields where local chemically-resolved
structural information is of interest, in addition to normal structural information. The automated
data correction and ability to provide additional reliable chemical information makes the anomalous
differential technique more accessible to the community and has the potential to play an important
role in discovering complex structure of new materials.
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Chapter 6
Conclusions
In this new era, materials are getting more and more complex on different length scales. To
understand their structure, we need new methods that can help us obtain the structural information
we need, such as coupling of nano-structure to the meso-scale, or the short and medium range
chemical structure. To this end, we developed new methods based on x-ray diffraction, including
texture-CT, ctPDF, and adPDF methods. The goal of these methods is to provide new approaches
to study the complex structure of materials and devices, but beyond that, also to give people easy
to use methods that can become widely used by a broad community of chemists and materials
scientists.
Computed tomography is a remarkable method that gives structural information on the meso-
scale. By combining the other analysis methods with CT, such as texture analysis and PDF,
we could map the structural properties that we are interested in at the meso-scale and study
the coupling between the structural properties and their distribution. For example, the texture-
CT enabled us to map information about crystallite orientation distributions as a function of
position in a battery cathode. We applied this method to the Li button cell and found that the
texture of the LiCoO2 particles is very inhomogeneous in the cathode. Another diffraction based
technique we chose to combine with CT is PDF, which is widely used in studying the short and
medium range local structure. We developed the full protocol of data reduction and data processing
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and demonstrated its reliability using a phantom object consisting of amorphous materials. The
ctPDF method was later applied to an industrial catalyst body loaded with Pd nanoparticles. It
successfully showed the power of applying PDF techniques in CT, as it could obtained the particle
size distribution and composition of nano-crystalline Pd catalyst particles whose size are too small
for the conventional x-ray analysis. The advent of high brilliance x-ray sources at synchrotrons
takes these methods one step further so that it is possible in principle to use ctPDF in semi-in-situ
experiment, as we did by observing the Pd particle compositions under reduction and oxidation in
the catalyst body.
ctPDF is not limited to the study of catalysts and we expect the method to have application to
many other fields of research, for example, biomaterials, materials science, chemistry, geology, envi-
ronmental science, palaeontology and cultural heritage. The relatively fast acquisition times associ-
ated with collection mean that high-resolution imaging in two-dimensional and three-dimensional,
or else time-resolved imaging. Now it is increasingly important to study the materials in working
devices, so called “operando” studies. The CT methods are ideal tools for this purpose as it can
provide the detail information of components within a selected volume and map those information
at the scale of the operating device, which is mm scale in our study, but could be extended to
larger (e.g. cm) scale, or smaller (e.g. micron) scale with the developments in instruments and
source. And the by applying suitable analysis method, such as PDF, we could extend the methods
to both crystalline and nanocrystalline components, and their mixtures. Texture-CT and ctPDF
are only the beginning. With the advent of new instruments, new sources, and high-performance
computers, we believe we could have more and more applications that take advantage of combining
CT with other analysis methods opening new doors to the research of materials and devices.
Besides developing new methods, it is also important to make the existing methods applicable
for general researchers. For example, using anomalous diffraction in total scattering to study the
structure of materials already exists. However, the intensive experiment and data processing ob-
structs its application in scientific research to just a handful of studies over its long history. We
developed a new ad hoc algorithm that could markedly reduce the human labor in data processing
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while still maintaining the reliability of the results. We applied the ad hoc algorithm on both
simulated data and measured data from a BaBiO3 sample. Although using some simplifying as-
sumptions, the algorithm still could obtain a quantitatively reliable differential PDF, which could
be used in structure model refinements.
We expect the adPDF method to have application to fields where local chemically-resolved
structural information is of interest, in addition to normal structural information, as it is sensitive
to the specific element we choose in the anomalous diffraction experiment. For example, it can
obtain the local structure of dopant and distinguish them from their environments, even if they are
neighboring elements in the periodic table. It is also helpful in investigate a specific crystallographic
phase or site when they contain the anomalous element. The automated data correction and ability
to provide additional reliable chemical information makes the anomalous differential technique
more accessible to the community and has the potential to play an important role in discovering
complex structure of new materials. Hopefully, with continuous developments, it could become a
standard technique that would be available to general researchers, who are not experts in anomalous
diffraction but would like to use it in their research. Like the PDF methods we have right now,
they bring the sample; they hit the button; the they get the adPDF.
The new materials are complex. They bring us challenges. They bring us chances. To grasp
the chances, we need new tools to study them. We also need to distribute the tools to the people.
That is what I did. And that is why I did it.
*This PhD work resulted in 9 publications, either as first author or co-author [Yang et al., 2013;
Jacques et al., 2013; Choi et al., 2014; Billinge, 2015; Beecher et al., 2014; Doan-Nguyen et al., 2014;
Yang et al., 2014; Yang et al., 2015; Jensen et al., 2015] and the release of 3 software programs,
SrXplanar [Yang et al., 2013],xPDFsuite and ePDFsuite [Yang et al., 2015]. The work on adPDF
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Keijo Hämäläinen. Direct tomography with chemical-bond contrast. Nature Mater., 10(7):489–
493, 2011.
[Jacques et al., 2011] Simon DM Jacques, Marco Di Michiel, Andrew M Beale, Taha Sochi,
Matthew G O’Brien, Leticia Espinosa-Alonso, Bert M Weckhuysen, and Paul Barnes. Dynamic
x-ray diffraction computed tomography reveals real-time insight into catalyst active phase evo-
lution. Angew. Chem. Int. Ed., 50(43):10148–10152, 2011.
[Jacques et al., 2013] Simon D. M. Jacques, Marco Di Michiel, Simon A. J. Kimber, Xiaohao Yang,
Robert J. Cernik, Andrew M. Beale, and Simon J. L. Billinge. Pair distribution function com-
puted tomography. Nat. Commun., 4:2536, 2013.
[Jensen et al., 2015] Kirsten M. . Jensen, Xiaohao Yang, Josefa Vidal Laved, Wolfgang G. Zeir,
Kimberly A. See, Marco DiMichiel, Brent C. Melot, Serena A. Corr, and Simon J. L. Billinge.
X-ray diffraction computed tomography for structural analysis of electrode materials in batteries.
J. Electrochem. Soc., 162(7):A1310–A1314, 2015.
[Juhás et al., 2006] P. Juhás, D. M. Cherba, P. M. Duxbury, W. F. Punch, and S. J. L. Billinge.
Ab initio determination of solid-state nanostructure. Nature, 440(7084):655–658, 2006.
BIBLIOGRAPHY 97
[Juhas et al., 2013] P. Juhas, T. Davis, C. L. Farrow, and S. J. L. Billinge. PDFgetX3: A rapid
and highly automatable program for processing powder diffraction data into total scattering pair
distribution functions. J. Appl. Crystallogr., 46:560–566, 2013.
[Kak and Slaney, 1988] Avinash C Kak and Malcolm Slaney. Principles of computerized tomo-
graphic imaging, volume 33. Siam, 1988.
[Key et al., 2010] Baris Key, Mathieu Morcrette, Jean-Marie Tarascon, and Clare P Grey. Pair
distribution function analysis and solid state nmr studies of silicon electrodes for lithium ion
batteries: understanding the (de) lithiation mechanisms. J. Am. Chem. Soc., 133(3):503–512,
2010.
[Kramers, 1927] Hendrik Anthony Kramers. La diffusion de la lumiere par les atomes. 1927.
[Kristiansen et al., 2014] Paw Toldbad Kristiansen, M Dahbi, T Gustafsson, K Edström, D Newby,
KE Smith, and L-C Duda. X-ray absorption spectroscopy and resonant inelastic scattering study
of the first lithiation cycle of the li-ion battery cathode li 2- x mnsio 4. Phys. Chem. Chem. Phys.,
16(8):3846–3852, 2014.
[Kronig, 1926] R de Kronig. On the theory of dispersion of x-rays. J. Opt. Soc. Am., 12(6):547–556,
1926.
[Kubacka et al., 2012] Anna Kubacka, Ana Iglesias-Juez, Arturo Mart́ınez-Arias, Marco Di Michiel,
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