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A TRANSFORMATION-BASED APPROACH FOR SOLVING STIFF TWO-POINT
BOUNDARY VALUE PROBLEMS
DENYS DRAGUNOV
Abstract. A new approach for solving stiff boundary value problems for systems of ordinary differential equations is
presented. Its idea essentially generalizes and extends that from [11]. The approach can be viewed as a methodology
framework that allows to enhance ”stiffness resistance” of pretty much all the known numerical methods for solving
two-point BVPs. The latter is demonstrated on the example of the trapezoidal scheme with the corresponding C++
source code available at https://github.com/imathsoft/MathSoftDevelopment .
1. Introduction
Stiffness, as a property of a boundary value problem (BVP), can manifest itself in a number of different ways.
It might be that the variety of forms the stiffness can take is eventually responsible for the fact that until the
recent times there were no strict formal definition of the phenomenon [2]. In different sources one can find
rather informal and ”pragmatic” definitions of stiff problems, like those ”for which explicit methods don’t
work” [7]. Aiming to be practically oriented and concrete, the current paper employs its own (yet informal
and by no means complete or general) definition of a stiff two-point BVP through the particular behaviours
of the problem’s solution. Namely, throughout this paper, saying that a two-point BVP is stiff we mean that
its solution has either boundary layers or shock layers. By a boundary layer we mean a boundary-adjacent
narrow interval within the solution’s domain, where the absolute value of the solution’s derivative rapidly
increases to ”extremely” high magnitudes. A similar interval which is not incident to either of the two
boundary points will be referred to as a shock layer.
Possessing broad practical applications, stiff BVPs have always been under scrutiny of the numerical analysis
community and, as a result, there is a number of quite impressive methods and software packages available
to deal with this type of problems (see, for example, [7], [12], [13]). Almost all the numerical methods for
solving stiff BVPs are, to a greater or lesser extent, focused on the ”construction of a mesh on which all
features of the solution are locally smooth” [9]. The latter general strategy finds its implementation in a
variety of ways, for example, by means of so called monitor functions [9], [16] as well as through the properly
chosen smooth transformations applied to either the independent variable [8] or to the unknown function
(solution) [4], [3], [15].
Following the forementioned ”mesh-adjustment” paradigm, in [11] yet another approach for dealing with stiff
BVPs was suggested. Its idea naturally follows from an observation that the computational complexity (i.e.
the stiffness) induced by the boundary and shock layers is largely due to the fundamental difficulties that
most approximation methods experience when being applied to functions with large moduli of smoothness
[5]. On the other hand, within the boundary and shock layers the solution (to the BVP) we are interested in
is, obviously, monotone, and thus, its inverse is well defined and variates pretty moderately (being ”almost”
constant, since derivative of an inverse function is equal to the reciprocal of the derivative of the original
function)! With this in mind, paper [11], which is exclusively focused on the BVPs for the second order
ordinary differential equations of the form
(1) u′′(t) = N(u′(t), u(t), t), t ∈ [a, b, ]
u(a) = ua, u(b) = ub,
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proposes to switch to the equation for the ”inverse solution”







within the boundary and shock layers. The approach demonstrated remarkable results on different test
problems from [13], including the well known Troesch’s problem [14]. Later the results from [11] have been
extended in [10], mainly, in the part of theoretical justification and error analysis.
It is worth mentioning, however, that the approach, in the form it was presented in [11], looks rather artificial
and restricted. First of all, this is due to it being introduced specifically for the case of the second order ODEs
and, second of all, — due to rather sophisticated and unconventional implementation framework suggested
by the authors. The present paper is aimed to address both this issues. Namely, the transformation-based
approach, presented below, is a natural generalization of the one from [11] for the case of systems of ODEs
and, additionally, the particular implementation of the new technique, discussed here, is based on one of the
most ”canonical” methods for solving BVPs: the trapezoidal scheme [1]. The latter is an attempt to view
the suggested approach as a ”stiffness-resistant enhancement” that can be applied to pretty much all the
known methods for solving two-point BVPs.
2. The transformations
Let Sn denote a set of all systems of n first order ordinary differential equations. Let’s consider an arbitrary
element F from Sn, which obviously can be expressed in the following form









F1 (u(t), t) , . . . , Fn (u(t), t)
]T
,
Fj (u(t), t) = Fj(u1(t), . . . , un(t), t), j ∈ 1, n.
For any k ∈ 1, n, we define a k-swap operator SPk as a mapping Sn → Sn acting in the following way
(4) G = SPk (F ) : v













Fj(v1(u), . . . , vk−1(u), u, vk+1(u), . . . vn(u), vk(u))
Fk(v1(u), . . . , vk−1(u), u, vk+1(u), . . . vn(u), vk(u))
, j ∈ 1, n, j 6= k,
Gk(v(u), u) =
1
Fk(v1(u), . . . , vk−1(u), u, vk+1(u), . . . vn(u), vk(u))
.
Let vector-function u(t), t ∈ [a, b] be a solution to system (3) (satisfying some initial or boundary conditions)
and let function uk(t) be monotone (say, increasing, for definiteness) on some subinterval
(t0, t1) ⊂ (a, b).
It is easy to verify that, in this case, vector-function v(u), defined as
(5) vi(u) = ui(vk(u)), i ∈ 1, n, i 6= k, vk(u) = u
−1
k (u),
satisfies system (4) ∀u ∈ (uk(t0), uk(t1)). As one can notice from the example above, the k-swap operator
results in the unknown function uk(·) and the independent variable t being ”swapped” (hence, the term),
in the sense that in system (4) the former becomes the new independent variable u, whereas the latter
turns into a new unknown function vk(u). A practical application of such a ”trick” becomes clear from the
reasoning below.
Let the forementioned interval (t0, t1) be a boundary or shock layer for the solution u(t). Then, by defini-
tion,
‖F(u(t), t)‖ ≫ 1, t ∈ (t0, t1)
A TRANSFORMATION-BASED APPROACH FOR SOLVING STIFF TWO-POINT BOUNDARY VALUE PROBLEMS 3
and at least for a single k ∈ 1, n, the inequality
|Fk(u1(t), . . . , un(t), t)| ≫ 1, t ∈ (t0, t1)
holds true. Provided that the interval is narrow enough, without loss of generality, we may assume that
|Fk(u1(t), . . . , un(t), t)| ≥ |Fl(u1(t), . . . , un(t), t)|, ∀l ∈ 1, n.
The latter inequality obviously implies that function v′(u) (5), satisfying system (4), can’t have neither
boundary nor shock layers on the interval
(min{uk(t0), uk(t1)},max{uk(t0), uk(t1)}) ,
which, apparently, corresponds to interval (t0, t1) in terms of system (3).
To illustrate how the introduced ”swap” transformation can be applied in practice, let us consider the well











, t ∈ [0, 1], u1(0) = 0, u1(1) = 1.
The problem has a boundary layer near the right boundary point t = 1 so that
u′i(t) ≫ 1, ∀t ∈ (ε, 1), i = 1, 2,
provided that ε < 1 is close enough to 1 and λ > 0 is big enough. The stiffness of the problem increases
along with parameter λ, which, in effect, amounts to the shrinkage of interval (ε, 1) and simultaneous rapid
growth of u′i(1), i = 1, 2. It is easy to see that






2(t), ∀t ∈ [0, 1].
The latter means that for the Troesch’s problem the 2-swap transformation on (ε, 1) would be preferable


























(10) v1(u2(ε)) = u1(ε), v2(u2(ε)) = ε, u1(0) = 0, v1(u2(1)) = 1.
It can be fairly noted that problem (8), (9), (10) looks essentially more complicated than the original
one, first of all, because the reparametrized system (9) has to be considered on an ”unknown” interval
[u2(ε), u2(ε)] and, as the result, one of the boundary conditions is defined at the ”unknown” (varying) point:
v1(u2(ε)) = 1. In the other words, for this particular case, the 2-swap transformed problem is, so to speak,
of a different nature as compared to the initial one. With that said, we do not claim that problem (8), (9),
(10) can’t be efficiently tackled or that it is ”bad” in the computational sense (after all the theory above
clearly states that the reparametrized problem is not stiff). At this point, however, we prefer to leave this
specific type of boundary value problems (with a variable boundary point) for later studies, and, instead,
take an alternative path.
Although, for the case of problem (6), the 1-swap transformation is sub-optimal (see inequality (7)), its















(12) v2(u1(ε)) = u2(ε), v1(u1(ε)) = ε, u1(0) = 0, v1(1) = 1.
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Problem (8), (11), (12), in contrast to problem (8), (9), (10), has both its boundary points constant. However,
as it can be easily verified using, for example, numerical data from [15], v′2(1) → ∞ as λ → ∞, which means
that problem (8), (11), (12) still has a boundary layer at u = 1. To tackle this issue, we need to introduce
an l-flip operator.
For any l ∈ 1, n we define the l-flip operator FP l : Sn → Sn as follows
(13) H = FP l(F ) : w
′(t) = H(w(t), t),
where
w(t) = [w1(t), . . . , wn(t)]
T ,
H(w(t), t) = [H1(w(t), t), . . . ,Hn(w(t), t)]
T ,
Hi(w(t), t) = Fi
(
w1(t), . . . , wl−1(t),
1
wl(t)
, wl+1(t), . . . , wn(t), t
)
, i 6= l,
Hl(w(t), t) = −Fl
(
w1(t), . . . , wl−1(t),
1
wl(t)













hence the suggested name for the operator FP l.

















, w1(u1(ε)) = ε, u1(0) = 0, w1(1) = 1.
It is easy to ensure (again, using the numerical data from [15]), that both w1(1) and w2(1) tend to 0 as
λ tends to +∞, which means that BVP (8), (14), (15) does not have boundary layers. Furthermore, it is
easy to verify that applying operators SP1 and FP2 (in arbitrary order, since the operators commutate) to
equation (1) (written in a ”system” form) results in a systems of ODEs, which is equivalent to equation (2).
The latter means that the presented transformation-based framework contains the approach from [11] as a
partial case.
3. Implementation aspect
This section is aimed to illustrate (in a reasonable depth) how the introduced ”swap” and ”flip” transfor-
mations can be integrated into the pretty much every existing numerical method for solving boundary value
problems. To conform to the practical orientation of the paper claimed in the introduction, we proceed by
picking a concrete method as a ”base” and then demonstrating how it can be modified by means of the
transformation-based approach as well as how this can enhance the ”stiffness resistance” of the resulted
method (see the next section).
Lets consider system (3) on some interval [a, b] and supplement it by some boundary conditions
(16) g(u(a), u(b)) = 0.
When it comes to the numerical methods for solving BVPs of type (3), (16), it is difficult to imagine anything
more simple and popular than the trapezoidal scheme (see, for example, [1, Sect. 5.1.3 Simple schemes for
nonlinear problems]), which from now on is our ”base” method. Recall that the trapezoidal scheme consists
in approximating the solution of the target BVP (3), (16) on a mesh
(17) a = t0 < t2 < . . . < tm = b
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(F(ui+1, ti+1) + F(ui, ti)) , hi = ti+1 − ti, 0 ≤ i < m,
(19) g(u0, um) = 0.
As a rule, to solve system (18), (19) some iterative procedure (like the Newton’s method) has to be used.
The latter implicitly assumes availability of an initial guess
(20) u
(0)
i , 0 ≤ i < m,
which provides a reasonably good (for the iterative procedure to converge) approximation of the unknown
solution.
What follows should not be taken as a strict set of instructions on how the transformation-based approach
should be implemented but rather as a guidance which, by the way, follows the open source C++ imple-
mentation available at https://github.com/imathsoft/MathSoftDevelopment 1.
There are two main questions that needs to be answered in scope of this section:
• How, in principle, the ”swap” and ”flip” transformations can be incorporated into the framework of
the trapezoidal scheme?
• How to decide on what transformations should be applied in order to suppress the stiffness?
We start with the first question. In principle, the transformations can be applied to system (3) on a ”sub-
interval basis”. Namely, for each particular sub-interval [ti, ti+1], we can come up with a transformation T








(T (F) (qi+1, τi+1) + T (F) (qi, τi)) .
Let’s see how qi relates to ui. To do so we need to make some assumptions about the structure of operator
T . Obviously, there is no reason to apply more than one ”swap” transformation on the same interval, since,
provided that the interval is narrow enough, there will always be an index k ∈ 1,m such that the k-swap
transformation is not ”worse” in suppressing the stiffness than any other i-swap transformation for k 6= i
(this directly follows from the definition of the ”swap” operator (4)). There is also not much sense in
composing a k-swap with a k-flip transformation, since, while both of them can ”suppress” derivative of
uk(t), the former have more general ”impact” and thus is more preferable. Finally, it is obvious that
SPk ◦ FP l = FP l ◦ SPk, k 6= l,
FP l ◦ FPk = FPk ◦ FP l, FPk ◦ FPk = I,
where sign ◦ denotes the composition operation and I is the identity operator. In the light of the above,
without loss of generality, we may assume that
(22) T = FP1 ◦ FP2 ◦ . . . ◦ FPk−1 ◦ SPk, k ∈ 1,m,









, . . . ,
1
ui,k−1
, ti, ui,k+1, . . . , ui,n
]T
, ui = [ui,1, ui,2, . . . , ui,n]
T .
and
(24) τi = ui,k.
Apparently, the transformations (when applied in the way described above) do not alter number of nonlinear
equations and thus, for the approach to work, they must not change number of unknowns, that for system
(18) is equal to mn. Equalities (23), (24) demonstrate that the number of unknowns associated with the i-th
1To be more specific, we mean class trapezoidal solver, which can be found in the repository together with a set of unit tests
associated with it.
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point of the mesh indeed does not change, provided that we agree upon whether it ti or τi should be treated
as an ”unknown”. Transformed equation (21) ”operates” within its ”natural” set of unknowns qi,qi+1 and
from its perspective, τi, τi+1 are ”fixed” points on the mesh. At the same time an equation associated with
the interval to the left from the i-th mesh point has its own set of ”natural” unknowns assuming ti to be a
”fixed” point defined by the mesh. To solve this dilemma we can adopt a convention stating that the set of
”actual” unknowns associated with the i-th point of the mesh coincide with the set of ”natural” unknowns
of the equation associated with the mesh interval
• preceding the i-th point, if i > 0;
• following the i-th point, if i = 0.
Although this is not the only convention we can embrace, it is the one used in the C++ implementation
mentioned above. According to it, ti is a fixed point on the mesh and τi is an unknown (provided that i > 0).
At the same time, with respect to the (i+ 1)-th point, τi+1 is ”fixed” and ti+1 is an ”unknown”.
Another important point to emphasize is that, in contrast to the classical trapezoidal scheme, its transformation-
based ”extension” can alter the mesh. Furhtermore, as one can notice from the reasoning above, when
transformations are involved, the very definition of the mesh as a set of fixed values that the ”independent”
variable can take (17), does not make much sense any more (since on each sub-interval the ”independent”
variable can be different). Instead, the mesh should be thought of as a result of an iterative procedure
applied to solve the ”transformed” nonlinear system. Namely, on the iteration with index j + 1, the mesh



































i+1, i ∈ 0, n − 1.
Now we finally can address the second question posed above. Obviously, the only reason why we should
consider applying any transformations to system (3) (at least in the current context) is to suppress stiffness
of BVP (3), (16). According to the definition of stiffness adopted in the present paper (see the Introduction,














i+1)‖ ≥ Θ > 1, α+ β = 1, α, β ≥ 0,
where constant Θ plays a role of the ”stiffness tolerance”, which can be chosen individually for each problem
and for each ”base” method.
First of all, when encounter situation (26), we should consider applying a k-swap transformation, since, as
it was shown in the previous section, it has an ultimate ability to ”neutralize” the stiffness, provided that k
is calculated as follows














Depending on the boundary conditions, it can happen that for the index k chosen according to formula (27),
the resulted ”k-swap transformed” BVP will have (at least) one of its boundary points being an unknown
function (this situation was illustrated in the previous section on the example of the Troesch’s problem).
Earlier in this paper we agreed not to consider such types of problems (those with varying boundary points)
and to leave them for the future studies. So, for now, we assume that the argmax is taken over the subset
of indices I∗ ⊂ 0, n − 1 that do not cause the mentioned issue. Then it also may happen that the k-swap
transformation that we came up with is a ”suboptimal” one, meaning that the ”level of stiffness” of the


















In this case we have to consider using l-flip transformations for those indexes l ∈ 0, n− 1 \ I∗ that cause the
”violation” (28). As it follows from equalities (13), the necessary condition for an l-flip transformation to
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be efficient on interval [ti, ti+1] can be formulated, for example, in the following way
min {|ui|, |ui+1|} > 1.
We conclude the present section by briefly touching another important aspect of the transformation-based
approach which is the mesh refinement. There are two possible consequences of the fact that mesh (25)
”evolves” on each iteration, namely




r for i > r;
• an extreme ”condensation” of the mesh around some points and, as the result, a substantial ”ex-
haustion” of the mesh on the adjacent regions.
In practice the former issue can be successfully solved by sorting the mesh points (25) with respect to t
(j)
i
values. As for the latter problem — it also can be pretty much easily fixed by ”decimating” the dense regions
(i.e., by removing mesh points if they are closer than some acceptable threshold) as well as by generating
new mesh points to fill the gaps in sparse regions (via linear or nonlinear interpolation). In general, when
refining the mesh (by adding/removing points) one can consider using any of the known step size selection
strategies appropriate for the ”base” method in hands (see, for example, [6]). The strategies, of course,
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