We present simulations of the response of Si and InSb to femtosecond-scale laser pulses of various intensities. In agreement with the experiments by various groups on various materials, there is a nonthermal phase transition for each of these semiconductors above a threshold intensity. Our simulations employ semiclassical electron-radiation-ion dynamics (SERID), a technique which is briefly described in the text. We also introduce a new addition to the technique, which provides a simple treatment of the correction due to motion of the atomic-orbital basis functions. We find that this correction is small in the present context, but it may be substantial in situations with more rapid atomic motion. Our expression for this correction is remarkably simple to employ because it amounts to nothing more than a generalized Peierls substitution.
Introduction
The interaction of matter with ultrafast and ultra-intense laser pulses is a current frontier of science . New discoveries often result from the ability to explore a new regime. Here one is exploring both extremely short time scales (below one hundred femtoseconds) and extremely high intensities (above one terawatt per square centimeter). The usual approximations of theoretical physics and chemistry break down under these conditions, and both electrons and atoms exhibit new kinds of behavior. The experimental techniques to achieve these conditions are relatively new, and so is the theoretical approach outlined below.
A first-principles formulation of our method has been presented and employed elsewhere [10] . However, we find that a tight-binding representation is preferable for practical calculations: (1) Since the time step is of order 30 attoseconds, and the system may contain many atoms, the method must be computationally fast. (2) A tight-binding representation involves chemically-meaningful basis states which are localized on the atoms, and which have the same symmetries as atomic orbitals. One can then immediately interpret the results using intuitive ideas based on ground-state and excited-state chemistry [26] [27] [28] .
Our method is called semiclassical electron-radiation-ion dynamics (SERID), because the nuclear (or ion-core) motion and the radiation field are both treated classically, while the quantum dynamics of the electrons is treated via the time-dependent Schr €odinger equation. A pleasant feature of this semiclassical approach is the fact that it effectively includes n-photon and n-phonon processes corre- sponding to absorption and stimulated emission [11, 12] . The method is applicable to general nonadiabatic processes, including interactions with an intense radiation field. The vector potential Aðx; tÞ for the field is included in the electronic Hamiltonian H through a time-dependent Peierls substitution. The time-dependent Schr €odinger equation is solved with an algorithm that conserves probability and satisfies the Pauli exclusion principle. Finally, the atomic forces are obtained from a generalized Hellmann-Feynman theorem, which may also be interpreted as a generalized Ehrenfest theorem.
The value of simulations is that one can monitor both those properties which are experimentally accessible and those which are not. In the present context, the experiments focus principally on optical properties such as the dielectric function E w ð Þ, which probes the electronic structure, and the second-order nonlinear susceptibilty c 2 ð Þ w ð Þ, which probes the symmetry of the material. In our theoretical studies of GaAs presented elsewhere [5, 6, 9] , we have calculated both E w ð Þ and c 2 ð Þ w ð Þ, and found good agreement with the experiments.
In addition, however, the simulations reveal the behavior of other properties as functions of time, in the few hundred femtoseconds following application of a laser pulse, and their dependence on the parameters of the pulse, including duration, intensity, and photon energy. In Fig. 1 , for example, we show the time evolution of the average displacement of a Si atom from its initial position following a laser pulse with a duration of 70 femtoseconds (full width at half maximum), a photon energy of 1:95 eV, and various intensities of the laser radiation field. This same figure shows what fraction of the electrons intially in the valence band are promoted to the excited states of the conduction band, for various intensities. It can be seen that the lattice is destabilized for amplitudes A 0 which are greater than 2:00 G cm, or alternatively when more than about 10% of the electrons are promoted to conduction-band states. This can be interpreted as a very substantial weakening of the tetrahedral bonding, since in a simple picture the valence band and conduction band are respectively composed of bonding and antibonding states. Further results for Si are shown in Figs. 2-4.
Method
The equations of SERID are essentially a time-dependent Schr €odinger equation for the electrons , and the fluence is proportional to the square of the amplitude for a given pulse shape and duration. In all the simulations for Si and InSb described here, the pump pulse had a FWHM duration of 70 femtoseconds with a photon energy hw equal to 1:95 eV. The lattice is clearly destabilized for the four highest intensities, corresponding to amplitudes greater than A 0 ¼ 2:00 G cm. Right panel: Time evolution of the occupancy of the excited states (i.e., conduction band) in Si, again for various values of A 0 . It can be seen that the lattice is destabilized when more than about 10% of the electrons are promoted to excited states.
together with a Newton's equation for the atoms (or, more precisely, ion cores):
Here S is the overlap matrix and U rep is a summation over repulsive potentials which model the ionion repulsion (together with the negative of the electron-electron repulsion, which is doubly counted in the one-electron Hamiltonian). Both of the above equations follow from extremalization of the tight-binding version of the Lagrangian for particles treated in a time-dependent self-consistent-field approximation [3, 4] . We can adopt the point of view that each electron is labeled by j and has its own time-dependent state vector Y j . If there are N tight-binding basis functions in the system, Y j is N-dimensional, and the time-dependent Hamiltonian H is N Â N.
A proper first-principles treatment of nonequilibrium problems (including many-body effects) would employ methods like those of Martin and Schwinger [29] , Kadanoff and Baym [30] , or Keldysh [31] , with a self-energy that is even more complicated than that for equilibrium or quasiequilibrium problems [32] . In the present context, however, it is a reasonable approximation to adopt a time-dependent self-consistent field picture. For the lower intensity, this structure is only broadened after a few hundred femtoseconds. For the higher intensity, however, it is essentially lost at 500 fs, indicating a change from the original tetrahedral bonding. The band gap at this particular k-point is larger than the fundamental band gap, but at the higher intensity it has collapsed to zero, demonstrating that the material is now metallic rather than semiconducting. The rapid oscillations during application of the pulse are due to the Peierls factor in (2.3).
First-principles molecular dynamics (which was introduced just after tight-binding molecular dynamics [33, 34] ) is ordinarily an accurate method, because the local density approximation for exchange and correlation is quite good for total energies. However, the direct application of densityfunctional methods is not ordinarily suitable for the kind of problems addressed here, which involve excited states and nonadiabatic processes. The excited states are typically too low for semiconductors, and the simulation of nonadiabatic processes requires a time step of about 30 attoseconds. It is therefore prohibitively expensive to treat large systems in a true first-principles simulation.
For these reasons and others, SERID appears to be the preferred method for simulations of the interaction of light with matter. On the other hand, the results of Ref. [7] indicate that a densityfunctional-based approach is more accurate than one in which the parameters are fitted more naively. The approach of Sankey, Demkov, and coworkers [35] [36] [37] [38] [39] [40] is also very useful and promising, since it permits self-consistent calculations.
Equations (2.1) and (2.2) represent the nonorthogonal formulation of SERID. These same equations can, however, be cast into an orthogonalized form. In the simulations reported here, for the semiconductors Si and InSb, an orthogonal tight-binding model was used. A nonorthogonal, density-functional-based model has been used in more recent simulations for the fullerenes and various organic molecules [7, 8, 11, 12] .
The electrons and ions are coupled in (2.1) and (2.2), because H is a function of the ion coordinates and the forces on the ions are influenced by the electronic states. We now need to couple the electrons to the radiation field. (One can also easily couple the ions to the electromagnetic field, but this is a minor effect if the field oscillates on a one femtosecond time scale, two orders of magnitude smaller than the response time of the ions.) The most convenient way to introduce the field into the electronic Hamiltonian is to employ a time-dependent Peierls substitution [41, 42] : where q ¼ Àe is the electron's charge. This approach requires no additional parameters and is valid for strong time-dependent fields. Solution of the ionic equations of motion (2.1) is essentially the same as in tight-binding molecular dynamics [33, 34] and the velocity Verlet method appears to be optimal. Solution of (2.1) requires more care, since a naive algorithm for this first order equation fails to conserve probability. In earlier work we followed a standard prescription. More recently a still better method has been introduced by Torralva in Ref. [7] . In this approach, the first-order term in a Dyson-like series for the time evolution operator U t þ Dt; t ð Þis written in unitary form:
After evaluating each element of Uðt þ Dt; tÞ with Simpson's rule (for example), one then obtains the electron states from
With this algorithm, unitarity (i.e., orthonormality of the one-electron states Y j ) is preserved to the machine accuracy of better than 10 À12 .
Results
In experiments by several groups [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , the time evolution of the dielectric function EðwÞ and the second-order nonlinear susceptibility c ð2Þ has been measured in GaAs and Si, using a probe pulse with a photon energy of about 2:2 eV after excitation with an intense pump pulse at about 1:9 eV. The observations indicate that the response of a semiconductor to an ultrafast laser pulse, with a duration of 100 femtoseconds or less, is fundamentally different from its response to a pulse with a duration of 1 picosecond or more. Whereas the longer pulses appear to produce ordinary heating of the sample by phonon emission, there is convincing evidence that ultrafast pulses induce a structural transition by directly destabilizing the atomic bonds.
Using the method outlined above, we have previously performed calculations for the electronic and structural response of GaAs to ultra-intense and ultrashort laser pulses [5, 6, 9] . Here we report similar calculations for Si and InSb. The time dependence of the electronic states and ionic positions was calculated as described above, and the imaginary part of the dielectric function was obtained from the formula [42] Im EðwÞ / 1 w 2 P n;m;k ½ f n ðkÞ À f m ðkÞ p nm ðkÞ Á p mn ðkÞ dðw À w mn ðkÞÞ : ð3:1Þ
The tight-binding model of Vogl et al. was employed [28] , together with Harrison's r À2 scaling for the interatomic matrix elements [26] . We used a nonstandard repulsive potential with the form uðrÞ ¼ a=r 4 þ b=r 6 þ g=r 8 , which is a generalized form of Harrison's r À4 scaling. The three parameters a, b, and g were fitted to the experimental values of the cohesive energy, interatomic spacing, and bulk modulus -properties associated with the zeroth, first, and second derivative of the total energy. A cubical cell containing eight atoms was used for the present simulations.
Representative results for Si are shown in Figs. 1-4. As indicated in the figure captions, the time evolution of the atomic displacements, the dielectric function, and the pair correlation function demonstrate that the threshold intensity is above 2.0 G cm. Also, a laser pulse with this intensity promotes somewhat above 10% of the electrons to excited states. One can clearly observe the destabilization of the covalent bonding at high intensities as electrons are excited across the band gap [43] [44] [45] [46] , from bonding to antibonding states.
The power of simulations is that one can calculate various properties which show in detail how the electrons and ions respond. These include the population of excited states, the time-dependent band structure, and the atomic pair-correlation function. Typical results are shown in Figs. 1-7. For example, the eigenvalues e n ðkÞ at the special point k ¼ ð1=4; 1=4; 1=4Þð2p=aÞ are plotted as functions of time for Si in Fig. 3 . Notice that the band gap at this point (which is larger than the fundamental band gap at ð0; 0; 0Þ) has completely closed up for the higher intensity shown (A 0 ¼ 2:45 G cm) because of the large atomic displacements associated with lattice destabilization.
Correction for motion of atomic-orbital basis functions
In this section we introduce an addition to the technique which enables us to eliminate one of the approximations in the simple version of SERID employed above. In this version we have not allowed for the fact that the time dependence of an electron wavefunction results from both the time dependence of the coefficients Y j x; t ð Þ and that of the atomic-orbital basis functions f a x À X ð Þ, which move with the atomic nuclei rather than being static and thus time-independent. For the higher intensity, the loss of structural features in Im EðwÞ, and the emergence of a Drude-like peak at low frequencies, demonstrate a change from the original tetrahedral bonding, together with an onset of metallic behavior. I.e., an amplitude of 2:23 G cm is above the threshold for a nonthermal phase transition in this material.
Let us begin with the model action in the coordinate representation which yields both the quantum dynamics of the electrons and the classical dynamics of the nuclei (or ion cores) [3, 4] :
The action is represented by S S to avoid confusion with the overlap matrix S. Also, the second summation is over all the atomic nuclei (with masses M) and over the three components of each time-dependent nuclear position X. If an electron wavefunction Y j x; t ð Þ is expanded in terms of atomic-orbital basis functions f a x À X ð Þ,
it changes during a time dt by an amount
Then, as stated above, its time dependence has two contributions:
ð4:4Þ
The second contribution, which results from the motion of the basis functions as they follow the nuclei with velocities _ X X, is a correction to the simple version of our method that was employed above. To obtain an approximate approach for including this correction, let us first notice that For the lower intensity, this structure is only broadened after a few hundred femtoseconds. For the higher intensity, however, it is essentially lost at 500 fs, indicating a change from the original tetrahedral bonding.
where b p p ¼ Ài hr is the momentum operator. It follows that
where
With inner products implied for N-dimensional vectors and matrices, but indicated explicitly with a dot for 3-dimensional vectors, we now have
Here P is the N Â N matrix with components p X 0 a 0 ; Xa ð Þ . (It is thus treated as both an N-dimensional matrix and a 3-dimensional vector.) But the action S S also contains the Hermitian conjugate, so
In a representation that diagonalizes S 1=2 , S À1=2 and @S 1=2 =@t are also diagonal. Then S 1=2 and @S 1=2 =@t commute, and the first and third terms cancel. After an integration by parts within S S, the fourth term doubles the contribution of the second term. Then the above expression for the action becomes
for any X and a, so that
with the operator acting to the left in this second equation
If the f a x À X ð Þ are interpreted as a complete set of states (with ionized atomic states included), the completeness relation for nonorthogonal basis functions P
allows us to rewrite (4.17) and (4.18) as
where _ X X and _ X X y are the N Â N matrices with components
Then the action of (4.11) and (4.12) can be rewritten
Let us now change notation by removing the primes in the new orthogonalized basis:
Since M _ X X 2 =2 is already small, and M is about 10 4 m, m _ X X 2 =2 is very small. Let us additionally neglect the terms with A Á _ X X and _ X X Á A, since A and _ X X are separately important in different time regimes. We then obtain the remarkably simple form
which is exactly the same as for the coupling of electrons to the radiation field, except that
I.e., we can now treat both the radiation field and the ''ion velocity field" with a generalized Peierls substitution:
ð4:34Þ
Then everything goes through just as before, with
As in Refs. [3] and [4] , but with qA=c ! qA=c þ m _ X X, the requirement d S S ¼ 0 for arbitrary variations dY y j and dX leads to
where X is any nuclear coordinate. We have in fact used these modified equations in calculations for organic molecules [11, 12] , and we find that the effect is small for nuclear velocities that are relevant in the present context. I.e., for the simulations of the present paper, and for those of Refs. [5] [6] [7] [8] [9] , the correction considered in this section is much less important than our other approximations.
We close this section with a comment regarding the main limiting aproximation of our SERID technique, or of any method which treats the nuclear motion classically. If we had started with a quantum description of the nuclei, we would have obtained the operator equation
from the Heisenberg equations of motion for the nuclear position and momentum operators. This immediately gives Ehrenfest's theorem
As long as these expectation values are dominated by a single set of similar nuclear trajectories, our semiclassical approximation is valid. However, if there are several competing processes with comparable probabilities (or if one is interested in processes which have low probability), it is not physically meaningful to follow the average trajectory represented by (4.39). Fortunately, there are many interesting situations in which the nuclei do behave classically on the relevant time scale, making a semiclas-sical approach useful for understanding the most important features in the evolution of the nuclear positions and electronic states.
Conclusion
In this paper we have presented two sets of results: For the semiconductors Si and InSb, we have studied the detailed response to ultrafast laser pulses. Various properties were monitored as functions of time, including the atomic motion, the pair correlation function, the occupancy of the excited states, the band structure, and the dielectric function. For both semiconductors, there is clearly a nonthermal transition to a disordered and metallic state on a time scale of a few hundred femtoseconds.
We also have introduced a new method for including the correction due to motion of the atomicorbital basis functions. In the present context, the resulting correction is found to be relatively small, but we anticipate that it may be substantial in situations with more rapid atomic motion. Our expression is remarkably simple to employ because it amounts to nothing more than the generalized Peierls substitution (4.34).
We also introduce a new addition to the technique, which provides a simple treatment of the correction due to motion of the atomic-orbital basis functions.
