Abstract. In this paper, the spectrum, residual spectrum, point spectrum and spectral radius of weighted conditional type operators are computed. As an application, we give an equivalent condition for weighted conditional type operators to be quasinilpotent. Also, several examples are provided to illustrate concrete application of the main results of the paper.
Introduction
This paper is about an important operator in statistics and analysis, that is called conditional expectation. Theory of conditional type operators is one of important arguments in the connection of operator theory and measure theory. By the projection theorem, the conditional expectation E(X) is the best mean square predictor of X in range E, also in analysis it is proved that lots of operators are of the form E and of the form of combinations of E and multiplications operators. I think our information in this paper and references [3, 4, 2] will be useful for experts in statistics. Conditional expectations have been studied in an operator theoretic setting, by, for example,in [8] , S.-T. C. Moy characterized all operators on L p of the form f → E(f g) for g in L q with E(|g|) bounded, P.G. Dodds, C.B. Huijsmans and B. De Pagter, [1] , extended these characterizations to the setting of function ideals and vector lattices and J. Herron presented some assertions about the operator EM u on L p spaces in [6] . Also, some results about multiplication conditional expectation operators can be found in [5, 7] . In [2, 3, 4] we investigated some classic properties of multiplication conditional expectation operators M w EM u on L p spaces.
Preliminaries
Let (X, Σ, µ) be a complete σ-finite measure space. For any sub-σ-finite algebra
, and its norm is denoted by . 2 . All comparisons between two functions or two sets are to be interpreted as holding up to a µ-null set. The support of a measurable function f is defined as S(f ) = {x ∈ X; f (x) = 0}. We denote the vector space of all equivalence classes of almost everywhere finite valued measurable functions on X by L 0 (Σ).
For a sub-σ-finite algebra A ⊆ Σ, the conditional expectation operator associated with A is the mapping f → E A f , defined for all non-negative measurable function f as well as for all f ∈ L 2 (Σ), where E A f , by the Radon-Nikodym theorem, is the unique A-measurable function satisfying
As an operator on
. This operator will play a major role in our work. Let f ∈ L 0 (Σ), then f is said to be conditionable with respect to
Throughout this paper we take u and w in D(E). If there is no possibility of confusion, we write E(f ) in place of E A (f ). A detailed discussion about this operator may be found in [9] .
Let H be the infinite dimensional complex Hilbert space and let L(H) be the algebra of all bounded operators on H. Every operator T on a Hilbert space H can be decomposed into T = U |T | with a partial isometry U , where
. U is determined uniquely by the kernel condition N (U ) = N (|T |). Then this decomposition is called the polar decomposition. The Aluthge transformation T of the operator T is defined by
. In this paper we will be concerned with characterizing weighted conditional expectation type operators on L 2 (Σ), computing the spectrum, residual spectrum, point spectrum, spectral radius.
The spectra of weighted conditional type operators
In the first we reminisce some properties of weighted conditional type operators that we proved in [3] . Also, we give some example of conditional expectation operator.
where S = S(E(|u| 2 )) and G = S(E(|w| 2 )). And the unique polar decomposition of bounded operator T = M w EM u is U |T |, where
From now on, we shall denote by σ(T ), σ p (T ), σ jp (T ), σ r (T ), r(T ) the spectrum of T , the point spectrum of T , the joint point spectrum of T , the residual spectrum, the spectral radius of T , respectively. The spectrum of an operator T is the set σ(T ) = {λ ∈ C : T − λI is not invertible}.
A complex number λ ∈ C is said to be in the point spectrum σ p (T ) of the operator T , if there is a unit vector x satisfying (T − λ)x = 0. If in addition, (T * −λ)x = 0, then λ is said to be in the joint point spectrum σ jp (T ) of T . The residual spectrum of T is equal to C \ (σ p (EM u ) ∪ ρ(EM u )). Also, the spectral radius of T is defined by r(T ) = sup{|λ| : [6] . By means of the above mentioned properties of weighted conditional expectation type operators we have the following theorems.
e, for some ǫ > 0. If λf − E(uf ) = 0, then f is A-measurable and so, (λ − E(u))f = 0. This implies that f = 0 a.e, therefore λI − EM u is injective. Hence
If there exists ǫ > 0 such that |λ − E(u)| > ǫ a. e, then
. This implies that α ∈ L ∞ (A) and so there exist some ε > 0 such that E(u) − λ = 1 α ≥ ε a.e. Also, we have
This implies that λ ∈ σ p (EM u ).
If there exists f ∈ L p (Σ) such that f χ C = 0 µ-a.e, for C ∈ Σ of positive measure and E(uf ) = λf for λ ∈ C, which means that f is A-measurable. Therefore E(uf ) = E(u)f = λf and (E(u) − λ)f = 0. This implies that C ⊆ A λ and so µ(A λ ) > 0.
Residual spectrum: Let λ ∈ C \ (σ p (EM u ) ∪ ρ(EM u )). So µ({x ∈ X|E(u)(x) = λ}) = 0, but on the other hand µ({x ∈ X||E(u)(x) − λ| > ǫ}) > 0 for every ǫ > 0. We wish to determine if the range of λI − EM u , i.e. the domain of (λI − EM u ) −1 , is dense. Set, for each n ∈ N,
Furthermore, χ En f converges pointwise almost everywhere to f as n → ∞. So if 1 ≤ p < ∞, the Lebesgue dominated convergence theorem implies that χ En f converges in L p (X, A, µ) to f as n → ∞. Thus the range of range of λI − EM u is dense in L p (X, A, µ) if 1 ≤ p < ∞. On the other hand, if p = ∞, the constant function 1 is not in the closure of the range of λI − EM u because, for every 0 = f ∈ L p (X, A, µ), there is A ∈ A such that µ(A) > 0 and |λ − E(u)| ≤
Thus the proof is completed.
where S = S(E(|u| 2 )) and
where A λ,w = {x ∈ X : E(uw)(x) = λ}.
(b) We know that σ(EM uw ) = ess range(E(uw)). So, we have to prove that 0 / ∈ σ(EM uw ) if and only if 0 / ∈ σ(M w EM u ) by (a). Let 0 / ∈ σ(EM uw ). Then EM uw is surjective and so A = Σ. Thus E = I. So 0 / ∈ σ(M w EM u ). Conversely, we know that the polar decomposition of
(c) By Theorem 3.1 we have
The proof of (d) and (e) are as the same as (c).
Now, we give some example of conditional expectation.
Example (a) Let X = N ∪ {0}, G = 2 N and let µ({x}) = e −θ θ x x! , for each x ∈ X and θ ≥ 0. Elementary calculations show that µ is a probability measure on G. Let A be the σ-algebra generated by the partition B = {∅, X, {0}, X 1 = {1, 3, 5, 7, 9, ....}, X 2 = {2, 4, 6, 8, ....}, } of N. Note that, A is a sub-σ-algebra of Σ and each of element of A is an A-atom. Thus, the conditional expectation of any f ∈ D(E) relative to A is constant on A-atoms. Hence there exists scalars a 1 , a 2 , a 3 such that
foe all n ∈ N. By definition of conditional expectation with respect to A, we have
and so
By the same method we have
If we set f (x) = x, then E(f ) is a special function as follows;
Also, if u and w are real functions on X such that M w EM u is boundede on l p , then by Theorem 3.2 we have
(b) Let X = N, G = 2 N and let µ({x}) = pq x−1 , for each x ∈ X, 0 ≤ p ≤ 1 and q = 1 − p. Elementary calculations show that µ is a probability measure on G. Let A be the σ-algebra generated by the partition
and direct computations show that
n≥1 pq 3n−1 and
For example, if we set f (x) = x, then E(f ) is a special function as follows; 
