Cavity enhanced transport of excitons by Schachenmayer, Johannes et al.
Cavity enhanced transport of excitons
Johannes Schachenmayer,1 Claudiu Genes,2 Edoardo Tignone,3 and Guido Pupillo3
1JILA, NIST, Department of Physics, University of Colorado, 440 UCB, Boulder, CO 80309, USA
2Institut fu¨r Theoretische Physik, Universita¨t Innsbruck, Technikerstrasse 25, A-6020 Innsbruck, Austria
3IPCMS (UMR 7504) and ISIS (UMR 7006), Universite´ de Strasbourg and CNRS, Strasbourg, France
(Dated: May 22, 2015)
We show that exciton-type transport in certain materials can be dramatically modified by their
inclusion in an optical cavity: the modification of the electromagnetic vacuum mode structure in-
troduced by the cavity leads to transport via delocalized polariton modes rather than through
tunneling processes in the material itself. This can help overcome exponential suppression of trans-
mission properties as a function of the system size in the case of disorder and other imperfections.
We exemplify massive improvement of transmission for excitonic wave-packets through a cavity, as
well as enhancement of steady-state exciton currents under incoherent pumping. These results may
have implications for experiments of exciton transport in disordered organic materials. We propose
that the basic phenomena can be observed in quantum simulators made of Rydberg atoms, cold
molecules in optical lattices, as well as in experiments with trapped ions.
Understanding the transport properties of quanta and
correlations and how to make this transport efficient over
large distances are questions of fundamental importance
in a variety of fields, ranging from experiments with cold
atoms and ions [1–4], to quantum information theory [5–
7], to (organic) semiconductor and solar cell physics [8–
10]. In most realistic situations, transport efficiency is
known to be strongly inhibited by disorder. For example,
Anderson-type localization of single-particle eigenstates
[11] in disordered media implies an exponential suppres-
sion of transmission, i.e. over a distance of N sites it
decays as T ∝ exp(−N). In this work we show how in
general exponential suppression of energy transport via
atomic and molecular excitons can be overcome by cou-
pling the excitons to the structured vacuum field of a
Fabry-Perot cavity placed transverse to the propagation-
direction. In one dimension (1D), this trades the expo-
nential suppression for a decay which is at most alge-
braic, T ∝ N−2, a massive enhancement that should be
observable for realistic exciton-cavity couplings, system
sizes, disorder strengths and even at room temperature
[12–22]. While here we focus on exciton-transport, our
work was originally inspired by first breakthrough exper-
iments on charge transport in molecular semiconductors
in the strong-coupling regime [12]. In principle, the ob-
served effect may open the way towards utilizing molec-
ular materials as inexpensive and flexible alternatives to
traditional silicon-based semi-conductors [8, 23–29].
Here, we provide a theoretical understanding of en-
hanced exciton transport for a model of two-level sys-
tems embedded in a cavity in the limit of strong collec-
tive light-exciton coupling. We note that in these sys-
tems, strong collective coupling has been already demon-
strated, and even used, e.g., to modify intrinsic mate-
rial properties such as the work function [30]. On the
other hand, our model also applies to artificial media
such as cavity-embedded Rydberg lattice gases [31, 32],
polar molecules in optical lattices [33, 34], or ions in lin-
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FIG. 1. Exciton transmission model. Scheme of a chain of
coupled two-level systems (tunneling rate J) in which an exci-
ton wave-packet propagates from the left into a cavity (group-
velocity vg) that is coupled to N spins (cavity-spin coupling
g). Under the right conditions, a large portion of the wave-
packet can be almost instantaneously transmitted to the right
side on a timescale t  N/vg [example in panel (b) with
N = 50, vg = 2J, δ = 5,∆ = 69J, J
′ = 10J, g = 10J ].
ear Paul traps [35, 36]. In these systems, large couplings
[37] and reduced decoherence from spontaneous emission
may allow for demonstrating essentially instantaneous
coherent transport of excitonic wave-packets over large
distances with close-to-unit efficiency, T ∝ 1. These ex-
periments can analyze transport in systems with many
excitations and in high dimensions, where modern nu-
merical methods become inefficient [38–40]. This may
contribute to improving our understanding both of trans-
port in real materials and of fundamental properties of in-
formation transport in strongly correlated light-coupled
systems [1, 2, 41, 42].
The model we consider consists of a chain of N two-
level systems or “spins” with local states |↑〉i and |↓〉i that
are embedded in a cavity. The coupling to the cavity is
governed by the Tavis-Cummings Hamiltonian Hcav =
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†), with g the coupling strength, a (a†)
the destruction (creation) operator for the cavity pho-
ton, and σ±i the Pauli spin raising/lowering operators for
the spin at site i. We restrict our discussion to single
excitations in the system. Such a localized excitation
(i.e. a state |↑〉i) has an energy ωi (~ ≡ 1) and can tunnel
between neighboring sites, as described by the Hamilto-
nian H0 =
∑
i
[
ωiσ
+
i σ
−
i − Ji
(
σ+i σ
−
i+1 + σ
−
i σ
+
i+1
)]
. The
tunneling rates Ji can be site-dependent, and we define
Ji = J + δJi, where δJi denotes random disorder drawn
from a normal distribution with standard deviation δJ .
We note that in realistic physical setups the tunneling is
typically induced by dipolar long-range forces that give
rise to additional long-range hopping terms. These terms
are not capable to lift the exponential suppression of
transmission [43, 44]. Thus, for simplicity we consider
the nearest neighbor tunneling model here. In addition,
a coupling between excitons and phonons can give rise to
non-linear terms causing self-trapping effects [45, 46]. It
can be shown that these terms are very small for realistic
parameters and we will neglect them here.
The general dynamics of our system is governed by
the master equation ρ˙ = −i[H, ρ]+∑α Lα(ρ), with ρ the
density matrix and H = H0 +Hcav. The terms Lα(ρ) ≡
−{L†αLα, ρ} + 2LαρL†α incorporate all dissipative pro-
cesses via ordinary Lindblad operators Lα. We con-
sider cavity decay (Lκ ≡
√
κ/2a) as well as spontaneous
emissions of each spin (Lsp.em.,i ≡
√
γsp.em./2σ
−
i ) or de-
phasing (Ldeph.,i ≡
√
γdeph./2σ
+
i σ
−
i ), deriving e.g. from
radiative decay and fluctuations in level-spacing (vibra-
tions) due to the system being at finite temperature. In
the homogeneous situation with ωi = ω0 and Ji = 0,
Hcav is responsible for the formation of dressed modes
of the cavity photons and of the collective Dicke states
σ±0 ≡
∑
j σ
±
j /
√
N , named as upper and lower polaritons
for u† ≡ (a† + σ+0 )/
√
2 and d† ≡ (a† − σ+0 )/
√
2, respec-
tively, with energy Ωu,d = ω0 ± g
√
N . In this work we
study two possible scenarios to observe enhancement of
exciton transport by exploiting these states: (i) a wave-
packet scattering experiment, and (ii) steady state exci-
ton currents under incoherent pumping.
Case (i) is sketched in Fig. 1(a): In addition to the N
spins in the cavity, M spins are added to the left and
right of the cavity (N = 2M + N), coupled via H0. We
consider a homogeneous level-spacing inside and outside
of the cavity, with ωi = ω0 for i = M+1, . . . ,M+N and
ωi = ω otherwise, and define ∆ = ω − ω0. We further
denote Ji = J
′ for i = M + 1 and i = M +N , i.e., at the
entrance and exit of the cavity, to allow for impedance
effects. At time t = 0, a wave-packet of excitons,
|ψ(t = 0)〉 ∝ ∑Nj=1 e−iq0je−(j−j0)2/(4δ2)|j〉, with width
δ (standard deviation) and initial quasi-momentum q0 is
injected on the left. Here, |j〉 ≡ |↑〉j
⊗
i 6=j |↓〉i denotes
the state of a single excitation at site j. The initial dis-
placement from the cavity is δx = M−j0. As an example,
we choose δx = 20, δ = 5 and q0 = pi/2 [corresponding
group velocity vg = 2J sin(q0) = 2J ]. We are interested
in the wave-packet fraction that for properly tuned pa-
rameters can be transferred nearly instantaneously to the
right side of the cavity [cf. Fig. 1(b)].
Case (ii), in constrast, concerns a system with sites
i = 1, . . . , N embedded in the cavity. Excitations are
incoherently pumped to site i = 1 from the left and
removed from site i = N . This can be achieved via
dissipative terms with LP ≡
√
γP /2σ
+
1 and Lout ≡√
γout/2σ
−
N , respectively. Under these conditions, we cal-
culate the output exciton-current, Iout = tr[neLout(ρ)]
(with ne = σ
+
Nσ
−
N ) in the steady-state. Similar to the
case [47], this current arises naturally from the continu-
ity equation d〈ne〉/dt = 0 = tr[neLP (ρ)]+tr[neLout(ρ)]+
tr[neLsp.em.(ρ)] + tr[neLdeph.(ρ)] − itr[ne[H, ρ]]. In the
second part of this paper we show how Iout can be dra-
matically enhanced in the presence of the cavity.
Wave-packet scattering – In case (i), we first simplify
the dynamics by neglecting dissipative terms and disor-
der (a valid approximation for e.g. a Rydberg lattice gas
[44]). Under these conditions, for g = 0 the wave-packet
(vg = 2J) reaches the right side of the cavity on a long
timescale tlJ = δx + 2δ + N/2. This corresponds to the
time required to hop over N sites plus the time needed
to enter and exit the cavity within the light-cone. Here
we propose to use the polariton mode to tunnel N sites
almost instantaneously.
The time-scale for a single excitation to couple in and
out of such a mode is proportional to
√
N/g, and can be
exceedingly small for large g. Then, transmission to the
right side beyond the free-evolution light-cone is possible
on an ultra-short scale tsJ = δx + 2δ  tlJ , limited
only by the entrance time in the cavity. The dynamics
can then be described via elastic scattering through the
cavity, with a quasi-momentum dependent transmission
function Tq = |tq|2, and tq the coefficient appearing in
the associated Lippmann-Schwinger equation [48].
The time-independent function Tq determines the
transmission properties of the material [49–52], and can
be computed exactly for our model. The coefficient
has the general form tq = −2iβ/[1 + 2iβ], with β =
[2NJ sin(q)]−1
∑
n |J ′|2/[ω − 2J cos(q) − Ω˜n]. Here, Ω˜n
is the nth eigenvalue of the reduced Hamiltonian for the
cavity-coupled central N sites of the chain [44]. The re-
sulting Tq in general presents three regions of ballistic
transmission (i.e., Tq = 1). These correspond to (a) or-
dinary exciton hopping for ∆ ∼ 0, with an approximate
width 4J , as well as (b) two peaks for ∆ ∼ Ωu,d − J .
The latter correspond to polariton-mediated transmis-
sion, and have an approximate Lorentzian shape with
a N -dependent full width at half maximum (FWHM)
w = J ′2/(N |vg|). For large enough strength of the col-
lective exciton-cavity coupling g
√
N > max[w, 4J, κ] all
peaks are well separated, which defines the collective
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FIG. 2. Ultra-fast transmission of a wave-packet with δ = 5,
δx = 20, and vg = 2J . We choose J
′ = 4J˜N (see text).
(a) Long-time and ultra-short transmission (Ttl and Tts) as
function of ∆. The cavity embeds N = 100 sites and g =
50J (strong collective coupling regime). Clearly, two peaks of
Tts and Ttl appear at the polariton energies. The numerical
calculation (red line) agrees with the analytical result (blue
line). Ttl (black dotted line) contains a small ∆ ∼ 0 peak,
corresponding to free evolution. (b) max∆(Tts) as function
of g and N . To keep the ultra-fast transmission fixed, g ∝√
N (solid line) is required. (c) Crossover into the regime of
large ultra-fast transmission around g ∼ √NJ (dotted line).
max∆(Tts) for N = 50, 100, 200 is shown as function of g/
√
N
(on top of each other). For small g, Tts ∼ g4/N2 (solid line).
(d) Shrinkage and broadening of transmission peaks for finite
cavity decay κ (N = M = 50, g = 10J).
strong coupling regime. In the following we focus on this
regime, where in the vicinity of the polariton peaks Tq is
found to simplify to
Tq =
{
1 +N2J2 sin2(q)[ω + J(1− 2 cos(q))− Ωu,d]2/J ′4
}−1
.
(1)
Time-dependent wave-packet scattering can be inves-
tigated via numerical exact diagonalization. We define a
time-dependent transmission as Tt′=
∑
j>M+N 〈σ+j σ−j 〉t′ ,
which measures the total number of excitations that
reach the right side of the system at a given time t′.
Our goal is to realize large ultra-fast transmission via
the polariton peaks, i.e. Tt′ ∼ 1 at t′ = ts. Two con-
ditions have to be met: (i) The detuning ∆ has to
match the energy of one of the polariton peaks; and
(ii) the wave-packet has to be sufficiently sharp in quasi-
momentum space to fit into the energy window w, im-
plying a real-space width on the order of the cavity
length. While this can be generally difficult to realize,
we find that condition (ii) can be satisfied by a choice
J ′ ∝ J˜N ≡ (2 ln 2)1/4
√
N/2δJ (ensuring an N indepen-
dent width), similar to an impedance effect.
In Fig. 2(a) we compare Tt′ for different ∆, for t
′ = ts
(red continuous line) and t′ = tl (black dashed line). We
choose N = 100, large g = 50J , and set J ′ = 4J˜N . As
expected, we find the existence of two distinct polariton
peaks, suitable for ballistic transmission on the ultra-
fast scale ts. The position and width of the peaks are
in agreement with the analytical time-independent pre-
dictions of Eq. (1). The peak at ∆ ∼ 0 instead reflectes
regular exciton hopping on a time-scale tl  ts. Note
that here Ttl < 1 due to backscattering at the cavity
entrance where J ′ > J .
When decreasing the coupling strength g, the exciton
dynamics through the cavity slows down considerably
[44]. The scattering becomes generally inelastic within
ts: part of the wave-packet energy remains in the cavity
and Tts < 1. However, we find that even for moderate
couplings, a large fraction of the exciton wave-packet is
transmitted within ts. This is shown in Fig. 2(b). There,
max∆(Tts) (i.e. the best achievable Tts for ∆ chosen close
to the upper polariton energy) is plotted as a function of
g and N : For increasing N , Tts remains large and con-
stant for a choice g ∼ √NJ . In addition, Fig. 2(c) shows
that Tts vs. g/
√
NJ displays a universal behavior for
different N . Here, Tts reaches large values ∼ 80% for
g =
√
NJ improving to 100% when increasing g/
√
NJ .
This is expected since for g >
√
NJ , we enter the elastic
scattering regime, in which the time-scale for coupling in
and out of the polariton mode becomes negligible. Then,
Tts ∼ 1 is possible over arbitrarily large distances, if a
coupling strength g &
√
NJ can be engineered. Inter-
estingly, even for g  √NJ a significant part of the
wave-packet is transmitted within ts. In this regime (in-
elastic scattering and collective strong coupling), we find
a general scaling of Tts ∼ g4 and Tts ∼ 1/N2. Thus,
cavity-mediated transmission decreases only algebraically
with N , which can be important, e.g., when competing
against exponential suppression due to disorder.
A lossy cavity (κ 6= 0) generally decreases Tts because
of loss of exciton population, while the FWHM increases
accordingly. Fig. 2(d) demonstrates that ultra-fast trans-
mission of a large wave-packet fraction is still possible for
κ ∼ J (as, e.g., in a polar molecule setup). We also note
that for κ  1 (after an adiabatic elimination of the
cavity mode) dynamics can be described by an all-to-
all Hamiltonian Heff ≈ 2g
2
κ
∑
i,j σ
−
i σ
+
j . Similar as with
Hcav above, we find that Heff can give rise to ultra-fast
transmission. We propose that such a situation could for
example be observed in experiments with trapped ions,
where these type of very long-ranged interactions arise
naturally even in the absence of a cavity [44].
In realistic organic semi-conductors, disorder is key
both in the spatial distribution and dipole orientation of
molecules, implying site-dependent Ji in H0. In addition,
typical cavity couplings are very small (g ∼ 0.1J) [44].
Fig. 3(a) shows Tt′ as function of N for the same setup
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FIG. 3. Weakly coupled cavities. Blue lines/poins denote g/J
= 0.05, 0.1, 0.2 [light to dark]. g = 0 is shown as black dashed
line with points. (a) Tts and Ttl for wave-packet scattering
[as in Fig. 2(a), ∆ = g
√
N − J ] as function of N . We average
over 200 disorder realizations in Ji (δJ = 0.2J). For g = 0 we
plot Ttl , for g > 0 Tts . Ttl decreases exponentially with N .
Cavity-assisted Tts becomes constant in the weak coupling
regime and decays as 1/N2 [black solid line] in the collective
strong coupling regime. Transitions between the regimes are
indicated by vertical lines, marking g
√
N = 3J . (b) Steady
state exciton current under incoherent pumping, Iout, for N =
50 and in presence of disorder, spontaneous emissions, and
dephasing (see text, γout = 2J). Small g already leads to
massive enhancement. (c) Dissipation and disorder leads to
Iout ∝ exp(−N) for g = 0 (γP = 0.5J), while for g > 0
Iout decays sub-exponential. In the collective strong coupling
regime, Iout ∼ 1/N2 [black solid line]. (d) Iout as function
of g. The crossover to the collective strong coupling regime
shifts for κ > 0 (N = 50, γP = 0.5J). Vertical lines: g
√
N =
3J and g
√
N = 10J , respectively. (b-d): γsp.em. = 0.04J ,
γdeph. = 0.9J , and δJ = 0.2J , single disorder realization.
as in Fig. 2, with δJ = 0.2 but for fixed ∆ = g
√
N − J .
Without cavity (g = 0) Ttl is exponentially suppressed,
leading essentially to zero transmission for large N (Tts <
10−6 for N & 400 sites), as expected from Anderson-type
localization [11]. However, the localized eigenstates of
the system can be modified by the cavity [53–55]. Adding
weak cavity couplings (g = 0.05J, 0.1J, 0.2J) already lifts
the transport suppression and allows for a small but fi-
nite transmission even for systems with N = 104 sites.
Consistent with the discussion above, in the collective
strong coupling regime [right of vertical lines] we find an
universal algebraic behavior Tt′ ∼ 1/N2. Interestingly,
even in the weak coupling regime [left of vertical lines],
i.e. when the two polariton peaks are not resolved, we
find a small constant transmission orders of magnitudes
above the cavity-free case.
We note that in this paper we deal with a 1D situa-
tion, but we expect the main findings to also hold for
dimensionalities d > 1. While relative improvement of
Ttl compared to the g = 0 case can decrease with in-
creasing d (excitations can tunnel past impurities more
easily), a finite Tts for g = 0 will also be impossible for
d = 2, 3 because of the Lieb-Robinson bound [6]. In con-
trast the cavity-photon mode occurs in any dimensions
and thus one can expect the transmission mechanism to
work in arbitrary dimensions. Since Anderson localiza-
tion is also present in 2D, and in 3D below the mobility
edge [56], an exponential improvement of transmission
can be expected in such a situation
Incoherent pumping setup – We now consider the
case (ii), i.e. we analyze steady-state currents Iout
that develop under incoherent pumping of excitations
(γP , γout > 0). Spontaneous emission and dephasing are
now included with γsp.em. = 0.04J and γdeph. = 0.9J ,
respectively. Pump rates γP play the role similar to a
“voltage” but for exciton currents. We plot Iout - γP
curves in Fig. 3(b). The figure shows that even small cav-
ity couplings g can increase Iout by orders of magnitude
compared to the cavity-free case. This finding is in stark
contrast with previous works with exciton-polaritons in
multi-mode cavities [57] and constitutes one of the key
results of this work.
Consistent with the wave-packet dynamics above,
Fig. 3(c) shows that, for g = 0, Iout decreases expo-
nentially with N , due to the various dissipative terms
and the disorder. However, choosing g = 0.05, 0.1, 0.2,
changes the currents dramatically: for N = 150 and
g = 0.2 the collective strong coupling regime is barely
reached g
√
N ∼ 2.5J ; nevertheless, remarkably, we find
that Iout, just as Tts above, already displays an algebraic
1/N2 decrease. The fact that the cavity enhancement of
Iout is induced by a collective cavity coupling is further
demonstrated in Fig. 3(d), where Iout is shown vs. g, for
a few values of κ. A sudden increase of Iout occurs when g
exceeds a particular value (vertical lines). By inspection,
we find that this indeed corresponds to the point where
g
√
N exceeds all other energy scales. Consistently, this
point is shifted to larger values of g for large κ = 10.
Conclusion & Outlook – In this work, we have shown
that both incoherent and coherent exciton transport in
a spin chain can be dramatically enhanced by collective
coupling to the structured vacuum field of a Fabry-Perot
cavity. These results may be relevant for disordered or-
ganic semiconductors at room-temperature, where exci-
ton conduction may be ameliorated by orders of mag-
nitude, as well as for artificial media made of Rydberg
atoms, polar molecules or cold ions at sub-mK temper-
atures. It is an exciting prospect to investigate whether
strong coupling can also induce the ultra-fast propaga-
tion of classical and quantum correlations [41, 42, 58].
While in 1D a modified density matrix renormalization
group technique [38–40] might provide us with an answer,
the higher dimensional situation could be a first example
where only the artificially engineered quantum simula-
5tor setups can do so. Finally, a key open challenge not
addressed here is to explore the physical mechanisms be-
hind the enhancement of charge conductivity as reported
in experiments [12].
We note that results for transport in disordered or-
ganic semiconductors related to those reported here have
been independently obtained by J. Feist and F. J. Garcia-
Vidal [59].
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7SUPPLEMENTAL MATERIAL: CAVITY ENHANCED TRANSPORT OF EXCITONS
Details on scattering calculation
It is convenient to write the reduced Hamiltonian for the cavity-coupled central N sites in its eigenbasis,∑
n Ω˜nΠ
†
nΠn, where the projectors Πn = |vac〉 〈n| destroy an excitation in the eigenstates |n〉. Since the total
Hamiltonian H = H0 +Hcav commutes with the excitation operator, i.e.
∑N
i=1 σ
†
iσ
−
i +
∑
n Π
†
nΠn, the one excitation
ansatz can be written as
|ψq〉 =
[
M∑
i=1
C
(l)
i,qσ
†
i +
∑
n
pnqP
†
n +
N∑
i=M+N+1
C
(r)
i,q σ
†
i
]
|vac〉 . (2)
For the single exciton scattering C
(l)
i,q ≈ e−iq(i−M) + rqeiq(i−M) and C(r)i,q ≈ tqeiq(i−M−N−1). The Schro¨dinger equation
H |ψq〉 = ωq |ψq〉 with ωq = ω − 2J cos(q) entails tq = −2iβ/(ΓlΓr + |β2|) with:
Γl,r = 1 +
i
2vg
∑
n
|J ′n,l,r|2
ωq − Ω˜n
β =
1
2vg
∑
n
J ′n,lJ
′∗
n,r
ωq − Ω˜n
. (3)
Couplings J ′n,l = −J ′ 〈n|σ†M+1 |vac〉 and J ′n,r = −J ′ 〈n|σ†M+N |vac〉 involve exciton amplitudes at the leftmost and
rightmost cavity-coupled sites. The N + 1 eigenvalues Ω˜n are found by solving the reduced Schro¨dinger equation for
the central N sites. They obey the non-linear equation
g2
N(Ω˜n − ω0)
N∑
k=1
(∑N
i=1 α
i
k
)2
Ω˜n − ωk
= 1, (4)
with αik =
√
2/N + 1 sin(pi/(N + 1)kj) satisfying
∑N
k=1 α
i
kα
i′
k =
∑N
k=1 α
k
i α
k
i′ = δi,i′ .
However, open boundary conditions (OBC) do not allow for an analytical expression of the transmission amplitude
tq; it can be obtained by using periodic boundary conditions (PBC). Fourier transforms of the spin operators,
σ†k =
1√
N
M+N∑
j=M+1
σ†je
i 2piN kj , (5)
allow to factorize the superradiant mode σ±0 as well as to introduce the polaritons through the transformations
u† = (a† + σ†0)/
√
2 and d† = (a† − σ†0)/
√
2. The Hamiltonian can then be diagonalized as Ω˜u |u〉 〈u| + Ω˜d |d〉 〈d| +∑N−1
k=1 Ω˜kσ
†
kσ
−
k with polariton energies Ω˜u,d = ω0 − J ± g
√
N . The energies of the N − 1 uncoupled cavity modes are
instead Ω˜k = ω0 − 2J cos(2pik/N). These also make the evaluation of coefficients β and Γl = Γr = Γ straightforward:
β =
|J ′|2
2NJ sin(q)
[
1
ωq − Ω˜u
+
1
ωq − Ω˜d
+
N−1∑
k=1
1
ωq − Ω˜k
]
, (6)
Γ = 1 + iβ. (7)
In fact Tq = 1/(1 + β
−2/4). We also looked for transmission resonances in case of a site-dependent coupling gi. In
this case Eq. (4) reduces to
1
N(Ω˜n − ω0)
N∑
k=1
(∑N
i=1 giα
i
k
)2
Ω˜n − ωk
= 1, (8)
and the polariton peaks are at Ω˜u,d = ω0 − J ±
√∑N
i=1 gi.
8(a)
tJ
(b)
g = J
0 10 20 300
0.05
0.1
ha†ai
g = 20
g = 5
0 10 20 30
10−4
10−3
10−2
10−1
100
tJ
Ts ha†ai(c)
N = 100
N = 500
0 10 20 300
0.05
0.1
N = 4000
0 10 20 300
1
2
3
4x 10
−3
tJ tJ
ha†ai
N = 500
N = 3000
N = 10000
FIG. 4. Time-evolution in different regimes – (a) Evolution of the cavity occupation for the parameters of Fig. 2. N = 1000.
The crossover from the ∼ g4 to the ∼ g regime happens for g & 10J . This is exactly the value below which excitations remain
in the cavity and the scattering theory breaks down. (b) The corresponding time-evolution of the transmission. Only for g = 20
the value saturates on the short time-scale. (c) The same crossover is visible when keeping g = 5J fixed and increasing N ,
i.e. this crossover happens when the ∼ 1/√N scaling changes to a ∼ 1/N2 scaling. (d) In the case of disorder we always have
the situation that excitations remain in the cavity. Interestingly for systems up to N = 3000 complex dynamics of the cavity
occupation takes place. For larger N we have a similar situation as in the case without disorder and small g, i.e. part of the
excitation is stuck in the cavity (and constant). Note also that in the disorder case the occupation is much smaller.
Comparison analytics and numerics
We check under which circumstances our scattering theory gives agreement with the numerics. The condition that
has to be met is that we have to be in the elastic scattering limit, i.e. the excitation goes fully in and out of the cavity
on the time-scale of the experiment/simulation. Whether this is met can be checked by looking at the time evolution
of the occupation number of the cavity mode. We analyze this in Fig. 4, where we show examples of the different
regimes. In addition we check to what extend the height and peak-position of our transmission spectrum, which we
calculate fully numericaly, agrees with the analytical expectation. Results are shown in Fig. 5
Organic materials
The dipole moment for typical molecules is d = e× 0.75 nm . Given a spacing of x = 3 nm this yields a tunneling
constant between nearest neighbors of J = d2/(4pi0x
3) ≈ 0.03 eV. According to [12] a Rabi-splitting of ΩR ≈ 1 eV =
2g
√
N can be achieved for 105 molecules. Thus, a value of g ≈ 0.0016 eV ≈ 0.05J is realistic. Typical noise in the
position is given by δx = 0.2 nm, which is a fluctuation of 7% in x and yields a fluctuation of 20% in J . Finally, a
typical level spacing is ω = 2 eV ≈ 70J .
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FIG. 5. Numerical evaluation of the transmission peaks (a) The FWHM as function of g for the numerical results from the
scattering experiment (N = 100, δx = 20, δ0 = 5, J = 0, J
′ = 1.5
√
2N/δ. The lower solid line indicates the expected energy
width of the wave packet. The upper dashed line is the expected transmission peak width from our analytical calculation(b)
The corresponding transmission at the maximum peak position. The second kink from Fig. 2 disappears (and is thus related
to the detuning) (c) the detuning from the analytical expected polariton peak-position.
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FIG. 6. All-to-all interactions – Wave-packet identical to the one in Fig. 2, N = 100. The N particles are coupled by H∞ (no
cavity). Tts as function of ∆ shows peak at the values of the eigenenergy of the dominant eigenvalue of H∞
Atomic, molecular and optical systems
Rydberg atoms – The XY model we consider in this manuscript can be realized in a Rydberg lattice gas [32]. Here
with a first pulse a Rydberg |nS〉 state lattice is created by using the dipole blockade. Then these states are coupled
to another |n′P 〉 state that serves as second spin state. For example, in [32] the states |60S1/2〉 and |59P3/2〉 are used
(87Rb atoms). The level spacing is 18.5 GHz. A transition dipole moment between these states is Rydberg-typically
(d ∼ n2) very large and on the order of d = 2000 ea0. Resonant microwave cavities for transition frequencies of 51 GHz
with dipole moments of 1000 ea0 and coupling strengths of g ≈ 300 kHz (Q-factor of 3× 108) have been successfully
engineered [37]. Since g ∼ d√ω0, couplings of g ≈ 350 kHz are within reach. On the other hand, for a separation of
20µm, typical nearest neighbor tunneling is on order of 80 kHz [60] and thus g much larger than J is clearly possible.
For a Q factor of 108, the decay rate would be 1 kHz and thus negligible compared to g and J . The lifetime of the Ryd-
berg states can be on the order of tens of milliseconds and therefore also spontaneous emissions can be safely neglected.
Polar molecules – The same type of microwave cavities could be used for systems of polar molecules in optical
lattices, where rotational states (spacing typically ∼ 2 GHz) can be used as spin-states. In these systems J ≈ 50 Hz
has been successfully observed in a recent experiment [33, 34]. While much stronger couplings g  J can be
engineered for these systems, a challenge might be to build a cavity with a sufficiently large Q-factor. For example,
for Q = 108, κ = 125 Hz and thus larger than J . The lifetime of the states is sufficiently long to observe coherent
dynamics over ∼ 0.1 s [33].
Cold ions – In the domain of optical transitions, setups with ions in linear Paul traps might be considered. In these
experiments tunneling rates of J ≈ 400,Hz can be achieved [2]. Note that since in these experiments the hopping is
mediated by motional degrees of freedom of the ion-crystal, also long-range hoppings are important. Typical decay
exponents range from α = 0.1 (almost all-to-all interactions) to α = 2. In the all-to-all case no cavity is required at
all. Nevertheless, ion in cavities with couplings of g ∼ 10 MHz (with κ ∼ MHz) [61] can be engineered. Thus, here also
very strong coupling in the regime κ  J could be achieved. We also numerically verified ultra-fast transmission in
the case of an all-to-all coupling H∞ = J∞
∑
i,j σ
−
i σ
+
j . In Fig. 6 we use the same wave-packet as in Fig. 2 of the main
manuscript. Instead of coupling the sites i = M + 1, . . . ,M +N to a cavity however, we couple them collectively via
H∞. Again we find ultra-fast transmission peaks with Tts = 1, however now they appear at values of ∆ ∼ Ω0 = NJ∞,
which corresponds to the eigenenergy of the dominant eigenvalue of the all-to-all Hamiltonian.
Dipole-dipole interactions
The model we consider in our manuscript is a toy model that has applications to the above mentioned systems.
With exception of the ion trap situation, spin-exchange interactions are usually mediated via dipole-dipole interactions.
Here we show that in most situations our simple nearest-neighbor hopping model is a good approximation to real
dipole-dipole interactions.
Dipole-dipole interactions can give rise to elastic and inelastic interactions and also include retardation effects.
As long as ka  1, where k is the wave-number of the dipole transition and a is the average spacing between the
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FIG. 7. Long-time wave-packet transmission as function of the system size N (identical parameters as in Fig. 3a in the main
manuscript). We show Ttl for 50 disorder realizations with a displacement standard deviation of 5% of the lattice constant.
Shown are transmissions with nearest-neighbor tunneling terms only (NN) and with all dipolar long-range hopping terms (LR).
The LR terms increase transmission but cannot lift the exponential suppression. Only in the case of a cavity (g = 0.02J) the
transmission scales algebraically with N .
dipoles, retardation effects as well as inelastic interactions can be neglected [62]. In such a situation the interactions
reduces to the usual dipole-form:
Hdd =
∑
i,j;i 6=j
J¯
|i− j|3
(
σ+i σ
−
j + σ
+
j σ
−
i
)
(9)
For our different dipole systems (taking the numbers from the previous section and the corresponding references), one
finds ka ∼ 10−2pi (organic molecules), ka ∼ 10−8pi (Rydberg atoms), ka ∼ 10−7pi (Polar molecules). Thus, we are
certainly in the regime where Eq. (9) is valid.
In the main manuscript we restricted interactions to nearest-neighbors. To test whether the long-range interactions
have any significant effect we perform calculations with and without these additional extra terms. We use parameters
equivalent to those in Fig. 3a of the main manuscript. In Fig. 7, a wave-packet is propagating into an area where
the dipoles are randomly displaced by 5% of the lattice constant (average over 50 disorder realization). We plot the
long-time transmission Ttl . In one case we only keep the nearest neighbor tunneling terms, whereas in the other case
we keep the full dipole interactions ∝ |i − j|−3 between all spins. While long-range hopping terms can improve the
transmission, we find that they can not turn the exponential decrease into an algebraic one. Adding however a weakly
coupled cavity (g = 0.2J) clearly turns the exponential decay into an algebraic one.
