We present BioDepot-workflow-Builder (BwB), a portable and open-source tool for creating bioinformatics workflows with a simple drag-and-drop graphical user interface. The individual components of the workflows are Docker containers which are available from public repositories or provided by the user. The use of software containers ensures that workflows will give identical results across different operating systems and hardware architectures. The use of Docker also allows for individual components to be deployed on the cloud. The modularity and ease of customization and installation of bioinformatics tools using BwB allows for researchers to efficiently test new workflows and compare competing algorithms. Since BwB itself is packaged in a Docker container, the setup is minimal. In particular, users only need to install Docker and have access to a web browser to begin creating and running workflows. As a proof-of-concept case study, we illustrated the feasibility of BwB by developing widgets for the RNA-seq differential expression analysis workflow employed by the NIH BD2K-LINCS Drug Toxicity Signature Generation Center at Mount Sinai. The app and all the containers are available on the BioDepot repository (https://hub.docker.com/r/biodepot).
Introduction
Analyses for big biomedical data are often computationally intensive, transforming data of many gigabytes in size and requiring many hours to complete. Examples include data produced from high-throughput sequencing technology. In particular, there are many applications of RNA sequencing (RNA-seq) data and no universal analyses pipelines exist for various applications and scenarios [1] . In the alignment step of RNA-seq data, billions of short cDNA sequences obtained through ultra-highthroughput sequencing are aligned to a reference transcriptome [2] . Many alignment methods and tools have been proposed [3] . A single run of this alignment process can require over 20 gigabytes of RAM and take over a day to complete [4] . Therefore, it is crucial to develop analyses tools for the biomedical community that are computationally efficient.
As computational processes have become an integral part of many scientific studies and have accelerated in complexity, many of the software tools that researchers use have become more intricate with frequently updated third-party dependencies. However, academic tools often lack technical support and the biomedical researcher is faced with the task of installing, running and debugging the software. These issues are compounded by the fact that big data workflows often consist of a series of such tools, where each stage performs a transformation on the data and passes the output to the next stage [5] .
Furthermore, academic software is often focused on publishing new methods and/or results, resulting in software with limited modularity and portability. In order to leverage the availability of open source software developed by the computational community, an integrated framework is essential to allow users to easily build workflows consisting of software tools written by different research groups.
Cloud computing has gained popularity in the analyses of biomedical big data [6, 7] . A key advantage of cloud computing is that computational resources can be paid for on demand, providing an alternative to purchasing and maintaining private clusters. In order to reach the largest audience, bioinformatics tools should not only support cloud computing but also support multiple cloud providers, such as Amazon Web Services (AWS) [8] , Microsoft Azure [9] , and Google Cloud [10] .
Additionally, reproducibility is crucial to scientific research [11] . This extends to the research produced using computational tools [12] . The versions of all software dependencies used must be clearly defined, and it is vital that the results obtained from these computational tools are reproducible across all operating systems and hardware architectures.
These issues can all be resolved by using software containers to encapsulate all the dependencies within a single environment. Docker [13] , one of the most popular container solutions, is supported by all major cloud providers (AWS, Azure, and Google Cloud) and available on for many operating systems including Windows, Linux and MacOS. The definitions of individual Docker containers include all dependencies and their versions. Users can download, install, and run the entire container with one command. A recent study found that the use of Docker containers had numerous advantages over traditional approaches to reproducing computational scientific work [14] . Another study performed using Docker with bioinformatics workflows found only a minor impact on performance that medium and long running tasks would find negligible [15] .
Our Contributions
While the utilization of Docker solves the problems of installation and reproducibility of bioinformatics tools, the command-line based Docker may be difficult and frustrating for a biomedical researcher with limited programming and technical experience. In order to gain wide adoption in the biomedical community, the userexperience must be intuitive and efficient. In this paper, we present BioDepotworkflow-Builder (BwB) that makes use of a graphical user-interface (GUI), where users can drag and drop widgets onto a canvas to build bioinformatics analyses pipelines. As an additional feature, the GUI is also wrapped inside a Docker container and can be accessed through most major web browsers. This means that the only requirement for creating and running BioDepot workflows is to install Docker.
As a proof-of-concept, we containerized the standard operating procedures (SOP) for processing RNAseq data developed by the NIH BD2K-LINCS Drug Toxicity Signature (DToxS) Generation Center of the Ichahn School of Medicine at Mount Sinai in New York [16] . The overall goal of DToxS is to use genomic and proteomic highthroughput measurements coupled with medium-throughput experimental measurement of protein states as the basis for computational analysis that integrates network analyses with structural constraints and dynamical models to identify signatures that predict and mitigate toxicity induced by individual drugs.
Background and Related Work
Although the initial release of Docker was in 2013, many have already acknowledged the numerous benefits Docker provides to the bioinformatics community and have begun producing repositories of containerized tools. BioContainers is one such repository created by Felipe da Veiga Leprevost, currently harboring over thirty Docker images [17] . BioShaDock is a another community driven registry of Dockerbased bioinformatics tools [18] . BioShaDock improves on BioContainers by providing authentication, access control, container meta-data, and search capabilities.
Other containerization efforts provide additional tools to faciliate the construction of workflows. BioBoxes for example, BioBoxes [19] uses an YAML file to define the inputs and outputs of different containers. NGSeasy developed at the NIHR Biomedical Research Centre for Mental Health and Biomedical Research Unit for Dementia in London, UK [20] , places all of the next generation sequencing (NGS) tools into one base image and encapsulates each NGSeasy pipeline component in separate containers. Dockstore, developed by the Cancer Genome Collaboratory [21] provides containers for their Toil scheduler [7] which supports the Common Workflow Language (CWL) for defining bioinformatics pipelines from the available component containers.
None of the above repositories provide a GUI for creating and running modular workflows. Seven Bridges, a commercial service for conducting cloud-based bioinformatics analyses [22] does support a GUI where users drag multiple "apps" onto a canvas and connect them together to define a workflow. However, this is closedsource and requires a paid subscription. The closest free and open-source alternative to BwB is Galaxy, which is a web-based platform that can be used to schedule and create bioinformatics workflows [23] . However, while Galaxy itself is containerized, the components comprising the workflows are not. As a result, Galaxy workflows are not portable and require the platform itself to run.
In the machine learning domain, there is Orange, which is an open-source machine learning and data visualization tool with a drag-and-drop interface to create interactive data analysis workflows [24] . Orange does provide a very limited set of tools for bioinformatics analyses in addition to the the machine learning suite. However, tools are not containerized and are written in Python. As a result, tools written in other languages are not compatible without additional Python bindings and much more work is required to port modules to Orange. Fortunately, Orange does allow for third-party widgets to be added. We used this feature to construct a Docker Remote API Python wrapper (docker-py [25] ) and allow the GUI to interact with software containers.
While Orange provides an excellent foundation for adding repositories of tools and creating workflows, it comes with its own set of dependencies and installation frustrations. BwB containerizes the Orange GUI itself using GUIdock-noVNC. Users can install and run BWB with a single Docker command and then interact with the GUI via a web browser.
3 DToxS RNA-seq data processing SOP Figure 1 summarizes the steps in the RNA-seq data processing SOP developed by DToxS at Mount Sinai. In particular, we created Docker containers by following the standard operating procedures for sequence alignment [26] and differential expression analysis [27] . The alignment module uses the Burrows-Wheeler Aligner (BWA) [28] to align billions of short cDNA sequence reads to a human reference genome and then obtains read counts of each of the genes expressed in the samples. The BWA software package, written in C, is designed to map sequences against a large reference genome and allows for mismatches and gaps. The sequence reads were generated by DToxS and were formatted as FASTQ files, a common format for nucleotide sequence data. BWA outputs the obtained alignment in the standard SAM (sequence alignment/map) format. A custom script from DToxS translates the SAM files into read counts of genes.
The analysis module uses edgeR, a Bioconductor package written in R [29] , to find the genes that were differentially expressed between the samples under different drug treatments. With traditional transcriptomics studies based on microarray technologies, the abundance of a transcript is measured as a florescence intensity. This workflow uses digital gene expression (DGE) data, which measures the abundance of a transcript with a read count, making traditional procedures not directly applicable to DGE. Empirical analysis of DGE data in R (edgeR) determines the differential expression of this data using an overdispersed Poisson (negative binomial) model and an empirical Bayes procedure.
Implementation

Containerizing the SOP
We created Docker containers for each of the alignment stage and the differential expression stage in the DToxS SOP. This was done by creating Dockerfiles that describe the dependencies and commands used to run each stage. The Dockerfiles were then used to build a Docker image, which is stored on the cloud and is publicly available to download and run [30] . Both Docker images start with a base Ubuntu image and then install the necessary dependencies.
Adding widgets to Orange
We wrote Python scripts to add widgets to the Orange software for each stage of the DToxS workflow. Specifically, we used docker-py [25] to automatically download and run the containers for each of the sequence alignment and differential expression analysis steps. The widgets give visual feedback for the download progress and can also provide progress for the status of the Docker containers. Adding the containers to the Orange GUI also involved creating a new Directory widget to notify the DToxS alignment container of the locations of the sequence and reference Figure 1 : Summary of the RNA-seq stand operating procedure (SOP) from DToxS. There are two main stages in the SOP: the sequence alignment step and the differential expression analyses step. A Docker container is created to correspond to each of these steps.
files. When the DToxS container is run, the sequence and reference directories are mounted inside the container as a shared volume, allowing the container to read and write data.
Finally, another Orange widget was developed to provide information on the Docker processes. This Docker Info widget allows the user to view and remove downloaded Docker images, to view, stop, and remove running Docker containers, and to view basic information such as the Docker version and the hardware it is running on top of. The use of this tool is not necessary for creating a bioinformatics workflow, but can be useful when developing tools and to provide deeper insight for the users. Figure 2 shows the BioDepot-workflow-Builder (BwB) GUI developed to allow users to create bioinformatics workflows using individually containerized tools. The available tools are shown in the panel on the left. The workflow constructed on the canvas uses the Docker images developed for the alignment and differential expression analysis stages of the DToxS workflow. The user specifies the directory location of both the FASTQ sequences and the reference transcriptome. These directories are connected to the alignment widget, and then the alignment widget connects directly to the analysis widget. Finally, the analysis widget is connected to a directory to show the location of any output files and to a Data Table widget to show the top 40 differentially expressed genes in the experiment.
Graphical User Interface
For each stage of the workflow, once the necessary inputs are set, the underlying container begins running automatically. The Docker image is also downloaded automatically if it does not already exist on the machine where the container is meant to be run. The user is given satisfying visual feedback for both downloading and run- Figure 2 : The BioDepot-workflow-Builder (BwB) graphical-user interface. Users can create custom workflows by dragging and dropping widgets onto the canvas. The user then connects the widgets to direct the flow of data.
ning of the containers. The portability of the individual components is demonstrated with the additional sequence alignment and differential expression analysis widgets shown in the left panel.
Conclusions
The BioDepot project builds upon many of the ongoing efforts to enhance the reproducibility of computational research using Docker containers. The new BioDepotworkflow-Builder (BWB) aims to provide a user-friendly, modular and open-source graphical user interface to create bioinformatics workflows. Our target audience is a typical biomedical researcher with limited programming and technical training. The use of Docker containers as the foundational technology guarantees that the tools will run identically across various operating systems and also allows for individual components of the workflows to be deployed on the cloud. The containerization of the BioDepot-workflow-Builder (BwB) GUI itself extends the ease of installation and deployment to the fullest extent, as users only need to install Docker and have access to a web browser.
Most importantly, BwB can be used to build different workflows by combining interchangeable and encapsulated widgets, allowing researchers to easily test alternative algorithms and observe how the outputs differ. Each of these widgets call a Docker container to execute software tools that could potentially be written in a different programming language, require different system configurations and/or developed by different research groups.
Availability and requirements
• Project name: BioDepot-workflow-Builder (BwB)
• URL: https://github.com/BioDepot/BioDepot-workflow-builder
• Contents available for download: Docker Images, Dockerfiles, installation scripts, execution scripts and demo video.
• Operating system(s): Linux, Mac OSX, Microsoft Windows.
• Programming language(s): Python, HTML, JavaScript To download to the package -https://www.docker.com/products/docker-toolbox 4. Click your mouse in the terminal window to make it active.
5. The prompt is traditionally a $ dollar sign. You type commands into the command line which is the area after the prompt. Your cursor is indicated by a highlighted area or a | that appears in the command line. After typing a command, always press RETURN.
6. Type the docker run hello-world command and press RETURN.
The last command downloads a test image and runs it in a container. When the container runs, it prints an informational message. Then, it exits.
