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ABSTRACT Industry 4.0 encompasses a promise of a new industrial revolution in terms of providing
secure, intelligent, autonomous and self-adaptive industrial IoT (IIoT) networks. Key industrial applications
and systems will be significantly more complex due to the involvement of the vast number of different
devices and diverse nature of various stakeholders and service providers. These complex industrial processes,
services and applications also have strict requirements in terms of performance - latency in particular - and
resource-efficiency, together with high standards for security and trust. In this context, Blockchain and Edge
Computing emerge as prominent technologies to address the mentioned essential requirements and to further
strengthen the rise of the new era of digitization. The Edge computing paradigm ensures low latency services
for IIoT applications while optimizing the network usage, whereas Blockchain provides a decentralized
way for ensuring data integrity, trust and security. In this paper, we propose a ‘BlockEdge’ framework that
combines these two enabling technologies to address some of the critical issues faced by the current IIoT
networks. We verify the feasibility of our approach by evaluating the performance and resource-efficiency
of BlockEdge in terms of latency, power consumption and network usage, through simulations against
non-Blockchain solution.
INDEX TERMS Blockchain, edge computing, fog computing, cloud computing, industrial IoT, industry 4.0,
performance evaluation.
I. INTRODUCTION
With the emergence of the Fifth generation mobile networks
(5G) and the recent evolution of the enabling technologies
related to Internet of Things (IoT), the current world is fac-
ing a significant digital transformation from almost every
aspect of the daily life [1]. These enabling technologies may
include Blockchain, Edge/Fog computing, Network virtual-
ization and Softwarization technologies, among others. They
play a vital role in enabling numerous critical application
areas, such as industrial automation, healthcare, transporta-
The associate editor coordinating the review of this manuscript and
approving it for publication was Alessandro Pozzebon.
tion, banking, and smart home, among others. In Industrial
IoT (IIoT), sensor information is gathered from a rapidly
growing number of novel advanced sensors, producing huge
amounts of data to be processed, often with real-time require-
ments. For example, an industrial process in a chemical fac-
tory is highly delay-critical and therefore requires very timely
actions to execute all necessary processes optimally, securely
and safely. Furthermore, the processing and analysis of the
gathered sensor data and intelligent decision-making based
on it, typically requires high computational capacity in this
kind of industrial scenario.
The traditional centralized cloud-based approaches are
mostly suitable for IIoT applications that require high
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computational capacity and are delay-tolerant. These applica-
tions include, e.g. globally accessible data storage and highly
demanding computing tasks, big data analysis, processing
and decision making with no real-time requirements. How-
ever, due to the increasing number of low-latency services,
it would be sub-optimal to execute all processing and data
management tasks in centralized clouds [2]. Therefore, IIoT
applications, that comprise of massive numbers of sensors,
actuators, devices, and machines that generate huge volumes
of data, and at the same time, require low latency, high
reliability and high security, would benefit from edge com-
puting [3]. One of the similar and very relevant concept
to edge is fog computing; however, fog networks can be
considered as much richer in terms of resources/capabilities
as compared with edge. Fog network can be seen as the
vast umbrella of technologies and required resources that
bring cloud computing capabilities closer to the edge/IoT
networks [61]. In addition to current edge and fog computing
solutions, data management policies, security and reliability
requirements favor local edge computing solutions (called as
local edge or extreme edge) [4].
Recently, Blockchain has become a hot topic due to its high
applicability for various financial and banking domains, e.g.
in crypto-currencies such as Bitcoin. However, Blockchain as
a generic technology for providing trust with distributed and
decentralized settings, can as well be utilized in several other
promising applications, such as healthcare, supply chain
management, and IIoT [5], [66]. Among all these, IIoT is one
of the most prominent application areas, in which Blockchain
can be considered as an enabler technology for many key
highlighted applications. IIoT setups are growing massive
and their complete deployment can raise various challenges
related to, e.g. ensuring Confidentiality, Integrity and Avail-
ability (CIA), improving data availability and accountability,
among many others. Blockchain can address these require-
ments and play a key role by providing secure and verifiable
solutions for data storing and sharing. IIoT applications have
requirements of a similar kind to ensure secure data integrity
and trust among various involved stakeholders related to dif-
ferent parts of the logistic chain (e.g., acquiring rawmaterials,
transportation, storage, factory processing and deployment
to customers). In these applications, requirements such as
monitoring of each process and maintaining history at each
process are also crucial [6].
The main objective of this work is to incorporate these two
potential technologies, i.e. Edge computing and Blockchain
for IIoT networks to address the increasing/advanced require-
ments of current IoT based industrial applications [7], [8].
Edge computing can be utilized to gain low latency features,
whereas Blockchain is vital to provide secure and trusted
data sharing, accessibility and tracking/monitoring function-
alities. Therefore, this article elaborates the importance of
Blockchain-Edge co-existence using an IIoT use case, which
is also under investigation in the Industrial Edge project [9].
In this paper, we further extend our previously proposed
work (three-tier architecture) in [3], [4], [40], [41] by adding
blockchain and other essential functionalities and propose
the Blockchain-Edge based framework for the discussed
scenario and analyzed the potential requirements and chal-
lenges related to this framework for IIoT applications.
A. MOTIVATION
Industry 4.0 applications require edge-based distributed,
secure and virtualized functions/resources to keep the overall
system cost-efficient and manageable in the large geograph-
ical areas with varying quality of access networks, and at
the same time, enable autonomous and real-time industrial
process monitoring and management in industrial/factory
premises. Such kind of industrial applications will utilize
Multi-access Edge Computing (MEC) and 5G technology
in the access network to provide a high-performance cloud
platform for localized applications. MEC, for instance, pro-
vides a low-latency remote control functionality for remote
operations of a number of critical industrial processes. The
keymeasurable quantities in such industrial processes include
the latency, data transfer rate and connection reliability.
In addition, it is crucial to define optimal methods for
supply, factory process and product delivery, and assembly
logistics management that would facilitate improved effi-
ciency, scalability and adaptability while maintaining low
supply chain maintenance and investment costs. In this
research direction, Blockchain has emerged as a key technol-
ogy enabler for decentralized quality verification of different
processes such as the supply, production and end-product
logistic chain. This information can be used for boosting the
logistic chain and production efficiency, for more accurate
monitoring of logistic chain quality, and for fault tracking
and fair revenue sharing between stakeholders. The examples
include the verification of supply material origins, conditions
during transport and storage, storage time, mapping supply
materials to end products, monitoring the factory process,
end product, identification and electronic assembly guidance
at the manufacturing site. Therefore, the integration of these
two enabling technologies can provide various meaningful
opportunities to manage the overall industrial processes value
chain in an optimized, efficient and secure manner.
B. OUR CONTRIBUTION
Our main contributions in this paper are as follows:
• We propose a conceptual blockchain-edge based frame-
work for industrial IoT applications.
• We formulate the workflow of the proposed framework
and identify the key technological requirements.
• We analyze the feasibility of our proposed framework
by evaluating the performance and comparing the results
with existing work.
C. ORGANIZATION OF THE PAPER
The rest of the paper is organized as follows: Section II
presents the state of the art related to the blockchain and edge
computing for IIoT. Section III provides an overview of the
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proposed BlockEdge framework together with an industrial
use case and process workflow mechanism. We elaborate the
key technological requirements for the proposed framework
in Section IV. The performance evaluation of the proposed
system is given in Section V for both cases, i.e. with and with-
out blockchain. We provide a discussion and future directions
in Section VI and conclude the paper in Section VII.
II. BACKGROUND AND RELATED WORK
A. BLOCKCHAIN FOR IIoT
Industrial Internet or Industrial Internet of Things (IIoT)
is the latest paradigm shift of industrial and manufacturing
companies by combing the digitization of industry with the
proliferation of the Internet of Things (IoT) [10]. IIoT is
widely using in several industrial sectors, including man-
ufacturing, energy, transportation, logistics, healthcare and
utilities. An IIoT system usually comprises many IoT devices
which are spread across the whole industrial system [11].
These IoT devices collect themassive ambient data which can
be used to identify performance bottlenecks in the systems,
tackle the system faults efficiently and detect the abnormal
operational behaviors of the systems [12]. Such IIoT frame-
work can offer various benefits like efficient quality control,
enhanced field service, better system monitoring, traceable
supply chains, optimized production and operation cost [13].
For example, authors in [62] presented a blockchain based
reputation model in the IoT environment that is capable of
building groups of agents based on the values of their reputa-
tion capital. The addition of blockchain ensures reliable and
certified information about devices/agents in distributed IoT
environment.
However, IIoT systems are facing several challenges which
need to be addressed before the formal adoption of IIoT
across various industries. These challenges include improved
resilience, high level of security and privacy, fast adaptability,
higher scalability and efficiency on IIoT data collection,
improved trust, lower maintenance costs and support for
time-critical low latency IoT applications [12]–[15]. Differ-
ent technologies such as 5G communication, blockchain,
smart spaces, Machine Learning (ML), Artificial Intelli-
gence (AI), edge computing can be utilized to address
these challenges [16]–[19]. Among them, blockchain and
smart contracts are identified as a viable solution to address
some of these challenges. The key blockchain properties
such as decentralization, immutability, auditability, and
fault-tolerance can be used to augment a decentralized
IIoT environment [20], [21]. Thus, blockchain and IIoT
integration have gained the interest among both academic
and industrial level researchers. Various industry solutions




SmartAxiom,4 Xage Security,5 Multichain,6 Ubirch,7
Uniquid,8 Riddle and Code,9 Slock.it10 have been developed
to address security, privacy, trust and data management issues
in IIoT syetems. Therefore, blockchains have been already
employed across a wide range of IIoT applications such as
smart grids, healthcare, manufacturing, supply chains, food
industry, apparel and logistics among others.
IIoT blockchain integration is also facing few technical
and operational challenges such as regulatory issues, lack of
risk analysis, processing and storage limitations, additional
security, privacy and trust issues, high operational cost and
processing delays [22]–[24]. Further attention is required
to resolve these challenges in order to optimize the IIoT
blockchain integration.
B. EDGE COMPUTING FOR IIoT
Due to increasing demand of low-latency based computations
in the massive-scale IIoT networks, the traditional cloud
computing-based solutions might not be very suitable for
the industrial applications. Edge computing has emerged as
a promising technological solution in this case that brings
some of the computation, resources and services from the
cloud to the edge of the network and closer to the source
of the data/end users. This can provide key benefits in terms
of ensuring minimum latency, high network efficiency and
reliability of the system [42], [43]. Authors in [63] pro-
posed a deep reinforcement Q-learning model based on auto-
nomic computation offloading for mobile edge/fog devices
that improves the overall performance in the computations
offloading.
Furthermore, authors in [40] presented architectural com-
parison of various available IoT models which are shown
in Fig. 1. The first one in Fig 1 (A) is the traditional cloud
based IoT model, where the centralized cloud is responsi-
ble for all of the data processing, computation and decision
making of various tasks. On the other hand, Fig 1 (B) high-
lights the edge-IoT model that allows some data process-
ing/computation to be performed at the nearest edge in order
to fulfill the low-latency requirements which is essential for
some of the delay-critical tasks/processes in the application.
The third IoT model given in Fig 1 (C), which introduces
the concept of local IoT edge (mist or extreme edge) and
allows some of the processing and decision making at the
local networks itself (locally on site). This is highly important
in various IoT applications to address potential connectivity
problems and to restrict the propagation of highly sensitive
data outside that particular network. The research in [4] fur-
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FIGURE 1. Various IoT models: (A) Traditional Cloud-IoT model, (B) Edge-IoT model, (C) Three-tier Edge-IoT model.
IIoT application and compared the performance evaluation of
the overall system.
The efficient utilization of edge paradigms in various IIoT
computing environments has been already addressed in the
literature in the following papers: Multiple challenges are
appearing in the Industrial IoT in 5G environment towards
cyber physical manufacturing systems to achieve high data
rate, high reliability, high coverage, low latency [25]. Edge
computing has been used to solve the challenges in the
aspects of data processing, secure data storage, efficient data
retrieval and dynamic data collection in IIoT [26]. In [27],
the authors used predictive edge computing for time series of
industrial IoT and large-scale critical infrastructure based on
open-source software analytic of big data. Moreover, in [28],
real-time distributed computing is exploited at network edges
for massive-scale IIoT networks. The proposed edge com-
puting gateway for IIoT in [29] uses multiple collaborative
microcontrollers (MCUs). Their multi-MCU edge gateways
can efficiently perform networkmanagement, embedded data
collection, and networking communication, thereby con-
siderably reducing the real-time power consumption and
improving scalability. The work presented in [30] describe
an enhanced, trusted execution environment for industrial IoT
edge devices.
C. BLOCKCHAIN-EDGE INTEGRATION FOR IIoT
Integrating blockchain and edge computing enables several
opportunities for the Industry 4.0 applications and addresses
the existing shortcomings in the IIoT systems such as bet-
ter quality of service and experience (QoS/QoE), ensuring
distributed trust, enhancing security and privacy, process-
ing/ monitoring/tracking, efficient resource utilization, easier
policy/rules applicability and prediction/maintenance, among
others. Recently, there are some studies carried out in this
direction that highlight the importance and need for the
combination of the two technologies. For example, authors
in [31], presented a detailed and comprehensive survey about
the research opportunities and challenges for the integrated
Blockchain-Edge is presented. Furthermore [44] incorpo-
rated blockchain with edge computing to provide a secure
storage management mechanism for IoT networks.
Authors in [32] described a blockchain based frame-
work to enhance the IoT data quality and reliability through
the edge computing environment. Another research in [33]
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proposed a blockchain based lightweight framework, ‘Fog-
Bus’, that incorporates various enabling technologies, such
as blockchain, edge, fog and cloud. However, most of these
existing works are mainly dedicated to find optimal solutions
or defining architectural frameworks at the access networks
or cloud network. Moreover, since industrial IoT applications
require relatively more computations and processing capabil-
ities at the local/device level, it is therefore important to effi-
ciently utilize each of these three networks (i.e. local, access,
and cloud) in large-scale IIoT applications. In addition, this
paper also discusses the efficient utilization of blockchain
technology at various networks in order to take the maximum
benefits from its features. In addition, our work provides
a comparative performance analysis for both the cases, i.e.
when blockchain is incorporated with the IIoT network and
without the addition of the blockchain.
III. PROPOSED BLOCKCHAIN-EDGE FRAMEWORK
Considering the above-discussed need of the blockchain-edge
integrated IIoT networks, we have proposed a conceptual
Blockchain-Edge framework (BlockEdge) in this section.
The framework comprises three key parts, i.e. IoT-Edge net-
works (local network), Fog networks and Cloud (Global)
networks along with the blockchain serving each of the net-
works. Before describing the actual framework, we took an
industrial IoT use case in order to highlight various processes
and requirements.
A. IIoT USECASE: SMART BUILDING CONSTRUCTION
To understand the potential of Blockchain-Edge integra-
tion in IIoT, we draw an industrial use case ‘‘Smart House
Construction’’, as shown in Figure 2. The building of a
smart house requires the frequent involvement of various
contractors/sub-contractors that need to work collaboratively
to execute different tasks assigned. We assume that the
‘owner’ of the smart house makes a contract/agreement
with the construction company, i.e. the ‘Builder’. Moreover,
the builder further allocates the various tasks to the num-
ber of relevant contractors. These contractors may include:
Raw-material provider, interior-design contractor, log-house
contractors and IoT/ICT companies, among others. Each of
these contractors may further assign the sub-tasks to the
different sub-contractors. For example, the log-house con-
tractor will assign sub-tasks to the sub-contractors such as
wood harvesting company, transportation contractor and log
manufacturing factory, among others.
For the sake of simplicity and ease of the understand-
ing, we only choose one contractor and its associated sub-
contractors, i.e. ‘Log-House’ contractor, as shown in Fig. 2.
The logistic and production chain of a log-house construction
industry runs into various phases, starting from refining and
processing of the trees from a forest until delivery and fitting
of manufactured wood-logs at the construction site. This
use case portrays a scenario of a system with high require-
ments for monitoring the quality of raw materials and end-
products, and managing the efficiency and reliability of the
supply chain, manufacturing and assembly. In the following
paragraphs, we discuss the key sub-tasks required in this
process.
1) HARVESTING
Harvesting of trees in the forest is done by the harvesting
company. The key responsibilities are to guarantee a securely
and safely execution of the harvesting process along with
monitoring of the forest and weather conditions. Various
sensors, actuators, devices deployed locally can monitor and
analyze various essential parameters and should take the
necessary actions. The information gathered at this phase is
required to securely share with other sub-contractors in the
process.
2) COLLECTION AND TRANSPORTATION
The goods transportation company will be assigned the task
to collect the harvested raw material/trees from the site
of the forest and deliver it to the manufacturing factory
(to make wood logs). Each of the details, from collection
FIGURE 2. Smart building construction use case.
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to delivery, is traced/monitored by the transportation contrac-
tor and shared with the other sub-contractor in the network.
3) MANUFACTURING
The smart manufacturing factory produces the wood-logs
from the harvested rawmaterial. Various sensors, devices and
machines are required to work collaboratively in this task.
This phase requires low-latency based resources/services
together with monitoring of each of the operation to ensure
the security, safety and efficiency of the overall process. The
manufacturing information in this phase will also be shared
with the relevant sub-contractors.
4) STORAGE
The manufacturing contractor will store the manufactured
wood-logs in the warehouse and provide monitoring features
such as appropriate storing conditions. This sub-task must
ensure that the wood logs are stored properly until the trans-
portation contractor collects and delivers the manufactured
goods from the warehouse to the actual construction site.
5) CONSTRUCTION
This sub-task is performed by the construction company,
which will do the required fitting and other necessary work
from the manufactured wood-logs. The construction com-
pany and the house owner can trace/monitor all the phases
through the shared ledger. In case of quality problems,
the Blockchain is vital to find the faulty processes that may
have caused the problem and appoint the stakeholders respon-
sible for these processes.
B. REQUIREMENTS OF THE USE CASE
In this section, we highlight some key requirements of the use
case that the proposed framework is required to address.
• Low latency services: One of the primary requirements
of the selected IIoT use case is to ensure the delivery of
low-latency services/resources to the required entities in
the network.
• Trusted data sharing: Since the IIoT use case com-
prises of several network entities (sensors/devices and
stakeholders), one of the crucial requirements of the
proposed framework is to ensure the trusted data shar-
ing/exchange among various network entities.
• Optimized scalability: Since the IIoT networks com-
prise of a huge number of sensors/devices, it is required
to have better solution of the scalability. In addition,
when the blockchain is incorporated in the IIoT net-
works, the scalability requirements are even more vital.
• Secure process monitoring/tracking: The log-house
use case will have various tasks and sub-tasks
(e.g. Weather monitoring during harvesting, tracking
details during transportation of goods and monitoring
while manufacturing in the smart factory ) that are
required to be monitored and traced in order to ensure
the processes are executed safely and securely.
• Secure offloading: Since some of the processes in the
use case require high computation and data process-
ing capabilities near to the IoT sensors/devices (local
level), it is necessary to guarantee that the collected
data/resources can be securely offloaded to the assigned
high computational node (Fog in our case).
• Authentication and access control: The industrial
use case will contain heterogeneous sensors/devices
that would require secure access to various available
resources, thus the lightweight authentication and access
control are critical requirements to consider in the
system.
C. KEY NETWORK ELEMENTS
Before discussing the actual proposedBlockEdge framework,
we explain very briefly the key network entities along with its
role in this section.
1) IoT NODES
This includes a different variety of IoT nodes (i.e. sen-
sors, actuators, RFID tags, devices, camera, location track-
ing devices, manufacturing equipment/devices) available at
the local device level. Usually, these nodes are resource-
constrained and perform functionalities such as data sensing
and transmitting to the upper level/networks. However, there
are some IoT nodes having higher resource capabilities (such
as camera, mobile device) that can locally process some of the
data, e.g. gateway nodes between the IoT devices and edge
nodes.
2) IoT CLUSTERS
By one IoT cluster, we mean that a sub-contractor, i.e. for
example, wood harvesting company is a sub-contractor that
provides services according to the agreement with the con-
tractor ‘Log-house contractor’, as shown in Fig. 2. Thus,
an IoT cluster represents a sub-contractor that possesses
the number of IoT nodes/devices that are required to work
collaboratively to execute different assigned tasks/sub-tasks
securely.
3) EDGE NODES
Edge nodes/devices possess more resources than the
nodes/sensors in the IoT clusters and are available near the
vicinity of the IoT devices. The data gathered from an IoT
cluster (i.e. sub-contractor) is sent to the respective edge node
for further data processing and to ensure the execution of the
required low-latency based operations.
4) LOCAL/PRIVATE BLOCKCHAIN
The local blockchain can be seen as the private/permissioned
blockchain serving the IoT clusters. Since it requires high
computational and processing capabilities to run the local
blockchain, we propose to deploy the blockchain at the
respective edge nodes for a particular IoT cluster. This can
be considered as lightweight blockchain that adds some of
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the key features such as trusted data sharing, authentication
and access control among others.
5) FOG NODES
These nodes are richer in terms of resources and processing
capabilities as compared with the edge nodes. One fog net-
work corresponds to a contractor (e.g. Log-house contrac-
tor) in the framework. The fog nodes/devices provide the
necessary resources (computation, storage) to the number of
associated IoT clusters/edge nodes.
6) FOG/PUBLIC BLOCKCHAIN
This can be considered as the public blockchain running on
the fog nodes and share the necessary information about the
processes/phases to the other contractors in the use case.
7) CENTRALIZED CLOUD
Centralized/Public cloud are highly resourceful servers/nodes
that are able to process higher computational tasks and pro-
vide immense storage and processing capabilities.
D. FRAMEWORK OVERVIEW
1) LOCAL NETWORK
This can also be termed as the ‘‘IoT-Edge networks’’ as
it comprises various IoT clusters and each of them is
connected to the respective edge nodes, as highlighted
in Fig. 3. As mentioned already, the IoT clusters are
mainly resource constrained, thus we combine these IoT
clusters with corresponding edge nodes (’IoT-Edge’ net-
works) via some high-capable nodes/devices or gateway.
Thus, it allows to do some data pre-processing, analysis and
decision making locally and fulfill the low latency require-
ments for local delay-critical operations/phases. For example,
the manufacturing sub-contractor in the log-house construc-
tion phase requires faster services/resources and decision
making/responses to process the harvested raw-material in
the smart factory.
We assume lightweight private/permissioned blockchain at
the IoT-edge networks which will allow secure and trusted
sharing of the required information among different IoT-edge
clusters (i.e. among other sub-contractors under the log-house
contractor). For example, in the log-house use case, each of
the sub-contractors is required to share certain information
with every other sub-contractor to keep everyone in this
phase aware and updated about the current status of the
different processes/sub-processes. Since the IoT cluster is
limited in terms of resources to run the local blockchain,
associated edge nodes provide the needed resources for
deployment of the local blockchain at the local network.
As mentioned earlier, the local blockchain deployments will
be private/permissioned and thus heavy computational con-
sensus mechanisms such as Proof-of-Work are not essential.
At the local networks, blockchain is a useful tool for
supply and product chain monitoring and management. With
smart contracts, a sub-contractor is able to verify the supply
sources and other stakeholders in the chain, optimize the
routes, and, monitor the quality of supplies and end-products
throughout the whole value chain. The private blockchain
maintains the transaction of each of the processes and help
enforcing any new policy for different network entities at
FIGURE 3. Blockchain-Edge Framework for Industrial IoT Applications.
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the local networks. The local blockchain also ensures the
authentication and access control mechanism at the local net-
work, i.e. lightweight authentication of valid sensors/devices,
adding/removing a node in the IoT cluster, or providing
access rights to authorized nodes once the conditions are
fulfilled as agreed in the smart-contract.
In case, the required service/resource is not available at the
local networks, the request is forwarded to the fog networks
for further data processing and to execute the higher-resource
intensive operations. Also, in the case, the required request
for any particular service/resources is not latency critical,
the edge node will also forward that request to assigned fog
networks. On the one hand, industrial environments are typi-
cally heavily burdened by radio interference and harsh phys-
ical conditions such as extreme temperatures, humidity, etc.
On the other hand, remote areas where supply materials, such
as harvested logs in our use case, are collected might have
weak radio network coverage. Thus, it is important that the
local network can, at least for a limited time, autonomously
adapt itself to operate without a connection to the public
network or even the closest access network base station.
2) FOG NETWORK
The fog network is relatively highly resourceful in terms
of computation, storage and processing capabilities com-
pared with local networks (IoT-Edge). By a single fog node,
we mean that a contractor, such as log-house contractor or
a raw-material contractor which is responsible for moni-
toring/supervising the corresponding IoT cluster (all rele-
vant sub-contractors) and facilities them with the essential
or requested resources/services and functionalities. The fog
network is vital in providing elastic resources and services
with low-latency access for smart and connected industrial
environments. In comparison with the IoT-Edge, fog nodes
provide advanced and highly computational functionalities
such as AI based data analytics and decision making, pre-
dictive security measures and continuous monitoring, etc.
Another key functionality at the fog networks is the orchestra-
tion/dynamic allocation of various resources that are needed
at the various IoT clusters (local networks).
Various fog nodes (contractors) will need to share the
necessary information of on-going processes with each other.
At the fog network, we assume permission-less or public
blockchain and share the limited information in the net-
work. Blockchain on the Fog networks can provide a mar-
ket platform where the provider can sell resources such as
data and computing power, generating revenue for the user.
The blockchain at the fog node also maintains the record
of all transactions that are carried out by its assigned edge
nodes.
3) GLOBAL NETWORK
The global/centralized network can provide the highest
resource capabilities as compared with the above two net-
works. It follows the traditional centralized cloud computing
approaches that provide a globally available service platform
for applications requiring high storage and computational
capacity. The Blockchain here is given the role of supervi-
sion of the overall construction processes at the global layer.
Transactions occurring between multiple networks and orga-
nizations are stored on the Blockchain as permanent records,
meaning they could be tracked from any point in the whole
supply chain. Blockchain also provides a platform for the
trade of physical assert in the form of a transaction or to make
a payment when certain conditions are fulfilled. Blockchain
recording in the global layer can oversee all the nodes and
makes it easier to identify a weak link if something fails or
breaks down. Hence, it increases the overall reliability of the
system.
In order to efficient and secure execution of various phases
in the log-house use case, it is important that all the lev-
els/networks (i.e. local, fog and global) should work col-
laboratively at each phase of the value chain. For example,
the local networks with the resource constrained capabilities
can do the limited data processing/computations and decision
making for parts of the tasks that requires low latency. Fog
node assists the corresponding IoT-edge nodes by providing
needed resources and services. For example, it can offer
essential high-computational security services/resources to
the IoT edge nodes to ensure that enough security measures
are available at the local networks to execute various tasks.
On top of the fog, global network with higher resources
capabilities ensures overall management and supervision of
the network. Further steps of the process workflow of the
proposed framework are as follows:
The workflow of the proposed framework starts from the
local (IoT-edge) networks and continues until the global
networks, as shown in Fig. 4. For the ease of explaining
the workflow, we only took a single sub-contractor at the
IoT-Edge/local networks and one contractor at the Fog net-
works. The process initiates from the local networks where
various IoT sensors/devices available in the IoT cluster gener-
ate the data and send it to the closest/assigned gateway node.
This node possesses relatively higher capabilities and can do
the basic pre-processing and analysis, and is also responsi-
ble for forwarding the data/information to the corresponding
edge node. The request handler at the edge node further
processes the information, stores it at the local database and
necessary data is sent to the local blockchain that ensures
trustworthy data sharing with the other sub-contractors.
When a service/resource is requested by the IoT cluster
from the respective edge node, the request handler will send
the request to the appropriate/relevant service module/unit
for further processing. After that, it will check whether the
requested service or resource is available at the local storage.
If the search is successful, then the access rights are verified
through the smart contract and the required resource is sent
to the edge request handler. In case, the requested resource
is not available at the edge (or the available resources at the
edge node cannot fulfill the requirements of the requested
resources), then the request is forwarded to the fog networks
via the fog offloading node.
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FIGURE 4. High-level workflow of the proposed framework.
Based on the nature of the requested resources, the fog
request handler forwards the request to the appropriate unit
for processing/analytics. It verifies whether the required
resource is available there through the fog database. On the
successful resource matching, the smart contract at the fog
networks verifies the access control rights for a particular
edge node. If the requested service is not available, then
it forwards the request to the global networks via global
offloading/forwarding node. Since global network is the rich-
est in terms of resources, it provides the requested resources
to the fog node.
IV. TECHNOLOGICAL REQUIREMENTS FOR
PROPOSED FRAMEWORK
We have identified some of the major technological require-
ments for a successful deployment of the proposed conceptual
Blockchain-Edge framework in the context of the selected use
case. Following, we elaborate them briefly.
A. REQUIREMENTS FOR LOCAL NETWORKS
One of the obvious requirements for the industrial opera-
tions at local network is to ensure low-latency-based delivery
of the requested resources/services/computations [45]. The
inclusion of the edge node with each of the local IoT clus-
ter would address this very requirement by processing the
latency-sensitive request near the IoT cluster itself. Another
crucial requirement at this network includes a lightweight
authentication and access control mechanism for the vari-
ous low resource sensors/nodes together with establishing
the distributed trust among the different nodes and involved
stakeholders [46], [47], [64]. These characteristics can be
accomplished through the local blockchain in the network.
In addition, the access control rights can also be granted
through the local blockchain via the smart contract. Secure
node bootstrapping would be important at the local networks
to ensure secure adding/removing of nodes and to add new
features/functions or services at the local layer [3].
As the IoT nodes/devices at the local network are usually
resource constrained, one of the important requirements to
ensure enough resources to run the local blockchain and pro-
vide the needed scalability functionalities [48]. For this pur-
pose, our proposed framework combines IoT nodes/devices
(cluster) with the associated edge node to address these scal-
ability issues. The local network consists of low power sen-
sors/nodes and actuators connected together to offer various
industrial services, such as sensing and collection of raw data
and pre-processing of the data. One of the key requirements
of the local networks is to provide uninterrupted and secure
connectivity among various nodes and devices. There are
several short-range radio communications technologies avail-
able such as Bluetooth Low Energy (BLE), ZigBee, Z-Wave,
Near Field Communication (NFC), etc. The use of a partic-
ular technology depends on the requirements in that specific
industrial process or phase [49], [50]. Table 1 summarizes the
impact of the key requirements in the different networks.
Since the local network is very restricted in terms of pro-
cessing, computation and storage, the role of virtualization
technologies become vital for successful execution of various
processes/phases. The requirements of various local IoT clus-
ters such as gathering raw data and addition/removal of nodes,
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TABLE 1. Key technological requirements in Blockchain-Edge systems.
among others, are dynamic and are likely to change over time.
Thus, one of the key requirements at the local networks is
to deploy/implement a microservices framework for dynam-
ically changing a population of sensors/nodes and to allocate
the available resources in an improved and optimizedmanner.
Docker Swarm, Google Kubernetes and Apache Mesos are
some of the well-known and frequently used technologies for
the deployment of microservices [51].
Another important requirement is the implementation of
smart contracts in the Blockchain to automate various pro-
cesses in the framework. For example, it should notify certain
events to relevant stakeholders, e.g., status of the transported
goods and manufactured products, and start and end of the
delivery of a manufactured product [52]. In addition, auto-
matic verification of the final product descriptionwith respect
to initial logs related to data and origin of the product should
be stored and notified in case suspicious security related
actions occur to an auditing entity. The functions in the smart
contracts can be activated when certain conditions are met,
for instance, the release of the payment when goods are
transferred. As the framework includes IoT devices that need
to share information, we need the Blockchain to have higher
throughput and lower latency, i.e. create new blocks in less
time without compromising the security. Table 1 summarizes
some of the probable ways to tackle with various require-
ments at the different layers.
B. REQUIREMENTS FOR FOG NETWORKS
The fog node manages the assigned set of IoT-edge net-
works and is responsible for providing the necessary ser-
vices/resources. Since the fog network will provide the
resource orchestration mechanism along with the intelligent
monitoring functionalities for the local IoT clusters, it is
therefore, important to deploy AI/ML based approaches at
the fog node [53]. For example, to ensure predictive security
measures, ML based security model training and validation
is crucial at the fog networks. Most traditional ML based
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algorithms are mainly based on centralized training models
and are not suitable for edge/fog [34]. Some of the popular
training approaches in this direction that may be useful for
fog nodes can be transfer learning and knowledge distilla-
tion [54], [55]. In addition, to ensure the privacy protection
and single point of failure at the fog networks, federated
learning emerges as one of the promising solutions for the
fog based IIoT networks [56].
The fog network provides optimized resources to the
involved local participants and, therefore, it should offer
dynamic resource allocation, scheduling and offloading func-
tionalities [57]. The fog network would also utilize the
virtualization technologies to provide efficient allocation,
provisioning and sharing of resources/services [58]. Fur-
thermore, mobility management and local awareness at the
fog network is essential because of delivery of the required
services/resources to the moving users and to the resource
constrained local nodes/devices. The other important require-
ment at the fog network includes the interoperability due to
the availability of highly heterogeneous environment which
contain a diverse set of service providers/entities with differ-
ent devices/nodes requiring a different set of communication
and networking requirements [59], [65]. Since we have pro-
posed a public blockchain at the fog, it is therefore, crucial to
define what kind of restricted/limited data can be shared with
the other fog-nodes (contractors).
C. REQUIREMENTS FOR GLOBAL NETWORKS
As the global layer deals with providing powerful ser-
vices and capabilities, it, therefore, demands a higher set of
resources for computation, storage and processing. Consid-
ering our log-house construction use case scenario, the main
goals of the global layer are to handle, manage, and supervise
the overall industrial process, manage and assist the required
storage and other resources to execute the defined process,
and provide secure availability and accessibility of intensive
resources. One of the key requirements is to have secure
connectivity of the global layer with the other levels in the
system (i.e. local and fog). The global layer also requires
monitoring the overall transaction activities for various indus-
trial processes using Blockchain and should be able to store
detailed records at the cloud platform. Moreover, this layer
would need strong authentication, authorization and access
control mechanisms to assure the secure accessibility of var-
ious services/information by the different stakeholders in the
network.
What is more, the global layer can be categorized as a
giant logistics platform for data and a big number of trans-
actions occurs in the form of processing and sharing of the
data. Data from the local and fog network enters into the
cloud (global networks) and can be further processed, com-
puted and accessed by other authorized stakeholders. At last,
the data will either be returned to the network or stored at
the global networks to re-use it at a later date. The current
trend of moving most of the network services will also fuel
the idea of moving mission critical processes to the cloud
(global layer). However, the global layer has to support fea-
tures such as accountability, reliability, compliance, security,
verifiability, auditability and acceptance of liability for these
mission critical processes. In other words, these processes
need secure supply chain mechanisms. Every step in such
a supply-chain has to be verified in real-time. If something
goes wrong, it should be possible to identify what went wrong
and who is accountable. Blockchain can be used as an ideal
platform to satisfy these requirements because it can store
everything that happens to data and share the information
with relevant systems or persons.
V. PERFORMANCE EVALUATION
In this section, we evaluate the performance and efficiency
of our proposed IIoT framework and compared it with the
existing IIoT models without a blockchain [11]. To realize
the full potential of IoT edge computing and fog for real-time
analytics together with a centralized cloud, we considered
three key network performance factors, i.e. latency, energy
consumption and network utilization. We have also analyzed
how the addition of the blockchain in the IIoT model (pro-
posed) affects the overall performance of the IIoT network.
A. PERFORMANCE METRICS
We measure the performance and resource efficiency of each
of the three IIoT networks (i.e. local/IoT-edge network, fog
network and global network) presented in [11], [40]. The
key performance factors, which are considered vital while
analysing the performance of the overall application, are
listed below.
• Latency: Latency refers to the degree of end-to-end
delay between the time a transfer of a data stream is
requested and the actual time when the requester starts
to receive data.
• Power consumption: The power consumption due to
the effects of data forwarding, computation, and data
storage at each network layer. The power consumption
of the overall network can be expressed as:
PT = PL + PF + PG, (1)
where PC , PE and PL correspond to the total power
consumption at local, fog and global layers, respectively.
It includes both processing and communication power
between the nodes.
• Network Usage: The network usage can be referred to
as the utilization of each of three network layers in the
IIoT application. It can also measured as the number
of packets (KB) that are transmitted across the com-
munication network. The network usage increases with
the increase of the number of the data processing and
network devices.
B. SIMULATION ENVIRONMENT
There are a number of simulation tools available in the liter-
ature to measure the performance at the cloud, but in the case
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TABLE 2. Simulation parameters for the Blockchain-Edge framework.
of fog and edge, only a few of them are available. In [35],
Fogbed is introduced, which is an extension of the emula-
tor Mininet and allows to simulate fog and cloud testbeds.
However, in terms of fog computing aspects, there are some
limitations such as scalability, mobility, etc. EdgeCloudSim
is proposed in [38] for edge computing environment related
IoT applications. With EdgeCloudSim, both computational,
network resources and simulation modelling can be mea-
sured. One of the main advantages of EdgeCloudSim is the
evaluation of performance during the mobility of the nodes
but, however, it does not support scalability.
Gupta et al. [39] introduced iFogSim simulation tool where
resource management modelling and scheduling techniques
can be implemented for different IoT based applications. It is
based on Java as a tool for the simulation of fog, edge and
local networks. iFogSim uses Distributed data flow (DDF)
models. The key reason to choose iFogSim for simulation is
that it offers a hierarchical structure, which helps to place the
application at different layers in the network. Furthermore,
it is also the extension of CloudSim simulator along with
various additional features such as offering the placement of
the application at fog/edge layer or even on the local level.
iFogSim allows to simulate real-time IoT based applications,
processing in Fog/Edge environment and measure resource
and network management metrics such as latency, cost, net-
working congestion, energy consumption.
We have evaluated the performance using iFogSim for the
selected log-house construction use case for the proposed
BlockEdge framework and analyzed various performance
metrics for the three IoT models presented in [40] for both
cases, i.e. when the blockchain is included in the network and
when it is not added into the network. Moreover, we com-
pared the obtained results with the existing IIoT models
presented in [4] (i.e. research in [4] contains performance
analysis of these three IoT models in the context of an indus-
trial use case and they did not consider blockchain in their
models).
In Table 2, wementioned all the relevant simulation param-
eters taken during the performance evaluation of the pro-
posed framework.With the thorough study of various relevant
research papers, we have analyzed that the configuration of
each device is application specific and vary according to the
requirements of a particular IoT application [68]–[71]. The
latency parameters between the devices have been set for the
simulation using Traceroute [70]. As we move toward the
root of the topology, i.e from Local to the Cloud, the power
consumption of the devices gradually increases. Moreover,
this research is part of our recent project ‘‘Industrial Edge
Project [9]’’ and considering the requirements defined in the
selected use case, various parameters are set accordingly.
However, in order to draw the comparison, we kept the same
values in both the cases when the blockchain is included in
the network and when it is not.
Figure 5 shows the high-level design of BlockEdge frame-
work implemented in the iFogSim simulation environment.
The simulation of the proposed BlockEdge framework is
mainly divided into three key phases. The first phase in
the iFogSim allows the deployment of resource constrained
nodes and respective edge nodes together with the addition of
lightweight blockchain. The data sensed and gathered at the
nodes are sent to edge nodes for local processing and deci-
sion making. Table 2 presents the key parameters used dur-
ing the implementation of the BlockEdge framework in the
iFogSim. After that, local blockchain provides trusted data
sharing with other edge nodes (i.e. sub-contractors). The next
phase allows the deployment of Fog nodes which have higher
computational capabilities. A single fog node (contractor)
is connected with multiple IoT-edge nodes (sub-contractor)
and provides necessary resources (processing/storage) and
supervision of the local networks. The final phase is the
deployment of the cloud that is the highest in resources
and responsible for management overall applications. Thus,
the implementation design approach of BlockEdge frame-
work is bottom-up, i.e. from local networks to global
networks.
C. RESULTS
We compared the three key performance metrics, i.e.
latency, power consumption, and network usage, from both
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FIGURE 5. High level design of BlockEdge framework in iFogSim.
perspectives, i.e when the blockchain is not integrated into
the IIoT models and when it is included.
For the sake of the simplicity, we only took one sub-
contractor/IoT-edge network (in our case wood harvesting
company) and one contractor/access network (log-house con-
tractor). As an example service, we use real-time video-based
automated remote controlling of a wood harvester [4]. Vari-
ous video cameras are deployed at various sides of the har-
vester record and stream the video to the node which runs
the control algorithm based on the video feed and intelligent
video recognition. The key factors in this scenario are the
latency, for example, there should be minimum delay for the
video stream and control messages.
1) LATENCY
a: WITHOUT BLOCKCHAIN
Figure 6 illustrates the end-to-end latency (millisecond, ms)
vs. complexity of the algorithm (million instructions per
task, MI) for different cases, where the control algorithm is
placed at each level of the IIoT architecture, when blockchain
pre-processing is not used. Local processing shows best
FIGURE 6. Latency: Without BlockChain.
results in terms of end-to-end latency with less complex
tasks when complexity is below 200000 MI. This is shown
in Figure 6, where the green and red curves intersect. If the
complexity is roughly between 200000 MI and 600000 MI,
the most optimal location for the control algorithm is in the
fog server. Respectively, the cloud server is the most optimal
location for the control algorithm when the complexity is
above 600000 MI.
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FIGURE 7. Latency: With BlockChain.
b: WITH BLOCKCHAIN
Figure 7 illustrates the end-to-end latency (millisecond,
ms) vs. complexity of the algorithm (million instructions
per task, MI) for different cases, where the control algo-
rithm is placed at each level of the IIoT framework in case
blockchain pre-processing is used. Local processing shows
best results in terms of end-to-end latency with less complex
tasks when complexity is below 250000 MI. This is shown
in Figure 7, where green and red curves intersect. When the
complexity is roughly between 250000 MI and 625000 MI,
the most optimal location for the control algorithm is the fog
server. The cloud server is the most optimal location for the
control algorithm when the complexity is above 625000 MI.
As the blockchain is introduced for pre-processing at each
layer, the overall end-to-end latency is reduced, and therefore
also the boundaries between the ideal location of running the
algorithm are different, as compared to the results in Figure 6.
FIGURE 8. Power Consumption: Without BlockChain.
2) POWER CONSUMPTION
a: WITHOUT BLOCKCHAIN
The power consumption on each network of the IIoT mod-
els is evaluated with varying the location of the control
algorithm, and when blockchain pre-processing is not used,
is shown in Figure 8.
The total power consumption of the control algorithm
placed on cloud, fog, and Local layers are 719.6 W, 568.9 W
and 307.3W.When the control algorithm is run at local layer,
the power consumption is 57 percent lower compared to the
case where the algorithm is running at cloud level.
When the processing takes place at cloud, the network
activity and computational load imposes 478 W power con-
sumption at the core layer, including both the network and
communication activity at the core layer. On the access layer,
the imposed power consumption is 219.3 W, which consists
of only the network load on the edge layer. On the local
layer, the imposed consumption is 22.3 W, which consists
of only the network load on local layer. The results exclude
the power consumption of the capturing the video as the
capturing node is the same node in all scenarios. When the
processing takes place at fog, the access layer consumes
397 W (including network load and edge server computation
load) power. On the local layer, the consumption is 21.9 W
(including local network load). On the core layer, the cloud
server remains idle with 149.1 W power consumption. When
the processing is placed at local device, it consumes 46.2 W
(including network and processing load). In idle mode, core
and edge layers it consumes 150 W and 112 W.
From the results in Figure 8, the impact of running the
algorithm on different IoT models can be seen clearly. The
basic principle appears to be: The further away the video
feed is analyzed from the capturing node, the more power is
used. This is emphasized due to the scenario’s data-intensive
design, where the raw video feed needs to be sent to the
processing node and the longer the path, the more power
is consumed. Comparing with the local capacity-constrained
nodes and networks, high capacity nodes and network devices
are more power-hungry.
FIGURE 9. Power Consumption: With BlockChain.
b: WITH BLOCKCHAIN
The power consumption on each level of the proposed frame-
work is evaluated with the varying location of the con-
trol algorithm, and when blockchain pre-processing is used,
is shown in Figure 9.
The total power consumption of the control algorithm
placed on cloud, fog and Local layers are 814.2 W, 635.1 W
and 356.3W.When the control algorithm is run at local layer,
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the power consumption is 56.2 percent lower compared to the
case where the algorithm is running at the cloud level.
When the processing takes place at the cloud, the net-
work activity and computational load imposes 558 W power
consumption at the core layer, which is 80W more than
in Figure 8. On the access layer, the imposed power con-
sumption is 232.34 W, and on the local layer, the imposed
consumption is 23.9 W.
When the processing takes place at fog, the access layer
consumes 438W, which is 41Wmore than in Figure 8, where
Blockchain is not in use. The local layer consumes 23.9 W
and the core layer consumes 172.2 W.
When the processing is placed at the local device, it con-
sumes 60.4 W (14.2 W more than in Figure 8) and in idle
mode, core and edge layers consume 171.65W and 124 W.
From the results in Figure 9, it can be seen that the addition
of blockchain pre-processing at each level of the network
increases the power consumption and hence the total power
utilized in this scenario is higher as compared when the
blockchain was not included in the system. This is empha-
sized due to the data-intensive design scenarios.
FIGURE 10. Network Usage: Without BlockChain.
3) NETWORK USAGE
a: WITHOUT BLOCKCHAIN
The network usage for different IIoT models is shown in the
Figure 10, where the number of transferred bytes per send
is evaluated in the case when blockchain pre-processing
is not considered. In our scenarios, we used a constant
bit-rate 1080p video, H.264 compression and 40 FPS causing,
together with necessary control traffic, roughly 3.47 MB/s
network usage through networking components on the route.
When the processing takes place at cloud, the network
utilization taken by each of the three layer is the maximum
(i.e. 3.4 MB/s). On the other hand, when the processing takes
place at fog server, the network load inflicts to both local and
access layers. This is because, in this case, most of the tasks
are executing either at the local or access layers, and thus the
cloud layer has relatively less network utilization.
When the processing takes place at local network, it utilizes
the network mainly on the local layer (i.e. 3.4 MB/s) and rest
of two layers are least used, as highlighted in Fig. 10. Local
networks process the data locally, so the video feed remains
between capturing node and processing node results, only
control traffic is used by core/cloud and access layers.
FIGURE 11. Network Usage: With BlockChain.
b: WITH BLOCKCHAIN
Figure 11 describes the network usage when the number
of transferred bytes per send is evaluated, and blockchain
pre-processing is considered.
In Figure 11, likewise in the previous case, the local layer
here takes also less network usage compared with the cloud
and access layer. However, due to the addition of the
blockchain, the overall network utilization is higher than the
in previous case. When the processing takes place at access
layer, the local and fog network utilize most of the network
(i.e. both 4.023 MB/s).
In the case of local network processing, the local layer is
the one which utilizes most of the network because of data
is processed at the local network (0.71 MB/s), because the
network is utilized on other processing node results, only
control traffic is used by core and access layers, as shown
in the Fig. 11.
D. RESULT ANALYSIS
In the above section, we compared/evaluated various per-
formance metrics for the three-tier IIoT model from both
perspectives (i.e. with and without inclusion of blockchain).
We have analyzed that with the inclusion of Blockchain in
three-tier IIoT framework and the latency values are slightly
better than the case when without blockchain. Since our
architecture combines IoT clusters and edge nodes together
(i.e. local networks) and most of the latency-critical process-
ing is done at the local networks. The tasks that require high
resource capabilities or are not highly latency-sensitive can be
directed to the Fog networks for the required processing. This
makes the local network more efficient to process/execute the
delay-critical operations for the industrial processes.
On the other hand, the power consumption taken by our
proposed framework is little higher than the one without a
blockchain. The main reason for the increase in the power
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consumption is the addition of blockchain at local and access
networks and thus the proposed framework requires high
data processing and computation capabilities as compared
when the architecture without blockchain. However, this
slight increment of power consumption can be acceptable in
the massive scale IIoT application because the inclusion of
blockchain provides several other promising features for the
application such as establishing distributed trust, authentica-
tion and access control mechanism, and process monitoring
among others. Similarly, with the inclusion of blockchain,
we get higher network utilization as compared with the IIoT
framework without a blockchain.
VI. DISCUSSION AND FUTURE DIRECTIONS
Industry 4.0 is expected to transform the existing/traditional
ways of handling and managing the industrial and manufac-
turing processes bymaking it fully digitized, autonomous and
adaptive according to the dynamic requirements. This evolu-
tion is going to change the current dimensions of industrial
processes which is mainly based on the real/physical world.
This will provide meaningful integration of real/physical
world into the virtual world which is vital for the vision
of industry 4.0 applications to ensure secure, optimized and
cost-efficient solutions to various industrial processes. How-
ever, this transition will heavily be dependent on the advance-
ments and maturity of the various enabling technologies and
supporting communication protocols. In this direction, Edge
computing and Blockchain are considered as viable technolo-
gies for the vision of Industry 4.0 and are capable to address
various shortcomings in the current industrial applications.
This article formulates a framework that combines these
two enabling technologies to address some of the critical
industrial IoT requirements. Although, for the sake of sim-
plicity, we limit this paper to the log-house use case only,
but in general, the proposed framework provides immense
opportunities due to its applicability in the various important
industrial manufacturing and automation use cases such as
supply chain management, smart factories and smart con-
struction etc. In addition, this article emphasizes the need
of blockchain technology in the existing IIoT frameworks to
gain several vital features such as trust, decentralization and
secure data processing. The local and fog networks in our
framework fulfill the essential latency criteria required for
the securely execution of the various industrial/construction
processes.
Furthermore, the performance of the proposed frame-
work is evaluated and compared with the existing available
IIoT models without inclusion of blockchain. The evaluation
results obtained in this paper can clearly provide useful analy-
sis and insights into how these both technologies (blockchain
and edge) can efficiently be incorporated without compro-
mising the overall network performance in the whole value
chain. This work can be used as a foundation for the future
research, while including/considering various other enabling
technologies in IIoT applications. For example, one of the
potential future work for this research will be to integrate the
SDN into this BlockEdge framework and a similar evaluation
method can be acquired to analyze the impact on the overall
network performance.
The successful deployment/implementation of the Block-
Edge vision depends on strong solutions for various key
requirements discussed in this article. From a business per-
spective, the challenging task would be to draft the regula-
tions/rules and standards which are acceptable by all involved
stakeholders such as the service providers, network operators,
developers, manufacturers, and customers. Healthy debate
will also arise regarding whether it is a safe approach to
automating the industries fully. Strong regulations will also
be required for the utilization of blockchain in the industry
4.0 application. Following, we discuss some of the potential
future directions in the context of this paper.
A. INTEGRATION OF ARTIFICIAL INTELLIGENCE
The utilization of Artificial Intelligence (AI) for the future
IIoT applications will be vital for industrial automation and
context-aware real-time decision making. The intelligence at
the edge/fog would take a relatively more decisive role in
data processing and analytics, allocation of resources and
computation as compared to the traditional approaches in
the case of the centralized cloud. Various resources, services
or functions can be dynamically allocated to a particular
node/device/entity based on sensing the particular context.
One of the important future research directions will be to
define and adjust the level of intelligence needed for vari-
ous phases/processes, stakeholders and at different networks.
In addition, further research is required to explore and ana-
lyze whether the existing AI approaches/algorithms used in
various fields can completely bemapped for providing intelli-
gence in communication networks. If this is not the case, then
we need to find out what modifications are required in current
AI algorithms to cope with modern networks requirements.
Recently, the concept of federated learning is getting huge
attention and can be integrated into the Blockchain-Edge
framework to provide intelligent privacy preserving solu-
tions for the IIoT applications containing a huge volume of
the data. Another open issue while incorporating AI with
Blockchain-Edge based IIoT networks is the training of the
AImodels. For example, in the casewhen the IIoT application
is running at the centralized cloud, the training of the models
can easily be implemented/deployed at the cloud where all
the required data and resources are available. However, in the
case of the edge/fog, information is distributed over various
nodes with limited storage and processing capabilities, which
makes it challenging to train the models at the respective
edge/fog networks.
B. INTEGRATION OF RELEVANT ENABLING
TECHNOLOGIES
Industry 4.0 applications are expected to benefit from the
recent technological advancements. For example, Indus-
try 4.0 combines various enabling technologies such as
Blockchain, Edge Computing, VR/AR, 3D printing, SDN,
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and NFV, among others, to address mission-critical require-
ments of the current and future industrial applications. The
integration of any particular technology may vary from appli-
cation to application and according to the requirements or
use scenario. The modes and quality of industrial processes
and services can be enhanced by efficient utilization of such
enabling technologies.
For example, digital twin is one of emerging technology
that provides the interaction platform by integrating the phys-
ical/real world with the virtual world. The developments in
AR/VR further complement and support the growth of digital
twin and its relevant use cases. In addition, the network virtu-
alization/softwarization technologies (i.e. containers and vir-
tual machines) play a huge role in the optimization/allocation
of various available resources. Therefore, there is a huge
future research scope to analyze the integration of these
enabling technologies into IIoT to resolve various complex
challenges in the industrial phases and to ensure a secure and
connected industrial ecosystem.
C. ADAPTIVE SECURITY, PRIVACY AND
TRUST MECHANISM
The future industrial IoT frameworks are going to be com-
plex due to the high demanding services/resources and the
integration of various enabling technologies. However, these
technological evolutions provide a much wider scope to the
adversaries to launch various attacks. Such industry 4.0 appli-
cations require a dynamic, predictive and adaptive security
management framework that is able to detect and mitigate
potential security threats at each of the networks (i.e. local,
fog and global). One of the interesting future research area
in this direction is to propose a security orchestration mecha-
nism that is able to monitor the security requirements for var-
ious available nodes/devices and dynamically fulfills those
requirements.
In addition to the adaptive security management mecha-
nisms, the novel distributed and collaborative trust models
are required to cope-up with the future complex industry
4.0 applications with a huge number of network entities and
various stakeholder’s/service providers. With the increasing
number of participants in industrial IoT networks, traditional
IoT trust models may not be feasible in satisfying/fulfilling
trust requirements to all the network entities. Moreover,
future research work in this area must also consider the
GDPR regulation to ensure proper consideration of the pri-
vacy/anonymity and protection of the personal data. For
example, the main factors for such risks can be because of
decentralization and autonomous nature of industry 4.0 that
comprises the huge volume of data acquisition, aggregation,
storage and processing.
VII. CONCLUSION
The current trend in terms of advancements in various
promising technologies provides a solid foundation towards
achieving the vision of the Industry 4.0. In this context,
this paper integrates two of such emerging technologies
(i.e. Blockchain and Edge) for IIoT applications to fulfill
the essential requirements. Some of these IIoT requirements
include; low latency services, distributed trust, security and
process tracking/monitoring, among others. We proposed a
blockchain and edge based framework in this paper and
elaborated it with a relevant IIoT use case. In order to ana-
lyze performance of our proposed framework, we performed
simulations on iFogSim and compared our results with the
IIoT architecture without blockchain capabilities. According
to the results, BlockEdge has demonstrated the feasibility of
decentralized trust and security management in IIoT environ-
ment, which does not compromise the system performance
and resource-efficiency.
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