It is of great significance to achieve the prediction of building energy consumption. However, machine learning, as a promising technique for many practical applications, was rarely utilized in this field. The most important reason is that the predictive structure with best performance is difficult to be determined. To fill the gap, this paper offers one in-depth review, which focuses on the accuracy analyses and model comparisons. Specifically, the accuracy analyses were conducted based on different types of buildings (e.g. residential building, commercial building, government building or educational building), different type of temporal granularity (e.g. sub-hourly, hourly, daily or annual), as well as input/output variables and historical data collections. Further, artificial neural network (ANN) and support vector machine (SVM), as the epidemic models, were compared in terms of their complexity of prediction processes, accuracies of results, the amounts of required historical data, the numbers of inputs, etc. Then the hybrid and single machine learning methods were outlined and compared in terms of their strengths and weaknesses. In addition, several vital defects and further research directions are presented from a multivariate perspective. We hope
Introduction
How to reduce energy consumption has been considered as a prominent factor that could influence the economic growth, since the energy demand from series of buildings remains at a high level. In both US and EU, energy demand of residential and commercial buildings accounts for 40% of total energy demand (Huebner et al., 2015; Pe´rez-Lombard et al., 2008) . In China, this proportion is up to 30%, moreover, 63% of that is utilized for space heating and cooling (Huebner et al., 2015) . Also, energy consumption for building sectors account for approximately 30-40% of the primary energy consumption in China (Aras, 2008; Zhang et al., 2015) . Accordingly, various approaches for predicting the building energy consumption have been explored by scientists (Cuce et al., 2016; Huebner et al., 2015) . On the basis of the amount of energy consumption predicted, smart energy management and building energy efficiency retrofitting could be achieved. Therefore, the prediction of the building energy consumption with accuracy and convenience has significant importance.
However, to date, there are still some serious obstacles in a predictive process of building energy: (i) Which method is the best or suitable approach to achieve the prediction in terms of the accuracy and convenience? (ii) Which model or algorithm should be recommended or adopted in the prediction process for different cases? Technically, the most important puzzle is to find out the approaches that could perform ultra-fast predictions and/or assessments, with good accuracy. The normal approaches are engineering or statistical methods, which were often used in many domains for performance evaluation. However, other novel methods, such as machine learning, were rarely utilized.
Engineering methods are comprehensive methods, which consists of several partial differential equations or needs to apply the physical principles, as well as thermal dynamics equations (Khosravani et al., 2016; Li et al., 2019) and density functional theory Li et al., 2017a; Liu et al., 2018b) . Fortunately, due to the dramatic advances of information technologies recently, many software and packages could provide solutions for the complicated shape definition based on partial differential equations. Meanwhile, that promotes the development of numerical analysis of dynamics in engineering practice. Therefore, we could easily obtain the numerical solutions through software products, such as TRNSYS (Razavi et al., 2018) , ANSYS (Shen et al., 2017) , FLUENT (Yas¸a and Ok, 2014) , and COMSOL (Embaye et al., 2015) . Engineering methods based on large amounts of statistical data could achieve the highly accurate estimation (Jia et al., 2016 (Jia et al., , 2017 (Jia et al., , 2018 . Many parameters as the inputs are required that may include building construction, external climate conditions, and performances of HVAC equipment for the calculation of energy consumption. Normally, engineering method could be regarded as the assumptions built on statistical information. Thus, we could try to develop an engineering model or equation through available statistical data for other regions (Hu et al., 2015a (Hu et al., , 2015b Zhang et al., 2018c) . However, there is a series of complex processes including the establishment of the models and equations, the setting of parameters and boundary conditions, which are difficult to satisfy the requirement that we aim to acquire the results instantly and conveniently. In addition, many building and environmental parameters as mentioned above are unavailable. Besides, especially in some unknown regions, we have no sophisticated theories for reference, which may become a huge challenge for the development of engineering method.
Statistical methods build the relationship between the energy consumption and influencing variables through the empirical models based on the historical data. For example, Bauer and Scartezzini (1998) built the relationship between the energy consumption and the climatic variables. Ansari et al. (2005) built the relationship between the cooling load and the performance of building envelope. Dhar et al. (1999) utilized Fourier series model to correlate heating and cooling loads with time and dry-bulb temperature. Aydinalp-Koksal and Ugursal (2005) predicted the building energy consumption on the national level through conditional demand analysis. Statistical methods are suitable for the non-linear relations and that avoid the defects of the engineering methods (Lomet et al., 2015; Lu¨et al., 2015) . Nevertheless, large amounts of high-quality historical data required to be collected, moreover, long time-consuming and large computer memory need to be considered. Besides, it would cause inaccurate and insignificant results, if the selection for analytical method was inappropriate.
To avoid the defects of above two approaches, machine leaning method was proposed and developed. "Machine Learning" evolved from artificial intelligence, whose aim is to build one good predictor with no complicated process or other strict conditions (Samuel, 1967) . Hereinto, artificial neural network (ANN) model and support vector machine (SVM) model as common machine learn method are more reliable than other regression techniques or ordinary simulation models (Chen et al., 2017b) . Researchers tend to predict energy utilization or system performance, such as sizing PV power system, air-conditioning, and other hybrid energy systems (Liu et al., 2018a) . With the development of computer technology, machine learning method has been significantly developed and widely applied in more and more fields. Nevertheless, the utilization of machine learning method for energy conservation still remains in an infancy stage. Typically, ANN and SVM were used in the prediction of building energy consumption, while accuracy and simplicity remain to be improved. Therefore, we expect that machine learning method could effectively contribute to more troublesome problems in this field. Simultaneously, we hope that this novel method could capture more attentions from investigators via our introduction and perspective, and that the development of machine learning method could be further promoted.
We have already analyzed the advantages and disadvantages of engineering and statistical methods in this section. The characteristics of machine learning method were displayed in the later contents. To be specific, in the following section, the background of machine learning method was expounded, further, the accuracy analyses, in terms of prediction scope (including the type of building and temporal granularity), input and output variables as well as the historical data collected, were carried out. Due to the significant impact of models on predictive accuracies, ANN and SVM models are discussed in third section, which includes their structure, characteristics, prediction process, and accuracy comparison. Then in fourth section, the hybrid machine learning method is outlined. In fifth section, the advantages and disadvantages of ANN, SVM, and hybrid models are compared. In the final section, the development direction and some puzzles needed to be solved urgently of machine learning are presented. This paper aims to review the approaches to estimate the building energy consumption through machine learning method, and some representative literatures are introduced, summarized, and commented.
Machine learning method

Development background
Machine learning method is a powerful technology that grew out of the exploration of artificial intelligence through the endeavor of scientists, which has huge potential for development (Li et al., , 2016 (Li et al., , 2018a Liu et al., 2017d . Based on the historical data, with suitable model and algorithms, machine learning method could "learn" the nonlinear relationship between the independent variables and target variables. Machine learning method started to flourish in the 1990s. It completes the prediction based on a computer, which is related to the computational statistics. In current technologically advanced period, machine learning method has been employed in many areas. As presented in Figure 1 , the application field of machine learning mainly involves medical diagnosis, data analysis, optimization analysis, structural analysis, performance prediction, and information retrieval. Sattlecker et al. (2014) made use of machine learning method to recognize diagnostic Figure 1 . The application fields of machine learning (Azqueta-Gavald on, 2017; Barzegar et al., 2017; Castiglioni et al., 2018; Chalouhi et al, 2017; Goh and Singh, 2015; Karim et al., 2018; Kim et al., 2017; Lázaro et al., 2017; Lee et al., 2017; Pham et al., 2016; Samant and Agarwal, 2018; Sattlecker et al., 2014; Shirzadi et al., 2017; Zeng et al.,2018b; Zhang et al.,2018a) . spectral patterns in clinical practice, and emphasized the importance of the routine spectral data for the reanalysis process. Within the process of predict genome-wide with complex traits, Gonza´lez-Recio et al. (2014) also suggest that machine learning method could achieve the prediction and classification, and deal with the multidimensional problems. In addition, Pham et al. (2016) and Shirzadi et al. (2017) verified that machine learning method is more accurate than statistical method for simulating volume of landslides (geology field). Moreover, they also indicated that SVM model has the best prediction performances than other models selected in this exploration. Researching large amount of related literature and investigating actual situation, we can see that machine learning method, as a predictive tool, has already occupied a broad market in many field. However, for the domain of a building energy consumption predicted, machine learning has not been widely utilized in practice. The most important reason is that the predictive structure with best performance is difficult to be determined, especially when the various or complex conditions was considered. Therefore, the prediction of building energy consumption should be further explored.
Prediction scope
The different prediction scope in terms of the type of building (residential building, commercial building, government building or educational building) and the type of temporal granularity (sub-hourly, hourly, daily or annual) have the close relationship with the predictive accuracy.
For a commercial building, the energy consumption mainly includes the cooling, heating, and electricity, which follows a certain rule of consumption. For example, the energy consumption accounts for higher proportion during the workdays and the daytime, while energy consumption is less during the weekend and night. Based on the obvious energy consumption period, the energy prediction is easier to achieve (Jiang and O'Meara, 2018) . For a residential building, the amount of energy consumption is relied on the occupant behavior more obviously, whereas, there is no regular schedule of activities for different residents or different periods (Huo et al., 2019) . Besides, due to the difference in performances of residence (such as thermal insulation, heating or cooling demand, building envelope), various prediction structures need to be provided under different case. That leads to an obstacle that the historical data is difficult to be monitored (Calero et al., 2018) . Given above mentioned, the prediction for energy consumption of commercial building is more accurate and easier than that of residential building. However, the importance of prediction for residential building should not be neglected, because of the high proportion of the amount of residential buildings in the total buildings. In addition, the educational building and government building have the similar features with commercial building, thus, their energy consumption is easy to be predicted (Al-Saadi et al., 2017; Heracleous and Michael, 2018) .
The determination of the prediction time scale depends on the purpose of the research and the sampling interval of sensors. Most literature focused on the short-term prediction, such as the hourly or daily energy consumption, and that usually studied only one prediction time scale. The research about long-term prediction (e.g. annual prediction) was less. It can be explained that, on one hand, the short-term prediction could satisfy the current requirement of energy consumption. On the other hand, many models (e.g. ANN [Li et al., 2017] ) have the higher predictive accuracy only in the short-term scale. Besides, many uncertainties may occur in the long time span, which could influence the overall accuracy of prediction. Despite these challenges existing, energy consumption prediction models in long-term scale are essential. It is necessary especially in the decision process of long-term, such as energy supply strategy, capacity expansion, and capital investment.
Input/output variables and historical data collected
The suitability of input variables selected determines the predictive accuracy. The suitability mainly refers to which variables should be selected as the input, as well as the number of input variables. It can be seen in Table 1 that the inputs mainly include weather conditions, building envelope, and occupant behaviors. For the weather conditions, it generally includes outside temperature, humidity, solar radiation, and wind speed. For the building envelope, it usually includes window to wall ratio, glazing area, surface area, and heat transfer coefficient of building walls. Noted the input variables mentioned in the literature, it can be found that two essential features of input variables should be satisfied. On one hand, the inputs selected are related with the outputs as far as possible. On the other hand, the inputs should be easy-measured and are all relevant to the targets Wong et al., 2013) . The number of inputs has the influence on the complexity of the model structure, therefore, the number of inputs and the scale of database directly affect the suitability of model. Increasing the number of inputs will cause the complexity ulteriorly of models and prolong the time-consumption, while reducing the number will likely decrease the accuracy degree of prediction (Hautier et al., 2010; Zeng et al., 2018a) . In order to maintain a balance between these two points, only the inputs that close relate with the targets should be considered. Further, that would be finally determined by the process of training and testing, which was described below. In summary, the suitable input selected has significant importance to the target predicted both the accuracy and the simplicity. As the predictive target or output variables, it could be the heating/cooling load or electricity load or the overall energy for the whole building or for the sub-level components (Table 1) . Most researches focus on the prediction for the load of the whole building, which is easier than the prediction on the sub-components level. Because the sub-components of energy system are complex, even there are no clear boundaries between each part.
Collecting the representative historical data is important to determine the reliable model structure. According to the character of data, it can be mainly divided into the real data and simulated data. The real data include the data obtained through collecting device, such as thermocouple, chemical sensors, solar radiation tester, infrared thermal imager, and ambient sensors. The real data collected should be further dealt with before training. Because the raw data may include the inaccurate data, useless variables, non-unified time interval, noisy, and missing data points. Collecting the appropriate data has the contribution to the effectively solve the predictive problems. Accordingly, some aspects, such as the universality and representativeness for historical data for training as well as the appropriateness for model and input variables, should all be deliberated.
Model structure
Different models or algorithms substantially influence the accuracy and reliability of results, thus, their determination is extremely important. ANN and SVM as the epidemic models were utilized frequently by many investigators in different fields. They have strong capacity to capture the complex non-linear relationships between variables of input and output (Kalogirou et al., 2000) .
Artificial neural networks
Among the several model structure, ANN model has been the most widely applied in practice. The reason is that ANN model has the robustness, which can effectively solve the non-linear and complex problems. ANN structure is similar with the formation of "neurons", which could be divided into three parts, i.e. input layer, hidden layer, and output layer (Figure 2 ; Walker, 1990) . Each neuron in a layer is connected to all neurons in the previous layer. In the training process, biases and weights were adjusted to produce the accurate output. Then, the error value between the expected and predictive output was calculated. Based on the error value, whether the model structure is suitable for the studied case was identified. Training cycles would be implemented repeatedly until reaching the accuracy requirement. The schematic form of ANN model is presented in Figure 2 . ANN model could acquire the experimental knowledge in the training process, so that it performs better predictive capacity and resistance ability to noise and errors. Besides, through adjusting the weights between different elements, ANN model could adapt to different cases. Magalhães et al. (2017) predicted the heating energy use and indoor temperatures by utilizing ANN model based on occupant behaviors and reference conditions, with the R 2 value above 0.98. Paudel et al. (2014; Aydın, 2018) predicted the building heating demand through the ANN model based on climatic conditions, occupancy profile, and operational heating power level characteristics, with R 2 value reaching 0.85. Kalogirou et al. (2001) used several climate performances coupled with ANN to predict daily cooling and heating load of the buildings. Their results obtained from prediction and from (Medler, 1998) .
simulation software TRNSYS were well agreed. Besides, Mihalakakou et al. (2002) took advantage of ANN model to predict the entire energy consumption of one residential building. Through analyses for the comparison between the predictive data and the measurement data, the reliability of ANN model is further confirmed. Dombaycı (2010) achieved the heating energy prediction of one residential building through ANN model. In the testing phase, the RMSE, R 2 , and MAPE value were, respectively, 1.2125, 0.9880, and 0.2081, which also indicates the high accuracy of ANN model.
With regard to non-linear problems, ANN model is better than conventional statistical methods. ANN could implicitly identify the non-linear relationship between input and output with high accuracy. In addition, ANN model has the ability to evaluate the effect of socio-economic factors on energy consumption (Aydinalp et al., 2002) . However, to achieve the good predictive power, large amount of historical data is necessary to be provided for training, which may consume a lot of manpower and time. Moreover, ANN model may encounter over-fitting problem in the training process, which is bad for the predictive results (Papadopoulos et al., 2000; Tu, 1996) .
Support vector machines
Based on Vapnik-Chernoverkis theory, SVMs have been widely used in the application of forecasting, classification, and regression. SVMs could be regarded as one generalized classifier, which was an extension of the prediction. SVM model has the ability to solve the non-linear problems even with relatively less historical samples. Accordingly, this method is not especially relying on large amount of data for training.
The steps of SVM to predict the target are as follows (Figure 3) . Firstly, transform data to the specific format. If the data instance stands for one certain categorical attribute, it needs to be converted into numeric data. Secondly, conduct the scaling on the data. The purpose is reducing the difficulty of data processing and calculation. Thirdly, select the kernel function. For typical kernel function, it includes linear function, polynomial function, radial basis function (RBF), and sigmoid function. Among these kernel functions, RBF could effectively map the input into a high-dimensional feature space, which is better to represent the non-linear relationship between the input and output. Therefore, RBE has been the general function usually in the prediction of the energy consumption. Finally, through cross-validation, penalty parameter, and kernel parameters are determined, which could avoid the over-fitting problem.
For RBF of SVM model, the cardinal steps of transformation of the non-linearity between the input and output are the utilization of linear mapping. The non-linear problem is projected into the high-dimensional space, then the function best fitted the highdimensional space could be determined. Afterwards, the complex non-linear map could be transferred to linear problem. For RBF, it could not only solve the non-linear problem, but also has the relatively small complexity, which makes it widely applied. Therefore, when we predict the energy consumption by using SVM, the reasonable first choice of kernel function is RBF. Of course, if the number of features is relatively large, the RBF is not suitable, while the linear kernel may be the better selection.
SVM is known as the most accurate and robust machine learning algorithms (Wu et al., 2008) . Li et al. (2009) predicted the hourly cooling load of one office building through the SVM model. Hou and Lian (2009) predicted the cooling load of HVAC system by using SVM model. Georgescu et al. (2014) built the relationship between the environmental variables and the building energy consumption through SVM model. Based on the weather forecasting, they predicted the energy consumption for a lot of buildings with higher accuracy that includes offices, laboratories, gymnasiums, dormitories, and restaurants constructed. Based on SVM model, Lai et al. (2008) achieve the accurate prediction of electrical consumption for residential building. For the prediction of electricity consumption, Dagnely et al. (2015) obtained the satisfied results from SVM model with higher accuracy.
On one hand, SVM model has higher generalization performance than conventional ANNs. On the other hand, SVM could search the optimal solution in the global region. Unlike other models, solutions from SVM generally do not be trapped into local region, which results in the trouble that take the local optimal solution as the best result in the global area. The disadvantage is that SVM could not achieve the classification directly, which must be conducted through the dimension conversion. Besides, the training period of SVM is long. For the large-size problems, the large amount of computation time should be reserved (Cao and Tay, 2003; Jun et al., 2017) . Fortunately, two algorithms (i.e. sub-gradient descent and coordinate descent) were identified that they could deal with large, sparse datasets. Sub-gradient descent is efficient based on large amount of training examples, while coordinate descent is available under the high dimension of the feature space (Du et al., 2017; Ñ anculef et al., 2014) .
Other model structure
Other machine learning models utilized in energy consumption of building mainly include genetic algorithm (GA), non-dominated solution GA, decision tree algorithm, Bayesian network algorithm, and cluster algorithm. In addition, autoregressive (AR) moving average model, AR model, and autoregressive integrated moving average (ARIMA) model were also utilized.
Taking the GA as the example, GA has been successfully utilized for the optimization problems (Chen et al., 2017a) . GA can imitate the process of biological evolution. To be specific, the next generations which have better properties could be reproduced from parent chromosomes by selection, crossover, and mutation operation. Further, the new offspring produces constantly until the termination condition is satisfied. Eventually, the last generations with better genes are the best solution for optimization problem. It is specialized in solving complex problems with multivariable or non-linear characteristics. GA could achieve the global searching, but they do not calculate objective function of all possible combinations (Abdmouleh et al., 2017) , so its solutions may be trapped into local region. Moreover, the value of characteristic parameters, such as number of population and generations, mutation rate, and crossover rate has significant influence on the final results. In practice, Reynolds et al. (2018) combined the ANN and GA model to minimize the building energy consumption. Garshasbi et al. (2016) predicted the hourly energy consumption based on the hybrid GA method and Monte Carlo simulation. Reynolds et al. (2019) predicted the energy supply and demand relying on the ANN-GA model. However, the above parameters were determined only by experience without training process. Additionally, complicated programming also restricted their extensive application.
Hybrid machine learning method
Theory
According to the Gartner's 2016 hype cycle (Forni and Meulen, 2016) , machine learning method is at its peak of inflated expectations. Because of the complexity of objective and the huge amount of samples, the application of hybrid machine learning method has developed promptly. Moss et al. (2012) combine the discriminated analysis and machine learning method for enhancing the classification and prediction ability for a range of chemicals. Through the prediction process for solar radiation, Voyant et al. (2017) suggest that hybrid method could give better results than single predictors. Marasco and Kontokosta (2016) indicated that machine learning method (based on falling rule lists) is a rapid estimated tool for the potential of energy efficiency. Cramer et al. (2017) proposed that machine learning method based on intelligent systems has the ability to predict rainfall. In the current era of big data, which instruments have the ability to classify the huge amount of data with quickly response speed will get the long-term development. Therefore, hybrid method based on machine learning method is regarded as the potential technology.
Hybrid machine learning method as the advanced data-mining technique has been also developed in the field of energy consumption. The hybrid machine learning could take advantages of every algorithm and simultaneously avoid their weaknesses to obtain the predictive target. In Wang et al.'s review, they divide the hybrid machine learning into two forms including the heterogeneous models and homogeneous models. The heterogeneous models are built based on different types of basic models, while the homogeneous models are built based on the same types of basic models (Hao et al., 2018; Wang et al., 2017) . The steps of the utilization of hybrid machine learning are similar to the steps of the single model (Figure 4) . The difference is mainly in the training process for the determination of models' structure, which can refer to (Wang et al., 2017b) .
Applications
In order to develop the SVM model, parallel SVM and least squares SVM (LS-SVM; Zhao and Magoule`s, 2010) were proposed and adopted in the prediction for building energy consumption. Xuemei et al. (2010) conjunctive use SVM and cluster algorithm to predict the cooling load of HVAC system based on the historical measuring data. Through training and testing, the forecasting model was adopted. On the basis of the MAPE and RMSE, fuzzy C-mean clustering algorithm (FCM) coupled with fuzzy support vector machine (FSVM) has the best performances than the single SVM and FCM-SVM. Robinson et al. (2017) took advantage of machine learning method based on gradient boosting regression models to predict commercial building energy-consumption. Although this method was only successfully performed for building group in entire metropolitan areas, some limitations are existing through the experiments and verification. However, it still indicated the universality of machine learning method. Mateo et al. (2013) verified that several machine learning methods and classical technologies could predict the short-term indoor temperature of buildings. They also indicated that the combination of multilayer perceptron (MLP) with non-linear autoregressive techniques is the best predictor by comparison.
Furthermore, Fan et al. (2014) implemented the prediction for the energy consumption of next day and the peak power demand based on eight typical models. They are respectively multiple linear regression (MLR), support vector regression (SVR), boosting tree (BT), ARIMA, random forests (RF), MLP, multivariate adaptive regression splines (MARS), and k-nearest neighbors (kNN). Further, they proposed the ensemble model that combines the eight base models, and GA was utilized to optimize the weights of each models. In the practice, based on the ensemble model, the MAPE of energy consumption of next day and the peak power demand reach 2.32% and 2.85%, respectively. Chou and Bui (2014) predicted the cooling load of one residential building by ensemble model (combine the SVR and ANN), which indicates the feasibility of the combined data-mining techniques for forecasting cooling consumption of building. It can be concluded that the hybrid machine learning method could obtain the energy consumption predictive values, which is more accurate than that obtained from individual base models. But it does not say that as many models as possible can improve the accuracy of the predicted results. According to Zhou et al.'s (2002) research, the effective ensemble model is built based on limited number of appropriate models.
ANN model based on HTS Li et al. (2017b and Liu et al. (2016b have done most of the primary works on the machine learning based high-throughput screening (HTS) for prediction and optimization of solar energy systems. The successful exploration illustrates that hybrid machine method can also optimize the energy sectors, which extends the scope of application of machine learning. HTS could screen huge amounts of combinations to obtain the candidates that satisfy the required properties, through high-throughput experimental together with computational techniques. It can promptly single out the promising candidates among millions of possible samples, which dramatically accelerated the progress for science Wang et al., 2011; W ojcik et al., 2015) . In addition, HTS development is in the mature period, which is normally employed for the screening of the material with the best properties. Due to the parallel and automatic disposition process, HTS has become one valuable selection technology (Sundermann and Gerlach, 2016) .
To integrate the advantages of above two technologies, machine learning method based on HTS was proposed by Li and Liu et al. Flow chart for this novel method is presented in Figure 5 . In their research, heat collection rate (HCR) was served as the target, while the input variables include eight parameters (e.g., tube length, tube number, tube center distance, tank volume, collector area, angle between tubes and ground) that could be obtained easily. Two types of structure with higher performance than previous one were singled out, and their performances were verified through the verification in practice. It indicates the feasibility of the novel integrated method. In summary, in view of the complicated correlations between HCR and extrinsic properties, ANN model based on HTS could be considered as the efficient approach to predict and optimize the performance of solar collector.
Predictive accuracy comparison
There are numerous ANN model like multilayer feed-forward neural network (MLFN), general regression neural network (GRNN), recurrent network, and self-organizing maps (Haykin, 1994) . All of these networks have their own learning algorithm. There are many algorithms such as gradient descent with momentum, Broyden-Fletcher-Goldfarb-Shanno quasi-Newton, Levenberg-Marquardt, and conjugate gradient. For SVM, there are four basic kernel functions as mentioned above including linear function, polynomial function, RBF, and sigmoid function. Besides, different combination of penalty parameter and kernel parameters also generate different results, which has significant influence on the predictive accuracy. Therefore, the training for certain model is particularly necessary.
The training of ANN model and SVM model are in favor of acquirement for the suitable structure of model, which could avoid the risk of over-or under-fitting. Many factors, e.g. historical data for training, input variables, and different models, have significant influences on the algorithmic structure. The aim for training is to determine the ANN structure including input variables, numbers of hidden nodes, hidden layer(s), and weight values. Therefore, the training is the important process to optimize the model structure and make the relative parameters meet the studied case.
Many investigators were dedicated to explore the accurate models that could reach the best predictive values. Fu et al. (2015) predicted the hourly electricity load through different SVM model based on weather conditions and two previous days' hourly electricity loads. Further, the results from the SVM model were compared with the results obtained from the ARIMAX, decision tree, and ANN model, which showed the higher predictive accuracy of SVM. Li et al. (2010) predict the electricity consumption of residential buildings based on the SVM, BPNN, RBFNN, GRNN, respectively, showing that SVM model was more applicable to the problem than other models. Azadeh et al. (2008) performed the prediction of the annual electricity consumption, which presents the applicability of the ANN model with supervised MLP in this field. Through the analysis of variance, it was verified that ANN model outperforms than conventional regression significantly.
Furthermore, Neto and Fiorelli (2008) used climate variables and ANN model to predict the total daily energy consumption of building. They compared the predictive results with the results simulated from Energy-Plus, which indicates that the ANN model is more accurate than Energy-Plus. Based on SVM model, Dong et al. (2005) predicted the monthly Figure 5 . Flow chart for prediction process for solar collector by using ANN model based on HTS (Li et al., 2017) .
energy consumption of one commercial building located in tropical region. In terms of the mean square error (MSE) and coefficient of variance (CV), it verifies that the performances of SVM model are better than other neural network models in prediction. In the Li's study, it was indicated that the performance of SVM model is better than the conventional neural networks in the prediction of the cooling load of the office building (Gao et al., 2012; Li et al., 2009; Zhang et al., 2017a) . It can be obviously seen that ANN model and SVM model have been the most popular method to predict the energy building regarding the heating, cooling, or overall load. From the given above researches, it can be concluded that which model should be recommended with higher predictive accuracy depends on the studied objection and the input parameters collected.
For the single model prediction, there are three advantages: (1) easy to determine model structure, (2) easy to implement, and (3) short computation time. The disadvantage is the limitation of accuracy and reliability. On the contrary, hybrid machine learning method improves the predictive accuracy and stability remarkably, because of the utilization of multiple basic models. The irrelevance of these basic models could reduce the overall prediction error of the hybrid model. Besides, the hybrid predictive method needs more knowledge to determine the model structure and more calculation time. The performances of the hybrid prediction method are depending on each basic model selected. However, there is no reference about the selection for the basic models. That is usually determined through own experience. The detailed comparative information about ANN, SVM, and hybrid model is list in Table 2 .
Discussion
The example about solar collector describes the successful application of building energy system design through machine learning method based on HTS with MLFN to predict the better HCR. Simultaneously, Li and Liu et al. also seek for the better solar collector structure with lower heat loss coefficient HCL (Liu et al., 2018; Zeng and Gao, 2017) . They indicated that GRNN is the acceptable model to predict the HLC value. Therefore, the selection for model is various, which depends on the object studied. Whether the selection of model is suitable should be identified through the training process.
Machine learning method has strong ties to mathematical optimization. Simultaneously, it delivers methods, models, and applications to many fields. The optimization of solar collector based on the machine learning and HTS illustrates that hybrid machine learning method could provide the accurate prediction, and dramatically shorten the test period and saves the manpower. In addition, machine learn method based on HTS can be also utilized in taxonomy of plant (Singh et al., 2016) , drug discovery (Scheeder et al., 2018; Simm et al., 2018) , and new alloys discovery (Gubaev et al., 2019) . Obviously, the search speed increases by orders of magnitude based on this hybrid method, which greatly reduces the waste of resources. Nevertheless, the novel method only indicates the availability in experiment (Li et al., 2018d; Peng et al., 2008; Liu et al., 2017g) . Therefore, the suitability of that in other field remains to be verified so far, furthermore, its feasibility remains to be developed. In order to improve the predictive efficiency, some simplified model and grey model were usually utilized. For example, in the research done by Wang et al., they proposed the simplified building energy model with desirable prediction of dynamic thermal performance of building. That was achieved through simplifying the model of the building envelopes and the building internal mass (Wang and Xu, 2006) . If there were no completed data groups, the energy consumption prediction could be achieved through grey models, while the research about grey models is relatively less. Based on the improved grey system, Guo et al. predict the energy consumption of heat pump water heaters in residential buildings. Through the analyses of the measured and predicted values, they found that the accuracy of the model increases with the increase of the data sample interval. Further, the time of four weeks is the best data sample interval in the prediction. The distinct characteristic of the method is grey model could deal with the sample with unequal gap sequence and provide the accurate prediction (Guo et al., 2011) . Zhou et al. (2008) also predict the hourly building load of the next day through the two weather prediction modules including the air temperature, relative humidity, and solar radiation based on the grey-box model. In addition, extreme learning machine (ELM) belongs to MLFNs, which was usually used for classification, regression or feature learning, etc. Unlike the parameters setting of other machine learn methods, the parameters of hidden nodes in ELM have no necessity of optimizing. ELM can be also employed to predict energy performance of building, which was based on the selected highly correlated parameters and efficient model to achieve (Kumar et al., 2018) .
Perspective
Although there were many promising predictive results for different cases, there are some obstacles that are different to determine, such as the type and number of inputs, the scale of historical data for training or testing, and the number of models in hybrid method. Therefore, a specific guidance should be edited or summarized to assist in solving the problems, even if it is based on the experience. The guidance should have the ability to provide some suggestions to improve the predictive accuracy, such as which building was recommended to be monitored, and in which measurement locations to ensure data representativeness. These suggestions could significantly eliminate duplication of efforts.
In addition, three aspects about the energy consumption prediction should be concerned. Firstly, the occupancy factors (including the occupancy behaviors, and the number of occupants) could obviously affect the energy consumption. While the researches about the effect of occupants factors on the energy consumption prediction results are very few. Secondly, there were fewer references about the prediction with long-term period that has important significance on energy management. Thirdly, the researches about the energy consumption prediction of the sub-components were less. Thus, the exploration of energy consumption prediction mentioned above should be implemented.
Further, the more robust and effective model or method for the energy consumption should be developed. For example, based on ELM, deep learning method or decision tree method, optimize their structure to suit the prediction of building energy consumption. The influence of input variables on the prediction should be evaluated, which could balance the computation difficulty and the accuracy of results in practice. Furthermore, with the development of smart meters and automatic acquisition system, more representative monitoring data with large sizes will become available, which has the benefit to the build model. Moreover, the development of the smart energy management and building energy efficiency retrofitting will be more advanced and have more clear direction (Mathew et al., 2015; Zhou and Yang, 2016) . It is also expected that machine learning could be applied to more other energy conversion processes (Langley, 2011) and some challenging topics in optimization and analysis related topics (Chen et al., 2016; Dai et al., 2014 Dai et al., , 2015 Hu et al., 2012 Hu et al., , 2016 Hu et al., , 2017 Liu et al., 2016a Liu et al., , 2017a Liu et al., , 2017b Peng et al., 2016a Peng et al., , 2016b Peng et al., , 2016c Peng and Zhang, 2017; Shen et al., 2017; Wang et al., 2019; Yuan et al., 2011; Zhang et al., 2017b Zhang et al., , 2017c Zhang et al., , 2018b Zhou et al., 2014) .
Conclusion
An overview of machine learning method adopted in the field of building energy consumption prediction was presented in this review. Some most typical literatures reported in recent years were introduced, summarized, and commented. The accuracy analyses were conducted based on different type of building, different type of temporal granularity, as well as input/ output variables and historical data collected. Further, the strengths and weaknesses of several models structure were compared, especially for ANN and SVM. Several main conclusions can be summarized as follows:
1. Compared to other statistical or physical methods, machine learning could acquire the prediction results with higher reliability, which can significantly save manpower and reduce time-consumption. However, the predictive structure with best performance is difficult to be determined for different cases. 2. For residential buildings, there is no regular schedule of activities for different residents or different periods. Therefore, it is difficult to predict for them, which is related to a lot of individual factors. Moreover, the long-term predictive results are vulnerable, which is easily affected by the uncertainties, thus, which is more difficult to predict than that on short-term. 3. Through the comparison between single (ANN and SVM) and hybrid machine learning methods, it can be seen that different models have different features that are applicable to different situations. They all have their respective strengths and weaknesses. Therefore, for different cases, suitable models needed to be selected on the basis of their individual characteristics and training processes.
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