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Abstract
It is shown that a finite-dimensional basic algebra over an algebraically closed field is
representation-finite special biserial if and only if every module over it has a right Gröbner basis
theory.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Right Gröbner basis theory was introduced by Green (cf. [G]) and applied to give a gen-
eralization of Cohen’s theorem (cf. [C]) that free associative algebras are free ideal rings
and to provide an algorithm to construct minimal projective resolutions of modules. Just
as what mentioned by Green, for an algebra having a Gröbner basis theory, most modules
do NOT have a right Gröbner basis theory, and few modules (indeed only submodules
of projective modules) are known to have a right Gröbner basis theory. The following
question arises naturally: for what algebras all right modules have right Gröbner basis
theory? A very interesting answer is given by the following theorem which is the main
result of this paper.
Theorem. A finite-dimensional basic algebra A over a fixed algebraically closed field K is
representation-finite special biserial if and only if every finite-dimensional right A-module
has a right Gröbner basis theory.
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Y. Han, D. Han / Journal of Algebra 262 (2003) 380–390 381It is well known that an algebra A is representation-finite special biserial if and only
if it is representation-finite biserial, if and only if it is representation-finite and β(A) 2,
where β(A) is the maximal number of non-projective indecomposable direct summands
in the middle term of an Auslander–Reiten sequence of A-modules (cf. [SW]). Thus, on
one hand, our main result characterize the finite-dimensional basic algebras over which
every finite-dimensional right module has a right Gröbner basis theory, on the other hand,
it gives another characterization of representation-finite special biserial algebras from a
completely new viewpoint. Moreover, since string modules can be defined for any algebra,
we find more modules having right Gröbner basis theory (cf. Lemma 2).
2. Right Gröbner bases
Throughout we fix an algebraically closed field K . Let Q= (Q0,Q1) be a quiver, that
is a finite oriented graph with vertex set Q0 and arrow set Q1. For an arrow a in Q, let s(a)
be its starting point and e(a) its ending point. The path algebraKQ is theK-algebra which
has as basis the paths in Q, i.e., formal compositions of arrows. It is well known that each
algebra having a Gröbner basis theory, which will be recalled below, is a factor of a path
algebra KQ by a 2-nomial ideal I , i.e., I can be generated by finitely many elements
of the form p1 − p2 and p3 where p1,p2,p3 are paths in Q (cf. [G, Theorem 3.8]).
Furthermore, each finite-dimensional algebra having a Gröbner basis theory is isomorphic
to a finite-dimensional basic algebra KQ/I having a Gröbner basis theory where Q is
a finite quiver and I is an admissible ideal of KQ, i.e., KnQ ⊆ I ⊆ K2Q, where KnQ
denotes the ideal of KQ generated by all paths of length n. Since we are only interested in
the finite-dimensional K-algebras having a Gröbner basis theory, from now on by algebra
we always mean finite-dimensional basic algebra KQ/I where Q is a finite quiver and I
is an admissible ideal of KQ.
An algebra A=KQ/I is called special biserial provided the following conditions are
satisfied:
(SP1) the numbers of arrows starting, respectively ending, in any fixed vertex of Q are
bounded by 2;
(SP2) for any arrow a2 of Q there is at most one arrow a1 and at most one arrow a3 such
that a1a2 and a2a3 are not in I (cf. [SW]).
Throughout we write the composition of two arrows or two morphisms from the left to
the right.
Let A be an algebra. We say that B is a multiplicative basis of A if B is a K-basis for
A and for all b1, b2 ∈ B, b1b2 ∈ B ∪ {0}. It is well known that path algebras of quivers and
representation-finite algebras (in particular, representation-finite special biserial algebras)
have multiplicative basis (cf. [BGRS]). We say that > is an admissible order on B if the
following properties hold:
(A0) > is well-order on B (i.e. every non-empty subset has a minimal element);
(A1) for all b1, b2, b3 ∈ B, if b1 > b2 then b1b3 > b2b3 if both b1b3 and b2b3 are non-zero;
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(A3) for all b1, b2, b3, b4 ∈ B, if b1 = b2b3b4 then b1  b3.
We say that A has an ordered multiplicative basis (B,>) or has a Gröbner basis theory
with respect to > if B is a multiplicative basis for A and > is an admissible order on B
(cf. [G]).
Lemma 1. Any representation-finite special biserial algebraA has a Gröbner basis theory.
Proof. By Roiter’s normalization theorem, A has a normed presentation. Thus A∼= kQ/I
and kQ/I has a multiplicative basis B := P\{0} where we denotes P the set of all paths
in Q and P its image in KQ/I (cf. [BGRS]). Now it is enough to prove that it can be
ordered.
(A0) We define a well-order > on B. First we give an arbitrary well-order to the set of
all idempotent elements. Second we give a well-order to the set of all arrows: we say that a
pair of arrows {a1, a′1} is a couple if two paths p = a1 . . . ar /∈ I and p′ = a′1 . . . a′s /∈ I
with r, s  2 such that p − p′ ∈ I . It is clear by (SP1) that two different couples do
not intersect, i.e. if {a1, a′1} and {b1, b′1} are two couples and {a1, a′1} = {b1, b′1} then{a1, a′1} ∩ {b1, b′1} = ∅. We say an arrow is a single if it does not belong to any couple. By
Well Ordering Principle, we may give any well-order to the set consisting of all singles and
all couples and give any well-order to each couple, thus we obtain a well-order on the set
of all arrows. Finally, we define a well-order > on B as follows: Let p¯, p¯′ ∈ B, certainly
p¯ = p¯′ if p − p′ ∈ I , and we define p¯ > p¯′ provided p − p′ /∈ I , p¯ ∈ radi A\ radi+1 A,
p¯′ ∈ radj A\ radj+1 A, and i > j , or i = j = 0 and p > p′ as defined above, or i = j  1,
p = a1 . . . ar , p′ = a′1 . . . a′s , and a1 > a′1 as defined above.
(A1) and (A2). These are trivial, indeed, it follows from (SP2) that, for any p¯1, p¯2, p¯3 ∈
B, at least one of p¯1p¯3 and p¯2p¯3 is zero, and at least one of p¯3p¯1 and p¯3p¯2 is zero.
(A3) It is clear from the definition of the order above. ✷
Let A be a K-algebra with ordered multiplicative basis (B,>) and let M be an
A-module. Throughout all modules considered are finite-dimensional right modules. Let
M be a K-basis of M . We say thatM is a coherent basis if for all m ∈M and all b ∈ B,
mb ∈M∪ {0}. We say that  is a right admissible order onM if the following properties
hold:
(M0)  is a well-order onM;
(M1) for all m1,m2 ∈M and all b ∈ B, if m1 m2 then m1bm2b if both m1b and m2b
are non-zero;
(M2) for all m ∈M and all b1, b2 ∈ B, if b1  b2 then mb1 mb2 if both mb1 and mb2
are non-zero.
If M is a right A-module, we say that (M,) is an ordered basis of M ifM is a coher-
ent basis of M and  is a right admissible order onM. We say that M has a right Gröbner
basis theory with respect to (M,) if (M,) is an ordered basis of M .
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Let A = KQ/I be an algebra. The canonical construction of A-modules from finite-
dimensional representations of quiver with relations (Q, I) allows us to deal with
representations instead of modules, thus from now on we do not distinguish both modules
and representations (cf. [ARS]). We denote by modA the category of A-modules. An
object M in modA is given by finite K-spaces M(v), one for each vertex v in Q0, together
with linear maps M(a) :M(v1) → M(v2) for each arrow a :v1 → v2 in Q1 satisfying∑r
i=1 kiM(a
(i)
1 ) · · ·M(a(i)ji ) = 0 for each element (or relation)
∑r
i=1 kia
(i)
1 · · ·a(i)ji ∈ I .
A map φ :M1 →M2 in modA is a family of linear maps φ(v) :M1(v)→M2(v) satisfying
φ(v1)M2(a)=M1(a)φ(v2) for each arrow a :v1 → v2 in Q1.
Given an arrow a of Q, denote by a−1 a formal inverse for a, with s(a−1) := e(a)
and e(a−1) := s(a), and write (a−1)−1 = a. We say that c1c2 . . . ck is a walk of length
k  1 if ci is of the form a or a−1 and e(ci) = s(ci+1) for 1  i < k. We define
(c1 . . . ck)−1 = ck−1 . . . c1−1 and s(c1 . . . ck)= s(c1), e(c1 . . . ck)= e(ck). A walk c1 . . . ck
of length k  1 is called a string provided:
(S1) ci+1 = ci−1 for all 1 i < k;
(S2) if p1, . . . , pt are pairwise different paths in Q with
∑t
i=1 kipi ∈ I for some ki ∈K∗,
then there is no subwalk cj . . . cj+l nor its inverse equal to pi for any i .
For any string S = c1 . . . ck , we define an indecomposable A-module M(S) as follows:
Let u(i) = s(ci), 1  i < k, and u(k + 1) = e(S). Given a vertex v of Q, let Iv = {i |
u(i) = v} ⊆ {1,2, . . . , k + 1}. Then M(S)(v) will be a vector space of dimension the
cardinality of Iv , say with basis vectors mi , i ∈ Iv . If ci = a, an arrow, define mia =mi+1,
if ci = a−1, with a an arrow, define mi+1a = mi for 1  i  k. If a is an arrow, mj is
one of the base vectors of M(S)(s(a)), and mja is not yet defined, let mja = 0. M(S) is
called a string module. Moreover, we also call all simple modules string modules. It is
well known that any indecomposable module over a representation-finite special biserial
algebra, except for projective–injective non-uniserial modules, is a string module (cf. [AR,
BR,K,SW,WW]).
Lemma 2. Every string module has a right Gröbner basis theory.
Proof. For simple modules it is clear. Given any string S = c1 . . . ck . We draw S in
the coordinate system xOy: take s(c1) as origin O = (0,0), draw arrow c1 such that
e(c1) = (1,−1) if c1 is an arrow in Q, and draw arrow c−11 such that e(c1) = (1,1) if
c1 is an inverse of an arrow in Q; next we can draw the whole string S by induction,
assume that we have drawn cj with e(cj ) = (m,n) = s(cj+1), then we draw arrow cj+1
such that e(cj+1)= (m+1, n−1) if cj+1 is an arrow in Q, and draw arrow c−1j+1 such that
e(cj+1)= (m+ 1, n+ 1) if cj+1 is an inverse of an arrow in Q.
The string S define a string module M(S). We can let O represent a fixed K-basis
of the one-dimensional vector space put on O . Obviously, there is just one way such
that the vertices of the string S in the coordinate system xOy represent a coherent basis
of M(S). Let M(S) := {(x, y) | (x, y) is a base element of M(S)}, ymax(S) := max{y |
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ymin(S)  h  ymax(S) intersects the string S with at least one point. Assume that the
intersecting points are mh1,mh2, . . . ,mhrh , in turn. If rh > 1 then we define dotted arrows
between mhi and mh,i+1 for all 1 i < rh as follows:
For string S in the coordinate system xOy , we call its sources peaks, and its sinks
bottoms. Thus from each peak (respectively bottom) there are two adjacent bottoms
(respectively peaks) unless the peak (respectively bottom) is a terminal of the string. Every
peak and its adjacent bottoms construct a mountain which is a substring of S. The part
from the peak to the adjacent right (respectively left) bottom is called the light (respectively
dark) side of the mountain. More general we call each path on the light (respectively dark)
side of any mountain light (respectively dark). Similarly, every bottom and its adjacent
peaks construct a valley which is also a substring of S.
(1) mhi and mh,i+1 are on the same mountain (of course, mhi is dark and mh,i+1 is
light): we draw a dotted arrow from mhi to mh,i+1 (respectively from mh,i+1 to mhi ) if the
dark arrow starting from the peak of the mountain is smaller (respectively larger) than the
light one; in this case we call the mountain is from the left to the right (respectively from
the right to the left).
(2) mhi and mh,i+1 are in the same valley (of course, mhi is light, mh,i+1 is dark, and
they are on the different mountains):
(2.1) two mountains beside of the valley have different height (i.e., the second
component of the peaks (as coordinates) of two mountains beside of the valley are
different): we draw a dotted arrow between mhi and mh,i+1 with the same orientation
as the lower mountain.
(2.2) two mountains beside of the valley have same height: we draw a dotted arrow from
mh,i+1 to mhi only in case two mountains all are from the right to the left, and from mhi
to mh,i+1 otherwise.
(3) mhi and mh,i+1 are on both different mountains and different valleys. There are only
two kinds of possibilities, since the string S is connected and the straight line y = h does
not intersect the string S between mhi and mh,i+1:
(3.1) mhi is dark and mh,i+1 is light.
Since mhi and mh,i+1 are on different mountains, there is always a straight line y = h′
with h′ > h such that it intersects the string S at the points mh′1, . . . ,mh′rh′ , mhi and mh′j
are on the dark side of the same mountain, mh,i+1 and mh′l are on the light side of the
same mountain, l  j + 2, and each straight line y = h′′ with h < h′′ < h′ (if it exists)
intersects the substring T of S, whose starting point is mhi and ending point is mh,i+1,
with at most two points. Therefore, we draw the dotted arrow from mh,i+1 to mhi only in
case all the dotted arrows between mh′j and mh′l are from right to left, and from mhi to
mh,i+1 otherwise.
(3.2) mhi is light and mh,i+1 is dark.
Similar to the case (3.1), since mhi and mh,i+1 are on different valleys, there is
always a straight line y = h′ with h′ < h such that it intersects the string w at the points
mh′1, . . . ,mh′rh′ , mhi and mh′j are on the light side of the same mountain, mh,i+1 and mh′l
are on the dark side of the same mountain, l  j + 2, and each straight line y = h′′ with
h > h′′ > h′ (if it exists) intersects the substring T of S, whose starting point is mhi and
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mh,i+1 to mhi only in case all the dotted arrows between mh′j and mh′l are from right to
left, and from mhi to mh,i+1 otherwise.
Thus, according to principles (1)–(3), we may determine the orientation of the dotted
arrow between mhi and mh,i+1 for any h and i by induction on the distance between mhi
and mh,i+1.
For each straight line y = h with ymin(S) h ymax(S), which intersects the string S at
points mh1,mh2, . . . ,mhrh , we consider the line dotted quiverQh consisting of the vertices
mh1,mh2, . . . ,mhrh and the dotted arrows between them defined as above. We draw Qh in
the coordinate system x ′O ′y ′: we take the left terminal of Qh as the origin O ′, and draw
an arrow along the positive orientation of y ′-axis if the arrow is from the right to the left in
the coordinate system xOy , and along the positive orientation of x ′-axis otherwise. Now,
in the vertex set (Qh)0 of Qh we can define a well-order  by(
x ′1, y ′1
) (x ′2, y ′2) if x ′1 > x ′2, or x ′1 = x ′2 and y ′1 > y ′2.
Now we can define a well-order on the basisM(S) of M(S): For (x1, y1) and (x2, y2)
in M(S), we define (x1, y1)  (x2, y2) if y1 < y2; or y1 = y2 and (x ′1, y ′1)  (x ′2, y ′2)
in Qy1 , where two points (x1, y1) and (x2, y2) in the coordinate system xOy correspond
to two points (x ′1, y ′1) and (x ′2, y ′2) in the coordinate system x ′O ′y ′, respectively.
Now we prove that (M(S),) is an ordered basis of M(S).
(M2) For any m ∈M(S) and any p¯, q¯ ∈ B, if p¯ > q¯ and both mp¯ and mq¯ are non-zero,
then m has to be a peak of M(S). If p¯ ∈ radi A/ radi+1 A, q¯ ∈ radj A/ radj+1 A, and i > j ,
then in the coordinate system xOy the second component of mp¯ is smaller than that of mq¯ ,
by definition of order , mp¯ mq¯ . If i = j , p¯ = a¯1 . . . a¯i , q¯ = b¯1 . . . b¯i then, by definition
of order >, a¯1 > b¯1. Furthermore, by definition of order , mp¯ mq¯ .
(M1) Clearly, it is enough to show that for any m1,m2 ∈M(S) and any p¯ ∈ B with p
an arrow, if m1 m2 and both m1p¯ and m2p¯ are non-zero then m1p¯ m2p¯. Indeed, if in
the coordinate system xOy , the second component of m1 is smaller than that of m2, then
it is clear that the second component of m1p¯ is smaller than that of m2p¯. Therefore, by
definition of order , m1p¯ m2p¯.
Now we assume that the second component of m1 is the same as that of m2, i.e. they all
lie on the straight line y = h, thus m1p¯ and m2p¯ all lie on the straight line y = h+ 1.
If the first component of m1 is smaller than that of m2 then, by the definition of order ,
all dotted arrow between m1 and m2 are from right to the left. By the definition of order 
again, it is enough to show that all dotted arrows between m1p¯ and m2p¯ are from right to
the left as well. Otherwise there is a dotted arrow from mh+1,i to mh+1,i+1, where mh+1,i
and mh+1,i+1 are the adjacent intersection points of the straight line y = h+1 with string S
lying between m1p¯ and m2p¯ or just themselves. Consider the arrows starting or ending at
mh+1,i and mh+1,i+1, there are the eight possibilities presented in Fig. 1
According to the definition of the dotted arrows, it is easy to check that these cases
cannot happen.
If the first component of m1 is bigger than that of m2, and not all dotted arrow between
m1p¯ and m2p¯ are from right to the left, then by the definition of order , m1p¯  m2p¯.
Suppose that all dotted arrow between m1p¯ and m2p¯ are from right to the left. Since there
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is a dotted arrow from mhi to mh,i+1, where mhi and mh,i+1 are the adjacent intersection
points of the straight line y = h with string S lying between m1 and m2 or just themselves.
Consider the arrows starting or ending at mhi and mh,i+1, there are the eight possibilities
presented in Fig. 2.
According to the definition of the dotted arrows, it is easy to check that these cases
cannot happen. ✷
Lemma 3. Let A be an algebra having an ordered multiplicative basis. If two A-modules
M1 and M2 have right Gröbner basis theory then their direct sum M =M1 ⊕M2 have it
too.
Proof. Assume that Mi has an ordered basis mi1 mi2  · · · mini , i ∈ {1,2}. Thus M
has an ordered basis (m11,0)  (m12,0)  · · ·  (m1n1,0)  (0,m21)  (0,m22)  · · · 
(0,m2n2). ✷
Remark. Up to now, for an algebra having a Gröbner basis theory, only the submodules of
projective modules are known to have right Gröbner basis theory. Note that string module
is defined for any algebra, according to Lemmas 2 and 3, we find more modules having
right Gröbner basis theory.
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4. Proof of the Theorem
Lemma 4. Let A=KQ/I be an algebra having a Gröbner basis theory. If everyA-module
has a right Gröbner basis theory then A is representation-finite special biserial.
Proof. Firstly, for any dimension vector d ∈ NQ00 \{0}, any A-module M with dimension
vector d , and any arrow a ∈Q1, under a coherent basis of M , the matrix M(a) is a {0,1}-
matrix, even there is at most one entry “1” in each row of the matrix and “0” for the others.
Thus M(a) has at most d(s(a))(d(e(a))+ 1) possibilities. Therefore, up to isomorphism,
M has at most
∏
a∈Q1 d(s(a))(d(e(a))+ 1) possibilities. It follows from Brauer–Thrall II(cf. [B,BT,NR]) that A is representation-finite.
Secondly, suppose that A is not special biserial. There are the following four
possibilities.
(1) There are vertices v1, v2, v3, v4 and arrows a1 :v1 → v4, a2 :v2 → v4, a3 :v3 → v4
in Q. Of course, it is possible that vi = vj but i = j in this and the next case. Obviously
A has a radical square zero factor algebra A′ = KQ′/K2Q′ where quiver Q′ is defined
by Q′0 = {v1, v2, v3, v4} and Q′1 = {a1, a2, a3}. If the cardinality |Q′0| of the set Q′0 is
smaller than 4, then we construct the universal Galois covering of the quiver with relations
(Q′,K2Q′) (cf. [BG,MP]). The covering algebra (of course, infinite-dimensional) has
a factor algebra KD4 where Dynkin quiver D4 has source-sink orientation and only one
sink. We denote byM the push–down of the indecomposableKD4-module with dimension
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is equal to 4, then we denote by M the indecomposable KD4-module with dimension
vector (1,1,1,2) directly. If M has a coherent basis then it has to be decomposable, since
dimK(topM)= 3 and dimK(socM)= 2. This contradicts to the indecomposability of M .
(2) There are vertices v1, v2, v3, v4 and arrows a1 :v4 → v1, a2 :v4 → v2, a3 :v4 → v3
in Q. Dual to the case above.
(3) There are vertices v1, v2, v3, v4 and arrows a1 :v1 → v4, a2 :v4 → v2, a3 :v4 → v3
in Q such that a1a2 /∈ I and a1a3 /∈ I . Of course, it is possible that vi = vj or ai = aj but
i = j in this and the next case. We denote by P the indecomposable projective module
corresponding to the vertex v1. Let P be the factor module of P modulo the submodule
of P generated by {p¯ ∈ P ∩ B | there is no q¯ ∈ B such that p¯q¯ = a¯1a¯2 or a¯1a¯3}. Denote
by N1, N2, N3, and N4 the complement spaces of Kv¯1, Ka¯1a¯2, Ka¯1a¯3, and Ka¯1 in the
K-vector spaces P (v1), P (v2), P (v3), and P (v4), respectively. It follows from Pierce
decomposition that
P (a1)=
[
φ11 φ12
φ13 1
]
: N1 ⊕Kv¯1 →N4 ⊕Ka¯1,
P (a2)=
[
φ21 φ22
φ23 1
]
: N4 ⊕Ka¯1 →N2 ⊕Ka¯1a¯2,
P (a3)=
[
φ31 φ32
φ33 1
]
: N4 ⊕Ka¯1 →N3 ⊕Ka¯1a¯3
(cf. [P]). We define the moduleM by M(v)= P (v) if v = v4 and M(v4)=N4⊕Ka¯1⊕Kξ
otherwise, and
M(a1)=
[
φ11 φ12 0
φ13 1 0
]
: N1 ⊕Kv¯1 →N4 ⊕Ka¯1 ⊕Kξ,
M(a2)=
[
φ21 φ22
φ23 1
0 0
]
: N4 ⊕Ka¯1 ⊕Kξ →N2 ⊕Ka¯1a¯2,
M(a3)=
[
φ31 φ32
φ33 1
0 1
]
: N4 ⊕Ka¯1 ⊕Kξ →N3 ⊕Ka¯1a¯3,
and M(a) = P (a) otherwise. It is not difficult to prove that M satisfies all relations in
I and thus it is an A-module. Next we prove that it is indecomposable. Let M1 be an
indecomposable direct summand of M and v¯1 ∈ M1. Thus a¯1a¯2 ∈ M1 and a¯1a¯3 ∈ M1.
Therefore a¯1 ∈M1 and ξ ∈M1. Since v¯1 ∈M1, other basis elements of M (if exist) also
belongs to M1. Hence M =M1 is indecomposable.
Assume that M has an ordered basis M. There exists m1 = k1v¯1 +∑ti=2 ki v¯1p¯i v¯1 ∈
M(v1) ∩M with ki ∈ K,k1 = 0 and pi of length at least 1. It is clear that m1A = P
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point v1 and ending point v4, i.e., a1. Thus there exists just one m2 = l1ξ + l2a¯1 +∑r
j=3 lj v¯1q¯j v¯4 ∈M\m1B with lj ∈ K, l1 = 0, and q¯j of length at least 2. If l2 = 0 then
m2a¯2 = l2a¯1a¯2 +∑rj=3 lj v¯1q¯j a¯2v¯2 ∈m1B. Consider the minimal basis element appearing
in m2a¯2 viewed as linear combination of the elements of B, we have m2a¯2 = m1q¯j a¯2
for some j or m1a¯1a¯2. Furthermore, by (M1), m2 = m1q¯j or m1a¯1. This contradicts
m2 /∈m1B. If l2 = 0 then m2a¯3 = l1a¯1a¯3+∑rj=3 lj v¯1q¯j a¯3v¯3 ∈m1B. Consider the minimal
basis element appearing in m2a¯2 viewed as linear combination of the elements of B, we
have m2a¯3 =m1q¯j a¯3 for some j or m1a¯1a¯3. Furthermore, by (M1), m2 =m1q¯j or m1a¯1.
This contradicts m2 /∈m1B.
(4) There are vertices v1, v2, v3, v4 and arrows a1 :v1 → v4, a2 :v2 → v4, a3 :v4 → v3
in Q such that a1a3 /∈ I and a2a3 /∈ I . Dual to the case above. ✷
Remark. Note that the proof of Brauer–Thrall II is rather complicated. Thus it will be
better to prove Lemma 4 without applying Brauer–Thrall II: by the second part of the
proof of Lemma 4, A is special biserial. Thus all A-modules except for projective–injective
non-uniserial modules are either string modules or band modules (cf. [AR,BR,WW]). It
follows from the first part of the proof of Lemma 4 that there is no band modules in modA,
which implies that A is a representation-finite special biserial algebra. The author thanks
D. Vossieck for pointing out this.
Proof of the Theorem. Representation-finite special biserial algebras have only string
modules or projective–injective non-uniserial modules as their indecomposable modules
(cf. [AR,BR,SW]). It follows from Lemmas 1–3, and [G, Theorem 4.7] that every module
over a representation-finite special biserial algebra has a right Gröbner basis theory; this is
the proof of necessity. The sufficiency follows from Lemma 4. ✷
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