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We revisit the condensation scenario of charged pions in external magnetic field and rotation,
which was first considered by Y. Liu and I. Zahed. Based on the Ginzburg-Landau analysis of the
Nambu–Jona-Lasinio model, we find that the charged-pion condensation takes place only when both
a strong coupling constant and negatively large baryon chemical potential are applied. Besides, our
numerical calculation shows that the chiral restoration induced by the interplay between magnetic
field and rotation (i.e., the rotational magnetic inhibition) interrupts the formation of the charged-
pion condensate. This suggests that the analysis of such condensation requires a careful treatment of
the inner structure of pions, which was not taken into account before. We also discuss the underlying
physical mechanism of our finding and the indication of charged-rho condensation.
I. INTRODUCTION
In the last few decades, quark matter under a mag-
netic background has attracted many attentions in a
wide range of physical systems from the early universe
to the neutron stars and heavy ion collision experiments.
One of the active research topics is the anomalous chiral
transport phenomena caused by the quantum anomaly
in a magnetic field, for example, the chiral magnetic ef-
fect (CME) [1, 2] and its cousins. Their experimental
searches are the frontiers of the recent heavy-ion collision
physics [3–5]. The magnetic response of quark matter
also strongly affects the phase structure of quantum chro-
modynamics (QCD). A lot of interesting phenomena have
been discussed in this context, e.g., the magnetic cataly-
sis of chiral condensate [6–8], inverse magnetic catalysis
at finite temperature [9, 10] and density [11], and oth-
ers [12–22].
Additionally, various properties of rotating relativis-
tic matter has been actively discussed, motivated by ex-
tremely strong fluid vorticity found in heavy-ion colli-
sions [23–25] via the spin polarization of spinful parti-
cles [26, 27]. Such a vorticity can generate the parity vi-
olating current called the chiral vortical effect (CVE) [28–
31], which is analogous to the CME. It is also re-
vealed that rotation affects even the phase structure of
QCD [32–42]. In a uniformly rotating system at finite
temperature and/or density, angular velocity plays a role
as an effective chemical potential, and thus suppresses the
spin-0 pairing of quarks [33]. On the other hand, it is con-
firmed that such a rotational effect on thermodynamics is
invisible at zero temperature and density [34, 35, 37]. In
Refs. [40, 43], the authors showed that under a nonuni-
form rotation the ground state exhibits a vortex structure
under sufficiently rapid rotation.
On top of these, a remarkable property of rotating mat-
ter is that combined with magnetic field, rotation cre-
ates more fruitful QCD phase structure. In Ref. [32],
Fukushima and the present authors found, from the
Nambu–Jona-Lasinio (NJL) model analysis, that the chi-
ral condensate decreases as magnetic field increasing, and
eventually the chiral symmetry is restored. This novel
phenomenon was named the “rotational magnetic inhi-
bition”, as an analogy to the magnetic inhibition phe-
nomenon in the finite density system. Furthermore, it
is argued in Refs. [39, 44] that the interplay between
magnetic field and rotation can induce a charged-pion
condensation. The essential idea is that such a com-
bined effect leads to an energy splitting between pi+ and
pi−, if pions are taken into account as point-like parti-
cles (see Section II). Namely, an effectively isospin chem-
ical potential is induced. As a result, a charged-pion
Bose-Einstein condensation (BEC) takes place, similarly
to that induced in an isospin imbalanced system [45–48].
In the above argument of the charged-pion condensate,
however, it is unclear whether the point-particle picture
is safely admitted. Indeed, it would be expected that the
inner structure is important, in the following two senses.
First, due to the rotational magnetic inhibition, magnetic
field and rotation would suppress not only the chiral con-
densate but also the charged-pion condensate. Second,
since both magnetic field and rotation tend to align the
angular momenta of the paired quark and antiquark, the
magnetized and rotating quark system energetically dis-
favors the condensation of charged-pion, which is a spin-0
composite state.
The main purpose of this paper is to quantify how the
quark dynamics affects the charged-pion condensation in-
duced in magnetic field and rotation. For this reason, we
perform the Ginzburg-Landau analysis of the pi± fields in
the two-flavor NJL model. We find that within this anal-
ysis, the charged-pion BEC is not observed for a small
coupling strength. However, if a negatively high baryon
chemical potential is present, the charged-pion conden-
sation can take place for a strong coupling constant. We
also discuss the underlying physical meaning of these re-
sults.
II. GENERAL ARGUMENTS
First let us review the condensation mechanism of the
point-like particle pi± [39, 44]. We consider the magne-
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2tized and rotating cylindrical system with a magnetic
field ~B = Bzˆ , angular velocity ~Ω = Ωzˆ, and the trans-
verse system radius R. In this paper, we always assume
e > 0 and B > 0 and Ω > 0. The dispersion relations of
the pions are given by
Epi± =
√
eB(2n+ 1) + p2z +m
2
pi ∓ Ωl, (1)
where n (l) is the quantum number of the Landau lev-
els (angular momentum). The above dispersion implies
that pi± is affected by an effective chemical potential±Ωl.
Therefore the lowest Landau level (LLL) pi+ forms a Bose
condensate when µN = NΩ (with N being the magnetic
flux, and thus the maximum value of l) exceeds m0 =√
m2pi + eB. Besides, as Ω increased, a higher Landau
level pi+ may Bose-condense; see Refs. [39, 44] for more
details. We note that the condition Ω 6 1/R  √eB
is implicitly assumed: the first inequality is due to the
causality, and the second one is to make the Landau
quantization sensible [32].
This picture cannot be applicable, however, when pi-
ons are regarded as composite spin-0 particles of quarks
and antiquarks (especially, in a large magnetic field eB >
ΛQCD). Let us consider pi
+, which comprise a u quark
and a d¯ antiquark with their angular momenta (both the
spin and the orbital one) antiparallel to each other. Since
the magnetic field and rotation would tend to align the
angular momenta of u and d¯, the pi+ condensate is sup-
pressed. In addition, if a magnetic field is strong enough,
the chiral restoration also takes place via the rotational
magnetic inhibition [32] with an effective baryon chem-
ical potential ∼ ΩN 1. It is hence necessary to discuss
the charged-pion condensation in the language of quarks.
In the rest of this article, we will use an NJL model to
study the above two competing effects. The NJL model
lacks the confinement and has no scale like ΛQCD to sep-
arate the hadronic degrees of freedom from the quarks.
The results from the NJL model may differ from that of
QCD, but usually provide useful insights to QCD physics,
especially those related to symmetry breaking. The pi+
condensate in NJL model is considered as 〈d¯iγ5u〉, which
can smoothly change from the condensates of loosely cor-
related pairs to tightly bound bosons upon tuning the
coupling constant or densities, a.k.a., BCS (Bardeen-
Cooper-Schrieffer)-BEC crossover. For a wide range of
the coupling constant, we do not observe qualitatively
different results, so in the following we present our re-
sults for one fixed coupling constant.
We note that the charged-pion condensation also trig-
gers an electric superconductivity, which always ob-
structs the penetration of the magnetic field (the Meiss-
1 The appearance of the baryon density contains a contribution
from chiral anomaly such that nB ∼ ΩB/(4pi2) [34, 49], which
persists even in low-energy effective theory due to anomaly
matching. Thus, even if we disregard the inner quark structure
of pions, a finite baryon density still exists.
ner effect 2). As a result, there are two possibilities; the
magnetic field is repelled from the charged-pion conden-
sate, and thus it cannot induce pion condensation at all;
or the magnetic field penetrates into the condensate from,
e.g. the magnetic vortices if it is a type-II superconduc-
tor, to turn the system very inhomogeneous. These issues
will not be discussed in the following.
III. DIRAC EQUATION
We start from the Dirac equation in rotating frame
with a magnetic field ~B. The frame is rotating with a
constant angular velocity ~Ω = Ωzˆ (Ω > 0), which can be
described by the metric tensor
gµν =
1− r
2Ω2 Ωy −Ωx 0
Ωy −1 0 0
−Ωx 0 −1 0
0 0 0 −1
 (2)
with r2 = x2 + y2. The Dirac equation in such a frame
is [
iγµ(∂µ + iqAµ + Γµ)−m+ µγ0
]
ψ(x) = 0 , (3)
where Aµ is the background gauge field in the rotating
frame, q the charge of the Dirac fermion, µ the fermion
chemical potential. The spin connection Γµ is defined by
Γµ = − i
4
ωµabσ
ab ,
ωµab = gαβe
α
a (∂µe
β
b + Γ
β
νµe
ν
b ) ,
σab =
i
2
[γa, γb] .
(4)
The Greek and the Latin indices stand for the curved
and local Lorentz coordinates, respectively. The vierbein
field eµa is chosen to be
et0 = e
x
1 = e
y
2 = e
z
3 = 1, e
x
0 = yΩ, e
y
0 = −xΩ, (5)
and other components are zero.
We now consider the situation that a constant mag-
netic field is set to be along the rotating axis. In
the non-rotating Minkowski spacetime with the coor-
dinate (t′, x′, y′, z′), the magnetic field is along the z′-
axis, i.e., ~B = Bzˆ′. We adopt the symmetric gauge
A′a = (0, By
′/2,−Bx′/2, 0), then get the gauge potential
in the rotating frame by a coordinate transformation:
2 For a rotating superconductor, the superfluid velocity is entan-
gled with the magnetic field, which makes the discussion of the
Meissner effect more involved. But the main implication to the
charged-pion condensation is unchanged.
3Aµ(x) = (− 12BΩr2, 12By,− 12Bx, 0). Thus, the Dirac
equation is written as
i∂tψ = (HˆD − ΩJˆz − µ)ψ ,
HˆD = −iγ0γ1
(
∂x + iqB
y
2
)
− iγ0γ2
(
∂y − iqBx
2
)
− iγ0γ3∂z +mγ0 ,
Jˆz = iy∂x − ix∂y + σz
2
= −i∂θ + σz
2
.
(6)
A uniformly rotating system must be finite. We con-
sider a cylindrical system with a radius R satisfying the
causality constraint ΩR < 1, and suppose that an appro-
priate boundary condition is imposed. For qB > 0, the
solutions can be written as
ψ(a)s =
1√
piR2N2l,k
1√
2ε
e−i(aε−Ωj−µ)tΨ(a)s (7)
with ε =
√
2qBλl,k + p2z +m
2 and λl,k being the k-th
eigenvalue of the radial Hamiltonian for angular momen-
tum quantum number l. Also a = ± stands for positive
or negative frequency solution, s = ± represents the spin
state, and j = l+1/2. Note that λl,k and Nl,k depend on
what types of boundary condition is imposed [22]. The
eigenfunctions of HˆD with the eigenvalue aε reads
3
Ψ
(+)
+ =
eipzz√
ε+m

(ε+m)φl,k
0
pzφl,k
i
√
2qBλl,kϕl,k
 , (8)
Ψ
(+)
− =
eipzz√
ε+m

0
(ε+m)ϕl,k
−i√2qBλl,kφl,k
−pzϕl,k
 , (9)
Ψ
(−)
+ =
e−ipzz√
ε+m

−pzφl,k
i
√
2qBλl,kϕl,k
−(ε+m)φl,k
0
 , (10)
Ψ
(−)
− =
e−ipzz√
ε+m

−i√2qBλl,kφl,k
pzϕl,k
0
−(ε+m)ϕl,k
 . (11)
Here we have introduced
φl,k = e
ilθΦl(λl,k,
1
2qBr
2) ,
ϕl,k = sgn(j)e
i(l+1)θΦl+1(λl,k − 1, 12qBr2) ,
(12)
where
Φl(λ, x) =
1
|l|!
[
Γ(λ+ l + 1)
Γ(λ+ 1)
] sgn(j)
2
x
|l|
2 e−x/2
× 1F1(−λ+ |l| − l
2
, |l|+ 1, x)
(13)
3 Note that the present convention is different from that in
Ref. [22].
with 1F1 the Kummer’s function of the first kind. If λ is
integer, i.e. R→∞, we have
Φl(λ, x) =
[
λ!
(λ+ l)!
] sgn(j)
2
x
|l|
2 e−x/2L|l|λ−(|l|−l)/2(x) (14)
with Lln the Laguerre polynomials. We can construct the
propagator from the solutions,
S(x, x′) = i
∫
dp0dpz
(2pi)2
∞∑
l=−∞
∞∑
k=1
1
piR2N2lk
× e
−i(p0−Ωj−µ)∆t+ipz∆z
p20 − ε2 + i
S(p0),
(15)
with ∆x = x− x′ and
S(p0) =
(M+ N
−N M−
)
, (16)
M± = (±p0 +m)
(
φφ∗′ 0
0 ϕϕ∗′
)
, (17)
N =
( −pzφφ∗′ i√2qBλl,kφϕ∗′
−i√2qBλl,kϕφ∗′ pzϕϕ∗′
)
. (18)
Here we have abbreviated φl,k(x) by φ, φ
∗
l,k(x
′) by φ∗′,
and so on.
The propagator for qB < 0 is obtained from Eq. (15).
The difference between the propagators for qB > 0 and
qB < 0 appears only in the sign of angular momentum;
when the sign of qB changes, a charged particle moves
to an opposite direction and its spin is also flipped. For
this reason, we take the complex conjugate of S(p0), in-
terchange φ and ϕ, and replace eiΩj with e−iΩj . Then
we can construct the propagator for qB < 0, as follows:
S˜(x, x′) = i
∫
dp0dpz
(2pi)2
∞∑
l=−∞
∞∑
k=1
1
piR2N2l,k
× e
−i(p0+Ωj−µ)∆t+ipz∆z
p20 − ε2 + i
S˜(p0),
(19)
with
S˜(p0) =
(M˜+ N˜
−N˜ M˜−
)
, (20)
M˜± = (±p0 +m)
(
ϕ∗ϕ′ 0
0 φ∗φ′
)
, (21)
N˜ =
( −pzϕ∗ϕ′ −i√2|qB|λl,kϕ∗φ′
i
√
2|qB|λl,kφ∗ϕ′ pzφ∗φ′
)
. (22)
The sign difference in front of Ωj in S(p0) and S˜(p0)
implies that Ωj can be regarded as an effective isospin
chemical potential. The same is true for charged scalar
particles, as seen in the dispersion (1) [39]. We should
mention that this effective isospin chemical potential is
induced only if both of magnetic field and rotation are
applied. Indeed, when B = 0, the symmetry j ↔ −j
is restored, so Ωj cannot be interpreted as an isospin
chemical potential; and when Ω = 0, there is simply no
such effective chemical potential.
4IV. SCHWINGER PHASE
The Dirac propagator in a constant magnetic field is in
general gauge dependent (the results presented in Sec. III
is for the symmetric gauge). In Minkowski spacetime,
the gauge dependence is completely incorporated by the
Schwinger phase. This is true also for the rotating frame
as we show in the following, and the generalization to an
arbitrary curved spacetime will be present elsewhere.
The Schwinger phase Θ(x, x′) is defined through
S(x, x′) = eiΘ(x,x
′)Sinv(x, x
′) so that Θ(x, x) = 0 is
satisfied and Sinv is gauge invariant. The condition
Θ(x, x) = 0 means that the Schwinger phase is indepen-
dent of the path connecting x and x′. As a biscalar,
Θ(x, x′) is invariant under coordinate transformation.
The expression in rotating frame can thus be obtained
from the usual Schwinger phase in Minkowski spacetime.
For a constant Fµν (i.e., ∇ρFµν = 0 with the covariant
derivative ∇ρ), the result is
Θ(x, x′) = −q
∫ x′
x
[
Aµ(z) +
1
2
Fµρ∇ρzs(z, x)
]
dzµ , (23)
where the integral is along an arbitrary path from x to x′.
We have introduced the Synge’s world function s(a, b),
which is half the squared geodesic distance between a
and b [50]:
s(a, b) =
1
2
∫ 1
0
gµν(ξ(τ))
dξµ
dτ
dξν
dτ
dτ (24)
with ξµ(0) = aµ and ξµ(1) = bµ. This is reduced to
s(a, b) = (1/2)ηµν(a−b)µ(a−b)ν in Minkowski spacetime.
We can verify the path independence of Φ(x, x′), by show-
ing that the curl of the integrand in Eq. (23) vanishes
after substituting the relation ∇aµ∇aνs(a, b) = gµν(a) 4.
When we choose the integral path as the geodesic from
x to x′, the second term in Eq. (23) vanishes because
∇µz s(z, x) is tangent to the geodesic. We are left with a
neat expression for the Schwinger phase
Θ(x, x′) = −q
∫ x′
x
Aµ(z)dz
µ (25)
with geodesic being the integral path. See Appendix A
for an explicit representation of the geodesic in rotating
frame.
To end this section, we show how the Schwinger phase
can be factored out. For simplicity, we focus on an un-
bounded system, where the fermion propagator is com-
puted with the following replacement [32]:
λ ∈ N , 1
piR2N2lk
→ |qB|
2pi
, −λ ≤ l ≤ −λ+N (26)
4 This relation holds for any spacetime with zero Riemann curva-
ture.
with N = bqBS/2pic. We should note that N ’s of u and
d quarks are different because so are their charges: qu =
2e/3 and qd = −e/3. Also we consider that magnetic
field is strong enough to justify the LLL approximation.
Summing over all l’s under the replacement N → ∞ ,
then we arrive at
SLLL(x1, x2) = iχ⊥
∫
dp0dpz
(2pi)2
e−i(p0−Ω/2−µ)∆t+ipz∆z
p20 − p2z −m2 + i
× (p0γ0 − pzγ3 +m)(1 + iγ1γ2) ,
(27)
χ⊥(x1, x2) = exp
[
i
2
qBr1r2 sin ∆ϑ− 1
4
qBC2⊥
]
, (28)
C2⊥ = r
2
2 − 2r1r2 cos ∆ϑ+ r21 , (29)
where we define ∆ϑ = ∆θ + Ω∆t. Here we notice that
the first term in Eq. (28) is the Schwinger phase with the
integral path along the geodesic:
−q
∫ x2
x1
Aµdz
µ =
1
2
qBr1r2 sin ∆ϑ , (30)
where we employ the symmetric gauge. It should be no-
ticed here that the second term in Eq. (28) is gauge in-
variant. We note that∫ 1
0
√
gµν
dxµ
dτ
dxν
dτ
dτ =
√
∆t2 − C2⊥ −∆z2 . (31)
This implies that C⊥ is just the perpendicular distance
measured in Minkowski spacetime. For Ω = 0, Eq. (27)
reproduces the usual LLL Dirac propagator under a con-
stant magnetic field in Minkowski spacetime.
V. CONDENSATES
In this section, we will use the two-flavor NJL model to
analyze the chiral condensate and charged-pion conden-
sate. For zero current quark mass, the NJL Lagrangian
in rotating frame is
LNJL = ψ¯iDψ + G
2
[
(ψ¯ψ)2 + (ψ¯iγ5~τψ)2
]
,
iD = iγµ∇µ + µBγ0 .
(32)
Here ψ = (u, d)T is the two flavor quark field, ∇µ =
∂µ + iQAµ + Γµ the covariant derivative, µB (1/3 of)
the baryon chemical potential, Q = diag(qu, qd) =
diag(2e/3,−e/3) the charge matrix in flavor space, and
~τ the Pauli matrix. In the mean field approximation, the
one-loop effective action reads
Γ(σ, ~pi) = −
∫
d4x
σ2 + ~pi2
2G
− iTr ln(iD − σ − iγ5~pi · ~τ) ,
(33)
5where we introduce σ = −G〈ψ¯ψ〉 and ~pi = −G〈ψ¯iγ5~τψ〉.
While the presence of the magnetic field spoils the
SUV(2) ⊗ SUA(2) symmetry, its diagonal part remains.
This fact allows us to eliminate the neutral pion conden-
sate by a chiral rotation. Hereafter we will always assume
pi0 ≡ pi3 = 0.
Now let us employ the imaginary-time formalism.
Then the effective action transforms into the thermody-
namic potential
Veff(σ, ~pi) = −i 1
βV
ΓE(σ, ~pi), (34)
with ΓE being the one-loop effective action after the
Wick rotation to Euclidean spacetime. For the current
setup, it is practically hard to find the global minimum
of Veff(σ, ~pi), which corresponds to the ground state. In-
stead, we will first calculate the minimum of Veff(σ,~0),
and then analyze its stability against the charged-pion
fluctuation. In other words, we perform the Ginzburg-
Landau expansion up to the second order in the pion
fields. This is justified for the analysis around a second-
order or a weak first-order phase transition, which is
enough for our purpose. The thermodynamic potential
that we examine is thus written as
Veff = V
(0)
eff + V
(2)
eff + . . . ,
V
(0)
eff =
1
βV
∫
d4xE
σ2
2G
− 1
βV
Tr ln(iD − σ) ,
V
(2)
eff =
1
βV
∫
d4xE
~pi2
2G
− 1
2βV
Tr[(iD − σ)−1γ5~pi · ~τ ]2 .
(35)
The linear terms do not appear due to the invariance
of Γ(σ, ~pi) under the Z2 transformation ~pi → −~pi. We
note that each term in Eq. (35) is gauge invariant, as the
gauge transformation leads to Aµ → Aµ + ∂µα(x) and
pi±(x)→ e±ieα(x)pi±(x).
Let us prepare several parameter choices in our NJL
model analysis. For the numerical calculation in this sec-
tion, we choose the model parameters as
G = 11Λ−2, 17Λ−2 , R = 30Λ−1 . (36)
Besides, we note that the NJL model is nonrenormaliz-
able. Hereafter, when we carry out the momentum sum,
we shall implicitly introduce the following smooth cutoff
regulator [32, 51]:
f(kf ; Λ, δΛ) =
sinh(Λ/δΛ)
cosh(kf/δΛ) + cosh(Λ/δΛ)
(37)
with kf =
√
2qfBλ+ p2z. Here Λ is the UV cutoff scale,
and δΛ characterizes the smoothness of the UV cutoff,
which we choose
δΛ = 0.05Λ . (38)
μB=0μB=-0.5ΛμB=-0.7Λ
0.0 0.2 0.4 0.6 0.8 1.0
0.00
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σ[Λ]
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FIG. 1. Chiral condensate σ as a function of the angular veloc-
ity for different baryon chemical potentials with G = 11Λ−2
(upper panel) and G = 17Λ−2 (lower panel). We employ
|qdB| = 0.1Λ2 and the temperature is set to be zero.
The parameter choice in Eqs. (36)-(38) is almost the same
as that in Ref. [22] 5. In the following, we focus on the
zero density case µB = 0 and the negatively finite density
case µB < 0. The reason why we adopt µB < 0 will be
explained in Section V B.
A. Chiral condensate
Due to the numerical difficulty to calculate the
Ginzburg-Landau coefficients, we focus on an unbounded
system, where Eq. (26) is applicable. The calculation
of the chiral condensate in a finite cylinder with no-
flux boundary condition is represented in Appendix B.
We also treat σ to be independent of the spacetime co-
ordinate. Then the chiral condensate σ is determined
through the gap equation ∂V
(0)
eff /∂σ = 0, that is,
σ
G
=
σ
S
∫
dp
2pi
∑
λ,l,a,f
αλ
ε
[
1
2
− nF (εf − aµ˜f )
]
, (39)
5 The former coupling G = 11Λ−2 in the two-flavor NJL model is
the same as G = 22Λ−2 in the one-flavor case.
6where we denote nF (x) = 1/(e
βx + 1), µ˜f = sgn(qf )Ωj+
µB, εf =
√
p2z + 2qfBλ+ σ
2, and αλ = 2 − δ0λ. The
factor αλ comes from that Φl+1(−1, 12 |qB|r2) = 0 for
arbitrary r; in the unbounded system either the spin-
up or down cannot occupy the LLL. We also note that
the first and second terms in the brackets of Eq. (39)
correspond to the vacuum part and the effective finite-
density part with chemical potential µ˜f = sgn(qf )Ωj +
µB, respectively. At zero temperature, these terms (after
the summation over a) are reduced as
∑
a
[
1
2
− nF (εf − aµ˜f )
]
→ θ(εf − |µ˜f |) . (40)
For this reason, we expect that Eq. (39) for large Ω or
µB has no nontrivial solution. This reflects that the effec-
tive Fermi surface induced by µ˜ suppresses the low-energy
mode excitation, which is required to form the chiral con-
densate. At the same time, we readily find that the scale
to character the onset of the rotational effect is
µN = ΩN , (41)
which is the rotation-induced effective chemical potential
for the maximum angular momentum [32].
In Fig. 1, the upper (lower) panel shows the numerical
solution for Eq. (39) at zero temperature withG = 11Λ−2
(G = 17Λ−2). The result with µB = 0 and G = 11Λ−2
(the black line on the upper panel) is parallel to that
obtained in Ref. [32], expect for the number of flavors.
We confirm from Fig. 2 that the chiral condensate is more
destructed either for larger Ω or larger µB, as we have ex-
plained below Eq. (40). The destructions of the conden-
sate by rotation correspond to the rotational magnetic
inhibition [32].
At the end of this subsection, we discuss the differ-
ence between the rotational effects on each flavor. From
Eq. (40), we find that a j-mode of u quark receives the
finite-density effect with µ˜u = Ωj−|µB|, while the one of
d with µ˜d = −Ωj − |µB|. Hence, it might seem that the
rotational effect on u and d behaves only as an effective
isospin chemical. On top of this, however, the rotational
effect involves the aspect of the baryon chemical poten-
tial. The main reason is because the upper bound of l for
each flavor are different, i.e., l . N with N ∼ 2eBS/3
for u and with N ∼ eBS/3 for d. The rotational effect
on u thus differ from that on d¯, which results in the dif-
ference between 〈d¯d〉 and 〈u¯u〉. This imbalance of the
condensates is one of the reasons why there appears the
bumpy structure for µB = 0 and G = 11Λ
−2 around
0.4 . ΩR . 0.7, while it is absent in the single flavor
case [32].
B. Charged-pion condensate
To calculate V
(2)
eff , we make the following ansatz for the
two-pion function:
pi+(x′)pi−(x) = exp
[
ie
∫ x′
x
Aµdz
µ
]
p˜i+(x′)p˜i−(x) , (42)
where the integral path is along the geodesic between x
and x′, and p˜i+(x′)p˜i−(x) is gauge invariant. In other
words, the gauge dependent part of the correlator is as-
sumed to be extracted only as the Wilson line. We em-
phasize that a similar ansatz is also employed to con-
struct the gauge invariant two-point observables in the
context of the usual electric superconductivity [52, 53].
To proceed, we further suppose p˜i+ and p˜i− to be con-
stant spatially and temporally. Then the second order
term of the thermodynamic potential is written as
V
(2)
eff = C
(2)p˜i+p˜i− , (43)
where C(2) is evaluated with the quark propagator. It is
important to note that C(2) is gauge independent since
the Schwinger phases in the quark propagators compen-
sate the Wilson line in Eq. (42) exactly.
In the Ginzburg-Landau analysis, C(2) < 0 charac-
terises the instability of the σ condensed state against
the charged-pion fluctuation. Thus this is the criterion
for the phase transition towards the charged-pion con-
densation. We can write down C(2), as follows:
C(2) =
1
2G
+ C
C = quB|qdB|
S
∫
dpz
2pi
∑
λu,lu
∑
λd,ld
∑
a
gu − gd
εuεd(ε2u − ε2d)
,(44)
gf = εf
[
2qfBλfI1 − sgn
(
jujd
)√
2quBλu
√
2|qdB|λdI2
]
×
[
1
2
− nF (εf − aµ˜f )
]
,
I1 =
∫ ∞
0
drr
∫ ∞
0
dr′r′Jju+jd
(
1
2eBrr
′
)
×
[
Φu↑(r)Φ
d
↓(r)Φ
u
↑(r
′)Φd↓(r
′) + Φu↓(r)Φ
d
↑(r)Φ
u
↓(r
′)Φd↑(r
′)
]
,
I2 = 2
∫ ∞
0
drr
∫ ∞
0
dr′r′Jju+jd
(
1
2eBrr
′
)
× Φu↑(r)Φd↓(r)Φu↓(r′)Φd↑(r′) .
(45)
Here we denote jf = lf+1/2 as the total angular momen-
tum, and Jl(x) represents the first kind of the Bessel func-
tion. Also we introduced shorthand notations: Φf↑(r) =
Φlf (λf ,
1
2 |qfB|r2) and Φf↓(r) = Φlf+1(λf − 1, 12 |qfB|r2).
We note that again the (effective) finite-density effect en-
ters into Eq. (44), as well as the gap equation (39). In
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FIG. 2. The Ginzburg-Landau coefficient C(2) as a function
of the angular velocity with G = 11Λ−2 (upper panel) and
G = 17Λ−2 (lower panel). We employ |qdB| = 0.1Λ2 and the
temperature is set to be zero.
this sense, similarly to the chiral condensate σ, the low-
energy mode accumulation is necessary to generate the
pion condensate; otherwise, we have C2 ' (2G)−1 > 0,
and thus no pion condensate is generated. In Fig. 2, we
present the zero-temperature numerical results of C(2)
with |qdB| = 0.1Λ−2. The results for G = 11Λ−2
(G = 17Λ−2) are plotted in the upper (lower) panel. We
note that there is a numerical cost to increase the pre-
cisions of I1 and I2, which are the multi-integration of
products of highly oscillating functions. The nonsmooth
behaviors in Fig. 2 is hence the numerical artifacts that
comes from less precisions of such evaluations.
Let us first look at the µB = 0 case, which corresponds
to the black lines in Fig. 2. Although the strong mag-
netic field eB = 0.1Λ2 generates a lot of the zero modes
(the Landau quantization), it also increases a constituent
quark mass σ (the magnetic catalysis). That is, the low-
energy modes never contribute to C2 unless the chiral
restoration takes place due to an effective finite density
effect (the rotational magnetic inhibition). This is noth-
ing but a Silver Blaze phenomenon; the rotational effect
on microscopic quantities at zero temperature becomes
visible only if the effective chemical potential µeff ∼ ΩN
exceeds the infrared threshold σ(Ω = 0). This is the rea-
son why the µB = 0 case in Fig. 2 involves plateau behav-
iors around small Ω regions. Also we have numerically
checked that at zero baryon chemical potential, arbitrary
strong B leads to C(2) > 0 irrelevantly to the strength of
Ω. At the zero density system, hence, the charged-pion
condensate is disfavored [54, 55]. This fact is consistent
with the argument based on the spin-alignment of u and
d¯ in magnetic field and rotation; two fermions with the
parallely aligned spins cannot form the spin-0 composite
states.
On the other hand, for a negatively large µB, the chiral
condensate is washed out, as seen in Fig. 1. In this case,
the low-energy modes can contribute to C2. Therefore C2
decreases only if σ also does, which we find from Figs. 1
and 2. This is plausible if we would regard C2 as the
charged-pion mass, which is partially determined by the
chiral condensate [56] except for the magnetic-induced
part. We also mention that the plateaus in the lower
panel represent a Silver Blaze phenomena for the effective
chemical potential µN + µB = ΩN + µB.
Furthermore, when the coupling constant is strong
enough, |C| exceeds (2G)−1 and thus the pion conden-
sation can be realized. In Fig. 2, the relevant case is only
the result with µB = −0.7Λ2 andG = 17Λ−2 (the red line
in the lower panel). This is understandable in the sense
that condensate cannot be formed in a weakly interacting
system and mimics a BCS to BEC type crossover. We
note that a large µB that overwhelms the rotational ef-
fects would always destroy mesonic condensations. Only
if we choose a negative µB to let σ disappear earlier, there
will be a window allowing charged-pion condensation.
Here we explain why the negative chemical poten-
tial is required for the charged-pion condensation. As
we have mentioned already in Section V A, rotation af-
fects each flavor not only as an effective isospin chem-
ical potential but also the baryon chemical potential.
This would implies that we schematically define the fol-
lowing effective chemical potentials induced by rotation;
µrotu = µ
rot
isospin + µ
rot
baryon and µ
rot
d = −µrotisospin + µrotbaryon.
Therefore, combined with the negative baryon chemi-
cal potential that compensates µrotbaryon, the rotational ef-
fect yields the purely isospin density system, which can
yield the charged-pion condensate [45–48]. Indeed, it can
be checked that the critical baryon chemical potential
|µB| ∼ 0.7Λ is of the same order as µN = ΩN [32].
VI. DISCUSSION
In this paper, we revisited the possibility of a charged-
pion condensation in a magnetic field with rotation. We
first discussed the gauge dependence of the Dirac propa-
gator in curved spacetime and show that the Schwinger
phase is given by a Wilson line along the geodesic. Then
we calculated the second-order coefficient in charged-pion
field in the Ginzburg-Landau expansion of the two fla-
vor NJL model. We find that, at zero baryon chemical
potential, the charged-pion condensation is unlikely to
happen in a wide region of the parameters. However,
turning on a negative baryon chemical potential to com-
8pensate the positive effective baryon density due to the
interplay between magnetic field and rotation, we do find
that charged-pion condensation may happen for certain
values of angular velocity and magnetic field.
As a by-product, we also studied the chiral condensate
in a finite cylinder with no-flux boundary condition in
Appendix B, as an extension of the analysis in Ref. [22]
to a rotating system. We find that due to the centrifu-
gal force, the chiral condensate is suppressed near the
boundary, and there is a nontrivial competition between
the rotational magnetic inhibition and the surface mag-
netic catalysis.
Some comments are in order: (1) Our Ginzburg-
Landau analysis would not be rigorous for a large |µB|,
which could leads to a strong first-order phase transition.
Nevertheless, our numerical studies provide a clearer un-
derlying picture of the charged-pion condensation in fi-
nite eB and Ω. (2) The charged-pion condensate trig-
gers also an electric superconductivity, which may repel
the magnetic field. This disfavors the formation of the
charged-pion condensate itself, especially in small mag-
netic field. For large magnetic field, a vortex lattice may
form to accommodate the magnetic field, if it is a type-II
superconductor. It will be interesting to explore these
phenomena. (3) Our analysis suggests that the conden-
sation of charged spin-one particles (such as ρ) may be
favored by a rotation with a magnetic field. This mech-
anism differs from the ones in pure magnetic field and
in finite isospin chemical potential; The former may suf-
fer from the constraint due to Vafa-Witten theorem [16];
In the latter case, the inevitable pion condensate may
make ρ harder to condense [57]. We emphasize that the
ρ condensation under rotation is not prohibited by the
Vafa-Witten theorem, because the presence of rotation
violates the positivity of the Dirac determinant. We leave
this topic to future works.
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Note Added.— We learnt that Gaoqing Cao and
Lianyi He had been working on the same subject [58].
They use a different integral path for the Schwinger phase
and the two-pion function, which results in different con-
clusions from ours; see also the Appendix C.
Appendix A: Geodesic curve in a rotating frame
We derive the geodesic between two points x1 and x2 in
a rotating frame in this appendix. The geodesic equation
is
d2xµ
dτ2
+ Γµνρ
dxν
dτ
dxρ
dτ
= 0, (A1)
where σ is the affine parameter. For the t and z coordi-
nates, the solutions are
t(τ) = t1 + (t2 − t1)τ,
z(τ) = z1 + (z2 − z1)τ, (A2)
which is the same as that in the Minkowski coordinate.
For the transverse coordinates,
d2x
dτ2
− Ω2∆t2x− 2Ω∆tdy
dτ
= 0,
d2y
dτ2
− Ω2∆t2y − 2Ω∆tdx
dτ
= 0,
(A3)
where ∆t = t2 − t1. Introducing ξ = x+ iy we get
ξ¨ − Ω2∆t2ξ + 2iΩ∆tξ˙ = 0. (A4)
The solution is
ξ = C1e
−i(Ω∆tτ+φ1) + C2e−i(Ω∆tτ+φ2)τ, (A5)
i.e.,
x(τ) = C1 cos(Ω∆tτ + φ1) + C2τ cos(Ω∆tτ + φ2),
y(τ) = −C1 sin(Ω∆tτ + φ1)− C2τ sin(Ω∆tτ + φ2),
(A6)
where C1, C2, φ1 and φ2 can be determined by the con-
dition
x(0) = x1, x(1) = x2,
y(0) = y1, y(1) = y2.
(A7)
Finally, we have
C1 = r1, φ1 = −θ1,
C22 = r
2
2 − 2r1r2 cos(∆θ + Ω∆t) + r21 ≡ C2⊥,
φ2 = −Ω∆t− arctan r1 sin(θ1 − Ω∆t)− r2 sin θ2
r1 cos(θ1 − Ω∆t)− r2 cos θ2 .
Appendix B: Inhomogenous Chiral Condensate in a
Cylinder
In a finite cylinder with transverse radius R, the ther-
modynamic potential V
(0)
eff becomes the functional of σ(r)
due to the breaking of the translational invariance. Ac-
cordingly, the gap equation for σ(r) reads δV
(0)
eff /δσ(r) =
0. Now we employ the local density approximation,
where |∂rσ(r)| is supposed to be negligible compared with
σ(r)2 [33]. Then the gap equation is reduced to
σ(r)
G
=
∫
dpz
2pi
∑
l,k
∑
a=
∑
f=u,d
σ(r)
2εf (r)
×
[
1
2
− nF (εf (r)− aµ˜f )
]
[Φf↑(r)]
2 + [Φf↓(r)]
2
piR2N2lk
,
(B1)
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FIG. 3. Chiral condensate in a finite cylinder as a function
of the radial coordinate r for the choice of R = 30Λ−1 and
|qdB| = 0.1Λ2. The temperature is zero.
where εf (r) =
√
p2z + 2|qfB|λl,k + σ(r)2. Note that λl,k
depends on q when a boundary condition is imposed.
Here we adopt the same boundary condition as [22]
Φf↑(R) = 0 for l ≥ 0
Φf↓(R) = 0 for l ≤ −1 .
(B2)
This is one of the conditions so that the incoming u- and
d-quark current fluxes (i.e., the isospin current flux) van-
ishes individually at the boundary r = R, or equivalently,
so that the hermiticity of the Hamiltonian is respected.
In the numerical calculation we choose the regulator (37)
and the parameters (36), (38) 6.
The result for σ(r) is shown in Fig. 3. We also show the
case with Ω = 0, which has been thoroughly studied in
Ref. [22]. The surface magnetic catalysis is clearly seen 7.
Once the rotation is turned on, the rotational suppression
first occurs in the region far away from the rotating axis
where the centrifugal force is large. Also the rotational
effect is enhanced toward the center, as Ω increases. On
the other hand, at the vicinity of the boundary, the chiral
condensate is amplified by the surface magnetic catalysis,
but with its effective region shrinking with increasing Ω;
thus we observe a coexistence of and competition between
the rotational magnetic inhibition and surface magnetic
catalysis [22, 32].
6 In this section, we employ only the larger coupling constant
G = 17Λ−2.
7 The numerical result at the vicinity of the boundary obviously
contradicts the local density approximation. This strong en-
hancement of σ however comes from a number of accumulating
modes at r ∼ R. In this sense, this magnetic response is expected
to be qualitatively unchanged even with stronger inhomogeneity
of σ (see Ref. [22] for a detailed discussion).
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FIG. 4. Chiral condensate σ and Ginzburg-Landau coefficient
C(2) as a function of the angular velocity for |qdB| = 0.1Λ2
with the integral path given in Eq. (C1). The temperature is
zero, and we choose G = 17Λ−2.
Appendix C: Another Choice of the Integral Path
In Section. IV we have shown that the integral path
in the Schwinger phase should be the geodesic. For the
sake of comparison, we in this appendix choose another
integral path for the Schwinger phase. This also results in
a corresponding change of the integral path in Eq. (42).
This path from x1 to x2 is specified by
(t1, x1, y1, z1)→ (t1, 0, 0, z1)→ (t2, 0, 0, z2)
→ (t2, x1, y1, z2)→ (t2, x2, y2, z2), (C1)
where the arrows mean being connected by geodesics.
Then the integral is
iq
∫ x2
x1
Aµdz
µ = −i1
2
qBr1r2 sin ∆θ, (C2)
which has the same expression as the Schwinger phase in
the Minkowski coordinate, except that the coordinates
here correspond to rotating frame. This formula is used
in Ref. [58].
The numerical result in this case is shown in Fig. 4.
We find that C(2) begins to decrease with increasing Ω,
and the charged-pion condensation can happen without
adding a negative baryon chemical potential. However,
10
we still find that in certain region a negative baryon chemical potential can catalyze the charged-pion conden-
sation.
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