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I. INTRODUCTION
In recent years there has been a renewed interest in very
accurate quantum-mechanical calculations of the electronic
structures of small atoms 1–7. The interest has been moti-
vated by both new, more accurate measurements performed
on the spectra of these systems and by the development of
new computational methods that allow these systems to be
described with much higher accuracy than before. Most of
the work in the field has been centered on two- and three-
electron atomic systems, which can be very accurately cal-
culated using Hylleraas-type functions. However, the exten-
sion of the Hylleraas function approach to atoms with more
than three electrons has not been achieved due to complica-
tions appearing in determining the Hamiltonian matrix ele-
ments 6. An alternative approach to perform very accurate
calculations on atoms, which is not restricted to systems with
two or three electrons, has been based on employing explic-
itly all-electron correlated Gaussian functions. For several
years now, this research group has been actively contributing
to the development of the Gaussian function approach for
very accurate atomic calculations 8–13. The key features of
this approach have been the explicit inclusion of the nuclear
motion in the nonrelativistic Hamiltonian and the use of the
analytical energy gradient determined with respect to the
Gaussian exponential parameters in the variational optimiza-
tion of the wave functions expanded in terms of the Gauss-
ians. In a recent work on the beryllium atom 13 we dem-
onstrated that calculations utilizing large basis sets of
Gaussians that include lowest-order relativistic and quantum
electrodynamics QED corrections can reproduce the lowest
excitation transition energy of this system with the accuracy
matching that of the most accurate experiments.
In order to extend correlated Gaussian calculations to
larger systems and to a wider range of electronic states, pro-
cedures have to be developed to deal with electronic configu-
rations that include electrons with nonzero angular momen-
tum. The first step in this direction was the development and
implementation of algorithms for calculating energy and en-
ergy gradient for atomic states with one p electron 10.
These algorithms were recently employed 11 in very accu-
rate calculations of some S→P transition energies of the Be
atom. Some other applications to four- and five-electron
atomic systems are forthcoming. The next step in extending
the capability of the approach utilizing Gaussians in atomic
calculations is the development of algorithms for calculating
Hamiltonian matrix elements for systems with either two p
electrons or a single d electron. Such development has re-
cently been completed in our laboratory and is described in
this work. Derivations of the Hamiltonian matrix elements
were carried out using matrix calculus.
The derived algorithms have been implemented and some
test calculations concerning the smallest atom with two p
electrons in the ground state—the carbon atom—have been
performed. The results of these test calculations are shown in
Sec. VI. The prototype computer code, which has been writ-
ten, is not yet in a form that can be used to perform large-
scale calculations involving thousands of Gaussian basis
functions. To run such calculations an algorithm for calculat-
ing the analytical energy gradient has to be implemented.
This task is currently being pursued. Procedures for calculat-
ing the lowest-order relativistic corrections will also need to
be implemented. Only then can calculations of transition en-
ergies for the carbon atom produce results with an adequate
accuracy. Even though very precise calculations of the elec-
tronic states of the carbon atom is our ultimate goal in this
work, as this atom plays a central role in all biomolecules, as
well as in many molecular systems found in the interstellar
space 14–18, we are also planning to perform calculations
of excited electronic states of the beryllium and boron atoms,
as well as singly and multiply charged ions of the nitrogen
and oxygen atoms. Hence, the present development opens to
us a new array of systems and states where the high accuracy
quantum calculations can be tested against most accurate
high-resolution spectroscopic experiments.
II. HAMILTONIAN
Consider a nonrelativistic atomic system consisting of N
total particles; N−1 total electrons and a nucleus. The ith
particle has mass Mi, charge Qi, and a position vector in the
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laboratory Cartesian coordinate frame Ri. The nonrelativistic
Hamiltonian for the system is
Hˆ lab = − 
i=1
N 1
2Mi
Ri
2 + 
ij=1
N QiQj
Rij
, 1
where Ri is the gradient with respect to Ri, and Rij is the
distance between the ith and jth particles, Rij = R j −Ri.
The center-of-mass motion of the system can be separated
out of the laboratory-frame Hamiltonian 1 to yield a Hamil-
tonian describing the center-of-mass motion and another de-
scribing the internal motion of the electrons relative to the
nucleus. This is accomplished by placing the nucleus at the
origin of a new internal Cartesian coordinate system such
that it becomes the reference particle for all other particles in
the system electrons in the case of an atom. The internal
coordinates are defined as: ri=Ri+1−R1. With the three co-
ordinates describing the center of mass denoted as r0 and the
total mass of the system being Mtot=i=1
N Mi, the coordinate
transformation is
r0 =
M1
Mtot
Ri +
M2
Mtot
R2 + ¯ + MNMtotRN,
r1 = − R1 + R2,
r2 = − R1 + R3,
]
rn = − R1 + RN. 2
The internal Hamiltonian obtained using the above coordi-
nate transformation depends only on the internal coordinates,
and for an atom, as one can describe, represents the motion
of the n=N−1 pseudoelectrons in the central field of the
nucleus. Denoting the mass of the nucleus as m0 and the
charge as q0, the internal Hamiltonian is
Hˆ = −
1
2i=1
n 1
i
ri
2 + 
i=1,j=1,ij
n 1
m0
ri
rj + 
i=1
n
q0qi
ri
+ 
ij=1
n
qiqj
rij
, 3
with the pseudoelectron charges denoted as qi=Qi+1 and their
reduced masses being i=m0mi / m0+mi, where mi=Mi+1.
The particles described by the Hamiltonian 3 are called
pseudoelectrons because, even though they have the same
charges as the electrons, their masses are reduced electron
masses. The motions of the pseudoelectrons are coupled
through the mass polarization term, − 12i=1,j=1,ij
n
1 /m0riri, and through the Coulombic interactions. The
prime in the mass polarization term indicates the matrix or
vector transpose; this notation is used throughout this work.
The Coulombic interactions are dependent on the distances
between the pseudoparticles and the origin of the internal
coordinate system, ri, and on the relative distances between
the pseudoparticles, rij, where rij = r j −ri.
III. BASIS FUNCTIONS
The basis function suitable for describing an
n-pseudoelectron system with two p electrons or, more gen-
erally, two electrons with arbitrary orbital quantum numbers
can be obtained with a standard procedure of adding angular
momenta. Suppose that orbital quantum numbers of elec-
trons i and j are li and lj all other electrons are assumed to
be in the s state. Using the bra-ket notation the “angular”
part of the wave function of the system corresponding to the
total orbital angular-momentum number L and the projection
on the z axis, M can be represented as the following linear
combination:
L M	 = 
mi,mj
mi+mj=M
L Mlimiljmjlimi	ljmj	 , 4
where the L M  limiljmj factors are the Clebsch-Gordan co-
efficients see, for example 19, . The radial i.e., rotation-
ally invariant part of the wave function in our case will be in
the form of Gaussians. Using the explicit form of spherical
harmonics in Cartesian coordinates and tables of the Clebsh-
Gordan coefficients one can easily show that for a state of an
atom with L=1 and, for certainty, M =0 containing two p
electrons, such as the ground state of the carbon atom, for-
mula 4 becomes
xiyj − xjyi, 5
where the common constant factor and the 1 / ri
lirj
lj factor
were dropped. Thus, suitable explicitly correlated Gaussian
basis functions for the calculations of the ground state of the
carbon atom are
k = xikyjk − xjkyikexp− rAk  I3r , 6
where ik and jk are fixed integers that indicate the p elec-
trons, Ak is an nn symmetric matrix, the subscript k re-
flects the fact that the matrix elements are unique for each
basis function,  is the Kronecker product, I3 is a 33
identity matrix, and r is a 3n vector that has the form
r =

r1
r2
]
rn
 =

x1
y1
z1
]
xn
yn
zn
 . 7
For the sake of simplicity, we will write basis functions as
k = xikyjk − xjkyikexp− rAkr , 8
where Ak=Ak I3.
Using a general quadratic form in place of xikyjk −xjkyik
allows for a more generalized approach in deriving the ma-
trix elements. We define our basis functions as
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k = rWkrexp− rAkr , 9
where Wk is a sparse 3n3n symmetric matrix comprising
only four nonzero elements, two of which have values of 1/2
the other two −1 /2. The 1/2 elements are placed in the 3ik
−2,3jk−1 and 3jk−1,3ik−2 positions, while the −1 /2 el-
ements are placed in 3jk−2,3ik−1 and 3ik−1,3jk−2 po-
sitions. It should be noted that, in general, we could use a
nonsymmetric matrix Wk with only two nonzero elements
yielding the same quadratic form since there are only two
terms in Eq. 8. However, in practice it is much more con-
venient to deal with symmetric matrices as the derivations of
matrix elements becomes considerably simpler in this case.
Furthermore, Wk matrix can be easily changed to obtain
basis functions suitable for calculations of systems in D
states i.e., L=2. In the case of a D state formed by a single
d electron li=2, lj =0, L=2, M =0, the basis functions
are
k = xik
2 + yik
2
− 2zik
2 exp− rAkr . 10
If a D state is formed by two p electrons li=1, lj =1, L
=2, M =0, the basis functions should be
k = xikxjk + yikyjk − 2zikzjkexp− rAkr . 11
Finally, the most trivial case of an SL=0, M =0 state of an
atom formed by two p electrons should be described with
spherically symmetric basis functions,
k = xikxjk + yikyjk + zikzjkexp− rAkr
= rik
r jk exp− rAkr . 12
The basis functions used in a bound-state calculation must be
square integrable which effectively imposes restrictions on
the Ak matrix. The Ak matrix must be positive definite.
Rather than restricting the Ak matrix elements, Ak is repre-
sented in a Cholesky factored form as Ak=LkLk, where Lk is
a lower triangular matrix. With this representation, Ak is au-
tomatically positive definite. It should also be mentioned that
this form of Ak matrix does not limit the flexibility of basis
functions since any allowable choice of Ak matrix can be
represented by some Lk matrix, because any symmetric posi-
tive matrix can be represented in a Cholesky factored form.
IV. PERMUTATIONAL SYMMETRY
The trial wave function and the basis functions used in the
wave-function expansion should possess the proper symme-
try with respect to the permutations of identical particles in-
volved in the system. This symmetry depends on whether the
particles are bosons or fermions. Since the Hamiltonian is
spin independent, the spin can be completely eliminated
from the symmetry consideration, leading to a nontrivial
symmetry projection operator, Yˆ , that needs to be applied to
the spatial wave function and, thus, to each basis function.
This operator is a linear combination of some permutation
operators. In calculating the overlap and Hamiltonian matrix
elements all the permutations can be applied to the ket as
Pˆ =Yˆ †Yˆ the dagger stands for conjugate. This results in cer-
tain sums of elementary matrix elements in which the ket is
affected by some permutation,
kPˆ l	 = k˜ l	 and kHˆ Pˆ l	 = kHˆ ˜ l	 . 13
Here ˜ l stands for permuted l. The calculation of matrix
elements with permuted kets can be done using the same
procedure as for nonpermuted ones and, therefore, it is re-
quired to only transform elements of matrices Al and Wl
accordingly, i.e.,
Pˆ rWlrexp− rAlr
= rPWlPrexp− rPAlPr , 14
where P= P I3 is the permutation matrix corresponding to
permutation operator Pˆ .
To build the permutation symmetry projector for fermi-
ons, a Young tableaux is constructed. For n fermions elec-
trons and for the total spin of the system being s, the sym-
metry quantum number, p, is calculated as p= n2 −s. Then a
partition is defined as = 2p1n−2p. The partition describes
the structure of the Young tableaux for the state of the system
under consideration. The tableaux consists of two boxes in
the first p rows and one box in the remaining n−2p rows.
The carbon atom with six electrons and the total spin in the
ground state of one has a partition of = 2212 and the fol-
lowing Young tableaux:
4 5
6 7
2
3
where the following particle numbering convention is used:
the nucleus is labeled as “1,” electrons “2” and “3” represent
the p electrons, and electrons “4,” “5,” “6,” and “7” are
spin-paired s electrons. The permutation symmetry projector
can now be constructed using the Young tableaux in the
following way:
Yˆ = SˆAˆ , 15
where Sˆ and Aˆ are idempotent symmetrization and
antisymmetrization operators. Aˆ is constructed as a product
of antisymmetrizers over particles in each column of the
Young tableaux. Sˆ is constructed as a product of
symmetrizers over particles in each row. Thus, in the present
case Aˆ = 1ˆ − Pˆ 461ˆ − Pˆ 26− Pˆ 241ˆ − Pˆ 32− Pˆ 36− Pˆ 341ˆ − Pˆ 57. 1ˆ
is the identity operator. The symmetrization operator is: Sˆ
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= 1ˆ + Pˆ 451ˆ + Pˆ 67. As mentioned above, the operator which
should be applied to l is Y†Y.
V. MATRIX ELEMENTS
In the beginning, it is necessary to briefly explain the
notation scheme used throughout this work. The scheme is
the same as the one used in our previous work 10. As a
rule, small Greek letters are used to denote scalar quantities.
Bold small Greek letters represent usual three-component
vectors. Capital Greek letters are used for 33 matrices.
Small Latin letters normally denote n-component vectors n
is the number of pseudoparticles. Bold small Latin letters
should be understood as 3n-component vectors. If such a
letter has an index that means it is a three-component vec-
tors. For example, r is a 3n-component vector, while ri is a
three-component vector. Capital Latin letters are used for n
n matrices. At last, bold capital Latin letters are 3n3n
matrices. Vertical bars around a matrix denote its determi-
nant, while same bars around a vector or a scalar stand for
absolute value or length. All matrix-matrix and matrix-vector
products that appear in formulas should be treated using con-
ventional matrix algebra. For example, a product of a pq
matrix and a qk matrices yields a pk matrix.
Before evaluating the matrix elements, we also need to
give a well-known formula for the following general
p-dimensional Gaussian integral:

−
+
exp− xAx + yxdx =
p/2
A1/2
expyA−1y , 16
where x is a p-component vector of variables, A is a sym-
metric pp positive-definite matrix, y is a p-component
constant vector, and A−1 is the inverse of A. The above inte-
gral is frequently used in the derivation of the overlap and
Hamiltonian matrix elements in this work. It is convenient to
rewrite the basis function 9 as a derivative with respect to
some parameter k,
k = −

k
exp− rAk + kWkrk0, 17
where the following Gaussian function is called the genera-
tor function,
	k = exp− rAk + Wkr . 18
Gaussian basis functions in the form given by expression
17 are used in the derivations of the overlap and the Hamil-
tonian matrix elements.
A. Overlap integral
The overlap integral between two Gaussian basis func-
tions 17 is
kl	 =

k

l
	k	l	
=

k

l

−
+
exp− rAkl + kWk + lWlrdrk=l=0,
19
where AklAk+Al. Equation 16 can be now directly ap-
plied yielding the following derivative:
kl	 = 3n/2

k
 
l
Akl + kWk + lWl−1/2k=l=0.
20
Here, recall that the differential of the determinant of an
arbitrary matrix X and its inverse are
dX = XtrX−1dX , 21
and,
dX−1 = − X−1dXX−1. 22
In Eq. 21 tr . . .  denotes the trace of a matrix. Differenti-
ating Eq. 20 with respect to l and k using Eq. 21 and
setting k=l=0 yields
kl	 =
1
2
3n/2Akl−1/212trAkl−1WktrAkl−1Wl
+ trAkl
−1WkAkl
−1Wl . 23
Formula 23 contains 3n3n matrices. For computing pur-
poses, it is desirable to reduce the dimensions of the matrices
from 3n3n to nn by factoring I3 using the definition of
the Kronecker product whenever possible. The determinant
of Akl, which is a 3n3n matrix, can be reduced to an ex-
pression involving the determinant of the Akl matrix, an n
n matrix. If X is an 3n3n matrix in the form X=X I3,
its determinant can be calculated as
X = X  I3 = X3. 24
This is the only simplification that can be made in the over-
lap formula 23, which results in the final form of the over-
lap matrix element,
kl	 =
1
2
3n/2Akl−3/212trAkl−1WktrAkl−1Wl
+ trAkl
−1WkAkl
−1Wl . 25
It is worth mentioning that I3 cannot be factored out of the
traces in Eq. 25 by applying the following transformation:
trAC = trAC  I3 = 3 trAC , 26
by using the following matrix product property:
A  BC  D = AC  BD , 27
where A and C are arbitrary 3n3n matrices in the follow-
ing form A=A I3, and B and D are equal to I3. For ex-
SHARKEY et al. PHYSICAL REVIEW A 80, 062510 2009
062510-4
ample, it is not possible to apply the above transformation in
the case of the Wk matrix, which is used to generate the
pre-exponential angular factor in the basis function 6, be-
cause there is no such nn matrix Wk that satisfies the con-
dition
Wk = Wk  I3. 28
The sparsity of Wk matrix cannot be explicitly exploited at
the level of the formulas, but it has to be handled when the
formulas are coded in the computer program. This simplifi-
cation involves eliminating as many as possible multiplica-
tions involving zeros which significantly reduces the calcu-
lation time.
Additionally, when Wk is specified to describe basis func-
tions for two p electrons of the form xikyjk exp−rAkr and
xikxjk exp−rAkr, as seen in Eqs. 8 and 11, trAkl
−1Wk
and trAkl
−1Wl become zero. This fact significantly reduces
the final formula for these cases from Eq. 25 to
kl	 =
1
2
3n/2Akl−3/2trAkl
−1WkAkl
−1Wl . 29
This simplification is used throughout the derivation of
Hamiltonian matrix elements. However, when Wk is used to
describe basis functions for one d electron of the form xik
2 as
seen in Eq. 10, the traces mentioned above are nonzero
and, therefore, Eq. 25 cannot be reduced any further.
B. Kinetic energy integral
The kinetic-energy operator in Eq. 3 is expressed as a
sum that can be written in the following form:
−
1
2i=1
n 1
i
ri
2 + 
i=1, j=1, ij
n 1
m0
ri
rj = − rMr.
30
Here the mass matrix M is M=M  I3, where in the M ma-
trix the diagonal elements are set to
1 / 2m1 , 1 / 2m2 , . . . , 1 / 2mn, while the off-diagonal el-
ements are set to 1 / 2m0. Again, m0 is the mass of the
nucleus and m1 , . . ., and mn are the electron masses. Using
Eq. 18 the kinetic-energy integral for the basis functions k
and l is
k − rMrl	 =

k

l
r	kMr	l	 . 31
The gradient operator acting on the generator function pro-
duces
r	k = − 2Ak + kWkr	k. 32
Plugging this into the kinetic-energy integral gives the fol-
lowing four integrals:
r	kMr	l	
= − 2Ak + kWkr	kM− 2Al + lWlr	l	
= 4	krAkMAlr	l	 + 	krAkMWlr	l	
+ 	krWkMAlr	l	 + 	krWkMWlr	l	 . 33
These four integrals can be evaluated using the following
auxiliary integral:
	krBr	l	
= −  


	kexp− 
rBr	l	

=0
= − 3n/2 


Akl + kWk + lWl + 
B−1/2

=0
, 34
where 
 is a parameter and B is some symmetric matrix.
Notice that matrices in the four integrals above are not nec-
essarily symmetric. However, we can always substitute a
nonsymmetric matrix X in a quadratic form with a symmet-
ric one X+X /2→X while keeping the quadratic form un-
changed.
Next, after some straightforward manipulations, one can
show that
krBrl	 = −
1
2
3n/2



Akl + 
B−1/2
12trAkl + 
B−1Wktr
Akl + 
B−1Wl
trAkl + 
B−1WkAkl + 
B−1Wl

=0
=
1
2
3n/2
Akl3/2
1412 trAkl−1B + 121 trAkl−1WlAkl−1B
+
1
2
2 trAkl
−1WkAkl
−1B +
1
2
3 trAkl
−1B
+ trAkl
−1WkAkl
−1WlAkl
−1B + trAkl
−1WlAkl
−1WkAkl
−1B ,
35
where we have defined: 1=trAkl
−1Wk, 2=trAkl
−1Wl, and
3=trAkl
−1WkAkl
−1Wl.
Now, using Eqs. 31, 33, and 35, and making some
simplifications, the final formula for the kinetic-energy ma-
trix elements is
k − rMrl	
= 3n/2Akl−3/21212 trAkl−1AkMAl
+ 3 trAkl
−1AkMAl
+ 1trAkl
−1WlAkl
−1AkMAl − trAkl
−1AkMWl
+ 2trAkl
−1WkAkl
−1AkMAl − trAkl
−1WkMAl
+ 2trAkl
−1WkAkl
−1WlAkl
−1AkMAl + trAkl
−1WkMWl
+ trAkl
−1WkAkl
−1AkMWl + trAkl
−1WlAkl
−1WkMAl
+ trAkl
−1WlAkl
−1WkAkl
−1AkMAl . 36
Similarly to the overlap formula, the kinetic-energy formula
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can be further reduced for basis functions 8 and 11 to
k − rMrl	
= 3n/2Akl−3/23 trAkl
−1AkMAl
+ 2trAkl
−1WkAkl
−1WlAkl
−1AkMAl
+ trAkl
−1WkMWl + trAkl
−1WkAkl
−1AkMWl
+ trAkl
−1WlAkl
−1WkMAl
+ trAkl
−1WlAkl
−1WkAkl
−1AkMAl . 37
C. Dirac delta function and potential energy integral
The potential-energy operator in the internal Hamiltonian
3 depends on the inverses of the interparticle distances be-
tween the electrons and between the electrons and the nuclei,
ri and rij, and, therefore, a more general elemental integral
can be considered,
krij
 l	,   − 3, 38
which gives the integrals required for computing the
potential-energy matrix elements when =−1. To obtain the
expression 38 we will first evaluate an auxiliary integral
that involves the following three-dimensional Dirac delta
function:
a1r1 + a2r2 + . . . + anrn − 
 „a  I3r − …
= lim

→



3/2 exp− 
a  I3r − 2 , 39
where a is a real n-component vector,  is a real three-
dimensional parameter, and 
 is a parameter. When we set
a=ei−ej, where em is an n-component vector whose mth
component is 1 and all others are zeros, then Eq. 38 can be
expressed as
krij
 l	 = 
−
+
k„a  I3r − …l	d
= 
−
+ 
k

l
	k„a  I3r − …
	l	k,l=0d , 40
where
	k„a  I3r − …	l	
= lim

→



3/2	kexp− 
raa  I3r
+ 2
a  I3r − 
2	l	 . 41
It should be noted that integrals involving delta function 39
with some particular choice of vector a can be very useful in
evaluating matrix elements of many important quantities.
Even though here the evaluation of potential-energy matrix
elements is of concern, we will assume that a is some gen-
eral vector when deriving integral 41.
Applying formula 16 in Eq. 41 we obtain
	k„a  I3r − …	l	
= 3n−1/2 lim

→

3/2Akl + kWk + lWl
+ 
aa  I3−1/2exp
2a  I3Akl
+ kWk + lWl + 
aa  I3−1a  I3
exp− 
2 . 42
Taking limit 42 as 
 approaches infinity can be done by
expanding both the determinant and the exponent into an
inverse power series with respect to 
. Both the determinant
and the exponent term contain an inverse of a matrix. This
inverse can be computed using the Woodbury matrix identity,
which has the following form:
A + UBV−1 = A−1 − A−1UB−1 + VA−1U−1VA−1, 43
where A is a pp matrix, U is a pq matrix, V is a qp
matrix, and B is a qq matrix. The Woodbury identity gives
an explicit form of the inverse of a rank q update of some
initial matrix A. In our case, the initial matrix analog of A in
Eq. 43 is the following 3n3n matrix:
Gkl = Akl + kWk + lWl. 44
The analog of UBV in Eq. 43 is the following matrix:

aa  I3 = a  I3
I3a  I3 . 45
Applying the Woodbury identity to the inverse matrix men-
tioned before yields
Gkl + 
aa  I3−1 = Gkl−1 − Gkl−1
a  I3kl + 1


I3−1a  I3Gkl−1,
46
where
kl = a  I3Gkl−1a  I3 . 47
Now, using the inverse power-series expansion
kl + 1


I3−1 = kl−1 − 1
kl−2 + 1
2kl−3 − 1
3kl−4 + ¯ ,
48
and after some simple multiplications with rearrangement,
the limit of the expression in the exponent of Eq. 42 is
lim

→

2a  I3Gkl + 
aa  I3−1a  I3 − 
2
= − kl . 49
Let us note that the determinant in Eq. 42 can be written as
a determinant of the same inverse matrix that appears in the
exponent
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Gkl + 
aa  I3−1/2
= Gkl + 
aa  I3−11/2
= Gkl−1/2I3n − a  I3kl + 1


I3−1a  I3Gkl−11/2.
50
Here, again the expansion 48 is used and the well-known
Sylvester’s determinant theorem is applied, which says that
if A and B are pq matrices then,
Ip + AB = Iq + BA . 51
The limit of the pre-exponential factor in Eq. 42 can then
be easily evaluated,
lim

→

3/2Gkl + 
aa  I3−1/2 = Gkl−1/2kl−1/2. 52
With this, the expression for integral 42 can be written as
	k„a  I3r − …	l	
= 3n−1/2Gkl−1/2kl−1/2 exp− kl−1
 kl. 53
The next step is to differentiate Eq. 53 with respect to k
and l and set k=l=0. To accomplish the differentiation,
let us give the explicit formula for the differential of matrix
YX−1Y−1, where X is some arbitrary square matrix and Y is
a rectangular constant matrix,
dYX−1Y−1 = YX−1Y−1YX−1dXX−1YYX−1Y−1.
54
Also, notice that the following product, which will appear in
the expression for the integral with delta function, can be
simplified,
a  I3Akl
−1a  I3 = aAkl
−1a  I3 = I3, 55
where =trAkl
−1aa. Upon using Eqs. 54 and 55, and
defining D=aa, D=D I3 we recover
 
k

l
kl
k,l=0
= 3n−1/2Akl−1/2−3/2 exp− 21412 + 123 − 12−1121 trAkl−1WlAkl−1D + 122 trAkl−1WkAkl−1D
+ trAkl
−1WlAkl
−1WkAkl
−1D + trAkl
−1WkAkl
−1WlAkl
−1D + 12−2trAkl−1WkAkl−1WlAkl−1D
+ trAkl
−1WkAkl
−1DtrAkl
−1WlAkl
−1D + 1a  I3Akl
−1WlAkl
−1a  I3 + 2a  I3Akl
−1WkAkl
−1a
 I3 + 2a  I3Akl
−1WkAkl
−1WlAkla  I3 + 2a  I3Akl
−1WlAkl
−1WkAkla  I3
− −312trAkl−1WkAkl−1Da  I3Akl−1WlAkl−1a  I3 + 12trAkl−1WlAkl−1Da  I3Akl−1WkAkl−1
a  I3 + a  I3Akl
−1WkAkl
−1a  I3a  I3Akl
−1WlAkl
−1a  I3 + a  I3Akl
−1WlAkl
−1a  I3
a  I3Akl
−1WklAkl
−1a  I3 + −4a  I3Akl−1WkAkl−1
a  I3a  I3Akl
−1WlAkl
−1a  I3 . 56
The above lengthy expression is the most general formula for
the integral that involves delta function 39.
The final step in deriving the formula for the krij
 l	
matrix element is to integrate over = x ,y ,z. Here we
need to specify a particular form of a. As was mentioned
above, in case of rij we simply set a=ei−ej. If the matrix
element that contains ri is needed, then we set a=ei. In place
of aa and aa I3 we will use matrices J and J=J I3,
respectively. Matrix J has a very simple structure,
J = Eii, i = j for riEii + Ejj − Eij − Eji, i j for rij , 57
where Eij is a matrix with 1 in the i , jth position and 0’s
elsewhere.
There are three types of integrals involved when Eq. 56
is integrated. These integrals have the following general
forms:

−
+
 exp− 2d , 58

−
+
exp− 2d , 59

−
+
exp− 2d , 60
where =trAkl
−1J and , , and  are certain 33 matri-
ces.
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Integral 58 is a table integral with the following value:

−
+
 exp− 2d = 23 + 2 3+/2. 61
In order to evaluate the second of the three integrals, integral
59, we can write the quadratic form , where  is a
33 matrix, explicitly, term by term,
 =11x
2 +22y
2 +33x
2 + 212xy + 213xz
+ 223yz. 62
The diagonal terms involving x
2
, y
2
, and z
2 are even func-
tions and lead to nonzero integrals. The off-diagonal terms
are odd functions and the integrals involving these terms
vanish. Since the integrals involving x
2
, y
2
, and z
2 obviously
have the same value apart from their factors, 11, 22, 33
we can write the resulting integral as
tr
−
+
x
2 exp− 2d
=
1
3
tr
−
+
2 exp− 2d . 63
The latter integral is a table one, similar to Eq. 61. Thus,
for Eq. 59 we have

−
+
exp− 2d =
2
3
5 + 2 tr5+/2.
64
The same procedure can be also applied to evaluate Eq. 60,
where the only nonzero integrals are those involving even
functions such as x
4
, x
2y
2
, etc. All other terms involving such
odd functions as xy
3 or xyz
2 vanish. With that, one can
obtain the following formula for integral 60:

−
+
exp− 2d
=
2
15
7 + 2 7+/22 tr + trtr . 65
Using expressions 58–60 we can perform integration of
Eq. 56 and after some rearrangement and simplification
obtain the following final formula for the krij
 l	 matrix
element:
krij
 l	 =
23n−1/2
Akl3/2
3 + 2 /21412 + 123
+

12
−11 trAkl
−1WlAkl
−1J
+ 2 trAkl
−1WkAkl
−1J + 2 trAkl−1WkAkl−1WlAkl−1J
+ 2 trAkl
−1WlAkl
−1WkAkl
−1J
+
 − 2
60
−22 trAkl
−1WkAkl
−1JAkl−1WlAkl−1J
+ trAkl
−1WkAkl
−1JtrAkl−1WlAkl−1J . 66
The case when =−1 represents the integrals that appear in
the potential-energy matrix elements. In this case the matrix
element becomes
k
1
rij
l	 = 23n−1/2Akl−3/2−1/21412 + 123
−
1
12
−11 trAkl
−1WlAkl
−1J
+ 2 trAkl
−1WkAkl
−1J + 2 trAkl−1WkAkl−1WlAkl−1J
+ 2 trAkl
−1WlAkl
−1WkAkl
−1J
+
1
20
−22 trAkl
−1WkAkl
−1JAkl−1WlAkl−1J
+ trAkl
−1WkAkl
−1JtrAkl−1WlAkl−1J . 67
It is worth noticing that, when  is zero, Eq. 66 should
produce the formula for the overlap integral, and, as it can be
easily verified, it does. Also, when =2 Eq. 66 reproduces
formula 35 if we set B=J.
Finally, utilizing the fact that 1=trAkl
−1Wk and 2
=trAkl
−1Wk are zero for basis functions 8 and 11, the
potential-energy integral can be reduced to
k
1
rij
l	 = 23n−1/2Akl−3/2−1/2
123 − 16−1trAkl−1WkAkl−1WlAkl−1J
+ trAkl
−1WlAkl
−1WkAkl
−1J
+
1
20
−22 trAkl
−1WkAkl
−1JAkl−1WlAkl−1J
+ trAkl
−1WkAkl
−1JtrAkl−1WlAkl−1J , 68
and this concludes the derivation of the algorithm for the
calculation of the potential-energy matrix element.
VI. NUMERICAL ILLUSTRATION
The algorithms for calculating overlap and Hamiltonian
matrix elements have been implemented in a computer pro-
gram that carries out the variational calculation of the
ground-state energy and the wave function. The program
uses the standard procedure for solving the secular equation
through simultaneous diagonalization of the overlap and
Hamiltonian matrices. It also performs an optimization of the
nonlinear parameters contained in the wave function using
the conjugated gradient method. The algorithms for calculat-
ing the matrix elements were first implemented in the forms
provided by the expressions described in the previous sec-
tion. Since some of the matrices involved in these expres-
sions are very sparse, a second “production” version of the
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code was developed where multiplications by zero were vir-
tually eliminated, resulting in a 250 times increase in the
speed of the calculations.
The first testing of the program was performed for the 3P
state of the He atom with the two electrons occupying two p
orbitals. A minimal basis set of one p-orbital Gaussian was
used in the calculations. After an energy matching produced
by the standard Hartree-Fock calculation was obtained, the
next test was performed for the ground 3P state of the carbon
atom. Again, the calculations were carried out with a mini-
mal set of Gaussians consisting of an s orbital and an sp
shell. After successfully passing this test, the program was
used in larger scale correlated calculations on the ground 3P
state of the carbon atom.
In the carbon atom calculations, the major 12C isotope of
this system with the nuclear mass of 21 868.663 82me, where
me is the electron mass, was considered first. As the approach
developed in this work explicitly includes the effects due to
the finite-nucleus mass in the Hamiltonian, the nucleus mass
has to be entered into the calculation. The 12C calculations
involved increasing the basis set of explicitly correlated
Gaussians from a single function to a set of 50 functions.
Initially this process involved adding one Gaussian at a time
to the basis set and running 100 iterations of the conjugated
gradient procedure that optimized the nonlinear Lk param-
eters of all Gaussian functions in the basis set. After a set of
twenty Gaussians was generated in this fashion the further
enlargement of the basis set was done in subsets of five func-
tions at a time. In Table I the results of the calculations are
presented. Only energies obtained with basis sets with
lengths increasing in increments of five functions are shown.
After the calculations for 12C were completed, the basis sets
generated for this system were used to calculate the energies
of two other carbon isotopes, 13C and 14C. In those calcula-
tions only the linear-expansion coefficients were varied. The
masses of the 13C and 14C nuclei used in the calculations
were 23 697.667 79me and 25 520.350 57me, respectively.
The energies obtained for these isotopes are also shown in
Table I along with the energies obtained for C, i.e., for an
infinite mass of the carbon nucleus.
It is clear that with only 50 Gaussians the total energies
obtained in the calculations are far from being converged. A
high-quality calculation of the ground state of the carbon
atom would require the use of thousands of correlated Gaus-
sians. However, the purpose of the present calculations was
to demonstrate that our algorithm produces energies consis-
tent with the values obtained in previous carbon atom calcu-
lations. For example, our best energy value for C of
−37.756 894 78 a.u. obtained with 50 Gaussians compares
well with the one obtained by Sundholm and Olsen in the
finite-element MCHF calculations of −37.792 860 a.u. the
Hartree-Fock limit is −37.688 619 a.u. 20. The next step
in performing high accuracy calculations on the carbon atom
and its isotopes with all-electron explicitly correlated Gauss-
ian functions will be completed after an algorithm for calcu-
lating the energy gradient is implemented.
The present approach allows for determining the energy
effect due to the finite mass of the nucleus. This effect is
calculated by subtracting the C energy from the energy ob-
tained for the particular isotope. The results presented in
Table I the numbers in parentheses the finite nuclear mass
effect is, as expected, the largest for 12C and the smallest for
14C. The results also show that the values of the mass effects
are quite well converged for all isotopes within the range of
the basis set sizes used in the present calculations. One can
attribute the better convergence of the mass effect than that
of the total energies to cancellation of errors that likely oc-
curs in this case. To our knowledge, this is the first time the
finite-nuclear mass effect was calculated for the carbon iso-
topes using a variational approach where this effect is explic-
itly included in the total variational energy.
VII. SUMMARY
In the present work, we presented general formulas for
calculating the Hamiltonian and overlap matrix elements
with all-electron explicitly correlated Gaussian functions for
systems with either two p electrons or a single d electron and
an arbitrary number of s electrons. The formulas have been
implemented and tested for correctness. The Hamiltonian
used in the present approach was obtained by separating out
the center-of-mass motion from the laboratory-frame Hamil-
tonian and explicitly includes terms due to the finite-nucleus
TABLE I. Nonrelativistic energies of three carbon isotopes, 12C, 13C, and 14C, and the carbon atom with infinite nuclear mass, C as a
function of the number of basis functions. All energies are in atomic units. In parenthesis we show the correction due to the finite-nuclear
mass calculated as ExC−EC.
Basis Size E12C E13C E14C EC
5 −37.12320387 0.001711599 −37.12333593 0.00157899 −37.12344870 0.00146622 −37.12491492
10 −37.48739372 0.00171599 −37.48752615 0.00158356 −37.48763925 0.00147046 −37.48910971
15 −37.59657279 0.00171719 −37.59670532 0.00158466 −37.59681849 0.00147149 −37.59828998
20 −37.66214873 0.00171470 −37.66228105 0.00158215 −37.66239404 0.00146916 −37.66386320
25 −37.69207132 0.00171434 −37.69220362 0.00158204 −37.69231661 0.00146905 −37.69378566
30 −37.71313236 0.00171502 −37.71326473 0.00158265 −37.71337776 0.00146962 −37.71484738
35 −37.72968478 0.00171382 −37.72981704 0.00158156 −37.72993000 0.00146860 −37.73139860
40 −37.74022531 0.00171473 −37.74035764 0.00158240 −37.74047066 0.00146938 −37.74194004
45 −37.75013443 0.00171611 −37.75026688 0.00158366 −37.75037998 0.00147056 −37.75185054
50 −37.75517818 0.00171660 −37.75531066 0.00158412 −37.75542380 0.00147098 −37.75689478
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mass effects. In our calculations for the carbon atom and its
isotopes, these effects have been determined.
Presently, the method developed in this work can only be
applied to perform calculations with small sets of explicitly
correlated Gaussians. This is because the calculations in-
volve optimization of nonlinear parameters of Gaussians,
which is a very costly procedure. As we have shown in our
previous atomic calculations 8–13, this optimization can be
significantly accelerated by employing the analytical energy
gradient determined with respect to the Gaussian nonlinear
parameters. Thus, before large-scale atomic calculations are
attempted with the method developed in this work, an algo-
rithm for calculating the gradient has to be implemented.
Such is the aim of the next stage of our project.
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