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ABSTRACT  
   
Virtual Reality (hereafter VR) and Mixed Reality (hereafter MR) have opened a 
new line of applications and possibilities. Amidst a vast network of potential applications, 
little research has been done to provide real time collaboration capability between users of 
VR and MR. The idea of this thesis study is to develop and test a real time collaboration 
system between VR and MR. The system works similar to a Google document where two 
or more users can see what others are doing i.e. writing, modifying, viewing, etc. Similarly, 
the system developed during this study will enable users in VR and MR to collaborate in 
real time. 
The study of developing a real-time cross-platform collaboration system between 
VR and MR  takes into consideration a scenario in which multiple device users are 
connected to a multiplayer network where they are guided to perform various tasks 
concurrently. 
Usability testing was conducted to evaluate participant perceptions of the system. 
Users were required to assemble a chair in alternating turns; thereafter users were required 
to fill a survey and give an audio interview. Results collected from the participants showed 
positive feedback towards using VR and MR for collaboration. However, there are several 
limitations with the current generation of devices that hinder mass adoption. Devices with 
better performance factors will lead to wider adoption. 
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CHAPTER 1 
REVIEW OF LITERATURE 
Humans have always strived to achieve new forms of connectivity. VR and MR are 
new forms of connectivity which have the potential to connect the world in an 
unprecedented way. With VR, companies like Facebook have developed Social VR 
platforms which enables a person to collaborate in VR. With MR, the person can make use 
of the real world objects in addition to virtual objects to collaborate. Currently, there is a 
thin line which differentiates VR and AR. Eventually, MR will become more mainstream. 
The idea of this thesis study is to provide a proof of concept for real time collaboration 
between VR device and MR device. The aim of this study is to obtain an insight about how 
the participants perceive the technology and the current generation of devices. 
Additionally, this thesis study will also give insight about how comfortable the users are 
with the collaborative environment and the interactivity of the devices. This study will help 
us in analyzing the user interface (hereafter UI) of 360˚applications and help us gain 
perspective about the difficult aspects of collaborative experience in VR and MR. 
History of VR/AR/MR 
Early long distance communication was conducted via mail or messenger. In 1874, 
Alexander Graham Bell invented the telephone (Bell, 1876). Then came wireless 
telephony, invented by Nikola Tesla. Guglielmo Marconi further developed wireless 
telephony and made long distance telephony a reality. 
Nikola Tesla once said,  
"When wireless is perfectly applied the whole earth will be converted into a huge 
brain, which in fact it is, all things being particles of a real and rhythmic whole. We 
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shall be able to communicate with one another instantly, irrespective of distance. 
Not only this, but through television and telephony we shall see and hear one 
another as perfectly as though we were face to face, despite intervening distances 
of thousands of miles; and the instruments through which we shall be able to do 
this will be amazingly simple compared with our present telephone. A man will be 
able to carry one in his vest pocket." (Colliers, 1926) 
When people first hear about VR and MR, they often express some skepticism 
about their quality. However, the reaction is different when they first try out a device. Users 
are frequently overwhelmed, whether the device they try is a low-end VR device like 
Google Cardboard (“Google Cardboard,” n.d.) or an expensive VR system such as the HTC 
Vive or Oculus (“HTC Vive,” n.d.). These reactions are due in part to the general user’s 
lack of knowledge about the current capabilities of VR and MR. 
VR is "the computer-generated simulation of a three-dimensional image or 
environment that can be interacted with in a seemingly real or physical way by a person 
using special electronic equipment, such as a helmet with a screen inside or gloves fitted 
with sensors." (“Define Virtual Reality,” n.d.) 
Augmented Reality (hereafter AR) on the other hand is "a technology that 
superimposes a computer-generated image on a user's view of the real world, thus 
providing a composite view." (“Define Augmented Reality,” n.d.) 
“MR, sometimes referred to as hybrid reality, is the merging of real and virtual 
worlds to produce new environments and visualizations where physical and digital objects 
co-exist and interact in real time” ("Mixed Reality", n.d.). 
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VR and AR are not new concepts. In 1956, Morton Heilig invented Sensorama, the 
first VR machine, for which he was granted a patent in 1962 (Heilig, 1962). The machine 
was called Experience Theatre and was used to view short films. There were many 
developments over the next few years, but a major breakthrough was achieved by Ivan 
Sutherland in 1965, when he developed the “Ultimate Display” with two CRT screens 
which enabled users to view 3D images. Three years later, Ivan Sutherland and his student 
Bob Sproull developed the first VR and AR headset which they called “The Sword of 
Damocles”. The device was primitive in UI and graphics. The virtual environment was a 
simple wireframe of rooms. The output was displayed in the device via a computer program 
where the user’s perspective depended on his/her gaze. Head tracking was achieved via a 
mechanical arm which was suspended from the ceiling of the lab and connected to the 
HMD (“The Sword of Damocles (Virtual Reality),” n.d.). In subsequent years, a number 
of companies looked at VR from a business perspective, but generally found that the 
technology was not ready for commercial success. For example, in 1995, Nintendo 
launched a VR product Virtual Boy in the market that enabled users to play 3D 
monochrome games. However, Nintendo’s product did not achieve success due to quality 
issues and physiological effects as people faced motion sickness (Alvirmin, 2014). The 
precise reason for Virtual Boy’s failure lies in the Head Mounted Displays (hereafter 
HMD) they used. 
In 2012, when Palmer Luckey, Co-founder of Oculus VR, (“Oculus VR,” 2017) 
launched an online crowdfunding campaign for his Oculus Rift VR HMD (“Oculus Rift: 
Step Into the Game,” 2012). The campaign received approximately $2.4 Million USD, and 
helped reignite commercial interest in VR. Later in March 2014, Facebook acquired Oculus 
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(Zuckerberg, 2014). Since then, Facebook has invested $250 Million USD in the Oculus 
device, and are likely to invest additional $250 Million USD on VR Content. (Cheng, 
2016). Along with Facebook, other companies like Google and HTC have also invested 
large sums of money in VR and AR. By March 2016, AR/VR investments worldwide had 
hit $1.1 Billion (“AR/VR Investment in 2015 Breaks Out Near $700 Million,” 2016; 
“AR/VR Investment Hits $1.1 billion Already in 2016,” 2016). HTC, developer of the Vive 
VR system, has announced a $100 million fund via the Vive X accelerator program. These 
funds will be invested in VR companies that join the accelerator program (Lang, 2016). 
Current high-end VR devices are wired to computers due to stringent latency and 
visual quality requirements (LaValle, 2013). Huge sums of money has been invested in 
Mobile VR by Google, Samsung and Facebook. Google Daydream is a HMD with a set of 
requirements set for a smartphone. Any smartphone which satisfies these requirements can 
be used with the Google Daydream HMD. These specifications have been set to provide 
high quality Mobile VR experience ("Google VR", n.d.). Facebook and Samsung have 
launched the Samsung Galaxy Gear VR to push the Mobile VR market ("Gear VR - The 
Official Samsung Galaxy Site", n.d.). 
Michael Abrash, a VR pioneer, lists 5 major minimum technical requirements for 
supporting immersive VR experiences. He states that devices need a wide field of view 
(~220 degrees), excellent image quality (>120 pixels per degree), variable depth of focus 
(depth of focus across eye’s full range), high dynamic range of display (~10 orders of 
magnitude), and all day ergonomics (easy to wear devices like optical glasses). All of these 
requirements were lacking in Nintendo Virtual Boy. Even today, devices which are 
available to consumers do not meet all these specifications. Current devices generally have 
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a 90˚ field of view, 15 pixels per degree, and a fixed focus at approximately 2 meters. 
Besides, they are still quite heavy for sustained use. However, current devices such as the 
Vive and Oculus are capable of providing a much more immersive experience than the 
Virtual Boy (Abrash, 2012; Oculus, 2015; Oculus, 2016). 
In addition to graphics quality, interactivity has been a major challenge in creating 
immersive VR and MR experiences. The Vive and Oculus can interact with virtual objects 
using controllers similar to those used with traditional gaming systems such as the 
PlayStation 4 or Xbox One (“Oculus Rift,” n.d.; “HTC Vive,” n.d.). HTC Vive controllers 
can be programmed to look like any object which the developer wishes to project. The 
primary issue with such controllers is that they cannot provide haptic feedback. Research 
is being conducted on haptic feedback mechanisms in VR and MR. AxonVR’s HaptX 
system is one such example of haptic feedback in VR. HaptX is a giant metal box with a 
small rectangular opening where the user should place a hand. Once this is done, the user 
can sense touch and temperature changes in VR. The cardinal problem here is that it is 
meant for sitting VR experience and is still at the prototyping stage (Ackerman, 2017). 
Teslasuit is a full body haptic feedback, motion capture, thermo controlled suit which 
enables user to experience touch and other sensations in VR using electro-tactile feedback 
system (“Teslasuit,” 2016). Due to lack of funding, Tesla Studios cancelled the online 
crowdfunding for this product (Rigg, 2016).With respect to MR, companies like Microsoft 
with its HoloLens headset have gone with a traditional Bluetooth remote. Additionally, 
Microsoft has added support for voice and gesture recognition (“Microsoft HoloLens,” 
n.d.). There are two primary gestures which the user can use i.e. bloom and air-tap 
(“Gestures,” n.d.). Bloom gesture permits the user to access the Windows start menu, 
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irrespective of the state of the application. Air-Tap enables the user to perform a mouse 
click where the cursor is pointing; the cursor moves with the head movements of the user. 
The user can invoke Cortana (voice assistant) at any given point of time by saying “Hey 
Cortana”. Based on the application that is being used, the user can invoke voice commands 
supported by the application. For example, if the application can rotate the globe when the 
keyword “Rotate Globe” is uttered, then the user needs to simply say “Rotate Globe” while 
the application is active. Gesture recognition and voice recognition sounds futuristic, but 
they have limitations. Gesture recognition relies on heavy computational power and 
powerful algorithms. There is no ideal algorithm and Graphical Processing Unit (hereafter 
GPU) for this purpose. This can hinder the efficacy of gesture recognition. As regards to 
voice, a quiet environment is necessary for a user’s voice to be accurately detected. 
Moreover, voice recognition systems may struggle to recognize a wide variety of user 
accents based on the demographics of the user.  
In a short span of time, companies such as Oculus Rift, HTC, and Microsoft have 
worked on developing real time, collaborative VR and MR applications. However, these 
collaborative applications can work only on a given company’s products. HTC and Oculus 
focus on VR to VR collaboration, and Microsoft explores collaboration between HoloLens 
MR users. Microsoft calls its collaborative space as HoloLens Sharing whereas Oculus 
calls it Oculus Rooms and Parties (“Shared Holographic Experiences,” n.d.; “Join Friends 
in VR with Oculus Rooms and Parties,” 2016). Users can be in a collaborative mode or in 
presentation mode (i.e. viewing only). Users can even annotate physical objects while in 
live video calls in cases when the collaboration is meant for guided training or instruction. 
Users can create parties with friends in VR. They can even place a voice call or play multi-
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player games in VR (“Join Friends in VR with Oculus Rooms and Parties,” 2016). 
However, to date none of these companies have attempted to connect VR and MR users. 
History of Gaming 
To achieve better understanding of collaboration in VR and MR better, it is 
necessary to study the history of video game systems. Video games were initially seen in  
the market in 1950s. During this period, games were predominantly meant for training and 
instructional programs, for research programs in Artificial Intelligence (hereafter AI), and 
for demonstration programs. Some of the early computers featured games like Bertie the 
Brain and Nimrod; games like tic-tac-toe and Ferranti were also available on these 
machines. Due to limited memory and processing power, early mainframe computers were 
not suitable for complex games. Video games and video game consoles started getting 
commercialized in 1970s. Magnavox Odyssey was the first game console introduced in the 
market; Atari’s game named Pong was extremely successful on the Odyssey; concurrently, 
arcade machines began rolling out in bars, shopping malls, etc around the world (“History 
of Video Games,” 2001;). 
During this period, multiplayer gaming was limited to single screens. In 1973, 
Empire was the first multiplayer game which was built for Programmed Logic for 
Automatic Teaching Operation (hereafter PLATO) network. It was a turn-based game that 
could be played by 8 players concurrently on the network. It was reportedly played for 
300,000 hours during 1978-1985. Games accounted for ~20% of usage of PLATO 
(Woodley, 1994). 
In 1977, Atari launched Atari 2600, which could support for removable game 
cartridges and also sported a microprocessor. Developers took advantage of these features 
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and soon several games were available in the market; this boosted the sales of Atari 2600. 
Multiplayer games for developed for home computers could be played on a single display 
using joysticks. (Chikhani, 2015). 
The first-person shooter PC game Doom was launched in 1993 and was a big hit. 
It introduced the concept of Deathmatch multi-player gaming, which became quite popular. 
Multiplayer gaming over computer networks became popular in 1993 with the release of 
the Pathway to Darkness game. The game gave rise to Local Area Network (LAN) parties. 
LAN gaming took off rapidly, when 3D games like Quake came in the market in 1996. By 
this time, Microsoft’s Windows 95 operating system was released which supported 
affordable Ethernet cards, making it simpler for players to set up multiplayer LAN gaming 
(Chikhani, 2015).  
However, the real boom in multiplayer gaming came in with broader public access 
to the Internet, and with the advent of the World Wide Web (WWW). During the early 
years of the Internet, game companies Nintendo, Sega and Atari tried to establish a market 
for online multiplayer gaming but could not succeed. Sega launched its Dreamcast game 
console in 2000. It was the first internet-ready console. Dreamcast helped in advancing 
online multiplayer gaming as it came with an integrated 56Kbps modem and a web 
browser. But Dreamcast turned out to be a failure due to the prohibitive cost of internet 
access and high internet bills received by its users. Nevertheless, Dreamcast laid down the 
foundation for future consoles like internet-connected game consoles such as the Xbox 
(Chikhani, 2015). 
Today with ~3.3 billion (“Press Release: ITU Releases 2016 ICT Figures,” n.d.) 
people having access to internet and with the rise of online stores like Wii Shop, Xbox Live 
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Marketplace, Sony Play Station Network (hereafter PSN), etc, buying games is easier than 
ever before. The Internet and servers have become more affordable due to rapid 
innovations in the semiconductor industry which has made processors affordable. 
Working of Multiplayer Games 
“PLATO was based on time-sharing computer system, with users and programmers 
connected to the central mainframe” (“PLATO | Computer-Based Education System,” 
2015). Empire was a turn-based game, in which every user was given a stipulated amount 
of time to complete a turn, after which the turn gets passed on to the next device. Such 
multi-player games are controlled via control signals i.e. information sent through electrical 
pulses to indicate some event. Centralized systems are easy to program and set up, but there 
are several challenges encountered with such systems. Centralized systems suffer from 
bottleneck issues i.e. if the system fails, no one can access it until and unless there is a 
backup system. However, if the backup system fails, then recovery can take several hours. 
Additionally, scalability is another limitation. Since there is one centralized system, the 
system cannot multitask and allocate jobs (tasks) very well (Demb & Barbara, 1975). 
There is another multiplayer gaming mode in which users with distinct computers 
and a modem connect to telephone lines and eventually do long distance multiplayer 
gaming. However, this approach is restricted to two users (James & Gillam, 1997). 
In the mid 1990s, there was a trend toward site-based LAN parties. A LAN party is 
a gathering of two or more people in a house, building, or campus where they can play 
multiplayer games on the same network. LAN gaming in 1990s was conducted using 
Ethernet (RJ45 cables). Each device was connected to an Ethernet port or via a networking 
switch in case there was a shortage of Ethernet ports. Today with several advancements in 
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Wi-fi technology (Perahia & Gong, 2011), LAN gaming is usually conducted over Wi-fi 
networks (“LAN Party,” 2004). 
Remote Access Server games represent another mode of multiplayer gaming. The 
users are not required to be in the same room or campus as in the case of LAN gaming. 
This method is usually restricted to 16 players. Players with a modem can dial up to the 
remote server and every player connected to the server acts as a client who can play with 
other clients connected to the server (James & Gillam, 1997). 
Online Service Multiplayer Network Games are similar to Remote Access Server 
Games. However, in this case, the servers are on the Internet and make use of TCP/IP 
protocol to communicate. This method can support as many as 100 users (James & Gillam, 
1997). 
In 1997, a new concept of network multiplayer game was patented by James & 
Gilliam. They proposed a centralized server which would have an address on the network. 
This address is determined prior to users looking out for each other. Due to this, the users 
don’t have to seek each other. This is unlike games in which there is a master player hosting 
the game and other players connect to the master player. Further, the master player cannot 
add resources to accommodate a large number of players. In the case of a centralized server, 
the resources can be added as and when the demand increases. The centralized server 
receives input from each player and accordingly updates the state of the game. The 
centralized server also sends information to each player through basic input/output devices. 
In the case of an online internet game, the medium would be the WWW i.e. a web browser 
that has the ability to parse HTML 2.0. Only a basic input/output device is needed for 
playing online multiplayer games on the WWW. The input data is fed in data packets of 
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TCP/IP protocol and forwarded to the server as a HTTP request. The centralized server 
stores user moves and game states in the database. Information regarding the state of the 
game is provided to users, so that they can play the appropriate move. The database also 
prevents sudden removal of users who have just begun the game. For example, if the game 
is about collecting space and resources, the users who have been playing for a long time 
will have undue advantage over new players and this can be avoided by setting additional 
parameters other than time. The databases could provide support to as many as 1000 users. 
This method also provides real time chatting functionality along with tips while the user 
plays the games. It also provides support for adding advertisements in the games by asking 
a given advertiser to buy some game currency which will give them access to some 
components of the player’s interface. However, in order to ensure that this game currency 
is transferred to the user, the advertiser was required to provide a verification page which 
can verify that the user knows about the advertisement before transferring the game 
currency to the user. The patent also talks about possibilities of persistent game state where 
in the game grows and changes over time (James & Gillam, 1997). Though this system has 
several capabilities, it was built on a centralized architecture which has several issues as 
discussed above. 
In 2004, Knutsson, Lu, Xu and Hopkins developed a new Peer to Peer (hereafter 
P2P) multiplayer gaming for Massively Multiplayer Games (hereafter MMG). In this 
method, the users who participate in the game form an overlay on the game functions 
thereby contributing to the memory, CPU cycles and bandwidth to manage the shared game 
state. However, this method faced three major problems, namely performance, availability, 
and security. Games have frequent updates which have to be propagated within the 
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stipulated time and the bandwidth is limited among peers. Maintaining states is difficult as 
every peer has a replica and this replica becomes invalid once the peer goes offline thereby 
affecting availability. Moreover, managing a large number of replicas is difficult as the 
processing power is obtained from each connected individual (Knutsson, Lu, Xu, & 
Hopkins, 2004). 
In 2006, researchers developed a distributed multiplayer gaming architecture 
named Colyseus. It tackles the issues faced by centralized architectures i.e. scalability, 
bottle neck, etc. Though distributed architecture tackles the above problem, it is more 
complex as the game state and logic execution has to be performed over servers distributed 
geographically. On top of this, real time gameplay demands low latency which makes the 
architecture more complex. Colyseus takes advantage of two fundamental properties of 
games i.e. weak consistency state and predictable read writes for shared states. Using these 
two fundamental properties, Colyseus has been designed to perform logic partitioning that 
provides reasonably consistent low latency gameplay. Colyseus follows a single 
consistency model wherein all updates to a GameObject in the scene are serialized through 
one primary copy. Replicas are kept weakly consistent with the primary copy. The 
challenge for each node is to determine the nodes needed to fetch objects. A query interface 
has been designed by the researchers to fetch objects. Query interface has been 
implemented on randomly distributed hash tables (hereafter DHT) and a dynamically load 
balanced, range-based DHT. These lookups can be slow. In order to speed up the lookup 
process, the system fetches location information and accordingly pre-fetches GameObjects 
from the nearby server. This is used to discover GameObjects and information is sent to 
replicas via the primary copy (Bharambe, Pang, & Seshan, 2006). 
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Today, anyone can get an account on websites like LiquidSky and play any game 
on any machine even if the game was not designed for that system. The idea is to own a 
PC on the cloud and use the power of servers all around the world to get low latency and 
high performance. All these advancements are a result of developments in the networking 
industry (“LiquidSky,” n.d.). 
Drawbacks of Multiplayer Gaming 
Multiplayer is an incredible technology but it has its own set of problems. One of 
the major challenges in multiplayer games online is cheating. It can be categorized as 
conventional cheating and hacking of game code. Conventional cheating involves 
exploitation of bugs, loopholes and deception of players. Conventional cheating can be 
avoided by elimination of bugs and loopholes. Attacks on game code can be categorized 
as active and passive attacks. Active attacks involve misreporting of information to servers 
or automation of certain tasks which have inhuman speed. Passive attacks may include 
modifying game characters so that they appear larger than actual size on other client 
machines (Cox, 2000). 
Collaboration in VR/AR/MR 
The common factor in multiplayer games throughout the gaming history is 
networking. Networking could be on LAN or Metropolitan Area Network (hereafter MAN) 
or Wide Area Network (hereafter WAN). The fundamental aspect is to connect users to a 
server where users can join different rooms hosted by users across the world. 
This concept has been extended to smartphones as well; however, when it comes 
to VR and MR, very little development has happened to connect the two platforms. The 
intent of this thesis is to utilize the functionalities used previously in multiplayer gaming 
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to provide real-time cross-platform collaboration between VR and MR users, which will 
enable new forms of interactivity and use cases. This can be visualized as a Google Doc 
(“Google Docs,” n.d.). The document is stored on cloud and it can be accessed by "n" 
number of users at any given point in time. All the users can see what anyone of them is 
doing i.e. writing, modifying, viewing, etc. Similarly, in this scenario, a user in VR can see 
what a user in MR is doing in real time and vice-versa.  
The idea for this thesis of using multiplayer gaming techniques to achieve real time 
collaboration in VR and MR was conceptualized because of Unity3D (“Unity - Game 
Engine,” n.d.). Unity3D is a game engine which enables developers to develop applications 
for certain VR or MR HMDs. Given that the HMDs used for this study are supported by 
Unity3D, the first solution to achieve collaboration was using a multiplayer environment.  
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CHAPTER 2 
METHODOLOGY 
Every project begins with an idea. This idea is brainstormed to find the right 
solution. Similarly, for this thesis project, to provide a real-time collaborative experience 
between VR and MR there are certain basic questions which need to be addressed. 
• How are users collaborating? 
• What is the group size? 
• Where is everyone located? 
• When are they collaborating? 
• How similar are their physical environments? 
• What devices are they using? (“Shared Holographic Experiences,” n.d.) 
How are users Collaborating?  
1. Presentation: When a user presents some content to others but doesn’t want 
others to take control over content or modify the content. For example, A 
professor is delivering a lecture to a group of students and the professor can 
have his/her hints on the screen which will not be visible to the students. 
However, the students can have a buzzer to indicate to the professor if they 
have a question. 
2. Collaboration: When everyone collaborating wants to achieve a common 
goal. For example, a certain group of engineers are working on a new 
prototype of a smartphone and they all are collaborating to achieve the final 
design. Here any of the users can modify the GameObjects (objects in the 
scene)in the scene. 
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3. Guidance: In this scenario, one of the users helps others to solve some 
problem. For example, a surgeon is trying to explain his/her students how 
to perform a surgery (“Shared Holographic Experiences,” n.d.). 
What is the Group Size? 
 Since this is a collaborative experience, collaboration should be smooth and easily 
scalable as the number of participants increases. Network-based applications always add 
to the latency of the application. So the group size gives a good estimate of what the server 
specifications should be like (“Shared Holographic Experiences,” n.d.). 
Where is Everyone Located? 
Following are the possibilities where users can be located: 
• Co-located: Users are in the same room. 
• Remote: Users are in remote locations. 
• Both: Users are co-located as well as in remote locations. 
It is important to understand the users’ location because it raises certain cardinal 
questions like:  
• How will the users communicate? – Do they need audio/video 
communication built into the application? Do they need avatars? 
• Does the experience need to be adapted to different environments? - This is 
an important question because certain collaborative experiences need to 
have dashboards which evolve based on the environment. For example, 
There can be scenarios where the field workers would want to collaborate 
with their supervisors in the office, however, the dashboard for the field 
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worker needs to be dynamic as they would scan products that need 
maintenance. 
• What objects need to be shared? – Not all collaborative experiences need 
the same GameObjects to be present for all the collaborative users. Certain 
users may have a different dashboard. All this depends on the purpose of 
the application being used for collaboration (“Shared Holographic 
Experiences,” n.d.). 
When are they Collaborating? 
 It is important to understand the time of sharing as it influences various aspects of 
the application. Time of sharing can be: 
• Synchronous: Users are collaborating at the same time. For example, two 
or more users are working on a new prototype of a smartphone. 
• Asynchronous: Users are collaborating at different times. For example, a 
turn-based scenario in which a user needs the other user to complete his/her 
task, so that he/she can take over from there. In this scenario, users need not 
collaborate at the same time. 
• Both: Some users will be collaborating synchronously and some 
asynchronously. For example, employees work on a model in collaboration 
and share it with their boss who can view it later. 
Based on this information, the application must be programmed to handle object 
and environment persistence i.e. whether or not the state of the scene should be maintained 
(“Shared Holographic Experiences,” n.d.). 
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How Similar are their Physical Environments? 
 For users who are collaborating from remote locations, it is important to understand 
their environments as it will affect their experience, for example, the placement and the 
scale of the GameObject(s). Environments of the user could be categorized as: 
• Similar – Environments with similar layout, light, sound, size, etc. 
• Dissimilar – Environments which do not have similar layout, light, sound, 
size, etc. (“Shared Holographic Experiences,” n.d.). 
What Devices are they Using? 
 Users could use only MR devices, MR and VR combined, or only VR devices. This 
is important to know because both VR and MR have their own capabilities and limitations. 
Procedure 
 The goal of this thesis is to demonstrate a proof of concept that real-time 
collaboration between VR and MR is possible. To demonstrate this concept, the following 
assumptions have been made. They have been listed below: 
• Users will be in a collaboration mode where they will achieve a common 
goal. Both users will be assembling a virtual chair and eventually achieve a 
common goal, i.e. an assembled chair. 
• Two people will be collaborating. One will be using a VR device i.e. HTC 
Vive and the other will be using a MR device i.e. Microsoft HoloLens. 
• The study is conducted in a single room so the environment setting for both 
the users is similar. As the users are present in the same room, they can talk 
to each other directly. 
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• Each user will get to assemble one object at a time. This has been done to 
demonstrate the capabilities of each device in collaboration. Depending on 
the application, the functionalities can be modified. 
The VR and MR devices used for this study are supported by Unity3D game engine 
(“Unity - Game Engine,” n.d.). In the past, developers have used the concept of multiplayer 
gaming to connect two or more gamers together. Using the capabilities of the Unity3D 
game engine, the two devices were connected via a multiplayer game network. 
In order to connect the two devices via a multiplayer game network, the inbuilt 
multiplayer functionalities in the Unity3D game engine could have been used. However, 
the setup was complicated and presented several issues when connecting the VR and MR 
devices. Hence, the Photon Unity Network (hereafter PUN), a plugin developed by Exit 
Games (“Photon Unity 3D Networking Framework SDKs and Game Backend,” n.d.) was 
used. There are several benefits of using PUN, namely simple connectivity, cloud support, 
several servers around the world and cross platform compatibility. 
Subsequently, two Unity3D projects for MR and VR devices was created. A 
separate project was created for each device to avoid compilation issues due to conflicting 
scripts. Once the projects were set up, HoloToolkit (Microsoft, n.d.) was added to the MR 
device’s project and SteamVR plugin (“SteamVR Plugin,” 2017) was installed on the VR 
device’s project. HoloToolkit consists a set of readymade scripts provided by Microsoft to 
enable basic functionalities in the MR application. SteamVR plugin is the SDK which 
enables developers to develop room scale VR experiences. For an MR application, there 
are certain settings which need to be set. 
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a) The main camera’s camera component should have clear flags set to solid 
color and the background should be set to black. 
b) The transform position and rotation of the main camera should be set to x = 
0, y = 0, z = 0. 
c) The player settings of the MR application should have the default build type 
set to Windows Universal and Virtual Reality supported option should be 
checked. 
d) Additionally, based on the application access requirements, the 
microphone, the internet client server, etc. should also be checked. 
 
Figure 1 Microsoft HoloLens Unity Setup 
Once the scenes had been set up in VR and MR, three folders were created i.e. 
_Scenes, Scripts and Resources. _Scenes was meant for saving new scenes whereas, Scripts 
was meant for storing all the scripts written to demonstrate functionalities. Resources 
stored the prefabs of chair’s components like handle, wheels, etc. A prefab is a GameObject 
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which has certain pre-defined properties and can be re-used (“Unity - manual: Prefabs,” 
n.d.). The chair was 3D modelled in Blender (“Blender Foundation,” n.d.).  
 
Figure 2 HTC Vive Unity Setup 
Subsequently, the PUN plugin was installed from the Unity3D asset store. PUN 
requires a unique application identifier which is provided when a developer sets up a new 
project on PUN’s online dashboard. The free edition enables 20 players to join a virtual 
room concurrently. Once the application identifier is fed in the PUN settings, it 
automatically configures certain preferences. The server location was set to any and auto-
join lobby was enabled. 
In Unity3D, for any scene to reflect upon something, a script needs to be present in 
the scene hierarchy. The PUN settings were modified in the plugin preferences but for 
enabling the plugin, the application needs to be informed that it has to use those settings to 
connect to the server. A script named NetworkManager was created with the sole purpose 
of informing the Unity3D scene to connect to the PUN server using the settings present in 
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the PUN preferences. The NetworkManager script was attached to a GameObject named 
Managers. The NetworkManager script enabled devices to connect to the server and join 
the lobby. Once the lobby is joined, it checks if there is any room available. If not, then it 
creates a room and the next device which connects to the lobby will automatically join this 
room. 
As stated earlier, the user using either device will be able to assemble objects in 
alternate turns. To enable this functionality, another script named SceneController was 
attached to the GameObject named Managers. SceneController manages object 
instantiation of prefabs and whose turn it is to assemble the next piece of chair. For the 
current scenario, as there are only two devices, the even and odd principle was used to 
decide the turn. When the counter was even, the user with the MR device could assemble 
the object and whenever the counter was odd, the user with the VR device would be able 
to assemble the object. 
The users with the VR device would simply use the controllers which come with 
the device. The VR controllers have a script Laser attached to them. This script sends a 
RaycastHit (“Unity - Scripting API: RaycastHit,” n.d.) i.e. on hitting a GameObject, it 
sends out a ray which returns information about the GameObject and a line is rendered 
until the position of the GameObject. If there is no GameObject, the line is rendered until 
a distance of 5000 units where each unit is equivalent to a meter. The laser script makes it 
easy for users to point at GameObjects in the scene and control them. 
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Figure 3 Laser Pointer on HTC Vive Controller 
 
 
Figure 4 Air-Tap on Microsoft HoloLens 
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 The MR device used is capable of accepting commands using voice recognition 
and via air-tap. Air-tap is a gesture where a user performs a click using the index finger 
and thumb. The MR device also tracks the gaze position. This gaze position helps the user 
point at the GameObject and control it via voice or air-tap. 
Once the devices connect to the room, based on the counter value, which starts from 
0 initially, the SceneController will instantiate the prefab which needs to be placed. Along 
with the prefab which gets instantiated, another GameObject will be instantiated using 
Particle System. A Particle System makes use of large number of sprites, 3D models, etc 
to generate a fuzzy phenomenon (“Unity - Scripting API: ParticleSystem,” n.d.). This 
GameObject will be the position where the user has to place the chair’s piece. Using the 
counter value, the user with each device will be informed whose turn it is. The user can 
simply look above them to get this information. 
To ensure this in real time, RPC calls have been used. RPC enables me as a 
developer to send messages to all the devices connected in the room. SceneController is 
present in both the VR and the MR application. However, only one of the scripts 
instantiates the prefab based on the counter i.e. if it’s even, the MR application instantiates 
the prefab or else the VR application does. This is achieved using RPC calls. Since the 
prefab is instantiated on the network, any device which connects to the room will find the 
GameObject present in the scene. 
Each prefab has three scripts attached to it. These are NetworkCharacter, 
RPCManager and PerformAction. Along with these scripts, prefabs also have a 
PhotonView component attached to them. This component has the observed value checked. 
The NetworkCharacter is attached to this component. PhotonView enables me as a 
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developer to instantiate the prefab on the network and ensure seamless position 
synchronization between the devices connected to the room i.e. if the object moves from 
X to Y, it will seamlessly communicate this information with other devices which will 
eventually move the object from X to Y. NetworkCharacter is the script which makes this 
synchronization seamless. It makes use of OnPhotonSerializeView which sends the 
position if the GameObject’s position is being changed and receives the value if the 
GameObject moved on some other device. Linear Interpolation is used to make the process 
of moving GameObjects smoother. There is some latency which can be observed. 
RPCManager consists of all the methods which will be called via RPC calls. This script 
has to be attached to the network instantiated prefab because RPC calls can only be 
received by the GameObjects with the PhotonView component. 
Every time a new GameObject is instantiated in the network, an RPC call is sent to 
execute the function RendererSettings. This function generates the GameObject where the 
network instantiated object has to be placed. 
The user who has the control, can select the GameObject (network instantiated 
prefab). On selecting the GameObject, a halo effect is enabled and the script named 
PerformAction gets executed on the device which has the current control. The other devices 
can observe the object moving as it has a PhotonView. PerformAction simply ensures that 
the GameObject is always 5 units away from the MR device or 5 units away from the 
controller if it is a VR device. There is a flag in PerformAction which becomes true once 
the user selects the GameObject. This is done to ease the process of placing the 
GameObject in the proposed position. 
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The mesh generated by Particle System i.e. the proposed position where the 
instantiated GameObject has to be placed, has a script named TriggerController attached 
to it and it has its isTrigger functionality enabled. TriggerController exists only in the 
device where the user has control. This has been done to ensure that the application runs 
smoothly. The script utilizes OnTriggerEnter functionality provided by Unity3D. 
OnTriggerEnter is executed when a collider enters a trigger. This function then sets the flag 
value of PerformAction to false and also performs an RPC call to ModulePositioning 
function. ModulePositioning function places the network instantiated prefab to the 
proposed position and makes this object a child of the parent GameObject named Chair. 
The halo effect gets disabled and from hereon, counters are incremented and the flag of 
SceneController is updated. The flag in SceneController ensures that the correct device 
instantiates the prefab. TriggerManager is called in the end to enable the TriggerController 
script in the correct device. 
This process continues until all the pieces of the chair have been assembled. Once 
the chair is assembled, the users can move around and have a look at the masterpiece. 
 
Figure 5 Assembled Chair in HTC Vive  
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CHAPTER 3 
USABILITY TESTING 
 The purpose of usability testing for this thesis was to understand how users react, 
learn; and to understand changes in their behavior, if any, when they collaborate in real 
time using VR and MR HMD i.e. HTC Vive and Microsoft HoloLens. 
Testing Process 
A total of 21 university students participated in the study. Out of the 21 participants, 
76.2% were in the age range 18 to 24 and the remaining 23.8% were in the age range 25-
34; 52.4% of the participants were male and the remaining 47.6% were female. Users 
participating in the study completed a pre-survey. The pre-survey consisted of 
demographic questions and two open ended questions which were meant to get insight 
about what the user already knew about VR, AR and MR. Thereafter, users were given a 
brief explanation about VR, AR and MR and were introduced to HTC Vive and Microsoft 
HoloLens; users were taught basics of HTC Vive and Microsoft HoloLens i.e. controller 
usage, gesture controls and voice recognition. Subsequently, users were given an 
explanation about real-time collaboration tasks to be performed and what exactly they were 
to do in VR and MR, i.e. assemble a chair.  
Both the users in a given MR/VR pair were asked to assemble parts of the chair in 
alternating turns. In each turn, a user can assemble only one part (or object) of the chair. 
Object instantiation was automated based on a counter; if the counter was even, then the 
user with the Microsoft HoloLens assembled an object, else the user with HTC vive 
assemble an object. Each object to be assembled was instantiated at roughly in front of the 
user, but apart from the partially completed chair. 
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Once user pairs have assembled the chair, they can either swap devices and perform 
the experiment again or proceed with post-survey questionnaire, followed by an oral 
interview. The Post-survey includes a mix of open-ended and close-ended questions; the 
interview questionnaire was same as the post-survey questionnaire. The interview was 
conducted to get better insights about how the users felt about the study. 
Main Questions 
 Among the several questions asked in the post-survey to the participants, there are 
some cardinal questions which serve an important purpose in this thesis study. These 
questions are listed as follows: 
• If you used HTC Vive, what do you think about its usability? 
• If you used Microsoft Hololens, what do you think about its usability? 
• What did you like the most about the usability of the HMD and also specify 
the HMD? 
• What was the most difficult aspect of usability in the HMD you used? (Also 
specify the HMD) 
• Was the user interface of the application demonstrated aesthetically 
pleasing 
• If the user interface was not aesthetically pleasing then how do you think it 
can be improved? (Please specify the HMD) 
• If you did assemble any pieces of the chair, how easy was it to move chair 
pieces? 
• If you did work together with other participant, how easy was it to work 
together? 
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• What were the easiest aspects of working together using the HMD? (specify 
the HMD) 
• What were the most difficult aspects of working together using the HMD? 
(specify the HMD) 
The above questions give insight about how the participants perceived the VR and 
MR devices and what they found good/bad about each device. Additionally, these 
questions allow for a deep dive about the collaborative application and highlight what were 
the easy and difficult aspects of the collaboration. One question specifically targets the UI 
of the application. It is an important question because it provides insights on how users like 
the content to be viewed in a 360˚ environment. 
Results 
The pre-survey and post-survey questionnaire were conducted to perform 
quantitative and qualitative analysis. 71.4% of the 21 participants had heard about 
VR/AR/MR; 9.5% of the 21 participants had never heard about it. Among these 
participants, 19% were unsure whether they have heard about VR/AR/MR. Although, 
71.4% had heard about VR/AR/MR, 47.6% of all the 21 participants did not have any 
explanation for VR/AR/MR. Out of the remaining 52.4% of 21 participants, a few 
described VR/AR/MR as a popular application or company like Pokemon Go or Oculus. 
19% of all the 21 participants managed to give a correct explanation of VR/AR/MR. 
57.1% of all the 21 participants had previously used an HMD. 23.8% of the 21 
participants had used the HTC Vive; 14.28% had used Google Cardboard and only 4.76% 
had used the Microsoft HoloLens and Samsung Galaxy Gear VR. 
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A total of 85.71% of the 21 participants used both the devices during usability 
testing, i.e. the HTC Vive and Microsoft Hololens. Only 4.76% of the 21 participants used 
just the HTC Vive and 9.52% of the 21 participants used just the Microsoft Hololens. 
The majority of the participants found VR and MR as great pieces of technology. 
Most participants found VR to be comfortable and easy to use, but there were several 
participants who found MR to be confusing and difficult. A few participants were surprised 
with the technology and a few found MR to be excellent. 
Table 1: First Impression for HTC Vive 
Factor Number of Participants Percentage (%) 
Excellent 10 52.63 
Astonishing 4 21.05 
Comfortable / Easy 2 10.52 
Fascinating 1 5.26 
Novel 1 5.26 
Entertaining 1 5.26 
 
Table 2: First Impression for Microsoft Hololens 
Factor Number of Participants Percentage (%) 
Excellent 9 45 
Astonishing 4 20 
Confusing / Difficult 4 20 
MR is Good 2 10 
Novel 1 5 
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The HTC Vive received an average rating of 4.47 with a standard deviation of 0.75	
for usability; 68.41% of 19 participants found controller to be the best aspect of HTC 
Vive’s usability. The participants found the device to be immersive with a good field of 
view (hereafter FOV). Although, participants liked the HTC Vive, there were participants 
who expressed their disapproval towards the device’s ergonomics. These participants also 
expected the device to be wireless and did not like the wires dangling behind them. 
Additionally, participants wanted to be able to see the real world while using the device, to 
prevent feeling tripped. 
Table 3: Best Aspect of Usability for HTC Vive 
Factor Number of Participants Percentage (%) 
Controller 13 68.42 
Vision (Resolution, Virtual 
World) 
10 52.63 
Immersive 8 42.1 
FOV 5 26.31 
Ease of Use 5 26.31 
Ergonomics 2 10.52 
Tracking 1 5.26 
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Table 4: Difficult Aspect of Usability for HTC Vive 
Factor Number of Participants Percentage (%) 
Ergonomics 12 63.15 
Lack of Access to Real 
World 
8 42.1 
Learning Curve (Content 
Discovery, Functionalities, 
etc) 
4 21.05 
Wired 2 9.52 
Not Intuitive 1 5.26 
 
Microsoft Hololens received an average rating of 3.55 with a standard deviation of 
0.80 for usability; 85% of the 20 participants found MR to be the best aspect of usability 
of Microsoft Hololens. 50% of the 20 participants showed an admiration towards the 
wireless capabilities of Microsoft HoloLens. Although 35% of the 20 participants liked the 
voice and gesture capabilities of the device, 70% of the 20 participants also reported it to 
be one of the difficult aspects of Microsoft HoloLens. 80% of the 20 participants found the 
FOV to be extremely small and that the device suffered from color imbalance when 
overlaying content on to the real world. 
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Table 5: Best Aspect of Usability for Microsoft HoloLens 
Factor Number of Participants Percentage (%) 
MR 17 85 
Wireless 10 50 
Interactivity (Gestures / 
Voice) 
7 35 
Ergonomic 3 15 
Productivity 2 10 
FOV 1 5 
Vision (Resolution, 
Graphics) 
1 5 
UI 1 5 
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Table 6: Difficult Aspect of Usability for Microsoft Hololens 
Factors Number of Participants Percentage (%) 
FOV 16 80 
Gestures 14 70 
Learning Curve 6 30 
Color Imbalance 
(Transparency) 
3 15 
Head Movement to Move 
Cursor 
3 15 
Ergonomic 2 10 
Latency 1 5 
Eye Hand Coordination 1 5 
Vision 1 5 
Content Discovery 1 5 
 
The participants gave the UI of the collaboration (chair-building) application an 
average rating of 4.28 in the survey. The standard deviation for the UI was approximately 
0.62. However, in follow-up interviews, participants gave the UI of the application on the 
HTC Vive an average rating of 4.47 (with standard deviation of 0.59) and 3.95 (with 
standard deviation of 0.89) on the Microsoft HoloLens. The majority of the participants 
suggested that hints and indicators should be added in the application so that the application 
becomes more self-explanatory. In addition to this, participants also wanted the content in 
the Microsoft HoloLens to be scaled down due to its low FOV. Furthermore, the 
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participants wanted some improvements in the functionality, graphics, and placement of 
text in the virtual and augmented world. 
Table 7: UI Improvement Suggestions 
Factors Number of Participants Percentage (%) 
Hints and Indicators 15 71.42 
Scale Content in Microsoft 
HoloLens 
7 33.33 
Improve Functionality 3 14.28 
Graphics 2 9.52 
Color of Chair 2 9.52 
UI Text Placement 2 9.52 
Additional Functionality 
(Rotate Chair, etc) 
1 5.26 
 
The majority of the participants found it very easy to assemble the pieces of chair. 
The participants gave it an average difficulty rating of 4.42 in the survey. On analyzing the 
data, the standard deviation was 0.58. In the follow-up interview, the participants gave an 
average rating of 4.78 (with standard deviation of 0.4) and 4.1 (with standard deviation of 
0.88) for the HTC Vive and Microsoft HoloLens when it came to assembling pieces of the 
chair. Participants also found it very easy to work together with their partner; an average 
rating of 4.28 (with standard deviation of 0.76) was given to it. In the interview, the 
participants gave it a slightly lower rating of 3.95 (with standard deviation of 0.86). 
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A great number of participants said that the partner using the Microsoft HoloLens 
slowed down the chair-building activity. The participants also said that discovering content 
in VR and MR was difficult since the entire environment setup was new to them. 
Additionally, some participants found the FOV of Microsoft HoloLens aggravated the 
difficulty of content discovery in MR. Furthermore, the participants found initial stages of 
coordination and communication to be difficult in the MR/AR collaboration app. Some 
participants found it confounding to use their head to move the cursor in MR; these 
participants also observed a certain amount of latency while doing so. 
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Table 8: Difficult Aspect of Collaboration 
Factors Number of Participants Percentage (%) 
Slow Down caused by 
Microsoft HoloLens 
6 28.57 
Initial Coordination / 
Communication 
5 23.8 
Finding Out whose Turn 4 19.04 
Object Scale in MR 2 9.52 
Content Discovery 2 9.52 
Gestures in MR 2 9.52 
Moving Objects with Head 
in MR 
2 9.52 
VR Person Cannot See 
what MR Person does 
2 9.52 
No Real World Perspective 
in VR 
1 4.76 
Latency in MR 1 4.76 
Prior Knowledge of what 
has to be done 
1 4.76 
FOV in MR 1 4.76 
 
Although several participants said that they disliked the Gestures in MR, most 
found it easy to click and place an object using the HTC Vive controller or gestures in 
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Microsoft HoloLens. Furthermore, all the participants who found initial coordination and 
communication to be difficult eventually found coordination and communication as the 
easiest aspect of the collaboration. A few participants found real-time collaboration itself 
as the easiest aspect of the collaboration. Additionally, there were some participants who 
found the hardware or functionality of the respective device i.e. the HTC Vive controller, 
MR, etc as the easiest aspect of collaboration. 
Table 9: Easiest Aspect of Collaboration 
Factors Number of Participants Percentage (%) 
Object Selection and 
Placement 
9 42.85 
Coordination / 
Communication 
7 33.33 
HTC Vive Controller 3 14.28 
Real-time Collaboration 3 14.28 
VR Environment 2 9.52 
MR 2 9.52 
VR Person can see MR 
Person 
1 4.76 
Knowing whose Turn it is 1 4.76 
 
57.1% of the 21 participants said they would definitely use VR and MR in the future 
to collaborate. Additionally, participants also suggested use of voice, video and 
holographic avatars in this collaboration in their respective audio interviews.  
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CHAPTER 4 
DISCUSSION AND FUTURE WORK 
 In the user testing sessions, a majority of the participants liked both the AR and MR 
technologies, but also expressed some doubts about the two devices. This was primarily 
because of the limitations of the two devices. 
Many users liked MR more than VR because they could see the real world and the 
virtual world concurrently. However, the poor FOV and difficulty in learning the gestures 
with the MR device resulted in many users reporting a higher affinity towards VR. 
Additionally, users found it very easy to use VR since its controllers were not new to them, 
and they had past experience with gaming console controllers. The problem which most of 
the users had with VR was the clunky HMD and the wires running from the HMD to the 
computer that kept dangling while the users were immersed in the VR experience. 
Additionally, users felt like they would trip while using the VR device since they could not 
see the real world. In an attempt to address this type of challenge, the HTC Vive uses a 
functionality named chaperone. Chaperone provides a visual cue to the user when they are 
close to the edge of the room-scale play area ("Changing the Chaperone settings", n.d.). 
However, the users still found themselves hitting objects in the surrounding area. The main 
reason for this may be the relative lack of prior experience most users have had with VR 
prior to the user testing. 
Some users have also mentioned that discovering content in VR and MR was 
difficult. Participants are accustomed to viewing content on a 2D desktop monitor. VR and 
MR involves a 360 degree 3-Dimensional view, giving developer the opportunity to add 
more content in 3D space than what they might include when designing for a 2D display. 
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Unlike 2D displays, which have several design guidelines, there are no specific standard 
guidelines yet for VR and MR. Each device manufacturer has put forward its own set of 
guidelines for the UI of VR and MR. Recently, Mike Alger, a Google employee, has 
introduced a set of standard visual design methods for VR (Alger, 2015). 
A very small number of participants in the user testing pointed out the color 
imbalance problem with the MR device, i.e. the content is not clearly visible under bright 
lighting. This is a significant limitation of the MR device, especially as its core 
functionality centers on interaction with real and virtual world objects. VR devices are 
more successful in immersing users visually, but this immersion comes with a loss of real-
world interactivity.  Researchers working on haptic feedback mechanisms so that VR users 
can actually feel, touch and sense objects in VR. 
Participants in the user testing also reported liking how collaboration could be done 
in VR and MR environments, and generally found the act of collaboration to be very easy. 
However, participants had several suggestions for the UI and the functionality of the chair-
building application. A majority of the users suggested the use of better hints and visual 
indicators to make the application more self-explanatory for new users. Some participants 
even suggested use of voice-based indicators, as text-based indicators are difficult to find 
in 3D space. Some participants found the colors of the chair to be too gaudy. One user 
suggested additional functionalities be added to the application like chair rotation. A few 
users wanted to see an avatar of the MR user in VR so that they could have an idea of what 
the MR user is doing, and where they were located in virtual space. 
During the collaboration, most users found it difficult to communicate with their 
partner initially, but found it to be the easiest aspect of collaboration as they continued 
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placing the objects. The users also reported that they found it weird to use head movement 
in the MR device to move the object. they would have preferred to use hand gestures to 
move the object. Participants also wanted the object to be scaled better in the MR device 
to account for the small FOV. Several users reported that the person using the MR device 
slowed them down. This was due the air-tap gesture required for interaction in the MR 
device, which a majority of users failed to perform properly. 
Bigger Picture 
 Although the literature review and the proof of concept takes into consideration 
several multiplayer gaming concepts, the idea of real-time collaboration cannot be confined 
to games. Games were the focus of this thesis study in part because the platform was build 
using the Unity3D game engine, which is known for developing 3D gaming experiences. 
Similar to games, other day to day applications that users use also make use of client-server 
architecture. 
Vision 
 Current technologies are opening new methods for communication. Unlike a few 
decades ago, when users could only speak over a phone, users will now be able to 
communicate and collaborate with the person as if he/she was actually present there. 
Several social VR platforms have already been launched. VR and AR will eventually blur 
the thin line that differentiates the two technologies. Eventually, MR will become a part of 
everyday life. MR combined with Artificial Intelligence will give rise to more interactive 
means of communications and using context users could even find out the name of the 
person they are talking to or meeting with. 
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The current devices are certainly capable of delivering a minimum viable product. 
VR and MR companies are working hard towards improving the hardware and user 
experience with VR and MR. 
The application developed for this thesis demonstrates a proof of concept for real-
time collaboration in VR and MR. Currently, the application centers on a very simple 
collaborative work scenario. However, the application can be further developed to 
incorporate new functionalities and better UI. Companies can make use of this idea and 
package their applications in different ways. For example, a travel agency could provide 
real-time collaboration between a tour guide wearing MR HMD and a user wearing VR 
HMD. Or, an education institution could provide real-time collaboration between a student 
wearing VR HMD and teacher wearing MR HMD. The scenarios in both the situations are 
different but the underlying technology is the same. 
Depending on the scenario, the application can have specific functionalities. For 
example, an education collaboration application can make use of an on-screen button which 
will enable user to ask a doubt. However, in a network operations scenario where a field 
engineer wears a MR HMD and the supervisor wears a VR HMD, will not need a button 
to ask a doubt. 
Developers will have to pay close attention towards the UI of the application; 
developers can take some insights from the results collected from the participants. This 
collaborative functionality can change the way we collaborate and perform our day to day 
tasks.  
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CHAPTER 5 
CONCLUSION 
 VR and MR are promising technologies. A great number of participants who 
participated in the usability testing for this thesis study said that they had never seen any 
piece of technology like this. The participants gave positive feedback regarding 
collaboration in VR and MR for futuristic use cases. The application demonstrated for real-
time collaboration was a proof of concept. The participants found it very simple to interact 
with the GameObjects in the collaboration app. However, with added application 
complexity, new techniques will have to be developed to make applications more self-
explanatory since content discovery is not all that easy new users. 
There were several limitations in the current generation of VR and MR devices 
which restricts people from buying it and using it for prolong periods of time. Most of these 
limitations are hardware specific i.e. FOV, latency, display, etc. Certain limitations are 
software specific like gestures and voice in Microsoft HoloLens. Additionally, these 
devices are highly expensive and have limited applications available. Nonetheless, these 
devices have increased the scope of what humans can achieve.  
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POST-SURVEY RESULTS  
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Which Head Mounted Display did you use? 
 
What is your first impression about the Head Mounted Display you used? (specify 
the HMD) 
• Very interesting! 
• It was pretty cool. 
• vive- it was great and it was a fun and new way of gaming, Halolens- It is more 
hands on compared to a VR 
• It was an amazing experience. 
• I was amazed to use the VR technology as I had never experienced it before. 
• It is pretty good 
• Being new to it, I really liked to HMD. It was a completely new experience. 
• Looks like a glimpse at the future (both) 
• HTC vive - comfortable , Holo lens - was painful to look from 
1 2
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• It takes a bit of getting used to initially (only because I'm a little claustrophobic). 
But it is a fun experience. 
• It is heavy but the field of view was good 
• Hololens was tough to use because of its field of view and gesture for click. 
Gesture does not get captured easily. Eye and hand coordination was required 
which was tough as well. Vive was very easy to operate as compared to Vive. 
• Hololens had a smaller field of view than HTC Vive. Would need more practice 
with the hand gestures to get it perfect. 
• I have used HTC Vive & Holo lens. Both the devices are good. But I felt Holo 
lens can be better. For example, To select menu or other options Instead of user to 
turn around, it would be great we have an option to rotate the menu options. 
• Great 
• It feels a bit clunky at first, but the experience of the reality you get to see is very 
unique and super cool. Both HMDs 
• HTC vive- It felt like i was using a sword 
• It felt amazing(HTC Vive) 
• HTC vive, its good 
• impressive for both 
• Great! Really neat! 
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If you used HTC Vive, what do you think about its usability? 
 
If you used Microsoft HoloLens, what do you think about its usability? 
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What did you like the most about the usability of the HMD and also specify the 
HMD? 
• It was 
• The usability was pretty good. 
• VR- takes you to another world and makes it more interactive, AR- is more 
interactive in terms of lesser devices needed. 
• it was very useful (hololens) 
• So when I used the HTC Vive it allowed me to move much more freely and had a 
much wider field of view. 
• I've used both and they are pretty fascinating piece of tech. 
• I think a device like microsoft hololens is the future. It can be widely used for 
amazing efficiency. Since it is a wireless device, you can use it outside a closed 
environment as well. 
• I liked the way real world and augemented world blended in Microsoft Hololens 
• HTV vive - very comfortable to wear. Interesting to use with controller. 
• Vive: I really liked the visuals and how easy it was to learn how to use the 
Remote. Hololens: I liked the mixed reality aspect. It eased the claustrophobic 
feeling I had in a VR. 
• Vive had a good field of vision but it is heavy. Hololens is pretty cool as it is not 
as heavy but it took some time getting used to it. 
• Environment created while using HMD was really exciting. 
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• HTC Vive was easy to mount on the head and with the controller, it was easy to 
point using only my arm. With hololens, finger bloom and tap was enough. A 
controller was not needed. 
• It will simulate the experience about the task that you are going to perform. So 
this makes most of the task easier as you will be having an idea of what to do. In 
this case, you have an idea about which part goes where. 
• Vive - Great view but totally virtual Halo Lens - Restricted View but you are 
aware of the real world 
• The Vive has a very clear display, fully immerses you, and has great controls to 
help you manipulate your environment. The Hololens does not have the same 
controls as the Vive, nor does it have the same level of immersion, but it does not 
fully block you out from the room, allowing you to still have some frame of 
reference for what is around you which could potentially be very helpful. 
• HTC Vive- The picking up was very easy 
• HTC Vive was more user friendly when compared to hololens. 
• HTC vive, it isolates you from the real world 
• the Microsoft hologens shows the reality also 
• Vive - immersive environment, easy to tell what is going on. HoloLens - the 
interactivity with the real world. 
What was the most difficult aspect of usability in the HMD you used? (Also specify 
the HMD) 
• Sometimes objects were not needed to move because they would move and place 
themselves in their position by just clicking it. 
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• The clicking part was the most difficult. 
• AR- hand gestures 
• air tapping 
• So for the HTC Vive, I didnt find it that difficult to use it but it took me some 
time to understand the functionality of the controller. 
• Vive was pretty comfortable. Hololens has latency and small view of field. 
• Its difficult to adjust it over your head. It htc vive can be made less heavier and 
wireless it can get better. The view of you for microsoft hololens kinda sucks 
• Both were not so intuitive. 
• holo lens - finger gestures were not been detected instantly. I had to seek 
assistance for detecting and placing objects. 
• Hololens: It was a bit difficult to get the hang of clicking and moving objects with 
your head. 
• For Vive, the technology is completely immersive so we become blind in the real 
world. For hololens, the most difficult part was getting used to the lens. 
• It was tough to operate hololens. Should be cautious about actual surrounding 
when using vive. Gets dangerous if surroundings are tough. 
• Vive was easy to use for me because i have used it before. But the hololens was 
new, so pointing to object using head movement was a little unusual. Also, the 
finger gestures had to be prominent. 
• Holo lens & HTC Vive are not easily wearable devices. In my view, they have to 
more compact and wearable so that one can easily work on their normal task 
while wearing them. 
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• Halo - tricky to control - easy once you get used to it 
• With the Vive I find myself kind of worried that I will bump into my surrounding 
objects. With the Hololens, the small field of view makes it kind of awkward to 
use and the controls aren't quite as fun or responsive as the Vive. 
• Hololens- The air tap 
• the tap option to select the object in hololens feature was the most difficult. 
• It blanks out sometimes, and it has the limitation of limited space 
• it was easy to use the HTC vive 
• HoloLens - telling where the objects were located at first. 
Was the user interface of the application demonstrated aesthetically pleasing? 
 
If the user interface was not aesthetically pleasing, then how do you think it can be 
improved? (Please specify the HMD) 
• It was quite pleasing. 
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• I feel only the clicking part could be improved a little. 
• AR- making hand gestures easier 
• increasing the field of view 
• I think it the interface was good. 
• A better field of view would be preferable 
• The view of you for hololens could make it better. 
• The HTC device's graphics can be improved. 
• It was pleasing 
• Hololens: I wish there was a way to calibrate the object sizes to be lesser than the 
size of the room. It would be easier to view and locate the objects. 
• NA 
• The colors of the chair were striking. 
• Need more field of view for hololens. Visibility was slightly unclear because of 
the lights in the room relative to vive. 
• Ability to rotate the object would have been really good. 
• Scaling down the objects a bit 
• I thought they were quite aesthetically pleasing. 
• It was good 
• It was okay. 
• the colors are too flashy could have been based on the object type. coz we take 
turns doing it. 
• The wire can be removed in the HTC vive 
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• Both looked good. 
Did you assemble any pieces of the chair? 
 
If you did assemble any pieces of the chair, how easy was it to move chair pieces? 
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Did you work together with the other participant to assemble the chair? 
 
If you did work together with other participant, how easy was it to work together? 
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What were the most difficult aspects of working together using the HMD? (specify 
the HMD) 
• Field could have been to scale 
• Since we were in a single room there was no communication problem. 
• FIGURING WHERE TO LOOK AND KNOW WHO'S TURN IT IS 
• co-ordination was difficult to come by 
• At first, we both were getting used to the interface, so I think there was some 
problem with coordination. 
• There were none as such but coordination could be better 
• communication 
• The gesture of tap while using the hololens was not so easy. 
• hololens - while working with partner using HTC vive, I felt my speed was 
slower. I was not able to pick and place objects as efficiently as partner, 
• Hololens: It was difficult to locate objects because of the size. Also, I preferred 
moving the object with my remote than with my head. (It's easier to control 
movements with my hands). Vive: I was hesitant to move around the room as I 
could not see where I was going. 
• The latency 
• Person with vive delivered faster results compared to hololens. It was tough to 
track whose turn it was (as the name appeared on top). 
• Need prior training with hand gestures for hololens. 
• While using Holo lens, it would have been really better if moving of objects was 
done using hand gestures instead of completely turning head. 
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• We both had to know before hand what we were going to do. Also, learning to use 
the devices themselves. 
• The limited field of view made it a little harder for that user to be aware of their 
surroundings in the virtual world. 
• The person using the Vive was very fast when compared to Hololens 
• We need to wait for the other person to finish their turn . 
• The person with the htc vive can finish it faster than the person using the hololens 
• the HTC vive is easier and so i had to wait for the other participant to complete 
their turn. The Microsoft hologen was difficult to wear. 
• On HoloLens - knowing when it was your turn. 
What were the easiest aspects of working together using the HMD? (specify the 
HMD) 
• Selecting and clicking was easy 
• Communication was the easiest and the user interface was nice. 
• THE FUN ASPECT 
• good understanding of my partner 
• So after some initial time with the devices we both got used to the interface and 
were able to communicate very easily. 
• Verbal communication 
• communication 
• The movement of the objects and ease of understanding how-to use the device. 
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• HTC vive - It stayed in place. The rendering in it was clearly visible and was 
within screen limits 
• Vive: Easy to use the remote to point and place objects. Hololens: I preferred the 
visual experience of the hololens. I could see where I was as I moved around the 
room. I could see my partner. Collaboration was easier. 
• NA 
• It was easy to coordinate. 
• controller was easy to point and click. 
• While using HTC Vive, it was really easy to get accustomed to the virtual reality 
environment. In Holo Lens, it is really hard to get complete overview of the 
environment we are in. 
• The task itself was very simple, so it was easy. The objects were easy to handle 
and behaved as predicted. 
• Seeing virtual 3D objects be manipulated in real time right in front of you made it 
really easy to see what the other person was doing, how they were doing it, and so 
forth, giving the partners a lot of data to work with on how their other partner was 
performing. 
• There was nothing easy about it. 
• It doesnt have any easy aspect. 
• it works with clicks 
• In Microsoft Hologen we can see the real world as well. 
• Everything worked in real time. 
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Will you use these devices for real time collaboration given the gesture recognition, 
voice recognition and UI are next to perfect? 
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  64 
Which Head Mounted Display did you use? 
 
What is your first impression about the Head Mounted Display you used? (specify 
the HMD) 
• VR: immersive 
• Hololens: It was pretty cool. 
• VR: immersive and interactive; Hololens: real world feel 
• Hololens: different experience; impressed 
• VR: very good. I am impressed; Hololens: seemed confusing; actions not easy to 
do 
• VR: earlier I have used and heard only about vr but now after using mr, I think mr 
is better 
• VR: initially liked vr more than mr later i like mr more 
• VR & HoloLens: Looks like a glimpse at the future (both) 
1 2
18
Percentage	of	Users
HTC	Vive Microsoft	HoloLens Both
  65 
• VR: comfortable; doesn't strain on eyes; good controller; Hololens: not 
comfortable and difficult to use 
• VR: claustrophobic but was easy to get used to it; Hololens: mixed reality was 
good 
• VR: immersive; Hololens: made me feel like iron man 
• VR: easy; Hololens: tough to use 
• VR & HoloLens: great 
• VR: good device, immersed; Hololens: ok device 
• VR: intuitive; Hololens: learning curve 
• VR: very cool, true perspective of whats going on, immersive, controls are 
intuitive, easy to manipulate things; Hololens: mixed reality is good. Getting to 
see virtual objects in real world is good. 
• VR: easy felt like using a sword; Hololens: hard hurt my hand 
• VR: amazing; Hololens: amazing 
• VR & HoloLens: looked good; 
• VR & HoloLens: impressive 
• VR: immersive; HoloLens: mixed reality was good 
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If you used HTC Vive, what do you think about its usability? 
 
If you used Microsoft HoloLens, what do you think about its usability? 
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What did you like the most about the usability of the HMD and also specify the 
HMD? 
• VR: controller; 
• HoloLens: The usability was pretty good. 
• VR: immersive; HoloLens: is more interactive in terms of lesser devices needed. 
• HoloLens: it was very useful (hololens) 
• VR: controller, fov, vision 
• VR: controllers; HoloLens: I've used both and they are pretty fascinating piece of 
tech. 
• VR: easy to use; HoloLens: I think a device like microsoft hololens is the future. 
It can be widely used for amazing efficiency. Since it is a wireless device, you can 
use it outside a closed environment as well. 
• VR: controller, no learning curve; HoloLens: I liked the way real world and 
augemented world blended in Microsoft Hololens 
• VR: controller 
• VR: controller; HoloLens: Hololens: I liked the mixed reality aspect. It eased the 
claustrophobic feeling I had in a VR. 
• VR: fov; controller; resolution; HoloLens: Hololens is pretty cool as it is not as 
heavy but it took some time getting used to it. 
• VR: more complete, fov is good 
• VR: fov, resolution, controller, immersive; HoloLens: With hololens, finger 
bloom and tap was enough. A controller was not needed. 
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• VR: controller, immersion, resolution; HoloLens: It will simulate the experience 
about the task that you are going to perform. So this makes most of the task easier 
as you will be having an idea of what to do. In this case, you have an idea about 
which part goes where. 
• VR: immersive, fov, complete picture of what you do; HoloLens: Halo Lens - 
Restricted View but you are aware of the real world 
• VR: resolutionm immersive, controller, tracking; HoloLens: The Hololens does 
not have the same controls as the Vive, nor does it have the same level of 
immersion, but it does not fully block you out from the room, allowing you to still 
have some frame of reference for what is around you which could potentially be 
very helpful. 
• VR: controller; immersive; display; 
• VR: controller; display; 
• VR: controller; 
• VR: easy to use and immersiveness; HoloLens: the Microsoft hologens shows the 
reality also  
• VR: immersive; HoloLens: the interactivity with the real world. 
What was the most difficult aspect of usability in the HMD you used? (Also specify 
the HMD) 
• VR: bulky; prolong wearing is an issue; resolution was not good; setting up the 
device; 
• HoloLens: The clicking part was the most difficult. 
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• VR: too much around keep figuring out keep turning 360 but too much content; 
cannot see real world; HoloLens: hand gestures 
• HoloLens: air tapping 
• VR: -; HoloLens: - 
• VR: not wireless; HoloLens: Hololens has latency and small view of field. 
• VR: you don't really know whats around you and moving in vr is still difficult as 
the chaperone is difficult to understand; HoloLens: The view of you for microsoft 
hololens kinda sucks 
• VR: graphical setup not real world; getting used to the device; HoloLens: Both 
were not so intuitive; 
• VR: entire arena is virtual, nothing is familiar; HoloLens: finger gestures were not 
been detected instantly. I had to seek assistance for detecting and placing objects. 
• VR: heavier and moving around with it; HoloLens: It was a bit difficult to get the 
hang of clicking and moving objects with your head.  
• VR: heavy; HoloLens: For hololens, the most difficult part was getting used to the 
lens. 
• VR: wires, cannot see the world; HoloLens: It was tough to operate hololens. 
• VR: heavy cant wear too long; tripping hazard with wire; cant see real world; 
HoloLens: Vive was easy to use for me because i have used it before. But the 
hololens was new, so pointing to object using head movement was a little 
unusual. Also, the finger gestures had to be prominent.  
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• VR: tripping down due to no real world perspective; HoloLens: Holo lens & HTC 
Vive are not easily wearable devices. In my view, they have to more compact and 
wearable so that one can easily work on their normal task while wearing them. 
• VR: -; HoloLens: tricky to control - easy once you get used to it 
• VR: little clunky initially; after a while you forget about it; cannot see real world 
so you need to be cautious; HoloLens: With the Hololens, the small field of view 
makes it kind of awkward to use and the controls aren't quite as fun or responsive 
as the Vive. 
• VR: -; HoloLens: The air tap  
• VR: wire; HoloLens: the tap option to select the object in hololens feature was the 
most difficult. 
• VR: wire behind is annoying; fitting it is difficult; 
• VR: wire behind you; 
• VR: hardware is clunky; HoloLens: HoloLens - telling where the objects were 
located at first. 
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Was the user interface of the application demonstrated aesthetically pleasing? 
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If the user interface was not aesthetically pleasing, then how do you think it can be 
improved? (Please specify the HMD) 
• vive: content could be scaled 
• nothing 
• graphics can be improved; hints and objectives; 
• hints; self explanatory 
• hints 
• hints; voice over commands guiding me; 
• hints; self explanatory; indicators 
• htc vive graphics; little self explanatory; 
• hints - vr;  
• scaling objects; 
• hints; indicators; scaled down hololens; 
• hints; indicators; scale of chair;  
• ui text, hints 
• hints; scale down chair; ability to control chair 
• audio enabled hints; indicators 
• hints; indicators; snapping out of objects 
• picture of what has to be done (hints) 
• ui text placement 
• color of chair and background fades and don't know which part goes where; 
snapping of object 
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• scale chair;  
• hints; indicators; 
Did you assemble any pieces of the chair? 
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If you did assemble any pieces of the chair, how easy was it to move chair pieces? 
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Did you work together with the other participant to assemble the chair? 
 
If you did work together with other participant, how easy was it to work together? 
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What were the most difficult aspects of working together using the HMD? (specify 
the HMD) 
• FOV; Coordination; Communication; 
• No issues 
• FIGURING WHERE TO LOOK AND KNOW WHO'S TURN IT IS 
• co-ordination was difficult to come by initially 
• coordination initially 
• coordination initially 
• finding whats around you in vr 
• gestures in hololens 
• - 
• vive - someone had to tell me its my turn i.e. visual idea 
• - 
• finding out whose turn it is 
• - 
• vive cannot see what the mr guy is doing 
• know what had to be done beforehand 
• vive guy cannot really see what the mr guy is doing in real world 
• hololens guy takes lot of time 
• hololens takes time wait 
• hololens guy takes lot of time 
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• the HTC vive is easier and so i had to wait for the other participant to complete 
their turn. The Microsoft hologen was difficult to wear. 
• On HoloLens - knowing when it was your turn. 
What were the easiest aspects of working together using the HMD? (specify the 
HMD) 
• Selecting and clicking was easy 
• Communication was the easiest and the user interface was nice. 
• it was fun 
• after getting coordination it was easy 
• communication after a while 
• verbal communication 
• communication in the closed room 
• communication and object placing 
• - 
• you can see where the person from hololens 
• collaboration is possible in the two devices 
• coordination; verbal communication 
• communication 
• collaboration 
• controlling the objects 
• objects moving in real time was the best 
• - 
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• nothing; 
• whose turn 
• controller on htc vive 
• assembling pieces of chair and real time collaboration 
Will you use these devices for real time collaboration given the gesture recognition, 
voice recognition and UI are next to perfect? 
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