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1. One of the most useful methods available for studying the asymptotic 
behavior of the solutions of a nonlinear system of differential equations 
involves comparison with a suitable linear system and the use of the variation 
of constants formula. This gives an integral equation satisfied by the solutions 
of the nonlinear system, which can then be estimated with the aid of estimates 
of the solutions of the linear system and of the nonlinear term. This method 
is restricted to nonlinear systems which are small perturbations of linear 
systems about which information is available, because it involves the variation 
of constants formula. In practice, this often means that only small perturba- 
tions of a linear system with constant coefficients can be studied by this 
approach. 
For the study of perturbations of nonlinear systems, the most widely used 
method involves the construction of a Lyapunov function for the unper- 
turbed system and its use as a Lyapunov function for the perturbed system. 
This approach has two serious drawbacks, namely, that rather stringent 
hypotheses are needed to guarantee the existence of a suitable Lyapunov 
function for the unperturbed system, and that it is difficult to obtain quanti- 
tative estimates by this method. 
The purpose of this paper is to study the asymptotic behavior of solutions 
of nonlinear systems and perturbations of nonlinear systems by means of an 
analogue of the variation of constants formula for nonlinear systems due to 
Y. NI. Alekseev [l]. This approach leads to new results on nonuniform 
asymptotic stability and to a clearer understanding of the concept of stability 
in the first approximation. 
2. We begin by recalling some preliminary results. For any real column 
vector x, we will use xT to denote the row vector which is the transpose of x, 
and we will use 1 x / to denote the Euclidean norm of X, given by 1 x I2 = xTx. 
For any real square matrix il, we will use AT to denote the transpose of A. 
* This research was supported by the U. S. Army Research Office-Durham, Con- 
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We will also use h(.4) to denote the largest eigenvalue of the symmetric 
matrix *(A + AT). If A is not a constant matrix, then h(A) can still be 
defined in this way, as a function of the same variables as A. Also, X(A) can 
be calculated from the relation 
xTrzx 
h(A) = sLJp - . 
XTX 
Our first preliminary result is a bound for solutions of linear systems due 
to Wazewski [2]. 
LEMMA 1. Every solution z(t) of the linear system 
obeys 
[t 3 4. 
(1) 
(2) 
PROOF. The proof follows easily by integration of the inequality 
$ I z(t) 12 = [zT(t) z(t)]’ = zT(t) z’(t) + [.z’(t)]Tz(t) 
= zT(t) A(t) z(t) + [4(t) z(t)lTz(t) = zT(t) [A(t) + AT(t)] z(t) 
< 2X(A(t)) G(t) z(t) = 2/\(A(t)) 1 z(t) 12. 
The second preliminary result is a bound for the difference between two 
solutions of a nonlinear system. It is due to Alekseev [l], but we give it in a 
slightly different form. We let x(t, to , x0) denote the solution of the nonlinear 
system 
x’ =f(t, x) (3) 
passing through the point (to , x0). We will always assume that f is continu- 
ously differentiable in some region I x D, where I is the interval to < t < co 
and D is a region in the n-dimensional x-space. Then it is known [3; pp. 25- 
27] that x(t, to , x,,) is a differentiable function of (t, to , x,,) on I x I x D. The 
matrix 
(4) 
is the fundamental matrix of the variational system 
z’ =fz[4 x(t, 63 , x0)1 .2f (5) 
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which is the identity matris for t = t, . The vector 
b( t, to ) so) =-~ + [Aft, t,, ( x0)] (6) I, 
is the solution of (5) with b(t,, , t, , s,,) = -f(ta , s,,). It follows easily from 
the general theory of linear systems that 
b(h to > x0) = - qt, t, 7 %,)f(f, I 4 [f 2 to ) x0 E D]. (7) 
We will always assume, in addition to the above hypothesis, that there 
exists a continuous function iy on I such that the largest eigenvalue of 
4 [f,(t, x) + f,‘(t, x)1 satisfies 
Jqfx(t* 4) < 4’) [t 3 to ) x E D]. (8) 
Note that the condition (8) involves a bound which is uniform in x: for 
x ED. 
LEMMA 2. If (8) is satisfied and if x,, , yO are in a conoe,lc subset b of D, 
then, for all t for which all solutions with initial values in b at t,, remain in D, 
I x(t, to , yo) - x0, to , x0> I d I y. - x0 I exp (/:o 44 du) . (9) 
PROOF. Let 5 be the straight line from x0 to y. , given by 
W) = x0 + qyo - .ro) for ogx<1. 
Since fi is convex, the graph of 5 lies in 6. Then 
g [x(t, to , 5(4 I = @(t, to , @)) 5’(4 = @(c to 7 5G9 (Yo - x0), 
and 
x(t, t, , yo) - x(6 to , xc,) = [I; W, 4, , C(4) dA] (yo - xo). 
Now, if we let 1 @(t, to, [(A) 1 be the operator norm for the matrix @ corre- 
sponding to the Euclidean norm for vectors, we obtain 
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If x(t, t, , t(h)) E D, then the assumption (8) and Lemma 1 may be used to 
obtain 
and we now obtain (6) as desired. 
The final preliminary result needed is also due to Alekseev [I]. For the 
sake of completeness, we include his proof. We wish to compare the system (3) 
with the perturbed system 
Y’ =f(t*Y) f&Y), (10) 
where g is continuous on I x D. Let y(t, t, , yO) denote the solution of (7) 
passing through the point (2, , y,,). 
LEMMA 3. If y,, E D, then for all f > f, such that s(t, f,, , yo) E D, 
y(f, to , yo) E D, we have 
PROOF. For convenience, we write y(t) for y(f(f, to , yo). Then 
f [x(t, ST Y(S))1 = g b(c s, YWI + $ MC s, rm Y’(S) 
= - @(t, s, Y(S))f (4 Y(S)) + w, s, Y(S)) [Y’(S) -.I% r(s))1 
+ @(t, s9 YHf (s, Y(S))? 
= @(f> s, Y(S)) [Y’(S) -f 09 rm 
using (4), (6), and (7). W e integrate this from to to t, using y(t,) = y. , 
Y(f) = r(t, to , Yoh and Y’(S) - f (s, Y(S)) = g(s, y(s, to , yo)). We obtain 
s 
t @(t, s, Y(S, to 9 ~0)) & Y(S, to r ~0)) ds = -+ f, y(tt to 9 YO) - x0, to , YO) 
to 
= Y(G to 9 Yo) - x(t, to > Yo), 
completing the proof of the lemma. 
Combination of Lemmas 2 and 3 yields our first main result. 
THEOREM 1. If (8) is satisjied and if t > to , x0 E I?, y. E B, then for all 
t for which all solutions of (3) beginning in B at to remain in D and 
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y(t, to , yo) E D, rue have 
4 .L to 
esp ( )_’ a(U) du) I g(s, y(s, 41 ,Yo)) I ds. (14 






t+* t - to to 
a(u) du < 0. 
We note that the number o is independent of to, for if /3 is any indefinite 
integral of 01, 
0 = lim sup B(t)t 1 fcto' = lim sup fi 
t-tm 0 tmm 0 
= lim sup '0 * lim t = lim sup '0 
t+x t i-too t - to t-co t * 
The assumption (13) implies that 
s t to a(u) du < ; (t - to) 
for sufficiently large t, and therefore 




In fact, for sufficiently small E > 0, 
KiI exp (s10 a(u) di) 4-b) = 0. 
We assume thatf(t, 0) = 0 for t > to, so that x = 0 is a solution of (3). 
If we take y. = 0 in (9) we obtain 
I x(t, to , x0) I < I x0 I exp (JIo 44 du) 
since x(t, to , 0) = 0. Th us the assumption CJ < 0 implies the asymptotic 
stability of the solution x = 0 of (3). 
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This asymptotic stability need not be uniform. For example, the solution 
x = 0 of the linear first order equation X’ = (sin log i + cos log t - ~7) x
is asymptotically stable but not uniformly asymptotically stable for 
1 < a < 1 + e-*‘2, as can be seen from the solution 
x(t, to , x0) = x0 exp (t sin log t) exp (- t, sin log t,) exp (- a(t - t,)). 
(cf. [4], p. 87). For this equation, 
u = lim+iup f I’ (sin log s + cos log s - a) ds 
0 
= lim+zup (sin log t - a) = 1 - a < 0. 
THEOREM 2. If u < 0 and if g(t, y) = o(l y I) us ( y I-+ 0 uniformly in t, 
then the solution y = 0 of (10) is asymptotically stable. 
PROOF. For each E > 0, there exists 6 > 0 such that ) g(t, y) 1 < E / y 1 
provided 1 y I < 6. From (12) with x0 = 0 we obtain, since x(t, to , 0) = 0, 
I At, to , ~~‘0) I G I y. I exp (/lo 44 du) 
G I y. I exp (I’ 44 d”) 
to 
provided 1 y(t, to , yo) I < 6, 1 x(t, to , yo) / < 6. The Gronwall inequality 
gives -t 
lY(t,to,Yo’o)I ~IYoIexP (J a(u) du 1 e’(t-to). to (15) 
Using (14), we see from this that ) y(t, to , y,,) 1 remains less than 6 if 1 y,, / 
is small enough, and the asymptotic stability of the solution x = 0 of (1) 
guarantees that I x(t, to , yo) 1 < 6 if / y. ) is small enough. Thus (15) is valid 
for t > to , and (14) shows that the solution y = 0 of (10) is asymptotically 
stable. 
Theorem 2 shows that asymptotic stability is preserved under a perturba- 
tion which is o(] y I) if CJ < 0. Note that there is no assumption that the zero 
solution of the unperturbed system (3) is uniformly asymptotically stable. 
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THEOREM 3. If u < 0 and if : g(t, y) ~ < K fey t, < t < m, y E D, then 
ever:\! solution y(t, t, , 4’“) qf f IO) scitlr J*(, E D sati$es 
PROOF. From (12) with x,, = 0 and using 1 g(t, y) 1 < K, we obtain 
An easy calculation using 0 < 0 gives 
2 j” exp(jra(u)L)ds$---, 
to ICI 
and the theorem follows from (14). 
Theorem 3 says that a bounded perturbation produces a change in the 
solution which is ultimately bounded. A result of a similar nature due to 
Malkin [5] states that if the solution x = 0 of (1) is uniformly asymptotically 
stable, then a bounded perturbation produces a bounded change in the 
solution. We have already seen that the condition (T < 0 does not imply 
uniform asymptotic stability of the solution I\’ = 0 of (1). We are now led to 
the question whether uniform asymptotic stability of the solution x = 0 of (1) 
implies 0 < 0. As we shall see in the next section, the answer is in the nega- 
tive but uniform asymptotic stability in the first approximation does imply 
(5 < 0. 
4. For a linear system (1) with bounded coefficient matrix A(t), we may 
assume without loss of generality that A(t) is triangular [6, p. 1321. We can 
also assume, transforming (1) by a diagonal constant matrix if necessary, 
that all the off-diagonal elements of A(t) are arbitrarily small, uniformly in t. 
Thus a(t) can be made arbitrarily close to Cj”=t ajj(t). With A(t) in this form, 
the fundamental matrix of (1) which is the identity matrix at t = to contains 
elements exp ( JiO aij(r) du) ( j = 1, . . ., n). Since uniform asymptotic stability 
for linear systems implies exponential stability [7], if the solution z = 0 




exp ujj(u) du 1 
< KcB(~-~~), [j = 1, *a*, n], 
to 
which implies 
Since a(t) is arbitrarily close to CyC1 ajj(t), this shows that u < 0. 
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For a nonlinear system (3) in the form 
x’ = A(t) x + h(t, x), 
the variational system with respect to a solution ~(t, t, , x0) is 
z’ = [A(t) + h,(t, x(t, t, , x0))] z. 
If h,(t, x) = o(1) as 1 x 1 + 0 uniformly in t, and if u < 0 for the system (l), 
u < 0 for (17) if ] x(t, t, , X0) 1 remains sufficiently small-as it certainly 
does if the solution z = 0 of (1) IS uniformly asymptotically stable. W:e can 
sum up these considerations as follows: 
THEOREM 4. Zf the trivial solution of the variational system of (16) with 
respect to the solution x = 0 is umformly asymptotically stable, then (16) 
can be transformed to a system for which 0 < 0 in a su$iciently small sphere 
1x1 CR. 
Theorem 4 says that if we have uniform asymptotic stability in the first 
approximation for (16), cf. [8], p. 100, then we can carry out a transformation 
to obtain a system for which u < 0. This does not cover the case where the 
solution x = 0 of (3) . IS uniformly asymptotically stable but the solution 
z = 0 of its variational system is not. That this situation can occur is shown 
by the first order equation Z’ = - x3, with variational equation z’ = 0. 
For this equation, o = 0. 
When u = 0, we can draw no conclusions about the stability of solutions 
of (3). As we have remarked above, we can have 0 = 0 when the solution 
x = 0 of (3) is uniformly asymptotically stable. The example 
x’ = [I/(t + l)] x shows that we can also have u = 0 when the solution 
x = 0 of (3) is unstable. 
We now see the relation between uniform asymptotic stability of the solu- 
tion x = 0 of (3) and the condition u < 0. Neither includes the other, but 
they overlap in the case of uniform asymptotic stability in the first approsima- 
tion. 
In none of the applications of Theorem 1 have we used the full force of the 
theorem. We have contented ourselves with applications to stability problems. 
By viewing Theorem 1 as a comparison between solutions of (3) and solu- 
tions of (lo), we should also be able to obtain results on asymptotic equiva- 
lence and asymptotic behavior. 
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