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Abstract
This study seeks to understand the impact of University-Based Entrepreneurial Ecosystems
(UBEE), particularly entrepreneurial support infrastructure within a university ecosystem on
the entrepreneurial intentions of students in South India. A UBEE can directly affect the
likelihood that students identify and exploit entrepreneurial opportunities, which, affects their
entrepreneurial intentions. India is one of the top three countries globally in terms of the
number of start-ups and is projected to host over 10,500 start-ups by 2020. However, there is
a dearth of research investigating the impact of university entrepreneurial support initiatives
on students’ entrepreneurial intentions and entrepreneurial self-efficacy. This is especially
true in the Indian context despite its start-up friendly policies. This study aims to address this
gap and contribute to advance knowledge in the area of UBEE research.

Grounded in Social Cognitive Theory, this study takes an ecosystem approach that considers
the interactions and inter-dependencies among different elements of UBEE, such as
entrepreneurial support initiatives and students’ beliefs and intentions to start up. This study
adopts a quantitative research design.

Results suggest that the entrepreneurial support infrastructure within a UBEE significantly
influences beliefs of entrepreneurial self-efficacy in students, which in turn predicts the
intentions of students to startup new ventures. This study found that entrepreneurial selfefficacy has a mediating effect between the university ecosystem and entrepreneurial
intentions of students in South India. Findings of this study have several practical and policy
implications for government, university management and entrepreneurship educators. This
study contributes to the emerging literature on university-based entrepreneurial ecosystem.
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1 – Introduction
Despite the increasing emphasis on entrepreneurial support activities at universities
worldwide, there is a significant lack of research on the emerging entrepreneurial ecosystems
within universities in India. In order to strengthen the emerging university-based
entrepreneurial ecosystems (UBEE) in India, there is a need to understand how various
entrepreneurial support initiatives within a university ecosystem influence their students to
start up new ventures. To explore this, the current thesis investigated the extent to which
university-based entrepreneurial ecosystems affect the self-efficacy beliefs and intentions of
students to start up new ventures.
This chapter provides an overview of the study and describes the roadmap followed
for the journey of this research. In this chapter, Section 1.1 details the background of the
study, which is followed by a discussion of the context of research. The aims and objectives
of this research are explained in Section 1.2, which further covers the research questions
developed for this study. Section 1.3 explains the significant terms used in this study while
the methodology adopted in this study is presented in Section 1.4. Section 1.5 outlines the
significant contributions made by this study, which is followed by the ethical considerations
taken while carrying out this study.
1.1 Background of the study
Universities play a vital role in providing entrepreneurial ideas, concepts and
resources to students, shaping their intentions to start up new ventures (Shirokova,
Osiyevskyy,

Morris&

Bogatyreva,

2017).

Scholars

suggest

that

university-level

entrepreneurship education and programs help current and/or potential entrepreneurs to
recognise new opportunities, which is mostly considered as the starting point of an
entrepreneurial journey (Baron, 2006; Wright, Siegel & Mustar, 2017; Guerrero & Urbano,
2012). For instance, courses and support programs in entrepreneurship can provide insights
and information on changing trends in the market and technology, government policies,
venture capitalism, etc. (Baron, 2006; All India Council for Technical Education [AICTE],
2016). The entrepreneurial support programs at universities can be targeted toward
inexperienced student entrepreneurs and those student entrepreneurs who are at different
stages of venture creation. Such programs aim to create awareness among students about
entrepreneurship as a career choice (Bae, Qian, Miao & Fiet, 2014) as well as help students to
develop entrepreneurial skills and competencies (Bae et al., 2014).
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The entrepreneurial learning derived from various types of entrepreneurship-related
university offerings, which include curricular and co-curricular programs, financial support,
and infrastructure, might affect students’ entrepreneurial mindset, attitudes, decision-making
process and entrepreneurial behaviour (Shirokova et al. 2017; Politis, Winborg & Dahlstrand,
2012). University-level entrepreneurship education and support programs impact cognitive
processes, such as creative thinking and opportunity recognition of potential student
entrepreneurs (Kirby, Guerrero & Urbano, 2011; Baron, 2006; Guerrero, Urbano & Gajon,
2017), while the university infrastructure provides opportunities for networking, knowledge
sharing and promotes ‘thinking out of the box’ for securing resources required for the new
venture development (Politis et al., 2012).
Welter and Smallbone (2011) point out that institutional environments such as
universities can either facilitate or constrain entrepreneurial attitudes, intentions and
behaviour. While some scholars argue that universities can be considered to be a supportive
environment for students, encouraging them to pursue an entrepreneurial career path (Lee &
Peterson, 2000; Toledano & Urbano, 2008), others have found that perceptions of adverse
environments can constrain the entrepreneurial behaviour of students (Luthje & Franke,
2003).
Morris, Shirokova & Tsukanova (2017) compare the university environment to an
‘entrepreneurial ecosystem’ where entrepreneurial paths and careers can be initiated. In
recent years, there has been growing interest in the concept of entrepreneurial ecosystems due
to its contribution to economic growth and policy-making (Stam, 2015; Stam & Spigel,
2017). The entrepreneurial ecosystem represents a conceptual umbrella encompassing
different cultural (supportive culture), social (networks, human capital, mentors and role
models) and material (policy and governance, universities, support services, markets and
physical infrastructure) attributes within a region that supports the development and growth
of innovative start-ups and encourages nascent entrepreneurs (WEF, 2013; Spigel, 2015;
Isenberg, 2011).
Frederick (2011) uses the term University-Based Entrepreneurial Ecosystem (UBEE)
to define elements of a particular university that facilitate or hinder an individual from
developing his/her enterprising personality and launching a new venture. A UBEE is
composed of educational programmes, infrastructures (incubators, research parks, technology
transfer offices, entrepreneurship centres, employment offices, business creation offices, etc.)
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regulations (business, normative, property rights, etc.) culture (role models, attitudes towards
entrepreneurship, etc.) (Guerrero et al., 2017). Therefore, a UBEE can promote an
entrepreneurial mindset among students, provide skills and knowledge, and facilitate support
systems to promote promising student entrepreneurs, which would result in economic and
social benefits (Fetters, Greene & Rice, 2010). This implies that a UBEE can directly affect
the likelihood that students identify and exploit opportunities, which in turn affects their
entrepreneurial intentions (Walter, Parboteeah & Walter,2013). Therefore, the role played by
a UBEE in predicting the entrepreneurial intention of students should be investigated and is
relevant for the study at hand.
According to Conner & Armitage (1998, p. 1430), intentions represent ‘a person`s
motivation to make an effort to act upon a conscious plan or decisions.’ Scholars found
entrepreneurial intentions to be a primary predictor of entrepreneurial behaviour (Krueger,
Reily and Carsrud, 2000; Fini, Grimaldi, Marzocchi & Sobrero, 2009; Krueger & Brazeal,
1994) and the initial strategic template for new venture development (Bird, 1988).
Entrepreneurial intention is viewed to direct and guide the actions of an entrepreneur toward
the development and implementation of a business idea (Boyd & Vozikis, 1994).
Entrepreneurial intention might help in predicting the entrepreneurial behaviour of university
students (Krueger & Brazeal, 1994) and, as noted by Wright et al. (2017), there is a strong
need to understand the factors that constitute a UBEE and what role these factors play in the
success of student start-ups. Therefore, the purpose of this study is to understand how various
elements of a UBEE impact the underlying beliefs and intentions of university students to
start up new ventures.

1.2 Research context
This study was conducted among students within Indian universities, specifically,
universities located in South India, as it has the highest number of engineering colleges and
strong entrepreneurship policies at the government level. India has one of the world's largest
higher education systems, with 711 universities in 2015 rising to 892 universities in 2018. A
total of 3.5 million students were enrolled in 10,400 engineering colleges in India (AICTE,
2018).
Out of the four states in South India, three (Andhra Pradesh, Karnataka and Tamil
Nadu) have the highest number of engineering colleges in the nation, resulting in an
excessive supply of employees into the job market, leading to unemployment (Mukesh, Rao
14

& Pillai, 2018). A large number of engineering graduates are fighting unemployment due to
their lack of requisite skills, like communication skills (Reuters, 2019). A potential solution
to unemployment could be inculcating entrepreneurship in education, encouraging students to
become job-creators rather than jobseekers. The government of India has undertaken several
initiatives and instituted policy measures to foster a culture of innovation and
entrepreneurship in the country. Data shows that today over 200 business incubators are
associated with several universities and institutes in India (inc42, 2016).
The Indian Government has launched several initiatives to foster entrepreneurship
among students. In 1982, it established the National Science and Technology
Entrepreneurship Development Board (NSTEDB) with the aim to implement various
initiatives and programs such as Entrepreneurship Development Cells (EDC), Science and
Technology Entrepreneurship Parks (STEP) and the Technology Business Incubator (TBI)
for strengthening and fostering entrepreneurship in academic institutions. ‘Startup India,’
‘Make in India’ and Atal Innovation Mission (AIM) were other initiatives created to foster
curiosity, creativity and imagination in young minds and develop skills such as a design
mindset, computational thinking, adaptive learning and physical computing. AIM established
Atal Tinkering Laboratories (ATL)1 in schools across India. Atal Incubation Centres (AICs)
are established by AIM with world-class facilities, appropriate infrastructure, access to
experts, business planning support, and seed capital to encourage innovative start-ups (Global
Entrepreneurship Summit, 2017).
State governments in South India, such as Karnataka, Tamil Nadu and Kerala, have
been taking proactive policy decisions and adopting strategies to foster entrepreneurship and
innovation among young Indians (The Hindu, 2009). Karnataka, a state in South-western
India, has often been labelled as the start-up hub of the country with Bengaluru city often
called the ‘Silicon Valley of India’ (Economic Times, 2018). The Karnataka Government
was one of the first states to launch a start-up policy in 2015 to support new businesses,
which included initiatives such as the ‘New Age Incubation Network (NAIN).’ The NAIN
scheme is currently implemented in engineering colleges, which will be expanded to all
professional and postgraduate institutions. Under the NAIN scheme, colleges will be assisted
to establish TBIs on campus, grants and financial support, training and capacity building for
faculty and students, exposure to support and network programs, opportunity to visit
international start-up destinations, start-up internships, and so on.
1

http://164.100.94.191/content/atal-innovation-mission-aim
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Likewise, Kerala is the first and only state in the country to have one per cent of the
state’s annual budget earmarked for entrepreneurship development activities (Kerala Startup
Mission, 2014). Through the nodal agency of the government of Kerala, Kerala Start-up
Mission (KSUM) has been empowering the start-up ecosystem by instilling school and
college level initiatives. KSUM runs start-up Bootcamps across engineering colleges, which
enables students to come up with innovative ideas. These ideas are later evaluated by an
expert committee and those students are provided with proper guidance and mentorship.
Around 113 Bootcamps were conducted with 100,000 engineering students across the state
(Banerjee, 2016). KSUM has launched Innovation and Entrepreneurship Development
Centres (IEDC) across 226 institutions throughout Kerala to promote innovation and
entrepreneurial culture in educational institutions and to develop an institutional mechanism
to foster techno-entrepreneurship among students (Inc42 ,2018).
Regardless of the start-up friendly policies and initiatives by the government of Indiaa
Global Entrepreneurship Monitor (GEM) India report showed that only 14.9% of individuals
intended to start a business in 2016, which reduced to 10.3% in 2017. In light of such policies
and initiatives, it is the need of the hour to understand the impact of various elements within a
UBEE, such as workshops, Bootcamps, incubators, mentoring, and so on, on the self-efficacy
beliefs of students to become an entrepreneur and their intentions to start up a new venture.
The central and state governments of India have been investing hugely in such initiatives to
foster an entrepreneurial culture among engineering college students. Therefore, it becomes
relevant to investigate the impact of these initiatives in the creation of entrepreneurship
awareness among students. The start-up ecosystem in India is the third largest and rapidly
developing ecosystem in the world (NASSCOM, 2018). India climbed up three places in
2018 to position itself as fifty-seventh in the Global Innovation Index from sixtieth position
in previous year (NASSCOM, 2018). Further, after USA and China, India holds the title for
highest ‘unicorn’ (privately held start-up company valued over $1 billion) holder, with eight
companies. Studies suggest that the stronger the entrepreneurial ecosystem, the higher the
chance of success for ventures operating within the ecosystem (Jha, 2018; Isenberg, 2010;
Mason & Brown, 2014). Thus, a robust and supportive UBEE can improve opportunity
perception, start-up skills and networking skills of potential entrepreneurs in India (Guerrero
et al., 2017). This study has adopted an ecosystem perspective to understand the impact of
UBEE initiatives on entrepreneurial intentions in a holistic manner.
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1.3 Aim and objectives
This study aims to understand how the components of a UBEE (such as
entrepreneurship development clubs, incubators, workshops, conferences, mentoring,
entrepreneur guest speaker series, networking support, financial support, etc.) might have
potential impact on student intention to start up a new venture.
The main objectives of this research are:
1) To understand the relationship between entrepreneurial support programmes and
students’ self-efficacy beliefs to create new ventures.
2) To examine the role of entrepreneurial self-efficacy in explaining the relationship
between university ecosystems and students’ entrepreneurial intentions.
3) To analyse how the cognitive and organisational infrastructure in a UBEE could
contribute to the development of entrepreneurial intentions among university students.
Research Questions
In order to achieve these objectives, the following research question was formulated:
1. To what extent does the university-based entrepreneurial ecosystem impact
entrepreneurial intentions of university students?
To answer the main research question, the following research sub-questions were designed:
1.1 To what extent does the organisational and cognitive infrastructure within a
university-based entrepreneurial ecosystem have an impact on entrepreneurial
self-efficacy of students?
1.2 How does entrepreneurial self-efficacy of students contribute to entrepreneurial
intentions?
For the purpose of the study, the elements of the UBEE were grouped into cognitive
infrastructure and organisational infrastructure. The organisational infrastructure of a UBEE
in this study includes university incubators, entrepreneurship development clubs, and science
and technology entrepreneurship parks. Innovation and Entrepreneurship Development
Centres (IEDCs) in various engineering colleges conduct activities that help students to come
up with innovative ideas. Various university-based entrepreneurship centres run Bootcamps,
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hackathons, business plan competitions, networking events, and so on.
Building on Krueger (1998), the cognitive infrastructure is an intangible infrastructure
of an organisation, which helps its members to perceive opportunities and act on them. In line
with Krueger and Brazeal (1994), an organisation with a strong entrepreneurial orientation
toward recognising opportunities must support its members who have an entrepreneurial
orientation (Krueger, 1998). Applying this to the current study in the context of the
university, a university must support its students to perceive entrepreneurial opportunities and
to act on them (Guerrero et al., 2017). Therefore, those support activities within a university
ecosystem, such as providing mentoring services, creating awareness among students about
entrepreneurship as a career choice, entrepreneur guest speaker series, motivating students
and conferences, are classified as cognitive infrastructure in this study.
Regardless of how attractive an opportunity might seem or how supportive a
university might be, if students perceive that they lack the ability, requisite skills or
resources, they might not pursue the opportunity. Entrepreneurial self-efficacy is an
individual's personal belief that they have it in their skills and abilities to start up a new
venture (Breslin, 2016; Bandura, 1997). Previous studies have pointed out that
entrepreneurial self-efficacy is considered a predictor of entrepreneurial intentions (Krueger,
2000; Boyd & Vozikis, 1994). Therefore, it is significant to understand if the cognitive and
organisational infrastructure in a UBEE impacts the underlying self-efficacy beliefs and
entrepreneurial intentions of university students.
Previous research strongly suggests that entrepreneurial self-efficacy can be a
significant predictor of entrepreneurial intentions (Zhao, Seibert & Hills, 2005). Boyd and
Vozikis (1994, p. 66) defined entrepreneurial self-efficacy as ‘an important explanatory
variable in determining both the strength of entrepreneurship intentions and the likelihood
that those intentions will result in entrepreneurial actions.’ Therefore, this study examines the
impact of the University-Based Entrepreneurial Ecosystem (UBEE) on entrepreneurial
intentions through entrepreneurial self-efficacy. This study also investigates the mediating
role of entrepreneurial self-efficacy in developing entrepreneurial intentions.
Table 1.1 provides research questions that this study aims to answer through the respective
hypotheses.
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Table 1.1 Research questions
Research question

Research hypotheses

1.1 To what extent does the organisational

H1: The perceived cognitive infrastructure

and cognitive infrastructure within a

of a UBEE strongly influences the

UBEE

have

entrepreneurial

an

impact

on

perceived entrepreneurial self-efficacy

self-efficacy

of

of new venture formation.

students?

H2:

The

perceived

organisational

infrastructure of a UBEE strongly
influences

the

entrepreneurial

perceived

self-efficacy

of

university students.

1.2 How does entrepreneurial self-efficacy

H3.

of students lead to EI?

The

higher

the

perceived

entrepreneurial self-efficacy of starting
a new venture, the stronger the EI.

Source: Developed for this research.

1.4 Definition of terms
This section provides a detailed explanation of the terms that are regularly used in this study.
Entrepreneurial Ecosystem: Spiegel (2015) defines entrepreneurial ecosystems as
combinations of social (networks, investment capital, mentors, working talent),
political, economic (physical infrastructure, policies and governance, universities,
open markets, support services) and cultural (supportive culture) elements within
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a region that support the development and growth of innovative start-ups and
encourage nascent entrepreneurs and other actors to take the risks of starting,
funding, and otherwise assisting high-risk ventures. (p. 2)
University-Based Entrepreneurial Ecosystem: The current study adopts Frederick's (2011)
definition of a UBEE, which defines it as the elements of a particular university that facilitate
or hinder an individual from developing his/her enterprising personality and launching a new
venture. Drawing upon Fetters et al. (2010), elements of a UBEE are those activities that
foster entrepreneurial skills, such as but not limited to entrepreneurship development clubs,
entrepreneurial guest speaker series, business plan competitions, workshops and projects.
Cognitive Infrastructure: Cognitive infrastructure in this study refers to how a university
motivates students to start up a new venture, create awareness among its students (members),
invites successful entrepreneurs to share their experience, and arrange workshops and
seminars for students (Krueger 1998). For the purpose of this study, the university is viewed
as the organisation that helps its members (students) to perceive opportunities.
Organisational infrastructure: Organisational infrastructure in this study is defined as the
organisational entities in the UBEE, such as a university business incubator, entrepreneurship
development clubs, science and technology entrepreneurship parks, and entrepreneurship
centres.
1.5 Methodology
A quantitative approach was used in this research as it was considered the most
appropriate for the study. The purpose of the study was to investigate the extent to which a
UBEE impacts the entrepreneurial intention of students in South India. Primary data from
students were collected by means of an online survey from various engineering colleges and
universities in South India. The data was analysed using Structural Equational Modelling
(SEM) to test the conceptual model proposed in the study and to understand the mediating
effect of entrepreneurial self-efficacy.
1.6 Significance of this research
This study will make the following contributions:
1) Although there have been numerous studies on entrepreneurial universities and
entrepreneurial education, there is a significant paucity of research on the concept of
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UBEEs. Therefore, this study contributes to enhancing understanding of UBEEs in
the context of an emerging economy such as India.
2) There is a dearth of research that examines the UBEEs in India. Recently, the
government of India launched numerous start-up friendly policies and initiatives to
foster an entrepreneurial culture, especially targeting potential student entrepreneurs.
A very limited number of industry reports focus on the top tier and premier institutes
in India with strong and robust ecosystems (Danish Agency for Science, Technology
and Innovation, 2016). This study focuses on institutes in Tier 2 and Tier 3 cities of
South India,2 which have good ecosystems but are not as highly established as
institutes in Tier 1 cities. A limited number of students are enrolled in top tier
premium institutes, such as the Indian Institute of Technology (IIT) and the National
Institute of Technology (NIT). The majority of students get admitted into private
engineering institutes. Hence, it is significant to examine the entrepreneurial
ecosystems in private engineering institutes and universities. This study contributes to
filling this gap by investigating the impact of UBEEs on the entrepreneurial intention
of a significant cohort of students at Tier 2 institutes in Tier 2 and Tier 3 cities in
South India.
3) While the majority of research on entrepreneurial universities focused on the new
venture creation process or particular elements such as incubators, this study
considers several entrepreneurial support infrastructures within a university
ecosystem and their impact on entrepreneurial self-efficacy beliefs and intentions of
students to create a start-up. This study takes a cognitive approach, focusing on the
impact of the UBEE on entrepreneurial intention through entrepreneurial selfefficacy.
4) This study has implications for policymakers and the government of India. The results
may provide a foundation for effective policy interventions at both governmental and
university levels. The findings can aid in policy making by identifying which
elements of UBEE are perceived to be supportive of students in the new venture
creation process.
5) The findings of this study can support universities and colleges in their infrastructure
improvement and support activities, which can have an impact on entrepreneurship.
Understanding entrepreneurial self-efficacy can help to improve the entrepreneurial
2

The Reserve Bank of India classifies Indian cities into six tiers based on the population. Tier 1 cities are the
most highly populated, followed by Tier 2 and Tier 3 cities.
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learning process. This study examines the impact of UBEE elements on the
entrepreneurial self-efficacy levels of students. New support initiatives can be
designed, which would enhance the entrepreneurial self-efficacy of potential student
entrepreneurs.
1.7 Ethical considerations
This research has been approved by the University of Notre Dame Human Research
Ethics Committee (Reference Number: 018095S, Appendix C).
The online survey included a participant information sheet, which consisted of
detailed information about the project and the rights of the participants. Participation in this
study was voluntary. The survey instrument was designed so as to ensure the privacy of the
participants' identity and responses. The researcher used pseudonyms in the thesis to ensure
the confidentiality and anonymity of the participating institutions.
1.8 Chapter Summary
This chapter outlined the aims and objectives of this research study. Universities worldwide
are increasingly becoming entrepreneurial and governments of different countries are
formulating policies friendly to entrepreneurial start-ups to create an entrepreneurial society.
This study investigated the extent to which UBEEs impacted the entrepreneurial intentions of
university students. This chapter also outlined briefly the start-up policies and initiatives
introduced by the state governments of South India, where this study was conducted. Further,
the research questions were formulated and justified. Key concepts of this research study
were defined in this chapter. The methodology adopted for this study was briefly explained.
The next chapter is the review of literature in this research area, where research gap is
identified, and a conceptual model is developed.
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2 – Literature Review and Hypothesis development
This chapter examines the literature related to entrepreneurial intention (EI),
entrepreneurial self-efficacy and university-based entrepreneurial ecosystem (UBEE). The
chapter is structured as follows: Section 2.1 discusses the concept of entrepreneur and various
approaches to entrepreneurship research. Further, the section includes a brief description of
the cognitive approach in which this study is grounded. Entrepreneurial intention is explained
in Section 2.2 through several entrepreneurial intention models, such as Ajzen’s Theory of
Planned Behaviour (1991), Shapero’s Entrepreneurial Event Theory (1982), and Bandura’s
Social Cognitive Theory (1986). Bandura’s Social Cognitive Theory and the concept of selfefficacy are discussed in detail as this thesis is grounded in Social Cognitive Theory (Section
2.3). The multidimensional nature and sources of entrepreneurial self-efficacy are explored in
the subsequent section. Sections 2.4 and 2.5 discuss the concept of entrepreneurial
ecosystems and UBEEs respectively. Section 2.5.1 gives an account of literature related to
UBEEs. The link between EI and UBEEs is established by reviewing a few studies in Section
2.5.2 and identifies the research gap in the subsequent section 2.6. A conceptual framework is
developed and hypotheses are formulated based on the review of the literature in Section 2.7.
2.1 The concept of Entrepreneur and approaches to Entrepreneurship research
According to Shapero & Sokol (1982), the entrepreneur is an individual who takes
initiatives, organises social and economic mechanisms and accepts the risk of failure. Hence,
it is significant to understand the entrepreneur as an individual who would contribute to the
knowledge of new venture creation and factors influencing them. A review of the literature
suggests that the majority of entrepreneurship studies focus primarily on three approaches in
order to understand the entrepreneur as an individual: personality or trait-based
(psychological) (Saeed, Yousafza, Yani-De-Soriano, & Muffatto, 2013; Zhao, Seibert &
Lumpkin, 2010; Zhao & Seibert, 2006; Barbosa, Gerhardt & Kickul, 2007; Frese & Gielnik,
2014; Wiklund, Patzelt & Dimov, 2016), behavioural (Gartner, 1985; Selden & Fletcher,
2015), and cognitive approaches (Baron, 2004; Mitchell, Busenitz, Lant, McDougall, Morse
& Smith, 2002; 2004; Byrne & Shepherd, 2015; Karabey, 2012; Shepherd & Patzelt, 2018).
The trait-based approach attempts to understand who an entrepreneur is while the
behavioural approach considers the role of an entrepreneur in new venture creation (Sivarajah
& Achuchuthan, 2013). The behavioural approach shifts the focus of research from person to
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process (Sivarajah & Achuchuthan, 2013). In contrast to this approach, Shaver and Scott
(1991) conclude that the creation of a new venture cannot occur in a vacuum. They argue that
entrepreneurs are the individuals who believe in innovation and remain motivated until the
job is done. They emphasise the significance of the entrepreneur as an individual and the
psychological perspective of new venture creation. Hence, the limitations of the behaviourist
approach as an essentially process-driven perspective has given way to a shift to the cognitive
perspective (Sivarajah & Achuchuthan, 2013).
The cognitive approach to entrepreneurship helps to understand how entrepreneurs
think and ‘why’ they do some of the things they do. (Mitchell et al., 2004). With the help of
entrepreneurial cognition, a growing number of researchers are adopting the cognitive
perspective to entrepreneurship to examine and explore the new venture creation process
(Baron, 2004; Shepherd & Patzelt, 2018). The cognitive approach has developed into a key
stream of entrepreneurship research (Mitchell, 2003; Mitchell et al., 2004; Krueger & Day,
2010; Sanchez, Carballo & Gutierrez, 2011).
Shepherd and Patzelt (2018) argue that an explanation as to why some entrepreneurs
are able to identify and successfully act upon opportunities in an uncertain environment while
others emerges from the individual's entrepreneurial mindset. The cognitive approach affirms
that the actions of human beings are influenced by mental processes, such as motivation,
perceptions, or attitudes (Krueger, 2003). With the help of these processes, individuals
acquire information, store it, transform it and use it for decision-making or solving problems
(Liñán, Santos & Fernandez, 2011). Mitchell, Smith, Seawright, Peredo & McKenzie (2002)
define entrepreneurial cognition as follows: ‘entrepreneurial cognitions are the knowledge
structures that people use to make assessments, judgments, or decisions involving
opportunity evaluation, venture creation, and growth’(p. 97). In other words, entrepreneurial
cognition is about understanding how entrepreneurs use simple mental processes to organise
previously unconnected information that helps them to identify opportunities and create new
ventures (Mitchell et al., 2002).
In the cognitive approach, an entrepreneur’s decision to act or not is influenced by
cognitive reasoning, such as their beliefs, thoughts and perceptual skills (Sivarajah &
Achuchuthan, 2013). This approach helps to understand how entrepreneurs think, their
perceptions, and to explain their tendencies to take action (Busenitz, West, Shepherd, Nelson,
Chandler & Zacharakis, 2003).
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Mitchell et al. (2002) point out that cognitive psychology helps to explain the mental
processes that occur within an individual as s/he interacts with the external environment. As
pointed out by Krueger (2003), understanding entrepreneurial cognition is essential to
understand the essence of entrepreneurship, how it emerges and evolves. They direct our
attention to Social Cognitive Theory (SCT), which helps in explaining individual
entrepreneurial behaviour (entrepreneurial intentions), which is moulded by the person–
environment interaction. SCT explains what cognitive, motivational and affective processes
are involved in the individual's decision to start a new venture (Drnovšek et al., 2010; Baron,
2006). Hence, this study follows the cognitive approach through the application of SCT to
understand entrepreneurial intentions, which will be discussed in the following sections. The
next section explains the concept of entrepreneurial intention (EI), and various
entrepreneurial intention models, including the Theory of Planned Behaviour (TPB),
Shapero's Entrepreneurial Event Theory (EET) and Social Cognitive Theory (SCT).
2.2 Entrepreneurial Intention
Entrepreneurs’ ideas and intention form the initial strategic template of new
organizations and are important underpinnings of new venture development –
Barbara Bird (1988).

The above quote shows that ideas and intention represent important factors in the
context of new venture development. Particularly, the intention is a conscious state of mind
that precedes action but directs attention toward the goal of establishing a new business
(Shook, Priem & McGee, 2003). Katz and Gartner (1988) define entrepreneurial intention as
the search for information that can be used to help accomplish the goal of new venture
creation while Thompson (2009, p. 676) defines entrepreneurial intentions as ‘selfacknowledged convictions by individuals that they intend to set up new business ventures and
consciously plan to do so at some point in the future.’
Previous research underlines that entrepreneurial intentions are the single best
predictor of entrepreneurial behaviour (new venture creation) (Krueger, Reily & Carsrud,
2000; Fini et al. 2009; Krueger & Brazeal, 1994). According to Krueger (2004),
understanding entrepreneurial cognition is crucial to understanding the ‘heart’ or essence of
entrepreneurship, which is the seeking of and acting upon opportunities (Stevenson &
Gumpert, 1985). Krueger (2004) suggests the critical factor that distinguishes between
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entrepreneur and non-entrepreneur is the intentional pursuit of opportunity. Bird (1988)
identifies individual domains (personality, motivation and prior experience) and contextual
variables (social context, markets and economics) as the two dimensions responsible for the
formation of entrepreneurial intentions. The literature shows that individual factors
(motivation, prior experience, risk-taking, entrepreneurial self-efficacy) and contextual
factors (industry opportunities, infrastructural, political, and financial support) impact on the
entrepreneurial intention of university students (Fini et al., 2009; Luthje and Frank, 2003;
Morris & Lewis, 1995), but displayed limited capacity to predict entrepreneurial intentions
(Krueger et al., 2000). Therefore, personal and situational variables have an indirect influence
on entrepreneurship through influencing key attitudes and beliefs (Krueger et al., 2000) and
this led to the emergence of intention models.
2.2.1

Entrepreneurial intention models

Intention models provide a robust theoretical framework for understanding and
predicting new venture creation (Fini et al., 2009; Moriano, Gorgievski, Laguna, Stephen &
Zarafshani, 2012; Krueger et al., 2000; Autio, Keeley, Klofsten & Ulfstedt, 1997). Several
intention models have emerged since the 1980s and 1990s. Among those models, the Theory
of Planned Behaviour (TPB) (Ajzen, 1991) and the Entrepreneurial Event Model (EEM)
(Shapero & Sokol, 1982) are the two most extensively used intention models, which are
discussed below.

Theory of Planned Behaviour
The Theory of Planned Behaviour (TPB) (Ajzen, 1991) states that intentions are
assumed to capture the motivational factors that influence behaviour and are indicators of
how hard people are willing to try. The TPB builds on the Theory of Reasoned Action
(Fishbein & Ajzen, 1975), where behavioural intentions are determined by two key
determinants: attitudes towards the behaviour, and subjective norms (Fishbein &Ajzen,
1975). According to TPB, the attitude towards the behaviour refers to the degree to which a
person has a favourable or unfavourable evaluation of the behaviour. Subjective norms refer
to the perceived social pressure to perform or not to perform the behaviour. The TPB
includes a third component, namely Perceived Behavioural Control (PBC), which refers to
the perceived ease or difficulty of performing the behaviour (Ajzen, 1991). Individuals who
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believe they have control over performing behaviour will develop subsequent intentions to
perform that behaviour.
TPB assumes that in order to increase a person's intention to perform a behaviour, the
attitude and subjective norm towards that behaviour have to be more favourable and
perceived behaviour control has to be greater (Kolvereid& Moen, 1997; Amos & Alex,
2014).
Figure 2.1 depicts Ajzen's Theory of Planned Behaviour.

Figure 2.1Theory of Planned Behaviour

Shapero’s Entrepreneurial Event Model
Another widely used entrepreneurial intention model is the Entrepreneurial Event Model
(EEM), which was proposed by Shapero and Sokol (1982). The EEM suggests that
‘individuals decide to create a firm (develop their intentions and become potential
entrepreneurs) when a precipitating event lets them perceive the entrepreneurial activity as
more desirable or more feasible than other alternatives’ (Liñán & Santos, 2007, p. 445). EEM
was later modified by Krueger (1993), as illustrated in Figure 2.2.
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Figure 2.2Krueger Shapero Model (EEM)

The EEM assumes that entrepreneurial intentions are dependent on three factors:
perceived desirability, perceived feasibility, and propensity to act on opportunities (Krueger
et al., 2000; Shapero & Sokol, 1982).
Perceived desirability refers to the degree to which an individual feels an attraction
towards becoming an entrepreneur. The desirability of the individual towards
entrepreneurship is associated with the answer to the question ‘Do I want to do it?’ (Yusuff,
Ahmad & Halim, 2016).
Perceived feasibility refers to an individual’s perceptions that they are capable of
performing entrepreneurial behaviour. Individuals engage in or perform a certain behaviour if
they believe in their capability to succeed in their performance (Yusuff et al., 2016).
Perceptions of feasibility depend on whether an individual perceives entrepreneurship to be
feasible or not (‘Can I do it?’). Perceived feasibility can be influenced by the perceptions of
the availability of financial support, education and advice that make new venture creation
feasible to potential entrepreneurs (Shapero& Sokol, 1982). The propensity to act refers to an
individual’s tendency to engage in entrepreneurial activities. According to Shapero & Sokol
(1982), propensity to act is the personal disposition to act on one’s decisions (‘I will do it’)
(Krueger et al., 2000).
Krueger et al. (2000) compared the EEM and the TPB models and found that they are
related in that they both have an element conceptually associated with perceived self-efficacy
(perceived behavioural control in the TPB model and perceived feasibility in EEM model)
(Malebana, 2014). Perceived behavioural control is the perceived ease or difficulty of
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performing a behaviour and perceived feasibility is the degree to which a person feels
capable of successfully launching a new venture (Ajzen, 1991). Therefore, PBC and
perceived feasibility are related to the concept of entrepreneurial self-efficacy, which can be
defined as the degree to which individuals perceive themselves as having the ability to
successfully perform the various roles and tasks of an entrepreneur (Hmieleski & Baron,
2008).
Another intention model, developed by Bird (1988), discusses how personal (prior
entrepreneurial experience, personality characteristics and abilities) and contextual factors
(social, political and economic factors, such as change in markets, government deregulation,
etc.) interacts with an individual’srational and intuitive thinking, which further structures
his/her entrepreneurial intentions.Boyd & Vozikis (1994) extends Bird’s model of
intentionality (1988) through the addition of self-efficacy as an antecedent of entrepreneurial
intention.Boyd & Vozikis (1994) proposed self-efficacy as a significant explanatory variable
in determining the strength of entrepreneurial intentions and the chances of the intentions
resulting into entrepreneurial action (new venture creation).
Self-efficacy is considered to be an important predictor of entrepreneurial intentions
(Krueger & Brazeal, 1994; Boyd & Vozikis, 1994; Zhao et al. 2005). Self-efficacy is defined
as ‘an individual’s belief in one’s capability to organize and execute the courses of action to
produce given attainments’ (Bandura, 1977, p. 3). The construct of self-efficacy is derived
from Social Cognitive Theory (SCT), which is discussed in the following section.
Entrepreneurial self-efficacy is a construct that measures an individual’s belief in his/her
ability to successfully launch a new venture (McGee, Peterson, Mueller & Sequeira, 2009).
2.2.2

Social Cognitive Theory

Social Cognitive Theory (SCT), proposed by Bandura (1986), is an extension of the
Social Learning Theory (Bandura, 1977). SCT states that human functioning is a result of an
interplay between personal, behavioural and environmental influences (Barbosa et al., 2007).
SCT provides a comprehensive framework to examine an individual's action and outcome by
incorporating cognitive, behavioural and environmental perspectives (Bacq, Ofstein, Kickul
& Gundry, 2017). SCT primarily focuses on the notion that human behaviour operates within
a framework of ‘triadic reciprocity,’ which involves reciprocal interactions between personal
(cognitions, beliefs, etc.), behavioural and environmental influences (Ryan, 1970). SCT
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posits that people are actors in, as well as products of, their environment (Connor & Norman,
2005). Figure 2.3 outlines the Social Cognitive Theory.

Figure 2.3Social Cognitive Theory

Bandura (1986) explains the triadic reciprocity by emphasising the significance of
human agency; that individuals can be influential in their own development, with influences
from environmental factors. Individuals possess certain self-beliefs that enable them to
control their thoughts, feelings and actions, which means that what people think, believe and
feel affects how they behave (Bandura, 1986, p. 25). Hence, self-efficacy represents a core
cognitive component, which is fundamental to people’s intentional actions, efforts,
perseverance, resilience and stress (Bandura, 1997; Schjoedt & Craig, 2017).
Scholars argue that SCT has been a useful framework for understanding human
thinking and behaviour in a rapidly changing environment since it explains the complex
relationships between personal, cognitive and environmental factors (Davis & Luthans, 1980;
Bacq et al., 2017). SCT examines the dynamic interaction between individual behaviour and
the environment by explaining what cognitive processes are involved in an individual's
decision to engage in entrepreneurial activities and how these processes are shaped by
environmental factors (Bandura, 1986). (Drnovšek et al, 2010; Mitchell et al., 2002). In the
context of this study, SCT provides a useful framework to explain entrepreneurial intentions
(behaviour) through the interaction of cognitive and environmental factors.
SCT is used in this study to examine the interaction between entrepreneurial
intentions of students (behaviour) and their university-based entrepreneurial ecosystem
(environment) by explaining how entrepreneurial self-efficacy beliefs (cognitive) of students
are shaped by the factors in their university ecosystem (environment). In terms of SCT,
entrepreneurial self-efficacy is the cognitive factor, the university-based entrepreneurial
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ecosystem is the environmental factor and entrepreneurial intentions form the behavioural
factor. Thus, this study aims to understand the entrepreneurial intentions of students through
the interaction of entrepreneurial self-efficacy beliefs of students and their university-based
entrepreneurial ecosystem. The concept of self-efficacy is further discussed in the following
section.
2.3 Self-Efficacy
As explained by SCT, contextual and social factors do not directly affect an
individual’s behaviour. Rather, they affect an individual’s self-efficacy, emotional states and
self-control (Bandura, 1986). Self-efficacy was first conceptualised by Bandura (1986).
According to SCT, perceived self-efficacy is a crucial factor that influences human behaviour
(Bandura, 1986).
Perceived self-efficacy is defined as people's beliefs in their capabilities to perform a
specific action required to attain the desired outcome (Ryan, 1970). Individuals choose their
career path based on the assessment of their personal capabilities and avoid occupations in
which they feel less competent (Bandura & Wood, 1989; Chen, Greene & Crick, 1998).
Therefore, as suggested by Bandura(1986), self-efficacy has an influence on individuals
preparing for action because self-related cognitions are a major component in the motivation
process.
Perceived self-efficacy represents the confidence that an individual can employ the
skills necessary to cope with stress and mobilise one’s resources required to meet the
situational demands. This research study is focused on perceived entrepreneurial self-efficacy
of an individual as a cognitive factor through which contextual factors such as universitybased entrepreneurial ecosystems affect the entrepreneurial intentions of university students.
2.3.1

Entrepreneurial Self-Efficacy (ESE)

Previous research shows that ESE has been used effectively for increasing students’
convictions that they can execute the required entrepreneurial behaviour to create a new
venture (Bayrón, 2013; Drnovšek et al. 2010; Chen, Greene & Crick 1998). A review of the
literature shows multiple definitions for the construct of ESE. Drnovšek et al. (2010) defines
ESE as individuals’ beliefs regarding their capabilities for attaining success and controlling
cognition for successfully tackling challenging goals during the business start-up process,
whereas Krueger et al. (2000, p. 417) defines ESE as ‘individuals’ perceived ability to
execute a target behaviour.’ In line with Drnovšek et al. (2010), Baron (2004, p. 4) defines
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self-efficacy as a ‘belief in one’s ability to muster and implement necessary resources, skills
and competencies to attain levels of achievement.’ Scholars such as Boyd & Vozikis (1994),
and Drnovšek et al. (2010) define ESE as a confident belief or the degree of the strength of
belief, while definitions of entrepreneurial self-efficacy proposed by a few scholars, such as
Krueger (2000) and Baron (2004), focus on cognitive skills and competencies.
This study embraces the definition propose by Boyd & Vozikis (1994), who define
ESE as the strength of an individual’s belief that s/he is capable of successfully performing
the roles and tasks of an entrepreneur (Boyd & Vozikis, 1994; Chen et al., 1998). ESE
provides an insight into what makes potential entrepreneurs maintain their initial efforts to
reach for new business opportunities. Several studies measured the construct of ESE by
asking respondents one or two questions regarding their self-efficacy beliefs. For instance, in
a study by Kristiansen and Indarti (2004), respondents were asked to rate their self-efficacy
beliefs on a seven-point Likert scale based on two statements, such as, ‘I have leadership
skills that are needed to be an entrepreneur,’ and ‘I have mental maturity to start to be an
entrepreneur.’ However, few studies focused on the underlying dimensions of the construct
of ESE (Chen et al., 1998; De Noble, Jung & Ehrlich et al., 1999). These studies proposed a
broader set of underlying dimensions for measuring ESE, which would help respondents to
rate their self-efficacy beliefs based on various skills and competencies. The following
section explains the underlying dimensions of ESE.
2.3.2

Dimensions of Entrepreneurial self-efficacy

Chen et al. (1998) developed a domain-specific construct of ESE, which includes
factors like marketing, innovation, management, risk-taking and financial control. In their
analysis, ESE is positively related to entrepreneurial intentions. They found that business
founders had higher self-efficacy in innovation and risk-taking than non-founders. De Noble
et al. (1999) developed a measure of ESE that includes skills specifically required for a startup entrepreneur. In line with Krueger et al. (2000), they also found that perceived ESE had a
significant relationship with entrepreneurial intentions. In their analysis, De Noble et al.
(1999) developed measures of ESE based on these core start-up skills: risk and uncertainty
management skills, innovation and product development skills, interpersonal and networking
management skills, opportunity recognition, procurement and allocation of critical resources,
and development and maintenance of an innovative environment.
Drawing upon the work of Chen et al. (1998) and De Noble et al. (1999), Barbosa et
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al. (2007), while studying the role of cognitive style and risk preference of individuals on
entrepreneurial self-efficacy and entrepreneurial intentions, identified four types of taskspecific self-efficacy. They are: (a) Opportunity–identification self-efficacy: an
individual’s perceived self-efficacy beliefsregarding his/her competencies to identify and
develop new product and market opportunities; (b) Relationship Self-efficacy: an
individual's perceived self-efficacy beliefsregarding his/her competencies to build
relationships, particularly with potential investors; (c) Managerial self-efficacy: an
individual’s perceived self-efficacy beliefsregarding his/her managerial competencies; (d)
Tolerance self-efficacy:an individual's perceived self-efficacy beliefsregarding his/her
competencies to work productively under conditions of stress and change. Multiple
dimensions of ESE would provide detailed insights on what skills and self-beliefs students
perceive they possess, which would further allow educators to help them improve their
specific skills. This study adopts De Noble et al.’s (1999) dimensions of ESE to measure the
construct of ESE.
Assuming that entrepreneurs should be capable of performing various tasks in
different phases of the entrepreneurial life cycle and drawing on the measures of ESE
developed by Chen et al. (1999) and De Noble et al. (1999), Kickul and D'Intino (2005)
demonstrate that ESE factors, such as interpersonal and networking skills, uncertainty
management skills, product development skills, and procurement and allocation of critical
resources, were significantly related to various entrepreneurial tasks that were associated with
intentions to start a new venture. The following section details how ESE beliefs can be
developed while learning skills necessary to launch a new venture – such as product
development skills, opportunity recognition skills etc.
2.3.3

Sources of Entrepreneurial Self-Efficacy

Individuals develop and strengthen their self-efficacy beliefs in four ways: (1)
enactive mastery (mastery experiences); (2) observational learning; (3) social persuasion; (4)
perceptions of physiological wellbeing that have been derived from the personal and
contextual factors (Bandura 1989; Boyd & Vozikis 1994).
Mastery experiences or repeated performance accomplishments are considered an
effective way to elevate the ESE of an individual (Gist 1987; Wood & Bandura 1989) as they
increase an individual's capabilities and perceptions of capabilities (Erikson 2003). Acquiring
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skills through direct experience reinforces self-efficacy and, thereby, contributes to higher
aspirations and future performance (Boyd & Vozikis, 1994). For instance, the entrepreneurial
support initiatives in a university ecosystem could help students gain experience on
developing their own products, which might influence their self-efficacy beliefs. Bandura &
Wood (1989) states that if people develop a sense of confidence in their capabilities through
experiencing success, then failures and difficult situations can be managed efficiently (see
also Boyd & Vozikis, 1994; Erikson, 2003).
Observational learning influences the development of ESE by extending to mentor
relationships, where an individual has the opportunity to work and learn under the guidance
of a successful entrepreneur (Boyd & Vozikis, 1994). Observational learning from role
models is another way to strengthen self-efficacy beliefs. Role models influence the selfefficacy of potential entrepreneurs through a social comparison process because people form
judgements of their own capabilities by comparing themselves to others (Erikson, 2003). For
example, successful entrepreneurs can be role models and share their experiences with
aspiring student entrepreneurs, which would influence the self-efficacy beliefs of student
entrepreneurs (BarNir, Watson & Hutchins, 2011). Boyd & Vozikis (1994, p.67) argue that,
“through observational learning, an individual estimates the relevant skills and behaviour
used by a role model in performing a task, approximates the extent to which those skills are
similar to his or her own and infers the amount of effort versus skill that would be required to
reach the same results” (Gist & Mitchell, 1992).
Persuasive discussions and specific positive feedback may be used to convince people
of their capability of performing a task (Gist, 1987). Social persuasion encourages people to
believe that they possess the required capabilities to achieve or fulfil the task (Erikson, 2003).
Bandura & Wood (1989, p.67) state that “if people receive positive encouragement, they will
be more likely to exert greater effort” (Erikson, 2003). For instance, mentors and educators
could provide feedback and encourage students to start-up ventures (Eesley & Wang, 2014).
An entrepreneur is said to have high levels of self-efficacy when s/he firmly believes
in their capability to perform a task successfully. Entrepreneurs with high degrees of ESE are
more likely to perceive the positive outcomes as a result of performing a task (De Noble et
al., 1999). Gist (1987) points out that a high level of ESE can help individuals maintain their
efforts until their primary goals are met. The next section discusses how ESE can be a
significant predictor of entrepreneurial intentions.
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2.3.4

Entrepreneurial self-efficacy and Entrepreneurial intentions

There exists a significant body of literature which considers ESE as a key determinant
in predicting entrepreneurial intentions and entrepreneurial behaviour (Krueger et al., 2000;
Boyd & Vozikis, 1994; Kolvereid, 1996; McGee et al., 2009). Scholars assert that individuals
with high ESE are more likely to be an entrepreneur compared to those with lower ESE
(Bandura, 1986; Boyd & Vozikis, 1994; Chen et al., 1998; De Noble et al., 1999; Krueger et
al., 2000). Individuals who possess high ESE visualise success scenarios, which helps them
to focus and perform (Bandura, 1989). People who perceive themselves as inefficacious are
likely to visualise failure scenarios, affecting their performance negatively (Bandura, 1989).
Sequeira, Mueller & McGee (2007) argue that a high level of ESE yields enhanced effort and
persistence and increased intentions toward business start-up. Individuals with higher levels
of ESE recognise greater opportunities and are likely to be willing to take more risks in the
pursuit of these opportunities (Bacq et al., 2017).
According to Bandura (1989), beliefs of self-efficacy affect new venture creation
through motivational and cognitive processes. The process of personal goal setting in an
individual can be influenced by self-appraisal of his/her capabilities. Therefore, if an
individual has stronger beliefs of perceived self-efficacy, they might set higher goals for
themselves and would possess strongercommitment to their goals (Bandura, 1989). People
who strongly believe in their problem-solving capabilities possess a strong sense of efficacy
and they remain task-oriented throughout their entrepreneurial journey (Bandura, 1989;
Bandura & Wood, 1989). ESE beliefs can determine people’s motivational levels, as in how
much effort they will exert in their entrepreneurial journey and the amount of perseverance
they might display while facing challenging situations (Bandura, 1989). Individuals who
possess self-doubts regarding their capability in tackling obstacles attempt to quit their
commitments or settle for immediate solutions. Hence, an entrepreneur who has high levels
of self-efficacy tends to set challenging goals, persist towards achieving the goals, display
persistence even under difficult and challenging situations, and resilience (Hmieleski &
Baron, 2008; Bandura, 1989).
Kickul and D’Intino (2005) point out that one approach to enhance ESE is to study
the environment of potential and actual entrepreneurs. Individuals assess their entrepreneurial
competencieswith regards to their perceptions about resources, constraints and opportunities
available in their environment. Perceptions about a supportive environment will increase the
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ESE of individuals (Kickul & D’Intino, 2005; Liñán, 2008; Morris et al., 2017), thereby
leading to entrepreneurial intentions (Bacq et al., 2017). A recent review of the literature on
supportive environments found that there is a relationship between the university
environment and intended entrepreneurial action exhibited by students (Saeed et al., 2013;
Turker & Selcuk, 2009; Liñán, Urbano & Guerrero, 2011; Kraaijenbrink, Bos & Groen,
2010; Shirokova, Osiyevskyy & Bogatyreva, 2016). Morris et al. (2017) suggest that such
supportive environments can be nurtured through the development of ‘entrepreneurial
ecosystems.’ Entrepreneurial cognition literature suggests that an individual’s entrepreneurial
journey begins with intentions and entrepreneurial alertness (opportunity recognition) (Bird,
1988). However, starting a new business requires a multilayered network including
individuals, mentors, venture capitalists, suppliers, support service professionals and other
organisational actors (Spigel, 2015; Roundy, 2017). Further, new venture creation also
requires material resources, such as physical infrastructure and technology (Spigel & Stam,
2017). Entrepreneurial activities or new venture creation is the result of interrelationships and
interactions between these actors and resources, which forms the ‘entrepreneurial ecosystem’
within a region (Roundy, 2017). Spigel (2015) defines an entrepreneurial ecosystem as
‘combinations of social, political, economic, and cultural elements within a region that
support the development and growth of innovative start-ups and encourage nascent
entrepreneurs and other actors to take the risks of starting, funding, and otherwise assisting
high-risk ventures’ (p.2). The following section focuses on the concept of entrepreneurial
ecosystems and ecosystems within universities.
2.4 Entrepreneurial ecosystem
Maritz, Jones & Shwetzer(2015) defines an Entrepreneurial Ecosystem (EE) as a
“system, network or group of interconnected elements, formed by the interaction of an
entrepreneurial community of stakeholders with their environment” (p.1023). The
entrepreneurial ecosystem is composed of individuals, organisations and institutions that can
influence successful entrepreneurial behaviour (Spigel, 2015). The concept of an
entrepreneurial ecosystem has gained popularity among entrepreneurship researchers
(Isenberg, 2010; Acs, Autio & Szerb, 2014) as it focuses on enabling entrepreneurship by an
exhaustive set of resources and actors in a geographical area (Stam, 2015). Specifically, the
entrepreneurial ecosystem approach focuses on the entrepreneurial activities in local and
regional environments and the conditions that are necessary to create and foster
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entrepreneurship in that region (Mason & Brown, 2013). The concept of EE emphasises the
interactions between various factors within a region, such as policy and governance, physical
infrastructure, human capital, supportive culture, availability of finance, networks, open
markets and universities in creating a supportive regional environment favourable for
entrepreneurship. Furthermore, the ecosystem perspective focuses on how different
configurations of factors within an environment produce a supportive and robust
entrepreneurial ecosystem (Spigel, 2015).
Moore (1993) was one of the pioneer scholars to define the concept of the
Entrepreneurial Ecosystem (EE). Moore (1993) defines an ecosystem as a structured
economic community formed by the interaction of organisations and individuals. However,
several definitions have evolved since Moore’s first definition; for example, Mack and Mayer
(2016) viewed the EE as interacting components, which foster the new firm formation in a
regional context. Based on the definitions of EE posed by these studies, two characteristics
can be identified: 1) entrepreneurial activities or the creation of a new venture is the expected
outcome of an entrepreneurial ecosystem; 2) the most significant characteristic of an
entrepreneurial ecosystem is the interaction of elements or components to create new
ventures. Motoyama & Watkins (2014) highlight a shortcoming of entrepreneurial ecosystem
literature, suggesting that much of the study focuses on individual elements of an ecosystem
rather than their interdependencies. In order to overcome this shortcoming, Guerrero et al.
(2017, p. 2) highlight the need to investigate ‘how different agents of an ecosystem operate,
collaborate, make decisions, identify benefits or transform their roles.’ Considering the need
and significance of studying the interrelationships and interactions of different agents or
elements within an ecosystem, this thesis studies different elements of an entrepreneurial
ecosystem within a university in a holistic manner.
Universities are generally considered a major component of regional entrepreneurship
ecosystems (Isenberg, 2011; Qian & Yao, 2017). Morris et al. (2017) underlines that
universities play an important role in an entrepreneurial ecosystem by producing a steady
supply of graduates who might be potential entrepreneurs. Fetters et al. (2010) and Morris et
al. (2017) argue that the university environment itself can be conceptualised as a potential
entrepreneurial ecosystem.
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2.5 2From an entrepreneurial ecosystem to a University-Based Entrepreneurial
Ecosystem
Entrepreneurial ecosystem literature suggests universities as one of the main pillars of
an entrepreneurial ecosystem (Isenberg, 2010; Spigel, 2015; Qian & Yao, 2017; Ribeiro,
Zancul, Axel-Berg & Plonski, 2018; Harrington, 2017; Mason & Brown, 2014; Neck, Meyer,
Cohen & Corbett, 2004). Ribeiro et al. (2018) studied and identified four major categories in
which universities can play a critical role in strengthening entrepreneurial ecosystems. They
are: entrepreneurship education, specific talent formation (staff training, training graduates),
cultural influence (promoting a culture of respect for entrepreneurship at universities) and
technology generation (technology transfer processes and technology spin-off creation).
Indeed, universities can drive local and national economic development by stimulating
entrepreneurship (Kraaijenbrink et al., 2010) by developing new technologies and creating
university spin-offs through technology transfer offices (commercialisation of knowledge),
university business incubators and research parks (Spigel, 2015).
It has now been suggested that universities create their own entrepreneurial
ecosystems (Wright et al. 2017, Morris et al. 2017; Fetters et al. 2010) because they have
their own internal entrepreneurial ecosystems formed of multiple levels: the individuals
(student, faculty, staff, practitioner, and administration), groups (faculties, students),
organisations (incubators, centres), events, and community stakeholders (government, policymakers, industry, funders) (Brush, 2014). Guerrero, Urbano, Fayolle, Klofsten and Mian
(2016) point out that a UBEE supports the university community (students, staff, academics)
in identifying, developing and commercialising innovative entrepreneurial initiatives. A
UBEE may influence the resource utilisation, competency development and quality of
entrepreneurial activities of university community (Wright et al., 2017; Guerrero et al., 2016).
Therefore, it is significant to understand the interactions and interrelationships between actors
and resources within UBEEs in emerging economies (Guerrero et al. 2016). This thesis
studies the UBEEs in the rapidly developing economy of India, where government policies
are formulated with an aim to create entrepreneurial societies.
A review of the emerging literature on entrepreneurial ecosystems shows different
components or elements of an ecosystem, which enhances entrepreneurial activities or startups: availability of finance, physical infrastructure, human capital, education, universities
(Fetters et al., 2010), regulatory frameworks, policy and governance, supportive culture,
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networks, and open markets (Spigel, 2015; Alvedalen & Boschma, 2017; Isenberg, 2011).
Although, the UBEE perspective is a new approach to student entrepreneurship, there are
different research streams in the literature that deal with university spin-off creation
processes (Geissler, Jahn & Haefner, 2010). These research streams include entrepreneurial
environment (Gnyawali and Fogel, 1994), entrepreneurial universities (Kirby, Guerrero &
Urbano, 2011), university environment and support (Kraaijenbrink et al., 2010; Saeed et al.,
2013; Trivedi, 2016). Wright et al. (2017) note that there is a lack of a framework for
understanding the UBEEs, which support student entrepreneurs and start-ups. The key studies
on UBEEs are discussed in the following section.
2.5.1

Literature on University-based Entrepreneurial Ecosystem

Central themes that have emerged from the review of literature in the area of the UBEE are:
(a) framework/components of university-based entrepreneurial ecosystem; (b) influence of
university-based entrepreneurial ecosystem on entrepreneurial behaviour; (c) influence of
university-based entrepreneurial ecosystem on entrepreneurial intentions. Studies which fall
into these themes are discussed below and summarised in Tables 2.1 and 2.2.
a) Framework/components of UBEE
Fetters et al. (2010) were among the first to conduct a systematic study on UBEEs. In
analysing six entrepreneurial universities across the world, they outlined various elements of
the UBEE, such as leadership and organisational infrastructure (incubator, entrepreneurship
centre, technology park, entrepreneurship student clubs). In a more recent study, Guerrero et
al. (2017) add significant components of a UBEE, including educational programs,
regulations (business creation, property rights) and culture (role models, attitude towards
entrepreneurship, etc.).
Building on Fetters et al. (2010), Brush (2014) proposes that a UBEE includes
multiple levels – the individuals (student, faculty, staff, practitioner, and administration),
groups (faculty, students), organisation (incubators, centres), events, and community
stakeholders (government, policymakers, industry, funders). According to Brush (2014), the
primary components of a UBEE are internal entrepreneurship activities, research activities,
and curricular and co-curricular programs. In addition, Brush (2014) discusses various
dimensions of internal entrepreneurship education ecosystem within a university: 1)
Stakeholders: the social and human component of a university, such as faculty, staff and
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students; 2) Resources: the money, technology, physical facilities, social capital,
organisational partnerships, capabilities, and skills of faculty and staff; 3) Infrastructure: the
physical infrastructure, the distribution channels for information, marketing, branding, and
positioning the university, and networks, which include both structural (technology) and
individual/social (formal and informal); 4) Culture: the norms, values and traditions of the
university, which are blended within the research, curricular and non-curricular programs.
The university culture influences entrepreneurial behaviour, communications and
relationships among stakeholders. Thus, a UBEE is complex and includes factors such as
educational programmes, co-curricular activities, infrastructure (incubators, research parks,
technology transfer offices, entrepreneurship development clubs, accelerators and preaccelerators), leadership, culture (norms, role models, attitudes towards entrepreneurship,
etc.) and relationships with government, industry, investors and other agents (Fetters et al.,
2010; Wright et al., 2017; Guerrero, 2017; Brush, 2014).
Recently, Wright et al. (2017) developed a framework to understand the start-up
ecosystem within a university, suggesting that a UBEE is co-created by the university and its
stakeholders rather than the university being the single driver of its ecosystem. This is in line
with Guerrero, Urbano & Gajon’s (2017) view that ecosystem supports various stakeholders
(students, alumni, academics, staff, etc.) within the university to identify, develop and
commercialise innovative and entrepreneurial ideas, thus shaping the quality and quantity of
entrepreneurial activities. Hence, understanding factors that constitute the UBEE is vital in
nurturing student entrepreneurship (Wright et al., 2017; Guerrero et al., 2017).
In order to advance knowledge and understanding of the dynamics and factors of the
UBEE framework, there is a need to conduct more empirical work across economies,
specifically developing and emerging economies, with entrepreneur friendly regulations and
government policies (Wright et al., 2017; Guerrero et al., 2017). Thus, the thesis at hand
seeks to examine the university-based entrepreneurial ecosystem in South India, where, as
indicated in Chapter 1, the government and universities are demonstrating strong
commitment in advancing entrepreneurship.
b) Influence of university-based entrepreneurial ecosystem on entrepreneurial behaviour:
A supportive university ecosystem can influence the entrepreneurial behaviour of
students by helping them to create new ventures (Shirokova et al., 2017). Particularly, student
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entrepreneurs can access resources provided by universities, such as networking support,
financial aid, and entrepreneurial curricular and co-curricular activities that enhance their
knowledge and skills (Shirokova et al., 2017). Some studies have investigated the impact of
key elements of university ecosystems, such as university entrepreneurial support on the
student start-up activities (Morris et al., 2017; Kraaijenbrink et al., 2010; Shirokova et al.,
2015). These studies examined if entrepreneurial support within the university ecosystem
helped students to start new ventures.
Kraaijenbrink et al. (2010) found that students who had started their own ventures
desired more educational (curricular) support and concept development (motivating students,
creating awareness, idea generation, etc.) support from their universities. Kraaijenbrink et al.
(2010) suggest those student entrepreneurs might have faced difficulties while launching their
ventures with regards to knowledge and concept development from their universities.
Recently, Morris et al. (2017) analysed the impact of three components of UBEE on
the start-up behaviour of students: curricular programming, co-curricular support activities,
and financial resources for student entrepreneurs. They found that entrepreneurship courses
could help students recognise opportunities and generate viable business ideas. Co-curricular
activities such as business plan competitions, internships, student incubators, entrepreneurial
mentorships, coaching programs and entrepreneurship clubs organised by the university also
had a significant effect on the scope of student start-up activities. However, they found that
university financial support had a negative impact on the scope of student start-up activities.
They suggest this negative relationship could be due to the limited financial support provided
by universities, which lead students to attribute significance to other kind of university
support. They recommend universities design and implement funding support with smaller
loans, which can be given to a higher number of students. Kraaijenbrink et al. (2010) and
Morris et al. (2017) demonstrate that entrepreneurial support within a university ecosystem
helps students to gain knowledge and skills required to launch new ventures and provides
access to resources such as incubators, networking events, etc.
The literature pertaining to entrepreneurial behaviour and intentions strongly suggests
that entrepreneurial intentions can be strong predictors of entrepreneurial behaviour (Krueger
et al., 2000; Bird, 1988; Ajzen, 1991; Kautonen, van Gelderen & Tornikoski, 2011; Autio et
al. 1997). Shirokova et al. (2015) found that the relationship between entrepreneurial
intentions and entrepreneurial behaviour is positively moderated by the favourable university
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entrepreneurial environment, which implies that a favourable university environment can
help students to translate their intentions to start new ventures to the actual creation of
ventures (entrepreneurial behaviour). Therefore, understanding the impact of university
ecosystems on entrepreneurial intentions reveals insights into how university ecosystems
impact the underlying cognitive mechanisms, which would lead to entrepreneurial intentions
further resulting in creation of new ventures.
Table 2.1Previous research on UBEE
Studies
1)

Findings

Framework/components of Fetters et al. (2010)

Outlines

UBEE

components required to
build

the

and

factors/

sustain

a

successful UBEE:
• Strong
faculty/administrative
leadership
• Robust and effective
organisational
infrastructure
• Substantial

financial

resources
• Entrepreneurship
curricular programs
• Co-curricular
activities,

such

as

entrepreneurship
development clubs
• Projects

and

workshops
• Entrepreneur
speaker

series

business
competitions.
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guest
and
plan

Brush et al. (2014)

Identifies multiple levels
and components of a
UBEE:
• Internal
entrepreneurship
activities
• Research activities
Curricular

and

co-

curricular programs
Guerrero et al. (2017)

• Educational programs
• Regulations (business
creation,

property

rights)
• Culture (role models,
attitude

towards

entrepreneurship etc.).

Wright et al. (2017)
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the

significance

of

interaction

between

elements

of

the

UBEE,

along with proposing a
framework

for

assessing UBEE.

2)

Influence of UBEE on Morris et al. (2017)

Curricular

entrepreneurial behaviour

curricular activities had a
significant

and

co-

impact

on

entrepreneurial behaviour,
while

financial

support

had a negative impact.
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Kraaijenbrink
(2010)

et

al. Students
curricular

desired
and

more
concept

development support.

c) University-Based Entrepreneurial Ecosystem and Entrepreneurial Intention
University Entrepreneurial support activities have an impact on students’
entrepreneurial mindset and promote positive beliefs and attitudes about
entrepreneurship as a career choice – potentially leading to entrepreneurial intentions
and action (Qian & Yao, 2017). For instance, entrepreneurial support initiatives
within a university ecosystem, such as workshops, mentoring programs, networking
events, incubator facilities, create a supportive environment by influencing various
antecedents of entrepreneurial intention among students (Qian & Yao 2017). Table
2.2 below gives an account of several studies, which focused on the relationship
between university environment and support on entrepreneurial intention of students
to start-up. The following section discusses the studies that focused on the influence
of the UBEE in detail.
2.5.2

University-Based Entrepreneurial Ecosystem and Entrepreneurial
Intention

Previous studies have found that there is a relationship between university context and
entrepreneurial intention of students (Saeed et al., 2013; Kraaijenbrink et al., 2010;
Iakovleva, Shirokova & Tsukanova, 2014) as outlined in Table 2.2. Table 2.2 gives an
account of several studies that focused on the relationship between the university
environment and support on the entrepreneurial intention of students to start up. Luthje and
Franke (2004) examined the direct impact of the university environment on the
entrepreneurial intentions of students from the MIT Sloan School of Management and a
German university. They point out that the university environment has a greater influence on
entrepreneurial intention than personality traits or socio-economic factors.Results indicate
that if the university does not provide key resources and support services to create a new
venture, the entrepreneurial intention of students will be diminished.
These results are in line with Turker and Selcuk (2009), who tested the relationship of
a supportive university environment and entrepreneurial intention on the sample of 300
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university students in Turkey. Results showed that a supportive university environment could
encourage students to pursue an entrepreneurial career path. A few years later, Iakovleva et
al. (2014) examined the influence of the university context on entrepreneurial intention and
concluded that entrepreneurial intention can be enhanced by providing a supportive
university environment. Guerrero and Urbano (2015) found that the university environment
had a positive relationship with the entrepreneurial intentions of students from Mexico and
Spain. These studies conclude that a supportive university environment can enhance the
entrepreneurial intention of students. These studies do not identify the factors or elements
within the university environment that contributes to the entrepreneurial intention of students.
Luthje and Franke (2004), Turker and Selcuk (2009) and Iakovleva et al. (2014) tend to focus
on the broader concept of university environment rather than focusing on the individual
elements or factors that constitute the university ecosystem. Identification of the factors or
elements of the UBEE is crucial in creating start-ups within university.
Guerrero and Urbano (2015) highlight the significance of cognitive factors in
explaining the influence of university environments on the emergence of entrepreneurial
intentions among students. Based on Social Cognitive Theory and the Theory of Planned
Behaviour, Guerrero and Urbano (2015) examined the influence of the university
environment on entrepreneurial intentions through the mediating role of cognitive factors
such as attitudes towards entrepreneurship and ESE. They found that the university
environment had a significant effect on entrepreneurial intentions through ESE among
Mexican students, whereas the attitudes towards entrepreneurship had a mediating role
among Spanish students. Students from an emerging factor-driven economy (Mexico)
perceived they had skills and capabilities required to start up (high ESE) while they had less
desire to do so. Spanish students (innovation-driven economy) perceived they lacked
capabilities and skills to start-up, however they exhibited a higher desire to be entrepreneurs.
This is an interesting result as findings from the GEM Global report 2016–2017 suggest that
individuals in factor-driven economies report high rates of intention to start up new ventures
and low rates of entrepreneurial intention among people in innovation-driven economies.
However, the results are in line with the findings from the GEM Global report 2016–2017,
which suggest that individuals in factor-driven economies report high rates of perceived
capabilities whereas people in innovation-driven economy displayed low rates of perceived
capabilities.
Walter et al. (2013) examined the impact of different characteristics of university
departments

on the

entrepreneurial

intention of students.
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Results

showed that

entrepreneurship education and industry ties are related to entrepreneurial intention only for
males in their sample. Furthermore, they found that entrepreneurial support programs were
not related to entrepreneurial intentions. They point out that quality of the support programs
can be the reason for obtaining different results compared to studies that showed positive
relationship between support programs and entrepreneurial intentions. They also suggest that
the funding base (public vs. private) of the entrepreneurial support programs can bring
different outcomes because they can lead to differences in performance incentives for the
program staff, which in turn might affect the final output of these support programs (new
venture creation or entrepreneurial intentions).
In contrast, Coduras, Urbano, Rojas and Martinez (2008), Mustafa, Hernandez,
Mahon and Chee (2016) and Morris et al. (2017) showed support for the positive relationship
between entrepreneurial support programs at the university and entrepreneurial intentions.
Coduras et al. (2008) found that university support programs in Spanish universities helped
students to gain entrepreneurial skills and enabled them to recognise opportunities.

Table 2.2Influence of UBEE on entrepreneurial intention
Studies
1)

Influence of UBEE Saeed
on

Findings
et

al.

Entrepreneurial Kraaijenbrink

Intentions (EI)

(2010),

and

(2013), A positive relationship between
et

al. university support and EI.

Trivedi

(2016)

Luthje & Franke (2004)

University environment had a
greater impact on EI than other
personal

or

socio-economic

factors

Turker & Selcuk (2009), University support had a positive
Coduras et al. (2008), and relationship with EI.
Mustafa et al. (2016)
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Iakovleva et al. (2014)

A

supportive

environment

university

can

entrepreneurial

facilitate

intentions

of

students.

Guerrero

&

(2015)

Urbano University

environment

had

significant impact on EI through
cognitive

factors

such

as

attitudes and ESE.

Although previous research investigated the influence of the university environment
on entrepreneurial intentions, these studies failed to provide an in-depth understanding of
entrepreneurial intentions based on the influence of the university environment and support.
Few scholars have studied the influence of specific university support on the entrepreneurial
intentions of university students (Kraaijenbrink et al., 2010; Saeed et al., 2013; Mustafa et al.,
2016; Trivedi, 2016).
Kraaijenbrink et al. (2010) found a positive relationship between entrepreneurial
intention and university support on a sample of 2417 students from five universities
(Australia and Europe). They found that universities provide more educational support, some
concept development support and very little business development support. Furthermore,
students required more specific concept development support in addition to basic knowledge
and skills to start a business. Students who had their own business perceived that universities
should provide more educational and concept development support to students.
Similar to the study at hand, Saeed et al. (2013) examined the influence of university
support on entrepreneurial intention through ESE among students from Pakistan (factordriven economy). They found that university support enhanced the levels of ESE in students
and ESEhad a significant relation to entrepreneurial intention. Saeed et al. (2013) found that
university support had a much stronger impact on entrepreneurial intention than other
institutional support factors, such as government support programs. Consistent with the
results of Kraaijenbrink et al. (2010), they found that students need more specific support
from their university in terms of concept development and business development.
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Educational support had the strongest influence on the ESE, which in turn influenced the
entrepreneurial intention of students in Pakistan, followed by concept development support
and business development support.
Following Kraaijenbrink et al. (2010) and Saeed et al. (2013), Mustafa et al. (2016)
examined the influence of specific university supports on entrepreneurial intentions of
students in Malaysia and found that only concept development support had significant
influence on the entrepreneurial intention of students. They attribute this to a lack of
significant concept development support in Malaysian higher education institutions. Concept
development support can motivate students to start up and create awareness regarding an
entrepreneurial career.
Recently, Trivedi (2016) conducted a study to understand the influence of the
university environment and support on the entrepreneurial intentions of postgraduate
management students from India, Singapore and Malaysia. Trivedi (2016) found that the
university environment and supports had a significant relationship with ESE, which further
had an effect on entrepreneurial intention. In line with the studies of Kraaijenbrink et al.
(2010) and Saeed et al. (2013), the results showed that a positive university environment and
support would help students develop various tangible (finance, know-how) and intangible or
cognitive (motivation, self-confidence) resources and skills, resulting in increased
entrepreneurial intention (Trivedi, 2016). Furthermore, students in Malaysia perceived the
university environment and supports to be most favourable, followed by Singapore
(innovation-driven economy), while Indian (factor-driven economy) students found the same
to be less favourable. The study lacks an in-depth analysis on the influence of the university
supports on the entrepreneurial intentions of university students. In contrast to Kraaijenbrink
et al. (2010), Saeed et al. (2013) and Mustafa et al. (2016), Trivedi (2016) considers the
university environment and supports as a single construct to examine its influence on the
entrepreneurial intentions of students. A more differentiated analysis of the role played by
components of the UBEE in shaping the entrepreneurial intention of students might reveal
insights on why Indian students perceive their university environment to be less favourable.
Therefore, the current study attempts to understand the extent to which the components of the
UBEE impact the entrepreneurial intention of students in India. Previous research shows that
university incubators result in an increase in entrepreneurial activity among students (Mian,
1996; Guerrero, 2013; Saeed et al., 2013). Therefore, non-cognitive support factors, such as
business incubators and Science and Technology Entrepreneurship Parks (STEPs) could also
be included in the study when India has over 200 university-based incubators and fifteen
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STEPs.
Table 2.3 summarises the studies on the influence of specific entrepreneurial
university support on entrepreneurial intentions discussed in this section.

Table 2.3Entrepreneurial support on entrepreneurial intention
Studies
Influence

of

Findings

specific Kraaijenbrink et al. (2010)

university support on EI

Business
support

development
had

impact

on

a

positive

EI.

Students

desired educational support
more

than

concept

development
followed

support,
by

business

development support.

Saeed et al. (2013)

University support had an
influence on EI through
Entrepreneurial

Self-

Efficacy (ESE). Educational
support

had

the

highest

influence on ESE, followed
by concept development and
business

development

support.

Mustafa et al. (2016)

Concept

development

support had a significant
effect

on

entrepreneurial

intention of students.

Trivedi (2016)

University environment and
support had a significant
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influence on the ESE of
students. Targeted cognitive
and non-cognitive support
and

educational

support

were perceived to be less
supportive

by

Indian

students.

2.6 Research Gap
University ecosystems support and encourage entrepreneurship among students and
thus represent a relevant component of the socio-economic factor of a country. The above
literature, however, shows little attention to how university students perceive the different
elements of their UBEE and how these perceptions influence their intention to start new
ventures.
While previous research shows that entrepreneurial support in a university context
enhances students' intentions to create new ventures (Saeed et al., 2013; Kraaijenbrink et al.,
2010), Morris et al. (2017) point out that most universities offer entrepreneurship-related
programs without tailoring them to the needs of their students. From the analysed literature, it
is still not clear how students perceive the distinct elements of UBEE in influencing their
intention to start a new venture. Therefore, an in-depth analysis of specific entrepreneurship
support factors of a UBEE would help universities in designing tailor-made support programs
to enhance the entrepreneurial intention of their students and to improve the existing support
measures. Building on Trivedi (2016) and Saeed et al. (2013), this study aims to overcome
the shortfall in the literature by focusing on specific components of the UBEE to explain the
entrepreneurial intention of university students, including cognitive infrastructure and
organisational (non-cognitive) infrastructure.
Following Guerrero and Urbano (2015), this study uses the social cognitive
perspective and aims to understand the impact of entrepreneurial support infrastructure
(environmental) on entrepreneurial intentions (behavioural) through ESE (cognitive) of
university students from South India. The social cognitive perspective helps to understand
how entrepreneurial intentions emerge when entrepreneurial support infrastructure within a
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university ecosystem impacts the self-efficacy beliefs of university students in South India.
Such an investigation advances Trivedi’s (2016) findings as to why Indian students perceived
their university environment and support as least favourable.
This study adopts an ecosystem approach to understand the entrepreneurial intentions
of university students as well as to explore the interactions that occur between students and
their university environment. Particularly, the relationships between entrepreneurial
infrastructure within university ecosystems, efficacy beliefs and intentions of students to start
up are examined in this research. Furthermore, this study examines how different
entrepreneurial support programs within university entrepreneurial ecosystem interacts with
the intentions and entrepreneurial self-efficacy beliefs of students, who are one of the main
actors in university ecosystems. The ecosystem approach adopted for this study allows for a
holistic view to the study of various elements within a UBEE, rather than focusing on very
few aspects of university entrepreneurship (Qian & Yao, 2017). Hence, following Qian and
Yao (2017) and Wright et al. (2017), this study overcomes this research gap by adopting an
ecosystem approach to understand the impact of the UBEE.
University ecosystems provide entrepreneurial support infrastructure to encourage
entrepreneurial activities among students. (Acs, Autio & Szerb, 2014). Accordingly, student
entrepreneurs or potential entrepreneurs, who have high self-efficacy beliefs and intention to
start up a new venture, would mobilise the support infrastructure to pursue opportunities
(Saeed et al., 2013). From an ecosystem perspective, this study examines the interdependency
of entrepreneurial infrastructure, ESE beliefs and entrepreneurial intentions of students,
thereby overcoming one of the shortfalls of entrepreneurial ecosystem research as pointed out
by Motoyama and Watkins (2014) by examining the interdependencies within an ecosystem.
Drawing upon on the systems perspective of entrepreneurship proposed by Acs et al.
(2014), the ecosystem approach emphasises the interaction between entrepreneurial beliefs,
activities and intentions to start up new ventures by individuals, which are embedded within
an institutional context. The entrepreneurial ecosystem concept views productive
entrepreneurship as the outcome of the interaction of various factors within a region or
country (Stam & Spiegel, 2016). Building on the ecosystem approach, this study views
student entrepreneurship as an outcome of the interaction between cognitive and
organisational infrastructure in a university and the self-efficacy beliefs and intentions of
students to start up new ventures.
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This study considers various elements within a UBEE, such as mentoring, coaching,
role models, conferences/workshops, university incubators, entrepreneurial development
clubs, networking events, business plan competitions, seed funding, etc. For the purpose of
this study, these elements are categorised as cognitive and organisational infrastructure.

The following section provides a brief description of the conceptual framework and a set of
hypotheses were formulated based on the review of the literature, to answer the research
question formulated for the study at hand.
2.7 Conceptual framework and hypothesis development
Malebana (2014) point out that various types of knowledge creation, skills and
competency development initiatives within a university sculpts entrepreneurial development,
encouraging students to create new start-ups and, hence, should be identified as an integral
component of UBEE.
The focus of this study is on two components of the UBEE, namely, cognitive and
organisational infrastructures. Figure 2.4 illustrates the conceptual framework developed for
this study.

Figure 2.4Conceptual framework.

Cognitive infrastructure (a term coined by Krueger, 2000) in a UBEE supports its
members (students) in perceiving opportunities and acting on them. Cognitive infrastructure
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should enhance the perceptions of students that opportunity seeking is desirable and feasible
(Krueger, 2000). Cognitive infrastructure, in this study, includes cognitive support factors
such as mentoring, creating awareness among students about entrepreneurship as a career
choice, motivation and successful entrepreneurs as role models.
Kraaijenbrink et al. (2010), Saeed et al. (2013), and Trivedi (2016) found that
cognitive support (such as building awareness or motivation in students to start a new
venture) had a positive impact on students’ desirability to create a new venture. This is in line
with Gorman, Hanlon and King (1997) who point out that cognitive support in a university
context enhances the motivational level among students and builds their confidence to start
their own venture.
Guerrero et al. (2011) conclude that the promotion of role models in universities has a
greater influence on the entrepreneurial intention of university students (Guerrero, Rialp &
Urbano, 2008; Krueger, 1993; Veciana, Aponte & Urbano, 2005). Mentoring and coaching
can influence students’ ESE, which contributes to entrepreneurial intention (Krueger, 2000).
Krueger (1998) points out that multiple mentors can provide multiple perspectives to
potential entrepreneurs on new venture creation and these multiple influences enhance
students’ ESE. St-Jean and Mathieu (2015) found that mentoring is positively associated with
ESE. They point out that learning occurs as the result of a mentor-mentee relationship. In line
with the previous research, St-Jean and Mathieu (2015) found that mentoring increased the
opportunity identification abilities and networking capabilities, thereby developing ESE.
BarNir et al. (2011) reported that role models could enhance the self-efficacy beliefs
of an individual through social comparison and by acting as a source of observational
learning. Individuals compare their own situations and experience to those of role models and
such kind of comparison is associated with the evaluation of their own abilities and actions
(BarNir et al., 2011).
Based on these arguments, this study puts forth the following hypothesis:
H1: The perceived cognitive infrastructure of a university-based entrepreneurial ecosystem
strongly influences the perceived entrepreneurial self-efficacy of new venture formation.
The second main component of this study is organisational infrastructures, which in
this study refers to the support provided by the organisational entities of a university, such as
incubators, Science and Technology Entrepreneurship Parks (STEPs) and entrepreneurship
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clubs. Fetters et al. (2010) found that the development of a successful and sustainable UBEE
requires the development of a robust and effective organisational infrastructure. This is in
line with Guerrero et al. (2011) who analysed the influence of entrepreneurial support
mechanisms on lecturers (potential entrepreneurs) of Autonomous University of Barcelona
and found that they considered business incubators as one of the most significant support
mechanisms for promoting innovation and new venture creation. Entrepreneurship centres or
entrepreneurship development clubs in a university host co-curricular programs, such as
business plan competitions, internships, workshops, guest speakers, and networking events,
which concentrate on experiential learning and learning outside the classroom (Morris,
Webb, Fu & Singhal, 2013b; Rice, Fetters & Greene, 2014). Such programs would improve
the perceptions of ESE by increasing the knowledge, skills and confidence of students to start
a new venture (Krueger & Brazeal, 1994; Saeed et al., 2013).
Breznitz, Clayton, Defazio and Isett (2017) highlight that university incubators help
potential and active student entrepreneurs to access university resources such as knowledge,
talent, equipment, working spaces, and digital infrastructure. Hence, based on these
arguments, the following hypothesis is put forth:
H2: The perceived organisational infrastructure of a university-based entrepreneurial
ecosystem has a direct positive impact on the perceived entrepreneurial self-efficacy of
university students.
A robust and supportive UBEE would strengthen the ESE of students, leading to
higher entrepreneurial intention among university students. A review of literature has found
perceived ESE to be significantly related to entrepreneurial intentions (Malebana, 2014; Chen
et al., 1998; De Noble et al., 1999; Kickul & D’Intino, 2005; Wilson, Kickul & Marlino,
2007; Sesen, 2013). Boyd and Vozikis (1994) extend Bird’s model of intentionality (1988) by
adding the construct of ESE and propose that higher levels of ESE yield greater
entrepreneurial intentions (Sesen, 2013). Hence, this study puts forth a third hypothesis to test
if perceptions of ESE significantly predict entrepreneurial intention among university
students of South India:
H3. The perceived entrepreneurial self-efficacy of starting a new venture has a direct positive
impact on the entrepreneurial intentions of university students.
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2.8 Chapter summary
This chapter reviewed previous literature in the area of entrepreneurial intentions,
ESE and UBEE. Various entrepreneurial intention models such as the Theory of Planned
Behaviour (TPB), Shapero’s Entrepreneurial Event Model (EEM) and Social Cognitive
Theory were examined. Based on the review of the literature on intention models, ESE was
hypothesized as an antecedent of entrepreneurial intention in this study.

Further, the

literature on entrepreneurial ecosystems and university ecosystems were explored. A lack of
significant research on how university ecosystems influenced the self-efficacy beliefs of
university students and if they influenced their intentions to start-up new ventures,
particularly in the context of India. Therefore, based on the identified research gap, a
conceptual model and hypotheses were formulated.
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3 – Methodology
3.1 Introduction
In the previous chapter, a conceptual model was developed and a set of hypotheses
were formulated based on a comprehensive review of the literature. This chapter explains the
methodological approaches and justification for adopting them in order to answer the
research questions. Section 3.2 discusses the research methodology, which includes the
research methods and research design adopted in this study. Section 3.3 provides an overview
of the research paradigm chosen for this study. The rationale for adopting the correlational
research design is explained in Section 3.4. The Section 3.5 gives an account of research
methods used for this study. Sampling design, data collection tools and the procedure of
gathering data for the purpose of this study is explained in Section 3.6, Section 3.7 and
Section 3.8 respectively. Section 3.9 provides a detailed account of the data analysis
technique used in this study, followed by Section 3.10, which explains how the reliability and
validity of the constructs were ensured using structural equation modelling.
3.2 Research Methodology: research methods and research design
Research methodology refers to the underlying framework and analysis of how
research should be done, which also depends on the discipline (Sachdeva, 2009). According
to Hussey and Hussey (1997, p. 20), ‘research methodology is an approach to tap the entire
process of undertaking a study, which involves a critical evaluation of alternative research
designs and methods.’ As pointed out by Hussey and Hussey (1997), research design and
research methods are two components of the research methodology. While the research
method involves systematic methods of collecting data, and analysing and interpreting the
results (Sachdeva, 2009), the research design is a systematic procedure which includes the
methods for collecting and analysing data through the designing of the conceptual model,
variables, and the construction of questionnaires (Habib, Pathik & Marian, 2014). Hair,
Samouel, Money, Page& Celsi (2016) suggest that the researcher must choose a research
design that enables him/her to answer the research questions in the most efficient manner.
This study undertakes a quantitative methodology to answer the research questions and
generalise the results. Sections 3.4 and 3.5 give an account of the research design and
research methods used for this study. The following section discusses the research paradigm
adopted for this study.
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3.3 Research Paradigm
A paradigm is a perspective held by researchers or a set of beliefs or assumptions
about how the research should be conducted (Johnson & Christensen, 2012). Kuhn (1970, p.
10) defines paradigm as ‘a set of interrelated assumptions about the social world which
provides a philosophical and conceptual framework for the systematic study of that world.’
The major research paradigms used are positivist (traditional quantitative approach),
interpretivist or constructionist (qualitative), ideological (critical theory and feminist theory),
and pragmatic (mixed method – a combination of qualitative and quantitative research)
(Creswell & Miller, 2000; Williamson & Johanson, 2018).
Researchers who adopt a positivist approach start deductively with a theory, develop a
conceptual framework, formulate hypotheses and attempt to test them (Nardi, 2018).
Inferences or results can be generalised from a sample to the population of respondents
(Nardi, 2018). For the purpose of this study, a positivist (quantitative), deductive approach
was employed since this study aims to test a conceptual framework and the hypotheses. The
quantitative approach allows us to predict and measure the relationship between various
independent variables and a dependent variable by testing a set of hypotheses. Unlike an
interpretivist approach, this study gathers data from a large number of respondents in order to
measure and validate the proposed model on entrepreneurial intentions that was developed
based on the review of the literature (see Figure 2.4). Various studies have used a quantitative
approach to understand the influence of the university environment and supports on the
entrepreneurial intention of students (Kraaijenbrink et al., 2010; Saeed et al., 2013; Trivedi,
2016). Research questions developed for this study sought to quantify the impact of UBEE on
entrepreneurial intentions of university students in South India.
3.4 Justification for choosing the research design
This study adopts a correlational research design that attempts to understand if a
relationship exists between the variables investigated. The present study does not aim to
establish a causal relationship between UBEE and entrepreneurial intention. Rather, this
study aims to understand the association of various elements of the UBEE with
entrepreneurial intention and to explain the significant amount of variance these elements
exert on entrepreneurial intention. A causal study establishes a definitive cause and effect
relationship whereas correlational studies describe factors associated with the research
problem. As pointed out by Sekaran (2006), a correlational study helps to determine the
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extent of the impact that UBEE elements exert on the intentions of university students to start
up a new venture.
The unit of analysis refers to the level of aggregation of the data collected during the
subsequent data analysis stage (Sekaran, 2006). The unit of analysis can be individual,
organisational or a group. The unit of analysis in this study is the individual (students). This
study collected data from university students to understand their perceptions and intentions.
3.5 Research methods
Research methods refer to the research strategy towards employing specific tools and
techniques within the specific research methodology to gather data (Stokes & Wall, 2014).
There are three major approaches based on the research paradigms: qualitative,quantitative
and mixed research methods (Creswell & Miller, 2000). This study implements a quantitative
research method via survey to gather data from a large number of students from various
engineering colleges and universities in South India.
Quantitative research methods are usually structured, less flexible, standardised
research techniques to collect, organise and analyse data (Kuada, 2012). The systematic and
standardised data collection procedures, such as the questionnaire-based survey method and
structured interviews, allow for collecting data which can make results generalisable (Kuada,
2012). Surveys and questionnaires can be used to collect data from a large sample size to
generalise the results (Sekaran, 2006). Surveys can be administered through mail, telephone
and on the internet. Therefore, quantitative research methods are suitable for this study to
gather data, generalise the results and to validate the conceptual model of this study.
3.6 3Data collection
This section discusses the data collection tool used to gather data for the purpose of
this study, the sampling design and development of the survey instrument.
Primary data can be gathered by surveys, observations, interviews and experiments
(Sachdeva, 2009). The choice of data collection method is dependent on the objectives of the
research, sampling frame, degree of accuracy required, the expertise of the researcher and
administrative issues, such as personnel, time, costs and facilities (Sachdeva, 2009; Sekaran,
2006). A large amount of quantitative data is obtained through surveys, as required by
descriptive or causal research (Hair et al., 2016). The recent advent of digital technologies
has given rise to time saving and cost-effective methods, such as online surveys, where
questionnaires are administered over the internet (Hair et al., 2016). Considering the research
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objectives of this study and administrative restrictions, such as personnel, time, costs and
facilities, this study adopted an online survey method to gather data from university students
across South India.
3.6.1

Questionnaire survey

Questionnaire surveys are one of the most commonly used and inexpensive methods
of gathering data. Questionnaires are considered to be a more efficient tool to collect data
from a large sample in cross-sectional studies than other research methods (Nardi, 2018).
Generalisability of results to a large population can be achieved by using the questionnaires
(Nardi, 2018). Questionnaire surveys can be administered personally, by mail, telephone,
online (internet), or they can be pick-up and drop-off surveys (Hair et al., 2016).
3.6.2

Justification for using online surveys

Questionnaires were sent to respondents by email, which included an internet link to
the website or platform that hosted the survey (Nardi, 2018). Online survey platforms such as
Survey Monkey can export data in several formats, such as Microsoft Excel or SPSS, which
can be fed into data analysing software such as SPSS. This reduces the personnel cost for
hiring an assistant to manually enter the data as is required for paper-based questionnaires. It
also reduces the risk of errors that might occur while manually entering the data (Nardi,
2018). Disadvantages of the online survey are not great, although response rates can be low
(Nardi, 2018).
Online surveys can be sent to respondents globally, irrespective of their geographical
location. The researcher was located in Australia while investigating the impact of the UBEE
on the entrepreneurial intention of university students in South India. Therefore, it was
convenient for the researcher to conduct online surveys among university students in South
India.
3.6.3

Sampling design

Sampling can be defined as theprocess of selecting a sufficient number of elements
from the population so that a study of the sample and an understanding of its properties or
characteristics would make it possible for us to generalize such properties or characteristics to
the population elements. (Sekaran 2006, p. 266)
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A sample design is a set of rules or procedures that specify how a sample is to be selected
(Rossi, Wright & Anderson, 1983).
Primarily, there are two types of sampling designs: probability and non-probability
sampling. In probability sampling, the elements in the population have some known chance
or probability of being selected as sample subjects. In non-probability sampling, the elements
do not have a predetermined chance of being selected as subjects (Sekaran, 2006; Saunders,
Lewis & Thornhill, 2003) and the sample is selected on the basis of personal judgement of
the researcher (Habib et al. 2014).
Convenience sampling is a type of non-probability sampling in which subjects are
selected on the basis of their availability and convenience for the researcher. Convenience
sampling is widely used as it is less time-consuming, less expensive and less complicated
(Daniel, 2012) than other options. The target population of this study included final year
engineering students of five institutes. As the researcher was based outside India, the five
institutes in South India were selected based on the convenience to the researcher and
availability of the faculty coordinators in those institutes. Therefore, this study adopted
convenience sampling for selecting a sample for the purpose of this study.
3.6.4

Sample population

A target population refers to the complete group of objects or elements relevant to the
research study (Hair et al. 2016). A population is defined as ‘the entire group of people,
events or things of interest that the researcher wishes to investigate’ (Sekaran, 2006. p. 265).
The target population for this study was the final year undergraduate engineering students
from various universities of South India that have organisational infrastructures in their
UBEEs, such as incubators, STEPs, and entrepreneurship development clubs.
3.6.5

Sample

In response to the call for future research from Trivedi (2016), who conducted his
study on business students, participants of this study were the final year undergraduate
engineering students from five engineering colleges in South India. The scope of this study
was limited to university students from South India and the native status was beyond the
scope. The universities located in South India, as it has the highest number of engineering
colleges and strong entrepreneurship policies at the government level. Further studies should
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explore the potential impact of demographical factors on ESE of university students.Students
were enrolled in different engineering majors, such as electronics and communication,
computer science, information technology, electrical, mechanical, biotechnology and other
domains. The reason for selecting engineering students as the participants of this empirical
study was that they received technical education that would favour their chances of starting
new technology ventures with new technologies. In order to maximise the heterogeneity of
the sample, students from different course majors and five different institutes were selected
across the three states in South India.
3.6.6

Sample size

Sample size depends on the type of statistical technique used for the analysis of the
data (Hair, Black, Babin& Anderson, 2013). Sekaran (2006) recommends research using
multivariate analysis should have sample size preferably ten times as large as the number of
variables in the study. Hair et al. (2014) suggest fifteen to twenty observations for each
independent variable. The sample size is determined by the requirements for analysing the
model using Structural Equational Modelling (SEM), which was the statistical technique
adopted for this study. Boomsma (1982; 1985) recommends that 150 is the minimum sample
size required for conducting SEM (Tinsley &Tinsley, 1987; Muthen &Muthen, 2002). Kline
(2016) suggests a sample size greater than 200 when analysing a complex model or outcomes
with non-normal distributions, using an estimation method other than maximum likelihood,
or in cases of missing data. Since a higher level of power for the study can be obtained by
increasing the number of respondents and anticipating missing data, as this study uses an
online survey technique it aimed to have a sample size of 300.
3.7 Data collection tools
This research adopted quantitative online surveys to collect data from students. This
section discusses the data collection tools used for this study.
3.7.1

Questionnaire design

This section discusses the designing and development of a survey instrument
(questionnaire) to obtain responses from university students in South India. A questionnaire,
as defined by Sekaran (2006) is a pre-formulated written set of questions to which
respondents record their answers, within rather closely defined alternatives (Sekaran, 2006).
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This study adapted and validated reliable scales developed and used by previous research
(Kraaijenbrink et al. 2010; Trivedi, 2016; De Noble et al. 1999). The content validity was
confirmed by asking ten subject experts to review the questionnaire. As a result, adjustments
were made to the layout and structure of the online survey to enhance the clarity and
consistency.

The survey questionnaire comprised of three parts (see Appendix B): 1)
Demographics; 2) Entrepreneurial self-efficacy and entrepreneurial intention of students; 3)
University-based entrepreneurial ecosystem. Sekaran (2006) recommends three areas on
which to focus while designing a questionnaire in order to reduce biases in research. They
are: (1) Wording of the questions; (2) Planning of issues of how the variables will be
categorised, scaled and coded after the receipt of responses; (3) general appearance of the
questionnaire.
a) Wording and type of questions: The survey questionnaire consists of closed-ended
questions, which are most suitable to measure perceptions, attitudes and behaviours
(Rossi et al., 1983). Generally, surveys concentrate on closed-ended questions (precoded questions) because results can be easily collated and analysed (Crowther &
Lancaster, 2008). Some of the closed-ended questions in this survey instrument
consisted of an open component to gather responses that could not be captured with
closed-ended answers (Crowther & Lancaster, 2008). It encouraged students to
express their general feelings on the issue being surveyed in the question. For
instance, one such question was: ‘If you were to participate in any of the following
entrepreneurial support initiatives at your institution (please specify if there are other
activities than those mentioned below), that you believe would enhance your ability to
successfully launch a new venture? Please provide reasons for your answer
(Why/Why not)?’ Students were asked to choose among a given set of answer
options, such as a hackathon, Bootcamp, business plan competitions, entrepreneur
guest speaker series, entrepreneurial development clubs, and others. A comment box
was provided for the students to express the reason they thought these initiatives
enhanced their abilities to successfully launch new ventures. They were also
encouraged to mention other such initiatives that were not given in the options.
b) Response scales: Nardi (2018) points out that closed-ended questions can be used to
measure the attitudes and opinions of people by using intensity scales. A Likert scale,
devised by Rensis Likert in 1932, typically ranges from one to five (where one equals
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strongly agree with a statement, two means agree, three means to neither agree nor
disagree, four means to disagree, and five means to strongly disagree). A Likert scale
is primarily used to gather data relating to perceptions, attitudes, beliefs and intention
to examine how strongly the respondent agrees or disagrees with a statement
(Saunders et al., 2015). In addition, previous research utilised Likert rating scales to
examine the influence of the university environment and supports on entrepreneurial
intentions of students (Trivedi, 2016; Kraaijenbrink et al., 2010; Saeed et al., 2013).
Hence, this study used a five-point Likert scale to assess the perceptions of students
on their intention to start a new venture, ESE and the cognitive and organisational
infrastructure within their UBEE.
3.7.2

Operationalising the constructs

The survey questionnaire developed for this research used statements that were
adapted from previous research. Data for all four variables (entrepreneurial intentions,
entrepreneurial self-efficacy, cognitive infrastructure and organisational infrastructure) were
collected on a five-point Likert scale from ‘strongly agree’ to ‘strongly disagree,’ after an
extensive review of the literature. Table 3.1 presents the constructs and the studies they were
adopted from.

Table 3.1Adopted scales
Construct

Authors

Scale

No. of items

Sample size
used

Entrepreneurial

Veciana

et

al. Likert

1

1272

intention

(2005)

Entrepreneurial

De Noble et al. Likert

10

272

self-efficacy

(1999)

Cognitive

Kraaijenbrink

et Likert

6

2417

infrastructure

al. (2010)

Organizational

Kraaijenbrink

et Likert

5

2417

infrastructure

al. (2010)

a) Demographic questions
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The demographic section of a questionnaire usually contains questions about the
personal characteristics of respondents, such as age, gender, occupation and so on (Rossi et
al., 1983). Rossi et al. (1983) point out that individual attitudes and behaviour are affected by
such demographic factors such as their gender, age, race and level of education, which most
survey usually include. The first part of the survey questionnaire designed for the purpose of
the study included relevant demographic factors, such as age, gender and previous work
experience. Given that previous studies found significant differences in entrepreneurial
intentions across genders, with men showing stronger entrepreneurial intentions than women,
gender is an important demographic factor (Zhao et al., 2005; Kristiansen & Indarti, 2004;
Wilson et al., 2007; Shinnar, Giacomin & Janssen, 2012). Zhao et al. (2005) found that
previous work experience was positively related to ESE, thereby justifying the need for
including previous work experience as a demographic factor in this survey questionnaire.
Table 3.2 summarises the demographic questions used in this study.
Table 3.2Demographic items in research survey
Demographic items

Response categories

Age

a) 18–20 b) 21–23 c) 24–26 d) More
than 26

Gender

a) Male b) Female c) Other

Previous work experience

a) Yes b) No

Name of the university/institute

Comment box

Stream of Engineering

a) Computer science/IT
b) Electronics/electrical
c) Mechanical
d) Biotechnology
e) Other

b) Entrepreneurial intention
In the second part of the survey questionnaire developed for this study, the
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participants were asked to respond to questions related to Entrepreneurial Self-Efficacy
(ESE) and Entrepreneurial Intention (EI) in order to understand if students found themselves
capable of starting a new venture.
Bird (1988) points out that creation of a new venture requires careful planning and
thinking on the part of the individual, that makes entrepreneurship a planned intentional
behaviour (Schlaegel & Koenig, 2014). In this study, entrepreneurial intention (dependent
variable) is defined as the intention to start a business (Iakovleva & Kolvereid, 2009)
Entrepreneurial intentions of university students were measured in this study using one
question promoting an answer in a dichotomous scale of yes or no. Adopted from Veciana et
al. (2005), this study measured entrepreneurial intention using the question ‘Have you ever
considered starting your own firm?’ Saeed et al. (2010) measured entrepreneurial intention
using this question and had Cronbach’s alpha value of 0.80.
c) Entrepreneurial self-efficacy
Previous research focused on ESE as a ‘total score.’ For instance, Zhao et al. (2005)
found that ESE had a significant mediating effect between entrepreneurship education and
entrepreneurial intention. Zhao et al. (2015) considered ESE as ‘total score,’ therefore they
could not elaborate on the aspects of ESE, which could be strengthened as part of
entrepreneurship education. De Noble et al. (1999) developed measures of ESE based on
some core start-up skills, such as risk and uncertainty management skills, innovation and
product development skills, interpersonal and networking management skills, opportunity
recognition, procurement and allocation of critical resources.
De Noble et al. (1999) found that ESE is positively related to entrepreneurial
intentions. Kickul and D’Intino (2005) found that four of the factors in De Noble et al. (risk
and uncertainty management skills, innovation and product development skills, interpersonal
and networking management skills, procurement and allocation of critical resources) were
related to the instrumental tasks within the entrepreneurial process, which were linked to the
entrepreneurial intentions of individuals. They also point out that entrepreneurship
curriculum generally focuses on entrepreneurial management and planning skills, but ignores
the entrepreneurial skills such as innovation and risk-taking, which should be cultivated
among students. Therefore, certain studies emphasise the significance of measures used by
De Noble et al. and suggest its application to understand the underlying dimensions of ESE
(McGee et al., 2009; Newman, Obschonka, Schwarz, Cohen & Nielsen, 2018).
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This study used the factors outlined by De Noble et al. to measure the construct of
ESE. De Noble et al. (1999) discovered high composite reliability for the construct of
ESE(0.70). Table 3.3 summarises the factors used by De Noble et al. and their corresponding
statements used to measure ESE in this study.
Participants were asked to rate themselves on how capably they believed they
performed each task using a five-point Likert scale, which ranged from strongly agree to
strongly disagree. In the current study, Cronbach's alpha was calculated for the construct of
entrepreneurial self-efficacy in order to establish reliability, which was 0.82.

Table 3.3 Dimensions of ESE
Dimensions of ESE
Risk

and

Statements
uncertainty

management skills

1) I can work productively under continuous stress,
pressure and conflict.
2) I can persist in the face of adversity

Innovation

and

product

3) I can design products that solve current problems.

development skills

4) I can create products that fulfil customer needs.

Interpersonal

5) I

and networking

management skills

can

develop

and

maintain

favourable

relationships with potential investors.
6) I can identify potential sources of funding for
investment

Opportunity recognition

7) I can see new market opportunities for new
products and services.
8) I can discover new ways to improve existing
products.
9) I can identify new areas for potential growth.

Procurement and allocation of

10) I can identify and build management teams

critical resources.

d) Cognitive and Organisational infrastructure
In the third part of the survey instrument, questions on cognitive and organisational
infrastructure were designed in a way to understand the perceptions of students on UBEE.
The questions on cognitive and organisational infrastructure were adopted from Trivedi
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(2016), which had high Cronbach’s alpha (0.87). Trivedi (2016) adapted the questionnaire
from Kraaijenbrink et al. (2010) who developed the only scale available to measure
university support. This study uses a modified version of Trivedi’s (2016) scale by adding
two questions to measure the organisational infrastructure. As mentioned in the previous
section, organisational infrastructure, such as incubators STEPs, can result in increased
entrepreneurial activity among students (Mian, 1996; Guerrero, 2013; Saeed et al., 2013) and
India has over 200 incubators and fifteen STEPs. Previous research has not paid much
attention to the influence of organisational infrastructures such as incubators and
entrepreneurship development clubs or entrepreneurship centres on entrepreneurial intention.
This study aims to fill this gap and, therefore, questions based on incubators and
entrepreneurial development clubs were added to the instrument used.
This survey questionnaire was tested among a group of academics to ensure the
validity of the survey instrument. The reliability of cognitive and organisational infrastructure
was tested using Cronbach’s alpha test in SPSS, which yielded 0.90 and 0.91 respectively.
Nunnally (1978) points out that Cronbach’s alpha should be at least 0.70. The survey
instrument developed for this study is provided in the appendix section. Table 3.4
summarises the items used to measure cognitive and organizational infrastructure.

Table 3.4 Measures of Cognitive and Organizational infrastructure
Construct

Items
(My university/institute...)

Cognitive
infrastructure

1) arranges for mentoring and advisory services for would-be
entrepreneurs.
2) provides a creative atmosphere to develop ideas for new
business start-ups.
3) invites successful entrepreneurs for experience-sharing.
4) creates awareness of entrepreneurship as a possible career
choice.
5) motivates students to start a new business.
6) arranges conferences and workshops on entrepreneurship.

Organisational
infrastructure

7) provides students with the financial means needed to start a
new business.
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8) has a well-equipped incubator which provides support to
university start-up firms.
9) has an entrepreneurship development club/cell which organises
events and programmes to promote entrepreneurship among
students.
10) organises business plan competitions and case teaching for
entrepreneurs
11) helps students to build the required network for starting a firm.

The survey instrument (online survey link) developed for this research consisted of
the participant information sheet and the questionnaire survey (Appendix B). The participant
information sheet included the purpose of this research, information about the researchers,
overview of the questionnaire and scales used, risks and benefits of participation in this study
and the ethics clearance details granted by the university. The questionnaire consisted of
three sections: 1) Background information; 2) Entrepreneurial

self-efficacy and

entrepreneurial intentions; 3) Cognitive infrastructure and organisational infrastructure
(university-based entrepreneurial ecosystem).
3.8 Process of Data collection
For the purpose of this research, data was collected using online surveys. Participants
were contacted through their faculty coordinators. The faculty coordinators of the five
selected institutions were the point of access to participants. Faculty coordinators were
identified from the university websites. An email was sent to the faculty coordinator of the
selected institute seeking permission to collect data from their students. The email for
students and the link to the survey were part of the correspondence material presented to the
faculty coordinator. The faculty coordinators sent the email with the survey link to their
students. A reminder to the faculty coordinator was sent after two weeks from the first
correspondence. A second reminder email was sent after four weeks.

A total of 314 surveys were received out of which 303 were usable for analysing the
data. Eleven incomplete surveys were deleted, as Hair et al. (2013) suggest removing cases
with missing data of over 15% for a single variable. Hair et al. (2013) suggest that the impact
of non-distributed data on results can be negligible if the sample size is more than 200.
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3.9 Data Analysis
This research study aimed to test the hypotheses and the conceptual model using
Structural Equation Modelling (SEM). SEM overcomes the limitations of multivariate
analysis techniques, such as multiple regression, factor analysis, discriminant analysis, etc.,
which can examine only a single relationship at a time and allows the simultaneous
estimation of multiple equations (Hair et al., 2013). Further, SEM allows analysis of complex
relationships between one or more independent variables and one or more dependent
variables. Confirmatory Factor Analysis (CFA) was carried out followed by SEM using the
‘R’ statistical programme with the help of the Latent Variable Analysis (Lavaan) package.
Lavaan can be used to estimate various multivariate statistical models, including path
analysis, confirmatory factor analysis and structural equation modelling. Lavaan is
inexpensive, easy to use, includes many features such as simple syntax, user-friendly
graphics, easily produced reports, and it supports non-normal data and handles missing data
(Rosseel, 2012).
The following sections provide a detailed discussion on the techniques used to
perform SEM, steps involved in data analysis (CFA and SEM) and the rationale behind
adopting these techniques.
3.9.1

Structural Equation Modelling (SEM)

Ullman (2006, p. 35) defines SEM as ‘a collection of statistical techniques that allow
a set of relations between one or more independent variables (IVs), either continuous or
discrete, and one or more dependent variables (DVs), either continuous or discrete, to be
examined.’ SEM facilitates the discovery and confirmation of relationships among multiple
variables and these relationships can be examined in a way that reduces the error in the model
(Hair, Gabriel & Patel, 2014). Table 3.5 explains various terminologies used in SEM.
Table 3.5Terminologies used in SEM
Variables
Latent
variable)

Definition
construct

(or

latent

A hypothesised and unobserved concept that be
measured indirectly testing the consistency
among

multiple

observable

variables (Hair et al., 2013).
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or

measurable

Measured variable (or manifest or

These are gathered through various data collection

observed variables or indicators)

methods (Hair et al., 2013).

Exogenous variables

The latent, multi-item equivalent of independent
variables (Hair et al., 2013).

Endogenous variables

The latent, multi-item equivalent of dependent
variables (Hair et al., 2013).

The foundation of SEM underlies factor analysis and multiple regression analysis
(Hair et al. 2014). SEM is a covariance structure analysis technique and, therefore, it focuses
on the observed sample covariance matrix (covariation among the variables measured) (Hair
et al.,2014). SEM analysis calculates an estimated covariance matrix and examines the degree
of fit to the observed covariance model. Estimated covariance matrix can be derived from
path estimates of the model (Hair et al., 2014). The fit of any model can be determined by the
difference between the observed and estimated covariance matrices. If the difference
(residuals) between the estimated covariance matrix and the observed sample covariance
matrix is less, the model and its relationships are supported.
3.9.2

Process of SEM

The two primary components of any SEM are the measurement model and the
structural model (Kline, 2011; Hair et al., 2014). The measurement model describes the
relationships between observed variables (indicators) and the latent variables. The structural
model describes interrelationships among constructs (Weston & Gore, 2006). SEM primarily
consists of two steps. Firstly, the measurement model tests the contribution of each indicator
(observed) variables in representing the construct and measures how well the combined set of
indicators represents the construct (reliability and validity) (Hair et al., 2014). Confirmatory
Factor Analysis (CFA) is used in testing the measurement model (Weston & Gore, 2006).
Second, based on the output of the CFA, the relationships between the constructs can be
estimated (Hair et al., 2014).
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3.9.3

Types of SEM

There are two types of SEM methods available: covariance-based SEM (CB-SEM)
and variance-based partial least squares (PLS-SEM or VB-SEM). CB-SEM is primarily used
for confirmation of established theory, whereas PLS-SEM is a prediction-oriented approach
to SEM, used for exploratory research (Hair, Matthews, Matthews &Sarstedt, 2017).
CB-SEM explains the relationships between indicators and constructs and confirms
the theory put forward by the model, which is in line with the objectives of this study. This
study adopted a CB-SEM technique, as this study sought to confirm the social cognitive
theory that emphasises the influence of entrepreneurial self-efficacy on intentions. A CBSEM approach can also be applied to examine a mediating effect when a third variable
intervenes between an exogenous construct (independent variable) and an endogenous
construct (dependent variable) (Hair et al., 2014). The direct and indirect effects of full or
partial mediation among constructs can be assessed using a single calculation in SEM,
whereas, in multiple regression, the technique must be applied separately several times (Hair
et al., 2014). This study sought to examine the mediation role of ESE in the development of
entrepreneurial intention.
3.9.4

Steps in SEM

This section outlines the basic building blocks of SEM analyses, which follows a
logical sequence of five steps: model specification, identification, estimation, testing and
modification (Weston & Gore, 2006; Kline, 2011; Brown, 2015; Hair et al., 2014).
a) Model specification
Based on the available theory and research, model specification involves developing a
theoretical model that should be confirmed using variance-covariance data (Schumacker &
Lomax, 2010). The model specification in SEM involves hypothesising relationships between
observed and latent variables. Simply put, based on the available information, it is decided
which variables to be included and excluded and examines how these variables are related
(Schumacker & Lomax, 2010).
A model is properly specified when the sample covariance matrix, S, is sufficiently
reproduced. As the sample covariance matrix implies some underlying, yet unknown
theoretical model or structure (covariance structure), the researcher needs to find the best
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possible model that most closely fits the sample covariance matrix (Schumacker & Lomax,
2010).
SEM involves three kinds of parameters. They are directional effects, variances and
covariance. Directional effects depict the relationships between variables and indicators
(factor loadings) and relationships between latent variables and other latent variables (path
coefficients) (Weston & Gore, 2006). Confirmatory Factor Analysis (CFA) can be used to
examine the relation between a set of observed variables and a latent variable.
b) Model identification
In order to estimate the parameters in CFA, the model must be ‘identified’ (Brown,
2016). On the basis of known information (such as the variances and covariance in the
observed covariance matrix/sample input matrix), if it is possible to obtain a unique set of
parameter estimates for each parameter in the model whose values are unknown (such as
factor loadings), then the model is considered to be identified (Brown, 2015). In a model,
relationships among variables (called parameters or paths) are either specified as a free
parameter, fixed parameter or a constrained parameter (Schumacker & Lomax, 2010).
Model identification is related to the difference between the number of freely
estimated model parameters and the number of pieces of information in the sample
covariance matrix, which constitutes the Degrees of Freedom (DF) of a model (Brown,
2015). There are three levels of model identification based on the amount of information in
the covariance matrix S, which is necessary for estimating the parameters of the model. They
are as follows:
a) A model is considered to be under-identified (or not identified) when the number of
unknown (freely estimated) parameters exceeds the number of known information in the
sample covariance matrix. When a model is under-identified, the parameter estimates cannot
be relied on and degrees of freedom of the model would be negative (Schumacker & Lomax,
2010).
b) A model is considered to be just-identified when the number of known information
equals the number of unknown parameters. In other words, in a just-identified model, all the
parameters can be estimated, as there is enough information in the covariance matrix S.
Hence, the just-identified model has zero DF.
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c) A model is considered to be over-identified if the number of knowns exceeds the
number of freely estimated model parameters. Hence, an over-identified model has positive
DF (Weston & Gore, 2006).
In order to be estimated, a model has to be either just or over-identified.
3) Model estimation
After identifying the model, the next step is to estimate the parameters in a model.
The estimation process involves determining the values of unknown parameters and the error
associated with the estimated value (Weston & Gore, 2006). Among the several estimation
methods, Maximum Likelihood (ML) is the most frequently used estimation method,
specifically when the data is non-normal (Schumacker & Lomax, 2010). The objective of
ML is to minimise the difference between the sample covariance matrix and the estimated
covariance matrix (Brown, 2015).
Anderson and Gerbing (1988) recommend two-phase approaches where confirmatory
factor analysis is used to test the measurement model prior to the estimation of the full
structural model (Weston & Gore, 2006). The objective of CFA is to obtain estimates for
each parameter of the measurement model to produce an estimated covariance matrix (E) that
resembles the sample covariance matrix (S) as closely as possible (Brown, 2015).
Once estimated, the model’s fit to the data is evaluated (Weston & Gore, 2006). Fit of
any model is evaluated in terms of: (a) significance and strength of estimated parameters, (b)
variance accounted for observed (indicators) and latent variables, and (c) how well the
overall model fits the observed data, as indicated by fit indices (Weston & Gore, 2006).
The adequacy of a model or the goodness-of-fit test statistics can be obtained with the
estimation. A goodness-of-fit statistic reveals the closeness between the covariance matrix
based on the estimated model and the observed covariance matrix (Hoyle, 1995).
4) Model testing
The next step after estimating the parameter values is to test how well the data fit the
model (Schumacker & Lomax, 2010). The statistical significance of a model can be judged
on the basis of three criteria:
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a) The non-statistical significance of the chi-square test and the Root Mean Square
Error of Approximation (RMSEA) values. A non-statistically significant chi-square value
suggests that the sample covariance matrix and the model implied covariance matrix are
similar.
b) The statistical significance of individual parameter estimates in the model, which
are values computed by dividing the parameter estimates by their respective standard errors
(Schumacker & Lomax, 2010). It is referred to as a t-value and is compared to a threshold of
a t value of 1.96 at the 0.05 level of significance (two-tailed).
c) The final criterion is the magnitude and direction of the parameter estimates. For
instance, a negative parameter estimate would not make sense theoretically.
Model fit indices: Model fit indices determine the degree to which sample variancecovariance data fit the structural equation model (Schumacker & Lomax, 2010). The model
fit indices can be mainly classified as absolute fit indices and incremental fit indices. Table
3.6 below illustrates different fit indices and their threshold values.
Absolute fit indices: They assess how well the model describes the data and compare
models when testing hypotheses (Weston & Gore, 2006). Absolute fit indices include the
goodness-of-fit index (GFI), chi-square and Standardised Root Mean Square Residual
(SRMR). Analogous to R2 in regression, GFI accounts for the variance in the entire model.
A significant chi-square suggests the model does not fit the data and a non-significant
chi-square is a measure of how well the data fits the model. Furthermore, there are many
indices in addition to chi-square, such as Comparative Fit Index (CFI), Root Mean Square
Error of Approximation (RMSEA), Standardized Root Mean Square Residual (SRMR), etc.
RMSEA: The RMSEA index can be used to indicate the model's complexity while
comparing two models that explain the data equally well, where the simpler model will have
the more favourable RMSEA value.
SRMR: The SRMR index shows the amount of difference between the observed data
and the model, with smaller values indicating the better fit (Weston & Gore,2006). The
SRMR is the absolute mean of all differences between the observed and the model implied
correlations, where 0.00 indicates the perfect fit.
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CFI: CFI is an incremental fit index (Weston & Gore,2006). Incremental fit indexes
indicate the relative improvement in fit of the researcher’s model compared with a baseline
model (or known as the independence/null model) which specifies no relationships among
variables (Kline, 2011). CFI ranges from zero to one, with values closer to one suggesting
better fit (Weston & Gore, 2006).
Tucker Lewis Index (TLI): The TLI (also called Non-Normal Fit Index) is an
incremental fit index that indicates the incremental improvement per degree of freedom of the
targeted model over an independent model. Any value more than 0.95 and which does not
exceed one will be considered a good fit.
Table 3.6Fit Indices
Absolute fit indices

Description

Threshold

P value of chi-square

Non-significant difference

P value > 0.05

CMIN

Chi-square/DF

CMIN<3

RMSEA

Root Mean Square Error of Approximation <0.08

SRMR

Standardised Root Mean Square

<0.05

GFI

Goodness-of-Fit Index

>0.90

CFI

Comparative Fit Index

>0.90

TFI

Tucker and Lewis Index

>0.90

Incremental fit indices

5) Model modification
Once estimated and tested, if the model is found weak or inadequate, then the model
can be modified and evaluated.
The output of CFA can reveal information that might suggest modifications for
addressing problems or to improve the model (Hair et al., 2013). Standardised residuals and

75

modification indices can be used to identify problems with measures. Residuals are the
individual differences between observed covariance terms and the estimated covariance
terms. The smaller the residuals, the better the fit (Hair et al., 2013). A residual term is
associated with each unique value in the observed covariance matrix. Standardised residuals
can be obtained by dividing the raw residuals by standard error of the residual. Standardised
residuals greater than four indicates an unacceptable degree of error and suggests a
modification to the model is required (Hair et al., 2013).
Modification indices are calculated for each possible relationship that is not free to be
estimated (Hair et al., 2013). These indices show the amount of possible reduction in the
overall chi-square value of the model by freeing that particular path. The modification index
values of four or above indicate that the model fit could be improved significantly by freeing
up the corresponding path (Hair et al., 2013).
3.9.5

Data analysis using CFA

Following the recommendations by Anderson and Gerbing (1988), the model in this
study was tested using a two-stage SEM. The measurement model was estimated first using
CFA to assess the quality of indicators (observed variables) before the structural model was
estimated.
CFA is a theory-driven, confirmatory technique (Ullman, 2006). CFA is based on the
theoretical relationships among the observed (indicators) and unobserved (latent) variables
(Schreiber, Nora, Barlow, Stage & King, 2006). A hypothesised model is used in CFA to
estimate a covariance matrix which is then compared with the observed covariance matrix
(Ullman, 2006; Schreiber et al. 2006). CFA uses covariance as its input – unlike Exploratory
Factor Analysis (EFA), which uses correlation (Ullman, 2006; Hair et al., 2017). Covariance
determines the direction of a linear relationship between two variables. The objective of CFA
is to minimise the difference between the estimated and observed matrices (Schreiber et al.,
2006; Hair et al., 2017). This study uses CFA to confirm the theoretical structure of the
model and to ensure the permissible limit of measurement error in terms of reliability and
validity.
3.10

Reliability and Validity

Validity is defined as the extent to which a concept is accurately measured in a
quantitative research (Sekaran, 2006). Construct validity refers to the extent to which a set of
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measured items actually reflects the theoretical latent construct those items are designed to
measure (Hair et al., 2014). Construct validity is made up of convergent validity and
discriminant validity.
In CFA, convergent validity can be established if all the items of a latent variable
have higher factor loadings (above 0.7) and the Average percentage of Variance Extracted
(AVE) among a set of items of a latent variable is 0.5 or higher. The AVE measures the
amount of variance that is captured by the construct in relation to the amount of variance due
to measurement error (Fornell & Larcker, 1981). Table 3.7 shows that AVE of
Organizational Infrastructure (OI), Cognitive Infrastructure (CI) and Self-efficacy (SE) are
0.6, 0.59 and 0.58 respectively. Therefore, the convergent validity of this model is
established. Discriminant validity of constructs will be discussed in the following chapter.

Table 3.7 AVE of CI, OI and SE
alpha CR

AVE

CI

0.892 0.900 0.590

OI

0.882 0.893 0.609

SE 0.808 0.810 0.581

Reliability is the extent to which a variable is consistent in what it is intended to
measure. Cronbach’s alpha is a reliability coefficient, which assesses the consistency of the
entire scale. Cronbach’s alpha is a measure of reliability, which ranges from zero to one with
at least a value of 0.70. CI, OI and SE had high values of Cronbach’s alpha of 0.89, 0.88 and
0.80 respectively. The composite reliability of CI, OI and SE are 0.90, 0.89 and 0.81
respectively. Composite reliability and Cronbach’s alpha ensured the construct reliability.
3.11

Chapter Summary

This chapter outlined the methodological approaches used in the study. A positivist
paradigm was considered ideal for this research. This study adopted a correlational research
design and quantitative research methods to answer the research questions. Convenience
sampling was used to choose the subjects for this study. Data was gathered from 314
university students in South India by means of an online survey. The procedure for collecting
the data was explained in this chapter. The scales and questions used to measure each
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construct were explained in detail. This chapter also provided a detailed discussion of
structural equation modelling, which was used for analysing the data.
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4 – Results
4.1 Introduction
The previous chapter discussed the methods used to collect data, the survey instrument used
for this study, and the techniques and methods adopted for analysing the data for this study.
This chapter presents the results of the data analysis in relation to the responses received from
the university students from institutes across South India who have entrepreneurial support
infrastructure on campus. Furthermore, this chapter focuses on the demographic profile and
the analysis of data using structural equation modelling.
4.2 Demographic profile of respondents
The demographic profile of the students includes their age, gender, previous work
experience and the stream of engineering in which they are enrolled and these were analysed
using descriptive statistics. Table 4.1 provides an account of the demographic profile of
respondents.
The study included 314 respondents, of which 114 (36.3%) were females, 199
(63.38%) were male, and one was marked as ‘other.’ The majority of participants, 206
(65.6%), were in the age group between 21–23 years and among participants 90.44 % (284)
indicated not having previous work experience. In terms of educational background, 184
students (58.6%) students belonged to ‘other’ streams of engineering, while 52(16.56%)
students belonged to computer science/information technology engineering. Fifty students
(15.92%) belonged to mechanical engineering, 27 (8.6%) students belonged to electronic
engineering and one student belonged to biotechnology engineering.

Table 4.1Demographic profile
Demographics

Count Percent

Age
18–20

88

28.02

21–23

206

65.6

24–26

8

2.55

More than 26

12

3.82

Gender
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Female

114

36.3

Male

199

63.4

Other

1

0.32

No

284

90.4

Yes

30

9.6

Biotechnology

1

0.32

Computer Science/IT

52

16.56

Electronics/Electrical

27

8.6

Mechanical

50

15.9

Other

184

58.6

Previous work experience

Educational stream

Table 4.2 shows the mean and standard deviation for three constructs. Scales used in
this study were measured along a five-point Likert-scale, with five being ‘strongly agree’ and
one being ‘strongly disagree.’ As seen in Table 4.2, all three constructs have mean values
higher than the midpoint of 2.5, indicating that, generally, students agreed to the statements
used in the scale. The mean score of 4.03 for the construct of entrepreneurial self-efficacy
suggests that the respondents were inclined to possess higher levels of entrepreneurial selfefficacy. The mean score of 3.98 and 3.78 for the constructs CI and OI respectively indicate
that respondents were more likely to agree that their universities/institutes provided
entrepreneurial support.

Table 4.2Mean and SD
Construct n

Mean SD

ES

314 4.03

0.48

CI

303 3.98

0.73

OI

303 3.78

0.8

4.3 Entrepreneurial intentions
Students were asked if they ever intended to start a new venture. The majority of the
students, 212 (67.5%), responded ‘yes’ to the question“Have you ever seriously considered
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starting your own firm?” This indicates positive entrepreneurial intention. There were 102
(32.5%) students that responded ‘no’ to this question, thus showing no intention to start their
own firms. In comparison with GEM India reports (2016; 2017), this sample exhibits higher
entrepreneurial intentions.
4.4 Data Analysis using Confirmatory Factor Analysis and Structural Equation
modelling (CFA and SEM)
The data analysis technique used for this study, which is structural equation modelling
(SEM) and confirmatory factor analysis (CFA), was explained in the previous chapter.
This section discusses data analysis using CFA and SEM. CFA is used to examine the
relationship between observed variables and latent variables. The data was subjected to a
CFA and SEM using ‘R’ statistical programming software with the help of the ‘Lavaan’
package. As previously stated, following the recommendations by Anderson and Gerbing
(1988), this thesis adopted a two-stage SEM for testing the proposed model. Firstly, CFA was
conducted to evaluate the construct validity and all the constructs were tested for goodness of
fit indices. CFA tests whether observed variables (indicators) define the respective latent
variable. Secondly, the structural model was analysed to test the hypothesised relationships
among constructs.
Any SEM or CFA based analysis includes the following steps: model specification,
identification, estimation, testing and modification (Schumacker & Lomax, 2010).
4.4.1 CFA for CI and OI
The first step in CFA is to specify a measurement model (Hoyle, 1995; Ullman,
2006). CFA is usually performed using sample covariance (Ullman,2006). Covariances
indicate the degree of linear relationships in terms of the scale of measurement for the
specific variables (Ullman, 2006). The latent variables are Cognitive Infrastructure (CI) and
Organisational Infrastructure (OI). Table 4.3 shows the covariance and correlation matrix of
the variables CI and OI. The correlation between CI and OI is 0.904, which indicates that CI
and OI are highly correlated.
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Table 4.3Correlation of CI and OI
Covariance

CI

OI

CI

0.471

0.486

OI

0.486

0.615

Correlation

CI

OI

CI

1

0.904

OI

0.904

1

CFA was performed on two latent variables, which acted as exogenous variables, and
their observed variables, which included 11 items that acted as endogenous variables. The
two constructs are measured with reflective indicators and, hence, they are represented by
arrows pointing from the construct to the indicator (Hair et al.,2017). Davcik (2014) argues
that behavioural studies based on psychometric analysis of factors, such as attitudes,
intentions, and so on, confirm specific theories. They ‘give rise to something that is observed’
(p. 19.) and should be created in a reflective mode (Davcik,2014; Fornell & Bookstein,1982).
Latent variables are represented by spheres and observed items are represented with
rectangles. By default, regression weight of one is indicated in dotted lines in Figure 4.1.

Figure 4.1Model specification: CI and OI

82

After specifying the confirmatory factor model, the next step is to determine whether
the model is identified (Schumacker & Lomax,2010). In order to identify the model, the order
condition was calculated, where the number of free parameters to be estimated must be less
than or equal to the number of distinct values in the sample covariance matrix, S. The number
of distinct values in the matrix S is equal to:
p (p+1)/2, where p is the number of observed variables (indicators).
In this case, there are 11 observed variables for the variables OI and CI. Therefore:
S=11(11+1)/2=66
The number of values in S, 66, is greater than the number of free parameters, which is 25.
The difference is considered the degree of freedom, df = S – E= 66 – 25=41.
According to order condition in any SEM framework, the model should be overidentified to estimate the model when S > E.That is, the number of distinct values in a sample
covariance matrix is greater than the number of free parameters in an estimated population
covariance matrix; in this case the model is over-identified. When df is zero (S=E), the model
is said to be just-identified.It is under-identified when S<E or df is negative. As shown in
Table 4.4 below, df=41, which implies that the model is over- identified and the values can
be estimated.
Table 4.4Chi-Square values of CI and OI
Number of free parameters 25
Estimator

ML

Baseline model/independence model
Chi square value

2132.923

DF

55

P -value

0.00

Proposed model (after iteration)
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Chi-square value

122.98

DF

41

P-value

0.00

The next step is to estimate and test the parameter values. The Maximum Likelihood
(ML) estimating technique was used for estimating the parameter values, while a chi-square
test of significance was used to tests the theoretical model.
The baseline/independence model has higher chi-square value (2132.92) and the
proposed model should have a lesser chi-square value that is closer to 0 (see Table 4.4).
Therefore, after undergoing several iterations, the chi-square value reduced to 122.98.
Iteration is a process by which parameter estimates are refined in a software package in order
to minimise the difference between the sample covariance matrix and the estimated
covariance matrix. However, thechi-square value is sample sensitive, even in the case of a
perfect fit.
The chi-square value tends to increase when the sample size increases. Therefore, in
order to test whether the model is statistically significant, the CMIN mustbe calculated by
dividing the chi-square value by DF. As shown in Table 4.4, thechi-square value is 122.98
divided by 41 (DF), which gives the CMIN value of threefor this model (see Table 4.8
below). In order to be statistically significant, the CMIN of a model should be less than five.
Hence, the tested model is statistically significant.
Regarding factor loadings, Table 4.5 shows the estimated parameters and standard
errors associated with each observed variable (indicators) of the latent variables CI and OI.
By default, ‘Lavaan’ assigns an estimate of the first observed variable of a latent variable to
one. The second column of the table shows that the estimated or fixed parameter values of
each observed variable within CI and OI are based on the covariance. The third column
contains the standard error for each estimated parameter. The standard error of the parameter
estimates should be computed to determine if their magnitude is appropriate or if it is
problematically too large or too small (Brown, 2015). The fourth column, the z-value,
contains the Wald statistic (which is obtained by dividing the estimated parameter value by
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its standard error). The last column contains the factor loadings (completely standardised
solution) on the latent and observed variables. All the factor loadings are above 0.7, which is
considered ideal (Hair et al., 2013).

Table 4.5Factor loadings of CI and OI
Latent Variables:
Estimate Standard Error z-value P(>|z|) Factor loadings
CI
CI1

1

0.759

CI2

1.041

0.073

14.252

0.00

0.795

CI3

0.927

0.07

13.309

0.00

0.743

CI4

1.07

0.075

14.255

0.00

0.795

CI5

1.15

0.081

14.134

0.00

0.783

CI6

0.885

0.069

12.812

0.00

0.718

OI
OI1

1

0.732

OI2

0.987

0.073

13.603

0.00

0.798

OI3

0.881

0.068

12.977

0.00

0.754

OI4

0.972

0.069

14.084

0.00

0.815

OI5

1.001

0.072

13.805

0.00

0.809

Another criterion for judging the statistical significance of a model is the statistical
significance of individual parameter estimates for the paths in the model, which are values
calculated by dividing the parameter estimates by their respective standard errors
(Schumacker & Lomax, 2010). This is referred to as a t value or Critical Ratio (CR), which is
compared to a threshold of t value at 1.96 at the 0.05 significance level (Brown, 2015). The
Wald statistic or CR of each manifest variable of CI and OI, in this model, is greater than the
threshold of 1.96. Therefore, the model is statistically significant at a level of 0.05
significance.
The residual variances of observed variables of CI and OI have error variances
ranging between 0.2 and 0.5(see Appendix A.1). None of the error variances is negative or
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higher than one,which ensures that the model is statistically rigourous (Hair et al.,2013;
Kline, 2011; Schumacker & Lomax, 2010). Within-construct error covariance is the
covariance among two error terms of measured variables within a latent variable that are
indicators of different constructs (SeeAppendix A.2).
Table 4.6 shows different indices used to assess the fit of this model and its threshold
value. The chi-square statistic suggested a significant with p-value (Chi-sq.= 122.98, df =41,
p-value=0.000, CMIN=3). Other fit indices such as GFI (0.93), CFI (0.96), TLI (0.947)
suggested a good model fit. Indices such as SRMR (0.035) and RMSEA (0.80) meets the
threshold values. The results of fit indices indicate that this CFA model is a good fit.

Table 4.6Fit indices of CFA model
Model

Threshold

obtained value
value
Number of parameters 25.000

NA

Chi-square

122.989

lesser the better

DF

41.000

NA

p-value

0.000

>.05

CFI

0.961

>.90

RMSEA

0.081

<.08

SRMR

0.035

<.05

GFI

0.930

>.90

TLI

0.947

>.90

CMIN

3.000

<3

Figure 4.2 illustrates the CFA model with CI and OI as exogenous latent variables and
their respective observed variables. The bi-directional arrow between CI and OI indicates the
correlation between them, which is 0.90. Observed variables of CI and OI are given in a
rectangle and the reflective indicators from CI and OI to their respective observed variables
are illustrated with the factor loadings, as given in Table 4.5. Thin grey arrows towards the
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observed variables show their respective residual variances (Appendix A.1). The error
covariance between OI2 and OI5 and the one between CI2 and CI4 are illustrated (as given in
Appendix A.2).

Figure 4.2CFA with CI and OI
In order to examine the results of testing this measurement model, it must be
compared against reality in order to understand how well the data fits the sample. Therefore,
the overall model fit and construct validity must be examined (Hair et al.,2013). Construct
validity refers to the extent to which a set of measured items actually reflects the theoretical
latent construct those items are designed to measure (Hair et al.,2013). Construct validity is
formed by convergent validity and discriminant validity.
In CFA, convergent validity can be established if all the items of a latent variable
have higher factor loadings (above 0.7) and the Average percentage of Variance Extracted
(AVE) among a set of items of a latent variable is 0.5 or higher. A good rule of thumb is that
standardised factor loadings should be 0.5 or above, ideally 0.7 or higher (Hair et al.,2013).
Table 4.5 shows that all the items in OI and CI have higher factor loadings (above 0.7). Table
3.7 in the previous chapter shows that the AVE of OI and CI are 0.6 and 0.59 respectively.
Therefore, the convergent validity of this model is established.
Discriminant validity refers to the extent to which a construct is truly distinct from
other constructs both in terms of how much it correlates with other constructs and how
distinctly measured variables represent only this single construct (Hair et al.,2013). When
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twoconstructs are highly correlated, they lack discriminant validity (Grewal, Cote &
Baumgartner,2004). The CI and OI are highly correlated (0.9) and that can lead to poor
discriminant validity. Scholars recommend that two highly correlated constructs can be
combined into one construct and change the model accordingly (Hair et al., 2013; Brown,
2015; Kline, 2011). Following the recommendations, a new construct – ENT_INFRA (ENT)
– is introduced into the measurement model, which combines CI and OI, and confirmatory
factor analysis is performed on the new model (CFA second order model).
4.4.2 CFA Second Order Model
The second order CFA attempts to measure the construct of ENT_INFRA (ENT), which
comprises both OI and CI. Table 4.9 shows the values of covariance and correlation between
OI, CI and ENT_INFRA.

Figure 4.3CFA 2nd order model

Table 4.7Correlation between CI, OI and ENT_INFRA
Covariance

CI

OI

ENT_INFRA

CI

0.471 0.487 0.927

OI

0.487 0.615 0.487
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ENT_INFRA 0.927 0.487 0.927
Correlation

CI

OI

ENT_INFRA

CI

1.000 0.904 1.403

OI

0.904 1.000 0.645

ENT_INFRA 1.403 0.645 1.000

While examining the correlation matrix, it can be seen that the relationship between
variables CI and ENT_INFRA exceeds more than one. The high correlation (>1) emphasises
the need to combine the constructs into a single latent variable in order to address the
problems of discriminant validity. As a result, the latent variables, CI and OI, are combined
into a single latent variable ENT_INRFA. The high correlation may be the result of the
presence of Heywood cases (possibly negative residual variance) in the model. Therefore, the
outcome indicates that the second order CFA model is not fit for the proposed model. Figure
4.4 depicts the secondorder CFA with ENT_INFRA (ENT), CI and OI.

Figure 4.4CFA with ENT, CI and OI
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4.4.3 Revised Confirmatory Factor Analysis with Entrepreneurial Self-Efficacy
As the second order CFA model was found not fit for the sample, a revised confirmatory
factor analysis was conducted including a latent variable, entrepreneurial self-efficacy (SE),
as proposed in the conceptual model.
Table 4.8 shows the covariance and correlation matrix of the variablesentrepreneurial
infrastructure (ENT_INFRA) and entrepreneurial self-efficacy (SE). The result shows that
there is a moderate correlation between SE and ENT_INFRA at 0.435.

Table 4.8Correlation between SE and ENT_INFRA
Covariance

SE

ENT_INFRA

SE

0.195 0.129

ENT_INFRA 0.129 0.447
Correlation

SE

ENT_INFRA

SE

1

0.435

ENT_INFRA 0.435 1

The second order CFA model shows that ENT_INFRA can be uni-dimensional,
which includes CI and OI as one construct. Besides ENT_INFRA, self-efficacy (SE) is
introduced as a latent variable. Therefore, this model attempts to find the relation between
ENT_INFRA and SE (see Figure 4.5).
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Figure 4.5Revised CFA with ENT and SE

As shown in Table 4.9, df=132, which implies that the model is over-identified and
the values can be estimated.

Table 4.9Chi-Square values
Number of free parameters 39
Estimator

ML

Baseline model/independence model
Chi square value

2803.98

DF

153

P –value

0.00

Proposed model (after 40 iterations)
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Chi-square value

285.42

DF

132

P-value

0.00

The baseline/independence model has higher chi-square value (2803.98) and the proposed
model should have a lesser chi-square value closer to zero. Therefore, after undergoing
several iterations, the chi-square value has reduced to 285.42. However, the chi-square value
is sample sensitive, even in the case of a perfect fit.
As shown in the figure below, the chi-square value is 285.42 divided by 132 (DF), which
gives the CMIN value of this model, which is 2.16. In order to be statistically significant, the
CMIN of a model should be less than five. Hence, the tested model is statistically significant.
Regarding factor loadings, Table 4.10 shows the estimated parameters and standard
errors associated with each manifest variable (indicators) of the variables ENT_INFRA (CI
and OI) and SE (entrepreneurial self-efficacy). SE7, SE9 and SE10 were deleted because of
low factor loadings. All the factor loadings are above 0.5, which is considered good (Hair et
al., 2013).
Table 4.10Factor loadings of SE and ENT_INFRA
Latent Variables:
Estimate Standard. Error z-value P(>|z|) Factor loadings
SE =~
SE1

1

0.62

SE2

0.828

0.109

7.599

0.00

0.534

SE3

1.041

0.119

8.744

0.00

0.64

SE4

1.224

0.13

9.418

0.00

0.714

SE5

0.925

0.113

8.178

0.00

0.586

SE6

1.011

0.122

8.312

0.00

0.598

SE8

1.07

0.129

8.324

0.00

0.599

ENT_INFRA =~
CI1

1

0.739
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CI2

1.038

0.076

13.596

0.00

0.772

CI3

0.938

0.073

12.851

0.00

0.731

CI4

1.048

0.079

13.332

0.00

0.758

CI5

1.161

0.085

13.587

0.00

0.77

CI6

0.91

0.072

12.622

0.00

0.719

OI1

1.141

0.091

12.483

0.00

0.712

OI2

1.097

0.083

13.292

0.00

0.756

OI3

1.028

0.078

13.217

0.00

0.75

OI4

1.1

0.079

13.913

0.00

0.786

OI5

1.129

0.082

13.721

0.00

0.778

In this model, The Wald statistic, or CR, of each manifest variable of CI and OI is
greater than the threshold of 1.96. Therefore, the model is statistically significant at a 0.05
significance level. All the observed variables of OI, CI and SE have error variances ranging
between 0.2 and 0.5(see Appendix A.3). None of the error variances are negative or higher
than one, which ensures that the model is statistically rigorous(see Appendix A.4).
Table 4.11 shows the different indices used to assess the fit of this model and its
threshold value. The chi-square statistic suggested a significant value (chi-sq.= 285.98, df
=132, p-value=0.000, CMIN=2.16). Other fit indices, such as GFI (0.90), CFI (0.94), and TLI
(0.933), suggested a good model fit. Indices such as SRMR (0.04) and RMSEA (0.06) meet
the threshold values as suggested by Hu and Bentler (1999). These indices confirm this CFA
output model, which is statistically valid for the theoretical model with SE and ENT_INFRA.

Table 4.11Fit indices
Obtained value Threshold value
Number of parameters 39.000

NA

Chi-square

285.424

lesser the better

DF

132.000

NA

P value

0.000

>.05

CFI

0.942

>.90
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NNFI

0.933

.90

RMSEA

0.062

<.05

SRMR

0.040

<.05

GFI

0.901

>.90

TLI

0.933

>.90

CMIN

2.162

<3

Figure 4.6 illustrates the CFA model with ENT (ENT_INFRA) and SE as exogenous
latent variables and their respective observed variables. The bi-directional arrow between
ENT (ENT_INFRA) and SE indicates the correlation between them, which is 0.44. Observed
variables of ENT (ENT_INFRA) and SE are shown in a rectangle and the reflective
indicators from ENT (ENT_INFRA) and SE to their respective observed variables are
illustrated with the factor loadings, as given in Table 4.10. Thin grey arrows towards the
observed variables show their respective residual variances (as given in Appendix A.3). The
error covariance between OI2 and OI5 and the one between CI2 and CI4 are illustrated (as
given in Appendix A.4).
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Figure 4.6CFA with ENT and SE

Table 4.10 shows that all the items in ENT_INFRA and SE have higher factor
loadings above 0.5, which ensures convergent validity. Table 4.12 shows that the AVE of SE
and ENT_INFRA are 0.58 and 0.56 respectively, which both meet the threshold of 0.5.
Therefore, the convergent validity of this model is established. In order to compute
discriminant validity, the AVE of both constructs can be compared to the square of the
correlation of those two constructs. The AVE should be greater than the squared coefficient
estimate (Hair et al.,2011). The AVE of SE and ENT_INFRA is greater than the squared
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correlation coefficient (0.58>0.19), thereby, ensuring the discriminant validity. Construct
validity is established through convergent and discriminant validity.

Table 4.12Construct validity of SE and ENT_INFRA
alpha

CR

0.808

0.810 0.581

ENT_INFRA 0.934

0.935 0.566

SE

AVE

Table 4.12 shows that the latent variables SE and ENT_INFRA had high values of
Cronbach’s alpha of 0.80 and 0.93 respectively. The composite reliability of SE and
ENT_INFRA are 0.81 and 0.93 respectively, which should more than 0.7. Meeting the
threshold of composite reliability and Cronbach’s alpha ensures the construct reliability.
4.5 SEM: Mediator Path Model
The previous section described the CFA model using the variables ENT_INFRA and
SE. In this section, a Structural Equation Modelling (SEM) is adopted to analyse the direct,
indirect and mediation effect of antecedents of entrepreneurial intention. More specifically,
this section presents the relationship between the variables of organisational infrastructure
and cognitive infrastructure (OI and CI combined as ENT_INFRA) and entrepreneurial
intentions (EI) through entrepreneurial self-efficacy (SE), which acted as a mediator variable.
Mediator analysis was executed through SEM using Lavaan packages in R.
Table 4.13 shows that the variables SE and ENT_INFRA are moderately related
(0.43). The variables EI and ENT_INFRA (0.135) are weakly related. SE and EI are
moderately related (0.40).

Table 4.13Correlation between SE, ENT_INFRA and EI
Covariance

SE

ENT_INFRA EI

SE

0.202 0.130

0.083

ENT_INFRA 0.130 0.447

0.042

EI

0.083 0.042

0.214

Correlation

SE

ENT_INFRA EI
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SE

1.000 0.434

0.401

ENT_INFRA 0.434 1.000

0.135

EI

1.000

0.401 0.135

Figure 4.7 depicts three variables, namely ENT, SE and EI. The variable ENT (CI and
OI) acts as exogenous, SE acts as mediator and EI act as an endogenous variable. The
variables ENT and SE are measured by multiple items confirmed through confirmatory factor
analysis. EI is a dichotomous variable with a single indicator.

Figure 4.7Path Analysis
As shown in Table 4.14 below, df=146, which implies that the model is overidentified and the values can be estimated. The baseline/independence model has a higher
chi-square value (2863.79) and the proposed model should have a lesser chi-square value
closer to zero. Therefore, after undergoing several iterations, the chi-square value has reduced
to 304.6. However, the chi-square value is sample sensitive even in the case of a perfect fit.
As shown in the figure below, the chi-square value is 304.6 divided by 146 (DF), which
gives the CMIN value for this model of 2.06. In order to be statistically significant, CMIN of
a model should be less than five. Hence, the tested model is statistically significant.
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Table 4.14Chi-square values
Number of free parameters 44
Estimator

ML

Baseline model/independence model
Chi square value

2868.795

DF

171

P -value

0.00

Proposed model (after 40 iterations)
Chi-square value

304.60

DF

146

P-value

0.00

Regarding factor loadings, Table 4.15 shows the estimated parameters and standard errors
associated with each manifest variable (indicators) of the variables ENT_INFRA (CI and OI),
SE (entrepreneurial self-efficacy) and EI (entrepreneurial intention). All the factor loadings
are above 0.5, which is considered good (Hair et al., 2013).
Table 4.15Factor loadings of ENT_INFRA, SE and EI
Latent Variables:
Estimate Standard Error z-value P(>|z|) Factor loadings
SE =~
SE1

1.00

0.63

SE2

0.82

0.11

7.80

0.00

0.54

SE3

1.06

0.12

8.93

0.00

0.66

SE4

1.15

0.12

9.28

0.00

0.68
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SE5

0.85

0.11

7.73

0.00

0.55

SE6

1.05

0.12

8.59

0.00

0.63

SE8

1.04

0.12

8.37

0.00

0.59

ENT_INFRA =~
CI1

1.00

0.74

CI2

1.04

0.08

13.59

0.00

0.77

CI3

0.94

0.07

12.85

0.00

0.73

CI4

1.05

0.08

13.33

0.00

0.76

CI5

1.16

0.09

13.59

0.00

0.77

CI6

0.91

0.07

12.62

0.00

0.72

OI1

1.14

0.09

12.48

0.00

0.71

OI2

1.10

0.08

13.29

0.00

0.76

OI3

1.03

0.08

13.21

0.00

0.75

OI4

1.10

0.08

13.91

0.00

0.79

OI5

1.13

0.08

13.72

0.00

0.78

EI =~
Cnsdr_Strtng_F

1.00

1.00

The Wald statistic, or CR, of each manifest variable of CI and OI in this model is
greater than the threshold of 1.96. Therefore, the model is statistically significant at a 0.05
significance level.
4.5.1 Mediator analysis in SEM
In mediation analysis, an intermediate variable called the mediator helps explain
how or why an independent variable influences an outcome (dependent variable) (Gunzler,
Chen, Wu &Zhang, 2013). The proposed model has the variable ENT_INFRA, which is the
combination of constructs CI and OI, as an exogenous variable, SE (entrepreneurial selfefficacy) as a mediator and EI (entrepreneurial intention) as the outcome or endogenous
variable. The direct effect is the pathway from the exogenous variable to the outcome while
controlling for the mediator (Gunzler et al.,2013). The indirect effect explains the pathway
from the exogenous variable to the outcome through the mediator. The total effect is the sum
of the direct and indirect effects of the exogenous variable on the outcome. Mediation
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analysis with SEM was performed using the R programming ‘Lavaan’ package. The
derivation of the path estimates and the identification of direct and indirect effects are
discussed in this section. Table 4.16 shows the estimated path regression coefficients between
the three variables EI, SE and ENT_INFRA.
Table 4.16Path coefficients between EI, SE and ENT_INFRA
Regressions:
Unstandardised estimate P(>|z|) Standardised estimate
EI-ENT_INFRA (c)

-0.03

0.45

-0.05

SE- ENT_INFRA (a) 0.29

0.00

0.43

EI-SE (b)

0.00

0.42

0.43

Primarily, three paths were tested to establish the indirect effect (see Figure 4.8), namely:
•

Path c: total effect between ENT_INFR (ENT) and EI, which is –0.03 and statistically
not significant.

•

Path a: relation between ENT_INFRA (ENT) on SE, which is 0.42 and statistically
significant at 5% level.

•

Path b: the relation between SE and EI, which is 0.43 and statistically significant at
5% level.
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Figure 4.8Mediation
Although the total effect is not statistically significant, the combined paths ‘ab’ as an
indirect effect are statistically significant, and ensured there is a role for SE as a mediator
between the two constructs. The results show a full mediation effect of SE between
ENT_INFRA and EI. Hence, the results show that entrepreneurial infrastructure (ENT)
within a university ecosystem does not have a direct effect on entrepreneurial intentions (EI),
but has an indirect effect on entrepreneurial intention (EI) through entrepreneurial selfefficacy (SE). Results show that entrepreneurial infrastructure within a university ecosystem
significantly influences the self-efficacy beliefs of students to startup a new venture, which in
turn influences their intentions to startup.
Residual variance estimation showed all the items are statistically significant and the
standardised score ranged between 0.2 and 0.5 (see Appendix A.5). None of the variances are
negative nor higher than one, which ensures the model is statistically rigorous.Item pairs
from the latent variables SE, CI and OI do not accurately predict the observed covariance(see
Appendix A.6).
4.5.2 Testing of Path Model
As shown in Table 4.17, ‘ab’ is the indirect effect path, which is 0.13 as
Unstandardised, and as standardised is 0.18, with a total effect Unstandardisedof 0.09. Since
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ab is statistically significant, the model assured that SE acted as a mediator between
ENT_INFRA and EI.

Table 4.17Indirect and total effect
Defined Parameters
Estimate Standard Error z-value P(>|z|) Std.all
ab – Indirect effect

0.13

0.03

4.51

0.00

0.18

Total

0.09

0.04

2.28

0.02

0.14

Table 4.18 shows different indices used to assess the fit of this model and its
threshold value. The chi-square statistic suggested a significant value (chi-sq.= 304.6, df
=146, p-value=0.000, CMIN=2.06). Other fit indices, such as GFI (0.90), CFI (0.94), and TLI
(0.93) suggested a good model fit. Indices such as SRMR (0.04) and RMSEA (0.06) meet the
threshold values. These indices confirm this SEM output model, which is statistically valid
for the theoretical model with SE, EI and ENT_INFRA.

Table 4.18Fit indices of final model
Model.

Threshold

obtained. value
Value
Number of parameters

44.0

NA

Chi-square value

304.606

lesser the better

DF

146.000

NA

p-value

0.000

>.05

CFI

0.941

>.90

NNFI

0.931

.90

RMSEA

0.060

<.08

SRMR

0.041

<.05

GFI

0.901

>.90

TLI

0.931

>.90
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CMIN

2.086

<3

Figure 4.9Final SEM output model
Figure 4.9 illustrates the SEM output model with ENT_INFRA (CI and OI) as
exogenous latent variables, SE as a mediator and EI as an endogenous variable. The observed
variables of ENT (CI and CI), SE and EI are illustrated with their respective factor loadings,
as given in Table 4.19. Thin grey arrows towards the observed variables show their
respective residual variances (as given in Appendix A.5). The error covariance between
observed variables of CI, OI and SE are illustrated (as given in Appendix A.6). Figure 4.9
represents the final tested model conceptualised by this study, which shows significant path
coefficients between entrepreneurial infrastructure (ENT) and entrepreneurial self-efficacy
(SE), as well as between entrepreneurial intentions (EI) and entrepreneurial self-efficacy
(SE). Further, the mediating role of entrepreneurial self-efficacy (SE) is shown in Figure 4.9,
which reinforces that entrepreneurial infrastructure (ENT) has an indirect effect on
entrepreneurial intentions (EI) through entrepreneurial self-efficacy (SE).
4.6 Hypotheses testing
As seen from the previous section, the exogenous variables cognitive and
organisational infrastructure were combined to a single variable, “entrepreneurial
infrastructure” or ENT_INFRA (ENT), in the structural model due to poor discriminant
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validity (seeSection 4.5.2). This resulted in a reduced number of hypotheses from three to
two. Hence, the two hypotheses are coupled to form one hypothesis, which is:
1)

The entrepreneurial infrastructure of a UBEE has a direct positive impact on
the perceived entrepreneurial self-efficacy of new venture formation.

Results showed that entrepreneurial infrastructure had a positive significant
relationship with ESE beliefs of students with a path coefficient of 0.43 (p<0.01). The
standardised regression coefficient between entrepreneurial infrastructure and entrepreneurial
self-efficacy illustrated a positive significant relationship (0.43). Therefore, H1 is supported.
The path coefficient determines the strength of the relationship between two constructs.
According to Cohen’s (1988) rule of thumb, a correlation value less than 0.2 is considered to
be weak, between 0.2 and 0.5 is considered to be moderate, more than 0.5 is considered to be
strong. Following Cohen (1988), results showed moderate support for H1, which implies that
entrepreneurial

infrastructure

(mentoring,

entrepreneurial

guest

speaker

series,

entrepreneurship development clubs, creating awareness about entrepreneurship among
students, workshops and conferences, etc.) within a UBEE significantly influences the ESE
beliefs of university students. This indicates that the entrepreneurial self-efficacy of the
university students of South India was influenced by the entrepreneurial infrastructure within
the university ecosystems. Figure 4.9 illustrates the final SEM output model. Table 4.19
shows the results of two hypotheses and an account of previous literature supporting those
results.

The second hypothesis was predicting the relationship between entrepreneurial self-efficacy
and entrepreneurial intentions and it states as follows:
2) The perceived entrepreneurial self-efficacy of starting a new venture has a direct positive
impact on the entrepreneurial intentions of university students.
Results show that the entrepreneurial self-efficacy of university students has a positive
relationship with their entrepreneurial intentions. The standardised regression coefficient for
the relationship between entrepreneurial self-efficacy and entrepreneurial intentions is 0.42,
significant at the level of p<0.01. Hence, H2 is supported. Results show moderate support for
H2, implying that university students who perceived that they possess the required skills and
abilities (ESE) to startup a new venture would have stronger intentions to startup. The results
suggest that the entrepreneurial self-efficacy of students plays a significant role in new
venture creation, which can predict entrepreneurial intention of students.

104

Table 4.19Results of hypotheses
Hypotheses

H1.

The

Supported/not

Standardised

supported

coefficient

entrepreneurial Supported

0.43*

Supporting literature
•

infrastructure of a universitybased

et

al.

(2013)
•

entrepreneurial

ecosystem strongly influences

Austin & Nauta
(2016)

•

the perceived entrepreneurial
self-efficacy of new venture

Baluku

et

al.

(2019)

formation.

H2. The higher the perceived Supported

Saeed

0.42***

•

Trivedi (2016)

•

Saeed

entrepreneurial self-efficacy of

et

al.

(2013)

starting a new venture, the

•

Sesen (2013)

stronger

•

Carr & Sequeira

the

entrepreneurial

intentions.

(2007)
•

Prabhu

et

al.

(2011)
•

Schlaegel

&

Koenig (2014)
•

Piperopoulos

&

Dimov (2014)
•

Baluku

et

al.

(2019)

Note: ***p<0.001; *p<0.01

4.7 Qualitative part of the survey instrument
The survey instrument included an open-ended question, which asked respondents to
specify those entrepreneurial support initiatives in their UBEE which they believed would
enhance their entrepreneurial self-efficacy.
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Of the students who responded, 148 (47.1%) said that entrepreneurship development
clubs in their universities would help them enhance their self-efficacy. This was followed by
business plan competitions, which 112 (35.7%) students thought would influence their selfefficacy. Entrepreneur guest speaker series was the third highest initiative chosen by students,
with 109 responses(34.7%), followed by Bootcamps (31.5%) and hackathons (27.1%).
In addition to these initiatives, they were asked to specify other initiatives as well as
the reason they thought would enhance their entrepreneurial self-efficacy. Initiatives such as
entrepreneurial

skill

development

programs,

internships,

workshops,

international

conferences and seminars were also mentioned by students as initiatives they believed would
enhance their entrepreneurial self-efficacy.Some of the remarks were in relation to why they
think the support initiatives would enhance the entrepreneurial self-efficacy, and they are
listed in the below Table 4.20.
Table 4.20Qualitative findings
Initiatives
1) Entrepreneurial guest speaker series

Student remarks
a) Increases knowledge.
b) Motivates students.
c) Opportunity to learn from their experience.

2) Bootcamps

a) Good training.
b) Platform to learn and increase knowledge.
c) Help create own ideas.

3) Hackathons

a) Immense brainstorming.
b) Out-of-box thinking.
c) Help create own ideas.

Some of the students commented that the entrepreneurial guest speaker series would
increase knowledge, motivate students, and provide opportunities to learn from the speaker’s
experience, which in turn would enhance students’ ESE. With regards to business plan
competitions, students believed that such competitions opened a huge number of avenues to
find investors and encouraged product development skills. Several students commented that
Bootcamps offered a platform for learning, good training and an opportunity to increase their
knowledge about emerging trends and encourage entrepreneurial ideas, which influenced
their ESE beliefs. Further, some of the students believed that hackathons encourage “out-of-
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the-box” thinking and include brainstorming sessions, thereby influencing their ESE beliefs.
Some students reported the initiatives they would like to have in their institutes, such as
design and development programs, a minor program in entrepreneurship for students from all
streams of engineering, ideation camps, workshops specific to risk mitigation, and so on.
Included with the questions about their UBEE, students were given the option to write
comments on their university ecosystem. Two students commented they lacked
entrepreneurial support from their universities. Eight of the respondents had a good opinion
about their university ecosystems. Two of the respondents commented that their university
focused on placements and curriculum (rather than an entrepreneurial focus), and that
opportunities should be provided to students with entrepreneurial interests. One of the
respondents mentioned that they wanted entrepreneurs as mentors rather than political leaders
or event organisers. Two of the students complained that despite their interest in
entrepreneurship, they could not participate in entrepreneurial support initiatives because of
the academic workload. One of the respondents who considered entrepreneurial guest
speakers as one of the initiatives which influenced their ESE beliefs, commented:

Learning from others’ mistakes will help us to resolve our own so it is always better
in an entrepreneurial world to know well about how others have achieved what they
have now and where they have reached now. Speakers can be capable of motivating
even the dead minds.

Another respondent who considered hackathons, business plan competitions and guest
speakers to be significant commented:
Events like hackathons provide environments where immense brainstorming occurs –
an environment that pushes you to think of ideas that you would not come up with
otherwise.Competitions open up a large number of avenues to finding investors.
Guest speakers could talk about their experiences, the problems they faced and how
they overcame them.

4.8 Chapter Summary
This chapter presented and provided an initial analysis of the data collected from
university students of South India and discussed the demographic profile and descriptive
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statistics of the respondents. The proposed model was tested using SEM analysis (see Figure
4.9). Initially, CFA was conducted on the model to assess the adequacy of observed variables
(indicators) of the exogenous variables CI, OI, and SE. A maximum likelihood method was
used to estimate the parameters. Chi-square and the fit indices, such as SRMR, RMSEA, GFI,
CFI, and CMIN, were used to assess how well the data fitted the model. Furthermore, the
CFA analysed the construct validity of the latent variables CI, OI and SE. In the process of
developing a model with a good fit, some of the observed variables (indicators) that had low
factor loadings were deleted, and two variables (CI and OI) were combined into a single
variable ENT_INFRA in order to address the issues related to discriminant validity.
Once the CFA model was found fit and satisfactory, the structural model was tested
integrating the CFA model. The structural model was found fit (CFI=0.94, RMSEA=0.06,
SRMR=0.04, TLI=0.93, GFI= 0.90). The path analysis revealed that entrepreneurial
infrastructure (ENT) within a university ecosystem had no significant relationship (-0.03)
with entrepreneurial intentions (EI) of students. Yet entrepreneurial infrastructure (ENT)
within a university ecosystem had a statistically significant relationship (0.43) with the
entrepreneurial self-efficacy (SE) of university students, and entrepreneurial self-efficacy
beliefs (SE) of students had a significant relationship (0.42) with the entrepreneurial intention
(EI) of students. The mediation analysis found that entrepreneurial self-efficacy (SE) had a
significant mediating effect between entrepreneurial infrastructure (CI and OI) and
entrepreneurial intention, which suggests entrepreneurial infrastructure within a university
ecosystem had an indirect effect on the entrepreneurial intentions of students through
influencing their entrepreneurial self-efficacy beliefs.
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5 –Discussion, Conclusion and Implications
This study discusses the results in Sections 5.1 and 5.2. Section 5.3 presents the
mediating role of ESE, Section 5.4 summarises the findings and Section 5.5 discusses the
various theoretical and practical implications of this study. Limitations of this study are
presented in Section 5.6 and areas for future research are suggested in Section 5.7. Based on
the discussion of findings, this study makes recommendations to universities,
entrepreneurship educators and policymakers, which are detailed in Section 5.8.
5.1 Objectives and finding
The objectives of this thesis are to:
1) Understand the relationship between entrepreneurial support initiatives within a
UBEE and students’ self-efficacy beliefs to create new ventures;
2) Examine the role of ESE in explaining the relationship between university ecosystems
and students’ entrepreneurial intentions; and
3) Analyse how the cognitive and organisational infrastructure in a UBEE could
contribute to the development of entrepreneurial intentions among university students.
There are four major findings in this thesis. First, this study found that the
entrepreneurial infrastructure within a university ecosystem is moderately related to ESE
beliefs among university students. Second, the ESE beliefs among students were moderately
related to the entrepreneurial intention of students. Third, ESE plays a mediating role in the
relationship between entrepreneurial infrastructure within a UBEE and entrepreneurial
intentions of university students. Finally, the types of entrepreneurial support initiatives
adopted by the universities were believed to enhance students’ ESE beliefs. For example, the
majority of the respondents indicated that entrepreneurship development clubs would
enhance their self-efficacy, followed by business plan competitions, entrepreneurial guest
speaker series, Bootcamps and hackathons. The following section discusses the findings in
detail.
In the present study, entrepreneurial support initiatives within a UBEE were
categorised into cognitive infrastructure (e.g. mentoring, role models, etc.) and organisational
infrastructure (e.g. entrepreneurship development clubs, incubators, science and technology
entrepreneurship parks, etc.). While analysing data using confirmatory factor analysis, the
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two constructs (cognitive and organisational infrastructure) in the conceptual model were
combined into a single construct, “entrepreneurial infrastructure,” due to poor discriminant
validity. The constructs, cognitive and organisational infrastructure, were highly correlated,
which implies that these constructs measure the same concept. Hence, two hypotheses were
combined into one, which tested the relationship between entrepreneurial infrastructure
within a UBEE and ESE of university students.
5.2 Discussion of Research Questions
This section presents the discussion of findings related to the research questions and
the objectives developed for this study.
5.2.1 Organisational and cognitive infrastructure within a UBEE and their impact on
the ESE of students
The items which were used to measure entrepreneurial infrastructure showed high
factor loadings (above 0.75), which implied that these entrepreneurial support initiatives were
strongly associated with the construct of entrepreneurial infrastructure. Hence, the results of
this study illustrated that these entrepreneurial support initiatives constitute the main elements
of entrepreneurial infrastructure within a UBEE, which was further confirmed by the
qualitative findings of this study. The items that measured entrepreneurial infrastructure in a
UBEE were:
1) Entrepreneur guest speaker series
2) Entrepreneurial development clubs
3) Conducting business plan competitions
4) Conferences and workshops
5) Mentoring and advisory services for potential entrepreneurs
6) Financial support from the university
7) Incubators
8) Creative atmosphere to develop ideas
9) Spreading awareness of entrepreneurship as a career choice
10) Motivate students
11) Networking support.
The findings of this study imply that various support initiatives that constitute the
entrepreneurial infrastructure within a UBEE can develop entrepreneurial self-efficacy beliefs
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among students through enactive mastery, observational learning and social persuasion
(Wood & Bandura, 1989). Furthermore, this was confirmed by the qualitative findings, which
illustrated the types of entrepreneurial support initiatives that students desired for their
university ecosystems and the ones they perceived would enhance their self-efficacy beliefs
to launch a new venture. While 47.1% of students responded that entrepreneurship
development clubs in their universities would help them enhance their self-efficacy, 35.6%
believed that business plan competitions would influence their self-efficacy, followed by
entrepreneur guest speaker series (34.7%), Bootcamps (31.5%) and hackathons (27.07%).
Therefore, entrepreneurial guest speaker series, hackathons, Bootcamps, entrepreneurial
development clubs, business plan competitions were mentioned by the majority of students as
the ones they perceived to enhance their ESE beliefs.
This study found that students perceived that entrepreneurship development clubs
would be the most influential entrepreneurial support initiative within a UBEE (47.1%). This
is an important finding in understanding the ESE beliefs derived from entrepreneurial
learning that takes place in student clubs. Entrepreneurship development clubs primarily
conduct various activities for students, such as business plan competitions, networking
events, entrepreneurial guest speaker series, workshops,and so on. (Pittaway, Gazzard, Shore
& Williamson, 2015; Pittaway, Rodriguez-Falcon, Aiyegbayo & King, 2010). These
entrepreneurial support initiatives influence self-efficacy beliefs of students through enactive
mastery (e.g. learning by doing during workshops, business plan competitions), observational
learning (e.g. role models and guest speaker series) and social persuasion (e.g. feedback
during workshops and networking events) (Austin & Nauta, 2016; Yang, Chung & Kim,
2017; Nowiński & Haddoud, 2019; Davey, Plewa & Struwig,2011; Pruett, 2012; Miles et al.,
2017). As the qualitative findings of this study indicate, the entrepreneurial support initiatives
that students felt would enhance their self-efficacy beliefs (such as business plan
competitions, networking events, entrepreneurial guest speaker series, workshops) are
organised by entrepreneurship development clubs. This could be one of the reasons why
entrepreneurship development clubs were chosen as the most influential support initiative in
this study. Further, as mentioned in Chapter 1, the Indian government, along with state
governments of South India, have promoted the concept of entrepreneurship development
cells or clubs. As a result, the majority of the engineering institutes, particularly in South
India, include entrepreneurship development clubs in their UBEE. Padillo-Angulo (2019)
argues that student associations in universities can increase awareness of entrepreneurship
among students, which might create more potential entrepreneurs. Initiatives such as
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entrepreneurial development clubs should be further researched to understand their influence
on ESE of students.
Entrepreneur guest speaker series were one of the entrepreneurial support initiatives
that respondents believed that would enhance their ESE. Entrepreneurial guest speaker series
were found to be associated with ESE with regards to the speaker being a role model for
students (Austin & Nauta, 2016; Yang et al., 2017; Nowinski & Haddoud, 2019). Successful
entrepreneurs can share the experiences of their entrepreneurial journey and act as role
models for potential and nascent entrepreneurs. Consistent with prior research, the present
study confirmed the findings of the influence of role models on ESE and entrepreneurial
intentions of students (BarNir et al., 2011; Austin & Nauta, 2016; Yang et al., 2017;
Nowinski & Haddoud, 2019). BarNir et al. (2011), Austin & Nauta (2016), Yang et al.,
(2017) and Laviolette,Lefebvre & Brunel (2012) found that exposure to role models had a
direct effect on the ESE of students, which in turn predicted their intentions to start up new
ventures. These findings are in line with Bandura’s social cognitive theory, which argues that
role models can be a source of observational learning and social persuasion (Bandura,1977;
Yang et al., 2017). Exposure to role models enables entrepreneurial learning by acquiring
competencies through observation (Boyd & Vozikis, 1994). By engaging with guest
speakers, students can compare and associate their own situations and experiences and role
models can provide feedback, information pertaining to opportunity recognition, and how to
deal with challenges and manage risk, which can affect the beliefs of students about their
abilities to engage in entrepreneurial activities (BarNir et al.,2011). In line with pervious
literature, the qualitative findings in the current study indicate that students believed that
entrepreneurial guest speakers would influence their self-efficacy beliefs, as they could learn
from the experience and mistakes shared by the speaker, how they overcame their problems
and difficulties, and so on. Taking an observational learning approach enables individuals to
develop strong beliefs with regard to becoming an entrepreneur or starting a business (Yang
et al., 2017). Nowiński & Haddoud (2019) found exposure to role models strongly influences
the entrepreneurial intention of students when they have a positive attitude towards being an
entrepreneur.
The present study confirmed the findings of Davey et al. (2011) about the kind of
initiatives students desired from their universities: internships, conferences and workshops,
financial support (seed capital) and networking events (pitching competitions). Students from
different institutes commented that they desired workshops on specific areas, such as risk
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mitigation, design and development. This finding is in line with Pruett (2012), who points out
that workshops on specific areas would help students to gain specific knowledge and
experience (enactive mastery) and provide exposure to mentors (social persuasion and
feedback), which would influence their ESE beliefs and entrepreneurial intentions. Further,
Pruett (2012) found that workshops helped students gain awareness about entrepreneurship as
a career choice and helped them connect with other start-ups (networking). This is a
significant finding that has practical implications for universities, as students of each
institute/university might desire workshops on specific areas.
Similarly, the opportunity to engage in internships while undertaking their degree,so
that students could develop and enhance entrepreneurial skills, were seen by participants as
having an influence on their ESE. The findings of this study confirm the argument proposed
by Bignotti and Botha (2016), who suggest that entrepreneurship internships can positively
influence the development of ESE (enactive mastery and observational learning) and
entrepreneurial intentions. They argue that entrepreneurship internships provide an
opportunity for learning by doing (enactive mastery), which would allow them to acquire
skills that are required to run a business. Further, internships enable observational learning, as
the interns get to follow an entrepreneur and learn from his/her experience, thereby
influencing the ESE beliefs of student interns.
In the present study, financial support (seed capital), which students received from
their institutes/universities,was pointed out by respondents as one of the initiatives that
positively influenced their ESE beliefs. This finding is consistent with Davey et al. (2011),
who found that in contrast with students from developed countries, students from developing
countries believed that financial support for entrepreneurial activities from universities can be
beneficial. The findings of the research at hand can be significant, particularly in the Indian
context, where access to finance or venture capital to start a business can be challenging
(GEM India report, 2018). It is also important to note that students from institutes that
provide financial support to start-ups commented that the financial support influenced their
self-efficacy beliefs, as they were required to create a product and pitch it to investors to
obtain the financial support. Furthermore, students commented that networking events could
influence their ESE beliefs, as these events provide them with an opportunity to create their
own products and pitch them to prospective investors (enactive mastery). Students received
feedback on their pitching (social persuasion) and had the opportunity to connect with other
start-ups (Pruett, 2012; Miles et al. 2017).
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Mentoring was one of the entrepreneurial support initiatives used in this study to
measure the entrepreneurial infrastructure within a UBEE. Findings of this study are in line
with the previous studies, such as St-Jean & Mathieu (2012; 2015), Laviolette et al. (2012),
and Baluku, Matagi, Musanje, Kikooma & Otto(2019), who found that mentoring has a
significant effect on the ESE of students. The findings of this study support the previous
literature, for instance, respondents of the current study mentioned that they wanted mentors
who were entrepreneurs. Eesley and Wang (2014) found that entrepreneur mentors had a
significantly greater influence on students than non-entrepreneur mentors. In line with Eesley
and Wang (2014), one of the respondents in this study mentioned that they wanted
entrepreneurs as mentors rather than political leaders or event organisers. Baluku et al. (2019)
highlight that mentoring is a form of entrepreneurial learning that strengthens an individual’s
entrepreneurial intent and their abilities to steer through the difficult start-up process. Further,
in the context of a developing country, they found that mentoring strongly influenced the
entrepreneurial intentions of students through their self-efficacy beliefs. By drawing on social
cognitive theory it is clear that mentors encourage and provide feedback to students, thereby
strengthening their ESE beliefs through social persuasion.(Bandura, 1977). Mentors can act
as role models (St- Jean & Mathieu, 2015) and while mentees acquire knowledge and
develop skills through mentoring, it simultaneously increases their beliefs of ESE (Krueger,
et al. 2000; Johannisson, 1991). Mentors encourage students to seek knowledge and support,
which enhances their ESE beliefs (Baluku et al., 2019). Therefore, mentoring can be a source
of ESE through the mastery of skills, observational modelling and social persuasion.
Universities/institutes in India should consider mentoring programs such as ‘Entrepreneursin-Residence,’ where entrepreneur mentors would be available all the time to guide student
entrepreneurs rather than limiting their presence to entrepreneur guest talk series.
One of the students’ most common complaints that emerged while analysing the data
was the lack of entrepreneurial support from their universities to think entrepreneurially or to
start-up ventures. This finding suggests that universities should carefully consider the design
and development of support initiatives for potential student entrepreneurs who vary based on
their previous work experience, educational backgrounds and ESE beliefs (Morris et al.,
2017). This finding from the current study provides preliminary evidence on the complex
nature of university support and should be further explored in future research. Morris et al.
(2017) found empirical support for the positive effect of entrepreneurial support initiatives on
students’ start-up activities at universities. Hence, universities should design the
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entrepreneurial support initiatives considering the competencies and levels of self-efficacy
beliefs of students and integrate more support programs into their entrepreneurial
infrastructure after studying the needs of students.
Another complaint that emerged as a finding was that students were unable to attend
or participate in such support initiatives due to their high academic workload. This is an
interesting and significant result of the study as it suggests that universities should develop
strategies that help students to balance their workload in order to be involved in
entrepreneurial support initiatives. Trivedi (2016) found that students from Indian universities
perceived that their universities provided fewer entrepreneurialsupports than students from
Malaysian and Singaporean universities. The qualitative findings that emerged from the
current study, such as lack of proper entrepreneurial support from universities/institutes and
the high academic workload, could be the reason for the unfavourable perceptions held by the
Indian students in Trivedi’s (2016) study. This significant finding should be further
researched, and may explain why many students choose to be job seekersrather than job
creators.
Consistent with prior research, this study suggests that various support initiatives,
which constitute the entrepreneurial infrastructure within a UBEE in the present study, can
develop ESE beliefs among students through enactive mastery, observational learning and
social persuasion (Wood & Bandura, 1989). The results of this study illustrated that the
entrepreneurial support initiatives within a UBEE can act as a source of trigger events that
encourage an entrepreneurial mindset and enhance students’ perceptions regarding their
ability to launch new ventures. Toledano and Urbano (2008) emphasises the need to
encourage an entrepreneurial mindset among students to create and sustain a strong and
healthy entrepreneurial ecosystem.
The findings of this study are in line with Saeed et al. (2013), who found that
university support programs significantly influenced the ESE of students, specifically in the
context of a developing country. The current study provides empirical evidence for the
influence of entrepreneurial infrastructure within a UBEE on the ESE of students in South
India. These are significant findings, as the review of the literature revealed a dearth of
research that analyses the impact of entrepreneurial infrastructure on the ESE of students,
particularly in the context of South India. Results support the Bandura’s social cognitive
theory (1977) that ESE can be developed through mechanisms such as the mastery of skills
(enactive mastery), observational learning and social persuasion through various
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entrepreneurial support initiatives that constitute the entrepreneurial infrastructure within a
university ecosystem. Hence, the first objective, which is understanding the relationship
between entrepreneurial support initiatives within a UBEE and students’ self-efficacy beliefs
to create new ventures, is achieved.
5.2.2 Entrepreneurial self-efficacy of students and entrepreneurial intentions
The present study found that ESE significantly predicts the entrepreneurial intentions
of students (path coefficient, 0.42). This is consistent with what has been found in a
considerable volume of scholarly research, which has found that ESE is positively related to
entrepreneurial intentions (Zhao et al,2005; Kickul, Wilson, Marlino & Barbosa,2008;
Wilson et al.,2007; Kickul & D’Intino,2005; Sequeira et al., 2007; Austin & Nauta, 2016;
Krueger et al.,2000; Saeed et al.,2013; Sesen,2013; Carr & Sequeira, 2007; Prabhu, McGuire,
Drost & Kwong,2011; Schlaegel & Koenig, 2014; Piperpoulos & Dimov, 2014; Baluku et
al.,2019).
Consistent with the research on entrepreneurial intention models, the present study
confirmed that ESE is an antecedent of entrepreneurial intentions (Boyd & Vozikis, 1994;
Ajzen, 1991). The results support the Theory of Planned Behaviour (TPB) (Ajzen, 1991) and
Shapero’s Entrepreneurial Event Theory (1986), which argue that ESE beliefs are
antecedents of entrepreneurial intention. The TPB argues that ESE (perceived behaviour
control) captures an individual’s perception that they possess the ability to handle given
situations (Ajzen, 1991; Newman et al.,2018). Shapero’s entrepreneurial event theory
captures ESE as perceived feasibility, which refers to the perceptions of the feasibility of
being an entrepreneur (Shapero& Sokol, 1982). An entrepreneur is said to have high levels of
ESE when s/he firmly believes in their capability to perform a task successfully. The concept
of ESE reflects an individual’s innermost thoughts about whether they possess the required
abilities to start a business (Bandura, 1989; Wilson et al., 2007). As highlighted by Wilson et
al. (2007), people are motivated throughout their lives by perceived self-efficacy rather than
by objective ability and these perceptions deeply affect their behaviours. Hence, this thesis
studied the central role of ESE as an antecedent of entrepreneurial intentions.
Consistent with Bandura (1989), Boyd and Vozikis (1994, p.66)highlight that ‘selfefficacy can be acquired gradually through the development of cognitive, social, technical
and physical skills that are obtained through experience.’ Results of this study suggests that
the acquisition of these skills through experiences in entrepreneurial support initiatives
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reinforces self-efficacy beliefs and this leads to higher aspirations (Herron & Sapienza,
1992). In line with the previous research, learning acquired from entrepreneurial support
initiatives can improve the competencies of students, thereby influencing their beliefs about
the competencies and skills required to launch a venture (Baluku et al., 2019; Austin &
Nauta, 2016; Bandura, 1989).
There is a significant lack of previous research focusing on the underlying dimensions
of ESE (McGee et al., 2009), particularly in the context of India. This thesis studied ESE
using ESE dimensions proposed by De Noble et al. (1999), which was found to be related to
various instrumental tasks within the entrepreneurial process and validated by previous
literature (Kickul & D’Intino, 2005; Newman et al. 2018; McGee et al.,2009). This study
found that ESE factors, such as interpersonal and networking skills, opportunity recognition
skills, skills related to procurement and allocation of significant resources, and innovation
and product development skills, constituted the development of ESE. The findings of the
current study imply that entrepreneurial support initiatives (infrastructure) influenced the
opportunity recognition skills, interpersonal and networking skills, innovation and product
development skills, and the skills associated with procurement and allocation of critical
resources. These support initiatives influenced the beliefs of students about their capabilities
to recognise opportunities, create new products and ideas, find potential investors and
manage teams.
Opportunity recognition skills are significant for potential student entrepreneurs as
they should proactively look for opportunities and trends in markets. Barbosa et al. (2007)
proposed ‘opportunity-identification self-efficacy,’ which is an individual’s perceived selfefficacy beliefs associated with their capacity to identify and develop new market
opportunities. Dimensions to ESE, such as opportunity recognition skills and product
development skills, are associated with opportunity-identification self-efficacy. The present
study identified that higher levels of opportunity-identification self-efficacy of university
students would improve the self-efficacy beliefs about their capabilities to spot opportunities
and create new products based on the market needs.
Interpersonal and networking skills can be associated with the relationship selfefficacy proposed by Barbosa et al. (2007), which is related to an individual’s self-efficacy
beliefs about his/her capabilities to build relationships with investors and other significant
people. De Noble et al. (1999) highlight that initiating and maintaining investor relationships
is critical to a start-up entrepreneur, especially to student entrepreneurs who are relatively
new to the venture creation process. Self-efficacy beliefs strongly affect an individual’s
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career decisions as s/he tends to choose occupations that enable them to leverage their
capabilities (Bacq et al., 2017). Thus, higher levels of relationship self-efficacy in university
students can lead to stronger intentions to startup new ventures. Skills related to the
procurement and allocation of critical resources are associated with an individual’s ability to
attract and retain key individuals as part of the venture creation process. Individuals tend to
avoid career occupations for which they lack necessary competencies and motivation (Bacq
et al., 2017). Higher levels of self-efficacy beliefs of a student entrepreneur about his/her
capabilities to attract and retain key talents can positively influence their decision to start a
venture. De Noble et al. (1999) point out that these skills are necessary to sustain an
individual’s beliefs in their capabilities to fulfil the social, physical and cognitive
requirements during new venture creation. Therefore, improved ESE levels of students lead
to entrepreneurial intentions.
According to Bandura (2001, p.6), ‘an intention is a representation of a future course of
action to be performed.’People set goals for themselves anticipating the likely consequences
of their prospective actions and they plan courses of action which are likely to produce the
desired outcomes (Bandura, 1989). Hence, students with high levels of ESE beliefs are more
likely to pursue start-up goals and persist with their entrepreneurial journey than those with
lower ESE levels (Bandura, 1989). When a student has strong beliefs in his/her capabilities to
startup, they are likely to utilise and allocate resources to startup a business venture
(Drnovšek et al., 2010). Furthermore, higher levels of ESE beliefs can enable students to
recognise opportunities and likely to undertake more risks to pursue opportunities (Krueger
& Dickson, 1994). Students with high ESE have higher degrees of belief that they have the
necessary competencies to launch a new venture (Wilson et al., 2007). Therefore, consistent
with the previous research and intention models (TPB, Shapero’s entrepreneurial event
model, social cognitive theory), results of this study confirmed that higher the ESE of
students, stronger their entrepreneurial intentions.
5.3 Construct of ESE: Mediating role of ESE
The SEM model confirmed the mediating effect of ESE between entrepreneurial
infrastructure and entrepreneurial intentions. Results show that entrepreneurial infrastructure
has an indirect effect on entrepreneurial intentions through ESE. The direct effect of
entrepreneurial infrastructure on entrepreneurial intention was found to be insignificant. This
result highlights that situational or personal factors are poor predictors of entrepreneurial
intention and such factors have an indirect influence on intentions through influencing key
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attitudes and beliefs such as ESE to startup, emphasising the significance of intention models
(Krueger et al.,2000; Boyd & Vozikis, 1994).
This

study’s

findings

demonstrate

that

entrepreneurial

support

initiatives

(infrastructure) influence the ESE of university students in South India, which in turn predicts
their entrepreneurial intention. The previous literature supports this mediating nature of ESE,
where entrepreneurial support initiatives, such as mentoring, the influence of role models,
and so on, constitute the entrepreneurial infrastructure within a university ecosystem and
have an indirect effect on entrepreneurial intentions through ESE. Yang et al. (2017)
demonstrated evidence for the mediating role of ESE between role models and the
entrepreneurial motivation of Korean university students. Baluku et al. (2019) found that
mentoring impacts entrepreneurial intentions through ESE on students from Germany and
South Africa. The findings of this study are in line with Zhao et al. (2005), who found ESE
had a mediating effect between the perceptions of learning and entrepreneurial intentions. A
similar pattern of results was obtained by Saeed et al. (2013). They found that ESE acted as a
mediator between entrepreneurial support within universities, such as educational support
(conferences/workshops, internships, etc.), concept development support (motivating
students, creating awareness about entrepreneurship as a career choice, etc.), business
development support (financial support) at universities, and entrepreneurial intention. The
second objective of this study was to examine the central role of ESE in explaining the
relationship between the university ecosystem and entrepreneurial intention, which is
achieved.
After examining the mediating role of ESE, this thesis emphasises the significant role
of ESE as a predictor of entrepreneurial intentions. Consistent with the previous research, this
thesis suggests that entrepreneurial support initiatives or entrepreneurial infrastructure within
a UBEE can act as sources of ESE through enactive mastery, observational learning and
social persuasion (Yang et al., 2017; Baluku et al., 2019; Saeed et al., 2013; Austin & Nauta,
2016; St-Jean & Mathieu, 2015; Zhao et al., 2005; BarNir et al., 2011). ESE is a task-specific
construct that involves an individual's assessment of confident beliefs about personal and
environmental constraints and possibilities of starting a new venture (Boyd & Vozikis, 1994;
Bandura, 1989; Drnovšek et al., 2010), which implies that ESE levels of university students
would reflect the constraints and opportunities within a UBEE for starting a venture.
Findings of the current study highlight the significance of entrepreneurial support
initiatives within a UBEE which would enhance the knowledge, skills and beliefs of students
on their capabilities to start-up a new venture (ESE). Entrepreneurial support initiatives, such
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as mentoring and entrepreneurial guest speaker series, might positively influence the
opportunity recognition self-efficacy of university students (Baluku et al., 2019). Networking
events such as pitching competitions can enhance the interpersonal and networking skills as
well as improve the relationship self-efficacy of students.
These findings may have implications in terms of a variety of learning experiences
that can significantly enhance ESE beliefs of students, as they affect their opportunity
recognition, perseverance while encountering failures and obstacles, resilience to adverse
conditions as well as how they carry out important tasks in their entrepreneurial journey
(Malebana, 2014; Krueger & Dickson, 1994).
To summarise, the current study illustrates that entrepreneurial infrastructure in a
UBEE has no direct effect on entrepreneurial intentions, but a significant indirect effect on
intentions through ESE. Therefore, a robust entrepreneurial infrastructure within a UBEE
would strengthen the beliefs of ESE among students, which would influence their intentions
to start up a new venture. Similarly, an unsupportive infrastructure could affect the selfefficacy beliefs of students, hindering their intentions to startup. The final objective to
understand if entrepreneurial infrastructure contributes to entrepreneurial intentions was
partially achieved. Indeed, results indicate that entrepreneurial infrastructure contributes to
entrepreneurial intentions through influencing the ESE beliefs of students.
5.4 Conclusion
The purpose of this study was to investigate to what extent the entrepreneurial
infrastructure in a university-based entrepreneurial ecosystem impacts the entrepreneurial
intentions by influencing the entrepreneurial self-efficacy of university students in South
India.
A comprehensive review of literature in this thesis found that there is a dearth of
research in investigating the impact of entrepreneurial support initiatives in a UBEE on
entrepreneurial intentions, specifically in the context of an emerging economy as India.
Although few scholars found that the university environment had a positive influence on
entrepreneurial intentions (Luthje & Franke, 2004; Turker & Selcuk, 2009; Iakovleva et al.
2014), there was a lack of significant research focusing on the underlying cognitive factors
that play a significant role in predicting entrepreneurial intentions. This study attempted to
overcome these shortcomings of literature by investigating the extent to which
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entrepreneurial infrastructure within a UBEE impacts ESE, which in turn predicts the
entrepreneurial intention of university students.
Data was analysed using structural equation modelling. While conducting the
confirmatory factor analysis, the constructs of cognitive and organisational infrastructure
were combined to a single construct of entrepreneurial infrastructure to address the issues
related to poor discriminant validity. The final structural model indicated a good fit, which
demonstrated evidence for the mediating role of entrepreneurial self-efficacy between
entrepreneurial infrastructure and entrepreneurial intentions. Results of the analysis found
support for both hypotheses (H1 and H2). Entrepreneurial infrastructure had an indirect effect
on entrepreneurial intentions through ESE.
The central premise of this research is that the entrepreneurial infrastructure within a
UBEE can help students develop their ESE beliefs, competencies, knowledge and resources
to launch new ventures. This premise is supported by the findings of this study.
Entrepreneurial infrastructure in a UBEE (both cognitive and organisational) enhances
entrepreneurial thinking, encourages their students to start up new ventures by influencing
their opportunity recognition skills, innovation and product development skills, interpersonal
and networking skills, skills related to procurement and allocation of critical resources. A
supportive UBEE can elevate the levels of ESE in students through initiatives such as
mentoring and advisory services for potential entrepreneurs, guest entrepreneur talk series,
conferences, workshops, business plan competitions, hackathons and Bootcamps.
Furthermore, the study found empirical support for entrepreneurial infrastructure in UBEEs,
such as motivating students to start up new ventures, creating awareness of entrepreneurship
as a career choice, providing a creative atmosphere for potential entrepreneurs to think
entrepreneurially and come up with new ideas, mentoring and, particularly, entrepreneurial
guest speaker talks (role models) and entrepreneurship development clubs. This study
reinforces the significance of entrepreneurial support infrastructure within a UBEE in
creating entrepreneurial mindsets and entrepreneurship activities within the campus.
These findings are relevant, particularly for an emerging nation like India, where both
central and state governments are making efforts to encourage and foster entrepreneurial
activities by launching schemes and policies favourable for start-ups and entrepreneurs.
Further, the current study investigated the type of entrepreneurial support initiatives students
perceived to be helpful for them to enhance their efficacy beliefs and to launch new ventures.
Another interesting finding that emerged was that few students perceived their
entrepreneurial infrastructure to be poor and desired more specific supports, such as
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entrepreneurial guest speaker series, concept-specific workshops and internships. Further,
several students complained about the academic workload, due to which they were unable to
participate in such support initiatives. These two findings are interesting to note, as state
governments and universities are trying to develop and implement entrepreneurial support
initiatives to foster entrepreneurial activities among students. These findings have significant
policy implications, which are discussed in the following sections. These finding suggests
caution as universities design and develop a mix of entrepreneurial support initiatives to
constitute an entrepreneurial infrastructure. To sum up, entrepreneurial infrastructure
represents a critical component of the UBEE. The conclusion is to create an entrepreneurial
infrastructure that would encourage entrepreneurial thinking and the intentions of students to
start up, leading to a strong and healthy UBEE, which in turn contributes to regional and
national economic activities.
5.5 Implications
This section discusses the theoretical implications and contributions, and the
practical implications based on the findings of this study.
5.5.1 Theoretical implications and contributions
1) The present study provides insights into the emerging stream of literature on UBEEs
as it shows evidence that entrepreneurial infrastructure with a UBEE can affect the
ESE beliefs and help to predict the intentions of university students within a
developing country to start up new ventures. Entrepreneurial infrastructure in this
study is a concept that constitutes the various cognitive and organisational
entrepreneurial support initiatives at the university ecosystem that can strengthen the
ESE beliefs and the entrepreneurial intentions of students. This study emphasises the
significant role of entrepreneurial infrastructure in creating awareness of
entrepreneurship as a career choice among students and fostering entrepreneurial
activities among students. Furthermore, this study also attempted to understand the
elements of entrepreneurial infrastructure based on the perceptions. The current study
confirms that investigating elements of UBEE will help entrepreneurship researchers
to gain understanding of how UBEE can influence students to create new ventures.
2) This study provided evidence for the significance of ESE in predicting entrepreneurial
intentions in the context of a university ecosystem and there was evidence
demonstrating that ESE beliefs of university students play a central role in explaining
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the influence of entrepreneurial support initiatives on entrepreneurial intentions in
South India. This implies that entrepreneurial support initiatives within university
ecosystems enhance students’ beliefs in their capabilities when it comes to
opportunity recognition skills, innovation and product development skills, and
interpersonal and networking skills particularly in relation to procurement and
allocation of critical resources. There is a dearth of research on specific dimensions of
ESE and the ways in which these specific ESE dimensions of students can be
improved to encourage them to create new ventures. Findings from the current study
provide some preliminary evidence on how ESE can play a central role in
understanding the relationship between UBEE and entrepreneurial intentions by
studying the underlying dimensions of ESE. These specific dimensions should be
further researched to explore how levels of ESE beliefs in students can be improved.
3) The present study found that students perceived entrepreneurship development clubs
to be the most influential entrepreneurial support initiative that would enhance their
ESE beliefs, followed by entrepreneurial guest speaker series, Bootcamps and
hackathons. This study also sheds light on the kind of entrepreneurial support
initiatives students desired from their universities. This study contributes to the UBEE
literature and entrepreneurship cognition literature by holistically examining the
various entrepreneurial support initiatives and their influence on entrepreneurial
intentions of university students. The current study is one of the few to establish a link
between entrepreneurial infrastructure and EI, specifically using an ecosystem
approach in the context of a developing country.
4) The study found that entrepreneurial infrastructure in a university-based
entrepreneurial ecosystem has no direct effect on entrepreneurial intentions, but a
significant indirect effect on intentions through ESE, which acts as a mediator. The
results of this study confirm that contextual factors are poor predictors of
entrepreneurial intentions and indirectly affect entrepreneurial intentions through
influencing the beliefs on their self-efficacy.
5.5.2 Practical implications
From a policy perspective, implications can be drawn for policymakers as they allocate
resources and formulate policies for higher education institutes. The results reported in this
study have direct implications for entrepreneurship educators, universities and public
policymakers responsible for developing and supporting the entrepreneurial ecosystem.
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1) Along with the premier institutes in India, such as the Indian Institute of Technology
(IITs), National Institutes of Technology (NIT) and Indian Institute of Management
(IIM), government policymakers should focus on the educational institutes from Tier
2 and Tier 3 cities. This study focused on the institutes from Tier 2 and Tier 3 cities
and found that 67.5% of students had intentions to start up new ventures.
2) Entrepreneurship

educators

should

focus

on

co-curricular

activities

and

entrepreneurial support initiatives rather than a curriculum-based entrepreneurship
education. The majority of the institutes in South India, which offer an
entrepreneurship-based curriculum as an elective, are business schools. As implied by
the results, students enrolled in different educational courses, such as science and
engineering, arts and humanities, should be offered entrepreneurship support
initiatives and curriculum.
3) A better understanding of supportive factors and the infrastructure of UBEEs will
help university administrators and management in designing supportive infrastructure
that fosters entrepreneurial intentions and activities among students. Results of this
study sheds light on the type of entrepreneurial support students perceived would
contribute to new venture creation process. Hence, such entrepreneurial support
initiatives could be introduced in their university ecosystem, which would contribute
in creating more student entrepreneurs.Further, results include the perceptions of
students on how to improve the existing entrepreneurial support initiatives, which is
highly beneficial for university administrators and managers. This would help
managers to improve the outcomes of such entrepreneurial support initiatives.

4) Entrepreneurial infrastructure within a UBEE can have a substantive impact on the
perceptions of students about their abilities to startup new ventures. However, it can
be derived from the perceptions of a few students that universities’ entrepreneurial
infrastructure is designed to focus on the output of new venture creation and the
number of start-ups created. Entrepreneurial infrastructure within a UBEE should be
designed and developed based on enhancing the cognitive abilities of students as
entrepreneurs. This would lead to a higher ESE in students, which would help them
cope with challenging and difficult situations, goal attainment and would help them
persist throughout their entrepreneurial journey.
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5.6 Limitations of the study
Although this study contributes significantly to the area of UBEE, it contains the
following limitations.
1) The sample size used for this study was 314, which is one of the limitations of this
study. However, the purpose of this thesis was to undertake an exploratory study
of the university-based entrepreneurial ecosystems in South India. Future research
should aim to collect data from a larger sample size.
2) The current study used a cross-sectional design to study the entrepreneurial
intentions among students. However, the respondents were final year engineering
students who must choose a career option on their graduation. Entrepreneurial
intentions are likely to change or evolve over time. Therefore, a longitudinal study
might shed more insights on intentions over time.
3) The current study did not consider all the potential elements of a UBEE such as
leadership and administration, staff and so on. The scope of this study was limited
to entrepreneurial infrastructure within a UBEE.
4) The data was collected utilising an online survey, which was sent to the faculty
coordinators of the participating institutes. The faculty coordinators then sent this
survey link to the final year engineering students. Results found that females were
underrepresented in the study (36.3%). This could have happened as a result of
there being fewer females opting to fill out the survey (as it was voluntary), or
because these institutes had proportionately fewer female students. In support of
this argument, research shows that within various engineering courses in South
India, 35.5% of students were female and 64.5% were male during the period of
2015–2016 (AICTE, 2017).They would be currently graduating during the year of
this sample study. Future research should ensure that females are equally
represented in the study.
5.7 Suggestions for future research
Considering the limitations of the current study, this section suggests a few areas for further
research. This study investigated the impact of entrepreneurial infrastructure within a UBEE
on entrepreneurial intentions of university students in South India.
1) The current study adopted a quantitative research design. Future research should
examine other elements of a university-based entrepreneurial ecosystem along with
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entrepreneurial infrastructure, using an ecosystem approach. A qualitative research
design could be adopted and data could be collected using mixed methods, which
might lead to ground-breaking theories and insights.

2) Another suggestion for future research to overcome limitation would be to conduct a
longitudinal study that might help in measuring the change in students’ perceptions
towards their university ecosystem, entrepreneurial self-efficacy beliefs and intentions
to start up a new venture over time as they move through their careers.
3) The present study is limited to engineering students. Future research could be
conducted with students from various educational courses, such as business, science,
mathematics, accounting and the humanities. A heterogeneous sample would provide
more insights on the self-efficacy beliefs and entrepreneurial intentions of students, as
previous research has been focusing more on business and technology students.
5.8 Recommendations
This section includes recommendations for universities and policymakers based on
the findings of this study and the review of the literature included in this thesis.

1) Student internships at start-ups were one of the support initiatives that the respondents
mentioned they were lacking from their universities. Based on the results and
evidence from literature, internships enabled by entrepreneurial businesses would
help students to build beliefs of ESE and develop entrepreneurial intentions (Yi, 2018;
Bignotti &Botha, 2016). Universities should include entrepreneurial internships at
start-ups for students.
2) While designing university support programs, the primary outcome should be the
development and strengthening of cognitive beliefs, abilities and competencies rather
than the number of start-ups created. The focus of universities should be on creating
job-creators or potential entrepreneurs.
3) Universities that are committed to building a strong and robust UBEE should
regularly develop, review, and update new entrepreneurial support initiatives at
universities.
4) Universities should help students to strike a balance between the curriculum and
entrepreneurial support activities. Although students find the entrepreneurial support
initiatives at universities to be beneficial, this study found students complaining of the
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workload that inhibits their ability to participate in entrepreneurial activities.
Universities should formulate strategies to teach entrepreneurship along with the
curriculum, which would enable students to incorporate entrepreneurial activities with
their academic workload. For example, universities could offer academic credit points
for participating in entrepreneurial support initiatives. This would help students to
develop their interest in participating in such initiatives, which would enable them to
choose entrepreneurship as a career choice. Such initiatives would help in creating
more job-creators than jobseekers.
5) State government policies and schemes that enable start-ups should target institutes
from Tier 2 and 3 cities, for instance, by: a) setting up organisational infrastructures
such as incubators, accelerators, science and technology entrepreneurship parks, b)
implementing entrepreneurial skill development and awareness programs, and c)
providing financial aid for setting up entrepreneurial support infrastructure.
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Appendix
A.1 Residual variances of CI and OI
Variances:
Error variances
CI1

0.423

CI2

0.368

CI3

0.448

CI4

0.368

CI5

0.388

CI6

0.484

OI1

0.465

OI2

0.363

OI3

0.431

OI4

0.336

OI5

0.345

CI

1

OI

1

A.2 Within-construct error covariance of CI and OI
Covariances:
Estimate Standard Error z-value P(>|z|) Error covariance
CI2-CI4

-0.047

0.022

-2.161

0.03

-0.152

OI2-OI5

-0.066

0.024

-2.728

0.01

-0.2

A.3 Residual variances of SE and ENT_INFRA
Variances:
Error variances
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SE1

0.616

SE2

0.715

SE3

0.59

SE4

0.49

SE5

0.657

SE6

0.642

SE8

0.641

CI1

0.453

CI2

0.404

CI3

0.465

CI4

0.425

CI5

0.408

CI6

0.483

OI1

0.493

OI2

0.428

OI3

0.437

OI4

0.381

OI5

0.394

SE

1

ENT_INFRA

1

A.4 Within-construct error covariance of SE and ENT_INFRA
Covariances:
Estimate Standard Error z-value P(>|z|) Error covariance
CI2-CI4

-0.008

0.022

-0.345

0.730

-0.022

OI2-OI5

-0.013

0.025

-0.508

0.611

-0.033

A.5 Residual variances of SE, ENT_INFRA and EI
Variances:
Estimate Standard Error z-value P(>|z|) Std.all
SE1

0.306

0.029
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10.56

0.00

0.602

SE2

0.333

0.03

11.228

0.00

0.708

SE3

0.29

0.03

9.827

0.00

0.562

SE4

0.306

0.031

9.833

0.00

0.534

SE5

0.342

0.031

10.994

0.00

0.703

SE6

0.336

0.033

10.148

0.00

0.603

SE8

0.405

0.037

10.901

0.00

0.651

CI1

0.371

0.033

11.304

0.00

0.454

CI2

0.327

0.03

10.948

0.00

0.404

CI3

0.342

0.03

11.35

0.00

0.465

CI4

0.362

0.033

11.048

0.00

0.425

CI5

0.414

0.037

11.094

0.00

0.407

CI6

0.345

0.03

11.416

0.00

0.483

OI1

0.566

0.049

11.453

0.00

0.493

OI2

0.402

0.036

11.054

0.00

0.428

OI3

0.367

0.033

11.234

0.00

0.437

OI4

0.333

0.03

10.954

0.00

0.381

OI5

0.37

0.034

10.885

0.00

0.394

Cnsdr_Strtng_F
SE

0
0.202

0
0.036
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5.593

0.00

1

A6. Within-construct error covariance of SE, ENT_INFRA and EI
Covariances:
Estimate Standard Error z-value P(>|z|) Error covariance
SE4-SE5

0.045

0.023

1.964

0.050

0.138

SE3-SE6

-0.031

0.022

-1.393

0.164

0.100

CI2-CI4

-0.008

0.022

-0.345

0.730

-0.022

OI2-OI5

-0.013

0.025

-0.508

0.611

-0.033

B. Survey Instrument

Participant Information Sheet

Dear student,

The research project investigates the impact of cognitive and organisational support provided
by the university on entrepreneurial intentions of students in South India. The purpose of this
project is to understand the perceptions of students on the support of universities and the
impact of this on their entrepreneurial intentions. Findings of this research would enable
universities andpolicymakersto analyse and improve their support to potential entrepreneurs.

This project is being conducted by Deepa Subhadrammal and it will form the basis for the
degree of Master of Philosophy at The University of Notre Dame Australia, under the
supervision

ofDr.Alessandro

Bressan

and

Prof.

Helene

de-Burgh-Woodman.

This study involves completing a questionnaire which has closed( and open-ended) questions
and participants are required to indicate their agreement on the sentences given in the
questionnaire. The options include strongly agree, agree, neither agree nor disagree, disagree
and strongly disagree. Participants are required to click on the box corresponding to their
answers.

This survey would require approximately 8-10 minutes to complete the survey.
There are no foreseeable risks in you participating in this research project.

146

This study would enable universities to analyse and improve their support to potential
entrepreneurs. Findings of this research would enable policymakers to formulate and
implement

specific

tools

to

foster

potential

entrepreneurs.

Participation in this study is completely voluntary. You cannot withdraw after submitting the
survey/questionnaire. Surveys are non-identifiable.

Information gathered will be held in strict confidence. This confidence will only be broken if
required by law.

Once the study is completed, the data collected will be stored securely in the School of
Business at The University of Notre Dame Australia for at least a period of five years. The
results of the study will be published as a thesis and in the form of journal articles.
If you have any questions about this project please feel free to contact either me,
deepa.subhadrammal1@my.nd.edu.au or my supervisor alessandro.bressan@nd.edu.au. My
supervisor and I are happy to discuss with you any concerns you may have about this study.

The study has been approved by the Human Research Ethics Committee at The University of
Notre Dame Australia (approval number: 018095S). If you have a concern or complaint
regarding the ethical conduct of this research project and would like to speak to an
independent person, please contact Notre Dame’s Ethics Officer at (+61 8) 9433 0943 or
research@nd.edu.au. Any complaint or concern will be treated in confidence and fully
investigated. You will be informed of the outcome.

Thank you for your time.

Yours sincerely,
Deepa Subhadrammal & Dr Alessandro Bressan
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PART A: Basic information

Age:

Less than 18 

18-20 

21-23 

24-26 

More than 26 

Gender

:

 Male

Educational level

:

 Undergraduate  Postgraduate

Previous work experience:

University/ Institute

 Female

 Yes  No

:

Stream of Engineering: Computer Science/IT  Electronics & Electrical  Mechanical 
Other ________
Part B: This section consists of statements that deals with your beliefs on self-efficacy
and intentions to start a new venture.
Please indicate your level of agreement with following statement with tick mark (√) in
relevant box.

Have you ever seriously considered starting your own firm:

Entrepreneurial self-efficacy
dimensions

Strongly
Agree

 Yes  No

Neither
Agree

Agree nor

Disagree

Disagree

5

4

1) I can see new market
opportunities for new
products and services.
2) I can discover new ways to
improve existing products.
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3

2

Strongly
Disagree
1

3) I can identify new areas for
potential growth.
4) I can design products that
solve current problems.
5) I can create products that
fulfill customers’ needs.
6) I can form partner or
alliance relationship with
others.
7) I can develop and maintain
favorable relationships with
potential investors.
8) I can identify potential
sources of funding for
investment.
9) I can work productively
under continuous stress,
pressure and conflict.
10) I can persist in the face of
adversity.

Part C: About your perception of the University Based Entrepreneurial Ecosystem
This section consists of statements that deals with cognitive and organizational
entrepreneurial support mechanisms in your university. Please indicate your level of
agreement with following statement with tick mark (√) in relevant box.

My University

Neither
Strongly
Agree

Agree

Agree
nor

Disagree

Strongly
Disagree

Disagree
5

4
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3

2

1

1) …arranges for mentoring
and advisory services for
would-be entrepreneurs.
2) …provides

creative

atmosphere to develop ideas
for new business start-ups.
3) …invites

successful

entrepreneurs

for

experience-sharing.
4) …creates

awareness

entrepreneurship

as

of
a

possible career choice.
5) …motivates students to start
a new business.
6) …arranges conferences and
workshops

on

entrepreneurship.

7) …provides students with the
financial means needed to
start a new business.
8) …has

well

equipped

incubator which provides
support to university start-up
firms.
9) …has an Entrepreneurship
Development

Club/Cell

which organizes events and
programmes

to

promote

entrepreneurship

among

students.
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10) …organizes business plan
competitions

and

case

teaching for entrepreneurs.

11) …helps students to build
required network for starting
a firm

The entrepreneurial support initiative within your university ecosystem that you believe
can enhance your ability to successfully launch a new venture.
 Bootcamps
 Hackathons
 Business plan competitions
 Entrepreneur guest speaker series
 Others

If others, please specify

___________________________________________________________________________
___________________________________________________________________________
___________________________________________________________________________
___________________________________________________________________________
___________________________________________________________________________
___________________________________________________________________________
___________________________________________________________________________
___________________________________________________________________________
______________________________

Thank you for your valuable time!!
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C. Ethics Approval
24 July 2018
Dr Alessandro Bressan & Deepa Subhadrammal
School of Business
The University of Notre Dame Australia
PO Box 944
Broadway NSW 2007

Dear Alessandro and Deepa,
Reference Number: 018095S
Project Title: “University-based entrepreneurial ecosystems and entrepreneurial
intentions: Evidence from India.”
Thank you for submitting the above project for Low Risk ethical review. Your application
has been reviewed by a subcommittee of the University of Notre Dame Human Research
Ethics Committee (HREC) in accordance with the National Statement on Ethical Conduct in
Human Research (2007, updated May 2015). I advise that approval has been granted
conditional on the following issues being addressed:
•

When collecting the paper questionnaires, will it be obvious who has and who
has not participated. When distributing the questionnaires, ensure that all
students in the class receive one. Then students can simply hand the non-
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complete or complete version back and there will be no coercion to complete
it. Include this information in the Participant Information Sheet.
•

Researchers to provide copies of letters of support / permission from the
appropriate person from each University in order to recruit their university
students for this project.

•

Researchers to correct all typographical and grammatical errors in the email
to faculty and the Participant Information Sheet.

Please send your response addressing each of the issues as listed above, including supporting
information where applicable, to me at Natalie.Giles@nd.edu.au by 4 September 2018.
Failure to respond and/or communicate by this time could result in a suspension of the ethical
review of the project.

Yours sincerely,
Dr Natalie Giles
Research Ethics Officer
Research Office

153

154

