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Übersicht: In dieser Arbeit werden zwei Prinzipien zur Aufstellung von Iterations. 
verfahren zur Lösung elastostatischer Probleme aufgestellt. Beide Prinzipien beruhen auf 
dem Ersatz des vorgelegten Problems in einem vorgegebenen Realkörper durch ein ab. 
geändertes Problem in einem mathematisch einfacher zu behandelnden Grundkörper. Lnd 
zwar wird beim Prinzip der sukzessiven Belastung der l'nterschied zwischen Realkörper 
und Grundkörper durch zusätzliche Kräfte, beim Prinzip der sukzessiven Yerspannung 
durch zusätzliche Eigenspannungsquellen ausgeglichen. In beiden Fällen können die zu. 
sätzlichen Kräftebelebungen bzw. Eigenspannungsquellen iterativ angenähert werden; 
dadurch wird die Lösung des vorgelegten Problems im Realkörper auf eine Folge von 
Problemen in dem einfacheren Grundkörper zurückgeführt. Bei der Anwendung auf Rand. 
wertprobleme unterscheiden sich Realkörper und Grundkörper durch ihre Begrenzungen, 
bei der Anwendung auf Nichthomogenitätsprobleme durch ihre elastischen Eigenschaften. 
In § 1 erläutern wir beide Prinzipien zunächst an ebenen Randwertproblemen. Da die 
praktische Anwendbarkeit von den Eigenschaften der nach diesen Prinzipien konstruierten 
Operatoren abhängt, wird in § 2 eine elementare Einführung in die Theorie der reellen 
Hilbertschen Räume gegeben, und es werden die in diesem Zusammenhang wichtigsten 
Sätze über symmetrische Operatoren angegeben. In ~ 3 werden - unter gleichzeitiger 
Anwendung auf Nichthomogenitätsprobleme - die Ergebnisse von § 2 auf den Hilbert· 
Raum der elastischen Zustände übertragen, ohne zunächst auf Einzelheiten der nume· 
rischen oder halbnumerischen Durchführung einzugehen. Dies geschieht in ~ 4 am Beispiel 
eines nach dem Prinzip der sukzessiven Belastung aufgestellten Iterationsverfahrens zur 
Lösung des Randwertproblems der belasteten Scheibe, welches bis zu den wichtigsten 
Einzelheiten der numerischen Durchführung diskutiert wird. In § 5 schließlich werden 
:\Iethoden zur Beschleunigung der Konvergenz besprochen und das "erfahren von § 4 
mit anderen numerischen oder halbnumerischen Yerfahren verglichen. 
Ein praktisch wichtiges Ergebnis folgt aus dem Vergleich des Verfahrens von § 4, einer 
Integralgleichungsmethode mit dem Rand als Integrationsgebiet, mit anderen Verfahren, 
welche mit diskreten Gitterpunkten im Inneren des ebenen Körpers arbeiten. Es ist 
bekannt, daß im zweiten Falle die finiten Gleichungssysteme mit wachsender Zahl der 
Gitterpunkte immer schlechter bestimmt werden. D. h., das Verhältnis des größten zum 
kleinsten Eigenwert der finiten Ersatzmatrix wird immer größer, was sich in 8t~igcnder 
Anfälligkeit gegen Rundungsfehler äußert. Bei dem Verfahren von § 4 dagegen streht 
das Spektrum der finiten Ersatzmatrix bei feinerer Unterteilung des Integrationsgebiet~ 
gegen das Spektrum eines beschränkten symmetrischen Operators, dessen größter Eigen· 
wert in praktisch sinnvollen Fällen ein relativ kleines Vielfaches des kleinsten Eigenwertes 
ist. Da sich die Integralgleichungsmethode bequem den verschiedensten Berekhsformen 
anpassen läßt, erscheint die Methode von § 4 als ein sehr genaues und vielseitig anwend· 
bares Verfahren. 
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Summary: Tu·o principles for setting up iteration proeedures for solving probleIns in linear 
elastostatics will be established in this paper. Both prineiples rest upon replacing the problem 
posed in a given real body by a changed problem in a basic body that can be treated more 
simply mathematically. The difference belu·een the real body and the basic body is being 
compensated for by additional forces after the principle of successive loading, and by additional 
sources 01 internal stress after the principle of 8uccessive distortion. In both cases the additional 
distributions of forces resp. sourees 01 internal stress may be approximated by iteration; 
thereby the solution of the problem posed in the real body is being redueed to a sequence 01 
problems in the simpler basic body. On application to boundary value problems, real body 
and basic body will diller by their boundaries, on applieation to non-homogeneity problems, 
they will differ by their elastie properties. 
In § 1, u·e will explain both prineiples beforehand on plane boundary value problems. As 
the practieal applicability depends on the properties 01 the operators eonstrueted alter those 
principles, there will be given in § 2 an elementary introduetion into the theory 01 the real 
Hilbert space, and the theorems most important in this eonneetion about symmetrie operators 
will be stated. In § 3 these results will be transferred - under simultaneous application to 
non-homogeneity problems - to the Hilbert spaee of elastie atates, without referring to details 
of numericalor half-numerical performance. This will be done in § 4 lor the example of an 
iteration procedure established after the prineiple of successive loading for the boundary value 
problem 01 the plate loaded in its plane, where the discussion includes the most important 
features 01 numerieal caleulation. In § 5, finally, methods for improving convergence will 
be diseussed, and the method of § 4 will be compared with other numerical and hall-numerical 
proeedures. 
A praetically important result lollows Irom comparison of the procedure 01 § 4, an integral 
equation method with the baundary as integration domain, with other proeedures that u:ork 
with discrete mesh points in the interior 0/ the plane body. 1t is weil known that in the latter 
case the condition 01 the linite systems 01 linear equations beeomes u:orse with growing number 
0/ mcsh points. That is, the ratio 01 the greatest to the smallest eigenvalue 01 the linite matrix 
replacing the operator beeomes bigger and bigger, which results in a growing sensitivity against 
raund·off errors. For the procedure 01 § 4, on the other hand, the spectrum of the finite matrix 
tends with liner sub-division 01 the integration domain against the spectrum of a bounded 
symmetrie operator, whose greatest eigenvalue is a comparatively small multiple 01 the smallest 
one in practical cases. As the method 01 integral equations may be adapted easily to a great 
variety 0/ domains, the proeedure 01 § 4 appears to be rather aceurate and many-sided in 
applicatilins. 
§ 1. Einige Prinzipien zur Aufstellung von Iterationsverfahren 
in der Elastostatik 
1.1 Allgemeines 
Es ist bekannt, daß die Lösung der Randwertaufgaben der linearen Elasto-
statik bereits für einen beliebig geformten, homogenen und isotropen Körper 
zu den seh wierigsten Problemen der angewandten Mathematik gehört; nur für 
wenige einfache Oberflächenformen lassen sich geschlossene, durch Quadra-
turen oder einfache Reihenentwicklungen darstellbare Lösungen angeben 
[1-11]. Noch größer werden die Schwierigkeiten bei nicht-homogenen und 
anisotropen Körpern [12-22); hier ist der Kreis der bisher gelösten Probleme 
noch stärker eingeschränkt. 
Andererseits bringen es die steigenden Anforderungen an die Werkstoffaus-
nutzung mit sich, daß in zunehmendem Maße genügend genaue und zuver-
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lässige numerische Lösungen verlangt werden für Körper, deren Gestalt wesent-
lich von den relativ leicht zu behandelnden einfachen Formen abweicht oder 
deren Material auch nicht mehr in grober Näherung als homogen und is'otrop 
bezeichnet werden kann. In ähnlicher Weise steigen auch die Anforderungen 
der Werkstoffphysik an die Elastizitätstheorie, obwohl es sich hier meist nicht 
um Randwertprobleme, sondern um Eigenspannungs- und Nichthomogenitäts-
probleme in unendlichen Medien handelt [8,16,19,24-28]; hier sind indessen 
meist keine numerischen Lösungen für einen Einzelfall, sondern Näherungs-
funktionen eines Parameters des Problems erwünscht, falls eine genügend ein-
fache geschlossene Lösung nicht gefunden werden kann*). 
Eine für technische Zwecke vielfach brauchbare Methode ist das Differenzen-
verfahren, d. h. der Ersatz der Differentialgleichungen durch Differenzen-
gleichungen [2, 18, 29, 30]. Zur Erzielung einer ausreichenden Genauigkeit 
erfordern diese Methoden allerdings meist eine sehr große Anzahl von Gitter-
punkten, und die Einbeziehung der Randbedingungen kann sehr schwierig 
werden, besonders wenn die Körperform schlecht in das Gitternetz einzupassen 
ist. Eine andere Möglichkeit, zu einem finiten Gleichungssystem in einem 
Gitternetz zu gelangen, bieten die direkten Methoden der Variationsrechnung 
[31,32]. Auch weitergehende Aussagen der Funktionalanalysis wurden in Ver-
bindung mit einem finiten Gleichungssystem für diskrete Gitterpunkte ange-
wendet [33]. 
Bei einer anderen Gruppe von Verfahren wird die Lösung für den ganzen 
Körper in Form von Funktionenreihen angegeben; bei Randwertproblemen in 
homogenen Körpern führt hier die direkte Lösung des zugehörigen VariatioWl-
problems auf die Verfahren von Ritz und Treff tz [2). Besonders bemerkenswert 
ist die Orthogonal-Ent,wicklung nach Bergman [36-39], bei der für jede Körper-
form ein vollständiges System von - in einem mit Hilfe der elastischen Energie 
definierten Sinne - orthogonalen Funktionen durch einen Gram-8chmidl-
Prozeß bestimmt wird. Praktisch wird jeweils eine begrenzte Anzahl dieser 
Funktionen aus den Orthogonalitätsbedingungen in einer endlichen Anzahl 
von Randpunkten näherungsweise numerisch berechnet. Verallgemeinerungen 
finden sich bei Prager, Synge, Diaz,Greenberg, Weinstein [33-35, 3i, 123-125]. 
Eng verwandt mit den Reihenentwicklungen sind die Iterationsverfahren ; sie 
lassen sich - falls man nicht in der für numerische Zwecke günstigeren ,.auf-
summierten" Form rechnet - auffassen als eine Reihenentwicklung, bei der 
die einzelnen Reihenglieder durch einen Iterationsprozeß auseinander heryOf-
gehen. Zur Aufstellung derartiger Iterationsverfahren kommen vor allem zwei 
Methoden in Frage. Die eine ist mehr mathematischer Xatur und geht aus von 
einer Formulierung des Randwertproblems als Integralgleichungssystem [2,3, 
5, 40-46]; ausgehend von diesen Integralgleichungen kann man dann übpr dip 
Seumannsche Reihe oder den Schwarzsehen Algorithmus zu IterationsverfahreIl 
gelangen [2, 3, 40, 44]. 
Der andere Weg geht von mechanischen Überlegungen aus. Hier mlwht man 
sich ein fertig ausgebildetes Lösungsverfahren in einem einfach gestalteteIl 
"Grundkörper" zunutze und sucht die Lösung('n im vorgelegtcn.,Realkörpcr" 
*) V gl. z. B. [25], wo die Abhängigkeit der elastischen Energie von der Aufspaltung einer 
Versetzung in einem unendlichen, homogenen und anisotropen ~[edium benötigt wird. 
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durch eine Reihe von Lösungen im Grundkörper auszudrücken. Die mathe-
matische Formulierung kann dabei zunächst offen bleiben; Babuska [47J be-
nutzt z. B. diesen Grundgedanken nicht zur Aufstellung eines Iterationsver-
fahrens, sondern zur Gewinnung einer funktionalen" Taylor-Entwicklung" für 
den Fall, daß Realkörper und Grundkörper nicht zu stark voneinander ab-
weichen. Andere Autoren [40,44,45,48,49] gelangen auf diesem Wege 
wiederum zu einem System von Integralgleichungen, deren Kernfunktionen 
vielfach, aber durchaus nicht immer, aus den singulären Lösungen des Diffe-
rentialgleichungssystems im unendlichen Medium gewonnen werden. 
Diese Verwendung des unendlichen Mediums mit seinen singulären Störungen 
[6,27,33,43,48,51,52,53] als Grundkörper ist im analogen Fall der Potential-
theorie längst bekannt und wird häufig zur Gewinnung numerischer Verfahren 
herangezogen [54-58]; der erste Versuch, diese Methoden auf die ebene Elasti-
zitätstheorie zu übertragen, stammt wohl von Miche und Weinel [49]. Aller-
dings ist das Miche- Weinelsche Verfahren in den Originalarbeiten noch nicht 
hinreichend begründet; in dieser Arbeit wird versucht, diese Begründung 
wenigstens teilweise nachzuholen und gleichzeitig den Problemkreis abzu-
grenzen, auf den dieses - mit der Einführung elektronischer Rechenmaschinen 
durchaus wieder aktuell gewordene - Verfahren anwendbar ist. HeMnyi [50] 
verwendet als Grundkörper für eine iterative Lösung von Randwertproblemen 
am unendlichen rechtwinkligen Keil die Halbebene ; sein Ergebnis stimmt mit 
dem etwa gleichzeitig von Necas ([3J, S. 316) auf mehr formalem Wege gewon-
nenen Resultat überein. Dieses Beispiel zeigt die enge Verwandtschaft des 
Schwarzsehen Algorithmus [3] mit dem "Prinzip der sukzessiven Belastung", 
wie es HeMnyi [50J verwendet und wie wir es unter der nächsten Ziffer all-
gemein formulieren werden. 
Wir werden uns in dieser Arbeit mit der Aufstellung von Iterationsverfahren 
auf Grund mechanischer Überlegungen beschäftigen; sie beruhen auf dem 
"Prinzip der sukzessiven Belastung", dem "Prinzip der sukzessiven Verspan-
nung" oder einer Kombination dieser beiden Prinzipien. Als Beispiel wird die 
randbelastete isotrope Scheibe besonders ausführlich behandelt. Es werden 
einige hinreichende und notwendige Konvergenzbedingungen aufgestellt und 
weiter Beziehungen zur Variationsrechnung, zur Bergmanschen Reihenent-
wicklung und zur Theorie symmetrischer bzw. symmetrisierbarer Operatoren 
im Hilbel't-Raum nachgewiesen. Diese Überlegungen sind auch für die prak-
tische Rechnung wichtig insofern, als sie die Übertragung bekannter Methoden 
zur Konvergenzbeschleunigung auf die vorliegenden Iterationsverfahren ge-
statten. Wir werden diese Überlegungen so weit als möglich unabhängig von 
der speziellen mathematischen Formulierung des Randwertproblems durch-
führen. Bei numerischen Lösungen tritt naturgemäß die Darstellung durch 
ein System von Inte~algleichungen in den Vordergrund; grundsätzlich gelten 
jedoch die meisten Überlegungen auch dann noch, wenn für die Lösung der 
einzelnen Hilfsprobleme im Grundkörper andere Verfahren als etwa die Inte-
gration mit Hilfe einer Greensehen Funktion herangezogen werden. Denn der 
Grundgedanke der hier beschriebenen Iterationsverfahren besteht darin, daß 
die Lösung des vorgelegten Problems im Realkörper auf die Lösung einer Reihe 
von Problemen in dem mathematisch einfacher zu behandelnden Grundkörper 
zurückgeführt wird. Dabei ist das Lösungsverfahren für die einzelnen Teil-
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probleme von sekundärer Bedeutung; die Wahl der Lösungsmet,hode ergibt 
sich von Fall zu Fall aus Zweckmäßigkeitsüberlegungen. Neben Integral-
darstellungen kommen hier vor allem geschlossene Lösungen oder genügend 
rasch konvergierende Reihen in Frage. 
Wir beschäftigen uns in dieser Arbeit grundsätzlich nur mit Problemen der 
linearen Elastostatik, setzen also eine lineare Spannungs-Dehnungs-Beziehung 
im Grundkörper und im Realkörper voraus und betrachten nur kleine Ver-
formungen. Eine Erweiterungsmöglichkeit auf nichtIineare Probleme ergibt 
sich aus der bereits von anderen Autoren vorgeschlagenen Armäherung eines 
nichtlinearen Problems durch eine Folge linearer Probleme [28, 83, 84]. Dieser 
Hinweis mag hier genügen; Konvergenzkriterien ergeben sich im nichtlinearen 
Fall aus den Bemerkungen im Anschluß an (2.6.14), S. 158. 
1.2 Das Prinzip der sukzessiv.-n Belastung 
Wir erläutern dieses Prinzip zunächst am Beispiel der randbelasteten dünnen 
Scheibe (Abb. 1.2.1). Es sei eine von der Kurve S+ berandete, homogene 
Scheibe K+ ("Realkörper") gegeben und auf dem Rande S+ eine ebene Kräfte-
Abb.1.2.1. 
Zum Iterationsverfahren bei der rnndbelasteten Scheibe 
(SI 
s-\ \S*' 
"~"'- ... 
KO 
belegung [Pi] (i = 1,2 bzw. x, y; auch eine Zerlegung des Vektors [Pt] in eine 
Normalkomponente [Pn ] und eine Tangentialkomponente [Pd ist denkbar, 
wobei die Normalkomponente positiv sein möge, wenn sie aus K + herausweist . 
und die Tangentialkomponente, wenn das Innere von K+ für sie zur Linken 
liegt). Die Randkmve S+ und die Kräftehelegung [P;] mögen gewissen Stetig. 
keits- und Differenzierbarkeitsbedingungen genügen derart, daß das Rand-
wertproblem zur Ermittlung des Spannungsfeldes in K -;- eine eindeut ige LÖ~lmg 
besitzt; die Kräftebelegung [P;] auf 8+ sei ferner ein Gleiehgewichtssystem. 
da anders eine solche Lösung im Rahmen der Elastostatik nicht möglich ist. 
Für ein beliebig geformtes K + wird eine geschlossene Lösung oder eine ra.~ch 
konvergente Reihenentwicklung normalerweise nicht zur Verfügung stphen; wir 
suchen deshalb der Lösung näher zu kommen, indem wir in eine grö13ere 
Scheibe die zu 8+ kongruente Kurve (~) einzeichnen und auf dieser die Kräfte-
helegung [P,] anbringen. Die neue, größere Scheibe mit der eingezeichneten 
Kurve (8) werde als "Grundkörper" KO bezeichnet, das .!llit K+ kongruente 
"Innere" von (8) als Teilgebiet (K+) von KO und da.;;; "Außere" von (8) als 
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Teilgebiet (K-) von KO. Entfernt man aus dem Grundkörper KO das Teilgebiet 
(K +), so bleibt der "Differenzkörper" K - mit der zu (8) und 8+ kongruenten 
Randkurve S- übrig; Realkörper K+ und Differenzkörper K- sind also so 
erklärt, daß man aus ihnen durch Zusammenschweißen in den Randkurven 
gerade den Grundkörper Kü erhält. 
Nun denken wir uns das Spannungsfeld der Kräftebelegung [Pi] auf (S) in Kü 
ermit>elt; dieses wird natürlich im allgemeinen nicht mit dem gesuchten Span-
nungsfeld der Kräftebelegung [Pi] auf S+ an K+ identisch sein; insbesondere 
sind auch diejenigen Teile von (S) im allgemeinen nicht frei von Schub- und 
Normalspannungen, auf denen die gegebene Kräftebelegung verschwindet, wie 
es doch die Randbedingungen des ursprünglichen Problems für K+ verlangen 
[50]. Denn die Kräftebelegung [Pi] auf (S) in KO wird ja nicht allein vom 
Innengebiet (K+), sondern teilweise auch vom Außengebiet (K-) aufgenommen, 
und in den lastfreien Teilen von (S) beeinflussen sich (K+) und (K-) infolge 
ihrer materiellen Verbindung gegenseitig in ihrer Verformung. Die Anteile der 
Kräftebelegung [Pd auf (8) in KO, welche von (K+) bzw. (K-) aufgenommen 
werden, bezeichnen wir mit P? bzw. Q~ ; man erhält sie im Gedankenversuch 
als diejenigen Kräftebelegungen an S+ bzw. S-, die man nach dem Zerschneiden 
von KO an K+ und K- anbringen muß, um den ursprünglichen, durch [Pi] 
auf (S) in Kü hervorgerufenen Spannungs- und Verzerrungszustand aufrecht-
zuerhalten. Es gilt 
P~ + Q~ = [Pi] (1.2.l ) 
Das vorgelegte Randwertproblem ist offenbar dann gelöst, wenn es gelingt, 
die Kräftebelegung auf (8) in KO derart abzuändern, daß der vom Innengebiet 
(K+) aufgenommene Teil gerade mit der gegebenen Kräftebelegung [Pi] über-
einstimmt, und wenn es ein Verfahren gibt, welches das Spannungsfeld einer 
Kräftebelegung auf (S) in KO einfach zu berechnen gestattet. Der Grund-
körper KO muß also von genügend einfacher Beschaffenheit sein; Necas ([3], 
S. 316) und Hetinyi [50] verwenden z. B. als Grundkörper die Halbebene. In 
den meisten Fällen, insbesondere bei numerischen Rechnungen für endliche 
Realkörper, erscheint jedoch die elastische Vollebene als Grundkörper zweck-
mäßiger. 
Wir versuchen nun unserem Ziel auf iterativem Wege näherzukommen. Bringt 
man auf (S) in KO zusätzlich zu [Pi] den vom Außengebiet aufgenommenen 
Anteil Q~ nach (1.2.1) an, so erscheint es einleuchtend, daß (K+) in den Teilen 
von (S), in denen [Pi] verschwindet, wenigstens teilweise entlastet wird (denn 
dort sind P~ und Q~ entgegengesetzt gleich [50], und daß auch in den übrigen 
Teilen von (S) der vom Innengebiet (K+) aufgenommene Anteil sich der gege-
benen Belastung [Pi] besser angleicht. Natürlich wird man auch mit diesem 
zweiten Schritt die exakte Lösung nicht erreichen; mit der verbleibenden 
Belastung des Außengebiets kann man jedoch wieder genau so verfahren. Auf 
diese 'Weise gelangt man zu einer Iterationsvorschrift, nach welcher die Be-
lastung des Innengebietes (K +) durch sukzessive Einführung neuer Belastungen 
auf (S) in KO der gegebenen Kräftebelegung [Pi] angenähert wird. Daß dieses 
Verfahren konvergiert, erscheint plausibel, wenn man sich überlegt, daß sich 
der Grundkörper KO gegenüber einer Kräftebelegung auf (S) sicher "steifer" 
verhalten wird als der durch Herausnahme von (K+) geschwächte Differenz-
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körper K -; an einem steiferen Körper leistet aber dieselbe Kräftebelegung 
weniger Arbeit; das hervorgerufene Spannungsfeld hat somit eine geringere 
Energie. Nun wird aber nach unserer Iterationsvorschrift bei jedem Schritt 
eine zunächst nur auf (K-) wirkende Kräftebelegung beim Übergang zum 
nächsten Schritt auf den steiferen Grundkörper KO angewendet; die elastischen 
Energien der nacheinander aufgebrachten Korrekturbelastungen auf (8) in K' 
müssen also abnehmen. Daß damit auch die Korrekturbelastungen selbst in 
einem für die Konvergenz des Verfahrens hinreichendem Maße abnehmen. 
bleibt freilich noch zu zeigen. Wir werden diese Überlegungen "päter präzi-
sieren und zu einem Konvergenzbeweis ausbauen. 
Zunächst fassen wir die Iterationsvorschrift in Formeln. :\lit 
Rr ' R} , ... , Ri , ... (1.2.2) 
bezeichnen wir die nacheinander auf (8) in K' aufzubringenden Kräftebele-
gungen, und für ihre Summen schreiben wir abkürzend 
" [R i ]" = L Ri (l.2.3) 
v= 0 
Falls diese Summen einen Grenzwert besitzen, schreiben wir dafür 
lim [R;]" = [R;] (l.2.4) 
Den vom Innengebiet (K+) aufgenommenen Anteil der Kräftebelegung Ri auf 
(8) in KO bezeichnen wir mit Pi, und den vom Außengebiet (K-) aufgenom-
menen Anteil mit Q'i. Es gilt 
(l.2.5) 
Wie Q~ aus R~ bestimmt werden kann, zeigen wir später (§ 4.4). 
Denken wir uns also Q~ jeweils auf eine später noch zu präzi"ierende Wei"e 
aus Ri bestimmt, so läßt sich die Iterationsvorschrift zusammenfaRS(>1l in den 
beiden Gleichungen 
R~ = [Pi] 
R~ = Q;-l (v :2 1) 
( 1.2.6) 
( 1.2.7) 
oder in der "aufsummierten Form", d. h. nach Addition der ersten 11 --:-. :2 
Gleichungen (1.:2.S) 
'Vie man aus der Linearität, aller vorkommenden ÜperatioJl('1l }('icht folgert. 
geht [Q;Jn aus [Ri]n in derselben 'Veise hervor \\ie Qi aus R; . Für numerische 
Rechnungen ist die aufsummierte Form auf alle Fälle vorzuziehen. da sieh 
hier die Rundungsfehler nicht von einem Schritt zum andern anhäufen können. 
Außerdem gestattet (1.2.8), mit einer geschätzten Xäherung"funktioll für [R;] 
zu beginnen und dadurch die zur Erzielung der gewünschten Genauigkeit 
erforderliche Rechenzeit wesentlich abzukürzen. 
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Daß die durch Aufsummieren von (1.2.5) erhaltene Belastung des Innengebiets 
(K+) nach dem noten Schritt 
(1.2.9) 
wenn überhaupt, dann nur gegen die gegebene Kräftebelegung [P;] konver-
gieren kann, folgt aus (1.2.8), wenn man alle Glieder der linken Summe bis 
auf das letzte nach rechts schafft; mit (1.2.9) folgt 
(1.2.10) 
wo die linke Seite im Konvergenzfalle gegen Null strebt. Falls also das Ver-
fahren konvergiert (was später gezeigt wird), konvergiert es gegen die gesuchte 
Kräftebelegung [R;] auf (8) in KO, welche im Teilbereich (K+) von KO die-
selben Spannungen hervorruft wie die gegebene Kräftebclcgung [Pi] auf 8+ 
im Realkörper K+. Mit anderen 'Worten: [R/]n konvergiert gegen die Lösung 
der Gleichung 
(1.2.11) 
wo [Pi] gegeben und [Qi] derjenige Anteil der Kräftebelegung [Rd auf (S) 
in KO ist, welcher vom Außengebiet (K-) aufgenommen wird. Falls dann KO 
von genügend einfacher Gestalt ist, kann man aus [R i ] das gesuchte Spannungs-
feld bestimmen, z. B. über das Verschiebungsfeld dieser Kräftebelegung in KO, 
welches sich wiederum mit Hilfe der Fundamentallösung für die Einzelkraft 
berechnen läßt, wenn man als Grundkörper die Vollebene gewählt hat ([2-6]; 
vgI. auch § 4). 
Das Verfahren läßt sich auch ohne weiteres auf räumliche Probleme über-
tragen; 8+ bedeutet dann nicht mehr die Randkurve, sondern die Oberfläche 
des Realkörpers K+, und als Grundkörper KO eignet sich z. B. der Vollraum 
mit der einbeschriebenen, zu S+ kongruenten, geschlossenen Fläche (8). Fun-
damentallösungen für den Vollraum finden sich in [1, 2, 33, 43, 48, 51]; aller-
dings erfordert die numerische Behandlung der Singularitäten des Kerns noch 
weitere Untersuchungen, falls man Qi aus Bi mit Hilfe eines Integraloperators 
bestimmen will (vgl. § 4.4, Fußnote S.261). Relativ einfach erscheint dagegen der 
Fall der Platte; hier sind die Kräftebelegungen pr und Qi sinngemäß zu 
ersetzen durch Biege- und Drillmomente an den Rändern 8+ und 8-, und die 
Kräftebelegungen Bi durch singuläre Momentenbelegungen auf (S) in KO. 
Geeignete Fundamentallösungen für die unendliche Platte als Grundkörper 
finden sich z. B. in [59-61]; die auftretenden Singularitäten bei Einführung 
eines Integraloperators sind vom selben Typ wie bei der ebenen Scheibe (vgl. 
auch § 1.3 und § 4.6). 
Schließlich läßt sich das Prinzip der sukzessiven Belastung auch zur Lösung 
von Problemen der Elastostatik in nicht-homogenen Medien verwenden; an 
die Stelle von Kräftebelegungen auf der geschlossenen Kurve bzw. Fläche (S) 
treten dann räumlich verteilte Kraftdichten im homogenen Grundkörper KO. 
Die Aufstellung von Iterationsverfahren zur Lösung von Nichthomogenitäts-
problemen soll später ausführlich behandelt werden (§ 3.5-8). 
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1.3 Das Prinzip der sukzessiven Yerspannung 
Wir erläutern dieses Prinzip zunächst am Beispiel einer dünnen, homogenen 
Scheibe, dem Realkörper K+, auf deren Rand S+ die Verschiebung [ai] vor-
geschrieben ist. Wie in § 1.2 und Abb. 1.2.1 führen wir einen Grundkörper KC 
und einen Differenzkörper K- ein; auch die Symbole (S) und S- haben wieder 
dieselbe Bedeutung. Um die gegebene Verschiebung [ai] von S+ an K+ und 
das infolge dieser auf dem Rande S+ aufgezwungenen Verschiebung in K+ 
auftretende Spannungsfeld anzunähern, gehen wir nun in der folgenden 'Veise 
vor. 
Statt wie in § 1.2 auf der Kurve (S) in KO eine Belastung anzubringen, zer-
schneiden ,vir den Grundkörper KO durch einen Schnitt längs (S) in Realkörper 
K+ und Differenzkörper K-. Nun verschieben wir den Rand S+ des Real-
körpers K+ in jedem Punkt um die Strecke rad = [ai (s)] relativ zu S-, wo s 
die von einem festen Punkt aus gerechnete Bogenlänge der Kurve (S) ist. In 
dieser relativen Lage verschweißen wir wieder die beiden Schnittränder S+ 
und S-, 'wobei wir bei Bedarf Material einfügen oder entfernen. Dieser Vorgang 
entspricht der Einführung eines Weingarten-Somiglianaschen Distorsions-
zustandes auf (S) in KC ([27], S. 12; [52]), und dieser wiederum entspricht 
einer kontinuierlichen Verteilung Volterrascher Distorsionszustände auf (S). 
Und zwar handelt es sich in diesem Falle speziell um Stufenversetzungen, 
welche die Scheibe KO in (S) senkrecht durchstoßen; ihre Dichte, gemessen 
in "B1lrgersvektor je Längeneinheit" auf der Kurve (S), ist 
(i QX,y) (1.3.1) 
Hier entspricht das Vorzeichen der üblichen Konvention der Versetzungs-
theorie [28}, wenn die Einheitsvektoren n, t, fein Rechtsystem bilden und f 
als Einheitsvektor der Richtung der Versetzungslinien senkrecht zur Scheiben-
fläche genommen wird. Dabei ist n der von K+ nach K- weisende Xormalen-
einheitsvektor auf (S) und t der Tangenteneinheitsvektor an (S); seine Orien-
tierung sei so bestimmt, daß der Bereich (K +) zur Linken liegt. )Ian verifiziert 
(1.3.1), indem man einen B1lrgers-Umlauf um ein Teilstück von (S) in KC 
ausführt und den zugehörigen Verschiebungssprung berechnet (27, 52]. 
Nun denken wir uns den Spannungs- und Dehnungszustand bestimmt, welchen 
die Versetzungsbelegung (1.3.1) auf (S) in KO hervorruft. Das Dehnungsfeld 
läßt sich dabei jeweils im Innern von (K+) und im Innern von (K-) aus einer 
Verschiebung ableiten; nur auf (S) selbst ist wegen der dort angebrachten 
Versetzungsverteilung (1.3.1) keine Verschiebung erklärt. Wir setzen 
R~ = [PI] (l.3.2) 
und bezeichnen mit af den Grenzwert der Verschiebung unter der Einwirkung 
der Versetzungsbelegung R~ auf (S) in KO bei Annäherung an (S) aus (lf +) 
und mit b~ den entsprechenden Grenzwert bei Annäherung an (S) aus (K-). 
Der Kürze wegen werden wir a~ auch die "Verschiebung des inneren Ufers S+ 
von (S)" und b~ die "Verschiebung de~ äußeren Ufers S- von (8)" unter der 
Einwirkung der Versetzungsbelegung R~ auf (S) in Ka nennen. 
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Natürlich wird die Verschiebung a~ des inneren Ufers 8+ unter der Einwirkung 
der Versetzungsbelegung R~ auf (8) in KO im allgemeinen nicht mit der gege-
benen Verschiebung Ca;] identisch sein; andernfalls wäre die Aufgabe bereits 
gelöst. Tatsächlich wird auch das äußere Ufer 8- bei der Einstellung des 
Gleichgewichtszustandes eine Verschiebung b~ erleiden, und es gilt offenbar 
(1.3.3) 
Man kann aber hoffen, der gegebenen Verschiebung [ai] wenigstens näher-
zukommen, wenn man erneut einen Schnitt längs (8) führt, das innere Ufer 8+ 
zusätzlich noch um - b~ relativ zum äußerenen Ufer 8- verschiebt und in 
dieser neuen Lage wieder verschweißt. Dies entspricht der Einführung einer 
zusätzlichen Versetzungsbelegung 
Q? = - aab; . (1.3.4) 
Auch jetzt wird das äußere Ufer 8- im allgemeinen wieder nachgeben und eine 
Verschiebung b} erleiden, die man durch Einführung der zusätzlichen Ver-
setzungsbelegung 
Q1 __ obt 
I - os (i .8_ x, y) (1.3.5) 
wenigstens teilweise zu beseitigen sucht. Durch Fortsetzung dieses Verfahrens 
kan.'1 man versuchen, schließlich einer Versetzungsbelegung [Ri] auf (8) in KO 
nahezukommen, welche am inneren Ufer 8+ gerade die gegebene Verschiebung 
[ai] hervorruft. 
Setzt man allgemein in Cartesischen Koordinaten für ai 
p~ = aal 
, os 
Qi = _ abi 
os 
Bj = Pi + Qi 
(1.3.6) 
(1.3.7) 
(1.3.8) 
so läßt sich ohne Schwierigkeiten zeigen, daß man bei der formelmäßigen 
Fassung des beschriebenen Iterationsverfahrens wieder auf die Iterationsvor-
schrift (1.2.6-8) kommt, und auch die übrigen Gleichungen von § 1.2 behalten 
ihre Gültigkeit. Nur die physikalische Interpretation ist verschieden: an die 
Stelle der Kräftebelegungen von § 1.2 treten Versetzungsbelegungen auf (8) 
in KO. 
Wir verzichten darauf, diese Gleichungen zu wiederholen, und bringen statt 
dessen eine andere physikalische Interpretation, welche die Verbindung her-
stellt zu den in § 3.6 mit Hilfe des Prinzips der sukzessiven Verspannung ent-
wickelten Iterationsverfahren zur Lösung von Nichthomogenitätsproblemen. 
Nach einem Vorschlag von Kröner ([27J, § 15) kann man die eingangs for-
mulierte erste Randwertaufgabe auch als Entartungsfall eines Nichthomogeni-
tätsproblems auffassen, indem man als Realkörper K + z. B. eine unendliche 
Scheibe betrachtet, welche im Teilgebiet (K +) zwar homogen elastisch, im 
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Außengebiet (K-) von (S) aber völlig starr ist. Da in einem solchen Realkörper 
das äußere Ufer S- von (S) völlig unbeweglich ist, kommt es nun auf dasselbe 
heraus, ob man am inneren Ufer S+ von (S) eine Verschiebung [a;] vorschreibt, 
oder ob man die Versetzungsbelegung (1.3.1) auf (S) in K+ anbringt. Tat-
sächlich läßt sich die Verschiebung [ai] des inneren Ufers S+ in diesem Real-
körper nicht ohne vorangehende Zerschneidung realisieren. 
Der Grundkörper KO wird wie bisher definiert, im einfachsten Fall somit als 
homogene unendliche Scheibe mit der eingezeichneten geschlossenen Kurve 
(S), auf welcher die Versetzungsbelegungen .Bi angebracht werden. Dagegen 
betrachten wir jetzt als Differenzkörper K- eine unendliche Scheibe, welche 
zwar im Außengebiet (K-) von (S) homogen elastisch, im Innengebiet (K+) 
aber völlig starr ist. Der Differenzkörper stellt also jetzt insofern ein Gegenbild 
zum Realkörper dar, als nun elastische und starre Gebiete vertauscht sind. 
Bringt man nun die gegebene Versetzungsbelegung [p;] auf (S) statt im Real-
körper K + im Grundkörper KO an, so entspricht dies dem nullten Iterations-
schritt 
(1.3.9) 
Als den auf das äußere Ufer S- von (S) in KO entfallenden Anteil dieser Ver-
setzungsbelegung definiert man nun Q~ nach (1.3.4); offensichtlich bringt diese 
Versetzungsbelegung Q~ auf (S) im Differenzkörper K- diesel~e Verzerrung 
des Außengebiets (K-) hervor wie die Versetzungsbelegung R~ auf (S) im 
Grundkörper KO. Die elastische Energie des von Q~ in K- hervorgerufenen 
Verzerrungszustandes ist also sicher um die elastische Energie des Teilgebiets 
(K+) in KO kleiner als die elastische Energie des von.B~ in KO hervorgerufenen 
Eigenspannungszustandes. Der erste Iterationsschritt 
(1.3.10) 
bedeutet nun, daß man die Versetzungsbelegung Q~ statt im Differenzkörper 
K- im Grundkörper KO anbringt. Der Grundkörper KO geht aber aus dem 
Differenzkörper hervor, indem man das starre Material im Teilgebiet (K-r) 
durch homogenes elastisches Material ersetzt; er ist also, im Ganzen betrachtet, 
nachgiebiger als der Differenzkörper. Oder kürzer: Den Grundkörper KC erhält 
man aus dem Differenzkörper K- durch Aufweichung des Teilgebiets (K+). 
Damit ist aber bei festgehaltener Versetzungsbelegung auf (S) eine teilweise 
Entspannung, also eine neuerliche Minderung der elastischen Energie ,er-
bunden. Entsprechende Überlegungen lassen sich für alle folgenden Iterations-
schritte anstellen. 
Beim Konvergenzbeweis ist nun zu zeigen, daß diese Verminderung der 
elastischen Energie bei jedem Iterationsschritt hinreicht, um daraus auf ein 
für die Konvergenz der Folge [.Rd" hinreichend rasches Verschwinden der 
Reihenglieder Rf schließen zu können. Der Konvergenzbeweis folgt im wesent-
lichen demselben Schema, das in § 4 für das Iterationsverfahren (1.2.6-8) in 
voller Ausführlichkeit diskutiert wird; auch die Ergebnisse sind im wesent-
lichen dieselben. Nur sind die Formeln im einzelnen etwas anders gebaut. und 
die physikalische Interpretation der einzelnen Funktionen ist eine andere (vgl. 
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§ 4.6). Bei einem anderen Anwendungsbeispiel für das Prinzip der sukzessiven 
Verspannung bleiben aber sogar die Formeln in allcn Einzelheiten völlig gleich 
wie bei dem in § 1.2 ausgeführten Beispiel der belasteten Scheibe; nur die Werte 
entsprechender Konstanten ändern sich mit der physikalischen Interpretation. 
Es ist dies der Fall der dünnen homogenen Platte mit vorgeschriebener Ver-
schiebung und vorgeschriebener Normalableitung der Verschiebung auf dem 
Rand. 
Bekanntlich kann man den Krümmungstensor einer Platte aus der Verschie-
bung a (x, y) senkrecht zur Plattenebene nach Wieghardt in derselben Weise 
ableiten wie die Spannungen einer Scheibe aus der A iryschen Spannungs-
funktion F (x, y); im homogenen, isotropen Fall genügt auch a ebenso wie F 
der Bipotentialgleichung. Diese Analogie wurde von Schaefer weiter ausgebaut 
in der Weise, daß dem ebenen Verschiebungsvektor bei der Scheibe ein Span-
nungsfunktionenvektor bei der Platte gegenübergestellt wird; die ent-
sprechenden Gleichungen bei der Platte gehen in dieser Analogie aus den 
Gleichungen bei der Scheibe hervor durch die Substitutionen 
1 11 Eh3 .$!2 
E 12 (.$!2 - 1) (1.3.11) 
.$! 11 -.$! (1.3.12) 
Hier ist E der Elastizitätsmodul, h die Plattendicke und.$! die Querkontrak-
tionszahl [59-61]. Hoppe [61] hat diese Überlegungen weiter ergänzt durch 
eine Gegenüberstellung entsprechender Singularitäten bei Scheibe und Platte; 
danach entspricht jeweils einer geometrischen Singularität bei der Scheibe eine 
statische Singularität bei der Platte und umgekehrt. Speziell entspricht nach 
Hoppe einer Einzelkraft bei der Scheibe der Drehsprungvektor einer die 
Plattenebene senkrecht durchstoßenden Volterraschen Distorsionslinie 2. Art 
[28,52, 107] bei der Platte. Eine Belegung Ri mit derartigen Distorsionslinien 
längs einer Geraden auf einer Platte bedeutet einen Sprung in der Krümmung 
und Verwindung längs der Geraden derart, daß die Komponente der (in Bogen-
maß je Längeneinheit zu messenden) "Drehsprungvektordichte" Rn senkrecht 
zur Geraden die zweite Ableitung des Verschiebungssprungs längs der Geraden, 
ihre Komponente Rt längs der Geraden den Sprung in der Verwindung, d. h. 
der gemischten zweiten Ableitung längs und senkrecht zur Geraden darstellt. 
Bei Belegungen auf gekrümmten Kurven erscheinen noch Glieder, die den 
Krümmungsradius der Kurve enthalten*). 
Definieren wir nun Realkörper K +, Grundkörper KC und Differenzkörper K-
bei der Platte ähnlich wie im Anschluß an (1.3.8) bei der Scheibe als unendliche 
Platten mit homogen elastischen und starren Teilgebieten, so lassen sich die 
weiteren Überlegungen für die Stufenversetzungen bei der Scheibe auf die 
Volterraschen Distorsionslinien 2. Art bei der Platte übertragen. Man erhält 
also ein Iterationsverfahren für Plattenprobleme, in welchem statt der Kräfte-
*) Teilweise wurden diese Analogien auch zur experimentellen Spannungs-
ermittlung benützt [165]. 
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belegungen R; Belegungen Rt senkrecht durchstoßender Volterrascher Distor-
sionslinien 2. Art auf (8) in KO auftreten, und welches einer gegebenen Distor-
sionsbelegung [Pi] im Konvergenzfalle eine Distorsionsbelegung [R;] auf (8) 
in KO zuordnet derart, daß der Anteil [Pi] auf die Verformung des IImen-
gebiets (K +) von KO entfällt. Die für dieses Iterationsverfahren benötigten 
:Formeln entsprechen in jeder Einzelheit den Formeln, die wir in § 4.3-5 für 
die belastete Scheibe entwickeln werden; nur die Konstanten sind nach 
(1.3.11-12) abgeändert. 
Wir geben noch ohne Beweis an, wie die Ausgangs-Distorsionsbelegung [Pd 
aus der gegebenen Verschiebung [a] und der gegebenen Ableitung l :: 1 in 
Richtung der nach außen positiv genommenen Normalen auf 8+ zu berechnen 
ist. Man erhält für die Normalkomponente der Drehsprungvektordichte [Pi] 
auf (8) 
[P n]=-+- -"" a
2 [a] lr aa l 
as2 (! L an 
(1.3.13) 
und für die Tangentialkomponente 
[Pd = _ ~ [aa1 + ~ a Ca] 
as an (! as (1.3.14) 
(! ist der nach innen positiv genommene Krümmungshalbmesser der Kurve 
(8). 
Umgekehrt erlaubt die Schaefersche Analogie eine t'bertragung des Formel-
apparats des nach dem Prinzip der sukzessiven Verspannung entwickelten 
Iterationsverfahrens (1.3.1-10) für die Scheibe mit gegebener Randverschie-
bung auf ein Iterationsverfahren für die randbelastete Platte, das nach dem 
Prinzip der sukzessiven Belastung arbeitet (vgl. § 1.2, Schluß). Denn nach 
Hoppe [61] entspricht einer Stufenversetzung bei der Scheibe ein Einzel-
moment bei der Platte, dessen Momentenvektor senkrecht zum Burgers-Vektor 
der analogen Stufenversetzung in der Plattenebene liegt. Man ge"innt so ein 
Iterationsverfahren, bei welchem eine Momentenbelegung [:Tl i ] auf (8) in der 
Platte KO derart zu bestimmen ist, daß ihr auf das innere Ufer 8+ von (8) 
entfallender Anteil gerade einer gegebenen Belegung [~iJ des Randes S+ einer 
(im Sinne von § 1.2 definierten) Platte K+ mit Biege- und Drillmomenten ent-
spricht. Insgesamt können wir also mit Rille von nur zwei Formelsätzen nach 
der 8chaeferschen Analogie vier Randwertprobleme an Scheibe und Platte 
iterativ lösen (vgl. auch § 4.6). 
Der Übergang zur Anwendung des Prinzips der sukzessiven Verspannung auf 
Nichthomogenitätsprobleme ergibt sich, wenn man bei Realkörper und Diffe-
renzkörper nach der zweiten, in dieser Ziffer eingeführten Definition die Starr-
heitsgebiete so weit aufweicht, daß sie zwar immer noch härter als die ur-
sprünglich elastischen Teilgebiete sind, in ihren elastischen Eigenschaften aber 
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immerhin mit diesen vergleichbar werden. Wir kommen darauf in § 3.6 aus-
führlich zurück. 
1.4 Zur gleichzeitigen Anwendung bei der Prinzipien 
Wir haben in §§ 1.2-3 gesehen, daß sich das Prinzip der sukzessiven Belastung 
zur Aufstellung von Iterationsverfahren für Randwertprobleme der Elasto-
statik mit rein statischen Randbedingungen eignet, und das Prinzip der suk-
zessiven Verspannung zur Aufstellung von Iterationsverfahren für Randwert-
probleme mit rein geometrischen Randbedingungen. Bei gemischten Rand-
wert problemen, d. h. einer zulässigen Kombination von statischen und geo-
metrischen Randbedingungen, würde es naheliegen, beide Prinzipien gleich-
zeitig zur Konstruktion eines Iterationsverfahrens anzuwenden. Gemischte 
Randbedingungen liegen etwa vor bei der drehbar gelagerten Platte, oder bei 
einer Scheibe, deren Normalverschiebung auf dem Rand fest vorgegeben ist, 
während die Tangentialverschiebung frei ist und durch eine zusätzlich auf-
gebrachte Belastung beeinflußt werden kann. Von gemischten Randbedin-
gungen spricht man auch, wenn auf verschiedenen Teilstücken der Oberfläche 
oder des Randes verschiedenartige Randbedingungen vorgegeben sind. 
Die gleichzeitige Anwendung beider Prinzipien würde dann etwa in der Form 
zu erfolgen haben, daß man bei jedem Iterationsschritt die Abweichungen von 
den vorgeschriebenen statischen Bedingungen durch Korrekturbelastungen 
(Kräftebelegungen) und die Abweichungen von den vorgeschriebenen geo-
metrischen Bedingungen durch Korrekturverspannungen (Belegungen mit 
Volterraschen Distorsionszuständen) zu verringern sucht. Etwas derartiges 
werden wir bei der Anwendung auf Nichthomogenitätsprobleme in der "ge-
mischten Iteration" von § 3.7 ausführen, und es ist sehr wahrscheinlich, daß 
derartige gemischte Verfahren auch bei sinnvollen gemischten Randwert-
problemen konvergieren würden. 
Indessen läßt sich eine zufriedenstellende allgemeine Diskussion derartiger 
gemischter Verfahren bei Randwertproblemen nicht mit den relativ einfachen 
Mitteln von § 4 durchführen, welche bereits eine recht weitgehende Beurteilung 
~.er Verfahren von §§ 1.2-3 gestatten. Dies liegt hauptsächlich daran, daß den 
Uberlegungen von § 4 die Eigenschaften symmetrischer Operatoren in einem 
reellen Hilbert-Raum zugrunde liegen, die wir im folgenden § 2 zusammen-
stellen und in § 3 auf Probleme der Elastostatik anwenden werden. Nun werden 
wir in § 3.7 finden, daß bei der Anwendung auf Nichthomogenitätsproblem~ 
die gemischte Iteration auf unsymmetrische Operatoren führt; dasselbe ist bel 
der Anwendung auf gemischte Randwertprobleme zu erwarten. 
Nun lassen sich die Ergebnisse von § 2 auch auf unsymmetrische Operatoren 
übertragen, wenn man den adjungierten Operator kennt; im Falle der Nicht-
homogenitätsprobleme von § 3.7 läßt er sich auch ohne grundsätzliche Schwie-
rigkeiten definieren. Wie man im Falle gemischter Randwertprobleme vor-
zugehen hat, ist bisher nicht bekannt; vermutlich wird man die entsprechenden 
"!ybe~legungen für die verschiedenen Typen gemischter Randwertproble~e 
JeweIls neu anstellen müssen. Wir verzichten daher in dieser Arbeit auf dIe 
Behandlung gemischter Randwertprobleme. 
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§ 2. Die Darstellung des Iterationsverfahrens in einem reellen Hilbert-Raum. 
Symmetrische Operatoren 
2.1 Allg~meines 
Die praktische Mathematik bedient sich in neuerer Zeit in zunehmendem 
Maße zur Entwicklung und Beschreibung ihrer Verfahren des aus der Funk-
tionalanalysis entnommenen Begriffs des Funktionenraums [29, 33-36, 62-65]. 
Danach wird jede der für die Lösung oder Approximation einer vorgelegten 
Aufgabe in Frage kommenden Funktionen aufgefaßt als ein "Element" eines 
im allgemeinen unendlichdimensionalen Raumes, wobei man sich dieses Ele-
ment als eine Art Vektor vorstellen mag. In der Tat gehören die endlich- und 
unendlichdimensionalen Vektorräume zu den "Hilbert-Räumen" , welche als 
einfachste Verallgemeinerung des gewöhnlichen, zwei- oder dreidimensionalen 
Euklidischen Raumes aufzufassen sind [62, 66, 67]. Der Vorteil dieser Dar-
stellungsweise ist ein doppelter. Einerseits erlaubt sie eine knappe und klare 
formale Darstellung der mathematischen Überlegungen, andererseits kommt 
sie auch der Anschauung stark entgegen. Besonders Prager und Synge [34-36] 
machen ausgiebigen Gebrauch von der symbolischen zeichnerischen Darstel-
lung; sie ist nach diesen Autoren "wirksam in der Anregung von Approxi-
mationsverfahren", und "die Kraft dieser Methode liegt weitgehend in dem 
Anreiz für die geometrische Intuition" ([34], Ziff. 1.3). Freilich dürfen die 
Ergebnisse elementargeometrischer Überlegungen nicht kritiklos auf den Funk-
tionenraum übertragen werden; im Normalfall wird man ohne einen formalen 
Beweis nicht auskommen. "Bildliche Darstellung ist wesentlich für Entdeckung 
und schnelles Verständnis; formale Beweise geben die Sicherheit, daß sich 
unsere Intuition nicht geirrt hat, was gelegentlich möglich ist" ([33], S. 12). 
Immerhin gilt wenigstens im speziellen Fall eines Hilbert-Raums "die gesamte 
Euklidische Geometrie in jedem linearen Unterraum ... mit einer endlichen 
Zahl von Vektoren als Basis" ([34], Ziff. 3). Naturgemäß wird die Aussage-
kraft elementargeometrischer Überlegungen für allgemeinere Funktionen-
räume geringer; es wird sich jedoch herausstellen, daß sich die in dieser Arbeit 
behandelten Iterationsverfahren in einem Hilbert-Raum vollständig beschrei-
ben lassen. 
In Abb. 2.1.1 ist das Iterationsverfahren (1.2.6-7) symbolisch dargestellt; die 
Indizes i der Vektorkomponenten wurden dabei in der Beschriftung weg-
gelassen. Jedes Reihenglied folgt aus dem vorhergehenden durch Anwendung 
eines "Operators", welcher zu einer vorgegebenen Kräftebelegung Rauf (S) 
in KO den Anteil Q bestimmt, welcher vom Außengebiet (K-) aufgenommen 
wird. Entsprechende Darstellungen kann man auch für die Iterationsverfahren 
von § 1.3 finden. 
Natürlich "wäre diese Darstellung der Spannungszustände durch Punkte des 
Funktionenraumes nichts weiter als ein ziemlich müßiges Rpiel" ([33], Intro-
duction), ohne die sehr bemerkenswerten Übereinstimmungen im Verhalten 
der wirklichen Funktionen mit ihrer symbolischen geometrischen Reprä~en­
tation. Während nun Prager und Synge ihre Aufmerksamkeit vor allem auf 
die Extremalprinzipien und ihre geometrisch-symbolische Darstellung richten, 
befassen wir uns hier hauptsächlich mit den Operatoren, welche die in ~ 1 
definierten Iterationsfolgen erzeugen. Es wird sich herausstellen, daß die 
9 Wissen.sehaftl. Abhandl., XIV, 1962 
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Operatoren der sukzessiven Belastung und der sukzessiven Verspannung im 
Hilbert-Raum der elastischen Zustände [33-37] jeweils beschränkt und selbst-
adjungiert, also kurz "symmetrisch" sind und somit ein reelles und beschränk-
tes Spektrum besitzen [62,64,66]. Diese Eigenschaft werden wir uns zunächst 
beim Konvergenzbeweis zunutze machen. Sie hat aber auch eine große prak-
tische Bedeutung insofern, als sie die "Übertragung der hochentwickelten 
Methoden zur Konvergenzbeschleunigung gestattet, welche für symmetrische 
(bzw. symmetrisierbare) Operatoren und Matrizen bekannt sind [31, 62-64, 
68, 69]. Gleichzeitig läßt sich auf diesem Wege auch die Verbindung zu den 
Extremalprinzipien [1, 2, 31-37, 71, 123-125] der Elastizitätstheorie her-
stellen. 
{Ri 
Abb. 2.1.1 Symbolische Darstellung de3 Iterationsverfahrens 
im Funktionenraum 
Wir geben in diesem Paragraphen einen kurzen Abriß der allgemeinen Theorie 
symmetrischer Operatoren im reellen Hilbert-Raum, so weit wir sie für die 
Anwendungen in den folgenden Paragraphen benötigen. Vollständigkeit in der 
Darstellung und eine durchgehende, lückenlose Beweisführung kann in dem 
knappen Rahmen dieser Arbeit natürlich nicht angestrebt werden. Wir be-
gnügen uns daher mit den zum Verständnis unbedingt notwendigen Erläute-
rungen und verweisen im übrigen auf die Lehrbücher und Monographien [29, 
62-67, 73]. 
2.2 Der Fixpunktsatz 
Daß in dem symbolischen Vektorzug von Abb. 2.1.1 die Summen [R]n gegen 
einen "Fixpunkt" [R] konvergieren, falls etwa die Beträge (Längen) der ein-
zelnen Reihenglieder Rv in geometrischer Progression oder stärker gegen Null 
streben, braucht an dieser Stelle wohl nicht besonders bewiesen zu werden. Ein 
solcher Beweis ergibt sich z. B. daraus, daß man den Fixpunkt [R] zu einem 
Operator, der die Summenfolge [R]n in eindeutiger Weise aus [R]O erzeugt, 
stets auf einen Kreis um den Punkt [R]n einschränken kann, und daß die 
Radien dieser Kreise mit wachsendem n wenigstens in geometrischer Pro-
gression abnehmen. Führt man freilich diesen Beweis im einzelnen aus, so 
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zeigt sich, daß er einige grundlegende Eigenschaften des zweidimensionalen 
Euklidischen Raumes und seiner Metrik zur Voraussetzung hat, welche zwar 
der Anschauung selbstverständlich erscheinen, bei einer exakten Beweis· 
führung jedoch im einzelnen aufgeführt und nachgewiesen werden müssen. 
Wie weit lassen sich nun derartige Überlegungen auf einen abstrakten Funk· 
tionenraum übertragen ~ Hier können wir bereits bei dem Begriff des "Ab. 
standes" oder der "Länge" nicht mehr von der Anschauung ausgehen; vielmehr 
müssen wir ausdrücklich angeben, welche Eigenschaften der gewöhnlichen 
Länge im Euklidischen Raum auch die im Funktionenraum definierte "Länge" 
haben muß, damit ein Konvergenzbeweis der skizzierten Art überhaupt möglich 
ist [29, 64, 65J. 
Wir folgen nun im wesentlichen der Darstellung von Collatz ([29], § 5). Danach 
reicht es für die folgende, keineswegs allgemeinste, aber für unsere Zwecke 
ausreichende Formulierung des Fixpunktsatzes hin, wenn man den Abstand 
11/1 - 1211 zwischen zwei beliebigen Elementen /1 und 12 des Funktionenraums 
so definiert, daß er den folgenden drei Bedingungen genügt: 
1. Symmetrie: 
2. Positive Definitheit: 
3. Dreiecksungleichung : 
11/1-/2[[>0 für /1=i=/2 
[[/1 - 12[[ = 0 für /1 = /2 
1[/1 - 1211:::;; [[11 - 131! + 1!/3 - 12; 
(2.2.1) 
(2.2.2) 
(2.2.3) 
wobei Ia wieder ein Element des Funktionenraums ist. Sind Addition und 
Subtraktion für zwei beliebige Elemente des Funktionenraums definiert, und 
enthält der Funktionenraum ein Nullelement 0, so kann man mit der ~orm 
[1/11 = ill -. oll (2.2.4) 
d. h. dem Abstand vom Nullelement arbeiten. Sie entspricht der Länge des 
"Ortsvektors" I. Vollständig oder abgeschlossen heißt ein Funktionenraum 
dann, wenn in ihm jede Folge von Elementen /1, /2, ... mit 
lim [[Im - Inl[ = 0 (2.2.5) 
m, R_OO 
auch ein Grenzelement I hat, derart daß 
lim 11I - Ini! = 0 (2.2.6) 
und I ebenfalls zum Funktionenraum gehört. 
In einem solchen Funktionenraum sei nun ein Operator ~ definiert, welcher 
jedem Element I des Funktionenraums ein Element ~f desReiben Funktionen. 
raumes in eindeutiger Weise zuordnet. Z. B. kann man sich unter I eine Kräfte· 
belegung [R] auf (8) in KO nach § 1.2 vorstellen, und unter ~I diejenige 
Kräftebelegung [R]', welche daraus hervorgeht durch Bestimmung des von 
9· 
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(K-) aufgenommenen Teils [Q] von [R] und Addition der festen Kräftebelegung 
[P], also 
Die Operatorgleichung 
führt dann auf 
[RJ' = [P] + [Q] 
/ = ~f 
[R] = [P] + [Q] 
(2.2.7) 
(2.2.8) 
(2.2.9) 
und damit auf (1.2.11). Der Operator ~ heißt Lipschitz-beschränkt im be-
trachteten Funktionenraum, wenn es eine positive "Lipschitz-Konstante" K* 
gibt derart, daß 
11't/1 - 'tfzll :S K* 11/1 - hll (2.2.10) 
ist für beliebige Elemente des Funktionenraums. 
Nun suchen wir eine Lösung von (2.2.8) anzunähern durch einen Iterations-
prozeß, welcher erklärt ist durch 
/n+1 = ~fn (n = 0, 1, 2, ... ) (2.2.11) 
Dies entspricht für den speziellen, durch (2.2.7) definierten Operator 't dem 
Iterationsverfahren von § 1.2 in der aufsummierten Form (1.2.8). Die Existenz 
und Eindeutigkeit der Lösung von (2.2.8) sowie die Konvergenz des Iterations-
verfahrens (2.2.11) gegen diese Lösung in dem durch (2.2.6) definierten Sinne 
ist dann nach ([29], 5.3) gesichert, wenn 
1. 'tl eindeutig definiert ist für alle Elemente I des betrachteten 
Funktionenraums, (2.2.12) 
2. der Funktionenraum vollständig ist in dem durch (2.2.5-6) 
erklärten Sinne, (2.2.13) 
3. der Operator ~ nach (2.2.10) Lipschitz-beschränkt ist mit 
K* < 1, (2.2.14) 
4. gewährleistet ist, daß - bildlich gesprochen - der Vektorzug von Abb. 
2.1.1 nicht aus dem Funktionenraum heraustreten kann. Hierfür ist die 
Bedingung hinreichend, daß alle Elemente h, die der Bedingung 
K* Ilh - /111 :S 1 _ K* 11/1- toll (2.2.15) 
genügen, zum Funktionenraum gehören. D. h. in bildlicher Ausdrucksweise, 
daß die Hyperkugel um 11 mit dem Radius 
K* 
r = 1 _ K* 11/1 - 1011 (2.2.16) 
ganz im Funktionenraum enthalten ist. Ein Maß für den Fehler der Nähe-
rung 11 erhält man aus dem Abstand zwischen 11 und der exakten Lösung 1 
von (2.2.8), der sich durch Einsetzen von I für h in (2.2.15) abschätzen läßt: 
K* 11I - /111 :S I _ K* 11/1 - 1011. (2.2.17) 
Selbstverständlich kann man für 10 und /1 auch ein beliebiges In und /n+ 1 
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aus der Folge (2.2.11) einsetzen; der Differenz In+l - In entspricht im 
speziellen Fall des Iterationsverfahrens von § 1.2 das Reihenglied 
Rn+1 = [R]n+1 - [R]n (2.2.IR) 
Um nun die Konvergenz dieses Iterationsverfahrens nachzuweisen, haben wir 
zunächst einen Funktionenraum zu finden, dessen Abstandsbegriff so erklärt 
ist, daß er die Postulate (2.2.1-3) erfüllt, und sodann nachzuweisen, daß der 
durch (2.2.7) definierte Operator in diesem Funktionenraum den Bedingungen 
(2.2.12-15) genügt. Nun gilt der Fixpunktsatz in der hier angeführten Form 
für einen beliebigen vollständigen metrischen Raum [72], also z. B. auch für 
einen beliebigen Banach-Raum. Wir haben hier aus der Geometrie des gewöhn-
lichen Euklidischen Raumes nichts weiter übernommen als die )leßbarkeit des 
Abstandes zwischen zwei Punkten durch eine positive Zahl und den Satz, daß 
zwei Seiten eines Dreiecks zusammen stets länger sind als die dritte (2.2.1-3). 
Es wird sich aber zeigen, daß wir die Iterationsverfahren von § I bereits in 
einem ,vesentlich spezielleren Funktionenraum beschreiben können, nämlich 
in einem Hilbert-Raum, einem Funktionenraum, der sich vom gewöhnlichen 
Euklidischen Raum im wesentlichen nur durch seine unendliche Dimensionen-
zahl unterscheidet und der somit die Analogie mit der elementaren Geometrie 
noch wesentlich weiter zu treiben gestattet. 'Vir werden uns daher in der 
nächsten Ziffer mit einigen besonderen Eigenschaften des Hilbert-Raums und 
seiner Operatoren beschäftigen. Zu dem Konvergenzbegriff (2.2.6) sei noch 
bemerkt, daß er nicht notwendig die gewöhnliche, gleichmäßige Konvergenz 
der Funktionenfolge in sich schließt. Diese Frage muß für jeden Funktionen-
raum und seine Elemente besonders untersucht werden. 
2.3 Der reelle Hilbert-Raum 
Da sich elastische Spannungs- und Dehnungsfelder stets durch reelle Funk-
tionen darstellen lassen, schränken wir unseren Funktionenraum mit Prager 
und Synge ([33-35]; [33], Introduction) sowie KantoroU"it.~ch ([64]. 111. ~ I) 
von vornherein auf reelle Elemente ein; dies ermöglicht eine anschaulichere 
Darstellung. Für beliebige komplexe Hilbert-Räume nachge\\iesene Sätze' [62. 
66, 72] gelten dann natürlich erst recht auch bei Einschränkung auf re'ellp 
Elemente. 
Unter einem reellen Hilbert-Raum verstehen wir dann einen metrischen und, 
wo nicht ausdrücklich anders bemerkt, vollständigen Raum, in welchem die 
Addition zweier Elemente sowie ihre Multiplikation mit einem Skalar und ein 
Nullelement entsprechend den gewöhnlichen Regeln der Yektoralgehra erklärt 
sind (linearer Raum [62]). Außerdem ist für zwei beliebige Elemente I und !I 
wie im gewöhnlichen, dreidimensionalen Yektorraum ein kommutatiye~. 
distributives und gegenüber der Multiplikation mit einem Skalar I' assoziatiycs 
Skalarprodukt {t, g} definiert, also 
{f,g} = {g,f} (2.3.1) 
{t + g, h} = {t, h} + {g, h} 
{JII,g} =p{f,g} 
(2.3.2) 
(2.:J.3) 
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und für f = g 
{f, t} > 0 für f =!= 0 (2.3.4) 
Einem Einheitsvektor im Euklidischen Raum entsprieht ein "normiertes" 
Element 
o f 
f= V{t,t} (2.3.5) 
Man zeigt nun leicht, daß {f - g, f - g} zwar den Postulaten (2.2.1-2) genügt, 
nicht aber in jedem Falle der Dreiecksungleichung (2.2.3). Denn in dem Aus-
druck 
{t - g, f - g} = {t, t} + {g, g} - 2 {j, g} (2.3.6) 
kann das letzte Glied positiv oder negativ werden. Ist 
{t, g} = 0 (2.3.7) 
so nennt man die beiden Elemente fund g orthogonal, und (2.3.6) geht über 
in den Satz von Pythagoras für ein rechtwinkliges Vektordreieck mit den vom 
Scheitel des rechten Winkels abgetragenen Katheten fund g. 
Nun entspricht (2.3.4) keineswegs der Länge im gewöhnlichen Euklidischen 
Raum, sondern vielmehr ihrem Quadrat. Wir prüfen daher die Gültigkeit der 
Dreiecksungleichung für die Wurzel aus diesem Ausdruck, untersuchen also, 
ob die Ungleichung 
Vu - g, f - g} :::;; VU, t} + V {g, g} (2.3.8) 
für beliebige Elemente des reellen Hilbert-Raums zutrifft. Dies ist in der Tat 
der Fall. Um dies einzusehen, quadrieren wir (2.3.8) 
u' f} + {g, g} - 2 {j, g} :::;; {t, f} + {g, g} + 2 V{t, f} {g, g} (2.3.9) 
und erhalten nach Streichung aller überflüssigen Glieder sowie erneutem Qua-
drieren die Schwarzsehe Ungleichung 
{j, g}2 :::;; {t, t} {g, g} (2.3.10) 
Sie bedeutet in bildlicher Ausdrucksweise, daß der Cosinus des Winkels zwi-
schen zwei Elementen fund g dem Betrag nach höchstens gleich Eins sein 
kann, also 
2 _ {j, g}2 
cos (j, g) = { } { }:::;; 1. 1,1 g,g (2.3.11) 
Umgekehrt folgt auch (2.3.8) aus (2.3.11); Schwarzsehe Ungleichung und 
Dreiecksungleichung sind also im Hilbert-Raum äquivalent. Sie gelten auch, 
wenn man I und g durch f - hund g - hersetzt. 
Wir haben (2.3.11) noch zu beweisen. Offensichtlich ist nach (2.3.3) 
cos2 (j, fl(J) = cos2 (j, g) (2.3.12) 
Für f = flg steht also in (2.3.10-11) das Gleichheitszeichen. Für f =!= f-lg, 
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/, g + 0 konstruieren wir ein ~echtwi~liges Dreieck mit den Katheten f.1g, 
1 - f.1g und der Hypotenuse I, mdem WIr f.1 + 0 so bestimmen, daß 
{t - p,g, p,g} = fl ({t, g} - fl2 {g, g}) = 0 
wird, was stets möglich ist. Dann ist nach (2.3.3) und (2.3.11) 
C082 (f, f.1g) = cos2 (f, g) = fl~;,g;}} 
Andererseits gilt wegen (2.3.13) der Satz von Pythagoras 
fl2 {g, (j} = {t, f} - {I - p,g, 1 - p,g} ::;; {t, t} 
(2.3.13) 
(2.3.14) 
(2.3.15) 
woraus mit (2.3.14) die Ungleichung (2.3.11) folgt. Das Gleichheitszeichen 
kann somit auch nur für / = f.1(j stehen. Sinngemäß wählt man also für die 
Norm (2.2.4) im Hilbert-Raum die Wurzel aus (2.3.4) 
!I/li = V{t, /} (2.3.16) 
und hat damit die Erfüllung von (2.2.1-3) gesichert. 
Als einen linearen Unterraum des reellen Hilbert-Raums mit den Elementen 
1r,/2, ... /n als Basis bezeichnen wir die Gesamtheit aller Elemente I, wE'lche 
sich durch die Linearkombination 
(2.3.1i) 
mit beliebigen reellen Zahlen f.11, f.12, ... ,f.1n darstellE'n lassen; für n = I E'twa 
entspricht dieser Unterraum einer Geraden, für n = 2, COS (/1, /2) < 1 einer 
Euklidischen Ebene usw. Allgemein entsprechen die Elemente /1, 12, ... , f 11 
einem n-Bein von Vektoren, welche einen Euklidischen Unterraum von höch-
stens n Dimensionen oder, falls sie untereinander linear unabhängig sind, VOll 
genau n Dimensionen aufspannen. Es läßt sich zeigen, daß "die gE'samte 
Euklidische Geometrie gültig ist in jedem linearen Unterraum ... (eines reE'llcn 
Hilbert-Raums) mit einer endlichen Zahl von VektorE'n als Basis" ([34], S. 245). 
Freilich trifft dies auch nur für endlich-dimensionale Unterräume vom Typ 
(2.3.1 i) ohne jede Einschränkung zu; bei Aussagen über den ganzen Hilbert. 
Raum hat man gewisse Modifikationen zu beachten, die sich aus seiner unend-
lichen Zahl von Dimensionen ergeben. Einer solchen Einschränkung werden 
wir bei der Spektralzerlegung symmetrischer Operatoren begegnen. Auch kann 
ein vollständiger Hilbert-Raum beliebig viele unendlich-dimensionale Unter-
räume haben, die ihrerseits wieder vollständige Hilbert-Räume sind. Als Bei-
spiel betrachten wir etwa den vollständigen Hi/bert-Raum aller mit der Peri-
odenlänge 1 periodischen Funktionen f (x) mit dem als beschränkt voraus-
gesetzten Normquadrat 
I 
{t, t} = J f2 (x) dx (2.3.IR) 
o 
Zu diesem Hilbert-Raum gehören aber auch alle Funktionen mit den Perioden-
1·· 1 lId . d d' p' d nl" h"rt' d . angen - , - , -, ... ; un zu Je er leser erlO e angen ge 0 WH' erum em 
2 3 4 
vollständiger Hilbert-Raum. Einen vollständigen Hilbert·Raum mit der Norm 
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(2.3.18) bildet auch der "Durchschnitt" (d. h. die Gesamtheit der gemeinsamen 
Elemente) der Mengen aller Funktionen mit den Periodenlängen { und~. 
Andere Beispiele solcher Unterräume werden wir kennenlernen, wenn wir die 
Gesamtheit aller Spannungs- und Dehnungsfehler in einem elastischen Körper 
nach verschiedenen Gesichtspunkten einschränken. 
Wichtig ist noch die Bemerkung, daß man einen unvollständigen, d. h. nicht 
den Bedingungen (2.2.5-6) genügenden Hilbert-Raum "abschließen", d. h. 
vollständig machen kann, indem man neue Elemente definiert mit Hilfe der 
Folgen, die zwar (2.2.5) erfüllen, aber im ursprünglichen Hilbert-Raum noch 
kein Grenzelement (2.2.6) haben. Durch Hinzufügen aller dieser neuen Ele-
mente wird der ursprüngliche Hilbert-Raum zu einem vollständigen Hilbert-
Raum ergänzt in ähnlicher Weise, wie die Menge aller rationalen Zahlen mit 
Hilfe der durch den Dedekindschen Schnitt definierten Folgen zur abgeschlos-
senen Menge aller reellen Zahlen vervollständigt wird ([62], S. 5). Auch die 
Rechnung mit diesen neuen Elementen, den "Limespunkten" , wird in ähnlicher 
Weise wie bei den irrationalen Zahlen durch konvergente Folgen erklärt ([62], 
S. 6). Praktisch ist übrigens in den meisten hier behandelten Fällen die Voll-
ständigkeit des Funktionenraumes evident. 
Wichtig ist schließlich noch der folgende Satz: Gilt 
{g, It} = {g, h} (2.3.19) 
für alle Elemente g des reellen Hilbert-Raumes und zwei feste Elemente 11 
und 12, so folgt daraus 
in dem Sinne, daß 
11ft - hll = 0 
Zum Beweis hat man nur (2.3.19) umzuschreiben 
und 
{g, /l - 12} = 0 
(2.3.20) 
(2.3.21) 
(2.3.22) 
(2.3.23) 
zu setzen; es würde sich daraus ein Widerspruch ergeben, wenn (2.3.21) nicht 
erfüllt ist. Die Einschränkung (2.3.21) ist meist von geringer praktischer 
Bedeutung; in Funktionenräumen genügen gewisse zusätzliche Stetigkeits-
forderungen, damit (2.3.20) aus (2.3.21) folgt [73]. Schlimmstenfalls ist (2.3.20) 
auf einer "Punktmenge vom Maß Null" im physikalischen Raum verletzt; 
dies kann etwa Erscheinungen von der Art des Gibbsschen Phänomens [73] 
an meist leicht erkennbaren Ausnahmestellen bedeuten. (2.3.19) gestattet auch 
eine einfache physikalische Deutung, wenn man etwa ft, 12 als zwei feste 
räumliche Kräftebelegungen und die Menge aller g als die Gesamtheit aller im 
Euklidischen Raum denkbaren ortsabhängigen Verschiebungsfelder inter-
pretiert. Dann stellen die beiden Seiten von (2.3.19) die Arbeit dar, welche 
die Kräftebelegungen ft bzw. 12 an den Verschiebungsfeldern g leisten. Daß 
nun zwei Kräftebelegungen identisch sein müssen, die mit allen möglichen 
Verschiebungsfeldern dieselbe Arbeit leisten, ist physikalisch durchaus ein-
leuchtend. 
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Gehören die Elemente g einerseits und 11, /2 andererseits verschiedenen Hilber/-
Räumen an, so ist der Schluß von (2.3.19) auf (2.3.20) nur noch dann erlaubt, 
wenn der Hilbert-Raum von hund 12 ganz im Hilbert-Raum aller genthalten 
ist, da anders (2.3.23) nicht mehr in allen Fällen erfüllbar ist. Stellt man sich 
z. B. unter den festen Elementen h, 12 dreidimensionale Kräftebelegungen vor, 
während man die Verschiebungsfelder g auf Verschiebungen parallel zu einer 
Ebene einschränkt, so ist der Schluß von der gleichen Arbeit mit sämtlichen 
Verschiebungsfeldern auf die Gleichheit der Kräftebelegungen ersichtlich nicht 
mehr möglich. Dagegen bleibt er in vollem Umfange gültig, wenn man zwar 
die Kräftebelegungen /1, 12 auf Systeme zu einer Ebene paralleler Kräfte be-
schränkt, andererseits aber noch beliebige dreidimensionale Verschiebungs-
felder g zuläßt. 
Die Konvergenz einer Funktionenfolge im Sinne von (2.2.6) wird im reellen 
Hilbert-Raum als "Konvergenz im Mittel" oder auch "starke Konvergenz" 
bezeichnet [62-64, 66, 73]. Wie weit aus der Komoergenz im Mittel die gewöhn-
liche, gleichmäßige Konvergenz abgeleitet werden kann, ergibt sich sinngemäß 
aus den Bemerkungen im Anschluß an (2.2.23) und den dort angeführten, 
ausführlichen Überlegungen bei Courant und Hilbert [73]. 
2.4 Symmetrische Operatoren im reellen Hilbert-Ranm 
Unter einem Operator Sl3 in einem Funktionenraum yerstehen wir wie unter 
Ziff. 2.2 eine Vorschrift, durch welche jedem Element 1 des Funktionenraums 
ein Element 
g = Sl31 (2.4.1) 
desselben Funktionenraums eindeutig zugeordnet wird [62-6i]. .:\Iit anderen 
Worten: (2.4.1) bestimmt eine Transformation des Funktionenraums oder "er-
mittelt eine Abbildung des Funktionenraums auf sich selbst bzw. einen seiner 
Unterräume. Die Transformation (2.4.1) heißt linear, wenn sie additiv und 
homogen ist, d. h. für zwei beliebige Elemente /l und 12 
(2.4.2) 
sowie für eine beliebige Konstante f." 
(2.4.3) 
gilt. Sie heißt ferner beschränkt, wenn es eine positive Zahl Jf* derart giht, 
daß für jedes beliebige 1 des betrachteten Funktionenraums 
iiSl3/:! ::s;; Jf* ::f1! (2.4.4) 
gilt. Die kleinste dieser Zahlen JJf heißt die Norm des Operators Sl3 und wird 
mit 11 Sl311 bezeichnet: 
liSl3'\ = JI , " (:U.;j) 
([62], § 2; [64, 66]). Die Norm eines Operators stellt also begrifflich E'twas völlig 
anderes dar als die Norm eines Elements. InsbE'sonderE' enhprechen deli 
linearen Operatoren in einem reellen Hilbert-Raum die Tenf'oren 2. Stufe im 
Euklidischen Raum, und der Transformation (2.4.1) die ;;:kalare Multiplikation 
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mit einem Vektor. In der Matrizenrechnung [68-70] entsprechen den linearen 
Operatoren quadratische Matrizen und den Elementen die Spaltenvektoren ; 
ist eine Matrix symmetrisch, so entspricht der Operatornorm ihr größter Eigen-
wertbetrag. 
Stellen wir uns unter den Elementen f des Funktionenraumes die Kräfte-
belegungen [R] auf (8) in KO nach § 1.2 vor, so ist der Operator <:t, welcher 
der Kräftebelegung [R] nach (2.2.7) die Kräftebelegung [R]' zuordnet, gewiß 
weder additiv noch homogen; dies ist bedingt durch die in der Zuordnungs-
vorschrift enthaltene Addition des festen Elements [P]. Additiv und homogen 
nach (2.4.2-3), also linear ist dagegen derjenige Operator 'n, welcher zu der 
Kräftebelegung [R] auf (8) in KO denjenigen Teil [Q] bestimmt, der vom 
Außengebiet (K-) aufgenommen wird. Identifizieren wir mit dem Element g 
die Kräftebelegung [R]' aus (2.2.7), mit dem Element f die Kräftebelegung [R] 
und mit dem festen Element b die fest vorgegebene Kräftebelegung [P], so 
erscheint (2.2.7) in der Form 
(2.4.6) 
und unter Verwendung des Einheitsoperators G; ("identische Transformation") 
wird aus der Operatorgleichung (2.2.8) 
(G;-'n)/=b 
wobei 
(2.4.7) 
(2.4.8) 
wiederum ein linearer Operator ist. Im nächsten Paragraphen werden wir dann 
einen reellen Hilbert-Raum bestimmen, in dem der zum Iterationsverfahren 
von § 1.2 gehörige Operator 'n auch beschränkt ist. 
Zunächst definieren wir für einen beliebigen linearen und beschränkten Ope-
rator 'n in einem reellen Hilbert-Raum die zu (2.4.1) adjungierte Transfor-
mation, die wir durch Anwendung des Operators 'n von rechts symbolisieren 
g = f'n (2.4.9) 
Die adjungierte Tran;:;formation ist bestimmt durch die Forderung, daß 
{/'n, h} = {j, 'nh} (2.4.10) 
ist für ein beliebiges festes I und sämtliche Elemente h des reellen H ilbert-Raums. 
Die rechte Seite dieser Gleichung ist für jedes h gemäß (2.4.1) erklärt; damit 
ist aber auch nach (2.3.19-21) das feste Element f'n auf der linken Seite ein-
deutig bestimmt, falls es überhaupt eines gibt, das (2.4.10) für alle h des 
betrachteten Hilbert-Raums erfüllt. Die Existenz eines solchen Elements läßt 
sich jedoch, was wir hier nicht durchführen wollen, aus einem Satz über lineare 
Funktionale ableiten ([66], Ziff. 30, 84). Weiter gilt für die Norm der adjun-
gierten Transformation 
11'n*11 == lim sup 11/'n1! = lim sup II 'n/ll = 11'n11 
I IIIII IIIII - (2.4.11 ) 
([62], S. 10, [66], Ziff. 84); man kann also von der Norm des Operators Q3 
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schlechthin sprechen, gleichgültig ob er von links oder von rechts angewendet 
wird. Ein Operator Q3 heißt selbstadjungiert, wenn 
/Q3 = C]Jf (2.4.12) 
für alle / des reellen Hilbert-Raums gilt; ist er gleichzeitig beschränkt, so wird 
er auch als symmetrisch bezeichnet. Ein Analogon in endlich-dimensionalen 
Räumen bilden die symmetrischen Tensoren 2. Stufe und die symmetrischen 
Matrizen. 
Wir sind hier bei der Definition der adjungierten Transformation von der in 
der Literatur [62, 64, 66, 67] üblichen Schreibweise durch Einführung der 
Anwendung eines Operators von rechts in (2.4.9) abgewichen. Gewöhnlich ,drd 
ein adjungierter Operator C]J* definiert, welcher ebenso wie der ursprüngliche 
Operator Q3 von links angewendet wird, derart, daß 
Q3*/==/Q3 (2.4.13) 
Die Schreibweise (2.4.9) hat jedoch einige Vorzüge für Operatoren, bei denen 
sich die adjungierte Transformation auf physikalisch andersartige Größen 
bezieht. Wirkt z. B. die ursprüngliche Transformation (2.4.1) auf die Kräfte-
belegung [R] auf (S) in KC, so muß, wie im übernächsten Paragraphen gezeigt 
wird, die adjungierte Transformation (2.4.9) auf die zugehörige Verschiebung 
von (S) in KC angewandt werden. Es trägt aber zweifellos zur Übersichtlichkeit 
bei, wenn auf derselben Seite des Operators stets physikalisch gleichartige 
Größen erscheinen. 
Wir beschäftigen uns nun mit symmetrischen Operatoren nach (2.4.12). Von 
den symmetrischen Tensoren 2. Stufe im E'uklidischen Raum ist bekannt, daß 
sie ein ausgezeichnetes System von drei aufeinander senkrechten Hauptachsen 
besitzen, in denen sie jeweils eine reine Streckung oder Stauchung vermitteln 
[l, 2]. Entsprechendes gilt in der Matrizenrechnung. Eine ... Y-reihige quadratischp 
und symmetrische Matrix besitzt stets S reelle Eigenwerte, die teilweise oder 
auch insgesamt untereinander gleich sein können. Zu diesen SEigenwerten 
gehören insgesamt N verschiedene, im Sinne von (2.3.7) orthogonale Eigen-
vektoren. Sind mehrere Eigenwerte gleich, so können innerhalb des Unter-
raums der zugehörigen Eigenvektoren durch Linearkombination (2.3.17), wo 
n :s;: N die Zahl der gleichen Eigenwerte ist, mit Hilfe eines Gram-Schmidtschen 
Orthogonalisierungsprozesses neue Eigenvektoren gebildet werden. Geo-
metrisch entsprechen die Eigenvektoren den Hauptachsenrichtungen eines S-
dimensionalen Kegelschnitts und die Eigenwerte dem reziproken Quadrat 
seiner Halbachsen; daß sie in einem Unterraum mit gleichen Eigenwerten teil-
weise willkürlich wählbar sind, entspricht der bekannten elementar-geo-
metrischen Tatsache, daß man im Kreis bzw. in der Kugel zwei hz\\". drei 
aufeinander senkrechte Achsen beliebig legen kann. Das System der X Eigell. 
vektoren ist vollständig in dem Sinne, daß sich jeder Yektor des X-dimen-
sionalen Raumes durch Linearkombination der X Eigenvektoren darstellen 
läßt [68-70]. 
Die Analogie zu den symmetrischen Matrizen legt nun für einen F;~'mmctrischen 
Operator Q3 die Vermutung nahe, daß er - im allgemeinen unendlich viele --
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(i) 
reelle Eigenwerte tU und zugehörige Eigenelemente f besitzen wird, welche 
jeweils die Gleichung 
(i) (i) 
SB f = fli t 
(i) 
erfüllen. Existiert ein solches Eigenelement t, so heißt 
(i) 
f = Vf?,T} t 
<i> 
(2.4.14) 
(2.4.15) 
das zugehörige normierte Eigenelement. 
elementen gilt die Orthogonalitätsrelation 
Zwischen verschiedenen Eigen-
ri, <t} = 0 (2.4.16) 
Für fli =F flj wird dies nachgewiesen, indem man von den Gleichungen 
<i> <i> 
SB t = fli f (2.4.17) 
<i> <i> 
SB f = fli f 
<j> <i> 
die erste skalar mit dem Element f, die zweite mit dem Element f multi-
pliziert und subtrahiert; wegen der Symmetrie von SB folgt dann 
{
<i> <i>} 
(fli - flj) I, I = 0 (2.4.18) 
und damit (2.4.16). 
Falls mehrere, endlich oder abzählbar unendlich viele Eigenwerte flk mit ver-
<k> 
schiedenen, untereinander linear unabhängigen Eigenelementen f gleich sind, 
läßt sich (2.4.16) stets auf unendlich viele Weisen durch einen Gram-Schmidt-
sehen Orthogonalisierungsprozeß erzwingen ([40], S. 21; [66], Ziff. 33; [73], 
S.50). 
Das Orthogonalsystem der Eigenelemente heißt vollständig, wenn die Summen-
folge 
n 
~ <i>{<i> } In = L.J f j, f (2.4.1\)) 
i~l 
für jedes beliebige Element f des betrachteten Hilbert-Raumes in dem durch 
(2.2.6) definierten Sinne gegen j konvergiert. Dann gilt 
oe 
~ <I> {<i> } I=L.J I I,t (2.4.20) 
i~l 
was für die Elemente eines Funktionenraumes, also die Funktionen j, im Sinne 
der Konvergenz im Mittel zu verstehen ist (§ 2.3, Schluß). Der Operator <;8 
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<i> <i> 
läßt sich dann mit Hilfe der "dyadischen Produkte" f f seiner normierten 
Eigenelemente mit sich selbst in der symbolischen Form 
(2.4.21) 
anschreiben; im Funktionenraum ist das dyadische Produkt derart definiert. 
daß die beiden Faktorfunktionen von verschiedenen, voneinander unabhän-
gigen Veränderlichen des physikalischen Raumes abhängen, also z. B. bei 
Funktionen einer reellen Variablen durch 
<i> <i> <i> <i> 
f f A f (x) f (y) (2.4.22) 
mit den unabhängigen Veränderlichen x, y. Die Ann'endung (2.4.21) auf ein 
beliebiges Element f ist erklärt durch die für beschränkte :11; I im Sinne von 
(2.2.6) konvergente Entwicklung 
00 
'\' <I> {<i> } 
CJ3 f = L.J 11; f f , t 
i~l 
(2.4.23) 
und die Norm (2.4.5) von CJ3 ist demnach 
Ilesl! = lim sup 1l1ii (2.4.24) 
Durch wiederholte Anwendung des Operators es auf beliebige feste Elemente f 
lassen sich Potenzen CJ3n des Operators CJ3 und durch Addition verschiedener 
Potenzen Polynome p (CJ3) in es erklären. Für ein solches Operatorpolynom 
erhält man die (2.4.21) entsprechende Entwicklung 
(2.4.2;'») 
oder bei Anwendung auf ein beliebiges Element t entsprechend (2.4.23) 
(2.4.26) 
Die Reihenentwicklungen auf der rechten Seite von (2.4.21) und (2.4.2.'5) werden 
nach Einsetzen von (2.4.22) im allgemeinen dem Zahlenwert nach nicht kon-
vergieren; dies ist jedoch auch nicht notwendig; es genügt, wenn (2.4.23) und 
(2.4.26) für jedes f einen Sinn haben [62, 64, 66, 67]. 
Von einem symmetrischen Operator es, der (2.4.14-26) erfüllt. sagt man, pr 
habe ein reines Punktspektrum ((66], Ziff. 132). Soll daR Orthogonabystern 
der Eigenfunktionen vollständig sein, so muß das Spektrum der Eigpnwerte 
wenigstens einen Häufungspunkt haben; seine Hällfungspunkte können allPr 
auch beliebig dicht auf einem endlichen Abschnitt der reellen Achse lif'gen. 
Operatoren mit reinem Punkt spektrum kommen den aus endlich-dimensionalen 
Euklidischen Räumen bekannten Verhältnissen am nächsten. 
Tatsächlich braucht aber ein symmetrischer Operator in einem Hilberl-Raum 
keineswegs ein reines Punktspektrum zu besitzen; dies ist bisher im wesent-
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lichen nur für "vollstetige" Operatoren nachgewiesen und für Operatoren, die 
sich als Summe des mit einer Konstanten multiplizierten Einheitsoperators 
und eines vollstetigen Operators anschreiben lassen. Zu den vollstetigen Ope-
ratoren gehören insbesondere die Integraloperatoren mit beschränktem, un-
wesentlich singulärem oder quadratisch integrablem Kern [40, 41, 62-64, 66, 
67, 73]. Das Spektrum eines vollstetigen Operators ist dadurch gekennzeichnet, 
daß es nur den einzigen Häufungspunkt Null hat. Für nicht vollstetige Ope-
ratoren ist der Nachweis eines reinen Punktspektrums bisher nur in Ausnahme-
fällen geführt worden [74, 75]. Die im folgenden Paragraphen eingeführten 
Operatoren können jedoch nicht vollstetig sein, da sie im selben Hilbert-Raum 
eine beschränkte Inverse Q3-l besitzen müssen, welche bestimmt ist durch 
Q3-I Q3 f = Q3 Q3-I f = f 
für alle f des Hilbert-Raums. 
(2.4.27) 
Die (2.4.25) entsprechende symbolische Entwicklung der Inversen Q3-I im 
Falle eines reinen Punkt spektrums ist nun 
~ 1 <i><i> 
Q3-I 1\ L.J - f t 
i~1 f-ti 
(2.4.28) 
Diese hat aber offensichtlich nur dann einen Sinn für alle t, wenn eine endliche 
Umgebung von Null auf der reellen Achse von Eigenwerten f-ti des Operators 
Q3 frei ist. 
Wir müssen also den allgemeinen Fall eines beschränkten symmetrischen 
Operators betrachten. Hier bleibt von den aus der Matrizenrechnung bekannten 
Existenzsätzen nur noch die eine Aussage übrig, daß das Spektrum reell ist. 
Eine allgemeine Formulierung erhält man mit Hilfe der "Spektralfunktion" 
EI', eines von dem reellen und stetigen Parameter f-t abhängigen Projektions-
operators. Unter einem Projektionsoperator versteht man einen Operator, 
welcher nichts weiter bewirkt als die Projektion eines Elementes f auf einen 
Unterraum des Hilbert-Raumes in ähnlicher Weise, wie im dreidimensionalen 
Euklidischen Raum ein beliebiger Vektor auf eine Ebene projiziert wird ([62], 
S. 12, [66], Ziff. 105). In diesem Sinne ist z. B. 
f <i><i> 
EPn 1\ L.J f t 
i~1 
mit der durch (2.4.19) definierten Anwendung 
(2.4.29) 
(2.4.30) 
ein Projektionsoperator, welcher das beliebige Element auf den von den Eigen-
<1> <2> <n> 
elementen f, t,· .. , f aufgespannten linearen Unterraum projiziert. Da 
ein vollständiger Hilbert-Raum auch andere vollständige Hilbert-Räume als 
Unterräume enthalten kann (vgl. etwa (2.3.18)ff.), sind auch Projektionen auf 
unendlichdimensionale Unterräume denkbar. Projektionsoperatoren sind stets 
symmetrisch und nicht-negativ definit [62, 66]. 
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Nun sei - zunächst im Falle eines reinen Punkt spektrums - m die untere 
und M die obere Grenze des Operatorspektrums, d. h. entweder sein kleinster 
bzw. größter Eigenwert oder der kleinste bzw. größte Häufungspunkt seiner 
Eigenwerte. Wir denken uns nun die Eigenelemente in (2.4.29) nach wachsen-
den Eigenwerten fh. geordnet. Setzen wir dann 
Ef' = 0 für fh < m 
Ef' = Ef', für fh':::::: fh < /1-.+1 (2.4.31) 
Ef' = G: für M:::::: fh 
so ist dies bereits die gesuchte Spektralfunktion im Falle eines reinen Punkt-
spektrums. Es ist eine "Treppenfunktion", d. h. die Dimensionszahl des Bild-
raums des Projektionsoperators nimmt dort, wo fh einen Eigenwert durchläuft, 
sprunghaft um eine, mehrere oder sogar unendlich viele Dimensionen zu; an 
allen übrigen Stellen bleibt der Operator konstant. Nunmehr lassen sich die 
Gleichungen (2.4.20, 23, 26, 28) in die Form bringen ([62], §!II.l; [66], Ziff. 
107) 
JI 
f = f dEllf (2.4.32) 
f'~m-O 
.~I 
SB f = f fh dEf' f (2.4.33) 
f'~m-O 
.lI 
p (SB) f = f P (!t) dEf' f (2.4.34) 
Il=m-O 
.11 
SB-i f = ~ -; dEf' f (2.4.3;;) 
f'~m-O 
für alle f des Hilbert-Raums oder auch, wenn man nur den Operator selbst 
anschreibt, beispielsweise 
J[ 
P (SB) = f P (fh) dEf' (2.4.36) 
f'~m-O 
Die Integrale sind wegen der SprungsteIlen von EI-' im Sinne von Stieltje.s zu 
verstehen; die untere Grenze wurde mit m - 0 bezeichnet, da Ef' nach (2.4.31) 
nur rechtsseitig stetig definiert ist ([66], Ziff. 107). Ein 'Vert fh, für den sich 
Ef' stetig oder sprunghaft ändert, heißt zum Spektrum von Q3 gehörig; andern-
falls sagt man, er gehöre nicht zum Spektrum. 
Die Gleichungen (2.4.32-36) stellen zunächst nichts weiter dar als eine neut' 
Schreibweise für einen bekannten Sonderfall, nämlich für einen Operator mit 
reinem Punktspektrum. Sie gestatten aber auch, den allgemeinen Fall zu 
erfassen; man braucht dazu nur neben der Sprungfunktion (2.4.31) auch noch 
stetig mit fh veränderliche Spektralfunktionen zuzulassen, eine Besonderheit 
des unendlich-dimensionalen Hilbert-Raums, die man sich schwerlich durch 
irgend ein Analogon in endlich-dimensionalen Räumen anschaulich machen 
kann. Wo die Spektralfunktion EI' stetig mit" veränderlich ist, spricht man 
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von einem "Kontinuum" im Spektrum des Operators ca [62, 64, 66]. Läßt man 
sowohl Sprünge als auch kontinuierliche Veränderlichkeit zu, so kann man 
zeigen, daß zu jedem symmetrischen Operator eine Spektralfunktion eindeutig 
bestimmt ist ([62], § III.l; [64]; [66], Ziff. 107). 
Welche Eigenschaften hat nun die Spektralfunktion im allgemeinen Falle noch 
mit der Spektralfunktion (2.4.31) eines Punktspektrums gemeinsam? Zunächst 
nimmt die Spektralfunktion auch im allgemeinen Fall mit wachsendem f-l nicht 
ab, d. h. der Unterraum von EI"' ist für f-l" ;;::: f-l' ganz im Unterraum von EI"' 
enthalten; entsprechend der Definition der Spektralfunktion als eines ver-
änderlichen Projektionsoperators ist danach 
(2.4.37) 
Die Orthogonalitätseigenschaft der Eigenfunktionen (2.4.16) überträgt sich 
auf die Spektralfunktion EI" derart, daß ihre zu verschiedenen, sich nicht über-
schneidenden Abschnitten des Spektrums gehörenden "Werte", d. h. ihre von 
f-l abhängigen Projektionsoperatoren in verschiedenen Abschnitten, orthogonal 
zueinander sind. Mit anderen Worten: Die Spektralfunktion ist "abschnitts-
weise orthogonal". Dies folgt aus (2.4.37) mit 
(2.4.38) 
Erst recht gilt dies, wie leicht nachzuweisen, für Teilintervalle der Abschnitte 
(m, f-l') und (f-l', f-l"). 
Das Skalarprodukt von (2.4.34) mit einem anderen Element g erscheint in der 
Form 
M 
{p (ca) f, g} = f p (f-l) { f, dEI" g} (2.4.39) 
I"~m-O 
wobei natürlich auch 
p (ca) = cao = 6: (2.4.40) 
<i> 
sein kann. Im Falle eines reinen Punktspektrums mit den Eigenfunktionen f 
wird aus (2.4.39) 
(2.4.41) 
([66], Ziff. 107). 
Bemerkenswert ist noch ein Satz von Weyl, nach dem die Addition eines voll-
stetigen Operators zu einem beliebigen Operator ca die Häufungspunkte seines 
Spektrums unverändert läßt ([66], Ziff. 134). Daraus folgt, daß ein Punkt-
spektrum nur dann durch Addition eines vollstetigen Operators in ein Spektrum 
mit Kontinuum überführt werden kann, wenn wenigstens auf einem endlichen 
Intervall der reellen Achse jeder Punkt ein Häufungspunkt des punktspek-
trums ist, die Eigenwerte in diesem Intervall also dicht liegen. 
Die hier entwickelte Spektraltheorie eines symmetrischen Operators läßt sich 
auf eine wichtige Klasse symmetrisierbarer Operatoren übertragen. Symme-
trisierbar durch den Operator ß heißt der Operator ca in einem reellen Hilbert-
Raum mit dem Skalarprodukt {t, g} dann, wenn es einen in diesem Hilbert-
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Raum linearen und symmetrischen Operator S) derart gibt, daß der Produkt-
operator S) sn in diesem Hilbert-Raum symmetrisch ist, also für jedes beliebige! 
S) (sn f) == S) sn! = ! S) sn == (f S» sn (2.4.42) 
gilt [75-77]. Wir werden im folgenden, wo nicht ausdrücklich anders vermerkt, 
nur sol?he Fälle betrachten, in denen der Operator S) eigentlich positiv definit, 
d. h. dIe untere Grenze seines Spektrums positiv ist. Dann ist aber sn sym-
metrisch in einem neuen Hilbert-Raum mit dem Skalarprodukt 
{f, g}* == {f, S) g} = {j S), g} (2.4.43 ) 
[75]. In der Tat erfüllt (2.4.43) wegen (2.4.1-3, 10, 12) die Forderungen 
(2.3.1-3). Die Norm eines Elements! im neuen Hilbert-Raum ist 
11111* = VU, S) t} > 0 für ! -+ 0 (2.4.44) 
Der Begriff der Symmetrie eines Operators sn läßt sich in den neuen Hilbert-
Raum übertragen, wenn man nach den Bemerkungen im Anschluß an (2.4.10) 
überlegt, daß im alten Hilbert-Raum die Gültigkeit der Beziehung 
{j, sn g} = {g, sn f} (2.4.45) 
für zwei beliebige fund g äquivalent ist mit der Gültigkeit von (2.4.12) für 
alle f. Gewöhnlich wird sogar - in der Schreibweise (2.4.13) - (2.4.45) an 
Stelle von (2.4.12) zur Definition des Symmetrie begriffs benutzt [62, 64, 66, 67]. 
Wir nennen nun einen Operator sn symmetrisch in dem neuen Hilbert-Raum 
mit dem Skalarprodukt (2.4.43), wenn für alle fund g 
{t, sn g}* = {g, sn t}* (2.4.46) 
Ein im alten Hilbert-Raum mit S) symmetriesierbarer Operator erfüllt aber 
nach (2.4.42) und (2.4.10) im neuen Hilbert-Raum die Symmetriebedingung 
(2.4.46), denn es ist 
{t, sn g}* == {t, S) sn g} = {j, g S) sn} = {g S) sn, t} = 
{g, S) sn !} == {g, sn t}* (2.4.47) 
(2.4.46) genügt aber, um die im alten Hilbert-Raum entwickelte Spektral-
theorie auf den neuen Hilbert-Raum zu übertragen. Die Spektralfunktion EI' 
ist dann im alten Hilbert-Raum freilich nicht mehr symmetrisch, sondern nur 
noch wie sn selbst mit S) symmetrisierbar, und im Falle eines reinen Punkt-
spektrums tritt an die Stelle des gewöhnlichen Orthogonalsystems der Eigen-
<i> 
elemente f in (2.4.14) ein "Biorthogonalsystem" ([40], S. 281, S. 439; [66], 
<i> 
Ziff. 86) der "rechtsseitigen Eigenelemente" ! und der "linksseitigen Eigen-
<i> 
elemente" S) f . Ein normiertes, rechtsseitiges Eigenelement ist jetzt erklärt 
durch 
(i) 
<i> 
f f (2.4.48) 
an Stelle von (2.4.15). 
10 WIssell$Cbaftl. Abband!., XlV, 1962 
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Wir haben bisher mit (2.4.42) nur die "linksseitige Symmetrisierbarkeit" 
betrachtet; sinngemäß werden wir einen Operator Q3 als "rechtsseitig sym-
metrisierbar durch den Operator m" bezeichnen, wenn es im ursprünglichen 
Hilbert-Raum einen linearen, svmmetrischen und, wo nicht ausdrücklich anders 
vermerkt, eigentlich positiv de"finiten Operator m gibt derart, daß der Produkt-
operator Q3m im ursprünglichen Hilbert-Raum symmetrisch ist. Rechtsseitig 
symmetrisierbare Operatoren lassen sich - unter Vertauschung von Links-
und Rechtsoperationen - genau so behandeln wie linksseitig symmetrisier-
bare. Auf weitere Einzelheiten werden wir später in den Anwendungen ein-
gehen. 
2.5 Einige Sätze über symmetrische Operatoren 
Satz 1: Es sei Q3 ein linearer und symmetrischer Operator in einem reellen 
Hilbert-Raum, mund 111 seien die untere und die obere Grenze seines Spek-
trums. Dann gilt: 
a) (2.5.1) 
Gibt es außerdem zwei reelle Zahlen ft' und ft" derart, daß m :S ft' < ft" :S .M 
und kein Punkt des offenen Intervalls ft' < ft < ft" zum Spektrum gehört 
(d. h., daß die Spektralfunktion EI' in diesem offenen Intervall konstant ist, 
sich also weder stetig noch sprunghaft ändert), so gilt weiter 
b) (2.5.2) 
Dieser Satz erlaubt eine bildliehe Formulierung: Denkt man sich die Elemente 
f, Q3 f usw. als Ortsvektoren von einem gemeinsamen Ursprung aus abgetragen, 
so liegt einerseits nach a) der Punkt Q3 f im Innern oder auf der (im allge-
meinen natürlich ebenfalls unendlich-dimensionalen) Oberfläche einer "Hyper-
kugel ft" über der Strecke vom Punkt m f bis zum Punkt M f als Durchmesser, 
andererseits nach b) außerhalb oder auf einer "Hyperkugel il" über der Strecke 
von ft' f nach ft" f, falls ein entsprechender, von Punkten des Spektrums freier 
Abschnitt existiert (Abb. 2.5.1). Natürlich kann es auch beliebig viele solcher 
Abb. 2.5.1. Zur Hyperkugel I' und den Hyperkugeln P 
Abschnitte geben; beispielsweise kann man bei einem reinen Punktspektrum 
über jeder Strecke von ftt f nach fti + 1 f eine solche Hyperkugel il konstruieren, 
wo ftj und ft1+1 benachbarte Eigenwerte sind. Diese Hyperkugeln "berühren" 
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einander in den Punkten fli, und man erhält etwa für genau drei verschiedene 
Eigenwerte die von den 1110hrschen Spannungskreisen ([78], S. 61) bekannte 
Anordnung, welcher, wie sich bald zeigen wird, tatsächlich auch eine innere 
Verwandtschaft entspricht *). 
Zum Beweis von a) schreiben wir das Normquadrat von en 1 _ Al ~ m l mit 
Hilfe der Spektralfunktion EI' in der Form (2.4.39) an 
J[ 
111 + m \ ( Jl + m)2 Ilenl --2-/112 = J fl-~ {t,dEI'/}. (2.5.3) 
m-O 
Andererseits ist nach Voraussetzung 
(2.5.4) 
m-1I1 1I1+m M+m '! M+m M-m 
----;2::--- = m - --2- ~ fl - --2- ~". - --2- = --2- > 0 
oder kurz 
I M+ml JI-m fl-~ ~--2-' 
Nun ist für wachsendes fl, also dfl > 0 auch 
(2.5.5) 
(2.5.6) 
da ein Projektionsoperator stets nicht-negativ definit ist und die Spektral-
funktion EI' nach (2.4.37) mit wachsendem fl nicht abnehmen kann. Somit 
kann man (2.5.3) abschätzen 
J! 
11 cn I - M_~_m 1112 ~ CI! ; mr ~ {j, dEI't} = (.lI; mr i:/i;2. (2.5.7) 
m-O 
Zieht man daraus die Wurzel, so folgt (2.5.1). 
Zum Beweis von b) beachten wir, daß nach Voraussetzung im offenen Intervall 
fl' < fl < fl" die Spektralfunktion konstant ist, also 
(2.5.8) 
Danach kann man dieses Intervall bei der Integration (2.5.3) auslasHen und 
schreiben 
"...L ' ," , 2 
( 
1" M) 
11 cn 1- fl ~J:.. I il 2 = Jo +I'.L (fl _! ~ fl ) {t, dEI'f} (2.5.9) 
*) Aus Satz 1 ergibt sich auch ein Beweis des Eins('hließungRsatzes von Kr,1l101c.Bogoljubow 
sowie verwandter Sätze, wie wir in Anhang 2 näher ausführen. Der Verfasser dankt Herrn 
Professor Lehmann aus Dresden sehr herzlich für diese Anregnng. 
10' 
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Nun ist für das erste Teilintegral p, :::;; p,', also 
p," + p,' ,p," + p,' p,-~-:::;;p, - 2 
und für das zweite Teilintegral p, ~ p,", somit 
/1,' - p," < 0 
2 
"+ ' " + IJ' IJ" - 11' 
u_ fl fl >1J."_fl __ C=F F >0 
F 2 -F 2 2 
also für beide Teilintegrale 
fl" + fl' Ifl--2-1 
Einsetzen in (2.5.9) liefert dann wegen (2.5.6) 
11 ca I - fl" --;- fl' f W ~ (fl" ; flJ 11/112 
also das Quadrat von (2.5.2). 
(2.5.10) 
(2.5.11) 
(2.5.12) 
(2.5.13) 
Natürlich kann auch der Fall eintreten, daß weder m noch M zum Spektrum 
gehören, sondern nur Häufungspunlde des Spektrums, nicht aber gleichzeitig 
Punkte des Spektrums selbst sind. Dann fällt in (2.5.1) das Gleichheitszeichen 
weg. Entsprechendes gilt für die Randpunkte fl' und p," eincr "Lücke" des 
Spektrums. Gehören sie nicht selbst zum Spektrum, so fällt das Gleichheits-
zeichen in (2.5.2) weg. Es fällt z. B. auch weg, wenn zwar m, nicht aber M 
zum Spektrum gehört, mit der einzigen Ausnahme der zu m selbst gehörigen 
Eigenfunktionen, falls solche existieren. In diesen Fällen wird also das Element 
ca I sogar auf ein offenes oder teilweise offenes Gebiet eingeschränkt. Für die 
folgenden Überlegungen ist diese Verschärfung indessen ohne Bedeutung; wir 
werden sie daher weiterhin nicht mehr besonders erwähnen. 
Wir geben noch einige Spezialisierungen von Satz 1 an: 
Corollar 1.1: In der Ebene der als Ortsvektoren aufgetragenen Elemente I und 
ca I liegt der Punkt ca I in dem abgeschlossenen Bereich, welcher von außen 
begrenzt ist durch den Kreis über dem Durchmesser ml, MI, und von innen 
durch die Kreise über sämtlichen Durchmessern p,'I, p,"I, für die zwischen p,' 
und p," kein Punkt zum Spektrum gehört. 
Da die betrachtete Ebene des Funktionenraums erst bestimmt ist, wenn man 
j und ca I kennt, ist dies nichts weiter als eine andere Formulierung von Satz 1. 
Denkt man sie in die Zeichenebene im Euklidischen Raum abgebildet, so ge-
langt man zu Abb. 2.5.1. Diese Figur stellt also die tatsächlichen Verhältnisse 
in der Ebene von j und ca I dar. 
Corollar 1.2: Besteht das Spektrum genau aus zwei Eigenwerten mund M 
jeweils beliebiger Vielfachheit, so fallen die beiden Hyperkugeln p, und i1 
zusammen, und ca I liegt auf der Oberfläche der Hyperkugel über der Strecke 
mj, .MI als Durchmesser. 
Im zweidimensionalen Euklidischen Raum wird aus der Hyperkugel ein Kreis 
(Abb. 2.5.2); man erhält die vom Mohrschen Kreis der ebenen Spannungs-
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zustände (vgI. z. B. [78], S. 63) bekannten Beziehungen. Hier entspricht t dem 
gegebenen Normaleneinheitsvektor tl einer Schnittfläche, und der Anwendung 
des Operators es auf f die skalare Multiplikation von n mit dem Spannungs-
tensor (J, welche dem gegebenen tl den zugehörigen, dem Element Q3 t ent-
sprechenden Spannungsvektor ~ . n zuordnet, d. h. die Kräftebelegung, die an 
der Schnittfläche zur Aufrechterhaltung des Gleichgewichts angebracht werden 
muß. Sind die Komponenten von f im Hauptachsensystem von es bekannt, 
so folgt es f aus der in Abb. 2.5.2 angegebenen Konstruktion, aus welcher 
Abb. 25.2. Konstruktion von <:l3 t im Falle von genau zwei Eigen-
werten mund JI (Mohrseher Kreis in die Ebene) 
durch unwesentliche Modifikationen die bekannten zeichnerischen Verfahren 
mit Hilfe des Mohrsehen Spannungskreises hervorgehen. Nach Corollar 1.1 ist 
diese Konstruktion aber auch im Hilberl-Raum gültig, wenn nur es genau 
zwei Eigenwerte hat. 
Corollar 1.3: Besteht das Spektrum von es genau aus drei verschiedenen Eigen-
werten m, fl und 111 beliebiger Vielfachheit, so erhält man eine Hyperkugel fl 
und zwei Hyperkugeln p, die sich gegenseitig berühren. 
Nach Corollar 1.1 erhält man also in der Ebene von t und es t die Anordnung 
von Abb. 2.5.3, welche von den drei Mohrsehen Kreisen [2, 78] des räumlichen 
Abb. 2.5.3. Molirsehe Kreise im Ranm 
Spannungszustandes bekannt ist. In der Tat erhält man dieselbe Figur im 
dreidimensionalen Euklidischen Raum, wenn man den Spannungstensor (J als 
einen linearen und symmetrischen Operator betrachtet, welcher einem gege-
benen Normaleneinheitsvektor einen Spannungsvektor zuordnet. Eine ele-
mentargeometrische Konstruktion zur Abspaltung der zu n senkreehten Kom-
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ponente des Spannungsvektors findet sich in [78], S. 62; ihre Übertragung auf 
den Hilbert-Raum nach Corollar 1.1 ist allerdings erst dann möglich, wenn 
man darin einen geeigneten dreidimensionalen linearen Unterraum ausgewählt 
hat, in dem sich die drei für die Konstruktion benötigten Richtungswinkel 
([78], S. 62) definieren lassen. Dies ist nach dem sogleich zu formulierenden 
Satz 2 möglich; indessen bestimmt die Konstruktion auch dann das Element 
S8 f nur bis auf eine Drehung um f. Von praktischer Bedeutung dürfte diese 
Konstruktion für unsere Zwecke allerdings kaum sein. Dagegen werden wir 
von ihrer Umkehrung noch Gebrauch machen (vgl. Anhang 3). 
Satz 2: Besitzt der lineare und symmetrische Operator S8 ein reines Punkt-
spektrum mit genau n verschiedenen Eigenwerten f-li beliebiger Yielfachheit, 
<ii> 
und bezeichnet man mit f (j = 1,2, ., . Ni; 1 :::;; Ni :::;; 00) die zu einem 
Eigenwert f-li gehörigen Eigenfunktionen, ist ferner p (S8) ein beliebiges Poly-
nom des Operators Q3 und, falls diese existiert, seiner Inven;eil, so liegt das 
Element p (S8) f in dem (vom Element f abhängigen) linearen n-dimensionalen 
Unterraum des reellen Hilbert-Raums, welcher von den n (im allgemeinen nicht 
normierten) Eigenelementen 
(il x, <ii> {<ii>} 
g(fl = L f f, f (i = 1,2, ... n) (2.5.14) 
jd 
aufgespannt wird. Dies bleibt auch für n = co gültig. 
Nach ([66], Ziff. 106, 107) gilt dieser Satz samt dem folgenden Beweis auch 
dann noch, wenn p (Q3) einer allgemeineren Funktionenklasse angehört; z. B. 
kann P (f-l) eine beliebige beschränkte und rechtsseitig stetige Funktion sein; 
doch wird diese Erweiterung im folgenden nicht benötigt. Der Beweis ergibt 
sich einfach durch Umschreiben der Entwicklung (2.4.26) 
00 <k> {<k> } 
P (Q3) f = L P (f-lk) f f, f 
i~ 1 
= i: P (f-lt) ± <j> {<,:i} = i P (f-li) ~;f) 
i~l i~l i~l 
(2.5.15) 
(il 
Dies ist eine Linearkombination der g(f), was zu beweisen war. Da sich durch 
Linearkombination von Eigenelementen zum selben Eigenwert stets wieder 
. E' I (il 
em 1gene ement ergibt, sind die glf) nicht normierte Eigenelemente des 
Operators S8. 
In Verbindung mit Corollar 1.2 zeigt Satz 2, daß sich sämtliche Ausdrücke 
der Form P (Q3) f für n = 2 symbolisch in einer Euklidischen Ebene kon-
struieren lassen. Für n 2: 3 sind solche Konstruktionen mit Hilfe der dar-
st~~ender: Geometrie grundsätzlich ebenfalls möglich, ihrer größeren Kom-
pliZIertheit wegen jedoch höchstens in Ausnahmefällen zur Verdeutlichung der 
Zusam~enhä~ge geeignet. Die Bedeutung von Satz 2 liegt vielmehr darin, daß 
er zuweilen dIe Wirksamkeit einiger Verfahren zur Konvergenzverbesserung 
besser zu beurteilen gestattet (§ 5). 
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An dieser Stelle haben wir auf einen vom Gesichtspunkt der Mechanik wesent-
lichen Unterschied zwischen einem linearen, zur Erzeugung einer Iterations-
folge geeigneten Operator cn einerseits und einem Operator von der Art des 
Spannungstensors g andererseits hinzuweisen. Der Spannungstensor g ist eine 
physikalische Größe von der "Dimension" (im Sinne des Größenkalküls der 
Physik, [79], S. 34; im folgenden kurz als ,.g-Dimen,üon" bezeichnet) Kraft,' 
Fläche; er wird angewandt durch skalare Multiplikation auf einen Flächen-
normalen-Einheitsvektor, also auf ein "Zahlengebilde", wenn wir mit diesem 
Ausdruck sämtliche im Sinne des Größenkalküls der Physik "dimensionslosen" 
konstanten und veränderlichen Skalare, Vektoren, Tensoren, Funktionen, 
Operatoren usw. bezeichnen wollen. Denkt man also in Abb. 2.5.2 für den 
Operator cn den Spannungstensor g eingesetzt, und für das Element t den 
Einheitsvektor n, so bezeichnen fund cn t physikalisch verschiedenartige Grö-
ßen, und die Maßstabsfaktoren für f einerseits und für cn t sowie die Hyper-
kugel f-l andererseits können unabhängig voneinander gewählt werden. 'Vieder-
holung der Operation mit dem Spannungstensor q hat ersichtlich keinen ver-
nünftigen physikalischen Sinn; allg<:mein ist die - in irgendeinem Sinn 
definierte - Multiplikation und die Potenzbildung von Größen nicht ver-
schwindender g-Dimension nicht möglich, ohne daß ein Produkt anderer 
g-Dimension, also anderer physikalischer Bedeutung, erscheint. Ein solches 
Produkt ist aber nur in Ausnahmefällen sinnvoll; auf keinen Fall kann das 
Potenzieren derartiger Größen beliebig oft wiederholt werden, ohne daß 
schließlich physikalisch sinnlose Größen herauskommen. 
Im Gegensatz dazu darf eine Iterationsfolge nur physikalisch gleichartige Grö-
ßen enthalten, wenn sie physikalisch sinnvoll sein soll. Ein linearer Operator 
cn, der durch wiederholte Anwendung eine Iterationsfolge erzeugen soll, darf 
also die g-Dimension des Elementes t nicht verändern, auf das er angewandt 
wird. Im Verlaufe der Iteration dürfen nur die Zahlenwerte wech~eln, nicht 
die Einheiten. Daraus folgt, daß der Operator Q3 ein reines Zahlengebilde ~ein 
muß, wenn er in einem Iterationsverfahren Verwendung finden soll. Bei reinC'n 
Zahlengebilden haben aber Potenzen im allgemeinen auch einen physikalisch 
zu rechtfertigenden Sinn, da sie sich bei einer - in einem verallgemeinerten 
Sinne verstandenen - Multiplikation nur auf die Zahlenwerte, nicht aber auf 
die Maßeinheitcn auswirken. Ist der lineare und symmetrische Operator Q3 
ein reines Zahlengebilde, so gilt dies auch für seine Spektralfunktion, ins-
besondere auch für seine Eigenfunktionen und Eigenwerte, sofern sie \'or-
handen Rind, sowie für die obere und untere Grenze "eines Spektrums. In 
Abb. :?5.1-3 gilt damit für fund cn t derselbe ~Iaßstabsfaktor; er kann somit 
in diesem Fall nur einmal, und zwar einheitlich für die ganzc Figur, be~timmt 
werden. 'Vir werden in dieser Arbeit im allgemeinen nur PotenzC'n reiner 
Zahlenaebilde verwenden und in üblicher 'Veise durch einen recht;; hoeh-
gestellt~n Index bezeichnen; bei Größen nicht verschwindender g-Dimension 
- mit Ausnahme einiger häufig vorkommender Konstanten und ;;kalarer 
Funktionale - bezeichnet dagegen ein solcher Index eine Zählung und keine 
Potenz. Da es sich hier bei diesen Größen fast ammahmslos um Yektor- und 
Temorfunktionen handelt. ist einc Verwechslung kaum möglich. Produkte 
derartiger Größen mit sich' selbst werden wir im allgemeinen ausschreiben. 
'Vii' überlegen nun, wieweit sich die Abschätzungen von Satz 1 auf die Summc 
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zweier Operatoren übertragen lassen. Zunächst seien <;81 und <;82 zwei beliebige 
lineare und symmetrische Operatoren, dann gilt für die nach (2.4.5) definierte 
Norm des Summenoperators 
(2.5.16) 
wie sich aus der Dreiecksungleichung (2.2.3) leicht ableiten läßt. Diese Ab-
schätzung liefert zugleich eine Schranke für den Betrag der Grenzen des Ope-
ratorspektrums. Weitergehende Aussagen sind im allgemeinen nicht möglich; 
es lassen sich nur in Sonderfällen weitergehende Abschätzungen (z. B. die 
Sätze von Courant, Weyl und Fischer für vollstetige Operatoren [66], Ziff.95; 
[40], S. 192) oder allgemeine qualitative Aussagen machen (z. B. die Sätze von 
Weyl und Neumann über die Häufungspunkte des Spektrums [66], Ziff. 134). 
Wir betrachten nun einen Sonderfall, in dem sich die Spektralfunktion des 
Summenoperators sogar exakt angeben läßt. 
Satz 3: Es seien <;8' und <;8" zwei lineare symmetrische Operatoren derart, daß 
{g <;8", <;8' f} = 0 
ist für alle f, (J des betrachteten Hilbert-Raumes. 
(2.5.17) 
a) Dann gilt für die untere Grenze m und die obere Grenze M des Operators 
<;8 = <;8' + <;8" 
m = min (m', m") 
M = max (M', M") 
(2.5.18) 
(2.5.19) 
(2.5.20) 
wo m', M' bzw. m", M" die Grenzen der Spektren von <;8' bzw. <;8" sind, 
mit Ausnahme der unter c) genannten Fälle. 
b) Ist ferner für alle Elemente f =l= 0 des betrachteten Hilbert-Raums 
* IICB' fll + 11<;8" fll ~ m Ilfll , * m >0 (2.5.21 ) 
so besitzt <;8 eine Inverse. 
c) Sind bei Gültigkeit von (2.5.21) <;8' und <;8" nicht-negativ definit, und gibt 
+ + + 
es zwei positive Zahlen m' und m" derart, daß in den Intervallen 0 < P. < m' 
+ 
bzw. 0 < fJ < m" kein Punkt zum Spektrum von <;8' bzw. 'l)" gehört, 
so gilt 
+ + 
m = min (m', m") (2.5.22) 
Eine entsprechende Aussage gilt für nicht-positiv definite Operatoren. 
Der Satz besagt, daß sich bei Gültigkeit der Orthogonalitätsbeziehung (2.5.17) 
die Grenzen der Operatorspektren nicht etwa in irgendeiner Weise addieren, 
sondern daß die Grenzen des neuen Spektrums die Grenzen der Vereinigungs-
menge beider Spektren sind. Eine Ausnahme bildet der Eigenwert Null; es 
kann sein, daß er im Spektrum des Summenoperators ganz wegfällt; es sind 
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sogar Fälle denkbar, daß das Spektrum des Summenoperators (2.5.18) einen 
kleineren Abschnitt der reellen Achse umfaßt als das Spektrum eines der 
beiden Summanden. Satz 3 ergibt sich - unter Beachtung von Satz 1 und 
(2.4.35) - sofort aus dem folgenden 
Satz 4: Es seien Q3', Q3" und Cß die in Satz 3, (2.5.17-18) erklärten Opera-
toren, E~, E:, und EI' ihre Spektralfunktionen. 'Vir schreiben ferner zur Ab-
kürzung für den Sprung von E;, bzw. E: an der Stelle f1 = 0 
und bezeichnen mit 
dE~o = E~ - E~o 
dE~o = E~ - E: o 
15(0)( ) = {O für 
f/, 1 für 
f1<Ü 
f1 ::::: 0 
(2.5.23) 
(2.5.24) 
(2.5.25) 
die rechtsseitig stetige Heavisidesche Sprungfunktion. Dann ist die Spektral-
funktion des Operators Cß 
EI' = E~ + E: - b(O)(f/,) (dE~o T dE=o - dE~o dE~o) (2.5.26) 
Außerdem gilt, wenn wir mit G' den Einheitsoperator bezeichnen, der jedes 
Element f des betrachteten Hilbert-Raums in sich selbst überführt 
dE~o + dE:o - dE~o dE:o = G' (2.5.27) 
Gleichung (2.5.26) läßt sich also kürzer schreiben 
EI' = E~ + E: - !5(O)(f/,) G' (2.5.28) 
Wir versuchen zunächst, uns die Bedeutung dieses Satzes in halbanschaulicher 
Weise klarzumachen und betrachten dazu ein analoges Beispiel aus dem drei-
dimensionalen Euklidischen Raum, nämlich die Addition der beiden Span-
nungszustände 
~' 1\ a~x = a1, a~y = an, alle anderen a;j = 0 
~" 1\ a;' = am, alle anderen a~ = 0 
o < a1 S; an S; am 
(2.5.29) 
(2.5.30) 
(2.5.31) 
Die Hauptachsen dieser beiden Spannungstensoren sind die X-, y- und z-Achse: 
die Hauptspannung Null kommt in (2.5.29) einmal, in (2.5.30) zweimal vor, 
nicht mehr dagegen in der Summe 
~ = ~' + ~" 1\ axx = a1 , ayy = an, azz = anI' alle anderen aij = 0 
(2.5.32) 
Wegen (2.5.31) ist der größte Mohrsche Kreis von ~ kleiner als der grö13te 
310hrsche Kreis von a". 
Wenn man den Eigenwerten der Spannungszustände gemäß ihrer physika-
lischen Bedeutung als Hauptspannungen und mit ihnen der reellen Yeränder-
lichen fl die !I-Dimension einer Spannung (Kraft/Fläche) zuschreibt, so lassen 
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sich die Spektralfunktionen als reine Zahlengebilde, nämlich g-dimensionslose 
Matrizenfunktionen, definieren. Gemäß (2.4.31-33) erhält man 
c;, ~ b'"' I" - a,{ 00) + b'"' Ip - an) Cl 0) + b'"' Ip) Co J 12.5.33) 
c> ,1'°' I" { 001;-0,"' I") Cl 0)·1 b'"' I" - a m) (\) 12.5.34) 
c, ~ b'"' Ip - a,) (\) +0'"' Ip - on) Cl 0) + b'o, Ip - am ) (\) 12.5.35) 
Weiter wird aus den Größen (2.5.23-24) 
und offensichtlich 
dE~o = (\) 
dE~o = (\0) 
(2.5.36) 
(2.5.37) 
(2.5.38) 
Im dreidimensionalen Euklidischen Raum erfüllen (f' und (f" die Orthogonali-
tätsbedingung (2.5.17); sie bedeutet hier, daß sämtliche von (f' erzeugten 
Spannungsvektoren senkrecht stehen auf sämtlichen von (f" erzeugten Span-
nungsvektoren. An Hand von (2.5.33-38) prüft man nun- auch leicht nach, 
daß die Behauptungen von Satz 4 in diesem Falle zutreffen. Ein weiteres Bei-
spiel, das wir hier jedoch nicht im einzelnen ausführen wollen, erhält man, 
wenn man in (2.5.29) '!' ersetzt durch 
,!'* !,_ (f~: = (fI' aUe anderen a;; = 0 (2.5.39) 
Es ist dann z B. 
(
0 . dE~o dE~o = \) (2.5.40) 
Auch hier ist Satz 4 leicht nachzuprüfen. 
Der allgemeine Beweis von Satz 4 im Hilbert-Raum ist freilich weit umfang-
reicher; ,dr müssen uns hier aus Raumgründen mit einer kurzen Skizze des 
Beweisganges begnügen. Zunächst kann Cß' nicht so beschaffen sein, daß Cß' t 
sämtliche Elemente des betrachteten Hilbert-Raums durchläuft, wenn für t 
nacheinander sämtliche Elemente eingesetzt werden. Mit anderen Worten, der 
Bildhereich oder "Bildraum" von Cß' kann nicht den ganzen Definitions-
bereich, in unserem Falle den ganzen vorgelegten Hilbert-Raum umfassen, es 
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sei denn, daß <;8" der Nulloperator ist, was wir hier als triYialen Sonderfall 
ausschließen wollen. Denn andernfalls könnte man fund g stets so wählen, daß 
g <;8" = <;8' f =1= 0 (2.5.41) 
im 'Widerspruch zu (2.5.17). Also kann Q)' keine beschränkte Inverse Q)'-l 
haben, da sonst für jedes vorgegebene g =1= 0, <;8" g =1= 0 
f = g Q)" Q)'-l = Q)'-l Q)" g (2.;).42) 
die Gleichung (2.5.41) erfüllen würde. Nach (2.4.35) bedeutet dies aber, daß 
es keine endliche Umgebung von ft = 0 geben darf, in der kein Punkt zum 
Spektrum von Q)' gehört. ft = 0 muß demnach enh"eder selbst zum Spektrum 
gehören oder wenigstens ein Häufungspunkt des Spektrums sein. 
Aber auch die zweite Möglichkeit, daß ft = 0 ein selbst nicht zum Spektrum 
gehöriger Häufungspunkt ist, kann ausgeschlossen werden. Zwar ist dann 
(2.5.41) nicht mehr in allen Fällen erfüllbar, aber man kann immer noch zu 
jedem vorgegebenen g =1= 0, g Q)" =1= 0 ein Element f finden, welches die Be. 
dingung (2.5.17) verletzt. ft = 0 ist dann entweder Häufungspunkt einC'" 
Punktspektrums oder äußerer Randpunkt eines "kontinuierlichen Spektrums" 
([62], S. 44, [66], Ziff. 132) oder "Streckenspektrums" ([40], S. 455) oder beides 
zugleich, da sich Punkt· und Streckenspektrum überlagern können. Das erste 
ist z. B. bei vollstetigen Operatoren der Fall [40, 41, 62, 66, 67]. wenn ,u = 0 
nicht selbst zu ihren Eigenwerten gehört. 
Wir betrachten zuerst den Fall des Häufungspunktes fJ. = 0 im reinen Punkt. 
spektrum. Dann kann es sein, daß in der (2.4.20) entsprC'chenden Entwicklung 
<i> 
nach den Eigenelementen f' ,"on Q)' 
sämtliche Skalarprodukte r?,~ Q)" g} yerschwinden. für welche der zu .;; 
gehörige Eigenwert betrag I fJ.; i kleiner ist als eine gewisse positiye Zahl ~. Dann 
läßt sich (2.5.41) durch Anwendung ,"on (2.4.28) auf g Q)" erfüllen. Ist diC's 
aber nicht der Fall, so entfernt man aus der Entwicklung (2.4.43) alle GliC'-
der, für die 1ft;' kleiner i8t ab eine yorgegehene po,.,itiye Zahl;' und erhält 
damit das Element 
Lx * 1 <i> {<i> } f = - f' f' <;8" (f ftt' . , . 
i "-,, 1 * 
(2.;).44) 
11·,1"' I' 
welches zwar (2.5.41) nicht erfüllt. aber (2.5.17) yerletzt. wC'nn man HIlI" !( 
klein genug wählt. 
Falls nun aber ft = 0 ein Randpunkt oder sogar, wie ,.,ich gleich zeigen wird, 
ein innerer Punkt eines kontinuierlichen Spektrums ist, so kann wegC'n der 
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damit verbundenen Stetigkeit von E~ die Norm I\CS" g\\ nur dann von Null 
verschieden sein, wenn 
\\CS" g, dE~ CS" g\\ > 0 für dfl > 0 (2.5.45) 
ist in einem nicht verschwindenden Intervall, evtl. mit Ausnahme einer Punkt-
menge vom Maß Null. Wenn jetzt in der Spektraldarstellung nach (2.4.32) 
111' 
CS" g = J dE~ CS" g 
m'-O 
(2.5.46) 
der Integrand in der Umgebung von p = 0 nicht verschwindet, so läßt sich 
* stets eine positive Zahl fl derart finden, daß 
f = (-I + :s ) ~ dE~ CS" g 
m'-O 1'- 0 f' 
(2.5.47) 
zwar nicht (2.5.41) erfüllt, wohl aber (2.5.17) verletzt. Man erkennt leicht, 
daß diese Überlegung nicht davon abhängt, ob fl = 0 als Randpunkt selbst 
zum Spektrum gehört oder nicht, oder ob der Ursprung der fl-Achse ein 
innerer Punkt des Streckenspektrums ist. Die Überlagerung von Punkt- und 
Streckenspektrum, für die die Darstellung (2.5.46-47) ebenfalls gilt, bietet nun 
keine wesentlichen Schwierigkeiten mehr; wir verzichten darauf, dies im ein-
zelnen auszuführen. 
Demnach muß bei Gültigkeit von (2.5.17) wenigstens ein Element f~ existieren 
derart, daß Q)' t~ = 0 ist. Möglicherweise gibt es aber auch mehrere oder 
sogar unendlich viele derartige Elemente, die in ihrer Gesamtheit den Null-
raum des Operators SB' aufspannen. Mit Hilfe eines Orthonormierungsprozesses 
nach Gram und Schmidt ([40], S. 21; [66], Ziff. 33; [73], S.50) erhält man 
<Oi> 
daraus ein Orthogonalsystem von normierten Eigenelementen f' des Ope,-
rators CS' zum Eigenwert fl = 0, und der linksseitige Sprung dE~o von EI' 
nach (2.5:23) läßt sich in der symbolischen ("dyadischen") Form (2.4.21) fol-
gendermaßen anschreiben 
(2.5.48) 
Im Anschluß an (2.5.40) hatten wir schon den Begriff des Bildraums eines 
Operators CS' eingeführt; wir definieren ihn nun genauer als den kleinsten 
linearen Unterraum des vorliegenden Hilbert-Raums, welcher sämtliche nicht 
verschwindenden Elemente der Form Q)' f enthält. Nach der Spektraldarstel-
lung (2.4.33) ist erfür einen symmetrischen Operator identisch mit dem kleinsten 
derjenigen linearen Unterräume, deren Elemente f ausreichen, um sämtliche 
möglichen Elemente Q)' f des Bildraums zu erzeugen. Mit anderen Worten, 
durchläuft f sämtliche Elemente des Bildraums von CS', so durchläuft auch 
CS' f sämtliche Elemente des Bildraums ; bei der Umkehrung können noch 
beliebige Elemente des Nullraums addiert werden. Soll also die Spektral-
darstellung (2.4.32) für jedes f des betrachteten Hilberl-Raums gelten, so müs-
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sen sich Nullraum und Bildraum des Operators Q3' zum vollen Hilberl-Raum 
ergänzen. Demnach ist 
(2.5.49) 
derjenige Projektionsoperator, welcher ein beliebiges Element f auf den Bild-
raum von Q3' projiziert. Ganz entsprechende Überlegungen lassen sich zum 
Nullraum und Bildraum von Q)" anstellen; die Gleichungen (2.5.41-49) gelten 
auch noch, wenn man Q3' und Q3" vertauscht. 
Wir betrachten nun die Beziehungen zwischen den Spektralfunktionen der 
beiden Operatoren Q3' und Q3". Zunächst müssen wir verlangen, daß die Bild-
räume beider Operatoren kein Element gemeinsam haben, denn andernfalls 
wäre (2.5.17) verletzt. Wir müssen also verlangen 
\)" \)''' = \)''' \)" = f) (2.5.50) 
wo ü der Nulloperator ist. D. h., die beiden Bildräume von Q3' und SB" mit 
den zugehörigen Projektionsoperatoren müssen zueinander orthogonal sein 
([66], Ziff. 105). Schreibt man das erste Produkt \)" \)''' in (2.5.50) nach (2.5.49) 
aus, so folgt 
'i3" \)''' = (6: - dE~o) (6: - dE:o) 
(2.5.51) 
Durch Vergleich mit dem entsprechenden Ausdruck für \)''' \)" erkennt man, 
daß dE~o und dE~o vertauschbar sind, also 
00 00 
~ ~ {<Oi> <o;>} <Oi> <Oj> dE~o dE:o 1\ L.J L.J f', f" f' f" (2.5.52) 
i=li=l 
wieder eine Projektion darstellt ([66], Ziff. 105), und zwar die Projektion auf 
den "Durchschnitt", d. h. die Gesamtheit der gemeinsamen Elemente, der 
beiden Nullräume von Q3' und SB". Aus (2.5.51) erhält man sofort (2.5.27), 
also eine der zu beweisenden Gleichungen von Satz 4. Die Gleichung bedeutet, 
daß die beiden Nullräume von Q3' und Q3" den ganzen Hilbert-Raum zumin-
dest einmal überdecken; sie überdecken ihn genau einmal, wenn ihr Durch-
schnitt und mit ihm der Projektionsoperator (2.5.52) verschwindet. Der Bild-
raum des Summenoperators Q3 ist offenbar die Gesamtheit aller Elemente t 
für die nicht gleichzeitig Q3' fund Q3" f verschwindet, also die Summe der 
beiden Bildräume von Q3' und Q3", und der zugehörige Projektionsoperator 
nach (2.5.49-51) 
\)' = 'i3" + \)''' = 2 6: - dE~o - dE:o = 6: - dE~o dE:o (2.5.53) 
Sein Nullraum ist demnach der Durchschnitt der Nullräume von Q)' und Q3" 
mit dem zugehörigen Projektionsoperator (2.5.52). In der Tat ist dieser Null-
raum von Q3 orthogonal zu den Bildräumen von Q3' und SB" und damit auch 
von SB, denn es ist 
\)" dE~o dE:o = 6: dE~o dE:o - dE~o dE~o dE:o 
= dE~o dE:o - dE~o dE:o = f) (2.5.54) 
und ebenso 
(2.5".55) 
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Nach diesen Vorbereitungen sind wir in der Lage, den Verlauf der Spektral-
funktion (2.5.26) des Summenoperators C[; im einzelnen zu diskutieren. Zu 
prüfen ist, ob für diese Spektralfunktion die Orthogonalitätsrelation (2.4.38) 
sowie die Entwicklungen (2.4.32-34) und, falls (2.5.21) erfüllt ist, auch (2.4.35) 
allgemein gelten. Für ft < 0 trifft (2.4.38) jedenfalls zu, da dort E~ und E;, 
den jeweiligen Bildräumen von C[;' und C[;", also zueinander orthogonalen 
Unterräumen, angehören. Auch von der Gültigkeit der Entwicklungen 
(2.4.32-34) sowie gegebenenfalls (2.4.35) überzeugt man sich in diesem Gebiet 
ohne Schwierigkeit. An der Stelle ft = 0 wächst jedoch E~ um dE~o und EJ.l 
um dE~o an; der Zuwachs dE~o + dE~o überdeckt bereits den Bildraum des 
Summenoperators einmal und seinen Nullraum sogar zweimal, wie man aus 
(2.5.53) durch Auflösen nach dE~o + dE~o ableitet. Tatsächlich muß aber die 
Spektralfunktion EJ.l von SB zwischen ft = - 0 und ft = 0 genau um den 
Projektionsoperator dE~o dE~o auf den Nullraum von C[; nach (2.5.52) zu-
nehmen; andernfalls wird die Orthogonalitätsbeziehung (2.4.38) für ft" > 0 
verletzt, und die Spektraldarstellungen (2.4.32) und (2.4.34) für p (0) =l= 0 
gelten nicht mehr allgemein. Zieht man also von dem link,scitigen Sprung an 
der Stelle fl = 0 die Summe dE~o + dE~o ab und addiert dE~o dE~o' so kommt 
man auf (2.5.26) und mit Hilfe der bereits bewiesenen Gleichung (2.5.27) auf 
(2.5.28). Die weiteren Zuwüchse der Summanden E~ und E: für fl ?: 0 gehören 
wieder den zueinander orthogonalen Bildräumen von C[;' und C[;" an, so daß 
die Gültigkeit der geforderten Orthogonalitätsheziehungen und Spektral-
darstellungen leicht nachzuweisen ist. Damit ist der Beweis von Satz 4 voll-
ständig. 
Die für uns wichtigsten Teilaussagen von Satz 4 fassen wir in vereinfachter 
Form zusammen durch 
Corollar 4.1: Das Spektrum des Summenoperators C[; in (2.5.18) ergibt sich 
bei Gültigkeit der Orthogonalitätsbeziehung (2.5.17) von Satz 3 als die Ver-
einigungs menge der Spektren der beiden Summanden C[;' und C[;". Eine Aus-
nahme kann nur der Punkt ft = 0 bilden; er fällt im Spektrum des Summen-
operators C[; weg, wenn es kein Element f gibt, für das gleichzeitig C[;' fund 
C[;" f verschwindet. 
Diese Aussagen genügen bereits zum Beweis von Satz 3. 
Einfache Aussagen über das Spektrum erhält man auch, wenn man einen 
beliebigen linearen und symmetrischen Operator '2l mit dem Einheitsoperator 
6: linear kombiniert; dies liegt einfach daran, daß man nach (2.4.32) dem 
Einheitsoperator jede beliebige Spektralfunktion "unterlegen" kann. Es gilt 
der folgende 
Satz;): '2l sei ein linearer und symmetrischer Operator in einem reellen Hilbert-
Raum ; E ~ sei seine Spektralfunktion, k bzw. K seine untere bzw. obere Grenze 
und c< eine feste Zahl. Dann gilt 
a) Die Spektralfunktion des Operators 
C[;* = oc 6: + '2l (2.5.56) 
ist 
(2.5.57) 
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Die einzelnen Punkte und die Grenzen der Spektren beider Operatoren 
lassen sich ineinander überführen durch die Transformation 
fl=U+OC 
m* = k + oc , Jf* = K + x 
b) Die Spektralfunktion des Operators 
Q3** = rx. G: - Q1 
ist 
(2.5.58) 
(2.5.59) 
(2.5.60) 
E~" = G: - E2! (2.5.61) !l iX~f.l-O 
Hierbei ist E;t-.u-o derjenige in Abhängigkeit ,on fl yeränderlichc Projektions-
operator, welcher in den Stetigkeitspunkten mit der linksseitig stetigen Funk-
tion E;t_ll übereinstimmt, an den SprungsteIlen aber rechtsseitig stetig ist. Die 
einzelnen Punkte und die Grenzen der Spektren beider Operatoren lassen sich 
ineinander überführen durch die Transformation 
fl=rx.-Y. 
Jf* * = rx. - k , m * * = rx. - K 
(2.5.62) 
(2.5.63) 
Wir geben noch eine anschauliche Formulierung der Aussagen (2.5.58-59, 
62-63) in 
Corollar 5.1: Das Spektrum des Operators Q3* nach (2.5.56) erhält man aus 
dem Spektrum des Operators Q1 durch Verschiebung um rx. nach rechts. 
Corollar 5.2: Das Spektrum des Operators Q3** nach (2.5.60) erhält man aus 
dem Spektrum des Operators Q1 durch Spiegelung an fl = 0 und anschließende 
Verschiebung um rx. nach rechts. 
Nach diesen beiden Corollaren kann man die in Satz 1 erklärten HyperkugeJ-
systeme für die Operatoren Q1 und 'n* durch eine einfache Translation, und 
die Hyperkugelsysteme für die Operatoren Q1 und Q3** durch eine Spiegelung 
und eine Translation ineinander überführen, wobei die Spiegelebene noch senk-
recht zu der durch das Element f bestimmten Translationsrichtung liegt. 
Beim Beweis überzeugt man sich zunächst, daß E;]' in (2.5.5i) und E7!"· in 
(2.5.61) gleichzeitig mit Q1 die Bedingungen (2.4.31, 3i, 38) erfüllen, was ohne 
Schwierigkeiten möglich ist und hier nicht im einzelnen durchgeführt werden 
soll. Wir prüfen weiter nach, ob die Spektraldarstellungen (2.4.36) beider Seiten 
von (2.5.56) bzw. (2.5.60) mit Hilfe der Transformationen (2.5.5i -59) bzw. 
(2.5.61-63) und ihrer Polynome ineinander übergehen, wobei wir bemerken, 
daß jedes Polynom in den rechten Seiten von (2.5.56, 60) wieder ein Polynom 
in Q1 ist. Im einzelnen verläuft die Rechnung folgendermaßen: 
Fall a): Dem aus (2.5.56) gebildeten Polynom 
p ('n*) = p (oc G: - Q1) (2.5.64) 
muß in der Spektraldarstellung (2.4.36) die Beziehung 
.ll K f P (fl) dE;]· = f p (rx. + r.) dE~ 
m-O k-O 
(2.5.65) 
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entsprechen. In der Tat erhält man durch Einsetzen von (2.5.57 -59) 
K K-'-", .11 f P (~ + ~) dE;t = f P (fl) dE~_", = f p (p) dE~· (2.5.66) 
10-0 k + ",-0 m-O 
Fall b): Dem aus (2.5.60) gebildeten Polynom 
p (ca**) = p (oc 6: - '21) (2.5.67) 
muß in der Spektraldarstellung (2.4.36) die Beziehung 
31 K f P Cu) dE~·· = f P (oc - ~) dE;t 
m~O k-O 
(2.5.68) 
entsprechen. In der Tat erhält man durch Einsetzen von (2.5.61-63) 
K <x-K m .M CU"'''' f P (oc - ~l dE;t = f p (pl dE ~ß= f P (fl) d (6: - E~~·) = f p (fll dEI' 
k-O a-/c+O -'1+0 m-O (2.5.69) 
Schließlich läßt sich der Nachweis der Äquivalenz der Spektraldarstellungen 
auf allgemeinere Operatorfunktionen erweitern ([66], Ziff. 106), worauf wir hier 
nicht mehr weiter eingehen wollen. 
Wichtig ist noch die Bemerkung, daß die Grenzen mund M des Spektrums 
mit den sogenannten "Grenzen des Operators" zusammenfallen. Wir formu-
lieren dies folgendermaßen: 
Satz 6: Bezeichnet man als "fl-Kreis" den Schnittkreis der Hyperkugel fl und 
als ",u-Kreise" die Schnittkreise der Hyperkugeln ,u mit der Ebene der Ele-
mente t und Q3 t (vgl. Corollar 1.1), wo ca ein linearer und symmetrischer 
Operator in einem reellen Hilbert-Raum ist, und durchläuft f sämtliche Ele-
mente des betrachteten Hilbert-Raums, dann kommt der Endpunkt von Q3 f 
jedem Punkt des von den Hyperkreisen fl und ,u begrenzten abgeschlossenen 
Bereichs beliebig nahe. Besitzt der Operator außerdem ein reines punktspek-
trum, so kann der Endpunkt von ca f mit jedem Punkt dieses abgeschlossenen 
Bereiches zusammenfallen. 
Beim Beweis gehen wir zunächst davon aus, daß dieser Satz dann zutrifft, 
wenn der Operator ca ein reines Punktspektrum mit genau drei Eigenwerten 
besitzt. Dies läßt sich z. B. durch Umkehrung einer aus der Elastizitätstheorie 
bekannten elementargeometrischen Konstruktion nachweisen, welche nor-
malerweise zur Bestimmung der Normal- und Tangentialspannung in einer 
Schnittfläche vorgegebener Orientierung angewendet wird ([78], S. 62; vgl. 
auch Anhang 3 und die Bemerkung im Anschluß an Corollar 1.3). Ihre Um-
kehrung kann zur Bestimmung der Lage eines Flächenelements mit vor-
gegebener Normal- und Tangentialspannung im System der Spannungshaupt-
achsen dienen. 
Besitzt nun der Operator ein reines Punktspektrum mit beliebig vielen Eigen-
werten, so kann man für jeden vorgegebenen Punkt des von dem Kreissystem 
begrenzten Gebietes drei verschiedene Eigenwerte derart auswählen, daß sich 
mit ihnen die obenerwähnte Konstruktion ausführen läßt. Das heißt, daß sich 
zu jeder vorgegebenen, mit Corollar 1.1 verträglichen relativen Lage von fund 
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cn f drei Eigenwerte derart finden lassen, daß der von den zugehörigen Eigen-
elementen aufgespannte Unterraum ein Element f enthält, derart, daß t und 
cn f gerade den vorgeschriebenen Winkel und das vorgeschriebene Norm-
verhältnis miteinander bilden. Im allgemeinen, d. h. wenn der Endpunkt von 
cn f dem p-Kreis nicht zu nahe liegt, wird dies auf mehrere oder sogar 
unendlich viele Weisen möglich sein. Damit ist Satz 6 für ein reines Punkt-
spektrum bewiesen. 
Enthält das Spektrum von cn ein Kontinuum, so hat man zu beachten, daß 
das Element c:a f auf keinen Fall gleich dem Element p: t werden kann, wenn 
p: zu diesem Kontinuum gehört. c:a t kann jedoch dem Element p: t beliebig 
nahe kommen, wenn man eine Folge von Elementen 
(2.5.70) 
derart wählt, daß die positiven Zahlen LI; p: gegen Null streben, während 
gleichzeitig die Elemente gi stets so groß gewählt werden, daß die Norm aller 
fi oberhalb einer positiven Schranke bleibt. Dementsprechend gelten die Vor-
aussetzungen der obengenannten Konstruktion für ein Kontinuum nicht mehr 
exakt, sondern nur noch in beliebiger Näherung. Diese elementaren Über-
legungen erlauben demnach kein Urteil mehr darüber, mit welchen Punkten 
des vom p-Kreis und den ,tl-Kreisen begrenzten Gebiets der Endpunkt von 
c:a f zusammenfallen kann und welchen er nur beliebig nahe zu kommen ver-
mag. Damit ist der Beweis von Satz 6 vollständig. Für die folgenden Über-
legungen wichtig ist 
Corollar 6.1: Die Grenzen des Spektrums eines Operators cn sind gleichzeitig 
die Grenzen des Operators selbst. 
Hierbei verstehen wir unter den Grenzen eines symmetrischen Operators die 
beiden Zahlen ([66], Ziff. 104) 
m* = lim inf Pt (2.5.71) 
"M* = lim sup PI (2.5.72) 
wo 
{j, cn t} 
Pt = {j, f} (2.5.73) 
der Rayleigh-Quotient des Operators c:a mit dem Element f ist. Der Beweis 
folgt sofort durch Anwendung von Satz 6 auf eine Punktfolge, die aus dem 
Innern des vom p:-Kreis und den ,tl-Kreisen begrenzten Gebiets gegen den 
Endpunkt von m f bzw. von"M f strebt. 
2.6 Anwendnng des Fixpnnktsatzes in einem Sonderfall 
Wir haben bereits am Ende von § 2.2 bemerkt, daß der Fixpunktsatz für 
Iterationsverfahren nach Collatz [29J für weit allgemeinere Funktionenräume 
und allgemeinere Operatorentypen gilt als dies im folgenden benötigt wird. In 
§ 2.3 haben wir dann den Funktionenraum auf den reellen Hilbert-Raum spe-
zialisiert und in § 2.4-5 noch einen speziellen Operatorentyp in diesem Raum 
untersucht, nämlich den linearen symmetrischen oder symmetrisierbaren Ope-
11 Wissenschaft!. Abhandl., XIV, 1962 
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rator. Es erwies sich, daß die Eigenschaften dieser Oppratoren weitgehend mit 
den bekannten Eigenschaften endlicher symmetrischer oder symmctrisier-
barer Matrizen, oder mit den Eigenschaften symmetrischer Tensoren zweiter 
Stufe identisch sind; so fanden wir Analogien zum skalaren Produkt eine;; Vek-
tors mit einer Matrix (einem Tensor) in der Anwendung de,; Operators auf ein 
Element des Hilbert-Raumes und Analogien zum dyadischen Produkt zweier 
Vektoren [81] in der symbolischen Darstellung (2.4.21) eines Operators. Wir 
fanden, daß ein symmetrischer Operator gleich einer ;;ymmetrischen Matrix 
oder einem symmetrischen Tensor ein reelles Spektrum besitzt, auch wenn 
dies nicht immer aus abzählbar vielen Punkten zu bestehen braucht, und daß 
auch die allgemeinste Form der Spektraldarstellung (2.4.31-3H) noch die wich-
tigsten Eigenschaften der Hauptachsensysteme bei ::\<latrizen und Tensoren 
oder der Entwicklung nach Eigenfunktionen bei Operatoren mit reinem Punkt-
spektrum aufweist. So zeigte sich z. B. auch ein Analogon zu den .lIohrsehen 
Spannungskreisen für die Operatoren des Hilbert-Raums im Satz I von ~ 2.5, 
und ein Analogon zur Addition zueinander orthogonaler symmetrischer Matri-
zen oder Tensoren in den Sätzen 3 und 4. 
Wir wenden nun diese Ergebnisse auf die iterative Lösung der Operator-
gleichung 
'2l (f] = (b] (2.6.1) 
an. Hier sei '2l ein linearer und symmetrischer Operator in einem reellen 
Hilbert-Raum, [b] ein fest vorgegebenes Element diese;; Hilber/-Raums und Cf] 
ein gesuchtes Element, welches (2.6.1) erfüllt. Die eckigen Klammern werden 
wieder im selben Sinne wie in § 1 verwendet; sie markieren ein vorgegebenes 
oder unbekanntes festes Element, welches im Verlauf der Iteration durch 
Näherungssummen [b]n bzw. [f]n angenähert wird (vgI. (1.2.3-4)). Um nun 
den Fixpunktsatz anwenden zu körmen, bringen wir (2.6.1) auf die Form 
(2.2.8) 
[f] = c.t Cf] 
durch Einführung des neuen Operators 
Dann wird aus (2.6.1) 
oder 
<:8=G:-Q[ 
(<f - <:8) [I] = [b] 
Cf] = [b] + <:8 [f] 
(2.6.2) 
(2.6.3) 
(2.6.4) 
(2.6.5) 
was der Form (2.6.2) entspricht. Die durch den Operator c.t beschriebene 
Transformation des Elementes [tJ besteht damit in der Anwendung von ca 
und anschließender Addition des festen Elementes [h]; der Operator ~ ist 
danach zwar noch symmetrisch, aber wegen der Addition von (b] nicht mehr 
linear im Sirme von (2.4.2-3). 
Das Iterationsverfahren (2.2.11) geht nun über in 
Definiert man jetzt [f)R +l = [b] + <:8 [f)R 
r = [f)R - [W-l 
(2.6.6) 
(2.6.7) 
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so folgt aus der Definition (2.6.5) des Operators ~ 
~ [f]n - ~ [f]n- 1 = Cß /n (2.6.8) 
Nach (2.2.10) wird also jetzt die Lipschitz-Konstante erklärt durch 
IICß /11 :s;: K* li/li (2.6.9) 
Vergleichen wir mit (2.4.4-5), so finden wir, daß die Lipschitz-Konstante des 
Operators ~ in unserem Fall identisch ist mit der Norm des Operators 
K* = Ilenll (2.6.10) 
Nun vergleichen wir mit den hinreichenden Konvergenzkriterien (2.2.12-14). 
Das erste ist sicher erfüllt, da ~ zugleich mit en eindeutig definiert ist, und 
dieses haben wir in (2.4.1) vorausgesetzt. Auch das zweite Kriterium, nämlich 
die Vollständigkeit des Funktionenraums, läßt sich erfüllen, da sich ein H ilbert-
Raum stets durch Hinzunahme der Grenzclemente aller Folgen abschließen 
läßt (vgl. den Absatz nach (2.3.18)). Zur vierten Bedingung ist zu bemerken, 
daß der Hilberl-Raum nach (2.3.1-3) ein linearer Raum ist [62], und daß für 
einen linearen Raum diese Bedingung stets erfüllt ist, wenn nur der Bruch 
K*j (1 - K*) beschränkt ist. Demnach ist nur noch zu untersuchen, ob ~ die 
dritte Bedingung erfüllt; nach (2.6.10) ist also 
Ilenil < 1 (2.6.11) 
ein hinreichendes Kriterium dafür, daß das Iterationsverfahren (2.6.6) im Sinne 
der Konvergenz im Mittel (§ 2.3, Schluß) gegen die eindeutig bestimmte Lösung 
der Gleichung (2.6.6) bzw. (2.6.1) konvergiert. 
Bis hierher haben wir noch keinen Gebrauch von der Symmetrie der Operatoren 
121 und Cß gemacht; tatsächlich gelten die Gleichungen (2.6.1-11) auch dann, 
wenn diese linearen Operatoren unsymmetrisch sind. Eine besondere Eigen-
schaft der symmetrischen Operatoren ist nun, daß sie in jedem Fall ein Spek-
trum besitzen, und daß die dem Betrage nach höhere Grenze gleichzeitig die 
Norm des Operators ist. Sind also mund .1/ die untere und die obere Grenze 
des Spektrums von Cß, so folgt aus Satz 1, § 2.5 
liCßl1 = max ([m!, 1.1/ 1 ) (2.6.12) 
Damit wird aus (2.6.11) das Konvergenzkriterium 
max eml, U/;) < 1 (2.6.13) 
Nun wird das Spektrum eines Operators meist nicht bekannt sein; nach Satz 6, 
§ 2.5 sind jedoch die Grenzen des Spektrums gleichzeitig auch die Grenzen 
des Operators, und man kann mit (2.5.70-72) die hinreichende Konvergenz-
bedingung (2.6.13) auch in der Form 
li I 1 l' • {j, Cß t} I 1 (~ 6 1 ') m sup IflJ: = 1m sup i {t, t} < :. .. "± 
anschreiben. Diese Form der Konvergenzabschätzung wird sich praktisch am 
brauchbarsten erweisen' es ",ird sich herausstellen, daß sich in sehr vielen 
Fällen entweder eine unterhalb Eins gelegene obere Schranke für diesen Aus-
11· 
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druck angeben oder wenigstens zeigen läßt, daß eine solche Schranke existieren 
muß. 
Wir haben bisher nicht die Voraussetzung benötigt, daß der lineare Operator 
cn für jeden Iterationsschritt derselbe ist; tatsächlich ist durchaus der Fall 
denkbar, daß der Operator cn von dem Element f abhängt, auf das er ange-
wandt wird, oder sich nach irgend einer anderen Gesetzmäßigkeit im Laufe 
der Iteration verändert. Die Konvergenz ist dann immer noch geiiichert, wenn 
zu allen im Verlaufe der Iteration auftretenden Operatoren cn eine gemein-
same obere Schranke unterhalb Eins für die in (2.6.11-14) abgeschätzten Grö-
ßen existiert. Damit gewinnt man die Möglichkeit, an sich nicht-lineare Pro-
bleme auf eine Folge linearer Probleme zurückzuführen ([28], S. 307; [83-87]); 
allerdings mag es hier zuweilen schwierig sein, eine gemeinsame Schranke für 
alle Operatoren zu finden. Wegen allgemeinerer Sätze über Iteration mit ver-
änderlichen Operatoren vgl. [65]. 
Ist der Operator cn konstant, und wählt man alR Ausgangselement in (2.6.6) 
[tJO = /0 = [b] (2.6.15) 
so erhält man aus (2.6.6) 
[W = (6' + cn + cn2 + ... + cn n ) [b] (2.6.16) 
Falls cn einer der Bedingungen (2.6.11, 13, 14) genügt, geht der Ausdruck in 
der Klammer über in die Neumannsche Reihe ([66], Ziff. 104; [40, 41]), wenn 
n über alle Grenzen wächst: 
'li-I = 6' + cn + cn2 + ... (2.6.17) 
Wie in (2.4.25) bedeutet hier die n-te Potenz cnn die n-malige Anwendung 
des Operators cn. Da nach Satz 5, (2.5.62-63) und (2.6.3) sich die Grenzen m 
und Al des Operators cn aus den Grenzen kund K des Operators 121 ergeben 
durch 
m = 1 - K, M = 1 - k (2.6.18) 
läßt sich die hinreichende Konvergenzbedingung (2.6.13) auch in der Form 
(2.6.19) 
schreiben. Aus dieser Form erkennt man, daß sich die Konvergenz der Neu-
mannschen Reihe (2.6.17) für positives m, also einen eigentlich positiv definiten 
Operator 121, stets erzwingen läßt durch Multiplikation der Gleichung (2.6.1) 
mit einer positiven festen Zahl ß < ~ ; man erhält 
ß 121 [f] = ß [b] 
([66], Ziff. 104). An die Stelle von (2.6.3) tritt jetzt 
~' = 6' - ß 121 = (1 - ß) 6' + ß cn 
(2.6.20) 
(2.6.21) 
Dies entspricht der für Integralgleichungen bekannten Methode von Wiarda 
[130] zur Konvergenzerzwingung. Weitere Verfahren zur Konvergenzerzwin-
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gung und -verbesse~~mg ergeben sich für einen eigentlich positiv definiten 
Operator 121 aus der Uberlegung, daß (2.6.1) die Eulersche Gleichung des Vari-
at ions problems 
1 
2" {[t], 121 [f]} - {[f], [b J} = min ([f]) (2.6.22) 
darstellt [31, 62-64, 68, 69]. Wir werden später ausführlich darauf zurück-
kommen (§ 5). 
Die Ergebnisse dieses Paragraphen gelten unverändert auch für symmetri-
sierbare Operatoren (2.4.42--48), wenn man sie auf den reellen Bilbert-Raum 
mit dem Skalarprodukt 
{f, g}* = {t, 5) g} (2.6.23) 
nach (2.4.43) bezieht. Aus dem Variationsproblem (2.6.22) wird dann beispiels-
weise 
1 2"{[f], 5) 121 [f]} - {[f], 5) [bJ} = min ([f]) (2.6.24) 
und aus der zugehörigen Eulerschen Gleichung 
5) 121 [I] - 5) [6] = 0 (2.6.25) 
Da aber 5) gemäß Voraussetzung eigentlich positiv definit ist, kann man 5)-1 
auf (2.6.25) anwenden und gelangt damit wieder zu (2.6.1). 
§ 3. Der Hilbert-Raum der elastischen Zustände (Zllstandsrallm). 
Anwendung auf ~ichthomogenitäts-Probleme 
3.1 Grundbegriffe. Der Zustandsraum 
Wir betrachten - im Anschluß an Prager und Synge [33-35] - einen Funk-
tionenraum, dessen Elemente t sämtliche physikalisch möglichen elasti.-;chen 
Zustände eines linear elastischen Körpers mit eigentlich positiv definiter elasti-
scher Energie sind, d. h. eines Körpers, der sich nur unter Arheitsleistung 
verzerren läßt und diese Arbeit bei Aufhebung der Verzerrung wieder abzu-
geben vermag, und in dem die Spannungen und Dehnungen linear zusammen-
hängen (verallgemeinertes Hookesehes Gesetz). Im ührigen mag der Körper 
elastisch beliebig anisotrop und nicht homogen sein; an die "Glattheit" seiner 
Begrenzung müssen gewisse Anforderungen gestellt werden, auf die wir später 
zu sprechen kommen, und von den vorkommenden Ortsfunktionen muß man 
verlangen, daß sämtliche benötigten Ableitungen existieren, oder daß sieh an 
den Unstetigkeitsstellen wenigstens geeignete Ersatzoperationen für die Diffe-
rentiation erklären lassen (Distrihutionen [S!)-!H]). Daß man den ,.Grund-
körper" (s. u.) meist homogen, isotrop und viell.:icht sogar mit n'rschwindendpr 
Querkontraktion wählen wird, hat ausschließlich praktische Gründe: wellIl die 
im folgenden zu entwickelnden Iterationsverfahren einen praktischen Sinn 
haben sollen, darf die Lösung elastischer Prohleme im Grundkörper nicht zu 
schwierig und umständlich sein. Die grundsätzlichen l:bedf'gungen dieses 
Paragraphen werden jedoch nicht davon betroffen. 
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Wir unterscheiden im folgenden zwischen dem "Zustand" einerseits und seinen 
"Repräsentationen" oder "Darstellungen" andererseits. Den elastischen Zu-
stand betrachten wir als ein Element f eines reellen Hilbert-Raums, wobei das 
Element" ein zu den Vektoren des dreidimensionalen Euklidischen Raumes ~naloges Gebilde im unendlich-dimensionalen Hilbert-Raum ist, auf das sich 
die bekannten Rechenregeln für Vektoren im dreidimensionalen Raum weit-
gehend übertragen lassen (§ 2.3). Sogar eine symbolische Darstellung durch 
Vektoren im zwei- oder dreidimensionalen Euklidischen Raum ist möglich 
(Abb.2.1.1-2.5.3). 
Unter einer Repräsentation oder Darstellung des Zustandes verstehen wir 
andererseits eine skalare, vektorielle oder tensorielle Ortsfunktion im physi-
kalischen dreidimensionalen Euklidischen Raum, welche den elastischen Zu-
stand f eindeutig beschreibt und ihrerseits dem elastischen Zustand eindeutig 
zugeordnet ist. Die einfachste Repräsentation eines elastischen Zustandes ist 
das ortsabhängige Spannungsfeld 
wo 
(Xl, X2, Xa = x, y, z) 
(3.1.1) 
(3.1.2) 
der Ortsvektor ist [81, 82, 92]. Der Spannungstensor (J" läßt ;.;ich mathematisch 
auffassen als Inbegriff seiner neun Komponenten in Cartesischen Koordinaten 
(i, j = 1,2,3 bzw. X, y, z) (3.1.3) 
Physikalisch wird der Spannungstensor Q" in Anlehnung an Cauchy definiert 
als derjenige Tensor, aus dem sich für den nach außen weisenden Normalen-
einheitsvektor 
n /\ ni (i = 1,2,3 bzw. X, y, z) (3.1.4) 
einer beliebig vorgegebenen Schnittfläche der zugehörige Spannungsvektor 
n . ~ 1'0. ni aiJ == (n . ~)J (3.1.5) 
berechnen läßt, d. h. diejenige Kräftebelegung, die auf der Schnittfläche ange-
bracht werden muß, damit der Verzerrungszustand vor dem Schnitt unver-
ändert erhalten bleibt [1-7]. Wir haben (3.1.5) links in der symbolischen 
Schreibweise nach Gibbs und Lagally [81, 82], rechts in der Koordinaten-
schreibweise nach DU8chek und Hochrainer '(92] angegeben mit der Einstein-
sehen Summationskonvention, nach der über zweimal im selben Produkt 
erscheinende Indizes summiert wird [92]. Die symbolische Schreibweise ergibt 
meist ein kürzeres und übersichtlicheres Formelbild . wir werden sie daher im 
allgemeinen dort bevorzugen, wo es vor allem auf ei~e Darstellung der grund-
legenden Sachverhalte ankommt; eine Gegenüberstellung beider Schreibweisen 
findet sich im Anhang. Da wir in Übereinstimmung mit den üblichen Hypo-
thesen der linearen Elastizitätstheorie die Abwesenheit räumlicher Dreh-
momentendichten [28, 95, 96, 99] voraussetzen, ist der SparUlungstensor I! 
symmetrisch, d. h. 
n·O'=O'·n (3.1.6) 
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für jedes n (vgl. die Analogie zu symmetrischen Operatoren (2.4.12) im Hilbert-
Raum), oder in Koordinaten 
(Jij = (Jji (3.l.i) 
Wir müssen noch erklären, auf welchen elastischen Körper sich der Zustand f 
bezieht. Bei Prager und Synge [33-35] tritt diese Frage nicht auf, da die"e 
Autoren nur den "Realkörper" K + betrachten, d. h. den vorgegebenen elasti-
schen Körper, für den ein elastisches Problem zu lösen ist. \Vir werden jedoch 
hier wie in § 1 neben dem Realkörper ](+ einen ,.Grundkörper" ](0 sowie einen 
"Differenzkörper" ](- einführen, müssen also hier ausdrücklich festlegen, daß 
das Element f des Zustandsraums stets einen elastischen Zustand des Grund-
körpers ](0 bedeutet. Der Grundgedanke der hier entwickelten Iterations-
verfahren besteht darin, einen Zustand [fl des Grundkörpers derart zu finden, 
finden, daß eine seiner Repräsentationen die Lösung des gestellten Problems 
im Realkörper darstellt. So bedeutet das Element [tJn des Zustandsraums für 
das Iterationsverfahren von ~ 1.2 den durch die Kräftebelegung [R;]n auf (S) 
in KO erzeugten elastischen Zustand des Grundkörpers KC. Eine Repräsen-
tation dieses elastischen Zustandes ist das zugehörige '-erschiebungsfeld 
[Wi (~)]n. Es wurde in § 1.2 gezeigt, daß dieses '-erschiebungsfeld im Falle der 
Konvergenz gegen ein Verschiebungsfeld [1("i (~)] strebt, welches gleichzeitig 
das gesuchte Verschiebungsfeld in der vorgegebenen randbelasteten Scheibe, 
also dem Realkörper K + darstellt. Bei dem Iterationswrfahren yon ~ 1.3 und 
§ 4.6 treten an die Stelle der Kräftebelegungen [Ri]n die Versetzungsbelegun-
gen [R;]" auf (S) in ](0. In diesem Falle wählen wir als Repräsentation von 
[fJn die Ableitungen des Airyschen Spannungsfunktionellfeldes [F ("W, weI-
ches im Falle der Konyergenz gegen [F (~)] strebt. In ~ 4.6 wird gczeigt. daß 
dieses gleichzeitig das gesuchte Spannungf'funktionenfeld ist, welches die dem 
Rande der vorgelegten Scheibe, also des Realkörpers ](+, aufgczwungenen 
Verschiebungen in ihrem Innern heryorrufell. 
Die elastischen Eigenschaften des GrundkörpE'rs K'. auf dE'n wir die elasti~chen 
Zustände f stets beziehE'n, werden bE'schrieben durch dE'n im allgemE'illE'1l Fall 
ortsabhängigen Tensor 4. Stufe der ElastizitätskOE'ffiziE'nten 
§o (~) 1\ S;jkl (,,) (3.1.8) 
oder den dazu invE'rsen Tensor der ElastizitätskonstantE'n 
~o (,,) 12 c;jkl (~) (3.1.fl) 
Daß man diese Tensoren für den Grundkörper aus praktischE'n Gründcn meist 
konstant wählen und auf den Fall der Isotropie speziali,<iercn wird. hllhE'n 
wir schon bemerkt: für das folgE'nde ist dics jedoch ohne Belang. :\Iit Hilfe 
des Tensors der ElastizitätskoE'ffiziE'nten (3.1.8) läßt sich der ~pannllng g im 
Grundkörper KO eine Ddlllung § zuordncn nach dem allgcmE'inen HM!.:e,;eh(,1l 
Gesetz 
(:U.lO) 
'Vegen der Symmetrie de" DE'hnung4ensor" § und des Spannungstenmrs (J 
sowie der yorausgesE'tzten Existenz einer elastischen EnE'rgie hc"itzt ~ dip 
folgenden Symmetrien 
(3.1.11) 
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Dieselben Symmetrie beziehungen gelten auch für den Tensor der Elastizitäts-
konstanten [1,2,16,23,24,27,33-35,78,100]. Die Umkehrung von (3.1.10) 
lautet (3.1.12) 
Mit (3.1.10) bzw. (3.1.12) haben wir die Dehnung e im Anschluß an Frager 
und Synge [34] als eine "elastische Dehnung" eingeführt und nicht als eine 
aus einem Verschiebungsfeld ableitbare "Gesamtdehnung" [16,27,28,93-97]. 
Elastische Dehnung und Gesamtdehnung brauchen keineswegs zusammen-
zufallen; sie können sich vielmehr noch um eine "plastische" oder "quasi-
plastische" Dehnung unterscheiden. Es ist daher keineswegs notwendig, daß 
die nach (3.1.10,12) eingeführte elastische Dehnung die Kompatibilitäts-
bedingungen erfüllt [34]. Wir werden darauf an gegebener Stelle noch aus-
führlicher eingehen (§ 3.3). 
"Vir sind nunmehr in der Lage, zu erklären, was wir unter dem Skalarprodukt 
(2.3.1) zweier elastischer Zustände f1 und /2 des Grundkörpers KO im Zustands-
raum verstehen wollen, d. h. wir können jetzt diesefl Skalarprodukt durch 
Repräsentationen der beiden Zustände ausdrücken. Und zwar definieren 
wir mit Prager und Synge [33-35] 
{t1, /2} = f gl .. §o •• g2 d V = f a}j S;jkl aild V (3.1.13) 
(~) (~) 
wo Q1 und Q2 die zu den beiden Zuständen p und p gehörigen Spannungsfelder 
sind und das Volumenintegral über den ganzen Grundkörper KO erstreckt 
wird. Physikalisch bedeutet diefler Ausdruck die Wechselwirkungsenergie der 
beiden Zustände 11 und 12 im Grundkörper KO [19,26-28,33-35,94-97,101]. 
Speziell nennen wir zwei Zustände f1 und f2 nach (2.3.7) orthogonal zueinander, 
wenn diese Wechselwirkungsenergie verschwindet*). 
Man bestätigt leicht die Gültigkeit der Rechenregeln (2.3.1-3); die Vertausch-
barkeit (2.3.1) folgt aus der Symmetrie (3.1.11) der Elastizitätskoeffizienten, 
die Distributivität (2.3.2) sowie die Assoziativität gegenüber einem konstan-
ten Skalarfaktor (2.3.3) aus den bekannten Eigenschaften bestimmter Inte-
grale. Wir haben noch zu prüfen, ob auch die Bedingung (2.3.4) der Positivität 
des Normquadrats erfüllt ist. Dies ist offensichtlich genau dann der Fall, 
wenn die doppelte elastische Energie eines beliebigen elastischen Zustandes t 
von KO mit dem Spannungsfeldg = g (~) 
{I, t} = f g' . §o •• g d V = f aij 8~jkl akl d V> 0 (3.1.14) 
0',) (V,) 
also stets positiv ist, solange 1 =1= 0 gilt, d. h. das Spannungsfeld g = Q' (1;) nicht 
überall verschwindet**). Hierfür ist es notwendig und hinreichend, daJ3 für alle 
*) \' gl. auch ([ 161], § 9). 
**) Ausnahmen auf einer Punkt menge vom Maß Null können durch ausreichende Stetig-
keitsbedingungen ausgeschlossen werden, welchen z. B. innerhalb der Näherung der 
Kontinuumstheorie die Spannungsfelder der physikalischen Wirklichkeit immer genügen. 
Dagegen sind derartige Erscheinungen bei gewissen Xäherungsverfahren wohl zu beach-
ten; immerhin beschränken sie sich (z. B. das Gibbssche Phänomen bei Fourier-Reihen) 
auf meist deutlich erkennbare Unstetigkeiten und ähnliche Ausnahmestellen [29, 40, 41, 
62-67, 73]. Wir haben darauf bereits am Schluß von § 2.3 hingewiesen. 
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f! =F 0 die Ungleichung 
(3.1.15) 
überall in KO erfüllt wird, wobei S eine positive Konstante ist. Physikalisch 
bedeutet der Ausdruck (3.1.15) die doppelte elastische Energiedicht~ an einer 
Stelle des Grundkörpers KO. Falls er dieser Bedingung genügt, nennen wir 
den Tensor 4. Stufe §.O und mit ihm die elastische Energie im Grundkörper KO 
"eigentlich positiv definit" oder auch kurz, wenn kein Mißverständnis mög-
lich ist, "positiv definit" oder einfach "positiv". Diese Bedingung ist auch 
hinreichend für die Existenz des inversen Tensors (3.1.9) der Elastizitäts-
konstanten (man vergleiche dazu die analogen Verhältnisse für Operatoren 
im Hilbert-Raum nach (2.4.28)). 
Wir setzen in dieser Arbeit stets voraus, daß die doppelte elastische Energie 
(3.1.14) im Grundkörper KO nur positiv sein kann, wo nicht, wie bei der 
Untersuchung des ~Wiche-Weinelschen Iterationsverfahrens [49], ausdrücklich 
etwas anderes vereinbart wird. Die Voraussetzung positiv definiter elastischer 
Energie ist notwendig und hinreichend dafür, daß sämtliche elastischen Zu-
stände f des Grundkörpers KO Elemente eines reellen Hilbert-Raums dar-
stellen; danach ist z. B. bereits ein inkompressibler Körper als Grundkörper 
ungeeignet, denn in diesem verschwindet (3.1.14) für einen beliebigen hydro-
statischen Druck und die doppelte elastische Energie ist nur noch ,.positiv 
semidefinit" oder "nicht-negativ (definit)". Das schließt nicht aus, daß ein 
Iterationsverfahren in einem derartigen Grundkörper trotzdem kom-ergieren 
kann; tatsächlich muß das Verfahren von Niche und Weinel [49] für einen 
wichtigen Problemkreis konvergieren, wie später (§ 4.5) gezeigt wird. Aher 
die Argumentation der folgenden Paragraphen ist dann nur noch zulässig, 
wenn man den Hilbert-Raum auf diejenigen Zustände des Grundkörpers ein-
schränkt, für die (3.1.14) erfüllt ist. Alle anderen Zustände, für die die elasti-
sche Energie verschwindet oder gar nicht mehr definiert ist, müssen in diesem 
Fall abgetrennt und besonders untersucht werden. 
Die elastische Energie im Grundkörper KO werden wir also, im Einklang mit 
den üblichen Voraussetzungen der linearen Elastizitätstheorie, bis auf aus-
drücklich gekennzeichnete Ausnahmefälle, stets als eigentlich positiv yoraus-
setzen; und wir werden überdies, wo nicht ausdrücklich anders vermerkt. den 
Zustandsraum auf Zustände f des Grundkörpers Ko mit beschränktem Xorm-
quadrat (doppelter elastischer Energie) (3.1.14) einschränken. Dadurch werden 
Singularitäten von der Art einer Einzelkraft [102], einer Einzelversetzung 
[8, 19, 25-28, 52, 101] und überhaupt aller als Fundamentallösung, (;reen;;che 
Funktion usw. geeigneten elastischen Zustände [1-8, ll, 33, 46, 51, 60, 61, 71] 
ausgeschlossen. Trotzdem genügt diese Einschränkung nicht. um zu gewähr-
leisten, daß das Spannungsfeld nicht an isolierten singulären Stt'llpn ühpr alle 
Grenzen wächst; wir begnügen uns hier damit, auf die bekannten Spannungs-
felder in der Umgebung von Spitzkerhen 19, 10] sowie von rn;;tetigkeit(,11 
gewisser Kräftebelegungen [4] als Beispiele hinzuweisen. Derartige Zustände 
haben als Grenzfälle phY8ikaiisch möglicher elasti~cher Zu»tände immer noch 
eine praktische Bedeutung; für eine rein numerische Rechnung sind ;;ie frei-
lich ungeeignet. 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00047869
164 Georg Rieder 
Wir können nun den Inhalt dieser Ziffer in einem einzigen Satz zusammen-
fassen: Als Elemente f des Zustandsraums, eines reellen Hilbert-Raums, 
betrachten wir sämtliche möglichen elastischen Zustände beschränkter elasti-
scher Energie in einem Grundkörper KO mit positiv definiter elastischer 
Energie und definieren die Wechselwirkungsenergie in KO als Skalarprodukt. 
3.2 Ein symmetrischer Operator im Zustandsraum 
Nachdem wir in der vorangehenden Ziffer den Zustandsraum als den reellen 
Hilberl-Raum der elastiflchen Zustände feines Grundkörpers Kü eingeführt 
hahen, konstruieren wir nun in diesem Zustandsraum - als einfaches Bei-
spiel - einen speziellen linearen und symmetrischen Operator es (vgl. (2.4.1-3, 
9-12)). \Vir erklären diesen Operator folgendermaßen: 
Es sei /0 ein beliebiger Zustand des Grundkörpers KO, repräsentiert durch das 
Spannungsfeld gO (;:) und da" Dehnungsfeld §o (~), welche nach (3.1.10-12) 
zusammenhängen. Der Zustand 
(3.2.1) 
wird nun durch seine Reprä'ientationen gl (;:) und §l (~) definiert. Und zwar 
erklären wir das Dehungsfeld §l (~) mit Hilfe eineR Vergleichskörperfl K' mit 
den Elastizitätskoeffizienten §' (;) durch 
(3.2.2) 
§1 (1;) ist also diejenige Dehnung, welche das Spannungsfeld gO (l:) in dem 
Vergleichskörper K' hervorruft; auf die Zulässigkeit dieser Festsetzung kom-
men wir in der nächsten Ziffer zu sprechen. Für den Tensor 4. Stufe §' (~) 
des Vergleichskörpers K' setzen wir wieder die Symmetrieheziehungen (3.1.U) 
voraus; dagegen verlangen wir nicht, daß er eine positiv definite oder auch 
nur semidefinite elastische Energie besitzt. Die quadratische Form 
g .. §' .. g % 0 (3.2.3) 
darf also beliebiges Vorzeichen annehmen köllllen und soll nur nach oben und 
unten heschränkt sein; wir lassen somit für den Vergleichskörper K' ein all-
gemein übliches Postulat der Elastizitätstheorie fallen, halten es aber natür-
lich für den Grundkörper KO aufrecht. Das Spannungsfeld gl (1;) zum Zustand 
11 in (3.2.1) erhalten wir nun nach (3.1.12) zu 
gl = QO •• §1 = QO •• §' .. qO (3.2.4) 
Die Linearität dieses Operators es ist nun nach (2.4.2-3) leicht zu verifizieren; 
zur Prüfung auf Symmetrie benützen wir das Kriterium (2.4.45). Seien also 
~ und 10 z~\"ei beliebige Zustände, repräsentiert durch die Spannungsfelder 
go (~) und qO (~) im Grundkörper KO. Dann ist, entsprechend der Definition 
(3.1.13) des Skalarprodukts im Zustandsraum, nach (3.2.1-4) 
{~, es fo} ~ {/O, 11 } = J ~ .. §o •• gl d V 
0".) 
= f ~ .. §0 .. QD •• §' .. !io d V = f ~ .. s' .. go d V (3.2.5) 
0'0) Wo) 
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Ebenso leitet man ab 
~ ~ ~ {/O, cn70} == {lO,/l} = f go ... §, ... ;od V 
(I',) 
(3.2.6) 
und kann nun aus den Symmetrieeigenschaften (3.1.11) des Tensors 4. Stufe 
§' schließen auf 
(3.2.7) 
für beliebige Zustände 70 und 10, also auf Symmetrie des durch (3.2.1-4) 
erklärten Operators cn. 
Mit Hilfe dieses Operators definieren wir nun eine Iterationsfolge vom Typ 
(2.6.6) 
(3.2.8) 
wo f* ein fest vorgegebener Zustand ist. Um zu prüfen, unter welchen Be-
dingungen diese Iterationsfolge sicher konvergiert, gehen wir von dem Krite-
rium (2.6.14) aus. Nach (3.1.14) und (3.2.5) ist der Rayleigh-Quotient (2.5.73) 
{j, 'J3 /} Jr .. §' .. q d r 
PI == {[:7} = f q .. § J •• q d r 
(I',) 
Die Grenzen des Operators 'J3 sind alw nach Satz 6, § 2.5, (2.5.71-72) 
und 
(a . . 8' •. 0)' m = lim inf PI ~ lim inf -----o--=-qoo§ ooq 
(
0' . 8' .. ° 31 = lim sup f1.t :s;; lim sup - -. -) 
qoo§ ooq 
(3.2.9) 
(3.2.11 ) 
wobei man rechts das Gleichheitszeichen setzen kann, wenn §' (~) und § (~) 
gewissen Stetigkeitsbedingungen genügen (s. u.). )Iit (2.6.14) folgt daraus da" 
hinreichende Konvergenzkriterium 
ja" 8'· .al lim sup - - _ - < 1 qoorooq (3.2.12) 
oder unter gewissen, für physikalisch Rinnvolle Ortsfunktionen !( (~) und.< (r) 
stets erfüllten Stetigkeitsbedingungen einfach 
/
a' '8" ·al 
max - - -I< 1 qoo§ooq 
wobei q (~) eine frei variable Ortsfunktion ist. 
\Vir skizzieren noch einen Beweis der - für physikalisch "innvolIl'. 81,,0 "tü('k-
weise stetige Ortsfunktionen §' (~) und §' (~) 8n sich evidmten .- Ah"ehät-
zungen (3.2.10-11) für Riemann-integrable, feste Orbfunktiollen { (t) und 
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!t (!) sowie die frei variable Ortsfunktion g (!). Zur Bestimmung der oberen 
Grenze bringen wir zunächst den Bruch 
a·· 8'·· a 
F (!, g) = - - 0 - (3.2.14) 
g"§ "g 
durch Variation von g (!) für jeden Punkt ~ auf seinen größten Wert; wie 
in § 3.8 gezeigt wird, ist dies auf die allgemeine Eigenwertaufgahe der Matrizen-
rechnung zurückzuführen. Dadurch wird ein Spannungsfeld q* (!) und eine 
skalare Funktion 
F*(1;) g* . . §' .. g* g*,,§O"q* 
bestimmt, welche ebenfalls Riemann-integrabel ist. 
(3.2.15) 
Das Spannungsfeld g* (1;) ist durch die Maximalforderung nur bis auf einen 
Skalarfaktor bestimmt; wir können es so normieren, daß Q'*" §o •• Q'* 
überall in KO gleich dcr Einheit der Energiedichte wird. Multipliziert man 
jetzt dieses normierte Spannungsfeld mit einer variablen skalaren Ortsfunktion 
oc (~), die außerdem stetig sein soll, so geht (3.2.9) über in 
S oc2 F* d V 
* (VO> (3.2.16) 
fl! = S oc2 d V 
(V,) 
Für das weitere benötigen wir den folgenden Hiif8satz: Für n Zahlenpaare 
OCi, ßi mit positiven OCi und beliebigen ßi gilt 
rum - < < max -. (ßi)' ßl + ßz + •.. + ßn (ßi) 
(Xi - ~l + Cl2 + ... + Cln - CI.. i 
(3.2.17) 
Er folgt durch vollständige Induktion aus 
ßI ßlOCl + ßIOC2 ßIOCl + ß2 0C l ßI + ß2 
- = < ... = '----'-
OCI OCI (OCI + OC2) - OCl (al + OC2) al + OC2 (3.2.18) 
ßIOC2+ß2 a 2 ß2 OC l+ß2 OC 2 ß2 
= < =-OC2 (OCI + OC2) - a2 (OCI + (2) OC2 
für 
(3.2.19) 
l'nterteilen wir nun das Integrationsgebiet in Zähler und Nenner von (3.2.16) 
in gleicher 'Veise, und nehmen wir vom Zähler die Obersumme, vom Nenner 
die Untersumme zu dieser Unterteilung, so muß unter den zugehörigen Nähe-
rungswerten für fl7 bei Variation von a (~) eine obere Schranke für fl! nach 
(3.2.9) enthalten sein, wie man aus der Maximalforderung für g* (t:) und 
(3.2.17) ableiten kann. Nun wählt man überall a h:) = 0 mit Ausnahme der 
Intervalle, in denen der Quotient der zugehörigen Glieder beider Näherungs-
summen am größten ist. Nach (3.2.17) kann dadurch der Bruch aus beiden 
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Näherungssummen jedenfalls nicht kleiner werden. Falls nun in den restlichen 
Intervallen F* (3;) konstant ist, sind wir bereits am Ziel. Andernfalls unter-
teilt man die Restintervalle weiter und setzt das Verfahren fort. Im ungün-
stigsten Falle kommt man auf eine Intervallschachtelung, die sich auf die 
absoluten Maxima von F* (r) zusammenzieht oder auf eine Punktfolge, in 
der F* (1=) gegen seine obere Grenze konvergiert. Damit ist gezeigt, daß die 
rechte Seite von (3.2.11) zumindest eine obere Schranke für J[ ist. Die Frage 
ist noch, unter welchen Bedingungen ftf bzw. ft; diesel' oberen Schranke be-
liebig nahekommen kann. Das ist sicher dann der Fall, wenn man wenigstens 
von einem der absoluten Maxima von F* (I;) ausgehend einen Kreiskegel 
nicht verschwindender Öffnung mit der Spitze am Ort des Maximums kon-
struieren kann, derart, daß F* (1=) in einer gewissen Cmgebung der Kegel-
spitze in und auf dem Kegel stetig ist. Denn dann gibt es eine Intervall-
schachtelung, für die sich bei jedem Schritt ein Riemannsches Integral erklären 
läßt, für welches beim Fortgang des Verfahrens ft; gegen die obere Schranke 
strebt. Wären dagegen alle absoluten Maxima isolierte Punkte mit isolierten 
Funktionswerten, oder würde gar nur eine obere Grenze auf einer abzählbaren 
Folge derartiger Punkte angenähert, so hätte man nur eine obere Schranke 
für W. In der Praxis braucht man derartige Fälle allerdings kaum in Betracht 
zu ziehen. Der Beweis für (3.2.10) verläuft ganz entsprechend. 
Die Iterationsfolge (3.2.8) konvergiert also, wenn (3.2.12) oder (3.2.13) erfüllt 
ist, gegen die eindeutige Lösung [fl der Operatorgleichung (vgl. (2.6.5)) 
[f] = [1*] + es [f] (3.2.20) 
Die Lösung hat in diesem Fall eine recht triviale Bedeutung. Denn schreiben 
wir (3.2.20) in den Repräsentationen [g (!)] bzw. [§* (J;)] an, so folgt gemäß 
(3.2.1-4) 
§o .• [q (J;)] = [§* (J;)] + 8' .• [q (1=)] (3.2.21) 
Führen wir nun einen zweiten Vergleichskörper KU ein mit den Elastizitäts-
koeffizienten 
(3.2.22) 
so geht (3.2.21) über in 
(3.2.23) 
Das heißt, man erhält als Lösung die der vorgegebenen elastischen Dehnung 
[§* ü:)] nach dem Hookeschen Gesetz im zweiten Vergleichskörper KU zuge-
hörige Spannung [q (J;)], ein Ergebnis, das man natürlich auch auf einfacherem 
Wege gewinnen kann. Der unter dieser Ziffer eingeführte Operator hat also 
keine praktische Bedeutung und sollte nur als einfaches Beispiel dienen; üher-
dies haben wir hierbei einige im folgenden nützliche Beziehungen ahgeleitet. 
Wir merken noch an, daß der Vergleichskörper KU bei Erfüllung von (3.2.12) 
eine positive elastische Energie besitzt und damit als ein "Realkörper" auf-
gefaßt werden kann. 
3.3 Die Grundaufgaben der Elastizititstheorie 
Die in § 3.1 im Anschluß an Prager und Synge [33-35J eingeführten allgemeinen 
Spannungsfelder brauchen keineswegs Lösungen eines Randwertproblem~ der 
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Elastizitätstheorie zu sein. Weder brauchen sie den Gleichgewichtsbedingungen 
zu genügen, noch wird von dem zugehörigen Dehnungflfeld die Erfüllung der 
Kompatibilitätsbedingungen verlangt. Einzige Voramlsetzung iflt die Existenz 
der benötigten Ableitungen oder, an Unstetigkeitsstellen, wenigstens der ent-
sprechenden Distributionen, so weit diese mit einer beschränkten elastischen 
Energie verträglich sind. Der bekannte Kirchhoffsche Eindeutigkeitsbeweis 
[1,2,78,93,98] läßt sich auf derart allgemeine Spannungsfelder nicht ohne 
weiteres anwenden; tatsächlich gilt er in seiner speziellen Form nur, wenn 
sich die Dehnung überall aus einer Verschiebung ableiten läßt, im Innern 
weder Kräfte noch Momente angreifen und an der Oberfläche gewisse Rand-
bedingungen für Kräfte und Verschiebungen vorgeschrieben sind. Daneben 
werden außer der positiven Definitheit der elastischen Energie gewisse Stetig-
keits- und Differenzierbarkeitseigenschaften für die Elmltizitätskoeffizienten 
und die Oberfläche deR Körpers vorausgesetzt; bei physikalisch sinnvollen 
Problemen kann man jedoch normalerweise damit rechnen, daß diese Bedin-
gungen erfüllt sind. Der Eindeutigkeitsbeweis läßt sich unschwer erweitern 
auf den Fall, daß im Innern ein fest vorgegebenes Kräftesystem angreift 
[1,2,78] oder fest vorgegebene Eigenspannungsquellen verteilt sind [27, 102]; 
er bricht dagegen sofort zusammen, wenn man eine dieser Größen zur freien 
Variation zuläßt. Insbesondere läßt sieh zu jedem beliebigen Spannungsfeld 
im Grundkörper KO ein System von Kräften und Eigenspannungsquellen 
finden, welches gerade die vorgegebene :':lpannung hervorruft. Es läßt sich 
also über eine rein formale Auffassung hinaus auch als Lösung eines allge-
meinen elastizitätstheoretü.;chen Problems interpretieren. Der Verdeutlichung 
dieser Tatsache dient der folgende kurze Abriß über die Grundprobleme der 
Elastizitätstheorie. 
Da es hier nur auf die grundlegenden Zusammenhänge und nicht auf Einzel-
heiten der Rechnung ankommt, verwenden wir wieder die symbolische Schreib-
weise [81, 82], die wir durch Vergleich mit der Indizes-Schreibweise [92] 
einführen und durch einige weitere häufig gebrauchte Differentiationssymbole 
[27] ergänzen (vgl. auch Anhang). Zunächst definieren wir ein vektorielles 
Differentiationssymbol, den "Nabla-Vektor" durch 
a \1 1\ Vi ~ - (i = 1,2,3 bzw. x, y, z) (3.3.l) VXi 
Die Stellung des Nabla-Vektors in einem Produkt ist - im Gegensatz zur 
Indizes-Schreibweise - durch die Regeln der Vektorrechnung festgelegt; wir 
müssen daher vereinbaren, daß \1 nach vorwärts und rückwärts jeden Faktor 
eines Produkts differenziert, sofern nicht übergeordnete Klammern oder Pfeile 
eine Ausnahme ausdrücklich kennzeichnen [27,98]. So ist z. B. der symme-
trische Teil des Gradiententensors, der "Deformator" eines Vektors [27, 98] 
I 1 
Def \tJ = 2 (\1 \tJ + \tJ \1) 1\ 2" (Vi Wj + Vi Wi). (3.3.2) 
Ab ein Skalarprodukt (genauer: ein einfach-skalares Produkt) des \1 _Vektors 
mit einem Tensor ist definiert der "Divergenzvektor" 
Divg = \1 'g 1\ GiGii = (\1 .gJi (3.3.3) 
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und entsprechend bei Anwendung auf einen Vektor der Skalar 
div T1.J = v . T1.J = Oi 1Ci 
als die "Divergenz" des Vektorfeldes. 
(3.3.4) 
Um den Rotor eines Vektors in der Indizes-Schreibwei~e auszudrücken ver-
wenden wir einen speziellen Tensor 3. Stufe, den Ln'i-C'ivita-Tensor [9:2]' 
Damit wird 
1 für ijk = 123,231,312 
- I für ijk = 213, 321, 132 
O. wenn zwei Indizes gleich sind 
(3.3.ii) 
(3.3.6) 
Schließlich benötigen wir noch die "Inkompatibilität·· eines Tensors [27, 98] 
Ink§ = V X § X V /\ - Ei!;[Ejmn Oh' Om Ein (3.3.7) 
als den tensoriellen Differentialausdruck, dessen Komponenten in den Kom-
patibilitätsbedingungen von De St. Venant [1,2,5.78.100] auftreten. Es 
gelten die Identitäten 
1 1 
Ink Def T1.J = 2" V X (V T1.J+ T1.Jv) X V = 0 /\ - "tEiklEjmnChOm (alU'" T an /[.[) 
= 0 (3.3.8) 
Def (T1.Jo + 0 X (~ - !o)) = 0 (T1.Jo, 0, ~o feste \rektoren) (;~.3.!J) 
Div Ink § = V . (V X § X v) = 0 /\ - Eikl Ejm" Oi Oh Om l'zn = 0 (3.3.10) 
(Biancchi-Identität). Wir formulieren nun die wichtigsten Grundprobleme der 
Elastizitätstheorie. 
3.3.A. Die Randwertaufgabe. Hier ist das Spallnullgsfeld in einem elastischen 
Körper zu ermitteln, in dessen Innern weder Kräfte angreifen noch Eigen-
spannungsquelleIl verteilt sind, dessen elastischer ZuMaJl(l ,lisa allein durch 
die von außen kommenden Einwirkungen auf seine Oberfläche bestimmt wird. 
Demnach hat in seinem Innern das SpannungsfeldQ' (~) die homogene Gleich-
gewichtsbedingung 
DivQ' = 0 (3.3.11) 
und das Dehnungsfeld § (~) die homogene Kompatibilitätsbedingung 
Ink§ = 0 (:t:U2j 
zu erfüllen. Spannungs- und Dehnungsfeld müssen außerdem nal'h dem Hnnke-
sehen Gesetz (3.1.10-12) 
§ = !! .. Q' bzw. Q' = ~ . -§ (3.3.13) 
zusammenhängen. Auf der Oberfläche können etwa die Verschiebungen vor-
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geschrieben sein (erste Randwertaufgabe), oder es ist eine Kräftebelegung 
vorgegeben (zweite Randwertaufgabe). Die zweite Randwertaufgabe ist ein 
sogenanntes Lastspannungsproblem; die erste Randwertaufgabe kann als ein 
Eigenspannungsproblem aufgefaßt werden, wenn man den elastü;chen Körper 
in eine starre Umgebung einbettet und in der Grenzfläche eine Versetzungs-
belegung anbringt ([27J, S. 45). Auch Kombinationen von Zwangs bedingungen 
für die Verschiebung, von Kräftebelegungen und von elastischen Einbettungen 
sind möglich, allerdings nicht in völlig beliebiger Weise. Der Eindeutigkeits-
beweis nach Kirchhof! bietet bei positiv definiter elastischer Energie meist 
keine besonderen Schwierigkeiten und läßt sich in gewissen Sonderfällen [103J 
sogar auf indefinite Energie ausweiten. Der Beweis verläuft indirekt; man 
nimmt zunächst zwei verschiedene Spannungsfelder mit denselben Rand-
bedingungen an und betrachtet ihre Differenz. Sind nun die Randbedingungen 
so beschaffen, daß dieses Differenzspannungsfeld Btets verschwindende Arbeit 
der äußeren Kräfte an dem betrachteten Körper ergibt, so schließt man weiter 
auf verschwindende Energie des Differenzspannungsfeldes und von da aus 
über die Definitheitsbeziehungen auf das Verschwinden des Spannungsfeldes 
selber. Wesentlich schwieriger als die EindeutigkeitsbeweiHc sind die Existenz-
beweise zu führen; sie hängen in noch stärkerem Maße als der Eindeutigkeits-
beweis von den Stetigkeits- und Differenzierbarkeitseigenschaften, einerseits 
der elastischen Konstanten und der Oberfläche, andererseits der zugelassenen 
Spannungsfelder ab. 
Theoretisch am einfachsten ist die mathematische Formulierung der Rand-
wertaufgabe als Randwertproblem für ein System partieller Differential-
gleichungen; es kommen dafür hauptsächlich zwei Wege in Frage. Bei der 
Methode der Verschiebungsfunktionen erfüllt man die Kompatibilitätsbedin-
gung (3.3.12) nach (3.3.8) identisch durch den Ansatz 
§ = Def \1.) (3.3.14) 
und geht damit über das Hookesche Gesetz (3.3.13) in die Gleichgewichts-
bedingung (3.3.11) ein. So erhält man die verallgemeinerten Navierschen 
Gleichungen 
Div (~ .. Def \1.)) = 0 (3.3.15) 
für die Verschiebungen. Bei der Methode der Spannungsfunktionen erfüllt 
man die Gleichgewichtsbedingungen (3.3.11) nach (3.3.10) identisch durch den 
Beltramischen Ansatz [104, 114] 
g = InkX (3.3.16) 
wo Z der symmetrische Spannungsfunktionentensor ist, und geht damit über 
das Hookesche Gesetz (3.3.13) in die Kompatibilitätsbedingung (3.3.12) ein. 
So erhält man die verallgemeinerten Beltramischen Gleichungen in Spannungs-
funktionen 
Ink (§ .. InkZ) = 0 (3.3.17) 
Dazu kommen die Randbedingungen; im Falle der zweiten Randwertaufgabe 
lauten sie 
n . g = cp (3.3.18) 
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wo '1) die vorgegebene Kräftebelegung an der Oberfläche ist. Die Oberflächen-
kräfte müssen ein Gleichgewichtssystem bilden, wenn eine Lösung existieren 
soll. 
Das gesuchte Spallllungsfeid ist, falls es existiert, eindeutig bestimmt, die 
Verschiebung dagegen bei der zweiten Randwertaufgabe nach (3.3.9) nur bis 
auf eine starre Bewegung, und der SpannungsfunktionentellSor nach (3.3.8) 
für beliebige zulässige Randbedingungen nur bis auf einen Deformator. Dies 
erlaubt in wichtigen Sonderfällen Spezialisierungen des allgemeinen Beltrami-
sehen Ansatzes (3.3.16) (A irysche, Maxwellsche, lvIorerasche, Blochsehe, Kröner-
Marguerresche, Schaejersche Spallllungsfunktionen), die die in ihrer allgemeinen 
Form sehr unhandlichen Gleichungen (3.3.17) auf eine für die Anwendungen 
brauchbare Form vereinfachen [1-10, 27, 28, 43, 46, 59-61, 78, 98, 100, 
105, 106]. Andere, praktisch oft wirksamere Verfahren zur Lösung des Problems 
(3.3.1-3) gehen von Variationsprinzipien und Integralgleichungssystemen aus 
[31-37,45,48,71,109, HO und einige bereits zitierte Arbeiten]. Auf die be-
sonderen Verhältnisse in mehrfach zusammenhängenden [1-8,27,28,59,61, 
98, 107] und mehrfach begrenzten [98] Körpern wollen wir hier nicht ein-
gehen; eine zusammenfassende Untersuchung dieser Fragen wurde vom Ver-
fasser an anderer Stelle gegeben [98]. 
3.3.B. Das Summationsproblem für Lastspallllungen. Greifen im Iuneren eines 
elastischen Körpers ("äußere", d. h. wie etwa die Schwerkraft nicht durch 
das Material des Körpers selbst weitergeleitete) Kräfte mit der auf das Volu-
men bezogenen Dichte l> an, so tritt an Stelle von (3.3.11) die inhomogene 
Gleichgewich ts bedingung 
Divg=-l> (3.3.19) 
Setzt man gleichzeitig voraus, daß im Illllern des Körpers keine Eigen-
spallllungsquellen verteilt sind, so gilt weiter (3.3.12). Das Summations-
problem besteht nun darin, ein Spannungsfeld zu finden, welches gleichzeitig 
(3.3.19, 12, 13) erfüllt, zunächst ohne Rücksicht auf irgendwelche Rand-
bedingungen. Geht man mit dem AllSatz (3.3.14) über (3.3.13) in (3.3.19) ein, 
so erhält man die inhomogenen verallgemeinerten .Y avierschen Gleichungen 
Div (Q .. Def IV) = - l> (3.3.20) 
Ohne Randbedingungen ist die Lösung dieser Aufgabe keineswegs eindeutig; 
praktisch sucht man zunächst eine möglichst einfache Partikularlösung zu 
finden, z. B. durch Probieren. Eine im Unendlichen abklingende Lösung erhält 
man durch Quadratur mit Hilfe der Fundamentallösung; man "summiert" 
dallll die Spallllungsfeider aller angreifenden Kräfte [I, 2, 27, 33, 37, 46, 48, 51, 
60, 78]. AllSchaulich gesprochen denkt man sich den gegebenen Körper in ein 
unendliches elastisches Medium eingebettet und rechnet das Spallllungsfeid 
des Verbundkörpers aus. Die Randbedingungen werden nachträglich berück-
sichtigt, indem man den Körper wieder aus dem unendlichen ~Iedium heraus-
geschnitten denkt und auf seiner Oberfläche Zusatzkräfte derart anbringt, 
daß die vorgegebenen Randbedingungen erfüllt werden. Anschließend wird 
das Spannungsfeld für das derart bestimmte Randwertproblem berechnet und 
12 Wissensebaftl. Abband!., XIV. 1962 
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zu dem ursprünglichen Spannungsfeld im unendlichen Medium addiert, was 
wegen der Linearität der Differentialgleichungen erlaubt ist (Superposition~­
prinzip). Das Spannungsfeld, welches gleichzeitig die Summations- und dIe 
Randwertaufgabe löst, ist eindeutig bestimmt; eine Lösung kann jedoch nur 
existieren, wenn Volumen- und Oberflächenkräfte zusammen ein Gleich-
gewichtssystem bilden. Auch die gleichzeitige Lösung von Randwert- und 
Summationsproblem ist in vielen Fällen zumindest prinzipiell möglich [1,2, 
11, 37, 43, 46, 78]; und die bekannten Variationsprinzipien lassen sich ohne 
Schwierigkeit auf den Fall der Anwesenheit von Volumenkräften erweitern 
[1. c.]. 
3.3.C. Das Summationsproblem für Eigenspannungen. Wir setzen jetzt vor-
aus, daß weder im Innern noch an der Oberfläche des elastischen Körpers 
Kräfte angreifen, schreiben also im Innern (3.3.11) vor und an der Oberfläche 
n'Q'=O, (3.3.21) 
Dagegen lassen wir im Innern Eigenspannungsquellen zu, setzen also an die 
Stelle von (3.3.12) die inhomogene Kompatibilitätsbedingung 
Ink § =!} (3.3.22) 
und untersuchen jetzt die Kombination des Summationsproblems (3.3.li, 13, 
22) mit dem Randwertproblem (3.3.21). Hierbei ist!} (!:) ein symmetrischer 
Tensor, dessen physikalische Bedeutung wir sogleich angeben. Die durch 
(3.3.13) erklärte "elastische" Dehnung erfüllt also die homogenen Kompatibi-
litätsbedingungen nicht mehr, und der Ansatz (3.3.14) scheidet aus. Wir 
können jedoch (3.3.11) identisch erfüllen durch den Ansatz (3.3.16). Gehen 
wir damit über (3.3.13) in (3.3.22) ein, so erhalten wir die inhomogenen ver-
allgemeinerten Beltramischen Gleichungen in Spannungsfunktionen [27] 
Ink Ü~ .. Ink Z) = !} (3.3.23) 
Das Summationsproblem für Eigenspannungen besteht nun wieder darin, zu 
(3.3.23) eine - nach Möglichkeit einfache - Partikularlösung ohne Rück-
sicht auf die Randbedingungen zu finden. Auch gibt es für die Spannungs-
funktionen den Fundamentallösungen für die Verschiebungen analoge Lösun-
gen [27, 108]; nur hat man hier die mit der Bianchischen Identität (3.3.10) 
verbundenen Einschränkungen des "Inkompatibilitätsfeldes" '!J (/;) besonders 
zu beachten. Für das anschließende Randwertproblem werden die Zusatz-
kräfte so bestimmt, daß insgesamt (3.3.21) erfüllt wird ([27], § 15); wir spe-
zialisieren uns also hier bei Eigenspannungsproblemen der Einfachheit wegen 
auf eine freie, unbelastete Oberfläche. Damit ist das Spannungsfeld eindeutig 
bestimmt; die Existenz einer Lösung ist nachgewiesen, wenn die Existenz 
einer Partikularlösung von (3.3.23) sowie die Lösbarkeit der zweiten Rand-
wert aufgabe gesichert ist. 
Wir kommen nun auf die Bedeutung der rechten Seite von (3.3.22). Da die 
elastische Dehnung 
(3.3.24) 
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nicht mehr die homogene Kompatibilitätsbedingung (3.3.12) erfüllt, anderer-
seits aber jedes Volumenelement des elastischen Körpers eine (ggf. verschwin-
dende) Verschiebung erfahren muß, ist es jetzt nicht mehr erlaubt, von der 
Dehnung schlechthin zu sprechen. Wir führen als Ursache der Eigenspannungen 
e~ne von plastischer Verformung, Wärmedehnung, elektrischen und magne-
tIschen Vorgängen, Umwandlungsprozessen usw. herrührende "plastische" 
oder "quasi-plastische" vorgegebene "Extradehnung" §Q ein, und außerdem 
die neben der Spannung g gesuchte "Gesamtdehnung" 
(3.3.25) 
welche sich zusammensetzt aus der elastischen Dehnung und der Extra-
dehnung [16, 19,27,28,93-98,111,129] nach 
(3.3.26) 
Für die Gesamtdehnung gilt nach (3.3.25) wieder die homogene Kompatibili-
tätsbedingung (3.3.12); demnach ist mit (3.3.26) 
Setzt man 
Ink §E + Ink §Q = O. (3.3.27) 
(3.3.28) 
so folgt wieder (3.3.22). Aus der Lösung des Randwert- und Summations-
problems für Z erhält man mit (3.3.24, 26) die Gesamtdehnung 
(3.3.29) 
Ein aus einer "plastischen oder quasi-plastischen Verschiebung" ableitbarer 
Deformatoranteil der Extradehnung trägt wohl zur Verschiebung, nicht aber 
zur Spannung bei. 
Fundamentallösungen, die zur Aufstellung einer Partikularlösung von (3.3.23) 
durch Quadratur geeignet sind, kann man aus der Theorie der Versetzungen 
und anderer singulärer Eigenspannungsquellen gewinnen [19, 26-28, 52, 53, 
101, 108]; auch die Möglichkeit gleichzeitiger Lösung von Randwert- und Sum-
mationsaufgabe durch Quadratur kann gegeben sein [8, 11]. Hinweise auf 
Variations prinzipien finden sich in [27, 109]. 
3.3.D. Das allgemeine Randwert- und Summationsproblem. Im allgemE'inen 
Fall können im Innern des elastischen Körpers sowohl Kräfte als auch Eigen-
spannungsquellen vorgegeben sein; sowohl die Gleichgewichts- als auch die 
Kompatibilitätsbedingung gelten dann nur in ihrer inhomogenen Form (3.3.19) 
und (3.3.22). Da die Differentialgleichungen (3.3.:W, 23) linear sind, können 
die Lösungen der Summationsprobleme 3.3.B und 3.3.C superponiert werden, 
und man erhält die Lösung des gesamten Summationsproblems durch Addition 
der Lösungen von (3.3.20) und (3.3.23) in der Form 
12" 
g = gG = Q .• Def w + Ink X 
§ = §E = Def w + § .. Ink X 
Def w* = ~F = Def w + § .. Ink Z -;- §Q 
(3.3.30) 
(3.3.31) 
(3.3.32) 
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Das Randwertpl'oblem kann für den Lastspannungs- und den EigC'nspannungs-
anteil gemeinsam gelöst werden; die Randbedingungen setzen sich zusammen 
aus den vorgegebenen Randwerten und den Korrekturen, welche durch die 
Nichtbeachtung der Randbedingungen in den Partikularlösungen (3.3.30-
32) erforderlich werden. Entsprechend den bei den Lösungsmethoden (3.3.15) 
und (3.3.17) kann dabei die Lösung des Randwel'tproblems nach Belieben der 
Verschiebung \t) oder dem Spannungsfunktionentensor X zugeschlagen werden. 
Der Einfachheit halber werden wir uns im folgenden auf die zweite Rand-
wertaufgabe (Oberflächenkräfte gegeben) und die Randbedingung (3.3.21) für 
den Eigenspannungsanteil des Problems beschränken, also stets 
n· Inkz = 0 (3.3.33) 
voraussetzen. 
Nun erscheint die Form (3.3.30-32) für die Lösung der allgemeinen Rand-
wert- und Summationsaufgabe durch ihre Trennung von Last- und Eigen-
spannungsanteil zwar sehr übersichtlich; für die praktische Rechnung ist sie 
aber meist recht unzweckmäßig, denn sie erfordert jeweils die Lösung einer 
Gleichung sowohl der Form (3.3.20) als auch der Form (3.3.23). Wir zeigen 
nun, daß man das allgemeine Problem auch auf die Lösung einer dieser Glei-
chungen allein zurückführen kann; die Wahl zwischen der Verschiebungs- und 
der Spannungsfunktionenmethode kann man dann nach reinen Zweckmäßig-
keitsgründen treffen. 
Um das Eigenspannungsproblem auf Verschiebungsfunktionen umzw;chreiben, 
führen wir ein die zugehörige "dehnungswirksame Spannung" 
(3.3.34) 
wo 
(3.3.35) 
derjenige Teil der Gesamtdehnung ist, welcher durch die Extradehnung gQ 
allein hervorgerufen wird, und weiter die "Extraspannung" 
(3.3.36) 
wo gQ die plastische oder quasiplastische Extradehnung in (3.3.26) ist. Der 
Beitrag gGQ der Eigenspannungsquellen zur Gesamtspannung gG setzt sich 
dann zusammen aus dem Beitrag zur dehnungswirksamen Spannung und der 
Extraspannung : 
gGQ = gDQ + gQ (3.3.37) 
~insetzen von (3.3.34-37) in die homogene Gleichgewichtsbedingung (3.3.11) 
liefert dann für \t)Q eine vektorielle Differentialgleichung der Form (3.3.20) 
Div (!< •. Def \t)Q) = - :pQ 
mit den "Quasi-Kräften" [27] oder "inneren Kräften" [16,95] 
:pQ = DivaQ = - Div (12" gQ) 
(3.3.38) 
(3.3.39) 
Es läßt sich ohne Schwierigkeiten zeigen, daß die aus der Lösung von (3.3.38) 
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abgeleitete Gesamtdehnung (3.3.35) mit (3.3.29) übereinstimmt [16, 93-95]. 
Zur Lösung von Wärmespannungsproblemen wird diese Methode gewöhnlich 
bevorzugt [112, 113]. 
Die Lösung des allgemeinen Problems mit Verschiebungsfunktionen nimmt 
dann die folgende Gestalt an. Man bestimmt eine Gesamtverschiebung \tl* 
aus 
Div (~ .. Def \tl*) = - :p* 
mit der rechten Seite 
:p* = V + :pQ 
Die Lösungen (3.3.30-32) erscheinen jetzt in der Form 
gG = ~ .. Def \tl * + gQ = ~ .. Def \tl * - ~ .. §Q 
§E = Dei \tl* - §Q 
§G = Def \tl* 
(3.3.40) 
(3.3.41) 
(3.3.42) 
(3.3.43) 
(3.3.44) 
Für die Randbedingungen (3.3.18) der zweiten Randwertaufgabe erhält man 
jetzt 
n .gG = cp (3.3.45) 
wo c:p (1;) die vorgegebene Kräftebelegung auf der Oberfläche ist*). 
Will man dagegen das Summationsproblem 3.3.B für Lastspannungen gleich-
zeitig mit dem Problem 3.3.C für Eigenspannungen nach der Spannungs-
funktionenmethode lösen, so führt man eine "fiktive Extr-aspannung" gK (~) 
ein, welche die Bedingung 
DivgK =:p (3.3.46) 
erfüllt, sonst aber völlig beliebig ist.. Auch Randbedingungen braucht man für 
gK im vorliegenden Fall nicht vorzuschreiben, da diese nachträglich berück. 
sichtigt werden. Ein derartiges Spannungsfeld ist meist leicht zu finden; falls 
die Volumenkräfte ein Potential haben und dieses bekannt ist, erhält man 
die fiktive Extraspannung sogar ohne jede Integration [114]. Diese liktive 
Extraspannung wird nun genau so wie eine wirkliche Extraspannung behan-
delt; man berechnet also für die Spannungsfunktionenmethode daraus durch 
Umkehrung ,'on (3.3.36) die zugehörige fiktive Extr-adehnung 
(3.3.47) 
und rechnet damit wie in (3.3.23,28) weiter. Insgesamt erhält man für den 
Spannungsfunktionentensor x* Ü;) des allgemeinen Problems die tensorielle 
Differentialgleichung vom TyP (3.3.23) 
Ink (§ .. Ink z*) = !}* (3.3.48) 
*) Eine andere Form der Randbedingungen 
n . (~ .. Def \tl*) = 1) -;- 1)Q (a.3.4.5a) 
erhält man nach (3.3.42) durch Einführung der Quasi-Oberflächenkraftdichte 
CPQ = - n· a..Q (3.3.45b) 
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wo 
(3.3.49) 
ist und '!J nach (3.3.28) aus der wirklichen Extradehnung §Q bestimmt wird. 
Die Lösungen (3.3.30-32) erscheinen nun in der Form 
gG = Ink z* __ gK 
§E = § .. Ink z* - § .. gK = § .. Ink z* + §K 
§G = § .. Ink z* + §K + §Q 
(3.3.50) 
(3.3.51) 
(3.3.52) 
Für die Randbedingungen ist im Falle der freien, belasteten Oberfläche 
(zweite Randwertaufgabe) wieder (3.3.45) einzusetzen, lUld es gilt wieder wie 
unter 3.3.B, daß eine Lösung nur dann existieren kann, wenn die Volumen-
und Oberflächenkräfte zusammen ein Gleichgewichtssystem bilden. Wegen 
der Besonderheiten mehrfach zusammenhängender und mehrfach begrenzter 
Körper sei auf [98] verwiesen *). Als praktisch wichtigstes Ergebnis halten 
wir fest, daß die Lösungsverfahren für Last- und Eigenspannungsprobleme 
untereinander austauschbar sind, und daß man sich demnach aus der großen 
Zahl der bekannten Methoden jeweils die zweckmäßigste auswählen kann. 
3.3.E. Das inverse Problem und der Zerlegungssatz. Als inverHes Problem der 
Elastizitätstheorie bezeichnen wir die Aufgabe, zu einem beliebig vorgegebenen 
Spannungsfeld g (~) in einem elastischen Körper mit den Elastizitätskoeffizien-
ten § (~) dasjenige System von Volumenkräften \) (1;), von Oberflächenkräften 
cp (~) und von Inkompatibilitäten !} (~) anzugeben, welches gerade das vor-
gegebene Spannungsfeld als Gesamtspannung in dem betrachteten Körper 
hervorruft. Diese Aufgabe hat stets eine Lösung, falls nur sämtliche benötigten 
Ableitungen von g und § existieren oder wenigstens geeignete Ersatzopera-
tionen [89-91] dafür angegeben werden können; sie ist im Vergleich zu den 
bisher behandelten Problemen geradezu trivial. In der Tat, setzt man 
\) = - Divg 
§E = §"g 
(3.3.53) 
(3.3.54) 
(3.3.55) 
(3.3.56) 
so erkennt man nach (3.3.19), (3.3.24), (3.3.22) und (3.3.45) in (3.3.53-56) 
sofort das Größensystem \), cp, '!J, welches seinerseits nach (3.3.30) das Span-
nungsfeld g = gG eindeutig bestimmt. Die Zuordnung zwischen den Größen 
\), cp, '!J einerseits und dem Spannungsfeld er andererseits ist also eineindeutig in 
einem vorgegebenen Körper mit den Elastizitätskoeffizienteng (1;). Die Extra-
*) Eine mögliche Variante dieses Verfahrens besteht darin daß man für aK die Rand· 
bedingung '-
vorschreibt. Dann wird aus (3.3.45) 
n 'l!.K = - cp (3.3.52a) 
Y gl. auch (3.6.33-3i) und [98]. 
n· Ink ~* = 0 (3.3.52b) 
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dehnung §Q ist allerdings nach (3.3.28) wegen (3.3.8) nur bis auf einen be-
liebigen Deformator bestimmt. Damit ist nachgewiesen, daß den allgemeinen 
Spannungsfeldern, wie wir sie im Anschluß an Prager und Synge [34] in diesem 
Paragraphen benutzen, stets auch ein physikalischer Sinn beigelegt werden 
kann. Dies bedeutet, daß man in einem vorgegebenen Körper jedes beliebige 
Spannungsfeld erzeugen kann, wenn man nur die Volumen- und Oberflächen-
kräfte sowie die Extradehnung entsprechend wählt. Spezialisierungen sind 
leicht zu erhalten. So kann man durch ein passend gewähltes System von 
Volumen- und Oberflächenkräften jedes beliebige Verschiebungsfeld und durch 
eine geeignete Extradehnung nebst Oberflächenkräften jedes beliebige Span-
nungsfunktionenfeld in einem elastischen Körper erzielen. Um das einzusehen, 
braucht man nur mit dem Ansatz (3.3.14) bzw. (3.3.16) in (3.3.53-56) einzu-
gehen und (3.3.8, 10) zu beachten. Die Oberflächenkräfte im zweiten Fall ver-
schwinden, wenn man das Spannungsfunktionenfeld von vornherein durch die 
Randbedingung (3.3.33) einschränkt. Wir benutzen das Ergebnis (3.3.53-56) 
zur Formulierung des Zerlegungssatzes. 
Zerlegungssatz: Ein beliebiges Spannungsfeld g (~) in einem elastischen Körper 
mit den Elastizitätskonstanten g (~) läßt sich stets in der Form (3.3.30) 
g = g .. Def \1.1 + Ink X (3.3.57) 
anschreiben, falls nur die Größen (3.3.53-56) erklärt sind und die Differential-
gleichungen (3.3.20) sowie (3.3.23) und die zweite Randwertaufgabe Lösungen 
haben. Schreibt man ferner nach (3.3.33) vor 
n· InkX = 0 (3.3.58) 
und hat die dadurch bestimmte zweite Randwertaufgabe eine Lösung g' so, 
sind Def \1.) und Ink X auch eindeutig bestimmt. Dagegen kann bei \1.1 nach 
(3.3.9) noch eine wiIlfürliche starre Bewegung und bei X nach (3.3.8) noch ein 
willkürlicher Deformator hinzugefügt werden. -
Der Beweis ergibt sich ohne weiteres aus dem Yorangehenden. Falls (3.3.58) 
nicht von vornherein erfüllt ist, haben wir noch zu zeigen, daß es für ein vor-
gegebenes Spannungsfeld g' stets ein Verschiebungsfeld \1.1' und ein Spannungs-
funktionenfeld x' derart gibt, daß 
g' = g .. Def \1.1' = Ink z: (3.3.5fl) 
sofern nur a' die homogene Gleichgewichtsbedingung (3.3.11) und § .. q' die 
homogene Kompatibilitätsbedingung (3.3.12) erfüllt. Das ist aber nach ([98], 
Ziff. 2) unter sehr allgemeinen Stetigkeitsbedingungen der Fall. Auch kann 
man bei mehrfach zusammenhängenden Körpern ~Iehrwertigkeiten von \1.1 
vermeiden, indem man das Spannungsfeld etwa vorhandener l' olterraseher 
Distorsionen dem Anteil Ink X zurechnet. Der Zerlegung~~atz (3.3 .. ')7 -58) i~t 
eine Erweiterung des von Kröl~er [27] angegebenen Zerlegung,.;,;atzei<. 
Wir bemerken noch, daß die Aufgaben 3.3.A-E keineswegs die ('inzigen mög-
lichen Fragestellungen der Elastostatik enthalten. Ein weiter Prohlemkreis 
ergibt sich z. B., wenn man die Extradehnung zur "ariation zuläßt und die 
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Gesetze untersucht, nach denen elastische Spannungen auf Kristallnmlage-
rungen, magnetische, elektrische, chemische und thermische Vorgänge usw. 
einwirken [19,25-28,95-97,101,113]. Bereits das Problem der Gußspannun-
gen zeigt ein eigentümliches Ineinandergreifen der Probleme 3.3.A, C und E 
[115]. 
3.4 Der Satz von Colonnetti und verwandte Sätze 
Wir kehren wieder zu der in § 3.1, 2 eingeführten Terminologie zurück und 
beziehen alle elastischen Zustände' mit dem Spannungsfeld g (~) auf einen 
Grundkörper KO, dessen elastische Eigenschaften durch die Tensoren 4. Stufe 
§o ü;) bzw. QO (~) beschrieben werden. Da wir über den Grundkörper KO nur 
die in der Elastizitätstheorie allgemein üblichen Voraussetzungen gemacht 
haben, wird der Gültigkeitsbereich der folgenden Sätze dadurch nicht ein-
geschränkt. 
Es seien nun in diesem Grundkörper KO zwei elastische Zustände fund [mit 
den Spannungsfeldern g (~) und ~ (l;) gegeben, und es gt'lte für heide Zustände 
der Zerlegungssatz (3.3.57) mit der Nebenbedingung (3.3.58); es Rei also 
7 = i' + p' (3.4.1) 
f = " + ,», (3.4.2) 
wo 
l' A Q ° .. Def tt, , [" A Ink i (3.4.3) 
r /\ QO •• Def ~ , t" A InkZ (3.4.4) 
und die Addition zweier elastischer Zustände durch die Addition der zuge-
hörigen Spannungsfelder erklärt ist. Die Nebenbedingungen (3.3.58) lauten 
n· Inki = 0 
n· InkZ = 0 
(3.4.5) 
(3.4.6) 
an der Oberfläche von KO. Das Skalarprodukt zweier Zustände ist wieder 
nach (3.1.13) als die Wechselwirkungsenergie beider Zustände in KO definiert. 
Satz 1: Für zwei elastische Zustände 1 und f mit den Eigenschaften (3.4.1-6) 
gilt 
{/' I} = a,h + {/",f'} (3.4.7) 
In der !-usdrucksweise (2.5.49) ff. heißt dies, daß I' sowie I' einerseits und 1" 
sowie [" andererseits zueinander orthogonalen Unterräumen des Zustands-
raumes angehören. Das bedeutet physikalisch, daß die elastische W echsel-
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wirkungsenergie eines Lastspannungszustandes mit einem Eigenspannungs-
zustand im seI ben Körper stets verschwindet*). 
Zum Beweis schreiben wir (3.4.7) mit (3.4.1-6) und (3.1.13) aus 
(3.4.8) 
wo 
{/', h = f Def iU· . fO •• Def ~ d V 
(V,) 
(3.4.9) 
(3.4.10) 
(3.4.11) 
(3.4.1:2) 
ist. Wir müssen zeigen, daß die beiden Ausdrücke (3.4.ll-12) yerschwinden. 
In der Tat liefert eine partielle Integration nach dem Gaußsehen Satz [81] für 
(3.4.11) 
~ ::: ~::: I::: J. {f',!,,} = f DefllJ··InkxdV= f V ·InkX·llJdV 
(Vo) - (l",) -
= gi n· Ink ~ - ;;, df - f (Div Ink;) . iU d V 
(So) - (1'0) -
(3.4.18) 
Hier verschwindet aber das Oberflächenintegral nach (3.4.6) und das Volumen-
integral nach (3.3.10). Entsprechend zeigt man, daß (3,4.12) verschwindet. 
womit Satz 1 bewiesen ist. 
Satz 2 (Satz von Golonnetti ([27], S. 62)): Für einen elasti8chen Zustand f mit 
den Eigenschaften (3.4.1-6) gilt 
{t, t} = {t', t'} + {t", f"} (3.4.14) 
Physikalisch heißt, dies, daß sich die elastische Energie eines beliehigm Zu-
standes des Grundkörpers KO additiv zusammensetzt aUf; der Energie dl'~ 
I.Jastspannungsanteils und des Eigenspammngsanteils. 
*) Eng mit Satz 1 zusallJmen hängt die von A. Föppl ([164], S. 301) auf an<!('rem 
,rege hergeleitete Aussage, "daß die Eigenspannungen ohne Einfluß auf das plastisrh(' 
Verhalten des Körpers gegenüber einer Belastung sind". 
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Der Satz von Colonnetti ergibt sich einfach als Corollar zu Satz 1, wenn man 
F=f=f (3.4.15) 
setzt, d. h. also physikalisch gesprochen aus dem VerHchwinden der \Vechsel. 
wirkungsenergie eines beliebigen Lastspannungszustandes mit einem Eigen. 
spannungszustand im selben Körper. 
Satz 3 (Satz von Betti und Rayleigh [1,2,43,46, 78]): Setzt man (vgl. (3.3.53-
58)) 
m = n . (~O .. Def 11.1) (3.4.16) 
~ ~ 
t = - Div (Qo •• Def tt,) , (3.4.17) 
so erhält man für den Ausdruck (3.4.9) 
~ {i' ,f} = f Def tt; . . Q 0 • • Def i1.l d V 
(Vo) 
A A A A 
= P 91· ~ d! + f ~ . ~ d V = P tt;. 91 d! + f ~. ; d V 
(S,) (V.o) (So) (I',) 
(3.4.18) 
Physikalisch gesprochen ist also die Wechselwirkungsencl'gie zweier Last· 
spannungszustände l' und l' im selben Körper gleich der Arbeit, die das 
Kräftesystem des einen Lastspannungszustandes am Verschiebungsfeld des 
anderen Lastspannungszustandes leistct, wobei? und? vertauscht werden 
können. 
Der Beweis folgt in bekannter Weise durch partielle Integration nach dem 
Gaußsehen Satz. Man erhält z. B. 
~ ::::: ~ ::::: I ::::: I {f', n = f Def i1.l •• ~ 0 •• Def i1.l d V = f V . (Q 0 •• Def i1.l) • w d V 
(F o ) (1'0) 
= P n' (~O .. Def ~) . tt; d! - f (Div (Qo •• Def ~)) . w d V 
(8,) (Vo) 
A ~ 
= pm· .; dd + f ~. ~ d V 
(S,) (Vo) 
(3.4.19) 
und einen entsprechenden Ausdruck bei Vertauschung von l' und 1'. Be! 
mehrfach zusammenhängenden Körpern müssen die Verscheibungen wund w 
räumlich einwertig sein, was sich nach den Bemerkungen im Anschluß an 
(3.3.59) stets erreichen läßt. 
Wir suchen eine entsprechende Darstellung für (3.4.10). Zunächst liefert zwei· 
malige Anwendung des Gaußsehen Satzes (vgl. Anhang) 
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{f',?/} = f InkX··§o. 'Ink~dV 
(Fo) - -
= gi (7 X i X n) .. ; d! - gi i· . (7 X ; X n) d! + f X··; d V (3.4.20)*) 
(So) (S,) (I' )-
mit 0 
; =;E = §o .. InkZ' ; = Ink; (3.4.21) 
Nun haben wir eine freie und unbelastete Oberfläche vorausgesetzt; daraus 
folgt nach ([98], (2.12)), daß sich X an der Oberfläche samt seinen in (3.4.20) 
erscheinenden Ableitungen wie ein Deformator verhält, also seine Randwerte 
aus einem erzeugenden Vektor it abgeleitet werden können durch 
i = Def fu (3.4.22) 
Der erzeugende Vektor seinerseits läßt sich - analog zur entsprechenden 
Formel von Cesaro [1,2,98] für die Berechnung der Verschiebung aus der 
Dehnung - aus den Randwerten von X und eines Teils seiner Normalableitun-
gen bestimmen durch -
~ , 
«1)J d ~ . ~2 @ + (2 (~) X V) X (~ - ~)) 
r, 
(3,4.23) 
wo der Integrationsweg 6: ganz auf der Oberfläche So verläuft. Aus ([98], 
Ziff.5a) entnimmt man, daß it genau dann eindeutig bestimmt ist, wenn 
entweder der Grundkörper KO einfach zusammenhängt, oder wenn bei mehr-
fachem Zusammenhang der elastische Zustand (' keine Volterraschen Distor-
sionen enthält. 
Unser Ziel ist es nun, den Ausdruck (3.4,20) ganz auf die Inkompatibilitäten 
und die daraus nach der Randwert- und Summationsaufgabe 3,3.C herzuleiten-
den Spannungsfunktionen umzuschreiben, welche nach (3.4.23) auch den Vek-
tor it auf der Oberfläche bestimmen. Dazu können bei mehrfach zusammen-
hängendem Grundkörper KO auch noch die Bestimmungsgrößen Volterrascher 
Distorsionszustände kommen. Für das Volumenintegral in (3.4.20) haben wir 
dieses Ziel schon erreicht; um die Oberflächenintegrale zu untersuchen, 
erstrecken wir sie zunächst einmal nicht über die ganze Oberfläche So ,on 
KO, sondern nur über ein einfach zusammenhängendes Teilstück F mit der 
geschlossenen Randkurve 6:. Setzen wir nun (3.4.22) ein, so liefert eine im 
Anhang wiedergegebene Umformung 
f (7 X X X n) .. ; d! - f X· . (7 X ; X n) d! 
(F) - (F)-
= ~,h d ~ . (? X 7) . il - ; . (7 X -ii)) - f fu· Ink ~ . n d! 2~ , m 
«1) 
l( 1-;. 
- 2 J n' (7 X § X 
(F) 
O:-')-n-w"'7'ir-=d-n:-icht differenziert. 
1\ :-. 
'21) . 7 d! -1- "2 J 7 . (7 X § X &). nd! 
(F) 
(3,4.24) 
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Ist nun der Grundkörper KO einfach zusammenhängend, so ist '2l durch 
(3.4.22-23) eindeutig bestimmt, denn jede Mehrdeutigkeit von fu beim Um-
lauf um eine singuläre Stelle würde nach den :Formeln von Peretti, Bloch und 
Günther [98,105,117,118] eine an der Oberfläche angreifende Dyname be-
deuten, im Widerspruch zu unserer VoraWlsetzung. Man kann dann die Teil-
fläche F zur vollen Oberfläehe 8 0 erweitern, wobei sich die Randkurve 6: auf 
einen regulären Punkt von 8 0 zusammenzieht (Kanten und Ecken sind natür-
lich besonders zu untersuchen). Das Umlaufintegral längs 6: verschwindet 
also. Weiter kann man dann das Vektorfeld fu eindeutig ins Innere von KO 
fortsetzen und somit die beiden letzten Flächenintegrale nach dem Gaußsehen 
Satz in Volumenintegrale umwandeln, indem man d! n formal durch d V'V 
ersetzt; man erkennt dann, daß sich die Volumenintegrale gegenseitig weg-
heben. Es bleibt, wenn man (3.4.21) einsetzt und in (3.4.20) eingeht 
(3.4.25) 
Man erkennt den von 80uthwell und Eshelby behandelten Sonderfall, daß für 
n' B = 0 das Oberflächenintegral verschwindet ([27], S. 63; [101,119]). Übri-
gens läßt sich das Verschwinden des Oberflächenintegrals auch für beliebiges 
~ stets erreichen, da nach (3.3.8) zu 2 immer ein beliebiges Deformatorfeld 
hinzugefügt werden kann, ohne daß sich an den Spannungen etwas ändert. 
Doch kann dies praktisch zuweilen nicht ganz einfach oder gar unmöglich sein, 
wenn man die Nebenbedingungen spezieller Spannungsfunktionenansätze be-
rücksichtigen muß [98, 105, 114, 116]. 
Da der Fall eines mehrfach zusammenhängenden Körpers die Einführung 
einiger neuer Begriffe erfordert und sich daher nicht mit der an dieser Stelle 
gebotenen Kürze abhandeln läßt, verzichten wir hier auf seine Untersuchung 
und verweisen auf den Anhang. Für einfach zusammenhängende Körper KO 
fassen wir das Ergebnis zusammen in 
Satz 4: Setzt man für einen einfach zusammenhängenden Grundkörper (vgl. 
(3.3.53-58) ) 
~ = Ink (§o .. InkX), fu (~) = C(1){ d~' (i@ +i (~) X \7) X (~- r)) 
~. (3.4.26) 
~=Ink(§o"InkZ)' ~l(~)= «1)fd~'(Z(~)+(Z(f) X \7) X (f-~)) 
., 
(3.4.27) 
wo der Integrationsweg 6: auf der Oberfläche verläuft, so sind fu und ~ bei 
Gültigkeit der Randbedingungen (3.4.5-6) eindeutig erklärt, und es wird aus 
(3.4.10) 
{f',/'} = f Ink i .. §o .. Ink~ d V 
(V,) - -
= - ~ fu· z· n d! + f i .. ~ d V = - ~ ~.~ 'nd! + f ;"?Jd V (3.4.28) 
(Sol (V,) (8,) (V,) 
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Dieser Satz hat für Eigenspannungszustände dieselbe Bedeutung wie der 
Betti-Rayleighsche Satz für Lastspannungszustände. Leider sind die hier 
erscheinenden Größen bei weitem nicht so einfach zu deuten wie die Kräfte 
und Verschiebungen im Betti-Rayleighschen Satz. Am besten weiß man noch 
über die differentialgeometrische Bedeutung der Inkompatibilität Bescheid 
[26-28,120,121]; in der statischen Deutung der Spannungsfunktionen ist 
man, von Sonderfällen abgesehen, über einige einfache Ansätze mit Hilfe des 
Bildes der "Krustenschale" und der "Krustenhülle" nicht hinausgekommen 
[59,60,98, 116]. Auf die Möglichkeit einer Darstellung der Form (3.4.26-28) 
wurde wohl zuerst von Indenbom [108] hingewiesen, allerdings ohne nähere 
Angaben über Einzelheiten. Ähnliche Formeln für die Selbstenergie stammen 
von Southwell und Eshelby [27,101,119]. Eine physikalische Deutung der 
elastischen Energie der Eigenspannungen ergibt sich im Gedankenversuch als 
die mechanische Arbeit, die bei der Zerschneidung des Körpers in kleinste 
Teile frei wird [19,27,96,101,111]. 
3.5 Iteration mit Lastspannungszuständen (sukzessiye B~lastung) 
Gegeben sei ein Realkörper K + mit den Elastizitätskonstanten ~+ und eigent-
lich positiv definiter elastischer Energie. vVir wählen dazu einen Grundkörper 
Ko von derselben Form, aber mit den Elastizitätskonstanten ~o; seine elasti-
sche Energie sei ebenfalls eigentlich positiv definit, und wir setzen außerdem 
voraus, daß in ihm Lösungen zu den Problemen 3.3.A und 3.3.B existieren 
und eindeutig bestimmt seien in dem Umfang, wie es für die Lösungen der 
folgenden Aufgaben erforderlich ist. Da KO "illkürlieh wählbar ist, wird sich 
das stets erreichen lassen, wenn die vorgegebene Oberflächenform von K + 
keine zu starken Singularitäten aufweist, also z. B. die Oberfläche So überall 
glatt ist oder - falls dies mit der Existenz und Eindeutigkeit der Lösungen 
noch verträglich ist - höchstens eine endliche Zahl .on Ecken und Kanten 
aufweist. 
Nun sei die Lösung eines allgemeinen Lastspannungsproblems, also des zweiten 
Randwertproblems (3.3.18) und des Summationsproblems (3.3.20) für den 
Realkörper K + gesucht, eine Aufgabe, die besonders dann sehr große Schwierig-
keiten macht, wenn die Elastizitätskonstanten ~+ vom Ort abhängen, der 
Realkörper K + also nichthomogen ist. Falls jedoch seine ObCIfläche von 
genügend einfacher Gestalt ist, mag die Lösung derartiger Probleme wenig-
stens in dem gleichgeformten Grundkörper KO mit erträglichem Aufwand 
möglich sein, wenn man ihn z. B. isotrop und homogen, vielleicht sogar von 
verschwindender Querkontraktion wählt. Ähnliches mag gelten, wenn der 
Realkörper K + zwar homogen, aber elastisch anisotrop ist; auch dies kann 
die Lösung eines Lastspannungsproblems bereits sehr erschweren. 'Wir suchen 
nun die Lösung des vorgegebenen Problems im Realkörper auf eine Folge 
von Lastspannungsproblemen im Grundkörper zurückzuführen. Grundsätzlich 
sind durch Einführung von Quasi-Kräften nach (3.3.34-38) auch Eigen-
spannungsprobleme der im folgenden beschriebenen Methode zugänglich. 
Wir konstruieren dazu einen Operator ca' im Unterraum der Lastspannungs-
zustände f' des Zustandsraums (vgl. (3.4.3)) mit Hilfe eines "Differenzkörpers" 
K - mit den Elastizitätskonstanten 
(3.5.1) 
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Im Differenzkörper mag die elastische Energie beliebig positiv oder negativ 
sein; er braucht also nicht einem physikalisch realisierbaren Körper zu ent-
sprechen. Sei nun /,0 ein beliebiger Lastspannungszustand im Grundkörper 
KO, repräsentiert durch 
und es sei 
g'O = (10 •• Def ltl0 
Div ((10 •• Def ltl0 ) = - 1'0 
n· ((10 •• Def ltl0 ) = 9\0 
Dann definieren wir einen neuen Lastspannungszustand in KO 
/,1 = <;8' /,0 
(3.5.2) 
(3.5.3) 
(3.5.4) 
(3.5.5) 
indem wir zunächst dem Differenzkörper K- die Dehnung §'o aufzwingen; 
hierzu sind in K- die Volumen- und Oberflächenkräfte 
qO = - Div ((1- •• Def ltl°) 
00 = n . (Q- .. Def ltl°) 
(3.5.6) 
(3.5.7) 
erforderlich. Nun bringen wir dieses Kräftesystem in KO an, i5etzen also 
(3.5.8) 
(3.5.9) 
Damit bestimmen sich die Repräsentationen des neuen Lastspannungs-
zustandes (3.5.5) 
g'1 = (10 •• Def ltl1 
aus der Lösung des Randwert- und Summationsproblems 
Div ((10 •• Def ltl1) = - 1'1 
·n . ((10 •• Def ltl1 ) = 9\1 
(3.5.10) 
(3.5.11) 
(3.5.12) 
Wie in § 3.2 ist die Linearität dieses Operators leicht zu verifizieren; auch die 
Prüfung auf Symmetrie - wenigstens im Unterraum der Lastspannungs-
zustände - erfolgt ganz ähnlich wie in (3.2.5-7); nur beschränken wir uns 
hier auf den Unterraum der Lastspannungszustände. Seien also f o und 1'° 
zwei beliebige Lastspannungszustände im Grundkörper KO, so erhalten wir 
durch Anwendung der Gleichung (3.4.18) des Betti-Rayleighschen Satzes zu-
nächst im Grundkörper und sodann in umgekehrter Reihenfolge im Differenz-
körper wegen (3.5.3-12) 
{fO, <;8' I'O} = {f'0, 1'1} = f Def wo .. (10 •• Def ~l d V 
(I" 0) 
= ~ WO . m1 d! + f WO . ~l d V = ~ WO ·80 d! + f ~o . ~o d V 
(80 ) (Vo) (So) (Vo) 
= f Def ~o .. (1- •• Def ~o d V 
(Vo) 
(3.5.13) 
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woraus man wegen der Symmetrieeigenschaften (3.1.11) von g- leicht abliest 
(3.5.14) 
Das bedeutet aber nach (2.4.45) Symmetrie des Operators 'TI' im Unterraum 
der La.stspannungszustände. 
Nun definieren wir eine Iterationsfolge des Typs (2.6.6) 
[f'J" +-1 = (f' *] + Q3' [f'ln 
wo [f' *] bestimmt ist durch die Repräsentationen 
[§'*] = Def [\tl*] , [q'*] = gO •. Def [\tl*] 
welche die Gleichungen 
Div (ga . . [\tl*]) = - [I'] 
n' (go • • [\tl*]) = ['P] 
(3.5.15) 
(3.5.16) 
(3.5.17) 
(3.5.18) 
erfüllen. Die Volumenkraftdichte [V] und die Oberflächenkraftdichte ['P] bilden 
das gegebene Kräftesystem, zu welchem das Spallllungsfeid im Realkörper K + 
gesucht ist. 
Ein hinreichendes Konvergenzkriterium erhält man aus ähnlichen Über-
legungen wie in § 3.2. Zunächst führt nach (3.5.13) eine den Abschätzungen 
(3.2.9-13) analoge Schlußweise auf das Konvergenzkriterium 
lim sup - < I I 
Def \tl . . c- .. Def \tl I 
Def \tl . . gO •. Dei \tl (3.5.19) 
wo \tl eine beliebig variable Verschiebungsfunktion ist. X un ist die ~lenge aller 
Dehnungen Def \tl, die die homogenen Kompatibilitätsbedingungen erfüllen, 
sicher enthalten in der Menge aller Dehnungen §, die keiner Einschränkung 
unterliegen. Es gilt somit 
hm sup :s:: hm sup --.--. I Def itJ •• C .. Def itJ I· I § .. C .. § I Def \tl .. gO •. Def \tl I § . . g ... f I (3.5.20) 
Damit erhält man das einfachere, allerdings auch schwächere Konvergenz-
kriterium 
lim sup I g •. g~ .. g I < 1 
§" g .. g! (3.5.21) 
Nach (3.5.1) ist die Erfüllung dieses Konvergenzkriteriums nur dann möglich, 
wellll die elastische Energie im Realkörper K + eigentlich positiv definit ist. 
also 
c: •• c+' . c: 
lim sup - - - < "" g •• QO •• g (3.5.22) 
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gilt. Dann läßt sich aber auch immer ein Grundkörper der Art finden, daß 
der zugehörige Differenzkörper das Kriterium (3.5.21) erfüllt. Die im Normal-
fall beste Wahl von KO ergibt sich dann aus der Forderung, daß die obere 
und die untere Grenze des Bruchs in (3.5.21) denselben Betrag haben; aller-
dings ist diese Regel keineswegs zuverlässig. Läßt sich dagegen keine positive 
untere Schranke für (3.5.22) angeben, so wird der Konvergenzbeweis in dieser 
einfachen Form hinfällig. Das ist z. B. der Fall, wenn ~+ im Volumen Va 
stellenweise ganz verschwindet und insbesondere, wenn der Realkörper K+ 
eine von KO abweichende, kleinere Begrenzung hat. Dann bringt bereits der 
Genauigkeitsverlust von (3.5.20) den Konvergenzbeweis zum Scheitern; man 
muß nun Kräfte in den Löchern von K + ausschließen sowie die Existenz- und 
Eindeutigkeitssätze für das zweite Randwertproblem in K+ in die Voraus-
setzungen aufnehmen, wie wir im nächsten Paragraphen (§ 4) im einzelnen 
sehen werden. Daß der Konvergenzbeweis - nicht notwendig auch das Itera-
tionsverfahren in Spezialfällen - versagen muß, wenn ~+ irgendwo in Vo über 
alle Grenzen wächst, bedarf wohl keiner Erläuterung, denn die Ausdrücke 
(3.5.6-7) können dann ihren Sinn überhaupt verlieren. Insbesondere scheidet 
der Fall starrer Einschlüsse im Realkörper aus. Die Konvergenz des Ver-
fahrens kann also gewährleistet werden, wenn die Begrenzungen von KO und 
K + zusammenfallen, K + weder Löcher noch starre Einschlüsse enthält und 
(3.5.22) erfüllt ist. Dann ist es stets möglich, auch (3.5.21) zu erfüllen, wenn 
man nur KO geeignet wählt. 
'ViI" zeigen nun, wie man aus dem elastischen Zustand Cf'] des Grundkörpers, 
gegen den das Verfahren konvergiert, die gesuchte Lösung des Lastspannungs-
problems im Realkörper K + entnehmen kann. Entsprechend (2.6.5) oder (3.2.20) 
erfüllt Cf'] die Gleichung 
U'] = U'*] + Q3' U'] (3.5.23) 
Schreibt man sie entsprechend der Definition (3.5.3-12) des Operators Q3' in 
den Dehnungs- und Spannungsfeldern 
[§'] = Def [ro] [g'] = QO •• Def [ro] (3.5.24) 
und berechnet beiderseits die Volumen- und Oberflächenkräfte, so findet man 
Div (~O •• Def [ro]) = Div (~O •• Def [ro*]) + Div (Q- •• Def [ro]) 
n . (~O •• Def [ro]) = n . (~O •• Def [ro*]) + n' (C· . Def [ro]) 
(3.5.25) 
(3.5.26) 
oder mit (3.5.17-18) und (3.5.1), wenn man alle Glieder mit [ro] auf die linke 
Seite schafft, 
Div Ü,l+- • Def [ro]) = - [~] (3.5.27) 
n' (Q+ •• Def [ro]) = [<;P] (3.5.28) 
Das heißt aber, daß das Dehnungsfeld [§'] genau das gesuchte Dehnungsfeld 
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im Realkörper f{+ ist unter der gegebenen Belastung durch die Volumcnkräfte 
[J:l] und die Oberflächenkräfte [c.p]. Das zugehörige Spannungsfeld im Real-
körper K + folgt daraus durch 
+ 
r:~J = Q+ •• Def [Ul] (3.5.29) 
Damit ißt die Konvergenz zur gesuchten Lösung gezeigt. 
In Operatorform geschrieben heißt das Gleichuna,;systcm (3.5.27-28) kurz 
(vgl. (2.6.1)ff.) ö • 
'2(' Cf'] = [j' *] (3.5.30) 
wo 
(3.5.31) 
nach der Voraussetzung (3.5.22) positiv definit ist. Das Problem (3.5.30) ist 
also aus einem Variationsproblem vom Typ (2.6.22) ableitbar, und die Kon-
vergenz läßt sich Dach den für diesen Sonderfall entwickelten .Methoden ver-
bessern. Wir gehen später (§ 5) noeh ausführlicher darauf ein. Durch Einsetzen 
von (3.5.3--4,6-7,17-18) wird aus (3.5.25-26) 
Er] = [J:l] + [q] 
[9\] = [CP] + [~] 
(3.5.32) 
(3.5.33) 
Ein Vergleich mit (1.2.11) zeigt die formale Ahnlichkeit mit dem in § 1.2 
beschriebenen Iterationsyerfahren, welche sich leicht bis ins cinzelne ver-
folgen läßt. Tatsächlich beruhen beide Verfahren auf gleichartigen physika-
lischen Überlegungen. Nur handelt es sich in § 1.2 gewissermaßpn um einen 
Entartungsfall des hier behandelten Xiphthomogpnitätsprohlem", bei dpm die 
Elastizitätskonstanten in einem Teilgebiet des gleich dem Grundkörper als 
unendliche Scheibe gedachten Realkörpers völlig ycrschwinden, al~o um pin 
Randwertproblem für den Restbereich. Die KOllYCrgenz die;;e,; Randwert-
problems wird in § -1 besonders untersucht werden. 
Wir bemerken ferner, daß die Verschiebungen eine dpm Rpannunw- und 
Dehuuugsfeld gleichwertige Repräsentation eine" Lasbpanllllngszustalldcs in 
KO sind, und ebenso - bei Gültigkeit der hier stets vorausgp,;etztpn ExiRt('llZ-
und Eindeutigkeitssätze für den Grundkörper - das Systpm der Yolumpn-
und Oberflächenkräfte. Im Prinzip läßt sich auch hipr, ,,-jp wir da~ lwim Rand-
wertprohlem bereits formuliert hahen und im einzelnen noph weitpr au~führell 
werden, die ganze Iteration in den KräftesYi;temen allein ausführpn: alleruillg" 
treten dabpi Integraltransformationen mit singulärem Kprn auf, für upn ;.;iPh 
zwar ein Hauptwert [122] physikalisph siJmvoll upfiniprpn läßt (ygl. dpll VOll 
Kroupa [53] behandelten analogen Fall der Dehnungsker!l(,), ahpr für die 
numerische Berechnung noch einige Sphwiprigkeiten aufwirft. '''ir ycrziehtpn 
hier darauf, auf diese Fragen näh('r einzugdlen. Sie sind ohnehin gpgenstanib-
los, wenn das Problem so einfaph gestellt ist. daß die "halbnUllwrische Itera-
tion", d. h. die Aufstellung einer Folge gesphlosspnf'r Lö,.;ungpl1 im Grund-
körper möglich ist. 
13 WissenschaftI. Abhandl., XIV, 1962 
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3.6 Iteration mit Eigenspannungszuständen (sukzessive Yerspanllullg) 
Gegeben sei wieder der Realkörper K +; im Gegensatz zu § 3.5 betrachten wir 
jetzt aber nicht seine Elastizitätskoll'ltanten, sondern seine Ela~tizitäts­
koeffizienten §+. Wieder wird dazu ein Grundkörper KO derselben Form mit 
den Elastizitätskoeffizienten §o gewählt; die elastische Energie sei sowohl im 
Grundkörper wie im Realkörper eigentlich positiv definit. Im Grundkörper 
seien außerdem Lösungen zu den Problemen 3.3.A und 3.3.C in dem für die 
folgenden Überlegungen notwendigen Umfang vorhanden und eindeutig be-
stimmt, was sich bei gewissen Voraussetzungen über die Oberflächenform 
stets erreichen läßt. Auch über die praktische Anwendbarkeit gilt das in § 3.5 
Gesagte; wir bemerken noch, daß man durch Einführung einer fiktiven Extra-
spannung und -dehnung im Realkörper K+ nach (3.3.46-47) mit § = §+ auch 
Lastspannungsprobleme in K + mit dieser Methode behandeln kann, wenn 
man die Randbedingungen (3.3.45) gleich in gK mit berücksichtigt*). Die 
weiteren Überlegungen folgen demselben Schema wie in § 3.5; wir unter-
streichen diese Parallelen durch gleiche Numerierung entsprechender Formeln. 
Der Einfachheit halber beschränken wir uns dabei auf einfach zusammen-
hängende Körper, so daß wir die Anteile V olterrascher Distorsionszustände 
nicht zu berücksichtigen brauchen. 
Nun konstruieren wir einen Operator SB" im Untcrraum der Eigenspa.nnungs-
zustände f" des Zustandsraums (vgl. (3.4.3» mit Hilfe eines Differenzkörpers 
K- mit den Elastizitätskoeffizienten 
(3.6.1) 
Wieder mag in diesem Differenzkörper die elastische Energie positiv, Null 
oder negativ sein; er braucht also nicht einem physikalisch realisierbaren 
Körper zu entsprechen. Sei nun /,,0 ein beliebiger Eigenspannungszustand im 
Grundkörper KO, repräsentiert durch 
und es sei 
tj"O = Ink ° 
- Z ' 
Ink (§O •• Ink XO) = Tl 
1\' Ink ZO = 0 
Dann definieren wir einen neuen Eigenspannungszustand in K ° 
/"1 :.:= C;S" f"o 
(3.6.2) 
(3.6.3) 
(3.6.4) 
(3.6.5) 
indem wir zunächst dem Differenzkörper K- die Spannung Ink XO aufzwingen; 
hierzu sind in K- die Inkompatibilitäten -
(-) 
rl = Ink (§- .. Ink XO) (3.6.6) 
erforderlich. Eine zu (3.5.7) analoge Gleichung entfällt, da wir die Oberfläche 
So als frei und unbelastet voraussetzen. Nun bringen wir die Inkompatibili-
täten (3.6.6) in KO an, setzen also 
(-) 
rl ='!J0 
*) Vgl. Fußnote 8.176, (3.3.52a) sowie (3.6.33-37). 
(3.6.8) 
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Damit bestimmen sich die Repräsentationen des neuen Eigenspannungs-
zustandes (3.6.5) 
a"l = Ink 1 
- Z ' 
aus der Lösung des Randwert- und Summationsproblems 
Ink (§O •• Ink Z1) = ?i 
n' InkZ1 = 0 
(3.6.10) 
(3.6.11) 
(3.6.12) 
Die Linearität dieses Operators ist wie in § 3.2 und § 3.5 leicht nachzuprüfen; 
bei der Prüfung auf Symmetrie beschränken wir uns auf den Unterraum der 
Eigenspannungszustände im Zustandsraum, in welchem SB" ausschließlich 
erklärt ist. Seien also 1"0 und 1"0 zwei beliebige Eigenspannungszustände im 
Grundkörper KO, so erhalten wir durch Anwendung der Gleichung (3.4.28) 
von Satz 4, § 3.4, zunächst im Grundkörper und sodallll in umgekehrter 
Reihenfolge im Differenzkörper unter Berücksichtigung von (3.6.3-12) 
U"'o, SB" t"O} = U"'o, 1"1} = f Ink io .. §o •• Ink ~1 d V 
(~) - -
~ '" ~ '" ~ (~) ~ {:'_) 
= - ~ 'll0 '?i . n df + f ZO . "Il d V = - ~ ~10 "t;O . n df + J ZO • '1]0 d V 
(So) (Vo) (So) (Vo) 
= f Ink XO .. §- .. Ink XO d V (3.6.13) 
(V
o
) - -
woraus man wegen der Symmetrieeigenschaften (3.1.11) von §- leicht abliest 
(3.6.14) 
Das bedeutet aber nach (2.4.45) Symmetrie des Operators SB" im Unterraum 
der Eigenspallllungszustände. 
Nun definieren wir eine Iterationsfolge des Typs (2.6.6) 
[j'?+ 1 = [1"*] + SB" [f"]n 
wo [j"*] bestimmt ist durch die Repräsentationen 
(3.6.15) 
[g"*] = Ink [Z*] , 
welche die Gleichungen 
[§"*] = §o •• Ink [Z*] (3.6.16) 
(+) 
Ink (§O •• Ink [Z*]) = [ 1] ] 
n' InkZ* = 0 
(3.6.17) 
(3.6.18) 
(+) 
erfüllen. Die Inkompatibilität [1]] stellt das gegebene System von Eigen-
spallllungsquellen dar, zu welchem das Spannungsfeld im Realkörper K + 
gesucht ist. 
13· 
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Ein hinreichendes Konvergenzkriterium erhält man au,; ähnlie1wn Über-
legungen wie in § 3.2 und § 3.5. Zunächst führt nach (3.6.13) eine den Ab-
schätzungt'n (3.2.9-13) analoge Schlußweise auf das KOllwrgenzkritt'rium 
. lInk X .• §- .. Ink X I 11m sup < 1 In!< Z .. §o •• Ink Z (3.6.19) 
wo X ein beliebig variables Spannungsfunktiont'lltensorfeld j,;t. Nun ist die 
:Menge aller Spannungen Ink X, die die homogenen Gleiehgewichtsbeuingungen 
erfüllen, sicher enthalten in -uer Menge aller Spannungen Q', die keiner Ein-
schränkung unterliegen. Es gilt somit 
. I Ink Z .. §- .. Ink Z I· I Q' •• §- .. g I bm sup < bm sup ----lInk Z .. §0 •• Ink Z - Q' •• §o •• g (3.6.20) 
Damit erhält man das einfachere, allerdings auch :'<chwächere Konvergenz-
kriterium 
. \a .. 8-· .al !Im sup =-----=-;--=- < 1 Q" •• § •. g (3.6.21) 
Nach (3.6.1) ist die Erfüllung dieses Konvergenzkriteriumc; nm dann möglich, 
wenn die elastische Energie im Realkörper K + eigentlich positiv definit ist, 
also 
a . ·8+ •• (/ 
lim inf------=- > 0 , Q •• §o •• g 
. (/··8+··(/ 
hm sup - - - < 00 g . . §o •• g 
(3.6.22) 
gilt. Dann läßt sich aber auch immer ein Grundkörper der Art finden, daß der 
zugehörige Differenzkörper das Kriterium (3.6.21) erfüllt. Die im NormaHall 
beste Wahl von KO ergibt sieh dann aus der Forderung, daß die obere und die 
untere Grenze des Bruchs in (3.6.22) denselben Betrag haben sollen; allerdings 
sind Abweichungen von dieser Regel sehr wohl denkbar, z. 13. wenn der Real-
körper nur in einem relativ kleinen Gebiet vom Grundkörper verschieden ist. 
Läßt sich dagegen keine positive untere Schranke für (3.6.22) angeben, so 
wird der Konvergenzbeweis wie im entsprechenden Fall von § 3.5 in dieser 
einfachen Form hinfällig. Das ist z.13. der Fall, wenn §+ im Volumen Vo 
stellenweise ganz verschwindet und insbesondere, wenn der Realkörper K+ 
starre Einschlüsse enthält. Dann scheitert der Konvergenzbeweis bereits an 
dem mit (3.6.20) verbundenen Genauigkeitsverlust, und man muß zusätzlich 
noch die eindeutige Lösbarkeit des ersten Randwertproblems (Oberflächen-
verschiebungen gegeben) für den nicht-starren Teil von K + in die Voraus-
set zungen aufnehmen, entsprechend den bis auf eine starre Bewegung fest-
gelegten Verschiebungen der Starrheitsgebiete. Und schließlich müssen dann 
Eigenspannungsquellen in den Starrheitsgebieten ausgeschlossen werden (§ 4). 
Auf eine eingehende Behandlung derartiger und ähnlicher Grenzfälle ver-
zichten wir jedoch an dieser Stelle. Wächst dagegen §+ irgendwo in Vo über 
alle Grenzen, wie es z. B. einem Hohlraum oder einer gegenüber KO ver-
kleinerten Begrenzung von K + entspricht, so verliert der Ausdruck (3.6.6) 
im allgemeinen überhaupt seinen Sinn, und der Konvergenzbeweis muß ver-
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sagen. Die Konvergenz des Verfahrens kann also gewährleistet werden, wenn 
die Begrenzungen von KO und K+ zusammenfallen, K+ weder starre Ein-
schlüsse noch Löcher aufweist und (3.6.22) erfüllt ist. Dann ist es stets mög-
lich, auch (3.5.21) zu erfüllen, wenn man nur KO geeignet wählt. 
""Vir zeigen nun, wie man aus dem elastischen Zustand des Grundkörpers, 
gegen den das Verfahren konvergiert, die gesuchte Lösung des Eigell8pannungs-
problems im Realkörper K+ entnehmen kann. Entsprechend (2.6.5) oder 
(3.2.20) erfüllt [I"] die Gleichung 
[I"] = [/"*] + Q3" [I"] (3.6.23) 
Schreibt man sie entsprechend der Definition (3.6.3-12) de~ Operators Q)" in 
den Spannungs- und Dehnungsfeldern 
[g"] = Ink [X] , (3.6.24) 
und berechnet beiderseits die Inkompatibilitäten, so findet man 
Ink (§O •• Ink [X]) = Ink (§O •• Ink [X*]) + Ink (r .. Ink [Z]) (3.6.25) 
n . Ink [Z] = n· Ink [X*] = 0 (3.6.26) 
oder mit (3.6.17-18) und (3.6.1), wenn man alle Glieder mit [X] auf die linke 
Seite schafft -
(+) 
Ink (§+ •. Ink [Z]) = [1/] 
n· Ink [Z] = 0 
(3.6.27) 
(3.6.28) 
Das heißt aber, daß das Spannungsfeld raff] gena.u das gesuchte SpalUlUngsfeld 
im Realkörper K + ist, welches bei freier-und unbelasteter Oberfläche ,-on der 
U) 
gegebenen Inkompatibilität Cu] darin hervorgerufen wird. Das zugehörige 
elastische Dehnungsfeld im Realkörper K+ folgt daraus durch 
+ (3.6.29) 
Damit ist die Konvergenz zur gesuchten Lösung gezeigt. 
In Operatorform geschrieben heißt das Gleichung""ystem (3.6.27-28) kurz 
(vgl. (2.6.1)ff.) 
'21" [i " ] = [f" *] 
wo 
'21" = <i - Q3" 
(3.6.30) 
(3.6.31) 
nach der Voraussetzung (3.6.22) po~iti,' definit ist. Wir schließen darall~ 
wieder wie in § 3.5 auf die Ableitbarkeit ,"on (3.6.30) aus eincm Variations-
problem vom Typ (2.6.22); dieRes Variationsproblem wurde wohl von ("o[ol/nP/ti 
erst mals formuliert([27], § 14; [127]) und entspricht etwa dem aus dem 
Castiglianoschen Prinzip abgeleiteten Variationsprohlem [L 2, 71, 1 Hl], wenn 
man es durch einen Term ergänzt, der die Eigell8pannungsquellen enthält 
[109]. Aueh hier sind die für diesen Fall entwickelten KonwrgellZverbelise-
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rungsmethoden anwendbar (§ 5). Durch Einsetzen von (3.6.3-4,6,17-18) 
wird aus (3.6.25-26) 
(+) H 
U/] = U/] + U/] (3.6.32) 
Auch hier erkennt man wieder die formale Ähnlichkeit mit den Iterations-
verfahren von § 1.2 und § 1.3; tatsächlich beruht das Iterationsverfahren von 
§ 1.3 auf demselben physikalischen Grundgedanken der sukzessiven Ver-
spannung, d. h. der stufenweisen Einführung von Eigenspannungsquellen im 
Grundkörper.Man kann das Randwertproblem von § 1.3 als einen Entartungs-
fall des hier behandelten Nichthomogenitätsproblems auffassen, bei dem die 
Elastizitätskoeffizienten in einem Teilgebiet des gleich dem Grundkörper als 
unendliche Scheibe aufgefaßten Realkörper völlig verschwinden; d. h. der 
Realkörper ist bis auf den für das vorgelegte Randwertproblem allein inter-
essanten Restbereich völlig erstarrt. Die vorgeschriebenen Oberflächenver-
schiebungen (und Verschiebungsableitungen bei Platten) ergeben sich dann 
aus einer Versetzungsbelegung in der Grenzfläche bzw. Grenzlinie zwischen 
dem elastischen und dem starren Bereich von X+ ([27], § 9,15). Die Konver-
genz dieses Verfahrens ergibt sich aus Überlegungen, wie sie für das zweite 
Randwertproblem in § 4 durchgeführt werden. Für die erste Randwertaufgabe 
hat man lediglich die dort eingeführten Operatoren umzudeuten (vgl. § 4.6.). 
\Vir bemerken ferner, daß die Spannungsfunktionen eine dem Spannungs-
und Dehnungsfeld gleichwertige Repräsentation eines Eigenspannungszu-
standes in Xc sind und ebenso - bei Gültigkeit der hier stets vorausgesetzten 
Existenz- und Eindeutigkeitssätze für den Grundkörper - das System der 
Inkompatibilitäten. Im Prinzip läßt sich das Iterationsverfahren auch in den 
Inkompatibilitäten oder in den Versetzungsdichten [27] allein ausführen, wo-
bei wieder Integraltransformationen mit singulärem Kern auftreten (§ 3.5, 
Schluß). Wie in § 3.5 gehen wir hier nicht auf die Fragen ein, die mit der 
praktischen Lösung der Probleme in Xc zusammenhängen. Die Überlegungen 
dieser Ziffer gelten ebensowohl für rein numerische Lösungen als auch für 
Folgen geschlossener Lösungen im Grundkörper. 
Zum Schluß noch einige Bemerkungen zu der Frage, in welchen Fällen die 
Iteration mit Lastspannungszuständen und in welchen Fällen die Iteration 
mit Eigenspannungszuständen vorzuziehen ist. Nach beiden Methoden können 
sowohl Lastspannungs- als auch Eigenspannungsprobleme behandelt werden, 
und beide Methoden lassen sich nach (3.3.30-52) wahlweise mit Verschiebungs-
oder Spannungsfunktionen durchführen. Von der Seite des mathematischen 
Aufwandes besteht also kein wesentlicher Unterschied zwischen beiden Ver-
fahren; nur die Aufstellung der Ausgangswerte kann einige zusätzliche Arbeit 
machen. Will man z. B. ein Eigenspannungsproblem mit Verschiebungs-
funktionen lösen, und sind nur Inkompatibilitäten oder Versetzungsdichten 
gegeben, so muß man daraus zuvor durch Integration eine Extradehnung 
berechnen [27, 98]. Ebenso muß man durch Integration eine fiktive Extra-
spannung vorweg bestimmen, wenn man ein Lastspannungsproblem mit 
Spannungsfunktionen - oder überhaupt als fiktives Eigenspannungsproblem -
behandeln will. Diese Integrationen sind jedoch meist relativ einfach. 
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A~ Beispi~l ?etra?hten wir die Bestimmung einer fiktiven Extraspannung 
[g ], wobeI WIr darm auch nach der Fußnote von S. 176 die Randbedingungen 
berücksichtigen. Zunächst benötigt man eine Partikularlösung [gK *] der Glei-
chung (3.3.46) 
Div [gK *] = \) (3.6.33) 
Nun denken wir uns auf der rechten Seite von (3.6.27) die im folgenden zu 
bestimmende fiktive Inkompatibilität eingesetzt; die zugehörige Lösung von 
(3.6.27 -28) bezeichnen wir wieder mit [z]. Dann wird aus (3.3.45) wegen 
(3.6.28) 
n . [gG] = n' (Ink [X] - [gK]) = - n' [gK] = c.p 
Setzt man zur Erfüllung der Randbedingungen an 
[gK] = [gK*] + Ink [XK] 
so erhält man für [ZK] die Randbedingungen 
n . Ink [XK] = - ~ - n . [gK *] 
(3.6.34) 
(3.6.35) 
(3.6.36) 
Dies ergibt gewisse Vorschriften für [XK ] und einen Teil seiner Normalab-
leitungen auf der Oberfläche [98, 116, 12-6]; im Falle der Airyschen Spannungs-
funktion sind diese allgemein bekannt [1-6]. Im Inneren von Vo muß [X K ] 
zweimal differenzierbar sein, kann aber im übrigen beliebig gewählt werden, 
da sich die willkürlichen Anteile von [gK] nach (3.3.50) herausheben. Nach 
(3.3.47) findet man nun aus (3.6.35) die fiktive Extradehnung 
[§K] = _ §+ •• [gK] (3.6.37) 
(+) 
und daraus nach (3.3.28) die fildive Inkompatibilität, die man jetzt für I1;J in 
(3.6.17,27) einzusetzen hat. 
Praktisch wird man sich bemühen, mit [gK] bereits der negativ genommenen 
Lösung des Problems möglichst nahe zu kommen; dann fällt die anschließende 
Lösung des fiktiven Eigenspannungsproblems zahlenmäßig weniger ins G€-
wicht. 
\Vill man dagegen Eigenspannungsprobleme mit Verschiebungsfunktionen 
behandeln, so führt man nach (3.3.39) die Quasi-Volumenkräfte 
[\)Q] = - Div (!<+ •• [§Q]) 
und nach (3.3.45a, b) die Quasi-Oberflächenkräfte 
[c.pQ] = n' (Q+' . [§QJ) 
auf der rechten Seite von (3.5.17-18) ein. 
(3.6.38) 
(3.6.39) 
Von der Seite der praktischen Lösungsvcrfahren betrachtet, also nach eiern 
mathematischen oder numerischen Aufwand für einen Iterationsschritt be-
urteilt ist der Unterschied zwischen der Methode der sukzessiven Belastung 
und d~r sukzessiven Verspannung somit gering oder üherhaupt nicht vor-
handen. Auch die Konvergenzkriterien (3.5.21) und (3.6.21) liefern, wie sieh 
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aus den Überlegungen von § 3.8 leicht ableiten lassen wird, stets dasselbe 
Ergebnis, wenn man den Grundkörper so wählt, daß die obere und die untere 
Grenze dieser Brüche dem Betrage nach gleich ~ind. Dies muß jedoch nicht 
immer die zweckmäßigste 'Wahl des Grundkörpers sein. Es kann etwa (z. B. 
bei einem "PHasterproblem" [128]) sein, daß der Realkörper bis auf ein relativ 
kleines Ausnahmegebiet homogen und isotrop ist. Dann wird man den homo-
genen und isotropen Grundkörper im allgemeinen am besten so wählen, daß 
er bis auf das Ausnahmegebiet (z. B. das "Pflaster") mit dcm Realkörper 
übereinstimmt. Läßt sich damit gleichzeitig wenigstens eine der Bedingungen 
(3.5.21) oder (3.6.21) erfüllen, so ist die Konvergenz des entsprechenden 
Iterationsverfahrens gewährleistet. Falls aber bei dieser Wahl des Grund-
körpers keines dieser beiden Kriterien erfüllt werden kann, besteht noch die 
Möglichkeit, nach der in der folgenden Ziffer entwickelten "gemischten" oder 
"kombinierten" Methode zu iterieren. Wie sich zeigen wird, kann man mit 
dieser gemischten Methode in jedem Fall günstigere Konvergpuzahschätzungen 
erhalten. Dafür muß man allerdings in Kauf nehmen, daß der zugehörige 
Operator nicht mehr symmetrisch ist, was die Anwendung von Konvergenz-
verbesserungsverfahren erschwert. 
3.i {'emisehte Iteration (sukzessiye Belastung und Verspannung) 
'Wir haben in den beiden letzten Ziffern die Prinzipien der sukzessiven Be-
lastung und der sukzessiven Verspannung auf Nichthomogenität,.;probleme 
angewandt. Nun könnte man sich eine Kombination heider Methoden so vor-
stellen, daß man die Definition der beiden symmetrischen Operatoren en' und 
Q3" nach (3.5.5) und (3.6.5) auf den ganzen Funktionenraum erweitert durch 
en' I" = en" f' = 0 (3.7.1) 
Dann erfüllen beide Operatoren die Voraussetzungen der Sätze 3 und 4 von 
§ 2.5, und die Iterationen in Lastspannungszuständen und in Eigcnspannungs-
zuständen vollziehen sich völlig unabhängig voneinander. Das heißt nichts 
weiter, als daß man gleichzeitig ein Lastspannungsproblem nach der einen 
und ein Eigenspannungsproblem nach der anderen Methode lösen kann, ohne 
daß die beiden Rechnungen einander beeinflussen. 
Zweckmäßig ist dieses Verfahren nicht. Wir haben gesehen, daß man sowohl 
bei der Iteration mit Lastspannungszuständen wie bei der Iteration mit 
Eigenspannungszuständen die 'Wahl hat zwischen Verschiebungs- und Span-
nungsfunktionsmethoden. Will man z. B. die Methode der Sparmungsfunk-
tionen bei der Iteration mit Lastspannungszuständen anwenden, so hat man 
an die Stelle von (3.5.6-9) nur zu setzen 
(3.7.2) 
u~d nach (3.3.46-52) weiterzurechnen. Führt man dagegen die Iteration mit 
EIgenspannungszuständen naeh der Methode der Verschiebungsfunktionen 
durch, so setzt man an die Stelle von (3.6.6-8) 
(3.7.3) 
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und rechnet nach (3,3,34-45) mit den daraus abgeleiteten Quasi-Kräften 
weiter, Da man außerdem jedes vorgelegte Lastspannungsproblem formal in 
ein Eigenspannungsproblem überführen kann und umgekehrt (§ 3.6, Schluß). 
kann man jede beliebige Aufgabe im Realkörper K+ nach einer einheitlichen 
Methode iterativ behandeln; gleichzeitige Anwendung zweier Methoden führt 
nur auf unnötige Doppelarbeit. 
Allerdings erlauben die KonvE'rgenzkritE'rien (3.5.21) und (3.6.21) nicht immer 
die zweckmäßigste Wahl des Grundkörpers (~3.6, Schluß), falls man ;;;ich 
nicht etwa durch Anwendung einE'R KonvE'rgenzvE'rbE'sserungc;vE'rfahrenc; (~fi) 
von diesen Voraussetzungen frE'imachE'n will. lViI' E'ntwickE'ln dE'shalb hier 
noch E'in anderes, gemischtes Verfahren, dessen Kom'ergenz für jE'de belit'bigt' 
Wahl des Grundkörpers KO gesichert ist, solange nur die t'lastische Energit' 
im Realkörper eigentlich positiv definit ist, also die l'nglt'ichungt'n (3.5.22) 
und (3.6.22) zutreffen. Dieses gemischte Verfahren zeichnt't sich weiterhin 
dadurch aus, daß die im Verlaufe der Iteration auftretenden Ausdrücke auch 
dann noch ihrcn Sinn behalten, wenn in den linken rnglt'ichungE'n von (3.5.22) 
und (3.6.22) stellenwE'ise das GleichhE'itszE'iehE'n auftritt, also beispiels1n>j,:c. 
wenn dcr Realkörper K+ gleichzeitig Hohlräume und starre oder inkompres-
sible Einschlüsse enthält. Allerdings erfordert dann die Frage der Konvergmz 
zusätzliche Cberlegungen, auf die wir hier nicht eingehen wollen. In der 
nächsten Ziffer werden wir erkennen, daß sich bE'i geeignetE'r "-ahl des Grund-
körpers mit diesem gemisehten Verfahren auf alle Fälle eine günstigere Kon-
vcrgenzabschätzung erzielen läßt als mit den beiden YerfahrE'n von ~ 3.5 und 
~ 3.6. Dafür müssen wir allerdings in Kauf nE'hmE'IL daß der ÜpE'rator des 
gemischten Iterationsyerfahrens nicht mehr symmetri"eh ii't. 
lViI' gehen von einem gegebenen Realkörper K + aus mit den Elastizitäts-
konstanten und -koeffizienten Q+ und §+; seine elastische Energie sei t'ig(,llt-
lich positiv definit, es mögen al,;o die l"ngleichungE'n (3.5.22) und (3.6.:?2) 
gE'lten für einE'n bdiE'big gE'wähltE'n GrundkörpE'r KO mit den Elastizitäts-
konstanten und -koeffizientE'n QO und §o und E'igE'ntlich Jlositiv definitpr E'la"ti-
"eher Energie. Nun ddinierE'n wir für einE'n vorgE'gebenpn Realkörper K+ und 
einE'n vorgegebenen Grnndkörper KO einen ,,\Yeiehkörper" KI(' mit den Ela,.;ti-
zitätskonstanten und -kodfizienten r,'" und §w ;.<owiE' einE'n .. Hartkörppr" Rh 
mit den ElastizitätskonstantE'n und -kodfizientpn (} und :ih auf dip folgendp 
Weise. 
Zunächst mögen überall in dE'm für allp vorkommenden Körper kongrupntPll 
BerE'ich V
c 
und für jedes beliebige nicht identi~('h wrsehwindendp DdlllUllg:'-
feld § oder SpannungsfE'ld q die Absrhätzungen gelten 
o < § .. !:u· •• § S § .. r' .. § 
o < q .. 'jh .. q s q .. 'j0 .. g 
~owie die Gleichungen 
r,w + gh _ Q J = f:.u· •• 'j' .. !:h = Qh •• 'j .. (:" = c-
(:J.';.4) 
(:~.7.:i ) 
(:1.7.';) 
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Sowohl der Weichkörper KW wie der Hartkörper K" sind stets vorhanden und 
durch (3.7.4-7) eindeutig bestimmt. Evident ist dies, wenn im ganzen Bereich 
Vo entwederQw = fO = f+, §h = §o = §+ (Grundgebiet) oder fW = Q+, §h = §o 
(Erweichungsgebiet) oderQw = QO, §h = §+ (Verhärtungsgebiet) ist (Abb. 3.7.1). 
Für den allgemeinen Fall wird die Existenz und Eindeutigkeit von KW und 
Kh an Hand einer allgemeinen Methode zu ihrer Berechnung in der nächsten 
Ziffer nachgewiesen. 
I,;::~n Grundgebiet 
D Nullgebiet 
_ Starrheitsgebiet 
1-=-=,1 frweichungsgebiet 
!2Z] Verhärtungsgebiet 
Abb. 3.7.1. Realkörper und Vergleichskörper im 
allgemeinen Fall 
Weiter definieren wir einen "Weichdifferenzkörper" f{w und einen "Hart-
differenzkörper" f{h durch 
(3.7.8) 
(3.7.9) 
I!,ll Gegensatz zu den Differenzkörpern von § 3.5 und § 3.6 besitzen f{w und 
Kh eine nicht-negativ definite elastische Energie, denn aus (3.7.4-5, 8-9) folgt 
o :::=;; § •• fW' • § < § •. QO •• § 
o :::=;;g··r/i··g<g··!t··g 
Ferner gilt 
(3.7.10) 
(3.7.11) 
(3.7.12) 
Auch diese Beziehung ist im Falle der Abb.3.7.1 evident und wird in der 
nächsten Ziffer allgemein bewiesen werden. 
Xun sei 
fO = /,0 + /,,0 (3.7.13) 
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ein b.eliebiger elastischer Zustand des Grundkörpers KO mit dem Lastspannungs-
anteIl /,0 und dem Eigenspannungsanteil /,,0. Die zugehörigen Repräsenta-
tionen sind also 
§o = Def WO + §o •• Ink 'J0 
gO = ~o •• Def WO + Ink ZO 
und für die Anteile /,0 und /,,0 
Ferner gelte 
§'O = Def wo, 
q"O = Ink 'J0 , 
q'O = ~o •• Def WO 
§"o = §o •• Ink 'J0 
Div (~O •• Def WO) = - ,0 
n . (~O .• Def WO) = mo 
Ink (§O •• Ink 'J0) = rl 
n' Ink'J0 = 0 
Jetzt definieren wir einen Operator (fW durch 
/,1 = (fW /0 
(3.7.14) 
(3.7.15) 
(3.7.16) 
(3.7.17) 
(3.7.18) 
(3.7.19) 
(3.7.20) 
(3.7.21) 
(3.7.22) 
indem wir zunächst dem Weichdifferenzkörper KW die Dehnung §o nach (3.7.14) 
aufzwingen. Dazu werden - neben der Inkompatibilität '[ja nach (3.7.20), die 
hier nicht interessiert - die folgenden Volumen- und Oberflächenkräfte be-
nötigt 
qO = _ Div (~w . . §O) 
~o = n· (tF . . §O) 
(3.7.23) 
(3.7.24) 
Jetzt bringen wir dieses Kräftesystem im Grundkörper KC an, setzen also 
(3.7.25) 
(3.7.26) 
Dann bestimmen sich die Repräsentationen des Lastspannung~zustandes f'1 
in KO 
q'l = ~o •• Def w1 
aus der Lösung des Summations- und Randwertproblems 
Div (~O •• Def w1) = - r1 
n' (~o .. Dei w1) = ')~1 
(3.7.27) 
(3.7.2S) 
(:t7.2!1) 
Der Operator (fw ist zweifellos linear; symmetrisch kann er jedoch - mit dpr 
tri\-ialen Ausnahme ~w == 0 - nach (2.5.48) ff. nicht spin, da sein Bildraum 
ganz im Unterraum der Lastspannungszustände enthalten ist, während spin 
Definitionsbereich ohne Nullraum auch den Unterraum der Eigenspannung~­
zustände wenigstens teilweise mit umfaßt. 
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Als nächstes definieren wir einen Operator (ih durch 
f"l = (ih fO (3.7.30) 
indem wir zunächst dem Hartdifferenzkörper Rh die Spannung qO nach (3.7.15) 
aufzwingen. Dazu wird - neben dem Kräftesystem 1'0, 9t0 nach (3.7.18-19), 
das hier nicht interessiert - die folgende Inkompatibilität benötigt 
H 
'!}O = Ink (§h . . gO) (3.7.31) 
Jetzt bringen wir diese Inkompatibilität im Grundkörper Kü an, setzen also 
(-) 
'!}1 = !J0 (3.7.32) 
Dann bestimmen sich die Repräsentationen des Eigenspannungszustandes /,,1 
in KO 
g"l = Ink Zl , 
aus der Lö,mng des Summations- und Randwertproblcms 
Ink (§O •. Ink ,11) = '!}l 
n· Ink Zl = 0 
(3.7.33) 
(3.7.34) 
(3.7.35) 
Auch der Operator (ih ist zweifellos linear; daß er mit der trivialen Aus-
nahme §.h == 0 - nicht symmetrisch sein kann, folgt aus einer der obigen 
Überlegung für (iW analogen Argumentation. 
'Vir betrachten nun den Summenoperator 
(i = ~w + (ih (3.7.36) 
Anwendung auf einen beliebigen elastischen Zustand jO des Grundkörpers 
führt auf den neuen elastischen Zustand 
(3.7.37) 
wobei sich der Lastspannungsanteil f'1 aus (3.7.22) und der Eigenspannungs-
anteil /,,1 aus (3.7.30) ergibt. /1 wird also repräsentiert durch 
§1 = Def ItJl + §o •• Ink &1 
gl = (;.0 •• Def ItJl + Ink Xl 
Def \1)1 und Ink Zl folgen ihrerseits aus (3.7.28-29, 34-35). 
(3.7.38) 
(3.7.39) 
Bei der Prüfung des Operators auf Symmetrie benutzen wir wieder wie in den 
§S 3.2, 3.5, 3.6 das Kriterium (2.4.45); unter Verwendung von Satz 1, § 3.4 
sowie (3.4.18) und (3.4.28) erhalten wir - bei Beschränkung auf einfach 
zusammenhängende Körper - für zwei beliebige Zustände fo und /0 deR Grund-
körpers 
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{jo, ß: Io} = Uo, /i} = {PO, PI} + {p'O, P'l} 
= f Def ~o .. Q ° .. Def ~l d V + f Ink XO •• so . . Ink ;1 d V 
(I',) (1'0) - - -" 
= ~ ~o. (Qw .• §O) • n d! - f ~o. Div (Qw . • §O) d! 
(S,) (V,) 
- ~ fuo. Ink (§h •• ;0) . n d! + f Xo • • Ink (§h .. ;0) d V 
(S,) (1'0)-
= f Def ~o .. QW •• ;0 d V + f Ink i o .. §h .. ;0 d V 
(Vo) (V.) -
(3,7,40) 
oder nach (3,7.14-15) ausgeschrieben 
{j0, ß: JO} = J Def ~o . . 11w .. Def ~o d V + f Ink);'O .. §h •• Ink;o d V 
(V,) (V,) - -
+ f Def ~o . . 11w .. §o • ·Ink ;od V + f Ink;'o .. §h • • Q" •• Def ~o d V 
(1',) - (V,)-
(3.7.41) 
Entsprechend erhält man nach Vertauschung von fo und Jo 
{Ja, ß: Ja} = f Def ~o .. QW •• Def ~o d V -;- J Ink zo .. §h .. lnk io d V 
(l',) (1',) 
+ f Def ~o .. QW •• §o .. Ink i o d V + f Ink ~o .. §h •. QO •• Def ~o d r 
0'0) (I',) -
(3.7.42) 
Man erkennt, daß die zweiten Zeilen von (3.7,41-42) im allgemeinen nicht 
übereinstimmen werden, der Operator ß: im allgemeinen Fall also unsym· 
metrisch sein wird. 
Tatsächlich kann er - mit der trivialen Ausnahme QW' 0:= 0, §h == 0 - üher, 
haupt nicht symmetrisch sein. "Gm das einzusehen, suchen wir den zu ß: 
adjungierten Operator ß:* auf, der nach (2.4.10-13) erklärt ist durch dip 
Forderung 
(3.7.43) 
wo f, t zwei beliebige Zustände des Grundkörpers sind. )fan muß also, um 
von ß: zu <r* zu gelangen, die Tensoren 4. Stufe QW und §h in der zweiten Zeile 
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von (3.7.41) derart ersetzen durch Tensoren ~w* und i h *, daß die zweite Zeile 
von (3.7.42) daraus hervorgeht. Dies ist erfüllt für 
(3.7.44) 
(3.7.45) 
Andererseits darf sich aber beim Übergang zu 6:* in der ersten Zeile von 
(3.7.41) nichts ändern. Aus diesen beiden Forderungen entnimmt man nun 
mit Hilfe einer (3.7.40) entsprechenden Umformung, die wir hier nicht 
anschreiben wollen, daß der adjungierte Operator 6:* aus 6: hervorgeht, wenn 
man (3.7.23-24) und (3.7.31) ersetzt durch 
~O* = n . (Q.w, . Def \1)0 + Qw* , , §o , , Ink 2;:0) 
H 
!j0* = Ink (§h ' , Ink ZO + §h* , . Q.0 •• Def \1)0) 
(3.7.46) 
(3.7.47) 
(3.7.48) 
Der Operator 6: wäre demnach genau dann symmetrisch, wenn überall in Vo 
Q.w = Q.w* und §h = §h* wäre. Dies wird aber - bis auf triviale Ausnahmen -
durch (3.7.12) ausgeschlossen. 6: ist also fast immer unsymmetrisch. 
Wir kommen zur Konvergenzabschätzung. Da der Operator unsymmetrisch 
ist, tritt an die Stelle des verallgemeinerten Rayleigh-Quotienten (2.5.73) bzw. 
(3.2.9) die Wurzel aus dem Rayleigh-Quotienten des symmetrischen und nicht-
negativ definiten Produktoperators 6:* 6: 
~ _ V{6: j, 6: t} _ 116: I11 
N - {j, j} -lTf1\ (3.7.49) 
Ihre obere Grenze ist die Norm (2.4.5, 11) des Operators 6: oder 6:* ([62], § 2; 
[66], Ziff. 66, 84) 
ii = 116:11 = 116:*11 = lim sup PI (3.7.50) 
Nach ([66], Ziff. 84) ist sie gleichzeitig die obere Grenze des Betrages eines 
entsprechenden Ausdrucks mit der "Bilinearform" {/' 6: h, also 
.ill = lim sup I{~ 6: QI = lim sup la, 6: !}~ 
11/11'11/11 V{l,7}{~F} 
(3.7.51) 
für zwei beliebige, voneinander unabhängige Zustände j und t des Grund-
körpers KO. Setzen wir darin (3.7.40) ein, so folgt 
(3.7.52) 
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wo die Integrale wie üblich über Vo zu erstrecken sind. Den Nenner können 
wir nach Satz 1, § 3.4 umformen 
{rh = f §' ·gd V = {f, F} + 0", p'} 
= f Def U; .. f ° .. Def U; d V + f Ink i .. § ° .. Ink i d V 
und entsprechend für r Im Zähler setzen wir 
~ = fW •• Def U; + f ° .. §h .. Ink i 
(3.7.53) 
(3.7.54) 
Wir betrachten (3.7.54) als Repräsentation eines Zustandes f des Grundkörpers 
KO, quadrieren (3.7.52) und wenden die Schu'arzsche Ungleichung auf den 
Zähler an. Damit folgt 
jj2 = lim sup ~ {I, 02 ~ ~ lim sup {! 0 {r [} 
{j, f} {t, t} {t, t} {t, t} 
= lim sup {f, !} 
{t,t} (3.7.55) 
Aus (3.7.12) und (3.7.54) leiten wir nun ab 
mit 
{i', F}w = f Def u; .. fW •. §o •• fW' . Def ; d V 
(Vo) 
(3.7.56) 
(3.7.57) 
{i", t"}h = f Ink X' . §h .. fO •• §h . ·Ink i d V (3.7.58) 
(Va) -
Formen wir den letzten Bruch in (3.7.55) mit Hilfe von (3.7.54) und (3.7.56) 
um, so können wir mit (3.2.17) abschätzen 
{f, t} {p, l'}w + {i", f"}" ({t', f'}W {t", f"}W) 
--= < max ~ ~ ~ ~ {i,f} {i', f'} + {i",f'} - {f', n ' {j", f"} (3.7.59) 
Eine zu (3.2.12-19) analoge Schlußweise führt nach Einsetzen von (3.7.57-58) 
schließlich auf 
M2 < lim sup (§ .. fW .. §o •• fW •. §, a' ·li .. f: •• §h .. g) (3.7.60) 
- §"fo .. § g .. § "g 
für beliebige Dehnungsfelder § und Spannungsfelder g. Wie wir in der nächsten 
Ziffer sehen werden, kann man dafür auch schreiben 
- ~ •• Cw •• e a .. sk .. a') M :S lim su - - -, - - -Pe' . CO •• e a" SO •• a 
- - - - -
(3.7.61) 
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Ist aber die elastische Energie im Realkörper K+ eigentlich positiv definit, so 
ist der Ausdruck (3.7.61) nach (3.7.4-9) stets kleiner als Eins, was für den 
Konvel'genzbeweis des folgenden Iterationsverfahrens hinreicht. 
Das gemischte Iterationsverfahren definieren wir nun durch 
[f]n-'-l = [1*] + 6: [f]" 
wobei die Repräsentationen von [1*] 
den Gleichungen 
[§*] = §o •• [g*] = Dei [w*] + §o •• Ink [X*] 
[g*] = ~o •• [g*] = ~o •• Def [w*] + Ink [X*] 
Div (~O •. Dei [w*]) = - [p] 
n . (~O •. Def [w*]) = [op} 
(+l 
Ink (§O •. Ink [z*]) = [17] 
n . Ink [z*] = 0 
(+l 
(3.7.6:2) 
(3.7.63) 
(3.7.64) 
(3.7.65) 
(3.7.66) 
(3.7.67) 
(3.7.68) 
genügen. Hierbei bilden [:p], [op] und [l]] das gegebene Sy~tem von Kräften 
und Inkompatibilitäten, zu welchem das Spannungs- und Dehnungsfeld im 
Realkörper K + gesucht wird. 
Man kann nun die gesuchte Lösung im Realkörpel' K+ aus dem Zustand [I] 
des Grundkörpers Ko entnehmen, gegen den das Verfahren (3.7.62) konver-
giert. Zunächst erfüllt [f] die Gleichung 
Cf] = [f*] + 6: [f] 
Schreiben wir dies in den Repräsentationen 
[f] = §o •. [g] = Def [w] + §o •. Ink [X] 
[g] = ~o •• [f] = QO •• Def [w] + Ink [X] 
(3.7.69) 
(3.7.70) 
(3.7.71 ) 
und berechnen beiderseits die Volumen- und Oberflächenkräfte sowie die 
Inkompatibilitäten, so wird daraus mit (3.7.23-29,31-35,65-68) 
Div (~O .• Def [w]) = - [p] + Div (~w . . (Def [w] + §o •• Ink [z])) (3.7.72) 
n· (Qo •• Def Lw]) = [op] + n' (Qw •• (Def [w] + §o •• Ink [z])) (3.7.73) 
(+) 
Ink (§2 •• Ink [X]) = [17] + Ink (§h .• (Ink [X] + ~o •• Def [w])) 
n . Ink [X] = n . Ink (X*] = 0 
~un ist wegen (3.3.8-10), (3.7.8-9,75) 
Div (Qw •• §o •• Ink [X]) = - Div (Qw •• §o •• Ink [X]) 
n· Ü:U . •• §o •• Ink [X]) = - n' (Qw, • §o •• Ink [X]) 
Ink (ili .. ~o •• Def [w]) = - Ink (§h •• QO •• Def [w]) 
(3.7.74) 
(3.7.75) 
(3.7.76) 
(3.7.77) 
(3.7.78) 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00047869
Iterationsverfahren und Operatorgleichungen in der Elastizitätstheorie 203 
~lso erhält man aus (3.7.72-75), wenn man alle Glieder mit [w] und [X] nach 
Imks schafft und (3.7.70-71) beachtet -
Div ü,w .. Cf]) = - [\:l] 
n. (~w .. Cf]) = [c,p] 
(+) 
Ink (§h •• [g]) = [1)] 
(3.7.79) 
(3.7.80) 
(3.7.81) 
D~e Spannung ~w • • [§] erfüllt also die inhomogene Gleichgewichtsbedingung 
~lllt dem gegebenen Kräftesystem [\:l]. [CP], und die Dehnung §h .. [I!] erfüllt die 
Inhomogene Kompatibilitätsbedingung mit der gegebenen Inkompatibilität 
(+) 
[1)]. Außerdem sind ~w •• [§] und §h •• [I!] aber auch im Realkörper K + durch das 
Hookesche Gesetz miteinander verbunden. Denn es ist nach (3.7.6, 70) 
~ + . . §h •• [I!] = ~w • • § ° .. Q.h •• §h •• [I!] = Q.w •• § 0 • • [g] = Q.u· •• [§] 
oder nach (3.7.7, 71) 
§+ •. QW •• Cf] = §h •• QO •• §w •• QW •• [§] = §h •• Q' •• Cf] = §h •• [g] 
Somit sind die beiden Tensorfelder 
+ 
[E] = QW' • [§J 
+ 
[/::] = §h •• [g] 
~.as gesuchte Spannungs- und Dehnungsfeld im Realkörper K+. 
(3.7.82) 
(3.7.83) 
(3.7.84) 
(3.7.85) 
Uber die Lösungsmethoden der Einzelprobleme im Grundkörper KC gilt wieder 
das am Schluß von § 3.5 und § 3.6 sowie eingangs dieser Ziffer Gesagte; man 
kann auch das gemischte Verfahren, wie in 3.3.D beschrieben, nach Wahl mit 
Verschiebungs- oder Spannungsfunktionen allein durchführen. Dagegen sind 
die dort erwähnten Konvergenzverbesserungsmethoden wegen der Unsym-
metrie des Operators 6: nicht mehr ohne weiteres anwendbar. ~Ian könnte 
freilich daran denken, in Anlehnung an ein aus der Matrizenrechnung be-
kanntes Verfahren [68, 69J die (3.5.30) bzw. (3.6.30) entsprechende Operator-
gleichung 
mit 
zu ersetzen durch 
QL [f] = [f*] 
[fJ = QL * [f*] 
(3.7.86) 
(3.7.87) 
(3.7.88) 
Dies ist eine Verallgemeinerung der aus der Matrizenrechnung bekannten 
"Gau88schen Transformation" [68J oder "Normalisation" [69]. Der Produkt-
operator 
'n* QL = (~ - 6:*) (~ - <5:) (3.7.89) 
ist zweifellos symmetrisch und unter den hier gemachten Voraussetzungen 
eigentlich positiv definit. Der zu 6: adjungierte Operator 6:* kann aus (3.7.46-48) 
14 Wissenschaft!. Abhand!., XIV, 1962 
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entnommen werden. Doch wird wohl wie in der Matrizenrechnung darauf zu 
achten sein, daß der in (3.7.88) gegenüber (3.7.86) erhöhte Rechenaufwand 
durch die Wirksamkeit des Konvergenzverbesserungsyerfahrens (§ 5) auch 
gerechtfertigt wird. 
3.8 Die Yergleichskörper im allgemeinen Fall 
Wir haben in der vorangehenden Ziffer bei der Aufstellung des allgemeinen 
Iterationsverfahrens und beim Konvergenzbeweis vorausgesetzt, daß zu jedem 
Realkörper und jedem Grundkörper mit gegebenen, durch ~+ und §+ bzw. ~o 
und §o beschriebenen elastischen Eigenschaften eine Gruppe von Vergleichs-
körpern umkehrbar eindeutig zugeordnet werden kann, deren elastische 
Eigenschaften durch die Tensoren ~w, §h , ~w, §h bestimmt sind nach den 
Definitionen (3.7.4-9), und für die außerdem die Beziehungen (3.7.10-12) 
gelten. 
Nach Abb.3.7.1 war dies im Falle räumlich getrennter Erweichungs- und 
Verhärtungsbereiche evident; wir haben den Be"'eis nun für den allgemeinen 
Fall nachzutragen. 
'ViI' setzen zunächst voraus, daß nicht nur die Tensoren ~o und §o des Grund-
körpers, sondern auch die Tensoren ~+ und §+ des Realkörpers in Vonirgends 
semidefinit, also daselbst zueinander reziproke Tensoren sind. Um nun für 
die folgenden Betrachtungen die Ergebnisse der Matrizenrechnung [68-70} 
benützen zu können, übertragen wir sämtliche Gleichungen in die V oigtsche 
Schreibweise [1,2,16,23-25], d. h. wir beschreiben die Spannungen und Deh-
nungen nicht durch Tensoren 2. Stufe (Jij bzw. eij, sondern durch Spalten-
matrizen (Ja bzw. ea. Die Beziehung zu den Tensorkomponenten wird herge-
stellt durch die Gleichungen 
a" 1 exx (Jyy E:: yy 
(Jzz E::zz 
((Ja) = (e a ) = 2 E:: yz (J yz 
(Jzx 2 E::z x 
l (J xy 2 E::XY (3.8.1 ) 
An die Stelle der Tensoren 4. Stufe Cijkl und 8ijkl treten nun sinngemäß sym-
metrische ::\Iatrizen Cab und 8 a b, deren einzelne Elemente sich von den Tensor-
komponenten teilweise durch einfache Zahlenfaktoren unterscheiden. Im 
übrigen sind wegen der Symmetrieeigenschaften der hier vorkommenden 
Ten,;oren 2. und 4. Stufe die doppelt-skalaren Tensormultiplikationen und die 
::\latrizenmultiplikationen eindeutig aufeinander abbildbar; z. B. kann das 
Symbol !: .. § gleichermaßen als Abkürzung für die Tensormultiplikation 
fljkt E::kl oder für die ::\latrizenmultiplikation Cab ef) aufgefaßt werden. 
Die Spaltenmatrizen (Ja und ea sind im Sinne der linearen Algebra "Vektoren", 
nicht natürlich im physikalischen Sinne. Ihre Transformation bei einer Drehung 
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des Koordinatensystems im physikalischen Raum bestimmt sich vielmehr aus 
den Transformationseigenschaften der Tensoren 2. Stufe im Euklidischen 
Raum; sie ist im algebraischen "Matrizenraum" immerhin noch affin [16], 
und entsprechendes gilt für die Tensoren 4. Stufe und die zugeordneten 
Matrizen. Die vom physikalischen Koordinatensystem unabhängigen affinen 
Transformationen im abstrakten Matrizenraum sind jedoch praktisch von 
Bedeutung für den Vergleich zweier Tensoren des Typs Q oder § und für die 
Bestimmung der elastischen Eigenschaften der Vergleichskörper, wenn sie sich 
nicht wie im Falle räumlich getrennter Erweichungs- und Verhärtungsgebiete 
einfach aus der Anschauung ableiten lassen. 
Zum Vergleich der Tensoren QO und Q+ transformieren wir die zugehörigen 
V oigtschen Matrizen C~b und C~lJ affin auf gemeinsame Hauptachsen im 
Matrizenraum ; da c:b voraussetzungsgemäß nirgends singulär ist, gibt es 
überall in den Körpern KO und K+ eine nichtsinguläre Matrix e~; derart, daß 
(3.8.2) 
und 
(3.8.3) 
Hier sind die Summat ions indiz es der Übersichtlichkeit wegen mit griechischen 
Buchstaben bezeichnet, und eta) bedeutet die Diagonalmatrix der Eigenwerte 
von C~b bezüglich C:b' Wir werden Diagonalmatrizen auch weiterhin mit 
einem eingeklammerten Index bezeichnen und vereinbaren, daß über einen 
eingeklammerten Index dann und nur dann summiert werden soll, wenn er 
außerdem auch noch zweimal ohne Klammer im selben Produkt auftritt. Da 
e:t nirgends singulär ist, gibt es dazu auch überall eine transponiert-inverse 
Matrix S:t, so daß 
(3.8.4) 
Oab ist das Kronecker-Symbol. Infolge der Nichtsingularität von C~b gilt dann 
auch, wie man durch Multiplikation mit (3.8.2-3) leicht nachprüft, 
s:~ S~~ = 8~b (3.8.5) 
und 
S:~ StA) S~~ = 8;;0 (3.8.6) 
mit 
S(a) e(;.) = 1 (3.8.7) 
Transformiert man noch die Dehnungen und Spannungen nach 
(3.8.8) 
und 
(3.8.9) 
so wird das Hookesche Gesetz in diesen transformierten Größen besonders 
einfach. Es ist dann im Grundkörper 
(3.8.10) 
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und im Realkörper 
(3.8.11) 
Wegen (3.8.4) lassen sich nun - unabhängig von der Zahl der Fakt~Jren. -
alle doppelt-skalaren Produkte in den vorangehenden Paragraphen. m ?leSe 
einfache Diagonalform übertragen, wenn man nur beachtet, daß darm emem 
Faktor des Typs ~ oder g nur ein Faktor des Typs § oder § folgen oder voran-
gehen darf. Diese Forderung muß aber schon auf Grund der physikalischen 
Bedeutung dieser Tensoren stets erfüllt sein. Entsprechend dürfen in einer 
Summe nur Tensoren gleicher Art addiert werden. 
In der Diagonalform sind nun die gesuchten Tensoren leicht aufzustellen, 
welche die elastischen Eigenschaften der Vergleichskörper beschreiben. Wir 
definieren gemäß der Vorschrift (3.7.4) den Tensor ~w in der Diagonalform 
{ 
cta) für C(a) < 1 
CW = (a) 1 für cta) ~ 1 
und nach der Vorschrift (3.7.5) §h in der Diagonalform 
{ 
sta) für sta) < 1 Sh -(a) - 1 für Sial ~ 1 
(3.8.12) 
(3.8.13) 
Mit (3.8.7) ist nun die Erfüllung von (3.7.6-7) in der Diagonalform leicht zu 
verifizieren. Entsprechend verfahren wir bei der Aufstellung der Diagonal-
formen von ~w undih . Nach der Vorschrift (3.7.8-9) erhält man aus (3.8.12-13) 
cw -- ~ 1 - cta) für Cia) < 1 (al - 0 für Cta) ~ 1 (3.8.14) 
und 
- {I - Sial für Sial < 1 Sh -
(a) - 0 für S+ > 1 (a) -
(3.8.15) 
Die Beziehungen (3.7.10-11) liest man daraus ohne weiteres ab, und (3.7.12) 
folgt, wenn man bedenkt, daß sich nach (3.8.7) die Ungleichungen C"ta) < 1 
und Sta) < 1 gegenseitig ausschließen. 
Zur praktischen Bestimmung der ~- und §-Tensoren für die Vergleichskörper 
wird man also im allgemeinen zunächst die Transformationsmatrizen C:t und 
die Diagonalform eta) von ~+ nach (3.8.2-3) bestimmen. Hat man dann nach 
den Vor»chriften (3.8.12-15) die Diagonalformen der gesuchten Tensoren auf-
gestellt, so kann man diese nach einer zu (3.8.3) bzw. (3.8.6) entsprechenden 
Formel wieder auf die Voigtsche Matrizenform zurücktransformieren und an-
schließend auf die Tensorform oder irgend eine andere für die Rechnung 
zweckmäßige Darstellung übergehen. Wir bemerken noch, daß die Diagonal-
form im-ariant ist gegenüber einer Drehung des Koordinatensystems im phy-
"ikali,;chen Raum. Denn zu einer solchen Drehung gehört nach Gi. (4.3-8) aus 
[16] eine affine Transformation der Voigtschen Matrizen; eine gemeinsame 
affine Transformation ("Drehstreckung" [68,69]) der beiden Matrizen auf 
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der rechten Seite von (3.8.2-3) hebt sich aber bei der Diagonalisierung heraus. 
Eine - für diese Betrachtungen allerdings unwesentliche - Mehrdeutigkeit 
der Transformationsmatrizen C:t tritt auf, wenn einige der Eigenwerte cta) 
untereinander gleich sind. So kann man etwa eine beliebige orthogonale Trans-
formation im Matrizenraum hinzufügen, wenn ~+ durch Multiplikation 
mit einem Skalar aus CO hervorgeht. Dieser Grenzfall gehört aber zu den 
Beispielen, die sich nach Abb. 3.7.1 anschaulich erledigen lassen. In anderen 
Fällen sind solche orthogonalen Transformationen nur noch in einem Unter-
raum des Matrizenraums willkürlich wählbar. Man kann sie dann gegebenen-
falls zur Vereinfachung von C:t benutzen; im übrigen ändern sie nichts an 
den Beziehungen (3.8.12-15). 
Wir wenden diese Ergebnisse auf die Konvergenzabschätzungen von §§ 3.2, 
5,6,7 an. Zunächst können wir jetzt die Funktion F* (~) in (3.2.16) explizit 
angeben; es ist 
F* (t) = S;"ax (~) 
wo für irgend ein festes t = ~o 
S;"ax (~o) = max (S;a) (;-0)) 
(3.8.16) 
(3.8.17) 
erklärt ist und S;a) (~) durch eine (3.8.5-6) entsprechende Matrizentrans-
formation aus §' (t) und §o (~) hervorgeht. 
Entsprechend definieren wir 
S;"in (1;0) = min (Sial (;-0)) (3.8.18) 
Die Ausdrücke (3.8.17) bzw. (3.8.18) stellen das lokale }Iaximum bzw.l\1inimum 
der Funktion F (~, g) in (3.2.14) dar. Aus (3.2.9-11) wird nun nach (3.8.1O-Il) 
{t,93j} feaS;a)ea dV 
fit = {[T} = fe a e a d V 
m :? lim inf S;";n 
M ~ lim sup S~ax 
und das Konvergenzkriterium (3.2.12) geht über in 
lim sup (IS~axl, !S;"in) < 1 
(3.8.19) 
(3.8.20) 
(3.8.21) 
(3.8.22) 
Definieren wir in (3.8.17-18) entsprechender Weise die Funktionen C~ax' 
C;;'in, S;;;ax' S;;;in und C;;'ax, C;;'in, S;;'ax' S;;'in' so wird aus dem Konyergenz-
kriterium (3.5.21) 
lim sup (iC';;'ax :, :C;;'in :) < 1 
und aus (3.6.21) 
lim sup (S;;'ax', iS;;'in) 
Nach (3.8.7) ist wegen eta)' Sial > 0 
C'';'ax S~lin = 
S;;;ax C';'in = 1 
(3.8.23) 
(3.8.24) 
(:1.8.25) 
(3.8.26) 
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also nach (3.5.1) 
1 
limsupe~ax = 1 - lim inf e;in = 1 lim sup S;ax 
1 
lim inf e~in = I - lim sup e;ax. = 1 lim inf S~in 
und entsprechend nach (3.6.1) 
1 limsupS~ax = 1 -lim inf S+. - 1 - ~---,-,----
mm - lim sup e~ax. 
1 
lim inf S~in = 1 - lim sup S;ax = 1 - I' . f f'+ Im In '-min 
(3.8.27) 
(3.8.28) 
(3.8.29) 
(3.8.30) 
Nun ersetzen wir den Grundkörper KC mit den ElastizitätHkonstanten und 
-koeffizienten gO, §o durch einen anderen Grundkörper XO mit 
~ 1 
8 0 = -sC) 
- IX -
(3.8.31) 
wo IX eine Konstante ist. Bleibt gleichzeitig der Realkörper K + unverändert, 
so hat man 
_ 1 + 
eta) = - Gia ) , :x C'- - 1 1 C'+ 1 1 (a) - -;; (a) = - IX Sea) (3.8.32) 
- IX S(a) = 1 - IX S"(;,) = 1 - ~ 
(a) 
(3.8.33) 
Die Beziehungen (3.8.25-26) bleiben erhalten. Nun suchen wir durch Variation 
der KonstanteniX denjenigen WertiX' bzw. 1);" zu bestimmen, für welchen 
(3.8.23) bzw. (3.8.24) den kleinsten Wert annehmen, d. h. wir suchen den 
Grundkörper innerhalb der durch (3.8.31) gegebenen Möglichkeiten so zu be-
stimmen, daß die Konvergenzabschätzungen (3.5.21) bzw. (3.6.21) möglichst 
günstig ausfallen. 
Im ersten Fall erhalten wir aus (3.8.23) die Bedingung 
!Lim sup C~axl = ILim inf C~ini (3.8.34) 
wo die Verwendung von "Lim" statt ,,tim" auf die im Sinne der Konvergenz-
abschätzung optimale Wahl von IX hinweist. Es folgt mit (3.8.27, 28, 32) 
1 - ~, lim inf e~in = - 1 + ~, lim sup C;ax (3.8.35) 
und daraus 
, 1 (1' e+ r' f e+ ) IX =:2 Im sup rnax + Im In nün (3.8.36) 
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Einsetzen in (3.8.35) und Umformung mit (3.8.26) ergibt 
L · C-- 1 2 lim inf C~in Im sup max = - :-:.----:::-:------:=~---c,--
bm sup C~ax + Iim inf C~in 
=1 
2 
I I lim sup C~ax 
T lim inf C;;'in 
') 
=1- -
I + lim sup C;;'ax lim sup S~ax (3.8.37) 
Im zweiten Fall liefert eine entsprechende Überlegung nach (3.8.24, 29, 30, 33) 
1 _ 1 (1' S+ 1" f S+ ) 
-" - ') Im sup max + Im In min iX _ (3.8.38) 
womit man in analoger 'Veise unter Benutzung von (3.8.25) weiterrechnet. 
Wir fassen das Ergebnis mit (3.8.37) zusammen: 
') 
Lim sup C;;'ax = lim sup S;;'ax = 1 - l' C: r S+ (3.8.39) 1 + Im sup max Im sup mal< 
Die günstigste Konvergenzabschätzung fällt also gleich aus für die Methode 
der sukzes8iven Belastung wie für die Methode der sukzessiven Verspannung. 
Schließlich bestimmen wir in derselben Weise die günstigste Wahl des Grund-
körpers (3.8.31) für das gemischte Iterationsrerfahren von § 3.7. Aus (3.7.60) 
erhalten wir durch Umschreiben in die Diagonalform 
(3.8.40) 
und daraus mit (3.8.14, 15) die Diagonalform der Ungleichung (3.7.61) 
Xl ::;; lim sup (C~ax' S~ax) 
= lim sup (1 - C;;'in, 1 - S;;'in) (3.8.41) 
Die günstigste Konvergenzabschätzung erhält man nach (3.8.31-33) aus der 
Bedingung 
also fÜI' 
1 - Lim inf C;:-'in = 1 - Lim inf S;;'in 
1 - J", lim inf C ;;'in = 1 - iX'" lim inf S;;'in 
iX 
'" -l/lim inf C ;;'ln 
iX - / I' . f 0+ 
I 1m In ~.Jmin 
(3.8.42) 
(3.8.43) 
(3.8,44) 
Einsetzen in (3.8.43) liefert jetzt die günstigste Ab,.;chätzung der Form (3.8.41) 
Lim sup (eiD ,S/i ) < 1 - llim inf C;;"'n lim inf S~in max max -
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1 
= 1 - ~===:=;===:===~= 
Vlim sup C;i;ax lim sup S;i;ax 
(3.8.45) 
Wir vergleichen (3.8.45) mit (3.8.39). Nach dem Satz vom geometrischen und 
arithmetischen Mittel ist 
V . +. + 1 + lim sup C;i;ax lim sup S;i;ax (3 8 46) hm sup C max bm sup Smax S 2 . . 
Durch Einsetzen dieser Ungleichung in (3.8.39,45) erhält man nun leicht 
Lim sup (C~ax' S::':x) s Lim sup C;;'ax = Lim sup S;;'ax (3.8.47) 
Das gemischte Iterationsverfahren liefert also in jedem Fall die günstigste 
Konvergenzabschätzung. Freilich muß man im Einzelfall immer bedenken, 
daß unsere Abschätzung ziemlich roh sein kann, und daß die günstigste Kon-
vergenzabschätzung keineswegs immer mit der besten Konvergenz zusammen-
fallen muß. Wir haben schon in den vorangehenden Ziffern bemerkt, daß eine 
andere Wahl des Grundkörpers ganz offensichtlich dann zweckmäßig sein 
wird, wenn sich die Nichthomogenitäten nur auf ein relativ kleines Ausnahme-
gebiet beschränken. 
Man könnte noch daran denken, neben der Variation eines konstanten Skalar-
faktors in (3.8.31) noch weitere Variationen des Grundkörpers zuzulassen. 
Legt man den elastischen Eigenschaften von KO überhaupt keine Beschrän-
kungen auf, so folgt trivialerweise die günstigste Konvergenzabschätzung 
dann, wenn der Grundkörper mit dem Realkörper identisch ist. Praktisch 
sind einer Variation des Grundkörpers KO - abgesehen von dem Skalarfaktor 
in (3.8.31) - freilich sehr enge Grenzen gezogen durch die Forderung, daß 
die elastischen Randwert- und Summations probleme im Grundkörper einfach 
- oder zumindest wesentlich einfacher als im Realkörper - zu lösen sein 
müssen. Meist wird man sich wohl mit einer Variation der Querkontraktion 
in einem homogenen und isotropen Grundkörper begnügen müssen, und selbst 
diese ist durch das Postulat einer eigentlich positiv definiten elastischen 
Energie in KO eingeschränkt. Andernfalls "iirden die elastischen Zustände 
des Grundkörpers keinen Hilbert-Raum mehr bilden, und die ganze Beweis-
führung der vorangehenden Ziffern würde hinfällig. 
§ -1. Anwendung auf Randwertprobleme an homogenen Körpern 
".1 (;rundb .. ~rilll' und Grundyoraussl'tzungen 
Wir kommen wieder auf das Iterationsverfahren von § 1.2 zurück. Dort hatten 
wir nach dem Grundgedanken der sukzessiven Belastung von Hetenyi [50] 
die zweite Randwertaufgabe an einer gegebenen Scheibe K + zu lösen versucht 
durch Bestimmung einer Kräftebelegung [R] auf einer mit der Berandung S+ 
des Realkörpers K + kongruenten Kurve (S) im Grundkörper KO (z. B. der 
unendlichen Scheibe), welche in ihrem Innenbereich (K+) genau dieselbe Ver-
zerrung hervorruft wie die auf dem Rand S+ gegebene Kräftebelegung [P] 
im Realkörper K+. Wir hatten mit Q bzw. [Q] den Teil der Kräftebelegung R 
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bzw. [R] auf (8) bezeichnet, welcher vom Außengebiet (K-) der Kurve (8) 
in K O aufgenommen wurde. Auf diese Weise erhielten wir die Funktional-
gleichung 
[R] = [P] + [Q] (4.1.1) 
Die Tensorindizes haben wir in diesen Formeln weggelassen. ""ir suchten die 
Lösung anzunähern durch eine Reihe in den iterativ nach (1.2.6-7), also durch 
RO = [P] 
RV = Qv-l 
(4.1.2) 
(4.1.3) 
bestimmten Kräftebelegungen RV. Die aufsummierte Form dieses Iterations-
verfahrens war nach (1.2.9) 
[R]n+1 = [P] + [Q]n (4.1.4) 
und es wurde gezeigt, daß das Verfahren, falls es konvergiert, nur gegen die 
gesuchte Lösung [R] konvergieren kann. In § 2 haben wir dann, ausgehend 
von Abb. 2.2.1, einige hinreichende Konvergenzbedingungen für allgemeine 
Iterationsverfahren formuliert und in § 3 auf Nichthomogenitätsprobleme an-
gewendet. 
In diesem Paragraphen wollen wir entsprechende tberlegungen für die zweite 
Randwertaufgabe durchführen. Nach § 1.3 erkennt man sofort, daß sich der 
allgemeine Teil dieser Überlegungen auch auf die erste Randwertaufgabe an-
wenden laRsen wird; es ist dazu nichts weiter erforderlich als eine Umdeutung 
der im folgenden eingeführten Operatoren und Symbole (vgI. § 4.6). Gemischte 
Randwertprobleme würden dagegen - wegen einer bereits in § 3.7 erwähnten 
Unsymmetrie des zugehörigen Operators - weitere Untersuchungen erfor-
dern, auf die wir hier nicht eingehen wollen. 'Vir werden über Rechenver-
suche zur zweiten Randwertaufgabe berichten und mögliche "erbesserun-
gen der numerischen Rechenverfahren diskutieren, bemerken aber, daß sich 
die folgenden Überlegungen in ihrem allgemeinen Teil auf beliebige Lösungs-
methoden beziehen, ebenso wie die Konvergenz\-erbesserungsmethodell in § 5. 
Vor einer Konvergenzuntersuchung müssen wir zunächst den in ~ 1.2 offen-
gelassenen Zusammenhang zwischen Q und R näher untersuchen. 'Vir formu-
lieren ihn zunächst symbolisch mit Hilfe von Operatoren, welche die Lösung 
einer Randwertaufgabe darstellen. Hierbei setzen wir stets die Existenz und 
die Eindeutigkeit dieser Lösungen voraus; es wird sich zeigen, daß sich daraus 
bereits der Konvergenzbeweis ergibt. Zunächst sei etwa für eine - innerhalb 
gewisser, von der speziellen Natur des vorgelegten Problems abhängiger Be-
schränktheits- und Differenzierbarkeitsbedingungen (s. u.) - beliebig vor-
gegebene Verschiebung der Randkurve S+ bzw. S- mit der von einem festen 
Punkt aus gemessenen Bogenlänge 8 
10 /\ IV (~(8)) = IV (8) /\ ICi (Xi (8)) = ICi (8) (4./,;») 
die Lösung der ersten Randwertaufgabe an K+ symbolisiert durch 
P = ll+ 11' (4.1.6) 
und an K- durch 
Q = ll- w (4.1.7) 
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Nach (4.1.6) ist also JI+ 10 diejenige Kräftebelegung auf S+ an K+, welche auf 
diesem Rand gerade die Verschiebung 10 1\ 101 (8) hervorruft, und entsprechend 
JI- 10 diejenige Kräftebelegung auf S- an K-, welche dort gerade die Ver-
schiebung 10 1\ Wi (8) bewirkt. Fügen wir nun den Realkörper K+ und den 
Differenzkörper K - zum Grundkörper KO zusammen, und bezeichnen wir mit 
(4.1.8) 
die Kräftebelegung auf (S) in KO, welche auf (S) gerade die Verschiebung 10 
hervorbringt, so gilt für den durch (4.1.8) definierten Operator JIo offenbar 
nach (4.1.1) 
JIO = JI+ + JI- (4.1.9) 
Wir definieren weiter die zu (4.1.6-8) - in einem noch zu erläuternden Sinne -
reziproken Operatoren, welche die Lösung der zweiten Randwertaufgabe an 
K+ und K- sowie einer 8ummationsaufgabe in KO symbolisieren. Zunächst sei 
10 = U+P (4.1.10) 
diejenige Verschiebung auf S+, die eine - bis auf gewisse Beschränktheits-, 
Stetigkeits- und Differenzierbarkeitsbedingungen - beliebige Gleichgewichts-
Kräftebelegung P auf S+ an K + hervorruft, und entsprechend wird der Operator 
U- definiert durch die von einer Gleichgewichts-Kräftebelegung Q auf S- an 
K - hervorgerufene Verschiebung 
10= U-Q 
der Randkurve S-. Schließlich sei 
10= UOR 
(4.1.11) 
(4.1.12) 
die Verschiebung der Kurve (8) in KO unter der Einwirkung der Gleichge,vichts-
Kräftebelegung Rauf (8) in KO. Offensichtlich haben die Operatoren JI+, JI-
und JIo im ebenen Fall die g-Dimension (Dimension im Größenkalkül der 
Physik [79,80], vgl. 8.145) Kraft/Länge2 , die Operatoren U+, U- und UO 
dagegen die g-Dimension Länge2/Kraft. 
Löst man an K+ zunächst nach (4.1.10) die zweite Randwertaufgabe und 
wendet auf die so bestimmte Randverschiebung den Operator fl+ nach (4.1.6) 
an (Lösung der ersten Randwertaufgabe), so kommt man - Existenz- und 
Eindeutigkeitssätze für beide Randwertprobleme vorausgesetzt - auf die 
Identität 
P=fl+U+ P (4.1.13) 
Ent"prechende Cberlegungen für die Gleichungspaare (4.1.7,11) und (4.1.9,12) 
führen auf 
JI+ U+ = fl- U- = flo UO = E (4.1.14) 
Fall" die Lösungen der ersten und der zweiten Randwertaufgabe existieren 
lind eindeutig sind, läßt sich die Reihenfolge der Randwertprobleme in (4.1.13) 
umkehren. Dann tritt an die Stelle von (4.1.13) 
10 = U+ fl+ w (4.1.15) 
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und man erhält an Stelle von (4.1.14) 
U+ II+ = U- II- = ue IIo = E* (4.1.16) 
Die Einheitsoperatoren E und E* lassen sich natürlich beide durch die Multi-
plikation mit der Zahl Eins realisieren; trotzdem wird es sich im folgenden 
als zweckmäßig erweisen, wenn wir den "Einheitsoperator für die Kräfte-
belegungen" E vom "Einheitsoperator für die Verschiebungen" E* formal 
unterscheiden. 
Nun ist der Zusammenhang zwischen Rund Q leicht in symbolische Form zu 
bringen. Man hat einfach die Kräftebelegung Q auf S- an K- aufzusuchen, 
die dort nach (4.1.7) die von der Kräftebelegung Rauf (S) in KO nach (4.1.12) 
bewirkte Verschiebung hervorbringt. Es ist also 
Aus der Funktionalgleichung (4.1.1) wird somit 
[R] = [P] + (Il- C') [RJ 
und aus der Iterationsvorschrift (4.1.2-3) 
RO = [P] 
RV = (JI- U e ) R"-l 
oder in der aufsummierten Form (4.1.4) 
(4.1.17) 
(4.1.18) 
(4.1.1!J) 
(4.l.20) 
(4.1.21) 
Es wird sich später (§ 4.4) zeigen, daß man den Produktoperator Il- ce mit. 
Hilfe des Cauchyschen Hauptwerts eines singulären Integraloperator,o; dar-
stellen kann. Man bemerkt ferner, daß Il- [J0 ein reine,; Zahlengebilde ist und 
somit seine Anwendung die g-Dimension nicht beeinflußt; er eignet sich somit 
zur iterativen Anwendung (vgI. S. 145). 
Für den vom Innengebiet (K+) deI' Kurve (S) aufgenommenen Anteil P dcr 
Kräftebelegung Rauf (S) in K' kölmen wir entsprechend (4.l.17) schreiben 
(4.1.22) 
und man hat nach (4.1.9, 14) die einfache Beziehung 
(4.l.:?3) 
Sie ist im Grunde nichts weiter als eine andere Form von (4.1.1). 
Die Frage, welchen analytischen Bedingungen die zugelassenen Kräftebelegun-
gen und Verschiebungen unterworfen werden müssen, ist je nach der Art des 
vorgelegten Problems verschieden zu beantworten; davon hängt es auch ab, 
welche für einen Existenzbeweis hinreichenden Anforderungen an die Glattheit 
der Kurve (S) gestellt werden müssen. Bei rein numeri",cher Rechnung muß 
man z. B. verlangen, daß Rämtliche auftretenden Funktionen beschränkt :ünd: 
dadurch werden, wie das Beispiel der Rpitzkerben [9, 10] zeigt, Ecken in der 
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Kurve (S) bereits unzulässig. Dies schließt natürlich nicht aus, daß man in 
Einzelfällen auch für eine Spitzkerbe beschränkte Lösungen erhält; ein all-
gemeiner Existenzbeweis wird jedoch unmöglich. Noch schärfer werden die 
Anforderungen an die Glattheit der Kurve (S), wenn man verlangt, daß das 
Spannungsfeld überall in Kü mit Ausnahme der Kurve (S) analytisch ist und 
bei Annäherung an (S) aus (K+) oder aus (K-) auch in der Grenze analytisch 
bleibt. So beziehen sich die Existenz- und Eindeutigkeitsbeweise für die iso-
trope Scheibe in ([3], S. 347) auf Randkurven mit überall stetig differenzier-
barer Krümmung ([3J, S. 75) und stückweise differenzierbarer Belastung mit 
gewissen Beschränktheitsbedingungen an den Ausnahmestellen ([3J, S. 90, 127). 
Auf der anderen Seite kann man die Differenzierbarkeitsbedingungen für (S) 
wesentlich abschwächen, wenn man von den zugelassenen Kräftebelegungen 
und Yerschiebungen nicht mehr Beschränktheit, sondern nur noch beschränkte 
elastische Energie des zugehörigen Spannungsfeldes verlangt. So bemerkt 
Friedrichs zu seinem Existenzbeweis für die - nach der bekannten Analogie 
[59-61, 165] der belasteten Scheibe mathematisch äquivalente - eingespannte 
Platte, daß er sich ohne wesentliche Änderungen auch bei nicht existenter 
Krümmung durchführen lasse ([131], Fußnote 6, S.209). Während Bab1tska, 
Rektorys und Vycichlo [3J mit funktionentheoretischen Hilfsmitteln arbeiten 
und von der Lauricella-Schermanschen Integralgleichung ausgehen, benutzt 
Friedrichs [131J das Prinzip vom Minimum der elastischen Energie. Offenbar 
sind also auch Ecken zulässig, wenn man nur beschränkte elastische Energie 
yerlangt. Einzelkräfte dagegen besitzen auch keine beschränkte elastische 
Energie und erfordern sowohl für den Existenz- wie für den Eindeutigkeits-
beweis [102] gesonderte Betrachtungen. Eindeutigkeitsbeweise für verschiedene 
Randwertaufgaben der eckigen, anisotropen Platte finden sich bei Töpfer [132]; 
auch diese Beweise lassen sich auf analoge Aufgaben bei der Scheibe über-
tragen. 
Wir können im Rahmen dieser Arbeit nicht auf Einzelheiten der Existenz-
und Eindeutigkeitsbeweise eingehen und müssen uns mit vorläufigen Bemer-
kungen begnügen. Man darf wohl als sicher annehmen, daß für die zweite 
Randwertaufgabe mit einer beschränkten Kräftebelegung stets eine eindeutige 
Lösung mit beschränkter elastischer Energie existiert, wenn die Randkurve S+ 
bzw. S- oder die damit kongruente Kurve (S) höchstens eine endliche Zahl 
von Ecken, aber keine Spitzen besitzt, und dasselbe werden wir für die erste 
Randwertaufgabe mit differenzierbaren Verschiebungen voraussetzen. Spitzen 
von (S) werden wir in der folgenden Ziffer sowieso ausschließen müssen. Für 
numerische Rechnungen werden wir zeigen können, daß die zweite Randwert-
aufgabe an der isotropen Scheibe stets eine beschränkte Lösung hat, wenn die 
Belastung stetig ist und stückweise analytisch, d. h. beliebig oft nach der 
Bogenlänge 8 differenzierbar, und 'wenn ferner die Randkurve eine stetige 
Tangente besitzt und bis auf endlich viele Ausnahmepunkte analytisch ist. 
Allgemein mü:;sen an die Yerschiebung auf (S) strengere Anforderungen ge-
stellt werden als an die Kräftebelegung. Denn nach (3.3.13,14, 18) geht die 
Kräftebelegung am Rande einer Scheibe über eine Differentiation aus dem 
Yerschiehungsfeld in der Umgebung des Randes hervor; soll also die Kräfte-
belegung samt der Tangentialspannung am Rande beschränkt sein, so muß 
die '-('!"Schiebung beschränkte Ableitungen besitzen usw. 
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Andere Einschränkungen der zugelassenen Kräftebelegungen und Verschie-
bungen ergeben sich aus mechanischen Überlegungen. So muß sich jede Kräfte-
belegung an einem endlichen Körper im Gleichgewicht befinden, andernfalls 
kann im Rahmen der Elastostatik keine Lösung existieren. Im folgenden 
werden wir nun den Realkörper K + als eine endliche, einfach oder mehrfach 
zusammenhängende Scheibe oder als eine unendliche Vollscheibe mit einem 
oder mehreren einfach zusammenhängenden endlichen Löchern (unendlicher 
Körper dritter Art nach [3], S. 125) voraussetzen. \Vählen wir nun als Grund-
körper KC die unendliche Vollebene, so wird im ersten Fall der Differenz-
körper K- die unendliche Scheibe mit einem endlichen Loch, wozu bei mehr-
fachem zusammenhängendem Realkörper K + noch einige isolierte, endliche 
und einfach zusammenhängende Scheiben kommen. Für die unendliche iso-
trope Scheibe mit einem endlichen, auf den Einheitskreis konform abbildbaren 
Loch finden sich die benötigten Existenz- und Eindeutigkeitssätze in [3]; die 
dort vorgeschriebenen Bedingungen für das Verhalten im Unendlichen ent-
sprechen einem Abklingen des Spannungsfeldes mit 1 ,'{2 in großer Entfernung. 
Eine beliebige starre Bewegung der unendlichen Scheibe wird hierbei zuge-
lassen; anders wäre die erste Randwertaufgabe unter diesen Bedingungen 
nicht für beliebige Verschiebungen zu lösen. Andererseits muß nach dieser 
Vereinbarung die Kräftebelegung ein Gleichgewichtssystem sein. Bei unend-
lichen Scheiben mit mehreren Löchern hat man dafür zu sorgen, daß Volterra-
sche Distorsionszustände (§ § 3.3, 4) nicht auftreten, entweder durch nachträg-
liche Beseitigung oder durch einen einwertigen Ansatz in Verschiebungs-
funktionen. Im zweiten Fall, also für die unendliche Scheibe mit Löchern als 
Realkörper K+, wird aus dem Differenzkörper K- eine einfach zusammen-
hängende Scheibe oder mehrere getrennte Scheiben dieser Art. Die Operatoren 
(4.1.6-12) sind also auch für unendliche Scheiben mit endlicher Berandung 
definiert, wenn man beliebige starre Bell'egungen im Unendlichen zuläßt. Die 
Kräftebelegungen an unendlichen Körpern mit endlicher Berandung dürfen 
dann allerdings auch nur Gleichgewichtssysteme sein; dadurch wird auch die 
AufgabensteIlung für einen unendlichen Realkörper mit Löchern auf Gleich-
gewichtsbelastungen eingeschränkt. 
Für die folgenden Überlegungen treffen wir jedoch zunächst eine andere Yer-
einbarung über unendliche Körper, nach welcher an unendlichen Körpern 
auch Kräftebelegungen zugelassen werden können, die kein Gleichgewichts-
system bilden; man hat sich dann - in anschaulicher Ausdrucksweise -
vorzustellen, daß der Kräftebelegung am endlichen Rand des unendlichen 
Körpers durch ein Kräftesystem im 'Gnendlichen das Gleichgewicht gehalten 
wird. Eindeutigkeit läßt sich dann erreichen, wenn man verlangt, daß das 
Spannungsfeld wenigstens mit l;:{ im rnendlichen abklingt und außerdem 
Yerschiebung und Drehung in einem fest gewählten Punkt gleich Xull setzt: 
der Existenzbeweis läßt sich auf den Fall der Gleichgewichts-Kräftebelegung 
zurückführen, wenn man nur das Spannungsfeld irgend einer Kräftehelegung 
mit entgegengesetzt gleicher resultierender Dyname kennt. Eine derartige 
Kräftebelegung läßt sich aber stets konstruieren mit Hilfe der I-ipannungs-
felder von Kraft- und :\lomentensingularitäten in der unendlichen Yolbcheibe 
[4,6,98]. 
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Wir betrachten nun den ersten Fall, nämlich den Fall eines endlichen Real-
körpers K + und überlegen uns, ob es nichtverschwindende Kräftebelegungen 
Rstarr auf (S) in KO gibt, welche den Bereich (K +) spannungsfrei lassen, al~o 
weiter nichts bewirken als eine starre Bewegung der gesamten Kurve (S) m 
KO. \Vir bezeichnen eine derartige Verschiebung von (S) durch 
(4.1.24) 
wo \1)0 ein fester Vektor in der Scheibenebene und 0 ein fester Vektor senkrecht 
dazu ist (vgl. (3.3.9)). Es ist jedenfalls 
pstarr = II + wstarr = 0 (4.1.25) 
andererseits aber im allgemeinen 
Qstarr = II- wstarr =l= 0 (4.1.26) 
denn die starre Bewegung eines Teilbereichs in einem elastischen Körper läßt 
sich gewiß nicht immer ohne Krafteinwirkung hervorrufen, wenn man Ver-
schiebung und Drehung in einem Festpunkt zu Null gesetzt hat. Nach (4.1.9) 
ist außerdem 
Qstarr = II- wstarr = IIo wstarr = Rstarr (4.1.27) 
Wendet man nun den Operator II- UO nach (4.1.17) auf Rstarr an, so folgt 
(4.1.28) 
Anteile der Form Rstarr reproduzieren sich also bei der Iteration (4.1.19-20) 
und machen damit das Iterationsverfahren in dieser Form divergent. In der 
aufsummierten Form (4.1.21) wird ein Anteil des Typs (4.1.27) in [R] unver-
ändert mitgeführt, während ein derartiger Anteil in [P] wieder zur Divergenz 
des Verfahrens führt. Wir bezeichnen deshalb Anteile dieser Form an der 
Kräftebelegung Rauf (S) in KO als "verbotene Anteile". Zwar tragen diese 
verbotenen Anteile an sich nichts zu dem gesuchten Spannungsfeld in (K+) 
bei; wenn sie aber bei der Iteration über alle Grenzen wachsen, können sie 
durch ihr starkes Überwiegen die numerische Rechnung völlig unmöglich 
machen. Ebenso beeinträchtigen sie die Wirksamkeit der Konvergenzverbesse-
rungiH'erfahren von § 5. Andererseits können wir aus der eindeutigen Um-
kehrbarkeit yon II- UD (§ 4.2) schließen, daß solche verbotenen Anteile, falls 
sie nicht schon in [P] enthalten sind, im Laufe der Iteration höchstens durch 
Rundungsfehler bei numerischer Rechnung neu auftreten können. 
Für die praktische Rechnung ist es also wichtig, derartige verbotene Anteile 
zu erkennen und zu beseitigen. \Vir benützen dazu den folgenden 
Satz 1: Es sei (K +) ein endlicher, von der Kurve (8) berandeter Teilbereich 
der unendlichen Scheibe KO. Das Spannungsfeld einer Kräftebelegung auf (8) 
~oll mindestens mit IJi~i im Unendlichen abklingen, und es seien Verschiebung 
und Drehung in einem festen Punkt von KO zu Null gesetzt ("Festpunkt"). 
Es sei ferner Rstarr eine Kräftebelegung auf (8) in K 0, welche bei einer ge-
wissen \Vahl des Festpunktes weiter nichts bewirkt als eine starre Bewegung 
des Teilbereichs (K+). Dann kann Rstarr keine Gleichgewichts-Kräftebelegung 
sein. 
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Praktisch bedeutet dies, daß man das Vorhandensein eines verbotenen Anteils 
in einer Kräftebelegung Rauf (S) in KO stets daran erkennen kann, daß R 
die Gleichgewichtsbedingungen nicht erfüllt. Der Beweis stützt sich einmal auf 
den in der folgenden Ziffer (§ 4.2) bewiesenen Satz 2, nach dem jede nicht 
verschwindende Kräftebelegung an einem elastischen Körper Arbeit leisten, 
also eine nicht verschwindende Verschiebung hervorbringen muß, zum andern 
auf die ohen angeführten Eindeutigkeitssätze aus [3J, die dort zwar nur für 
die isotrope Scheibe und unter gewissen analytischen Einschränkungen be-
wiesen wurden, bei Erweiterung der zugelassenen Funktionenmenge sich aber 
ohne Zweifel verallgemeinern lassen werden. Nun kann eine Gleichgewichts-
Kräftehelegung an einer starren Bewegung von (S) keine Arbeit leisten, also 
muß jede nicht verschwindende Gleichgewichts-Kräftebelegung auf S- an K-
eine Verzerrung hervorrufen, im ·Widerspruch zu der Forderung, daß beim 
Zusammenfügen von K+ und K- zu Kü der Teilbereich (K+) von KO uuver-
zerrt bleiben soll. Die einzige Gleichgewichts-Kräftehelegung auf (S), welche 
das endliche Innengebiet (K +) unverzerrt läßt, ist also die verschwindende 
Kräftebelegung. Nicht verschwindende Kräftebelegungeu vou Typ Rstarr sind 
also ausschließlich unter den Kräftebelegungen zu suchen, welche die Gleich-
gewichtsbedingungen nicht erfüllen. Entsprechend den drei Freiheitsgraden 
der ebenen Bewegung lassen sich für jeden gegebenen Bereich sämtliche 
Kräftebelegungen vom Typ Rstarr nach (4.1.27) aus drei verschiedenen Kräfte-
belegungen linear kombinieren, nämlich aus einer, die einer Drehung, und 
zweien, die je einer Translation von (K+) in Kü zugehören. 
Der zulässige Problemkreis der zweiten Randwertaufgabe wird durch diese 
Überlegungen nicht eingeschränkt; diese Aufgabe hat an endlichen Körpern 
sowieso nur eine Lösung, wenn die vorgegebene Kräftebelegung [P] die Gleich.· 
gewichts bedingungen erfüllt. Sie können aber dazu dienen, die bei nume· 
rischer Iteration durch Rundungs- und Interpolationsfehler aufgetretenen 
verbotenen Anteile zu beseitigen. Iteriert man in der numerisch stabilen, 
aufsummierten Form (4.1.21), so genügt es, eine beliebige Kräftebelegung 
hinzuzufügen, welche die resultierende Dyname der verbotenen Anteile gerade 
aufhebt. Die damit verbundene Verfälschung der Gleichgewichts-Kräfte-
belegung wird normalerweise so klein sein, daß sie beim ,,-eiteriterieren schnell 
wieder aufgefangen wird. Die resultierende Kraft der verbotenen Anteile 
beseitigt man am einfachsten durch konstante Kräftebelegungen in x- und 
y-Richtung auf (S), und das danach noch verbleibende resultierende Moment 
durch eine konstante Tangentialkraft-Belegung auf (S), deren Moment sich 
durch Multiplikation mit der doppelten Fläche von (K+) ergibt. 
Im zweiten Fall, nämlich für einen unendlichen Realkörper K + mit Löchern, 
tritt an die Stelle von (4.1.25) 
Qstarr = [J- w"tarr = 0 
während andererseits im allgemeinen 
pstarr = [J+ w"tarr =l= 0 
ist. Aus (4.1.9) folgt nun statt (4.1.27) 
pstarr = [J+ wstarr = [J0 w"tarr = R"tarr 
(4.1.29) 
(4.1.30) 
(4.1.31 ) 
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und bei Anwendung des Operators 11- UO 
(4.1.32) 
Beim unendlichen Realkörper K + mit Löchern sind also die Kräftebelegungen 
vom Typ Rstarr "Nullösungen" des Operators II- uo, welche für die Iteration 
keine besonderen Probleme aufwerfen. Enthält der Realkörper mehrere Löcher, 
so ist es nicht einmal notwendig, daß sich die gesamte Kurve (8) in KO starr 
bewegt; es genügt, wenn sich die einzelnen getrennten Teile dieser Kurve für 
sich starr bewegen und damit alle Löcher spannungsfrei bleiben. Für einen 
unendlichen Realkörper K + mit n Löchern hat also der Operator II- UO - ent-
sprechend der Zahl der Freiheitsgrade für die Bewegung jedes Lochs - eine 
genau 3n-parametrige lineare Mannifaltigkeit von NullÖsungen. 
Dieselbe Mannigfaltigkeit von Nullösungen hat der Operator II- UO auch für 
einen endlichen Realkörper K+ mit n Löchern. Hier ist nur die Kräftebelegung 
auf dem äußeren Teil der Kurve (8), welche den gesamten Bereich (K +) ein-
schließlich der Lochränder umschließt, stets so zu wählen, daß sie einerseits den 
Kräftebelegungen an den Lochrändern das Gleichgewicht hält, andererseits 
aber auch jede Verzerrung des äußeren Teiles von (8) durch da:; Spannungsfeld 
der Kräftebelegungen an den Lochrändern unterbindet. In anderer Ausdrucks-
weise (§ 2.5): Der Nullraum des Operators 11- UO hat für einen ebenen Real-
körper mit n Löchern genau 3n Dimensionen. 
Es liegt auf der Hand, daß sich die meisten Überlegungen dieser Ziffer auf den 
räumlichen Fall übertragen lassen; die wichtigsten Modifikationen betreffen 
die Vorschriften über das Verhalten im Unendlichen und die Zahl der Freiheits-
grade einer starren Bewegung. Ferner hat man im Raume zwischen "mehr-
fachem Zusammenhang" und "mehrfacher Begrenzung", also zwischen 
"Löchern" und "Hohlräumen" zu unterscheiden [98]. Eine ins Einzelne 
gehende Untersuchung für den räumlichen Fall steht jedoch noch aus. 
4.2 Das lterationsverfahren im Zustandsraum. Konvergenzbeweis 
In dieser Ziffer stellen wir uns die Aufgabe, einen Hilbert-Raum zu finden, in 
dem der Operator II- UO symmetrisch ist. Dann kann die Konvergenz des 
Iterationsverfahrens (4.1.21) nach den Überlegungen von §§ 2.4-6 aus der 
Existenz und Eindeutigkeit der Lösungen derjenigen Randwert- und Summa-
tionsprobleme gefolgert werden, welche wir in (4.1.6-12) durch die Operatoren 
II ~, II-, IIo, U +, U - und U" symbolisiert haben. Umgekehrt würde ein Existenz-
beweis für die zweite Randwertaufgabe am Realkörper K + vorliegen, wenn 
es gelänge, die Konvergenz des Iterationsverfahrens unabhängig von diesen 
Existenz- und Eindeutigkeitsvoraussetzungen zu zeigen; Existenz- und Kon-
vergenzbeweise sind also, wie wir in dieser Ziffer zeigen werden, gleichwertig. 
In S 4.1 haben wir gesehen, daß Kräftebelegungen vom Typ Rstarr auf (8) in 
KO, welche nichts weiter bewirken als eine starre Bewegung der gesamten 
Kurve (8), mit Ausnahme der verschwindenden Kräftebelegung auf keinen 
Fall die Gleichgewichtsbedingungen erfüllen können. Wir haben ferner ge-
sehen, daß im Falle eines endlichen Realkörpers K + Kräftebelegungen vom 
Typ Rstarr als "verbotene Anteile" unterdrückt werden müssen; man hat 
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also in diesem Falle stets dafür zu sorgen, daß alle vorkommenden Kräfte-
belegungen auf (8) die Gleichgewichtsbedingungen erfüllen. Auf der anderen 
Seite zeigte es sich, daß für die unendliche Scheibe mit endlichen Löchern als 
Realkörper K+ eine Kräftebelegung vom Typ Rstarr eine Nullösung des Ope-
rators II- UO darstellt, also den Verlauf des Iterationsverfahrens nicht beein-
flußt. Wir können also die folgenden Überlegungen ohne eine Einbuße an All-
gemeingültigkeit auf Kräftebelegungen einschränken, welche die Gleich-
gewichtsbedingungen erfüllen, und deren Spannungsfeldcr in einem unendlichen 
Körper mit 1/11:12 nach außen abklingen. Entsprechend beschränken wir uns 
auf Verschiebungsfelder, wie sie von einer Gleichgewichts-Kräftebelegung her-
vorgebracht werden können; dieser Forderung läßt sich jede vorgegebene 
Verschiebung w auf (8) in KO auch nach vVahl eines Festpunktes mit ver-
schwindender Verschiebung und Drehung anpassen, wenn man nur eine 
geeignete starre Bewegung der unendlichen Vollscheibe hinzufügt. Dasselbe 
gilt für vorgeschriebene Randverschiebungen von K+ und K-. 
Bei dieser Einschränkung auf Gleichgewichts-Kräftebelegungen besitzen die 
Operatoren U+, U- und UD in einem "Kräftebelegungsraum" - d. h. dem 
Funktionenraum der Gleichgewichts-Kräftebelegungen - eine wichtige Sym-
metrieeigenschaft, welche wir aus Satz 3, § 3.4 (Betti-Rayleighsche Identität) 
ableiten. Danach ist die Arbeit, welche ein Kräftesystem R in einem elastischen 
Körper an den von einem anderen Kräftesystem R hervorgerufenen Ver-
schiebungen leistet, gleich der Arbeit des Kräftesystems R an den vom Kräfte-
system R im selben Körper hervorgerufenen Verschiebungen und außerdem 
gleich der Wechselwirkungsenergie der beiden zugehörigen Lastspannungs-
zustände. Da wir ein Abklingen des Spannungsfeldes im Unendlichen mit 
1/11:1 2, also des Verschiebungsfeldes mit 1/1!1, vorausgesetzt haben, kann eine 
"unendlich ferne Oberfläche" keinen Beitrag liefern, und wir können diesen 
Satz ohne weiteres auch auf unsere unendlichen Scheiben anwenden. Ver-
stehen wir also unter dem Skalarprodukt 
{~" R} = {R, ;} = ~k (8) ~i (8) d8 (4.2.1) 
(;;) 
die Arbeit der Kräftebelegung R auf der Kurve 8+, 8- oder (8) an der Ver-
schiebung~, so liefert die Anwendung von Satz 3, § 3.4, auf den Realkörper 
K+ mit den Kräftebelegungen P, ß 
A A A {P, U+ P} ={ P, U+ P} = {P U+, P} (4.2.2) 
auf den Differenzkörper K- mit den Kräftebelegungen Q, Q 
(4.2.3) 
und auf den Grundkörper K O mit den Kräftebelegungen R, R 
{R, UD ll} = fR, uO R} = {R UD, R} (4.2.4) 
15 WissenschaftJ. Abhandl., XIV, 1962 
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In Anlehnung an (2.4.12) können wir also schreiben 
U+P=PU+=w 
U-Q = Q U- = w 
UO R = R UO = w 
(4.2.5) 
(4.2.6) 
(4.2.7) 
In derselben Weise leiten wir für die Operatoren 11+, II- und 11° im "Ver-
schiebungsraum" - d. h. dem Funktionenraum der Verschiebungen von S+, 
S- oder So - die folgenden Symmetriebeziehungen ab 
{;V,11+~} = {~,11+;o} = {~11+,;o} (4.2.8) 
{;o, 11- ~} = {~, 11-;V} = {':v 11-, ;o} (4.2.9) 
{;v, 11°~} = {~, 11°;o} = {~11°, ;V} 
oder in Anlehnung an (2.4.12) 
11+w = w11+ = P 
II- w = w 11- = Q 
11° w = w 11° = R 
(4.2.10) 
(4.2.11) 
(4.2.12) 
(4.2.13) 
Die Gleichungen (4.2.11-13) können nach (4.l.14, 16) als Umkehrungen der 
Gleichungen (4.2.5-7) aufgefaßt werden; durch die in allen diesen sechs Formeln 
gleiche Verschiebung w haben wir die Kompatibilitätsbedingung auf (S) in 
KO berücksichtigt, nach welcher die Verschiebung auf (S) in KO eindeutig 
sein muß und nicht etwa bei Annäherung aus (K+) oder (K-) verschiedenen 
Grenzwerten zustreben darf. Dagegen ist die homogene Gleichgewichtsbedin-
gung auf (S) in KO nicht erfüllt, wenn dort eine nicht verschwindende Kräfte-
belegung R angreift, so daß die Kräftebelegungen P an einem Schnitt "dicht 
innerhalb" von (S) nach 
(4.2.14) 
von den negativ genommenen Kräftebelegungen Q an einem Schnitt "dicht 
außerhalb" von (S) verschieden sein müssen. Dies haben wir in den Bezeich-
nungen (4.2.5-7,11-13) ebenfalls berücksichtigt. 
Wir benötigen nun den folgenden 
Satz 2: Ist die Kurve (S) in KO (bzw. S+ an K+ oder S- an K-) glatt bis auf 
endlich viele Ecken, aber frei von Selbstberührungen und Spitzen, und ist 
ferner die quadratische Form (vgl. (3.l.15)) 
g .. § .. g ~ S g .. Q' für S > 0, konstant (4.2.15) 
in KO (bzw. K+ oder K-) überall eigentlich positiv definit, so leistet eine 
nicht verschwindende, stückweise stetige Gleichgewichts-Kräftebelegung auf 
(S) (bzw. S+ oder S-) an KO (bzw. K+ oder K-) an der von ihr hervorgerufenen 
Verschiebung stets eine positive, nicht verschwindende Arbeit. 
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Zum Beweis wenden wir zuerst den Satz 3 von § 3.4 auf K + an. Setzen wir in 
(3.4.18) n; = ~ = 10, so wird aus {~ t} nach dem Clapeyronschen Satz ([2], 
S. 86) die doppelte elastische Energie im Gleichgewichtszustand unter der 
Einwirkung der angreifenden Kräfte; sie ist gleich der Arbeit, die ein zeitlich 
langsam veränderliches Kräftesystem leistet, wenn es von Null beginnend bei 
währendem Gleichgewicht zu dem vorgeschriebenen Endwert anwächst. Außer-
dem verschwinden die Volumenintegrale der zweiten Zeile von (3.4.18), da 
nach Voraussetzung die Kräfte nur auf dem Rand S+ angreifen, und von 
einem "unendlich fernen Rand" kann wegen des vorausgesetzten raschen 
Abklingens des Spannungs- und des Verschiebungsfeldes nach außen kein 
Beitrag kommen. Nun erfüllt das Spannungsfeld im Innern die homogene 
Gleichgewichtsbedingung 
DivQ' = 0 (4.2.16) 
und die homogene Kompatibilitätsbedingung (Beltramische Gleichung) 
Ink (§ .. Q') = 0 (4.2.17) 
(vgl. § 3.3). Also muß Q' im Innern von K+ differenzierbar, und damit erst 
recht stetig sein. Auf dem Rande gilt nun die Bedingung 
(4.2.18) 
Also können nicht alle Komponenten von Q' verschwinden auf einem Teil des 
Randes, wo die Kräftebelegung stetig ist und nicht verschwindet, und damit 
muß Q' wegen der Differenzierbarkeit im Innern auch in einer einseitigen 
Umgebung dieses Randstücks von Null verschieden, also die doppelte elastische 
Energiedichte (4.2.15) positiv sein, falls eine solche einseitige Umgebung im 
Innern von K+ für jeden Punkt von S+ existiert. Das ist aber sicher der Fall, 
wenn S+ stückweise glatt ist und an den Ausnahmestellen höchstens Ecken 
besitzt. Es ist sicher nicht der Fall, wenn sich S- über eine endliche Bogen-
länge von innen selbst berührt. Punktweise Selbstberührung und Spitzen 
würden besondere Untersuchungen erfordern, auf die wir hier verzichten. 
Entsprechende Überlegungen gelten für den Differenzkörper K-, und für (S) 
in KO überlegt man, daß nach (4.2.14) die auf den Teilbereich (K+) wirkende 
Kräftebelegung P und die auf den Teilbereich (K-) wirkende Kräftebelegung 
Q nur dann gleichzeitig verschwinden können, wenn auch R verschwindet. 
Im übrigen schließt man weiter wie oben. 
Hängen nun die Funktionen P, Q, Rund 1C nach (4.2.5-7) zusammen, treffen 
die Voraussetzungen von Satz 2 zu, und ist ferner 
P, Q, R =!= 0, IV =!= w"w.rr (4.2.19) 
schließen wir also neben den verbotenen Anteilen auch die Nullösungen von 
Il- UO bei mehrfach zusammenhängendem Realkörper (§ 4.1, Schluß) aus. ";0 
geIten für die doppelte elastische Energie in (K+), (K-) und KO die folgenden 
Definitheitsbeziehungen 
{P, U+ P} = {IV, [J+ w} > 0 (4.2.20) 
15' 
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{Q, U- Q} = {w,JI-w} > 0 
{R, UO R} = {w,IJü w} > 0 
(4.2.21) 
(4.2.22) 
Wir untersuchen nun, ob sich einer dieser Ausdrücke als Normquadrat für den 
Funktionenraum unseres Iterationsverfahrens eignet. 
Zunächst sind ohne Zweifel die Produktoperatoren 
und 
UO (JI- UO) = UO II- UO 
(II- UO) IIo = II-
in einem rein formalen Sinn symmetrisch. Es ist ferner 
(4.2.23) 
(4.2.24) 
(4.2.25 
diejenige Verschiebung, welche die Kräftebelegung Q = (II- UO) R hervorruft 
wenn man sie auf (S) in KO anbringt. Man könnte also - wiederum rein 
formal - den Operator JI- U O als linksseitig mit UO symmetrisierbar be-
trachten in einem Kräftebelegungsraum mit dem Normquadrat {R, R} und 
als rechtsseitig mit IIo symmetrisierbar in einem Verschiebungsraum mit dem 
Normquadrat {w, w}. Jedoch entspricht weder der Operator U O noch der 
Operator IIo den Anforderungen, die wir an die symmetrisierenden Operatoren 
S) und m in (2.4.42--48) gestellt haben. So läßt sich UO als Integraloperator 
mit logarithmisch, also schwach singulärem Kern [40, 41] darstellen (§ 4.4. A, 
S. 241) er ist also, wenn man nur die Zahlenwerte, nicht aber die g-Dimension 
betrachtet, vollstetig, und sein Spektrum hat im Kräftebelegungsraum mit dem 
Normquadrat {R, R} keine positive untere Grenze, im Widerspruch zu der 
im Anschluß an (2.4.42) gemachten Voraussetzung. Auf der anderen Seite ist 
der Operator IIo im Verschiebungsraum mit dem Normquadrat {w, w} 
- wieder unter ausschließlicher Betrachtung der Zahlenwerte - nicht be-
schränkt, kann also - trotz der Symmetriebeziehungen (4.2.11-13) - nicht 
n dem in § 2.4 definierten Sinne symmetrisch sein. Ein vollstetiger Operator 
iann nicht im selben Funktionenraum eine beschränkte Inverse besitzen 
k2.4.28); die Reziprozitätsbeziehungen (4.1.14, 16) müssen also in einem anderen 
(Sinne verstanden werden. 
Eine befriedigende Formulierung gelingt erst, wenn wir auf jeden Versuch 
verzichten, den Definitionsbereich und den Bildraum der Operatoren UO, Ir 
usw. in demselben Funktionenraum unterzubringen, was wegen der von Eins 
verschiedenen g-Dimension dieser Operatoren ohnehin nur für die Zahlenwerte 
möglich, also physikalisch sinnlos wäre. Es wäre auch mathematisch unbe-
friedigend, da nach den vorausgesetzten Eindeutigkeits- und Existenzsätzen 
Kräftebelegungen und Verschiebungen auf (S) in KO (bzw. auf S+ an K+ oder 
auf S- an K-) umkehrbar eindeutig einander zugeordnet sind, andererseits 
aher bereits bei Betrachtung der Zahlenwerte allein die Verschiebungen und 
die Kräftebelegungen verschiedene Funktionenmengen umfassen (§ 4.1). Dies 
kommt auch in der Vollstetigkeit von UO und der Nichtbeschränktheit von 
JI" im Hinhlick auf die Zahlenwerte zum Ausdruck. 
Wir betrachten also den Raum der Kräftebelegungen und den Raum der 
Verschiebungen auf (S) in KO als zwei verschiedene Funktionenräume, deren 
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Elemente R bzw. w durch die Operatoren UO und Ir umkehrbar eindeutig 
aufeinander abgebildet werden. UO ist im Kräftebelegungsraum erklärt und 
ordnet jedem Element R des Kräftebelegungsraums genau ein Element w des 
Verschiebungsraums zu; Ir andererseits ist im Verschiebungsraum erklärt 
und ordnet jedem Element w des Verschiebungsraums genau ein Element R 
des Kräftebelegungsraums zu, und zwar so, daß diese Zuordnungen umkehr-
bar eindeutig werden. Damit sind auch die Reziprozitätsbeziehungen (4.1.14, 
16) in einwandfreier Weise erklärt. Entsprechendes gilt auch für die Opera-
toren U+, U- einerseits und [J+, [J- andererseits. 
Und nun betrachten wir die Kräftebelegung R sowie die dadurch hervor-
gerufene Verschiebung w auf (8) in XO im Sinne von § 3.1 als gleichwertige 
Repräsentationen eines und desselben elastischen Zustandes g des Grund-
körpers XO. Offenbar sind diese elastischen Zustände g Elemente des in 
§§ 3.4--5 eingeführten Raumes der Lastspannungszustände in KO, und zwar 
umfassen sie gerade den Unterraum derjenigen Lastspannungszustände be-
schränkter elastischer Energie, welche durch eine Gleichgewichts-Kräfte-
belegung Rauf (8) in XO hervorgerufen werden können. Wir werden diesen 
Unterraum im folgenden kurz als "Zustandsraum 8" bezeichnen. 
Dic Räume der Kräftebelegungen und der Verschiebungen werden nur noch 
als zwei dem Zustands raum 8 zugeordnete "Repräsentationsräume" auf-
gefaßt, deren Skalarprodukt nicht weiter interessiert. Im Zustandsraum 8 
definieren wir nun wie in § 3 als Skalarprodukt die elastische Wechselwirkungs-
energie zweier Zustände g und ;; mit (4.2.4, 10) ist demnach 
(4.2.26) 
Daß dieses Skalarprodukt den Forderungen (2.3.1-3) genügt, ist leicht nach-
zuprüfen; nach (4.2.22) ist auch (2.3.4) erfüllt. Der Zustandsraum 8 ist also 
ein Hilbert-Raum, was nach seiner Definition als Unterraum des Raumes der 
Lastspannungszustände im allgemeinen Zustandsraum von § 3 auch zu erwar-
ten war. Damit hat für die "Algebra" der elastischen Zustände von Xc der 
Übergang von der Kräftebelegung R zur Verschiebung w auf (8) in XO nach 
w = UO R bzw. R = [J0 w (4.2.27) 
keine größere Bedeutung als in der Matrizenrechnung [68, 69] der Übergang 
von Spaltenvektoren zu Zeilenvektoren und umgekehrt. \Vir werden uns dies 
für die Konvergenzbeschleunigungsverfahren des nächsten Paragraphen zu-
nutze machen. Ein praktischer Unterschied zwischen UO und [J0 besteht nur 
insofern, als sich U ° mit Hilfe der Fundamentallösung unmittelbar als Integral-
transformation darstellen läßt, während die Anwendung von [J0 im allgemeinen 
gleichbedeutend ist mit der Lösung der ersten Randwertaufgabe an X + und X-. 
Das Iterationsverfahren (4.1.21) in den Kräftebelegungen 
(4.2.28) 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00047869
224 Georg Rieder 
oder das nach (4.2.25) äquivalente Iterationsverfahren in den Verschiebungen 
mit 
[v] = uo [P] 
fassen wir nun auf als Darstellung des Iterationsverfahrens 
(4.2.29) 
(4.2.30) 
(4.2.31) 
mit festem [g*] im Zustandsraum 8. Und zwar ist (4.2.28) die Darstellung 
von (4.2.31) im Repräsentationsraum der Kräftebelegungen, und (4.2.29) die 
Darstellung im Repräsentationsraum der Verschiebungen auf (8) in KO. Der 
Operator [J- [Ta ist nun im Zustandsraum 8 mit dem Skalarprodukt (~.2.26) 
symmetrisch, denn nach (4.2.23) gilt für zwei beliebige Zustände g und g 
{g, 'l)S;} = eR, [Ta ([J- [T0) Il} = {~, [J-~} = {~, [J-~} = {;, CSS g} 
(4.2.32) 
oder entsprechend bei der Rechtsanwendung auf die Verschiebungen nach 
(4.2.25) 
{g, CSS~} = {~ ([J- UO) [J0, ~} = {~" [J- ~} = {~, [J-~} = {~, 'l)s g} 
(4.2.33) 
Damit lassen sich die formalen Rechenregeln (2.4.42-48) und die Spektral-
theorie symmetrisierbarer Operatoren auch auf den Operator [J- [Ta über-
tragen; im Zustandsraum 8 mit dem Skalarprodukt (4.2.26) muß er demnach 
ein reelles Spektrum besitzen. Daß er in diesem Funktionenraum beschränkt 
ist, folgt sofort aus der physikalischen Bedeutung des Rayleigh-Quotien-
ten pg. Denn es ist 
{g, CSs g} {w, [J- w} {w, Q} {R, U a Q} 
pg = -{g-, g-} - = {w, [Ja w} = -{ w-,-R-} = 7{ R=-,-=U=o-'R""'} (4.2.34) 
gerade der Bruchteil der doppelten elastischen Energie des Zustandes gin KO, 
welcher auf das Teilgebiet (K-) von KO entfällt. Er kann also höchstens gleich 
Eins sein. 
Beim Konvergenzbeweis ist nun nach § 2.6 zu zeigen, daß pg eine obere 
Schranke kleiner als Eins hat. Nach Corollar 5.2 von § 2.5 ist das gleich-
hedeutend mit der Forderung, daß der Operator 
[J+ [T0 = E - [J- U o (4.2.35) 
aus (4.1.22) eine positive untere Grenze hat. Nun ist [J+ Co wegen pg ~ I 
sicher nicht-negativ definit. Eine Nulläsung kann der Operator [J+ [Ta nach 
Ausschluß der verbotenen Anteile von § 4.1 auch nicht mehr haben, und eS 
ist nur noch zu zeigen, daß der positive Rayleigh-Quotient von [J+ U a 
Xg = I - pg (4.2.36) 
nicht beliebig nahe an Null herankommen kann. Das ist aber sicher der Fall, 
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wenn ll+ UO im selben Zustandsraum 8 eine Inverse besitzt (vgl. (2.4.35)). 
Eine solche Inverse läßt sich aber immer dann konstruieren, wenn die durch 
U+ und ll+ symbolisierten Randwertaufgaben für die zugelassenen Kräfte-
belegungen und Verschiebungen stets eine eindeutige Lösung haben. Es ist 
dann 
(ll+ UOt1 = llo U+ 
denn es gilt nach (4.1.14, 16) 
(ll+ UOt1 (JI+ UO) = llo U+ ll+ UO = JIo E* UO = E 
bzw. (JI+ UO) (JI+ UOt1 = ll+ UO llo U+ = JI+ E* U+ = E 
(4.2.37) 
(4.2.38) 
Die Konvergenz des Iterationsverfahrens ist also gesichert in allen Fällen, in 
denen die benötigten Existenz- und Eindeutigkeitssätze für K + und K - vor-
liegen, d. h. also insbesondere nach ([3], S. 340ff.) für "hinreichend glattes" 
(8) und "hinreichend glatte" Kräftebelegungen und Verschiebungen ([3], 
S. 75, 90, 127) an einer isotropen Scheibe. Wahrscheinlich lassen sich diese 
Überlegungen im Anschluß an die Untersuchungen von Friedrichs [131] und 
Töpfer [132] auch auf eckige und anisotrope Scheiben erweitern. In den 
folgenden Ziffern werden wir noch einen unabhängigen Konvergenzbeweis für 
isotrope Scheiben mit glattem Rand und stetige Kräftebelegungen geben. 
Wir entnehmen daraus weiter, daß der Operator 
I2lS = G: - ens 1\ JI+ UO = E - ll- UO (4.2.39) 
im Zustandsraum 8 eigentlich positiv definit ist. Somit läßt sich nach (2.6.22) 
die Gleichung 
I2lS [g] = [g*] 1\ (JI+ CO) [R] = [P] (4.2.40) 
gegen deren Lösung das Iterationsverfahren (4.2.31) konvergiert, auffassen 
als Eulersche Gleichung des Variationsproblems 
} {[g], I2ls [g]} - {[g], [g*J} = min ([g]) (4.2.41) 
In den Kräftebelegungen und Verschiebungen auf (8) in KO ausgedrückt geht 
(4.2.41) über in 
~. {[w], JI+ U O [R]} - {[w], [PJ} = min ([R]) (4.2.42) 
mit 
[w] = UC [R] (4.2.43) 
(4.2.42) ist aber nichts anderes als das Prinzip vom Minimum der potentiellen 
Energie im Teilbereich (K+) von KO und somit auch in K+ [1, 2, 31-37, IOH-IlO]. 
Denn offenbar ist 
1 1 
:) {[w], JI+ er [R]} = :) {[w], JI+ [u']} 
- -
(4.2.44) 
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die elastische Energie im Teilbereich (K+) von KO und das zweite Glied von 
(4.2.42) die Arbeit, die die gegebenen Kräfte [P] an der variablen Verschiebung 
[w] leisten. Wir haben also in (4.2.42) nur ein bekanntes Variationsprinzip in 
den Kräftebelegungen und Verschiebungen auf (S) in KO formuliert. Aus 
dieser Formulierung werden wir in § 5 einige Konvergenzverbesserungs-
verfahren in bekannter 'Weise herleiten. 
M.it (4.2.38) ist zwar die Konvergenz des Iterationsverfahrens gezeigt; über 
die Schnelligkeit der Konvergenz läßt sich daraus jedoch noch nichts ent-
nehmen. Einen ersten groben Anhalt gewinnt man aus der physikalischen 
Bedeutung des Rayleigh-Quotienten (4.2.34); das Verfahren wird danach um 
so schneller konvergieren, je kleiner der auf (K-) entfallende Anteil der elasti-
schen Energie der jeweiligen Spannungsfelder ist. In ganz grober Abschätzung 
wird man danach um so bessere Konvergenz erwarten können, je "steifer" 
sich (K +) relativ zu (K-) gegenüber der gegebenen Belastung verhält. In 
Abb. 4.2.1 sind einige Beispiele gezeichnet. So wird man etwa erwarten können, 
0,,0 b) 
Abb. 4.2.1. Zur Abhängigkeit der Konvergenz-
abschätzung von Bereichsform und Belastung 
daß man mit dem Realkörper (a) für allseitigen Druck oder Zug bessere 
Konvergenz erreichen wird als für den unendlichen gelochten Realkörper (b). 
Für allgemeine Belastungen sind die Realkörper (a) und (b), wie sich zeigen 
wird, im Hinblick auf die Konvergenz des Iterationsverfahrens etwa gleich-
wertig. 'Vesentliche Unterschiede werden vor allem bei langgestreckten Real-
körpern einerseits und unendlichen Realkörpern mit langgestreckten Löchern 
andererseits auftreten. So führt etwa der Belastungsfall (c) an einer lang-
gestreckten Scheibe sicher auf bessere Konvergenz als der Belastungsfall (d) 
an einem Loch von gleicher Form, denn im ersten Fall (c) geht beim Auf-
bringen der Belastung im Grundkörper KO der größere Teil der elastischen 
Energie sicher in den Teilbereich (K+); im zweiten Fall (d) aber sind (K+) 
und (K-) gegenüber (c) vertauscht. Auf der anderen Seite dürfte eine im 
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wesentlichen "biegende" Belastung im Fall (e) sicher schlechter konvergieren 
als im Fall (f). Freilich hat man damit noch keine zahlenmäßige Abschätzung 
für den Konvergenzfaktor ; auch hat man zu bedenken, daß nach einigen 
Iterationsschritten das Bild der Belastung völlig anders aussehen kann. Nach 
einer bekannten Gesetzmäßigkeit [68,69, 130] werden sogar im Laufe der 
Iteration die schlecht konvergenten Anteile der Belastung immer stärker her-
vortreten. Immerhin erlauben solche Überlegungen wenigstens eine grob-
qualitative Voraussage für den nächsten Iterationsschritt. Etwas zuverlässigere 
Aussagen suchen wir nun im folgenden durch Untersuchung des Spektrums 
von ll- [;'0 in zwei einfachen Sonderfällen zu gewinnen. 
4.3 Das Eigenwl'rtproblem für Il- [T0. Eigenfunktionen für die isotrope Halbebene und 
die isotrope Kreisschl'ibl' 
Wir haben in der letzten Ziffer gesehen, daß sich die Anwendung des Operators 
Il- UD von links auf eine Kräftebelegung R und die Anwendung von rechts 
auf eine Verschiebung w auf (8) in KO auffassen lassen als die Darstellung der 
Anwendung eines symmetrischen Operators Cßs auf ein Element g des Zu-
standsraums 8 aller Lastspannungszustände beschränkter elastischer Energie 
im Grundkörper KO, welche durch eine Gleichgewichts-Kräftebelegung auf (8) 
in KO hervorgerufen werden können. Das Skalarprodukt im Zustandsraum 8 
ist durch (4.2.26) erklärt. Nach § 2.4 muß nun der Operator CßS und damit 
auch seine Darstellung ll- UD im Zustandsraum 8 ein reelles Spektrum be-
(I) 
sitzen; gehören zu diesem Spektrum Eigenwerte f1 i mit Eigenelementen g 
nach (2.4.14-18), so erfüllen sie die Gleichung 
(i) (i) 
CßS g = f1i g 
oder in der "Kräftebelegungsform" 
(i) (i) 
(Il- UD) R = f1i R 
und in der "Verschiebungsform" 
(0 (0 
w (Il- UD) = f1i W 
(4.3.1) 
(4.3.2) 
(4.3.3) 
wobei die Kräftebelegungsform und die Ver"chiebung;:form miteinander yer-
knüpft sind durch 
(i) (i) 
U' = UD R bzw. 
(i) (i) 
R=JPu' (4.3.4) 
Anschaulich bedeutet die Gleichung (4.3.2), daß sich für eine Eigenfunktion 
(i) 
von ll- UD die Kräftebelegung R und ihr vom Außengebiet aufgenommener 
(i) 
Anteil Q nur durch den konstanten Zahlfaktor f11 unterscheiden. 
Die nach (2.4.15) normierten Eigenfunktionen erscheinen jetzt in der Kräfte-
belegungsform als 
(i) (i) 
<i> R R 
R = d{ (i) (i)} = I/{ (i.) (i)} r R, uo R r U', R 
(4.3.5) 
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und in der Verschiebungsform als 
(i) (i) 
<i> W W 
W = 1/{(i) (i)} = l/{(i) (i)} 
Y w, [Pw Y w, R 
(4.3.6) 
Aus der Orthogonalitätsrelation (2.4.16) wird jetzt 
{ <i> <i>} {<i> To<i>} {<i> o<i>} g, g = R, L R = w, [J w 
{
<i> <i>} ,j:. <i> <i> 
= w, R = ':t' w", (8) Rex (8) d8 = Oij 
(8) 
(4.3.7) 
wo für die Vektorindizes IX die Summationsvereinbarung gilt und Oij das 
Kronecker-Symbol bedeutet. Orthogonalität zweier Zustände bedeutet also 
physikalisch, daß ihre Wechselwirkungsenergie verschwindet. 
<i> <i> <i> 
Ist der Zustand g mit den Darstellungsfunktionen Rund wein Eigenelement 
des Operators '1)s 1\ [J- uo, so ist er nach (4.2.39) und Satz 5, § 2.5 auch 
ein Eigenelement des Operators ~s 1\ [J+ UO mit dem Eigenwert 
Xi = 1 - {li (4.3.8) 
Schwieriger ist die Frage zu beantworten, ob der Operator [J- UO überhaupt 
Eigenwerte und Eigenfunktionen besitzt. Bevor wir diese Frage in etwas all-
gemeinerer Form untersuchen, wollen wir zunächst einmal die Eigenfunk-
tionen in zwei einfachen Sonderfällen bestimmen. Der erste dieser bei den 
Fälle, nämlich die isotrope Halbebene, gehört zwar nicht zu den bisher aus-
schließlich von uns betrachteten Scheiben mit endlicher Berandung; die 
Definition der Eigenfunktionen ist jedoch leicht auf diesen Fall zu übertragen; 
außerdem ist ihre Bestimmung in diesem Fall am einfachsten und liefert 
bereits wertvolle Hinweise auf das Verhalten anderer Bereichsformen. Bei der 
isotropen Kreisscheibe werden wir ein reines Punktspektrum finden mit einem 
vollständigen System von Eigenfunktionen und genau drei Eigenwerten, von 
denen einer einfach ist und die beiden anderen Häufungspunkte sind. 
Besitzt der Operator Q38 1\ [J - U ° ein vollständiges System von normierten 
<i> <i> <i> 
Eigenelementen g mit den Darstellungsfunktionen Rund w, so kann man 
diese als die Basisvektoren eines Cartesischen Koordinatensystems im Zu-
standsraum /3 auffassen, welches dadurch ausgezeichnet ist, daß das Iterations-
>erfahren (4.2.28-31) auf seinen Achsen in geometrischer Progression fort-
schreitet, wobei allerdings das Verhältnis {li auf seinen Achsen im allgemeinen 
verschieden ist. In diesem Fall gelten für einen beliebigen Zustand g und 
seine Repräsentationen Rund 10 die Entwicklungen 
+~ +00 +00 
R = L TiR~ Q = (II- UC) R = L {l; Ti<Jt, P =(IT+ UG) R = LXi ri1! 
i=-"'Xl ;=-00 i=-oo 
(4.3.9) 
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+'N +00 
."'-' 
" <i~ 
W =.i..J fi W, 
i=-X! 
v = 10 ([[- UG) = L fii fi~~~ " <;> u = W ([[+ UC) = .i..J Xifi W 
i=-oo i=-;XJ 
mit den Entwicklungskoeffizienten 
(4.3.10) 
{ <i>} {<i>} ri = U', R = w, R (4.3.11) 
und dem Normquadrat, also der doppelten elastischen Energie in K 0 
+00 
{w, R} = {R, UO R} = {w, Ilo w} = L fi 2 (4.3.12) 
i=-~ 
Kennt man die Eigenfunktionen, so kann man die erste Randwertaufgabe 
durch Reihenentwicklung lösen, indem man die vorgegebene Verschiebung [w] 
auf (8) für w in (4.3.11) einsetzt. Zur Lösung der zweiten Randwertaufgabe 
mit vorgegebener Kräftebelegung [P] entwickelt man (4.2.40) beiderseits nach 
(4.3.9) 
(4.3.13) 
mit den unbekannten Koeffizienten er;] der Entwicklung 
+00 
"\' <i> 
[R] = L.; [rl] R (4.3.14) 
i=-oo 
Sie wird gelöst durch 
1 {<i> } 
er;] = - w, [P] 
Xi 
(4.3.15) 
Das gesuchte Spannungsfeld wird nun aus den bekannten Spannullgsfeldern 
<i> 
der Kräftebelegungen R zusammengesetzt. 
<I> 
Da sich nach (4.3.2) die Kräftebelegung Rauf (8) in KC nur um den kon-
<i> <i> 
stanten Faktor Xi bzw. fii von ihren Anteilen P bzw. Q unterscheidet, die von 
(K+) bzw. (K-) aufgenommen werden, gelten zu (4.3.7) analoge Orthogonalitäts-
beziehungen auch in K+ und K-. Mit anderen Worten: die Wechselwirkungs-
<;> <j> 
energie der von den Eigenfunktionen Rund R mit i 4= j hervorgerufenen 
Spannungsfelder verschwindet nicht nur im Grundkörper K0 als Ganzes, 
sondern auch in den Teilbereichen (K+) und (K-) für sich. Die Entwicklung 
(4.3.14) approximiert also die gesuchte Lösung optimal nicht nur in bezug 
auf die Norm V {w, [[0 w}, sondern auch in Bezug auf die Norm V {/C, Il+ w}, 
d. h. bezüglich der elastischen Energie in K +. Dies ist aber die optimale 
Annäherung im Sinne der Bergmanschen Reihenentwicklung; das Lösungs-
verfahren (4.3.13-15) stellt also einen Sonderfall der Bergmanschen ~Iethode 
[36-39] dar, bei dem sich die verwendeten Orthogonalfunktionen dadurch 
auszeichnen, daß sie gleichzeitig Eigenfunktionen des Operators Il- UO sind. 
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Für die praktische Lösung von Randwertproblemen kommen sie indessen aus 
dem Grunde kaum in Frage, da sie meist - von wenigen einfachen Aus-
nahmen abgesehen - nur mit sehr großem Aufwand in brauchbarer Näherung 
numerisch zu gewinnen wären. Für die Bergmansche Entwicklung genügt aber 
ein beliebiges, bezüglich der elastischen Energie in K + als Normquadrat 
orthogonales Funktionensystem ; die Verwendung von Eigenfunktionen eines 
Operators bringt keine besonderen Vorteile, ganz abgesehen von der Frage, 
ob der Operator überhaupt ein vollständiges System von Eigenfunktionen 
besitzt. Die folgende Untersuchung des Spektrums von ll- UO dient denn 
auch nicht so sehr der Bestimmung von Eigenfunktionen für die praktische 
Rechnung als vielmehr der Gewinnung von Anhaltspunkten für die Wirksam-
keit der Konvergenzverbesserungsverfahren von § 5. 
Die Bestimmung der Eigenfunktionen der beschriebenen Art gestaltet sich 
für die Halbebene und die Kreisscheibe deshalb besonders einfach, weil für 
beide Bereichsformen vollständige Funktionensysteme bekannt sind, welche 
die Differentialgleichungen für die Verschiebungen lösen (vgl. den analogen 
Fall der Kreisringplatte bei Hoppe [61]). Man hat also nichts weiter zu tun, 
als diese Lösungen zu orthogonalen Linearkombinationen zusammenzufassen, 
was um so einfacher ist, als diese Funktionensysteme die trigonometrischen 
Funktionen enthalten, die bei verschiedener Periodenlänge sowieso orthogo-
nal sind. Für jede Periodenlänge ergeben sich vier linear unabhängige, zwei-
komponentige Vektorfunktionen, die man in dem durch (4.3.7) erklärten 
Sinne zu orthogonalisieren hat. \Vir übergehen die etwas langwierige, im 
übrigen aber elementare Rechnung und begnügen uns mit der Angabe der 
Differentialgleichung und der Ergebnisse. Sie gestatten die Lösung von Rand-
wertproblemen mit vorgegebenen Belastungen oder Verschiebungen auf den 
Rändern der Halbebene und der Kreisscheibe ohne weitere Zuhilfenahme der 
Differentialgleichung durch eine Reihenentwicklung, welche die gesuchte 
Lösung optimal im Energiemittel approximiert. 
4.3 . .-\.. Die Eigenfunktionen der Halbebene. 
Bezeichnen wir mit 1l und v die Verschiebungskomponenten in x- bzw. y-Rich-
tung und mit A die Querkontraktionszahl, so erhält man für die Verschie-
bungen des ebenen Spannungszustandes das Gleichungssystem *) 
~u ~u ~v 
2 A ax2 + (A - 1) ay2 -1- (ult + I) ax dy = 0 
a2 v a2 v a2 u 
2A ay2 + (A - 1) ax2 + (A + I) ax ay = 0 (4.3.16) 
Wir suchen nun Lösungen in der Vollebene, welche unter der Einwirkung 
einer Belastung auf der x-Achse das Eigenwertproblem (4.3.1-3) lösen. An-
schaulich ausgedrückt bedeutet dies, daß wir vektorielle Belastungsfunktionen 
(I)J\ (x) auf der x-Achse suchen, welche so beschaffen sind, daß die bei einem 
Schnitt dicht unterhalb bzw. dicht oberhalb der x-Achse zur Aufrechterbaltung 
de'l Verzerrungszustandes notwendigen Kräftebelegungen (i)<;j) (x) bzw. (i)~ (x) 
*) Ygl. auph (134). 
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in jedem Punkt mit (i)9t (x) richtungsgleich sind und sich von (i)9t (x) nur 
durch einen konstanten Faktor unterscheiden. ~Wir schreiben nur die Eigen-
funktionen für eine Periodenlänge an; die angeschriebenen Indizes beziehen 
sich nur auf die zu einer Periodenlänge gehörige Vierergruppe. Zu jeder Eigen-
funktion schreiben wir neben den Eigenwerten fti bzw. 'Xi von II- UOundII+ UO 
den Quotienten 1 - fti an, ferner die Kräftebelegungs- und die Verschie-
fli 
bungsform sowie das Verschiebungsfeld in der unteren Halbebene (K +) und 
der oberen Halbebene (K-). Die einzelnen Vektorfunktionen schreiben wir 
als Spaltenmatrizen, und zwar oben die x-Komponente und unten die y-Kom-
ponente; auf die Normierung der Eigenfunktionen verzichten wir hier und 
beziehen alle Funktionen auf den Betrag w der Verschiebung auf der x-Achse, 
der sich für sämtliche Eigenfunktionen in diesem Fall als eine Konstante 
ergibt, ebenso wie die Beträge der Kräftebelegungen. Man bestätigt leicht 
die Orthogonalitätsrelationen (4.3.7); daß die Kräftebelegungen und Ver-
schiebungen in diesem Fall auch untereinander im gewöhnlichen Sinne ortho-
gonal sind, ist dagegen Zufall und wird sicher nicht für beliebige Bereichs-
formen zutreffen. 
Die zu einer Periodenlänge 2 n/y gehörigen Eigenfunktionen erhalten wir 
damit in folgender Form: 
1. Eigenfunktion: 
a) Eigenwert: 
.ß+l I-fll=3.ß-l 
ftl = 4 .ß ft1 .ß + 1 
b) Verschiebung und Belastung auf der x-Achse: 
(1) _ (1) A (COS Y X) (1)9t = 2 G h (l)~ 4.ß (COS Y X) 
\tl - W sin y X ' Y 3 jt - 1 ,sin y x 
c) Verschiebung in der unteren Halbebene (K+): 
(l)\tl+ = (1){;, (C~s Y x) e;'Y 
,smyx 
d) Verschiebung in der oberen Halbebene (K-): 
A (cos y X (1 - 2 /~'t +_ \ y y)) 
(1)\tl- = (l)w e-"!Y 
. ( 2.ß+l ) 
sm y x 1 + 3.ß _ 1 Y Y 
G ist der Schubmodul, h die Scheibendicke. 
2. Eigenfunktion: 
(4.3.17) 
(4,3,18) 
(4.3,19) 
(4,3.20) 
Diese besitzt denselben Eigenwert wie die erste und ergibt sich aus ihr durch 
die Substitution 
(1){;,11 (2)~ 
COS Y xllsin y x 
sin y xjj- cos y x (4,3.21) 
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3. Eigenfunktion: 
a) Eigenwert: 
Georg Rieder 
3.# - 1 
/13 = 4.# 
1-/13= .#+1 
/13 3.# - 1 
.# + 1 ~3 = 4":IT (4.3.22) 
b) Verschiebung und Belastung auf der x-Achse: 
(3)\1.) = (3)1-;; ( co~ y X) , (3)sn = 2 G h (3)1~ Y 4.# (Co~ y x ) 
- sm y x 3.# - 1 - sm y x 
e) Verschiebung in der unteren Halbebene (K +) : 
(3)\1.)+ = (3); (_ ::~ yy : ((: 4 2 3: :-: 1 Y YJ) e"/Y 
-2 3 .#_I YY) 
d) Verschiebung in der oberen Halbebene (K -) : 
4. Eigenfunktion: 
(3)\1.)- = (3)~ ( cos. Y x ) e-"/Y 
- smyx 
(4.3.23) 
(4.3.24) 
(4.3.25) 
Diese besitzt denselben Eigenwert wie die dritte und ergibt sich aus ihr durch 
die Substitution 
(3)~11 (4); 
cos y xllsin y x 
sin y x 11- cos y x (4.3.26) 
Die Lösung einer Randwertaufgabe durch Reihenentwicklung geht nun so 
vor sich, daß man zunächst die Eigenfunktionen nach (4.3.5,6) normiert; 
hierbei wird nach (4.3.7) weder UO noch IIo explizit benötigt. Mit den nor-
mierten Eigenfunktionen rechnet man dann nach (4.3.9-11) weiter; auf diese 
Weise erhält man die Reihenentwicklungder Belastungsfunktion[R] /\ [sn (x)], 
welche in der vollen Ebene auf der x-Achse angebracht dieselbe Verzerrung 
und dasselbe Spannungsfeld hervorruft wie die vorgegebene Verschiebung auf 
der x-Achse oder wie die gegebene, auf der x-Achse an der unteren Halbebene 
angebrachte Belastung im Gebiet unterhalb der x-Achse. Da die zugehörigen 
Yerschiebungsfelder für die einzelnen Reihenglieder bekannt sind, kann man 
danach in einfacher Weise die Reihenent~icklungen für jede gewünschte Größe 
des gesuchten Spannungsfeldes gewinnen. Bei periodischen Belastungen oder 
"erschiebungen normiert man über die Periodenlänge L; danach ergibt sich 
~ 1 3..,({-1 IV 3 .#-1 
U'= /SGh.#yL =4 nGh.#n (4.3.27) 
wo n die Zahl der Perioden des Reihengliedes im Periodenintervall der Länge L 
ist. Im übrigen kann man auch die Komponenten der gegebenen Funktionen 
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einzeln in eine Fourier-Reihe entwickeln und daraus die Reihenentwicklung 
nach den Funktionen (4.3.17-26) durch Koeffizientenvergleich bestimmen; 
dann kommt man ohne Normierung aus. Schließlich kann man auch ent-
sprechend der Bemerkung im Anschluß an (4.3.15) die Normierung auf die 
untere Halbebene K + beziehen, indem man den Faktor ~ = 1/(1 - pi) in die 
Xi 
Normierung (4.3.27) mit hereinnimmt. Dann liefert die Reihenentwicklung 
der gegebenen Belastung bzw. Verschiebung unmittelbar die Belastungs-
funktion [R] 1\ [m (x)]. Bei der Behandlung nicht-periodischer Belastungen und 
Verschiebungen mit Hilfe des Fourier-Integrals wählt man L gleich der Einheit. 
Die Vollständigkeit des Orthogonalsystems (4.3.17-26) ergibt sich aus der 
bekannten Vollständigkeit des Systems der trigonometrischen Funktionen und 
der leicht nachprüfbaren Eigenschaft, daß sich die vier Fourier-Komponenten 
einer vektoriellen Belastungs- oder Verschiebungsfunktion auf der x-Achse für 
jede Periodenzahl aus der zur seI ben Periodenzahl gehörigen Vierergruppe der 
Eigenfunktionen (4.3.17-26) linear kombinieren lassen. Wichtig ist ferner noch 
die Bemerkung, daß nach (4.3.19-20,24-25) die Verschiebungs- und damit 
die Spannungsfelder mit wachsender Periodenzahl immer stärker nach außen 
exponentiell abklingen und daß das Eigenwertproblem (4.3.1-3) für die Halb-
ebene nur zwei symmetrisch zu 0,5 gelegene Eigenwerte hat, auf die sich die 
Eigenfunktionen bei Abzählung nach wachsender Periodenzahl gleichmäßig 
verteilen. Es ist danach zu erwarten, daß an einem beliebigen glatten Rand 
die Eigenfunktionen mit wachsender Periodenzahl eine ähnliche Gestalt an-
nehmen und daß sich ihr Spannungsfeld nach beiden Seiten immer mehr auf 
die nächste Umgebung der Randkurve konzentriert. Da somit die weiter ent-
fernten Teile der Kurve mit merklich veränderter Richtung immer weniger 
aufeinander einwirken, wird auch das Verhältnis der elastischen Energien auf 
beiden Seiten dem entsprechenden Verhältnis bei der Halbebene vermutlich 
immer näher kommen. Das bedeutet, daß die Werte (4.3.17, 22) für Bereiche 
mit beliebigen, stückweise glatten Randkurven zumindest als Häufungsstellen 
der Eigenwerte auftreten werden. Wir werden diese Vermutung für die Eigen-
funktionen der Kreisscheibe sofort bestätigen können. 
4.3.B. Die Eigenfunktionen der Kreisscheibe. 
Vorgelegt sei eine Kreisscheibe vom Halbmesser a mit dem Ursprung als 
Mittelpunkt; wir führen Polarkoordinaten (2, rp ein, wo (2 den durch a dividierten 
Radiusvektor und rp den entgegen dem Uhrzeigersinn genommenen Winkel 
mit der x-Achse bedeutet. Bezeichnen wir ferner mit u und v die durch (l 
dividierten Radial- und Tangentialkomponenten der Verschiebung, so erhalten 
wir das Gleichungssystem für die Verschiebungen des ebenen Spannungs-
zustandes 
2..,{f -+---- +(..,{f-I)--+(..,{f+I)----(3..,{f-l)--=0 (
02 u 1 oU U) 1 02 U 1 02 V 1 ov 
o (22 (2 0 (2 (22 (22 0 rp2 (2 0 (2 0 rp (/ 0 g; 
1 02 U 10u 
+ (..,{f+ I) ~ +(3..,{f -1) 2'l =0 (2 u(2urp (! up 
102 v (02 V lov v) 2..,{f-_+(..,{f-1) -+----
r/ og;2 oe2 e oe rl 
(4.3.28) 
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Die Verschiebungsgleichungen für den ebenen Verzerrungszustand gehen dar-
aus hervor durch die Substitution 
vii [[vII-1 (4.3.29) 
und die analogen Gleichungen für die Schaeferschen Spannungsfunktionen der 
Platte (§ 1.3) erhält man aus (4.3.28) durch die Substitution 
vII[[- vii (4.3.30) 
Wir suchen vektorielle Belastungsfunktionen (1)0\ (<p) auf dem Kreisumfang, 
welche so beschaffen sind, daß die bei einem Schnitt dicht innerhalb bzw. 
dicht außerhalb des Kreisumfangs zur Aufrechterhaltung des Verzerrungs-
zustandes notwendigen Kräftebelegungen (tlc.p (<p) bzw. (i)Q (<p) mit (i)0\ (<p) 
richtungsgleich sind und sich von (i)0\ (<p) nur durch einen konstanten Faktor 
unterscheiden. 
Für das zu (4.3.28) mit (4.3.JO) analoge Gleichungssystem hat Hoppe [61] ein 
vollständiges System periodischer Lösungen an Kreisscheibe und Kreisring 
angegeben; wir haben daraus für jede einzelne Periodenzahl Linearkombinatio-
nen zu bilden, welche die genannten Bedingungen und damit die Operator-
gleichung (4.3.2) erfüllen. Wir übergehen die einfache Rechnung und geben 
sofort die Ergebnisse an. y bedeutet jetzt die Periodenzahl auf dem Kreis-
umfang und ist damit im Gegensatz zu (4.3.17-26) eine dimensionslose Zahl; 
ebenso sind jetzt u und v dimensionslos. Zu den Kräftebelegungen bemerken 
wir, daß sie zwar als Funktionen des Winkels<p angegeben werden, aber auf 
die Längeneinheit des Kreisumfangs bezogen sind. Im übrigen ist die Be-
zeichnungsweise dieselbe wie bei der Halbebene ; auch der durch a dividierte 
Betrag w der Verschiebung auf dem Kreisumfang (8) ist wieder konstant. 
(K+) ist das Innengebiet und (K-) das Außengebiet des Kreises, und zur 
Kennzeichnung der Eigenfunktionen verwenden wir sinngemäß Doppelindizes, 
deren erster die Nummer in der jeweiligen Vierergruppe und deren zweiter die 
Periodenzahl ist. 
Damit erhalten wir die folgenden Eigenfunktionen: 
1. Gruppe: 
a) Eigenwert: 
b) Verschiebung und Belastung auf dem Kreisumfang: 
vii + I 
"'1 = 4v11 (4.3.31) 
(1. ')w = (1. y);;. (c~s Y <P), (1, 1')0\ = 2 G h (1,1')(;; (y + 1) 4 vii (c~s Y <p) 
. sm y <p 3.ß - 1 Sill Y <p 
(4.3.32) 
c) Verschiebung im Innengebiet (K+): 
A 1 (1, l')w+ = (l,1')W X 
3..1t-l 
X (eos y <p {- el+r [(..It + l)y - 2 (..It - 1)] + e-1+1' (A + 1) (y + I)}') 
sin y <p { el+)' [(A + 1) Y + 4 A] - e-1+)' (A + 1) (y + I)} 
(4.3.33) 
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d) Verschiebung im Außengebiet (K-): 
(I, yl\1>- = (1, Yll~ (c~s Y fP) o-l-y (4.3.34) 
ßmy fP ~ 
Die Periodenzahl y = 0 ist wegen einer Singularität im Mittelpunkt aus-
zuschließen; wir 'werden diesen Fall konstanter Normalbelastung weiter unten 
behandeln. Nach (4.3.34) klingen die Spannungsfelder im Außengebiet nach 
einer einheitlichen Potenz von e ab; sie entsprechen also dort einer höheren 
Punktsingularität. Als niedrigste dieser Singularitäten erkennt man für e = 1 
ein "Doppelmoment" im Ursprung. 
2. Gruppe: 
Diese besitzt denselben Eigenwert wie die erste und ergibt sich aus ihr durch 
die Substitution 
3. Gruppe: 
a) Eigenwert: 
A+ 1 
/13 = 4A 
(1, rl1vll(2, yliV 
cos y fPll- sin y fP 
sin y fPllcos y fP 
1 - /13 
/13 
b) Verschiebung und Belastung auf dem Kreisumfang: 
(4.3.35) 
3A-l (4.3.36) 
(3, ;·l\1) = (3, Ylw . ,. ,(3, )'l~ = 2 G h (3, )'lW (y - 1) ___ .'" ( cos y m ) LI! (COS Y rr; ) 
- smy fP 3v1t -1 - smyfP 
(4.3.37) 
c) Verschiebung im Innengebiet (K+): 
(4.3.38) 
d) Verschiebung im Außengebiet (K-): 
(3, '1')\1)- =(3, y) W 1 X 
3A -1 
X (c~s y fP {e1-~ [(A + 1) Y + 2 (A - I)J - e-l-~ (A + I) (y - In) 
sm Y fP {e1 - y [(viI + I)y - 4A] - Q-l-y (A + I) (y - I)} 
(4.3.39) 
\Viederum muß der Wert y = 0 ausgeschlossen werden. Für y = 1 erhalten 
wir dagegen eine triviale Lösung mit verschwindenden Kräftebelegungen; die 
nicht-trivialen Lösungen für y = 1 würden dagegen Spannungsfeldern mit 
resultierenden Kräften auf dem Kreisumfang entsprechen, gehören also zu den 
verbotenen Anteilen von § 4.2. \Vir verzichten daher auf ihre Berechnung. 
16 Wissenschaft!. Abhand!., XIV, 1962 
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Die zu den Verschiebungsfeldern für y = 1 analogen Schaejerschen Spannungs-
funktionenfelder der Platte finden sich bei Hoppe [61], wo sie im Hinblick 
auf die Besonderheiten der Ringgebiete benötigt werden. Die Spannungsfelder 
im Außengebiet entsprechen nach (4.3.39) jetzt nicht mehr einer einfachen 
Punktsingularität, sondern sind aus zwei Singularitätsfeldern zusammengesetzt. 
Immerhin läßt sich nun das Spannungsfeld jeder ebenen Punktsingularität 
- mit Ausnahme des weiter unten behandelten Dilatationszentrums und der 
Stufenversetzung - nach (4.3.34,39) im Außengebiet aus vier Eigenfunktionen 
der Kreisscheibe linear zusammensetzen. Dadurch ist die an sich nicht ortho-
gonale Entwicklung eines Spannungsfeldes nach elastischen Multipolen ([27], 
S. 89) auf eine bezüglich eines Kreises energetisch orthogonale Entwicklung 
zurückgeführt. Dies kann für die Berechnung der nach Eshelby zu definierenden 
"Kraft" auf eine Singularität wichtig sein [19, 27, 28, 97, 101]. 
4. Gruppe: 
Diese besitzt denselben Eigenwert wie die dritte und ergibt sich aus ihr durch 
die Substitution 
(3, Y1iVll(4, YliV 
cos y Cf 11- sin y Cf 
sin y Cf 11 cos y Cf (4.3.40) 
Für eine konstante Normalbelastung der Kreisscheibe haben wir schließlich 
noch eine "nullte" Eigenfunktion hinzuzufügen, deren Spannungsfeld im 
Innern homogen ist und im Außengebiet dem ebenen Dilatationszentrum 
ellt~pricht. Wir erhalten für die 
o. Eigl'nfunktion: 
a) Eigenwert: 
A-l 
flo = 2.11 
I-flo=A+l .11+1 
flo vi! - l' Xo = 2 A 
h) Yer,;chiehung und Belastung auf dem Kreisumfang: 
(Oltl,) =(OIW (1) (019\ = 2 G h (OliV 2 A (I)' 
,0 .11-1 0 
c) Yerilchiebung im Innengebiet (K+): 
(OI W + = (OliV (~ ) g 
cl) \-erschiebung im Außengehiet (K-): 
(Q)tl,)- = (OliV ( ~ ) g-l 
(4.3.41) 
(4.3.42) 
(4.3.43) 
(4.3.44) 
.~uf die entsprechende Eigenfunktion für konstante Tangentialbelastung ver-
zichten wir: sie wiirde ein resultierendes Moment ergeben, gehört also zu den 
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verbotenen Anteilen. Wiederum findet sich der dazu nach Schaefer analoge Fall 
bei Hoppe [61]. 
Damit ist das Orthogonalsystem für die Kreisscheibe vollständig, mit der 
einzigen Ausnahme der verbotenen Anteile. Über die Lösung von Randwert-
problemen an der Kreisscheibe durch Reihenentwicklung gilt wieder das im 
Anschluß an (4.3.26) Gesagte; wir bemerken nur noch, daß bei dieser Reihen-
entwicklung Nicht-Gleichgewichtsanteile in den Belastungen und starre Be-
wegungen in den Verschiebungen von selbst herausfallen. Die Normierung 
fällt hier für die einzelnen Gruppen von Eigenfunktionen verschieden aus; 
betrachten wir nicht die Bogenlänge auf dem Kreisumfang, sondern den Winkel 
ff als Integrationsveränderliche, so finden wir die Normierungsfaktoren 
(OIU' = _ . ____ _ 11 A - 1 
;2 ! ;2;rGhA 
( 1)~ (9)~ 1 1/ 3,41 - I 
• )' 11' = ", ;' U' = 4" / ;r G h Jf (y --;- 1) 
(3, ;,) W = (4, ;) a, = ~ 1 / 3 J! - 1 
4 V ;rGhJ!(y -1) (4.3.45) 
Daß diese Eigenfunktionen tatsächlich die Operatorgleichung (4.3.2) erfüllen, 
wurde von Seggelke [133] mit Hilfe der Kernfunktion (4.4.75) bestätigt. ~Iit 
Hilfe einer Reihenentwicklung nach den Funktionen (4.3.31-45) wurde auch 
die in Abb. 4.4.4 zum Vergleich eingezeichnete exakte Lösung für das von 
Seggelke [133] numerisch gerechnete Beispiel der Kreisscheibe mit zwei Ein-
zelkräften bestimmt, auf das wir in § 4.4 ausführlich zurückkommen wNden. 
Punkt Rest nach uem I Verhältnis des I Re:-:.t nach (IPll.l I Verhiiltnis IIrs 
Xr. 11. Schritt 11. zum 10. Rest 11. Schritt 11. zum 10. RC':->t 
a) Xormalkomponentc h) Tangentialkomponl'nt,,: 
1 -0,001479 0.595 0 
2 -0,000674 0,662 --0.000S22 0,600 
3 -0,000124 0,805 -0,0006.")7 0.638 
4 -0,000050 0,521 -0,000472 0.650 
5 0,000118 0,61;' -0.000352 0.6;34 
6 0,0001;31 0,63;3 -0.000270 0.6;;7 
7 0.000169 0,640 -0.000209 0.6.)7 
8 0.000180 0,6·!;3 --0,000161 0.657 
9 0,000187 0,6,")0 -0,000122 0,660 
10 0,000191 0,6.")0 -0.000088 O.fifi, 
II 0,000194 0.6;");) -0,0000.37 0.titi2 
12 0.000l9;3 0.6;32 -0.000028 0,067 
13 0,OOOI9fi 0,6;33 --0.000000 
Theoretiseher Grenzwert: 0,6ß.:; 
Tah. 4.3.1: Reste und Restverhältnisse bei der numerischen Iteration eines Beispiels [l:l:n 
Bezeichnungen und Zahlenwerte vgl. Abb. 4.4.4, S. 258. 
16" 
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In Tab. 4.3.1 sind die Reste eingetragen, die sich bei den numerischen Rech-
nungen von Seggelke nach dem 11. Iterationsschritt ergaben, sowie ihr Ver-
hältnis zum 10. Rest. Bekanntlich strebt dieses Verhältnis bei jedem einfachen 
Iterationsverfahren zum größten Eigenwert [68,69]; nach (4.3.31) ergibt sich 
demnach mit den Zahlenwerten von Abb. 4.4.4 der theoretische Grenzwert 
0,665; und dieser wird nach Tab. 4.3.1 in den von den Lastangriffsstellen 
genügend weit entfernten Punkten schon recht gut angenähert. Daß die 
Annäherung in der Nähe der Lastangriffsstellen merklich schlechter ausfällt, 
liegt nur zu einem relativ kleinen Teil an den Iterationsfehlern; der Haupt-
grund ist vielmehr, daß die beim Übergang zum finiten Gleichungssystem 
gemachten Fehler sich hauptsächlich in den Eigenfunktionen hoher Perioden-
zahl auswirken, die an den Unstetigkeitsstellen der Belastung besonders stark 
hervortreten (vgl. §4.4 D). 
Die Vermutung, daß sich die Verschiebungsfelder in der Nähe der Randkurve 
(S) mit steigender Periodenzahl immer mehr der Form der Verschiebungs-
felder in der Umgebung der x-Achse bei den Eigenfunktionen der Halbebene 
annähern, prüfen wir am Beispiel der Eigenfunktionen (4.3.38-39) der 3. Gruppe. 
Für die Radialfunktionen von (4.3.38) ergibt sich mit der Substitution 
(4.3.46) 
das asymptotische Verhalten für 'YJ ->- 0 und Y ->- 00 bei beschränktem Produkt 
Y 'YJ aus einer bekannten Grenzwertdefinition der Exponentialfunktion 
e-1-y = (1 + 'YJ)-l-y = (1 + Y 'YJ)-Y _1_,...., e-Y~ 
. Y 1 + 'YJ 
(4.3.47) 
also das der Gleichung (4.3.25) entsprechende Exponentialverhalten. Für die 
Radialfunktionen von (4.3.39) erhalten wir bei der Radialkomponente 
gl-y [(Jt + l)y + 2 (Jt - 1)] - e-l-y (Jt + 1) (y - 1) 
= (1 + Yy'YJfY{(l + 'YJ) [(Jt + I) Y + 2 (Jt-I)] - 1: 'YJ (Jt +1) (Y-l)} 
,....,r n {(3Jt - 1) + 2 (Jt + I) Y'YJ} 
und bei der Tangentialkomponente 
e1- y [(Jt + I)y - 4Jt] - e-1 - y (Jt + I) (y - 1) 
(4.3.48) 
= (1 + Y 'YJ)-y {(I + 'YJ) [(Jt + I) Y - 4 Jt] __ 1_ (Jt + 1) (y - I)} 
, y I+'YJ 
,....,e-;'~ {- (3Jt - I) + 2 (Jt + I)} (4.3.49) 
ent><prechend dem Exponentialverhalten von (4.3.24). Die Vertauschung von 
(K +) und (K -) ist durch den Durchlaufungssinn der Randkurve bedingt. Diese 
Beziehungen gelten allerdings nur in der nächsten Nähe der Randkurve ; nach 
außen gehen (4.3.38-39), wie dort bereits bemerkt, in Multipolfelder sehr 
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hoher Ordnung über, die aber mit sehr hohen Potenzen von ~ abklingen und 
e 
deshalb nicht wesentlich zur Energie beitragen. 
Daß die Eigenwerte (4.3.17, 22) der Halbebene als Häufungsstellen der Eigen-
werte der Kreisscheibe erscheinen würden, war von vornherein zu erwarten; 
eigentümlich ist jedoch, daß die Eigenwerte dieser beiden Bereiche bis auf 
einen genau übereinstimmen. Diese genaue Übereinstimmung ist bei anderen 
Bereichsformen natürlich nicht mehr zu erwarten; immerhin wird sich zeigen, 
daß die Eigenwerte (4.3.17,22) die kleinste überhaupt mögliche Hyperkugel,u 
(vgl. § 2.5) des Operators [J- ua bestimmen. 
4.3.C. Regularisierung des Operators [J- UO für die Kreisscheibe. 
Bekanntlich ist ein vollstetiger symmetrischer Operator ([62,] S. 21; [66], 
Ziff. 85) unter anderem daran zu erkennen, daß sein Spektrum nur den 
Häufungspunkt Null besitzt ([66], Ziff. 93). Der Operator [J-Uo kann also 
wegen der beiden von Null verschiedenen Häufungspunkte seines Spektrums 
nicht vollstetig sein. Hat dagegen das Spektrum eines Operators Q3 nur einen 
einzigen Häufungspunkt ß, so läßt er sich nach Satz 5, § 2.5 in der Form 
(4.3.50) 
darstellen, wo Q3 ein vollstetiger Operator ist. Dies wäre jedoch auf den Opera-
tor Q3s /\ [J- UD nur im Falle Jt = 1 anwendbar; dann ist aber die Form 
(4.2.15) nicht mehr eigentlich positiv definit, und der Zustandsraum S ist 
kein Hilbert-Raum mehr. Auf diesen Fall kommen wir besonders in § 4.5 im 
Zusammenhang mit dem ~l1iche-Weinelschen Iterationsverfahren zurück. 
Halten wir aber an der Forderung Jt > 1, also der Forderung eigentlich 
positiv definiter elastischer Energiedichte des ebenen Spannungszustandes 
fest, so hat das Spektrum von Q3s /\ [J- UO und damit auch von Q1s /\ [J+ UO 
zwei verschiedene, symmetrisch zu 0,5 gelegene Häufungspunkte. Die zu 
diesen Häufungspunkten gehörigen Eigenfunktionen von [J- UO und [J+ UO 
gehen nach Satz 5, § 2.5 durch eine einfache Vertauschung auseinander hervor. 
Es gibt jedoch noch eine andere Möglichkeit, die Gleichung 
Q1S [g] = [g*] /\ ([J+ U a ) [R] = [P] (4.3.51) 
gegen die mit (4.2.40) das Iterationsverfahren (4.3.21) konvergiert, auf eine 
Gleichung mit einem vollstetigen Operator zurückzuführen oder, mit einem 
in der Theorie der singulären Integralgleichungen üblichen Ausdruck, die 
Gleichung zu "regularisieren" [41,42,135-137]. 
Wir gehen dazu aus von dem Produkt zweier symmetrischer Operatoren QI 
und Q3 = Cf - QI mit reinem Punktspektrum, den Eigenwerten Xi bzw. 
<i> 
,ui = 1 - Xi und den gemeinsamen normierten Eigenelementen j. In der 
symbolischen Reihenentwicklung (2.4.21-24) erscheint dann das Operator-
produkt in der Form 
~ <i> <i> <i> <i> ~ <i> <i> 
(f = Q3 QI /\ L.J Xi (1 - Xi) t {t , t} t = L.J Xi (1 - Xi) t t 
i i 
(4.3.52) 
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Besitzt nun das Spektrum des Operators '2l genau zwei Häufungspunkte ~ 
und 1 - x, so kann man schreiben 
(4.3.53) 
'\'o 
(4.3.54) 
ein vollstetiger Operator und 
y=x(l-x) (4.3.55) 
ist. 
Xun betrachten wir speziell die Operatoren '2l s (, JIT L'c, csS 1\ JI- [!C und 
6:S = CSs Q[s = y (t + cmS /\ (JI- CO) (JI+ UO) = y E + IV 
für die Kreisscheibe. Hier ist nach (4.3.31, 36) 
(~4t -+- 1) (:~ Je - 1) 
Y= 
(4.3.56) 
(4.3.57) 
und cmS 1\ W nicht nur vollstetig, sondern sogar ausgeartet. Denn da mit 
der einzigen Ausnahme der nullten Eigenfunktion (4.3.41-44) alle Punkte des 
Spektrums mit den Häufungspunkten zusammenfallen, verschwinden auch 
in (4.3.54) alle Zahlenfaktoren unter dem Summenzeichen mit der einzigen 
Ausnahme der nullten Eigenfunktion. Die Gleichung (4.3.51) geht nun durch 
Anwendung von CSS übel' in 
(4.3.58) 
oder mit (4.3.56) in 
(y (t - cms ) [g] = CSs [g*] 1\ (y E -+- lV) [R] = (JI- UC) [P] (4.3.59) 
Wir schreiben diese Gleichung nun in die Matrizenform (4.3.31-44) um, wobei 
wir wieder oben die Radialkomponente R g (T) und unten die Tangential. 
komponente R<p (Cf) eintragen. Für die rechte Seite von (4.3.59), die wir als 
bekannt ansehen können, setzen wir 
(4.3.60) 
Die Summe (4.3.54) reduziert sich auf das der nullten Eigenfunktion (4.3.41-44) 
entsprechende Glied; normieren wir die Eigenfunktion nach (4.3.45), so erhalten 
wir mit (4.3.57) nach einer elementaren Rechnung 
TI' [R] .0_ (JI -+- 1) VI - 3) (Re ((())' 
- 16Jt2 0 (4.3.61) 
mit dem 1Iittelwert übel' den Umfang des Einheitskreises 
(4.3.62) 
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Einsetzen in (4.3.59) liefert schließlich die einfache Funktionalgleichung 
_(vI{_+----:-1)'::-'(C-3:=vI{_----.:1) (Re (Cf») + (vi{ + 1) (vi{ - 3) (Re (IP») = (Ag (q-») 
16 vl{2 R'f (rp) 16 vl{2 0 Ar (q-) 
(4.3.63) 
Zur Bestimmung von Rg (IP) mittelt man diese Gleichung über den Umfang 
des Einheitskreises und erhält 
(4.3.64) 
während die Tangentialkomponenten bei der Mittelung infolge der Momenten-
Gleichgewichtsbedingung herausfallen. Damit kann (4.3.63) ohne Schwierig-
keiten gelöst werden. 
Die Hauptarbeit bei diesem Lösungsverfahren steckt nun in der Ausführung 
der Operation (4.3.60) zur Bestimmung von Ag (rr) und A'f (g:). Sie läßt sich 
z. B. mit Hilfe der Reihenentwicklung nach der zweiten Gleichung (4.3.9) 
durchführen. Eine andere Möglichkeit besteht in der Ausführung einer Quadra-
tur, also der Zurückführung auf eine Integraltransformation mit singulärem 
Kern, mit der wir uns in der nächsten Ziffer beschäftigen werden. Natürlich 
wird die Regularisierung im allgemeinen Fall nicht auf eine Gleichung mit 
ausgearteten Operatoren führen; immerhin bietet auch die Anwendung voll-
stetiger Operatoren einige Vorteile bei gewissen Verfahren zur Konvergenz-
beschleunigung (§ 5). 
4.4 Der Operator II- r;o als Integraltransformation 
4.4 . ..\. Der Operator U 0. 
Eine wichtige Rolle in der Integrationstheorie der homogenen wie der in-
homogenen ll'avierschen Gleichung (3.3.15,20) spielt die sogenannte Funda-
mentallösung, d. h. ein in jedem endlichen Teilbereich des homogenen unend-
lichen Mediums mit Ausnahme eines singulären Punktes definiertes Ver-
schiebungsfeld, welches überall mit Ausnahme des singulären Punktes die 
homogenen Navierschen Gleichungen (3.3.15) erfüllt. Das Verhalten der 
Fundamentallösung im Unendlichen unterliegt gewissen Einschränkungen, 
und die Singularität entspricht einer auf die Einheit normierten Einzelkraft 
parallel zu einer Koordinatenachse. Die Fundamentallösung ist im räum-
lichen Fall für elastisch isotrope und anisotrope l\Iedien ausführlich untersucht 
worden [1,2,27,28,33,37,43,46,48,51,102]. Im Falle des ebenen Span-
nungszustandes hat sie wegen der praktisch ausschließlichen Verwendung der 
Airyschen oder der Goursatschen Spannungsfunktionen weniger Interes:-5c 
gefunden; sie läßt sich aber ohne Schwierigkeiten aus bekannten Rpannungs-
funktionenfeldern ableiten [4, 6, 43, 133]. 
'ViI' stellen uns nun die Aufgabe, die 'Terschiebung des "Aufpunktes·' ~ .!:o. Xi 
in der unendlichen Scheibe KO unter der Einwirkung einer Kraft :i mit den 
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Komponenten fJ1l x , fJ1l y im "Quellpunkt" 1;' A x; zu berechnen. 
vom Quellpnnkt zum Anfpunkt sei 
~ (Xl - :t.~) (X - x' ) ( ~.) 
r = r - ~' ~ ~i A '. = ,= 
- - x 2 - x 2 Y - Y 1) 
und 
e = I~ = V ~2 + rl 
Ferner sei der Verschiebungsvektor im Aufpunkt 
W A Wi = (:) 
Der Vektor 
(4.4.1) 
(4.4.2) 
(4.4.3) 
G sei der Schubmodul, Jt die Querkontraktionszahl und h die Scheibendicke· 
Dann gilt beispielsweise im Fall der isotropen Scheibe [133] bis auf eine 
beliebige starre Bewegung 
\Vir schreiben dafür kurz mit Summationsvereinbarung für zweimal im selben 
Produkt vorkommende Tensorindizes [92] 
Wi (1:) = U~j (J,: - J,:') fJ1lj (~') (4.4.5) 
Der von den beiden Veränderlichen ~, J,:' abhängige Tensor 2. Stufe U~j (l; - ~') 
heißt die Fundamentallösung der Navierschen Gleichungen (3.3.15) für den 
ebenen Spannungszustand einer Scheibe der Dicke h. 
Hat man nun an Stelle einer Einzelkraft eine Gleichgewichts-Kräftebelegung 
R; (8') auf (S) in KO, so ergibt sich die Verschiebung in einem beliebigen Auf-
punkt durch Integration von (4.4.5) nach den Koordinaten des Quellpunktes 
über die Kurve (S). Legt man speziell auch den Aufpunkt auf die Kurve (S), 
so folgt die Integraldarstellung der Anwendung von UO zu 
W = UC R 1\ Wi (8) = ~ U~j (1: - ~') R j (8') d8' (4.4.6) 
(S) 
bi,,; auf eine beliebige starre Bewegung, die man z. B. durch Vorgabe eines 
Festpunktes mit verschwindender Verschiebung und Drehung festlegen kann. 
Da der tensorielle Kern U;j (x.; - !') des Integraloperators (4.4.6) nur logarith-
misch singulär ist, wirft diese Integration keine grundsätzlichen Schwierig-
keiten auf, solange man sich auf glatte Kurven (S) und stetige Belastungen 
R i (8') beschränkt, was wir im folgenden auch tun wollen. Diese Eigenschaft 
bleibt auch bei anisotropen homogenen Scheiben erhalten, nur wird der 
Ausdruck für U~j (~ - ~') etwas verwickelter als in (4.4.4). Erhalten bleibt 
auch eine Symmetrieeigenschaft des Verschiebungsfeldes der Fundamental-
lö;mng, nach der die Verschiebungen gleich sind in Aufpunkten, die dem 
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Quellpunkt in gleicher Entfernung diametral gegenüberliegen. Besonders deut-
lich wird dies, wenn man den Winkel zwischen der positiven x-Achse und 
dem Vektor 'f einführt durch 
- ~ 
cos Cf = "" 
12 
. ~ 1} 
sln rp = N 
12 
(4.4.7) 
Dann erhält man im isotropen Fall nach (4.4.4) 
( 
3.# - I ~,uI! + I 2 ~ A -j- I . ~ _) 
- ---ln 12 -'- --- COS m -- sln m cos rp 
o ,lA I A .,-' A r 
Ufi (J; - 1;) A 8nGh A + 1 . ~ ~ 3A -1 ~ A + 1. ~ 
--- sm rp cos rp - In 12 + --- sln2 m A A Ar 
(4.4.8) 
als Kernfunktion des Operators UD . 
.fA.B. Die Grenzwertdefinition für ll- U 0. 
Durch Deformatorbildung erhält man aus (4.4.5) das Dehnungsfeld der Einzel-
kraft ~i (() im Aufpunkt J; 
Cij (J;) =} (ai U;/c (~ - ;') + aj U;/c (~ - 1;'))~" (;') (4.4.9) 
wobei nur nach 1; A Xi, nicht aber nach ~' A x; differenziert wird. Nach dem 
Hookeschen Gesetz (3.3.12) kann man daraus das Spannungsfeld berechnen 
durch 
Schreiben wir zur Abkürzung 
e;j/c (; - J;') = ~Cijmn (am U~k (~ - J;') -i- an U~" (I; - ~')) (4.4.11) 
so wird aus (4.4.10) 
(4.4.12) 
Der in den heiden Indizes i und j symmetrische und von den beiden ver· 
änderlichen Vektoren; und ;' abhängige Tensor 3. Stufe e;j/i; (~ - ~') gibt 
also das Spannungsfeld (Jij (~) einer Einzelkraft in Richtung k in der unend-
lichen Scheibe an. Außer durch Differentiation der Verschiebung läßt er sich 
*) Auf die Besonderheiten des Hookeschen Gesetzes für den ebenen Spannungszustand 
können wir hipr nicht näher eingehen. Im allgemeinsten Fall der Anisotropie und der 
nichthomogenen Schichtung sind sogar Wechselwirkungen zwischen dem ebenen Span-
nungszustand und der Plattenbiegung vorhanden [16, 18], bei allgemeiner Anisotropie ohne 
Schichtung sind immer noch fast beliebige räumliche Dehnungszustände möglich [23]. 
Gewöhnlich werden nur die Fälle behandelt, in denen die Scheibenebene eine Symmetrie-
ebene der elastischen Eigenschaften ist, insbesondere der Fall der Isotropie oder der 
Orthotropie [1-7, 100]. 
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im ebenen Fall auch aus der Airyschen Spannungsfunktion einer Einzelkraf t 
[4,98] ableiten; auf diesem Wege fand Seggelke [133] 
o 1 cos (jJ ( 3 .4t + 1 , .).4t + 1 . 2 ~ ) 
6 xxx = e 4 n h - .4t T -~ sm rp I 
_ 0 = ~ sin (jJ (_ 3.4t + 1 --L "2.4t + 1 cos2 ~') 
6 yyy Q 4 n h .4t I Jlt rp 
o 1 sin Cf (.4t - 1 .) .4t --;- 1 .2 ~) 6 = - -- -~~- - - ~-~ cos rp 
X."y e 4 n h.4t ",ft 
o 1 cos C; (.4t - 1 ') .4t + 1 . 2~) 
6 yyx = Q 4 n h .~ - -~ sm rp 
_ 0 _ 0 1 sin C; ( .4t - 1 .).4t + 1 2 ~)' 
~:ryx = ~yxx = Q 4nh -~ - - .4t cos q;' 
(4.4.13) 
Bevor wir weitergehen, betrachten wir noch etwas genauer die Struktur des 
Tensors 6~jk (~ - ~'). Zunächst stellen wir fest, daß sämtliche Komponenten 
des Tensors von der Form 
,-;:,0 ( _ ') _ Sijk (ip) ~ijk ~ ~ - ~ 
(! 
(4.4.14) 
sind, wobei 
Sijk (ip) = -- Sijk (ip + n) (4.4.15) 
gilt mit stetig nach C; differenzierbaren Funktionen ßijk ((jJ). Wir werden sie im 
folgenden sogar als analytisch voraussetzen. Diese Eigenschaften bleiben auch 
bei Anisotropie erhalten; (4.4.15) folgt aus Symmetrie betrachtungen, (4.4.14) 
aus der Gleichgewichtsbedingung und der allgemeinen Forderung an die 
Fundamentallösung und ihre Ableitungen, daß sich ihre Komponenten als 
Produkte von Funktionen von?! und fP schreiben lassen müssen. 
Zum Beweis der Allgemeingültigkeit von (4.4.14--15) überlegen wir zunächst, 
daß die Spannungsvektoren auf jeder beliebigen Kurve, die den Angriffspunkt 
~' einer Einzelkraft Pi (~') umschließt, gerade dieser Einzelkraft das Gleich-
gewicht halten müssen. Zeichnet man nun eine Anzahl ähnlicher Kurven in 
gleicher Lage um ~', so nimmt ihr Umfang mit ihren linearen Abmessungen 
zu. Xach der Zerlegbarkeitsforderung können sich die Spannungsvektor-
funktionen auf zwei verschiedenen Kurven nur um einen konstanten Faktor 
unterscheiden, und dieser Faktor kann nach der Gleichgewichtsbedingung nur 
umgekehrt proportional dem Umfang der Kurven sein. Da dies für beliebige 
1 
Kurvenformen gelten muß, können die Komponenten (4.4.14) nur mit;:;:; von 
e (j abhängen. 
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Weiter betrachten wir den Spannungsvektor auf einer Geraden im Abstand 20 
vom Kraftangriffspunkt 1;', dem vom Kraftangriffspunkt weg gerichteten 
Normaleneinheitsvektor 
(
-Kin rO) 
nl\nil\ ~ 
cos To 
(4.4.16) 
und dem Tangenteneinheitsvektor t, der mit der positiven x-Richtung den 
Winkel qJo bildet. s sei die Strecke auf der Geraden, positiv genommen in 
Richtung t und gerechnet vom Fußpunkt des Lotes von ~' auf die Gerade 
n 
Ahh. 4.4.1. Zur Ableitung yon (4.4.14-15). 
(Abb. 4.4.1). Dann müssen die Spannungsvektoren auf dieser Geraden der 
Einzelkraft in ~' gerade zur Hälfte das Gleichgewicht halten; dies führt auf 
die Integralbedingung 
-00 1 
h 11, J e~jk (~ - ()!!lk ds = - ,,!!lj 
-~ -
oder, da (4.4.17) für beliebige !!l., gelten muß, auf 
- 00 I 
n/ J e;jk (t; - t;') ds = - 2 h Ojlo; 
-00 
wo Ojk das Kronecker-Symbol ist. Mit (4.4.14) und den Substitutionen 
~ :T (~ ~) 
'IjJ =;[ - T -!fo 
8 = - tg 1P 
!Ja 
(J =--= ~ cos ''P 
(4.4.17) 
(4.4.18) 
(4.4.1!J) 
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wird daraus 
. ~ \2 ß1j/c (~+ 9}0 _ ~) ~ 
SIll Cf'o ~ d1f' 
~ cos 1f' 
" 
" 2 
~ (n ~ ~) ~ ß2jle 2" + Cf'o - 1f' ~ 1 - cos Cf'o ~ d1f' = - 2-h Ojle cos 1f' (4.4.20) 
oder, da cos ~ eine gerade Funktion von ~ ist, 
(4.4.21) 
Diese Beziehung muß für jeden beliebigen Winkel 'ijio gelten, also insbesondere 
auch, wenn man einen beliebigen Winkel 'iji~ durch ;p~ + n ersetzt. Hierbei 
wechseln die Vorfaktoren sin;po und cos;Po das Vorzeichen; also müssen auch 
die Integrale das VOIZeichen wechseln. Da dies für jedes beliebige ;p~ gelten 
muß. können wir vom Integral auf den Integranden weiterschließen und 
erhalten so die Antisymmetriebeziehung (4.4.15). 
Nun suchen wir das Spannungsfeld einer Gleichgewichts-Kräftebelegung 
R 1\ R I (s) (4.4.22) 
auf (8) in K0 zu bestimmen und aus diesem Spannungsfeld den Anteil 
Q 1\ QI (s) (4.4.23) 
der Kräftebelegung R, welcher vom Teilgebiet (K-) in KO aufgenommen wird. 
Zunächst erhält man das Spannungsfeld der Kräftebelegung Rauf (8) in 
einem nicht auf (8) gelegenen Aufpunkt ~ durch Integration von (4.4.12) nach 
den Koordinaten des Quellpunktes über die ganze Kurve (8) zu 
(Jlj (~) = ~ 6;jk (~ - ~') Rk (8') ds' 
(8) 
(4.4.24) 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00047869
Iterationsverfahren und Operatorgleichungen in der Elastizitätstheorie 247 
Auf der Kurve (S) selbst hat aber dieser Ausdruck nach (4.4.14) keinen Sinn, 
1 
da dort die Komponenten von 6~j k (r - 17') mit;:::; über alle Grenzen wachsen; 
- e 
diese Singularität ist - im Gegensatz zu der "schwachen" Singularität von 
U;j (17 - 17') - zu stark, als daß noch ein uneigentliches Integral unabhängig 
von der Annäherung des Quellpunkts an den Aufpunkt eindeutig definiert 
werden könnte [40-42,135,136]. Daß das Spannungsfeld auf (S) selbst nicht 
erklärt sein kann, ist im übrigen für R =l= 0 schon aus (4.2.14) ersichtlich. 
Man schließt daraus, daß die Normalspannung und die Schubspannung in 
1 1 
einem Schnitt tangential zu (S) auf (S) um h Rn (8) bzw. h R t (8) springen 
müssen, wo Rn (8) und R t (8) die Normal- und die Tangentialkomponente 
der Kräftebelegung Rauf (S) in KO sind. 
Es kann sich also nur darum handeln, den Grenzwert des Spannungsfeldes bei 
der Annäherung des Aufpunktes 17 aus (K-) an (S) zu bestimmen und daraus 
den von (K-) aufgenommenen AnteilQ der Kräftebelegung Rauf (S) in KO 
nach (3.3.18) zu berechnen. Zu diesem Zweck zeichnen wir eine glatte Kurve 
(S) in (K-) ein, welche das Innengebiet (K+) ganz umschließt, die Kurve (S) 
nirgends berührt und sich, ohne das Innengebiet (K+) zu überstreichen, stetig 
in die Kurve (S) überführen läßt (Abb. 4.4.2). Die Kurve (8) zerlegt ähnlich 
Abb. 4.4.2. Zur Grenzwertdarstellung des Operators Ir [:0 
wie (S) den Grundkörper KO in zwei Gebiete, von denen wenigstens eines, 
nämlich das Teilgebiet, welches den gesamten Bereich (K+) samt (S) enthält, 
einfach oder mehrfach zusammenhängt. Den übrigen Teil von Ko bezeichnen 
wir als Außengebiet (K-) von (8). Den in das Außengebiet (K-) von (8) 
weisenden Normaleneinheitsvektor auf (8) bezeichnen wir mit 
;; (;) /\ ~I (;) (4.4.25) 
wo 8 die Bogenlänge auf der Kurve (8) ist. Nun sei der Aufpunkt 
~ = ~ (;) (4.4.26) 
auf (8) gelegen. Dann ist die Kräftebelegung, die unter der Einwirkung der 
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Kräftebelegung Rauf (S) in KO vom Außengebiet (K-) der Kurve (8) auf-
genommen wird, nach (3.3.18) und (4.4.24) 
(2 /\ Qj (;) = - h;; (;) aij (l?) = - h;'; (;) ~ 6~jk (i - l?') Rh' (s') ds' (4.4.27) 
(S) 
(Bei der Wahl des Vorzeichens beachte man, daß ~ in das Außengebiet (K-) 
von (8) hineinweist.) 
Den gesuchten, vom Außengebiet (K -) der Kurve (S) in Kü aufgenommenen 
Anteil Q der Kräftebelegung Rauf (S) erhalten wir als Grenzwert, wenn wir 
die Kurve (8) gegen die ebenfalls als glatt vorausgesetzte Kurve (S) rücken 
lassen, wobei der Normaleneinheitsvektor (4.4.:25) von (8) übergeht in den 
X ormaleneinheitsvektor 
lt (s) /\ nt (s) 
von (S), und der Aufpunkt l? (~) auf (8) in 
l? = l?(s) 
(4.4.28) 
(4.4.:29) 
auf (S), wo s die Bogenlänge auf der Kurve (S) ist. Damit erhalten wir die 
gesuchte Grenzwertdarstellung des Operators [J- Va aus (4.1.17) 
Q = ([J- VO) R /\ Qj(s) = - lim h ~i (;) ~ 6;jk(~ - ~') R k (s') ds' (4.4.30) 
(;;)~(S) (S) 
und mit (4.1.22-23) die entsprechende Grenzwertdarstellung des Operators 
[J-+- [10 
'Vir haben nun zu zeigen, wie man diese Grenzwerte in geschlossener Form 
oder näherungsweise numerisch berechnen kann. Dies gelingt durch Zurück-
führung der Grenzwerte (4.4.30-31) auf den Cauchyschen Hauptwert eines 
Hingulären Integrals . 
.tA.C. Die Darstellung von [J- VO mit Hilfe des Cauchyschen Hauptwel'ts 
einer Integraltransfol'mation mit singulärem Kern. 
Wir bezeichnen mit dem Symbol I-~-l den Cauchyschen Hauptwert eines 
Integrals über eine geschlossene Kurve mit singulärem Integranden, falls dieser 
Hauptwert existiert [29,40-4:2, 64, 135--139]. Dann folgt, wie wir sogleich 
beweisen werden, beim Grenzübergang aus (4.4.30) 
Q = ([J- C) R /\ Qj (s) =} Rj (8) - h ni (8)1-~-I 6;ik (I; - ~') R k (8') ds' 
(S) 
(4.4.32) 
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und entsprechend aus (4.4.3]) 
P = (JI+ UD) R 1\ P j (8) = } R j (s) + h ni (s) I-~' 6~jk (~ - 1;') R Jc (s') ds' 
(4.4.33) 
Die Anwendung der Operatoren JI- UD und JI+ Co kann also im wesentlichen 
auf eine Integraltransformation mit dem singulären, sowohl bezüglich der 
Tensorindizes i und j als auch bezüglich der Argumente sund s' unsymmetri-
schen Kern 
kij (s, s') = k n", (s) E~ij (~ - ~') (4.4.34) 
zurückgeführt werden. Dann erscheinen die Gleichungen (4.4.32-33) in der 
kürzeren Form 
Q = (JI- CO) R 1\ Qi (s) = ~ R i (8) - I-~-I kij (s, 8') R j (8') ds' 
- (8) 
(4.4.35) 
bzw. 
P = (JI+ UD) R 1\ Pi (s) = } R; (s) + r-~-I kij (s, s')Rj (s') ds' (4.4.36) 
(8) 
Die Integraldarstellung der Anwendung der Operatoren JI- UO und JI+ Co 
von rechts auf eine Verschiebung nach (4.2.25) ergibt sich aus (4.4.35-36) 
durch Vertauschung sowohl von i mit j als auch von s mit s'. Sei also 
u = uo P, 
dann gilt für (4.4.35) 
U' = UD R 
11 = 10 (JI- UD) 1\ VI (s) =} li'i (s) - I-~-Ikjl (s', s) Wj (8') ds' 
(8) 
und für (4.4.36) 
(4.4.37) 
(4.4.38) 
U = w (JI+ UD) 1\ Ui (s) = }Wi (s) + I-~-Ikji (s', s) U'j (s') ds' (4.4.39) 
(8) 
Um diese Herleitung von (4.4.38-39) aus (4.4.35-36) zu rechtfertigen, genügt 
es zu zeigen, daß die Skalarprodukte (4.2.32-33) durch diese Integraltrans-
formationen eindeutig und vertauschbar bestimmt sind; alles weitere folgt 
dann aus dem formalen Kalkül im Zustandsraum 8 von § 4.2. Das trifft aber 
sicher zu, wenn für zwei beliebige Zustände g und g~ repräsentiert durch die 
Verschiebung;V und die Kräftebelegung Rauf (8), die Gleichung 
~(r-~-I k ij (s, s') l~'i (s) Ej (s') dS) ds' = ~ (I-~-I kij (s, s') 1~'i (s) k (s') dS')dS 
(8) (8) (S) (:» 
(4.4.40) 
gilt, also die Integrationsreihenfolge in diesem Doppelintegral vertauscht 
werden kann. Das aber läßt sich wiederum aus der Existenz des C'auchyschen 
Hauptwerts und der vorausgesetzten Stetigkeit von ~'und R ableiten. 
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Nun ist noch der Beweis für die Darstellungen (4.4.32-33) für eine überall 
glatte und stückweise analytische Kurve (8) mit überall stetiger und stück-
weise analytischer Belastung R nachzutragen. Wir führen ihn auf eine Art, 
die gleichzeitig Hinweise auf die numerische Berechnung einer finiten Ersatz-
matrix liefert, indem wir alle Anteile abspalten, die sich auf ein Integral mit 
beschränktem Integranden zurückführen lassen ("reguläre Beiträge zum 
Cauchyschen Hauptwert") und so der eigentlichen Singularität eine möglichst 
einfache Form gebell. 
y 
(WJ 
S A ~ 
(SI 
x o 
b -0 Abb. 4.4.3. Zum Grenzübergang (.9) ~ (8) bei An-
näherung von A on den Stützpunkt (). 
Wir führen nach Abb. 4.4.3 ein Koordinatensystem ein mit dem Stützpunkt 
o als Ursprung, der x-Achse in Tangentenrichtung und der y-Achse in Nor-
malenrichtung *). Der Aufpunkt A mit dem Orts vektor ~ hat in diesem System 
die Koordinaten (~, 1)); er soll beim Grenzübergang gegen den Stützpunkt 0 
rücken. Ordnen wir nun einem Quellpunkt mit dem Ortsvektor ,;' auf (8) die 
Koordinaten (x, y) zu, so erscheint jede Komponente der Kernfunktion 
;j (8) 6;jk (~ - ,;') aus (4.4.30) nach (4.4.14-15) in der Form 
k (~,1]; x, y) = t (tp; ~,1)) 
r 
(4.4.41) 
wo der Zähler t (tp; ~,1)) in ~ und 1) differenzierbar und überall nach tp in eine 
Potenzreihe entwickelbar ist. Ferner ist 
und 
r 2 = (x - ~)2 + (y - 1))2 (4.4.42) 
x-~ n Y-1) 
tp = - arc tg -- = ± - + arc tg __ 
y-1) 2 x-~ (4.4.43) 
Wegen der Symmetrieeigenschaften von 6~jk (;- - !') gilt ferner 
t (tp + n; ~,1)) + t (tp; ~,1)) = 0 (4.4.44) 
. d' E . kl n n sowIe le ntwlC ungen in der Umgebung von 1/J = _ und 1/J = _ :... 
T 2 T 2 
*) Daß wir dadurch für (x, y) ein Linkssystem erhalten, ist für das folgende ohne Bedeu-
tung. 
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10 (~, 1]) + 11 (~, 1]) . ('IjJ - i) + " . für 'IjJ> 0 (4.4.45) 
f ('IjJ; ~, 1]) = - /0 (~, 1]) - /1 (~, 1])' ('IjJ + i) + ... für 'IjJ < 0*) (4.4.46) 
Die Gleichung der Randkurve (S) in der Umgebung des Stützpunktes 0 sei 
_1 2 Y-2 xx + ... (4.4.47) 
wo die Krümmungen x auf beiden Seiten im allgemeinen verschieden seien, 
also 
x = x+ für x> 0 (4.4.48) 
x = x- für x< 0 
Die Randkurve sei also stückweise analytisch derart, daß in den endlich 
vielen Ausnahmepunkten noch eine Tangente vorhanden ist. Dann stimmen 
auch die ersten Entwicklungskoeffizienten einer Komponente der Belastungs-
funktion P (s) nach s und x überein: 
P (s) = Po + PI S + . . . = Po + PI X + ... (4.4.49) 
Hier soll Po beiderseits 0 gleich sein, während PI verschiedene Werte an-
nehmen kann, also 
PI = pt für x > 0 
PI = P~ für x < 0 (4.4.50) 
Bei der Belastungsfunktion wird also in den Ausnahmepunkten nur Stetigkeit 
verlangt. 
Nun ist für jede einzelne Komponente von Qi (s) in (4.4.30) ein Integral der 
Form 
+b 
Q = lim \f ('IjJ; ~, 1]) P (s) ds 
u.ry) ...... O J r (4.4.51) 
-a 
zu berechnen. Da wir uns hier nur für den Grenzfall eines gegenüber dem 
Krümmungsradius kleinen Integrationsbereichs interessieren, können wir dies 
wegen 
(4.4.52) 
*) Man beachte bei der Berechnung von /, (0. 0) das besondere Verhalten der Tensor-
komponenten, welches durch die Veränderlichkeit der Tangentenrichtung in B an (8) 
mit 1p bedingt ist (im Grenzfall dreht sich die Tangente mit der doppelten Winkelgeschwin· 
digkeit; vgl. Abb. 4.4.3). 
17 Wissenschaft\. Abhand!.. XIV. 1862 
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nach (4.4.49) entwickeln 
b b 
Q = Po' lim \ I (1jJ; ~,rJ) dx + PI . lim \:: I (1jJ; ~,rJ) dx (4.4.53) 
(:,,/)-+oJ r (!;,>,)-+oJ r 
~a -((, 
+ ... 
wo der Integrand der höheren Glieder für x -+ 0 verschwindet, also der nume-
rischen Quadratur ohne weiteres zugänglich ist und in diesem Zusammenhang 
nicht interessiert. Einen regulären Beitrag zum Cauchyschen Hauptwert liefert 
das zweite Glied; denn es gilt wegen (4.4.42-43) und (4.4.45-47) für den 
Integranden 
= PI . 10 (0, 0) sgn x sgn 1jJ = PI 10 (0, 0) (4.4.54) 
und somit bei Annäherung von verschiedenen Seiten auf (8) an den Stützpunkt 
q: = pt 10 (0, 0) für x -+ + 0 
ql = PI 10 (0, 0) für x -+ - 0 
(4.4.55) 
Daraus folgt der reguläre Beitrag der Belastung zum Cauchyschen Hauptwert. 
Einen ähnlichen Beitrag können wir vom ersten Glied abspalten. Wir führen 
dazu ein (Abb. 4.4.3) 
, x-~ n rJ 
1jJ = arctg-- = ±- - arctg--
rJ 2 x- ~ (4.4.56) 
und zerlegen das erste Glied von (4.4.53) 
b 
1· ~f(1jJ; ~'rJ)d Po' 1m x 
(:,>/)-0 r 
-a 
= Po' lim t ~ f (1jJ; ~,1J) - I (1jJ'; ~'1J) dx + h (1jJ'; ~,1J) dX) (4.4.57) (:,~)-O j r j r 
-0 -a 
Nach dem Mittelwertsatz der Differentialrechnung [142] gibt es nun wenigstens 
einen zwischen 1jJ und 1jJ' gelegenen Wert tp derart, daß sich der Nenner des 
ersten Integranden nach 
f(1jJ;~,rJ)-f(1jJ'; ~,1})= ~fl_ (1jJ-1jJ') 
1jJ ('I';:,~) 
(4.4.58) 
umschreiben läßt . .Mit (4.4.43,47,56) entwickelt man nun diesen Ausdruck 
f " ~ ur Y. x, -, 
x 
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( 
1. 2 ) 01 Z-xx -'Y} 
= ::;-1 ~ arc tg + arc tg _'Y}_ 
u1p (v';t,>,) , x - ~ x - ~ 
(4.4.59) 
und setzt dies in den Integranden des ersten Gliedes von (4.4.57) ein. Überlegt 
man, daß beim Grenzübergang 1p und 1p' gemeinsam gegen ± ~ streben, so 
findet man für den Integranden ähnlich wie in (4.4.54) 
q 2 = Po . lim { lim!L1 (~ x::' + ... ) X~O (;,~)-+o01p (;;~,1) 2 r 
= }Po . X /1 (0, 0) . sgn x sgn ~ =} Po X 11 (0, 0) (4.4.60) 
und somit bei Annäherung von verschiedenen Seiten auf (S) an den Stützpunkt 
qt = } Po x+ Ir (0, 0) für x ~ + 0 
1 I (0 0) fu"r 0 q2 = 2' Po x- 1 , X ~ - (4.4.61) 
Daraus folgt der reguläre Beitrag der Krümmung von (S) zum Cauchyschen 
Hauptwert (4.4.35). 
Vom zweiten Integral in (4.4.57) läßt sich wiederum ein regulärer Anteil 
abtrennen. Wir führen dazu ein (Abb. 4.4.3) 
(4.4.62) 
und zerlegen 
b b b 
) I (1p' ~ ;, 'Y}) dx = ) f (1p'; ;, 1}) (~ - M dx + F (1p' ~,;, 1}) dx (4.4.63) 
-a -a -tJ 
Wir zeigen, daß der Integrand des ersten Gliedes gegen Null strebt, wenn man 
zunächst den Aufpunkt A (~, 1}) für nicht verschwindendes x aus dem Innern 
von (K-) in den Ursprung rücken und dann die Integrationsveränderliche x 
gegen Null streben läßt. Wegen der vorausgesetzten Stetigkeitseigenschaften 
Von f (1p; ;, 1J) genügt es, wenn wir dies für den Faktor (~- ~) nach. 
weisen. Nun ist mit (4.4.42,47,62) bis auf Glieder höherer Ordnung in x 
17· 
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(4.4.64) 
1 
Der IIlhalt der letzten Klammer läßt sich für 4' ,,2 x2 ~ 1 entwickeln ([142], 
Teil II, § 45) 
1 _ 1 2 2 
--;======= -1- -8" x + ... 
VI 1 2 2 + 4''' x + ... 
(4.4.65) 
Nach Division mit lxi =1= 0 folgt 
lim (~-~) = - ~ ,,2 lxi + (;,~~O) r r 8 (4.4.66) 
woraus man sofort den Grenzwert 
m m - -- = li (li (1 1 ')) 0 "'~O «.~)~O r r' (4.4.67) 
abliest. Damit folgt auch der Grenzwert des Integranden im ersten Glied von 
(4.4.63) 
(4.4.68) 
Für das letzte Integral in (4.4.63) ist kein endlicher Grenzwert des Integranden 
mehr nachzuweisen; wir müssen daher den Grenzwert des Integrals als Ganzes 
bestimmen. Seinen Beitrag zu (4.4.57) bezeichnen wir mit Q3; ein Blick auf 
Abb.4.4.3 zeigt, daß er von der Krümmung der Randkurve (8) unabhängig 
ist. Durch die Substitution 
d1p' 
x - ~ = 'YJ tg 1p' , dx = 'YJ -2-' , 
cos 1p 
mit den neuen Integrationsgrenzen 
, n 'YJ 
1po = 2" - are tg b _ ~ 
I n 'fJ 
1pa = - 2" + are tg a + ~ 
, 'YJ 
r = cos 1p' 
erhält man naeh Multiplikation mit dem Vorfaktor Po aus (4.4.57) 
(4.4.69) 
(4.4.70) 
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b 
Q 1· )t(1p';~,1'})d 3=Po Im --,-- x 
(~,~)~O r 
-a 
1· ~t (1p'; ~,1'}) d ' = Po 1m , 1p 
(,,~) ~O cos 1p 
v'~ 
" :r 
+ 2: v'~"2 
(4.4.71) 
Wir berechnen zuerst die heiden letzten Teilintegrale. Durch Einsetzen der 
Entwicklung (4.4.45-46) erhalten wir nach Einführung der neuen Integrations-
veränderlichen 
{} , :Tl für 1p' > 0, = 1p + 2" für 1p' < 0 (4.4.72) 
tp~ 2 
Q' - l' ( ) r)f(1p'; ~,1'})d ' 3 - Po' Im - - \ ---,- 1p 
(,.~)-O .J cos1p 
:t V,f 
- - . 
. ,
po.lim _ (~to(~,1'})~{}'fd~,1'})d{) { arctg~ ('.~)-O J sm {} 
.1-0 
. tg(~arctg~) 
=Po' 11m lo(~,11)'ln (1 ) 
(" ~)-O tg _ arc tg _1')_ 
2 b - ~ 
b 
= Po' 10 (0, 0) . In-
a 
(4.4.73) 
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Die nur unter der Voraussetzung der gleichen Annäherung der Integrations-
grenze {} = 0 in beiden Integralen der zweiten ~~d dritten Zeile. mögli?he 
Annahme, daß sich die divergenten Teile gegenseItIg wegheben, wIrd weIter 
unten durch unsere Behandlung des ersten Teilintegrals in (4.4.71) gerecht-
fertigt, welches ebenfalls nur unter der Voraussetzung gleicher Annäherung 
beider Integrationsgrenzen konvergiert. Diese sind aber mit den unteren 
Grenzen in (4.4.73) identisch. (4.4.73) ist der Cauchysche Hauptwert von 
b f dxjx und verschwindet für b = a. Wichtig ist noch die Bemerkung, daß 
-a 
die Annäherung von A an 0 auf einem völlig beliebigen Wege erfolgen kann; 
es darf nur das letzte Stück davon nicht auf (8) verlaufen oder (8) in 0 be-
rühren (8tolzscher Weg). 
Das erste Teilintegral in (4.4.71) schließlich läßt sich nach (4.4.44) umformen 
7t 
2 2 
_ li ~f(tp';~,1'})+f(-tp';~,1'})d '_ ~f(tp';O,O)+f(-tp';O,O)d.,,' 
- Po m ,tp - Po ' 't' 
(;, ~)~O cos tp cos tp 
o 0 (4.4.74) 
Wegen (4.4.45---46) verschwindet der Zähler des Integranden an der oberen 
Integrationsgrenze von gleicher Ordnung wie der Nenner; das Integral ist also 
beschränkt. Seine physikalische Bedeutung ergibt sich durch Vergleich mit 
(4.4.21). Man leitet aus der für die Fundamentallösung definitionsgemäß 
gültigen Gleichgewichtsbedingung (4.4.17) ab, daß (4.4.74) auf den Beitrag 
I 
"2 Bi (8) vor dem Integral in (4.4.35) führt. 
Damit haben wir die Gültigkeit der Integraldarstellung (4.4.35) für stückweise 
anal.rtische und durchweg glatte Kurven (8) mit stückweise analytischer und 
durchweg stetiger Belastung nachgewiesen, und zwar durch Ausführung des 
Grenzübergangs (4.4.30) für ein Teilintervall der Kurve (8), welches den Auf-
punkt in seinem Innern enthält (kurz: für ein "Aufpunktintervall"). Der 
Cauchysche Hauptwert ist bestimmt durch (4.4.55,61,73), das integralfreie 
Glied durch (4.4.74). Grob-anschaulich kann man den Cauchyschen Haupt-
wert in (4.4.35) ansehen als den Beitrag aller Kräfte zu Qi (8), die nicht im 
Aufpunkt selbst angreifen, und das integralfreie Glied als den Beitrag der 
Kräftebelegung im Aufpunkt selbst. Freilich wäre diese Betrachtungsweise 
zu ungenau, um darauf die Rechnung zu gründen; tatsächlich ist (4.4.35) nur 
durch den Grenzübergang (4.4.30) wirklich zu rechtfertigen. Integralfreie 
Glieder treten auch in der Theorie der Integralgleichungen von Mus' cheli8chwili 
sowie LauriceUa und 8cherman auf; entsprechend ihrer komplexen Formu-
lierung wird dort zu ihrer Herleitung der Satz von Plemelj aus der Funk-
tionentheorie benutzt [2,3,5,6,37,41,42]. 
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4.4.D. Zur numerischen Rechnung 
Die numerische Lösung eines Randwertproblems besteht aus zwei Teilaufgaben, 
nämlich einmal der Aufstellung des "finiten" algebraischen Ersatzgleichungs-
systems und zum anderen der Lösung dieses finiten Systems [31 J. Bei der 
Entwicklung numerischer Verfahren hat man anzustreben, einen möglichst 
großen Teil der Gesamtaufgabe einer programmgesteuerten Rechenmaschine 
zu übertragen; das prinzipiell mögliche Optimum ist dann erreicht, welm sich 
die Arbeit des Rechners auf die Eingabe der geome~rischen Daten der Kurve 
(S) und der Belastungsfunktion [P] an den Stütz stellen beschränkt. Während 
nun der zweite Teil der Aufgabe - außer der Notwendigkeit "externer" 
Speicherung bei sehr umfangreichen Gleichungssystemen [133] - program-
mierungstechnisch keine grundsätzlichen Schwierigkeiten bietet, kann der 
erste Teil, nämlich die Aufstellung des finiten Gleichungssystems für die 
üblichen, mit Gitternetzen auf der Scheibenfläche arbeitenden Verfahren, den 
Programmierer vor fast unlösbaren Aufgaben stellen, wenn die Berandung 
dem Gitternetz nicht angepaßt ist*). Bessere Aussichten für den ersten Teil 
der Aufgabe bei beliebigen Scheibenformen bieten die Integralgleichungs-
verfahren, die ausschließlich auf dem Rande arbeiten; ein entsprechendes 
Verfahren wurde in der Potentialtheorie bereits von Martensen [55J aus-
gearbeitet und praktisch erprobt. Der Ausarbeitung eines analogen Verfahrens 
für die Gleichung (4.4.35) dienten nun die Rechenversuche von Seggelke [133], 
die wir im folgenden diskutieren wollen**). 
Es war von vornherein zu erwarten, daß der Übergang zum finiten Gleichungs-
system für die Operatorgleichung (4.1.18) nach Einführung der Integral-
darstellung (4.4.35) wegen der Singularität des Kerns besondere Probleme 
aufwerfen würde; tatsächlich bezieht sich die bei Kantorowitsch und KryloLC 
[63J angegebene Fehlerabschätzung nur auf differenzierbare Kerne. Trotzdem 
wurde für die ersten Rechenversuche von Seggelke der einfacheren Program-
mierung wegen die numerische Integration nach der relativ rohen "Rechtecks-
mittenregel" zugrundegelegt; das heißt die Kräftebelegung [R;] wurde durch 
Einzelkräfte in der Intervallmitte ersetzt und die Kernfunktion ebenfalls auf 
die Intervallmitten bezogen. Für den Aufpunkt selbst wurden die Beiträge 
(4.4.55,61) des Aufpunktintervalls zum Cauchyschen Hauptwert in (4.4.35) 
völlig vernachlässigt und nur der Beitrag} [R1]n-l vor dem Integral berück-
sichtigt. Wie erwartet wirkten sich diese Vernachlässigungen besonders bei 
stark veränderlicher Belastung aus. Für konstanten Zug an einer Kreisscheibe 
ergab sich so bei 48 Randpunkten nur noch ein Fehler von 1,6%, während 
das Ergebnis für eine durch zwei Einzelkräfte belastete Kreisscheibe wesentlich 
schlechter ausfiel. Immerhin zeigen die in Abb. 4.4.4 skizzierten' Rechen-
ergebnisse eine deutliche Annäherung an die nach § 4.3 durch eine Reihen-
entwicklung bestimmte exakte Lösung mit zunehmender Zahl der Randpunkte, 
.. ) Für rechtwinklig begrenzte Platten vgl. R6sza [162] . 
... ) Der Verfasser möchte Herrn Seggelke sehr herzlich für seine mit großem Fleiß, Ge-
schick und Einfühlungsvermögen durchgeführte Arbeit danken. 
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wobei der Fehler der skizzierten Ergebnisse - innerhalb der Zeichengenauig-
keit - ausschließlich von dem unvollkommenen Übergang zum finiten 
Gleichungssystem herrührt. Wegen Einzelheiten vgl. 8eggelke [133]. Aus den 
Rechenergebnissen geht jedenfalls hervor, daß die einfache Rechtecksmitten-
regel eine ausreichende Genauigkeit im allgemeinen erst bei einer sehr g.roßen 
Zahl von Randpunkten und mit unangemessen hohem Rechenaufwand lIefert. 
0.1 
0.05 
TOl/g.-
kom. 
01 
-0.01 
-0.02 
-0.03 
iy 
I (SI 
37 
, 
/ Exakte Tangentia/komponente 
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kamp. \ 12 
1.8 Nandpkt.\ 
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, mitv = im = 0,29 
~'''''' 0", 
Tal/gent.-."" 
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12 Randpkt. ~" (umgerechnet) . -..;;..:::;::, 
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3 Nld.Hand-
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0" 6 __ -' • .6,-. /Normalkomp. 
0_ ° _ 0 _ 0 - _ . ." 12 Handpkte. 
- 0 - 0 - 0 - 0 - 0 - 0\ (umgerechnet! 
Exokte Normo/komponen-
0.031 Narmalkom- te 1.8Randp'kte. ponente 
Abb. 4.4.4. Numeriscbe Er-
gebnisse mit der Rechtecks-
mittenregel. Nach Seggelke 
[133] 
Für die Verbesserung des finiten Gleichungssystems scheidet die Anwendung 
höherer Quadraturformeln auf das ganze Integrationsintervall (8) von vorn-
herein aus. Einmal würde dadurch die Anpassungsfähigkeit des Verfahrens 
an die verschiedensten Bereichsformen weitgehend verloren gehen und der 
Programmierungs- und Rechenaufwand für den zeitlich am meisten ins Gewicht 
fallenden Iterationsvorgang erheblich anwachsen. Sodann aber würden diese 
höheren Quadraturformeln wegen der Periodizität des Integranden nach 
Kantorowitsch und Krylow ([63], S. 97) selbst dann keine Genauigkeitsverbesse-
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rung bringen, wenn der Integrand überall differenzierbar wäre. Eine weitere, 
von Kantorowitsch ([63], S. 98) angegebene Methode besteht in der Beseitigung 
der Singularität durch "Vergleich" mit einem anderen, durch dieselbe Sin-
gularität ausgezeichneten Kern, für den man die benötigten Integrale exakt 
berechnen kann; in unserem Falle käme etwa der Kern (4.4.75)*) für die Kreis-
scheibe nach Seggelke [133] in Frage. Doch ist diese Methode wohl nur auf 
glatte, einfach zusammenhängende Bereiche anwendbar und erschwert wieder-
um die Programmierung der Iteration. Auf die im ebenen Fall anwendbaren, 
funktionentheoretisch zu begründenden Methoden zur Regularisierung oder 
direkten numerischen Behandlung ähnlicher Integralgleichungen sei hier nur 
kurz hingewiesen [3,5,6,37,41,42,135]; sie gehen meist von einem anderen 
elastizitätstheoretischen Ansatz aus und dürften auch nicht ganz einfach zu 
programmieren sein, im Gegensatz zur analogen Fredholmschen Integral-
gleichung der Potentialtheorie [40,41, 54--58]**). Da;;; in unserem Fall sinnvolle 
Verfahren besteht dagegen darin, beim Ersatz des Kernes (4.4.34) durch eine 
finite Matrix die Randkurve (S) und die Belastungen [R;]n ein für allemal 
nach den gegebenen Stützwerten in geeigneter 'Veise zu interpolieren, an den 
Stützstellen den Hauptwert des Integrals zu bestimmen und mit der so ge-
fundenen Ersatzmatrix wie üblich weiterzurechnell. Man nimmt also gewisser-
maßen die Integration der interpolierten Funktionen in den einzelnen Inter-
vallen ein für allemal vorweg und setzt sie dann bei der Iteration mit Hilfe 
der jeweiligen Stützwerte zum Gesamtintegral zusammen. Für die Berechnung 
der Teilintegrale stehen nach Collatz [29], Kantor01citsch [63, 138], Pychtejew 
[139] u. a. geeignete Verfahren zur Verfügung. 
Eine mögliche Interpolation der Randkurve besteht z. B. im Ersatz durch 
knickfrei in den Stützpunkten aneinander anschließende Kreisbogenstücke ; 
dann kann zur Berechnung des Beitrags eines jeden Kreisbogenstücks zur 
Integralfunktion in seinen beiden Stützpunkten die Kernfunktion (4.4.75) 
zugrundegelegt werden. Für den Beitrag der anderen Kreisbogenstücke kann 
man dann numerische Quadraturformeln benutzen, insbesondere bei genügend 
großer Entfernung die einfache Rechteeksmittenregel***). Der Xachteil dieser 
Interpolationsmethode ist, daß die Stützpunkte nicht beliebig gelegt werden 
können, was ihre Automatisierung sehr erschwert, wenn nicht praktisch über-
haupt unmöglich macht. Anpassungsfähiger ist die aus der analytischen Geo-
metrie bekannte Interpolation durch Parabelbögen (140J oder Stücke einer 
Cornuschen Spirale [141], welche durch die Lage der Stützpunkte und die 
zugehörigen Tangenten an (8) eindeutig bestimmt sind. Zwar ist ein ge-
schlossener Ausdruck für die Kernfunktion auf diesen Kurven bis jetzt nicht 
bekannt, doch kann man nach (4.4.55,61,68) den Grenzwert des Integranden 
in den Randpunkten ermitteln und dann mit Hilfe automati~ch eingeschalteter 
*) Ygl. § 4.4.E, S. 261. 
**) Dagegen kann es in Verbindung mit einem Konvergenzverbessenmgsyerfahren nütz-
lich sein, eine solche Regularisicrung nachträglich, d. h. mit der bereits aufgestellten 
Ersatzmatrix, auszuführen. Ygl. dazu § 4.4.E und § .'). 
***) Xach Seggelke [133J etwa bei einem Abstand über fünf Interyallängen mit einer 
Fehlerschranke unter 1 %. 
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Zwischenpunkte die zur Bestimmung der Ersatzmatrix notwendigen Inte-
grationen numerisch ausführen. Auch eine - ebenfalls im Prinzip auf auto-
matischem Wege durchführbare - Interpolation durch zwei Kreisbögen 
zwischen zwei Stützpunkten mit Tangentenrichtungen ist möglich; hierbei 
kann über einen freien Parameter noch verfügt werden, z. B. durch geeignete 
Wahl der Tangentenrichtung in dem Zwischenstützpunkt, wo die beiden 
Abb. 4.4.5. Zur Interpolation der Randkurve 
durch zwei Kreisbögen. Gegeben sind die stütz· 
punkte 0" 0, mit Tangenten und die Tangenten-
richtung im Zwischenstützpunkt Zu. M" M, sind 
die Mittelpunkte der gesuchten Kreisbögen; die 
Reihenfolge der Konstruktion ist durch Beziffe-
rung kenntlich gemacht 
Kreisbögen aneinanderstoßen. Die elementargeometrische Konstruktion des 
Zwischenstützpunktes ist in Abb.4.4.5 durchgeführt, und ihre Program-
mierung dürfte mit Hilfe einfacher Formeln der analytischen Geometrie nicht 
allzu schwierig sein. 
Zur Interpolation der Belastung verwenden wir eine Trapezregel; d. h. wir 
ersetzen die Tangential- und Normalkomponenten der Belastung R't-1 durch 
stückweise lineare Funktionen der Bogenlänge 8 auf der Randkurve (8) 
zwischen den einzelnen Stützpunkten. Dann lassen sich die Werte des Inte-
grals in (4.4.35) in den Stützpunkten für diese stückweise lineare Ersatz-
funktion beliebig genau angeben; die neue Belastung Rj kann man dann 
wieder in derselben Weise durch lineare Interpolation annähern und damit 
die Iteration weiterführen. Es besteht auch kein Zweifel, daß man auf diese 
Weise zu einer praktisch sinnvollen Fehlerabschätzung für das finite Ersatz-
gleichungssystem zu der Operatorgleichung (4.1.18) gelangen kann; wir ver-
Abh. 4.4.6. Zur Interpolation der Belastungsfunktion. 
Dreiecksbelastungen und Trapezregel über der rektifizierten 
Randkurve 
zichten hier jedoch auf ihre Formulierung und Durchführung. Die lineare 
Interpolation der Belastung kann man bei der Aufstellung der finiten Ersatz-
matrix für den Kern ein für allemal durchführen, indem man nach Abb. 4.4.6 
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jeden Stützwert als Maximalwert einer Dreiecksbelastung von dem gezeich-
neten Typ ansieht., jeweils getrennt für die Normal- und die Tangential-
komponente über der rektifizierten Bogenlänge von (8) aufgetragen. Die 
einzige Schwierigkeit ist dabei, daß im allgemeinen die Resultierenden der 
Tangential- und Normalbelastungen weder im Angriffspunkt noch in der 
Richtung mit dem Stützpunkt und seiner Tangente bzw. Normalen überein-
stimmen und sich außerdem noch durch einen Umrechnungsfaktor von den 
Stütz werten unterscheiden; doch können diese Daten nach der Aufstellung 
der finiten Ersatzmatrix ausgedruckt und bei der numerischen Eingabe der 
gegebenen Belastung [P;) berücksichtigt werden. Auch automatische Inter-
polationsprogramme sind denkbar, welche die gegebenen, als Resultierende 
in einem Randintervall aufgefaßten Belastungswerte durch geeignete Inter-
polation auf die beiden benachbarten Dreiecksbelastungen aufteilen und da-
nach erst die Stützwerte berechnen, mit denen die weitere Rechnung durch-
geführt wird. Die dadurch bedingte Veränderung der Ausgangswerte ist bei 
technischen Fragestellungen fast immer tragbar und liegt im Rahmen der 
üblichen Fehler numerischer Verfahren *). Es ist kaum zu bezweifeln, daß 
sich auch die von Seggelke [133J entwickelten Methoden, Symmetrieeigen-
schaften der Kurve (S) zur Einsparung von Rechenzeit auszunützen, auf die 
verbesserte Rechnung übertragen lassen. 
4.4.E. Der Kern für die isotrope Kreisscheibe und seine Regularisierung. Ein 
unabhängiger Konvergenzbeweis für die isotrope Scheibe. 
Normalerweise wird man sich bei einer völlig beliebigen glatten Kurve (S) 
damit begnügen müssen, den Kern (4.4.34) in numerischer Form näherungs-
weise aufzustellen; nur in einfachen Sonderfällen kann man hoffen, einen für 
die praktische Rechnung genügend einfachen geschlossenen Ausdruck für die 
Kernfunktion zu finden. So hat Seggelke [133J die Kernfunktion (4.4.34) für 
die isotrope Kreisscheibe vom Radius a in Polarkoordinaten (2) rp ausgerechnet; 
die von ihm angegebenen Ausdrücke lauten 
, 1 ( 3.A - 1, 1 ) kQQ (rp, rp ) = 4 na - 2.A cos (rp - f{) + .A 
, 1 (3.A - 1., .A - I f{' - rp) 
kQ'1' (rr, rp ) = - k'fQ(rp,rp') = 4 n a 2.A sm (rp - (1') - 2.A cotg--;r-
krprp (rp, f{") = 4~ a (- 3:;; 1 eos (rp' - f{) - 1) (4.4.i5) 
*) Es sei noch bemerkt, daß man bei einem flächenhaften Integrationsgebiet, also bei 
räumlichen Randwertproblemen und ebenen Inhomogenitätsproblemen, eine entsprechende 
Interpolation durch eine Belegung mit sich überschneidenden, im allgemeinen 8e"h8-
seitigen Pyramiden erreicht (vgl. die "Pyramidenfunktionen" in [35]). Räumliche In· 
homogenitätsprobleme lassen sich durch eine Kombination beider Interpolationsmethoden 
erfassen. Wegen allgemeiner Untersuchungen über mehrdimensionale Integrale mit 
Hauptwerten vgl. [122, 136, 137]. 
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Singulär sind also nur die Komponenten außerhalb der Hauptdiagonale, was 
nach den Symmetrieeigenschaften des Spannungsfeldes einer Einzelkraft durch-
aus plausibel erscheint. Diese Komponenten erscheinen als Summe eines 
regulären und eines Habertschen Kerns; die tensorielle Kernfunktion muß 
sich also durch einen anderen Integraloperator mit Hilbertschen Kernen in 
den entsprechenden Tensorkomponenten verhältnismäßig einfach regularisieren 
lassen ([41], S. 122; [42,135,136]). 
Einen Anhalt für die Wahl des regularisierenden Integraloperators geben die 
Überlegungen von § 4.3.C; dort wurde der durch seine Eigenwerte und Eigen-
funktionen gegebene Operator [J+ UO mit Hilfe des Operators [J- UO regula-
risiert, d. h. vollstetig gemacht. Dasselbe muß auch mit den Integraldar-
stellungen (4.4.35-36) dieser Operatoren möglich sein. Bezeichnen wir mit 
X den Integraloperator mit dem Kern k ij (s, s') nach (4.4.34), so erhalten 
wir nach (4.4.35-36) 
(JI- UO) (JI+ UD) = (~E - X) (~E + X) = ~E - X2 (4.4.76) 2 2 4 
Der Kern des einmal iterierten Integraloperators X2 ist im allgemeinen Fall in 
Matrizenform 
kir (s, s') = I-~-I ki!.: (s, s") kkj (s", s') ds" 
(8) 
/\ I-~_I (ku (s, s") kll (s", s') + k12 (s, s") k 21 (s", s') 
(8) k 21 (S,s")kll (s",s') +k22 (S,s")k 21 (s",s') 
kn (s, s") k 12 (s", S') 
k 21 (s, s") k12 (s", S') 
+ k12 (s, s") k 22 (s", S')) d " 
+ k22 (s, s") k 22 (s", s') S 
(4.4.77) 
wobei den Indizes 1 und 2 außer den Cartesischen Koordinaten auch die 
Polarkoordinaten 12 und rp entsprechen können. Nach der Hilbertschen Formel 
[41,42,135,136] 
2~ 2n 
(.) 1 )2 rL, cotg g/' ,-; rp drp" 1-1-1 cotg rp' ~ rp" F (rp') drp' -~ J - J 2 
o 0 
2" 
- F (<p) + -!- \ F (rp') drp' 
-nJ (4.4.78) 
o 
muß der einmal nach (4.4.77) iterierte Kern (4.4.75) einen Anteil von der 
Form einer Diracschen Deltafunktion [88-91] enthalten; spaltet man diesen 
Anteil ab, so ist der verbleibende Kern k<,2> (s, s') regulär. 
'J 
Die etwas umständliche Regularisierung (4.4.76) in der Integraldarstellung ist 
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im Anhang ausgeführt; im Ergebnis erhält man den Produktoperator als 
Summe eines konstanten integralfreien Skalarfaktors 
(.$I + 1) (3.$1 -1) 
Y = 16.$12- (4.4.79) 
und einer regulären Integraltransformation mit dem tensoriellen Kern 
k<2> ( ') _ _ 1_((5.$1 - 3) (3.$1 -1) (' _ ) ~ (.$1+1) (.$1-3») 
ee f[!, f[! - 8 n a 4.$12 cos rp rp 4.$12 
k;;;,,2> (m, m') = _ k <2> ( ') ___ 1_ (5.$1 - 3) (3 v#' - 1) . ( '_ ) 
<T -r -r q:e cp, f[! - 8 n a 4.$12 sm Cf cp 
k<2> ( ,) __ 1_((5.$1-3)(3.$1-1) ('_ )_(3.$1-1)(.$1+1») 
q:q: cp, f[! - 8 n a 4.$12 cos cp cp 4.$12 
(4.4.80) 
Mit den Abkürzungen (4.3.60-62) erhält man dann die regularisierte Operator-
gleichung (4.3.58-59) in der Integraldarstellung 
(vi{ + 1) (3.$1 -1) (Re (CP») (.$I + 1) (.$I - 3) (Re (rp»)" ,(3.4'1 - 1) (.4'! + 1) (_0_) 
16.$12 Rq: (cp) + 16.$12 0 T 16 vlt2 Bq; (cp) 
2" 
+ (5V#-3)(3.d-l) \ (- cos (cp'-cp) 
32 n.d2 a J - sin (rp' -cp) 
o 
sin (Cf' -CP») (Re (Cf'») d' _ (A e (CP»)" 
- cos (q;' -q;) Rq; (q;') {{ Cf -Aq; (cp) 
(4.4.81 ) 
Die ersten beiden Glieder stimmen tatsächlich mit der linken Seite von(4.3.63) 
überein. Alle übrigen Glieder verschwinden aber, wenn wir den Zustands-
raum Sauf Gleichgewichts-Kräftebelegungen einschränken. In der Tat ist das 
dritte Glied der linken Seite bis auf den Vorfaktor nichts anderes als das durch 
2 n a2 dividierte Moment der Kräftebelegung R bezüglich des Kreismittel-
p.unkts; und bei dem vierten Glied zeigt eine elementare kräftegeometrische 
Überlegung, daß es sich bis auf den Vorfaktor und das Vorzeichen um die 
Resultierende der Kräftebelegung R handelt, zerlegt nach der Normal- und 
der Tangentialrichtung im Aufpunkt. Schließen wir also, wie üblich, alle 
Kräftebelegungen aus, die nicht die Gleichgewichtsbedingungen erfüllen, so 
stimmen (4.3.63) und (4.4.81) überein, wie zu erwarten war. 
Grundsätzlich bleibt diese Regularisierungsmöglichkeit auch für eine beliebige, 
durchweg glatte und von Selbstberührungen freie Kurve (S) bestehen. Denn 
sie hat zur Voraussetzung nur die Lage der beiden Häufungspunkte (4.3.31, 36) 
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in einem reinen Punktspektrum und die Integraldarstellungen (4.4.35-36) der 
beiden Operatoren 17+ UO und 17- UD. Die Möglichkeit der Integraldarstellung 
ist aber in (4.4.41-74) für beliebige glatte, stückweise analytische und selbst-
berührungsfreie Kurven nachgewiesen. Aus (4.4.73-74) entnimmt man ferner, 
daß die singulären Anteile der Integraltransformation im isotropen Fall nicht 
von der Gestalt der Kurve (8) abhängen. Tatsächlich werden bei einer Ver-
biegung von (8) - unter Wahrung der oben postulierten Eigenschaften -
nur die regulären Anteile der Kernfunktion (4.4.34) verändert, und nur über 
den höchstens in endlich vielen Ausnahmepunkten unstetigen, aber durchweg 
beschränkten Beitrag (4.4.61) wirkt sich die Krümmung auf das Verhalten 
der Kernfunktion beim Zusammenrücken von Quellpunkt und Aufpunkt aus*). 
Die einzigen möglichen Veränderungen der Kernfunktion bei einer derartigen 
Verbiegung von (8) bestehen also in einer Vergrößerung oder Verkleinerung 
des Integrationsgebiets mit der Gesamtlänge von (8), welche durch eine maß-
stäbliche Verkleinerung oder Vergrößerung leicht ausgeglichen werden kann, 
und außerdem der Addition eines beschränkten und stückweise stetigen An-
teils zur Kernfunktion (4.4.34). Dies gilt auch noch, wenn man den Bereich 
(K+) durch Einführung weiterer geschlossener Randstücke mehrfach zu-
sammenhängend macht. Denn wenn sich diese Randstücke nirgends berühren, 
sind ihre "\Vechselwirkungsglieder und deren Beiträge zur Kernfunktion eben-
falls beschränkt. 
Führt man also den Kreis durch eine Verbiegung in irgend eine andere glatte 
Kurve (8) über, so bleiben die singulären Anteile der Kernfunktion (4.4.75) 
unverändert; man kann setzen 
s' 
cp' = 2nL 
s 
CP=2nL 
L 
a=-2n 
(4.4.82) 
wo L die Gesamtlänge von (8) ist, und dann die Regularisierung in der be-
schriebenen Weise mit Hilfe der Hilbertschen Formel (4.4.78) durchführen. 
Ist dann die Kurve (8) nicht nur glatt, sondern auch stetig gekrümmt, so 
kann sich die Kernfunktion (4.4.75) nur um einen stetigen Summanden ver-
ändert haben; die singulären Anteile und der dadurch bestimmte integralfreie 
Faktor y in (4.4.79) bleibt also unverändert. An die Stelle von (4.4.80) tritt 
eine andere beschränkte Kernfunktion k<2> (s s')· die dadurch bestimmte Inte-il ' , 
graltransformation W (vgl. (4.3.56)) ist also vollstetig. Springt dagegen die 
Krümmung an endlich vielen Ausnahmestellen, so weist nach (4.4.61) die 
gegen (4.4.75) abgeänderte Kernfunktion k ij (8, 8') eine endliche Anzahl be-
schränkter Sprünge auf; damit erscheinen im regulären Teil k<2> (8,8') des 
iterierten Kerns k}J' (S,8') endlich viele logarithmische, also sch'wache Singu-
laritäten. kj12 > (8,8') ist also, wenn schon nicht mehr beschränkt, so doch immer 
noch quadratisch integrabel und führt damit ebenfalls auf eine vollstetige 
Integraltransformation W. Mit den singulären Anteilen bleibt wiederum der 
integralfreie Faktor y unverändert. 
~Iehrfach zusammenhängende Bereiche (K+) ersetzt man zunächst durch 
topologisch gleiche, von Kreisen berandete Bereiche. Dann läßt sich die 
*) Zwar entspricht auch (4.4.55) nicht einer regulären Intregaltransformation, da darin 
die Ableitung PI erscheint. Aber die Krümmung tritt darin nicht auf. 
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Regularisierung (4.4.76-80) zunächst für jede Teilrandkurve einzeln aus-
führen; damit erhält man wieder den integralfreien Faktor y nach (4.4.79). 
Die hinzutretenden Wechselwirkungsglieder zwischen den einzelnen Kreisen 
liefern nur einen beschränkten Beitrag zur regularisierten Kernfunktion 
kij2> (s, s'); die dadurch vermittelte Integraltransformation W ist also voll-
stetig. Andere mehrfach zusammenhängende Bereichsformen stellt man nun 
durch Verbiegen der einzelnen Kreise her; man setzt für das v-te geschlossene 
Teilstück von (8) 
Lv 
a,..=-2n (4.4.83) 
wo L die Länge des v-ten Teilstücks von (8) ist. Im übrigen gelten wieder 
die obigen Überlegungen, nach denen der integralfreie Faktor y unverändert 
bleibt, der Kern ki'j2> (s, s') nur schwach singulär sein kann und also die Trans-
formation W vollstetig ist. 
Die Transformation W ist außerdem mit Va symmetrisierbar. Denn einerseits 
ist nach (4.3.56) 
andererseits nach (4.1.23) 
VO (II- Va) (II+ Va) = Va (E - II+ VO)(II+ UO) = UO II+ UO - UO II+ UO II+ UO 
(4.4.85) 
Da sich nun Va nach (4.4.8) ebenfalls auf eine Integraltransformation mit 
schwach singulärem Kern zurückführen läßt, also vollstetig ist, und da dieser 
Operator nach den Voraussetzungen von § 4.1 positiv definit ist und keine 
Nullösungen hat, treffen die Voraussetzungen von Satz 63 bei Schmeidler 
([40], 8. 317) zu. Die Integraltransformation W besitzt also ein vollständiges 
System von Eigenfunktionen in dem zu der betrachteten Kurve (8) gehörigen 
Zustandsraum 8, und ihre Eigenwerte haben nur den einzigen Häufungspunkt 
Null. Dies zeigt aber, daß die Häufungspunkte IX und 1 - IX der Eigenwerte 
der Operatoren II- Va und II+ Va für eine beliebige glatte und stückweise 
analytische Kurve (8) ohne Selbstberührungen sich stets nach (4.3.35) aus 
derselben Zahl y bestimmen lassen, also mit den Häufungspunkten (4.3.31, 36) 
der Eigenwerte für den Einheitskreis zusammenfallen. 
Der Konvergenzbeweis für das Iterationsverfahren (4.1.21) ist daraus nun 
leicht abzuleiten. Für praktisch vorkommende Werte von .K liegen die 
Häufungsstellen der Eigenwerte von II- VO stets unterhalb Eins; der Eigen-
wert Eins selbst ist nach § 4.1 mit den verbotenen Anteilen, also den Nicht-
Gleichgewichts-Kräftebelegungen, für II- Va ausgeschlossen worden. Außer-
halb einer gewissen Umgebung der Häufungsstellen können also nur endlich 
viele Eigenwerte liegen; somit muß eine gewisse endliche Umgebung von Eins 
von Eigenwerten frei sein. Da sie andererseits nach (4.2.34) auch nicht größer 
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als Eins werden können, muß es einen größten Eigenwert von [J- UD unter-
halb Eins geben. Daraus folgt mit § 2.6 die starke Konvergenz (K. im Mittel; 
vgl. § 2.3, S. 131) des Iterationsverfahrens (4.1.21) im Zustandsraum S*). 
Gleichzeitig mit dem Konvergenzbeweis haben wir auch die beiden Häufungs-
punkte der Eigenwerte von [J- UD und [J+ UD für beliebige glatt berandete 
isotrope Scheiben bestimmt und ein Regularisierungsverfahren für diese beiden 
Operatoren angegeben. Die Überlegungen von § 4.4.D zur numerischen Be-
handlung einer singulären Integraltransformation werden dadurch aber keines-
wegs überflüssig. Denn selbst wenn es gelänge, den regulären Kern k;j2> (8,8') 
direkt, d. h. ohne vorhergehende Bestimmung des singulären Kerns k;j (8, 8'), 
numerisch aufzustellen, so würde man doch die singuläre Integraldarstellung 
(4.4.35) von [J- UO immer noch zur Berechnung der Vektorfunktion 
A = (II- UO) [P] (4.4.86) 
(vgl. (4.3.60)) benötigen. Eine praktische Nutzanwendung der Regularisierung 
dürfte eher bei der Konvergenzbeschleunigung in Verbindung mit der Momen-
tenmethode zu suchen sein (§ 5). 
Eine andere Methode, zu einer Fredholmschen Integralgleichung zu gelangen, 
scheint zunächst in der Variation derQuerkontraktionszahLIl zu bestehen. Denn 
bekanntlich ist die Lösung der zweiten Randwertaufgabe für eine isotrope 
Scheibe in den Spannungen von der Querkontraktionszahl .A unabhängig für 
einfach zusammenhängende Bereiche, und unter gewissen Einschränkungen 
sogar für mehrfach zusammenhängende Scheiben. Man sieht aber sofort, daß 
die singulären Glieder in (4.4.75) für u1l = 1 verschwinden, und aus (4.3.31, 36), 
daß dann die beiden Häufungsstellen der Eigenwerte zusammenfallen. Dies 
entspricht dem il1iche-lVeinelschen Verfahren für die zweite Randwertaufgabe 
[49]. Doch zeigt eine nähere Betrachtung, daß für u1l = 1 die Voraussetzung 
(4.2.15) einer eigentlich positiv definiten elastischen Energiedichte nicht mehr 
erfüllt ist; der Zustandsraum S ist dann kein Hilbert-Raum mehr, womit eine 
wesentliche Voraussetzung für unsere bisherigen Überlegungen entfällt. Tat-
~ächlich hat man für u1l = 1 den Fall der "ebenen Inkompressibilität" [143]. 
WiI' werden uns in der nächsten Ziffer mit diesem Fall besonders beschäftigen 
und zeigen, daß das 3fiche-lVeinelsche Verfahren trotzdem brauchbar ist für 
die zweite Randwertaufgabe an einfach zusammenhängenden isotropen 
Scheiben. 
-I.i> Das It~rations\'erfahrell "on Miche und Weinet 
Bereits Hl26 hat Jliche ein Iterationsverfahren zur Lösung von Scheiben- und 
Plattenproblemen vorgc~chlagen, das im Prinzip den Iterationsverfahren von 
*) Für beschränktes und stetiges [P] ist auch [R] beschränkt und stetig. Denn es 
könnte die Operatol'gleichung 
(JI+ CO) [R] _" 1/2 [R] + .Jf' (R] = (P] (4.4.85a) 
bei beschränktem [P] von einem nicht beschränkten [R] nur dann erfüllt werden, wenn 
bei Annäherung an eine Unendlichkeitsstelle /0 (0, 0) in (4.5.55) gegen - ~ streben würde. 
2 
Dies kann aber nach (4.4.45-46) und (4.4.13) ausgeschlossen werden. Auf ähnliche Art 
läßt sich auch die Stetigkeit nachweisen. 
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§ 1 sehr ähnlich ist. Dieses Verfahren wurde 1931 von Weinel [49] weiter aus-
gearbeitet und gegen eine Kritik von Nemenyi verteidigt. Wir beschränken 
uns an dieser Stelle darauf, die Lösung der zweiten Randwertaufgabe an der 
isotropen, einfach zusammenhängenden und endlichen Scheibe zu unter-
suchen. 
Das Verfahren von Miche und Weinel unterscheidet sich von dem in § 4.4 
entwickelten Integralgleichungsverfahren nur in einem Punkt: statt des 
Spannungsfeldes einer Einzelkraft in einer Vollebene aus einem physikalisch 
realisierbaren Material wird bei der Konstruktion des Kernes kij (s, s') nach 
(4.4.34) das Spannungsfeld der Einzelkraft an einer Halbebene [4] zugrunde-
gelegt. Dieses Spannungsfeld läßt sich aber bei Fortsetzung in die Vollebene 
auch auffassen als das Spannungsfeld einer Einzelkraft in der vollen unend-
lichen Scheibe aus einem Material mit der Querkontraktionszahl J! = 1 
([4], § 23). Die Vorteile dieser Wahl von J! sind offensichtlich: Die beiden 
Häufungspunkte der Eigenwerte (4.3.36,41) fallen in einen zusammen; in 
dem Kern (4.4.75) verschwinden die singulären Anteile und damit auch in 
jedem anderen Kern kij (s, s') für eine glatt berandete, isotrope Scheibe. Man 
kann also das Problem, wie dies bereits Miche und Weinel getan haben, auf 
eine Fredholmsche Integralgleichung zweiter Art (40,41] zurückführen. Be-
kanntlich ist die A irysche Spannungsfunktion und damit das Spannungsfeld 
bei der zweiten Randwertaufgabe an der einfach zusammenhängenden Scheibe 
von der Querkontraktionszahl J! unabhängig, sofern nur ihre Eindeutigkeit 
gewährleistet werden kann [4J; die Lösung der Integralgleichung von Miche 
und Weinel muß also auch, wenn sie eindeutig ist, auf das gesuchte Spannungs-
feld führen. 
Eine andere Frage ist es, ob in diesem Falle auch die Konvergenz des Iterations-
verfahrens gesichert ist. Für ein physikalisch realisierbares, isotropes Material 
gilt bekanntlich stets J! > 2; andernfalls wäre, entgegen den üblichen und 
auch in dieser Arbeit zugrundegelegten Voraussetzungen, die elastische Energie-
dichte nicht mehr eigentlich positiv definit. Für J! = 2 wird das Material 
inkompressibel und für J! < 2 instabil. Damit ist der Zustandsraum, wenig-
stens für beliebige räumliche Spannungszustände, kein Hilber/-Raum mehr, 
und es entfallen sowohl die Voraussetzungen unserer Konvergenzbeweise als 
auch des Kirchhof/sehen Eindeutigkeitsbeweises [1,2,78]. 
Für den ebenen Spannungszustand läßt sich diese Bedingung allerdings erheb-
lich abmildern; schreiben wir das Hookesche Gesetz des ebenen Spannungs-
zustandes [4] in die Voigtsche Matrizenform von § 3.8 um, so erhalten wir 
fxx I I 
-J! 0 1 (Txx 
1 1 0 fyy =E -J! 1 (Tyy 
J! I I 
0 0 2 __ T_ (4.5.1) 2 exy J! (T xy 
Man erkennt, daß die Matrix der Elastizitätskoeffizienten für positive Quer-
kontraktionszahl J! und positiven Elastizitätsmodul E ebenfalls positiv sein 
18 Wissenschaft!. Abhandl .• XIV. 1962 
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muß, wenn nur die linke obere Hauptachsendeterminante 2. Ordnung positiv 
ist, d. h. also für 
oder 
1 
-->0 
vf{2 (4.5.2) 
(4.5.3) 
Die elastische Energiedichte kann also bei Einschränkung auf ebene Spannungs-
zustände immer noch eigentlich positiv definit sein, auch wenn es schon räumliche 
Spannungszustände gibt, gegenüber denen sich das Material instabil verhält. 
Wir betrachten nun den Fall vf{ = 1. Dann hat die Matrix in (4.5.1) die drei 
Eigenwerte 0, 2 und 4. Soll also der Zustandsraum S auch in diesem Fall ein 
Hilbert-Raum bleiben, so müssen alle elastischen Zustände des Grundkörpers 
Ka ausgeschlossen werden, bei denen an irgendeiner Stelle eine Spannung 
vorkommt, welche dem Eigenwert Null der Matrix der Elastizitätskoeffizienten 
entspricht. Ausnahmen sind höchstens für eine Punkt menge vom Maß Null 
zulässig. Nun prüft man leicht nach, daß zu dem Eigenwert Null die folgenden 
Spannungen und Dehnungen gehören 
Gxx = Gyy beliebig, Gxy = 0 
exx = eyy = exy = 0 
(4.5.4) 
(4.5.5) 
Der Fall vf{ = 1 entspricht also der "ebenen Imkompressibilität" ; ein "ebener 
hydrostatischer Spannungszustand" bringt keine Dehnung hervor [143]. Frei-
lich ,erschwindet ezz unter der Einwirkung der Spannung (4.5.4) keineswegs; 
man erhält 
(4.5.6) 
also ein physikalisch unsinniges Ergebnis. Dies ist aber in unserem Fall ohne 
Belang, da die Spannungskomponente Gzz für den ebenen Spannungszustand 
,erschwindet . 
Genau diese ebenen hydrostatischen Spannungszustände werden nun auch 
,om K irchho//schen Eindeutigkeitsbeweis nicht erfaßt. Aber man kann ihre 
Eindeutigkeit für die zweite Randwertaufgabe unmittelbar aus der Differential-
gleichung herleiten, und zwar auch für den Grundkörper Ka, wenn man nur 
voraussetzt, daß alle Spannungen im Unendlichen verschwinden. Denn ist 
F die Airysche Spannungsfunktion, so folgt aus der zweiten Gleichung (4.5.4) 
also 
iJ2 F 
Gxy=---=O OX oy (4.5.7) 
F = X (x) + Y (y) (4.5.8) 
und daraus 
GI:;: = Y" (y), GIIII = X" (x) (4.5.9) 
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Dies ist aber mit der ersten Gleichung (4.5.4) nur verträglich, wenn 
a'xx=a'yy=C (4.5.10) 
und c eine Konstante ist. Da nun gemäß unseren Voraussetzungen nur auf 
der Kurve (8) in KO Kräfte angreifen und die Spannungen im Unendlichen 
verschwinden sollen, erhält man für eine beliebige einfach zusammenhängende 
Scheibe K+ die dem Eigenwert Null des Operators II- UO entsprechende 
Kräftebelegung in der Form 
(0) (0) (0) 
R 1\ Rn = c, Rt = 0 (4.5.11) 
wo Rn die Normalkomponente und R t die Tangentialkomponente der Kräfte-
belegung ist. Das Spannungsfeld findet man zu 
(0) (0) (0) (0) 
a'xx =a'yy = Rn , a'xy = 0 in (K+) 
(0) (0) (0) 
a'xx = a'yy = a'xy = 0 in (K-) (4.5.12) 
Demnach gilt 
(0) (0) (0) (0) (0) 
P = (II+ UO) R = R, Q = (II- UO) R = 0 (4.5.13) 
Die dem Eigenwert Null entsprechenden Anteile verschwinden also nach dem 
ersten Schritt des Iterationsverfahrens aus den Reihengliedern R'. Für alle 
übrigen Anteile der Kräftebelegung aber bleiben die Eindeutigkeits- und 
Konvergenzsätze bestehen. 
Man hat nur darauf zu achten, daß die Anteile der Form (4.5.12) im Laufe 
des Iterationsverfahrens nicht durch Rundungsfehler verändert werden. Denn 
da für.A = 1 die elastische Energie der Kräftebelegungen (4.5.13) im Grund-
körper KO verschwindet, sind diese elastischen Zustände "Nullelemente" des 
Zustandsraums 8; ihre Norm verschwindet und sie werden weder vom Kon-
vergenzbeweis noch von den in § 5 zu besprechenden Konvergenzve rbesserungs 
verfahren erfaßt; diese kömlen im Gegenteil mit Kräftebelegungen der Form 
(4.5.13) ein völlig falsches Ergebnis liefern. Da sich jedoch JI- UO im Falle 
.A = 1 auf die Summe einer Multiplikation mit der Konstanten 0,5 und eines 
vollstetigen Operators zurückführen läßt, muß dieser Operator ein reines 
Punktspektrum besitzen. (4.5.13) stellt dann die zu allen übrigen Eigen-
funktionen im Zustandsraum 8 orthogonale Eigenfunktion zum Eigenwert 
Null dar. Sie kann also beim Iterationsprozeß höchstens durch Rundungs-
fehler neu auftreten. 
Daraus ergibt sich folgendes Verfahren. Man trennt zunächst von der gege-
benen Belastung [P] alle Anteile der Form (4.5.13) ab durch Einführung der 
neuen Belastung 
(4.5.14) 
wo die Überstreichung das arithmetischeMittel über die Kurve (8) keilllZeichnet. 
Führt man nun das Iterationsverfahren mit der Kräftebelegung [P] durch, somuß 
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der Mittelwert der Normalkomponente bei sämtlichen während des Verfahrens 
auftretenden Kräftebelegungen [R]n verschwinden; auf diese Weise kann man 
die Rundungsfehler unter Kontrolle halten. Die Lösung für den abgespaltenen 
Teil [PJ - [PJ ist aber trivial und kann nachträglich hinzugefügt werden. 
4.6 Anwendung auf andere ebene Rand'lrertprobleme 
Wir geben in dieser Ziffer einige kurze Hinweise zur Übertragung der Über-
legungen dieses Paragraphen auf die in § 1.3 behandelten Randwertprobleme. 
Auf zwei Erweiterungsmöglichkeiten haben wir bereits hingewiesen, nämlich 
die Übertragung auf die zweite Randwertaufgabe des ebenen Verzerrungs-
zustandes und auf die erste Randwertaufgabe bei der dünnen Platte innerhalb 
der Kirchhoffschen Näherung. In beiden Fällen bleibt der hier entwickelte 
Formelapparat unverändert erhalten; nur die Konstanten nehmen andere 
Werte an. Bei der ersten Randwertaufgabe an der Platte wechselt außerdem 
die physikalische Deutung; wir haben bereits in § 1.3, (1.3.11-14) gesehen, 
daß an die Stelle der Kräftebelegungen R nunmehr Belegungen R mit Volterra-
sehen Distorsionszuständ~n 2. Art auf (S) in KO treten. Die Deutung der 
zugehörigen Funktionen iZ ergibt sich sofort aus der Schaeferschen Analogie 
[59-61]; es ist der Schaefersche Spannungsfunktionenvektor auf (S) in KO. 
Etwas weitergehende Umformungen sind für die erste Randwertaufgabe an 
der dünnen Scheibe notwendig. Nach (1.3.1-10) treten an die Stelle der Kräfte-
belegungen Rauf (S) in KO in diesem Fall Stufenversetzungsbelegungen R 
auf (S) in KO; die Vektorfunktion R entspricht einer auf die Längeneinheit 
der Kurve (S) bezogenen Burgers-Vektordichte, d. h. man erhält durch Inte-
gration von R über ein von einem Burgers-Umlauf [27, 28, 52J eingeschlossenes 
Teilstück der Kurve (S) den zugehörigen Burgers-Vektor. 
Wir überlegen zunächst, wie die zu R gehörige Funktion w zu bestimmen ist, 
welche nun an die Stelle der Verschiebung w tritt. Von dieser Vektorfunktion 
w müssen wir verlangen, daß die Bildung der Skalarprodukte {w, R}, {w, P} 
und {üi, Q} entsprechend (4.2.1-10,20-22) jeweils die doppelte elastische 
Energie des Grundkörpers KO bzw. seiner Teilbereiche (K+) und (K-) unter 
der Einwirkung der Versetzungsbelegung Rauf (S) ergibt, und wir müssen 
von ihr außerdem noch Stetigkeit auf (S) in KO fordern, d. h. ihr Wert muß 
für die beiden Ufer S+ und S- gleich sein. Wir finden diese Vektorfunktion, 
indem wir die doppelte elastische Energie des Teilbereichs K + auf ein Rand-
integral über (S) zurückführen. Sei also F = F (x, y) die Airysche Spannungs-
funktion des von der Versetzungsbelegung Rauf (S) in KO hervorgerufenen 
Spannungsfeldes, und a (x, y) das zugehörige Verschiebungsfeld im Teilbereich 
(K~). Dalill erhält man für die doppelte, durch die Schcibendicke h dividierte 
elastische Energie im Teilbereich (K+) nach dem Satz von Stokes 
f g .. § df = - J (V X t f X V F) .. Va df 
(K') (K') 
1 : 1 j 
- f V . (V X t f X V F) . a d f = - f (V X V) . d f (t X V F) . a 
(K') (K') 1 _____ ---' 
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I 1 I I l 
=-f df'(\7 X \7)a'(fX \7F)+f df'(\7 X \7)a'(fX \7F) 
(K~) I t t (W) 
= + ~ (d~' \7 a) . (f X \7 F) 
(8) 
Nun ist aber nach (1.3.6) 
- oai .oa x .oa y oa o:r P/\-ßt-+l-=-=t'\7a=--=-'\7o 
- os - os os os os 
Somit haben wir zu setzen 
oF oF 
W /\ f X \7 F = - tt a:; + t an 
(4.6.1) 
(4.6.2) 
(4.6.3) 
Die Funktion w ist also der um 90 0 gedrehte Gradient der Airyschen Spannungs-
funktion. Eine entsprechende Beziehung erhält man - unter Beachtung des 
Vorzeichens und des Umlaufsinnes von (S), bei dem das Außengebiet 
(K -) zur Rechten liegt - für die doppelte elastische Energie des Außengebiets 
(K-). Die Stetigkeit des Gradienten von F auf (S) folgt schließlich aus der 
Gleichgewichtsbedingung auf (S), wo ja bei dem betrachteten reinen Eigen-
spannungszustand keine Kräfte angreifen, durch Vergleich der rechten Seite 
von (4.6.3) mit den bekannten statischen Randbedingungen der Airyschen 
Spannungsfunktion [1-6]. 
Die Frage nach den Eigenfunktionen des Operators, der die Versetzungs-
belegungen Q aus den Versetzungsbelegungen Rauf (S) in KO erzeugt und 
den wir mit fl- 0 0 bezeichnen, ist für die Kreisscheibe im Anschluß an § 4.3 
rasch zu erledigen. Eine Eigenfunktion des Operators fi- 0 0 liegt offenbar 
dann vor, wenn entsprechend der GIeichgewicht~bedingung die Kräftebelegun-' 
gen an den beiden Ufern S+ und S- von (S) nach einem Schnitt in (S) ent-
gegengesetzt gleich sind, und wenn sich die Verschiebungen beider Ufer beim 
Entspannen des zerschnittenen Körpers nur um einen konstanten Faktor 
unterscheiden. Anders ausgedrückt: bei Wahrung der Gleichgewichtsbedingung 
auf (S) müssen die Anteile P und Q der Yersetzungsbelegung R, welche - in 
der Ausdrucksweise (1.3.9-10) - auf das innere und das äußere Ufer ent-
fallen, durch Multiplikation mit konstanten Faktoren u und 'ji = 1 - % aus 
R hervorgehen. Dies ist ein Gegell'ltück zu der Eigenwertaufgabe von 
§ 4.3, bei der die Verschiebungen beider Ufer entsprechend der Kompatibilitäts-
bedingung gleich sind, während die Kräftebelegungen sich um einen konstanten 
Faktor unterscheiden. In beiden Fällen aber werden Gleichgewichts- und 
Kompatibilitätsbedingung sowohl im Innern von (K +) wie von (K -) erfüllt. 
'ViI' schließen daraus, daß sich die Eigenfunktionen von fI- 0° aus denselben 
Lösungen im Innengebiet (K +) und im Außengebiet (K -) zusammensetzen 
lassen; nur sind sie jeweils mit einem anderen Faktor zu multiplizieren. 
Bei der Kreisscheibe sind sogar die Eigenwerte- mit Ausnahme der nullten, (4.3. 
41--44) entsprechenden Eigenfunktion - dieselben wie beim Operator [J- [Ja; 
es werden lediglich die erste mit der dritten und die zweite mit der vierten 
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Gruppe der Eigenfunktionen vertauscht. Wir zeigen dies am Beispiel der 
ersten Gruppe; dort gilt für den Eigenwert #1 des Operators II- UO nach 
(4.3.31) 
3A -1 
#1 = 4A 
(4.6.4) 
Eine Gruppe nicht normierter Eigenfunktionen von fi- 0° erhalten wir dar-
aus, indem wir (1, Y)'P mit #1 und (1, y)n mit -Xl multiplizieren (vgl. (4.3.32»; 
dann werden die Kräftebelegungen am inneren und am äußeren Ufer von (S) 
entgegengesetzt gleich, wie es die Gleichgewichtsbedingung verlangt. Wir 
erhalten ferner die Verschiebung (1, Y)a des inneren Ufers S+ und die Ver-
schiebung (I, Y)b des äußeren Ufers S- von (S) aus (I, Y)\tl nach (4.3.32) durch 
(1, Y)a = #1 (1, Y)\tl; (1, Y)b = - %1 (1, Y)\tl (4.6.5) 
Der neue Eigenwert PI des Operatorsfi- 0° ergibt sich nun als das Verhältnis 
des auf das Außengebiet (K-) entfallenden Energieanteils zur gesamten 
elastischen Energie in KO; man erhält somit, da die neuen Kräftebelegungen 
entgegengesetzt gleich sind, für die erste und zweite Gruppe der Eigenwerte 
des Operators fi- 0° den neuen Eigenwert PI aus 
~ 3A - 1 
Xl = 1 - #1 = #1 = 4 A (4.6.6) 
Auf dieselbe Weise erhält man für die dritte und vierte Gruppe 
~ 3A-l 
#3 = X 3 = 4A (4.6.7) 
und schließlich für die nullte Gruppe 
~ 1 ~ A-l 
Xo = - # 0 = #0 = 2 A (4.6.8) 
Es ist offensichtlich, daß man dieselbe Schlußweise auch auf eine beliebig 
geformte Scheibe übertragen kann; daraus folgt, daß der Operator 1I- 0 0 
unter denselben Voraussetzungen ein reines Punktspektrum besitzt wie der 
Operator II- UO für dieselbe Scheibe und daß sein Spektrum mit dem des 
Operators II+ UO übereinstimmt. Die verbotenen Anteile der Versetzungs-
belegungen R entsprechen offenbar V olterraschen Distorsionszuständen des 
Außengebiets (K-), bei denen das Innengebiet (K+) spannungsfrei bleibt. 
Bei der zu § 4.4 analogen Darstellung des Operators it- 0 0 alsIntegraltrans-
formation hat man an Stelle des Spannungsfeldes der Einzelkraft das Span-
nungs- und Verschiebungsfeld einer Stufenversetzung zugrundezulegen; für 
den ebenen Verzerrungszustand sind die benötigten Gleichungen z. B. in 
([27], § 17) und [52] angegeben. Die Formeln für den ebenen Spannungs-
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00047869
lterationsverfahren und Operatorgleichungen in der Elastizitätstheorie 273 
zustand erhält man daraus nach (4.3.29). Bekanntlich springt das Verschie-
bungsfeld einer Versetzung bei jedem Umlauf um die Versetzung (Burgers-
Umlauf) um den Burgers-Vektor; die in (1.3.7) benötigten Ableitungen sind 
jedoch eindeutig. An die Stelle von (4.4.30) tritt jetzt die Grenzwertdarstellung 
wo in Analogie zu (4.4.5, 9-12) 
(4.6.10) 
das (mehrdeutige) Verschiebungsfeld einer einzelnen Stufenversetzung mit dem 
Burgers-Vektor ~k in 1;' und 
a () a ° ,/ib, 
:;-aj ~ =::;- mjk (~ - ~) '-7tk' (1;) 
UXi UXi 
(4.6.11) 
das zugehörige Tensorfeld der Verschiebungsableitungen ist. Im Gegensatz 
zu e;j/C (1; - 1;') in (4.4.12) ist aber ~ '2l;k (1; -1;') im allgemeinen nicht in den 
(Jxi 
Indizes i und j symmetrisch; ein weiterer Unterschied besteht darin, daß in 
(4.6.9) an Stelle des Normalenvektors ni (8) in (4.4.30) der Tangentenvektor 
~ (;) auftritt. Auch kann m;k (1;-1;') nicht zur Berechnung von iJ) in (4.6.3) 
herangezogen werden. 
Andererseits lassen sich jedoch wieder zu (4.4.14-21) analoge Beziehungen 
herleiten; sie ergeben sich diesmal aus der Überlegung, daß die Integration 
der Verschiebungsableitungen über eine unendlich lange Schleife aus zwei 
parallelen Geraden in gleichem Abstand von der Versetzung genau den Bllryers-
Vektor ergeben muß, und daß sich dieses Integral aus Symmetriegründen 
gleichmäßig auf die beiden Geraden verteilt. Entsprechend der Vertauschung 
von Normale und Tangente werden jetzt in den (4.4.20-21) entsprechenden 
Formeln die Winkelfunktionen vor den Integralen vertauscht, wobei cos epo 
das Vorzeichen wechselt. Im übrigen wird dieselbe Schluß weise angewandt. 
Den Kern U;j (1; - 1;'), der jetzt nach (4.6.3) an die Stelle von U;j (1; - n in 
(4.4.5) tritt, erhält man durch Ableitung der in [27,52] angegebenen Airy-
sehen Spannungsfunktion einer Stufenversetzung; man überzeugt sich leicht, 
daß er wie U~j (!; - n nur logarithmisch, also sch,,-ach singulär ist. Wir ver-
zichten darauf, die Rechnungen im einzelnen auszuführen; sie verlaufen ganz 
analog den Rechnungen von § 4.4 und bringen nichts grundsätzlich Neues. 
Die Übereinstimmung der Spektren von f1- fJo und von II+ Uo sowie die 
engen Beziehungen zwischen den jeweiligen Eigenfunktionen legen den Ge-
danken an eine andere Darstellung des Operators fi- fJo nahe, bei der man 
auf die Berechnung einer neuen Kernfunktion nach (4.6.9-11) verzichtet und 
statt dessen die Rechtsanwendung des Operators II+ UO nach (4.4.39) heral'-
zieht. Mit Hilfe geeigneter Umdeutungen ist dies tatsächlich möglich. Es sei 
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WIe m § 1.3 die Verschiebung [al /\ [ai (s)] des Randes S+ von K+ gegeben. 
Dann konvergiert [c] bei der Iteration 
gegen eine Verschiebung [cl auf (S), welche der Gleichung 
oder 
[cl = [al + [cl (Il+ UD) 
[cl (Il- UD) = [al 
(4.6.12) 
(4.6.13) 
(4.6.14) 
genügt. Durch beiderseitige Rechtsanwendung von Ir kann man die Gleichung 
in Kräftebelegungen umschreiben; nach (4.1.8,9,16) und (4.2.13) folgt 
oder 
[cl Il- = [al IlO 0= [al Il+ + [al Il-
([c] - [al) Il- = [al Il+ 
(4.6.15) 
(4.6.16) 
Die letzte Gleichung bedeutet physikalisch, daß die Verschiebung [cl - [al 
von s- an K - dieselbe Kräftebelegung erfordert wie die gegebene Verschiebung 
[al von s+ an K+. Deuten wir nun [cl als Verschiebungssprung von S+ gegen-
über S- (vgl. § 1.3, S. 117), so bewirkt dieser Verschiebungssprung, auf (S) in 
KO angebracht, gerade die vorgegebene Verschiebung [al des Ufers S+ von (S). 
Um allerdings das gesuchte Spannungsfeld zu erhalten, muß man durch 
Differentiation nach (1.3.1,6,7) vom Verschiebungssprung zur Versetzungs-
belegung übergehen und deren Spannungsfeld mit Hilfe einer neuen Integral-
transformation berechnen. 
Wir geben noch - mit den Bezeichnungen von (1.3.14---15) - die Formeln 
für die Ableitung der Versetzungsbelegung [p] aus der Normal- und der 
Tangentialkomponente der Verschiebung [a] /\ [ai] in (1.3.1) an. Mit den Fre-
netschen Formeln 
on t 
os = e 
erhält man die Normalkomponente 
ot 
os 
P o [an] 1 [ n] = -- - - [atJ 
os e 
und die Tangentialkomponente 
P o [at] 1 [ e]=-,,- + -[an] 
uS e 
n (4.6.17) 
(4.6.18) 
(4.6.19) 
Schließlich kann man, wie bereits im Anschluß an (1.3.14) erwähnt, den 
n~ch (4.6.1-19) entwickelten Formelapparat nach der Schaejerschen Analogie 
[59-61] unter Abänderung der Konstanten nach (1.3.11-12) auf die zweite 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00047869
Iterationsverfahren und Operatorgleichungen in der Elastizitätstheorie 275 
Randwertaufgabe an der Platte übertragen. An die Stelle der Versetzungs-
belegungen treten dann nach Hoppe [61] Biege- und Drillmomente, und an 
die Stelle der Airyschen SpaIIDungsfunktion die Durchbiegung der Platte. 
§ 5. Verfahren zur Konvergenzbeschleunigung für numerische 
und halbnumerische Iteration 
1i.1 Allgemeines 
Wir haben in § 1, § 3 und § 4 Iterationsverfahren zur Lösung von Nicht-
homogenitäts- und Randwertproblemen aufgestellt und ihre Konvergenz unter-
sucht; in diesem Paragraphen werden wir uns nun mit Methoden beschäftigen, 
um die Konvergenz dieser Iterationsverfahren zu beschleunigen, und zwar 
sowohl für die "rein numerische" wie für die "halbnumerische" Rechnung. 
Unter rein numerischer Iteration oder numerischer Iteration schlechthin ver-
stehen wir alle Verfahren, bei denen sowohl der Operator als auch die ver-
schiedenen Darstellungsfunktionen des elastischen Zustandes in Form von 
Zahlentabellen gegeben sind und auch das Ergebnis in Form von Zahlen-
tabellen gesucht wird. Unter halbnumerischer Iteration verstehen wir da-
gegen die Aufstellung einer Folge geschlossener Lösungen \"on Problemen in 
einem Grundkörper, welche zu der gesuchten Lösung des gegebenen Problems 
im Realkörper konvergiert, also Lösungsverfahren der Art, wie sie Necas 
([3], S. 316) und Hetenyi [50] für den unendlichen Keil und Tölke ([40], S. 327; 
[44]) für Staumauerprobleme benützt haben. 
Zunächst betrachten wir den Fall der rein numerischen Rechnung. Für den 
Fall der zweiten Randwertaufgabe an der homogenen Scheibe haben wir uns 
in § 4.4.D mit der Aufstellung der finiten Ersatzmatrix für den Operator 
fl- UO beschäftigt; nach der TVieghardt-Schaeterschen Analogie läßt sich dieses 
Verfahren unmittelbar auf die erste Randwertaufgabe an der Platte über-
tragen (§ 1.3; [59-61,165]). Für die erste Randwertaufgabe an der Scheibe und 
die zweite Randwertaufgabe an der Platte sind die mathematischen Probleme 
im wesentlichen von der gleichen Art, während die Aufstellung der finiten 
Ersatzmatrix für räumliche Randwert- und für Nichthomogenitätsprobleme 
zwar nach den gleichen Grundprinzipien möglich sein wird, zu ihrer praktischen 
Durchführung aber noch weitergehende Untersuchungen erfordert. 
Wir betrachten nun die finite Ersatzmatrix als gegeben und befassen uns nun 
mit der Lösung des inhomogenen finiten Gleichungssystems. Nach [31] ist 
die beste Lösungsmethode fast immer die direkte Elimination; sie setzt jedoch 
voraus, daß die Matrix des Gleichungssystems im Speicher der Rechenmaschine 
ständig zur Verfügung steht, was bei den umfangreichen Ersatzmatrizen für 
die Integraloperatoren von § 4.4 nicht immer zu erreichen sein wird. Bei 
beschränktem Speicherraum in der Maschine mag es notwendig sein, die 
Ersatzmatrix "extern", d. h. auf Band oder Lochkarten zu speichern und bei 
der Rechnung nur jeweils eine Zeile dieser Matrix in die Maschine einzulesen, 
wie dies Seggelke [133] an der Z 22 durchgeführt hat. In solchen Fällen kommen 
nur Iterationsverfahren in Frage. Sie sind zwar nach [31] fast immer wesent-
lich langsamer als die direkte Elimination, allerdings auch gegen Rundungs-
fehler weniger anfällig, weshalb auch nach einer Lösung durch Elimination 
häufig "nachiteriert" wird [31,68,69]. Den Nachteil der Langsamkeit kaIID 
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man nun bei der Iteration durch verschiedene Konvergenzverbesserungs-
methoden mehr oder weniger ausgleichen. 
Die "natürliche" Konvergenz des Iterationsverfahrens (4.1.21) für die isotrope 
Scheibe ist nicht übermäßig gut; zwar konnten wir zeigen, daß es - bei 
ständiger Beseitigung etwa durch Rundungsfehler auftretender verbotener 
Anteile - konvergieren muß; über die Güte der Konvergenz war aber tat-
sächlich nur eine negative Aussage mö~ich. Nach einer bekannten Gesetz-
mäßigkeit strebt das Verhältnis der Normen zweier aufeinanderfolgender Ver-
besserungen RV und Rv+1 stets dem größten Eigenwert M des Operators 
II- UO zu, es sei denn, daß die zum größten Eigenwert gehörige Eigenfunktion 
überhaupt nicht in der gegebenen Belastung enthalten ist; ähnliches gilt, 
wenn der Iterationsoperator ein kontinuierliches Spektrum hat, das von der 
Ersatzmatrix durch ein diskretes Spektrum angenähert wird. Im Falle des 
Operators II- UO der isotropen Scheibe können wir aber nur eine untere 
Grenze für den größten Eigenwert angeben, nämlich den größeren der beiden 
Häufungspunkte der Eigenwerte nach (4.3.31). Wählen wir für ein Zahlen-
2 beispiel etwa ..# = 3, so erhalten wir danach die Abschätzung M :2: 3" für 
den ebenen Spannungszustand. Etwas günstiger wird das Ergebnis mit(4.3.29) 
. 5 
für den ebenen Verzerrungszustand; man erhält dann M > -. Schlechter wird 
-8 
die Abschätzung dagegen für die erste Randwertaufgabe der Plattentheorie, 
also die allseitig in verbogenem Zustand fest eingespannte Platte; hier erhält 
5 
man mit (4.3.30) M :2:"6 . Immerhin können dabei in günstigen Fällen durch-
aus noch tragbare Rechenzeiten herauskommen; so wurde von 8eggelke [133] 
nach Tab. 4.3.1 S. 237 und Abb. 4.4.4 S. 258 ein - vom Konvergenzverhalten 
der Iteration her - durchaus befriedigendes Ergebnis erzielt für M = 0,665. 
Tatsächlich gehört die von 8eggelke numerisch behandelte isotrope Kreis-
scheibe zu den Fällen, in denen die einfache Iteration (4.1.21) rascher auf ein 
praktisch brauchbares Ergebnis führt als die Elimination nach dem Gaußschen 
Algorithmus, wenn man die Anzahl der Stützpunkte auf dem Rand (8) nicht 
:,ehr klein wählt. Wir schätzen dies ab für vii = 3, also M = ~ und 50 Rand-
3 
punkte; das ergibt ein lineares Gleichungssystem mit 100 Unbekannten. Nun 
erfordert die direkte Lösung eines Gleichungssystems mit NUnbekannten 
nach dem Gaußschen Algorithmus etwa N3j3 Multiplikationen ([68], S.70; 
[69], S.98), für N = 100 benötigt man also etwa 330000 Multiplikationen. 
Andererseits erfordert ein Iterationsschritt die Multiplikation eines Spalten-
vektors mit N = 100 Komponenten mit einer quadratischen Matrix, also 
N2 = 10 000 Einzelmultiplikationen, 10 Iterationsschritte somit 100 000 Einzel-
multiplikationen. Wie man nun aus § 2.2 und § 2.6 leicht ableitet, gilt für die 
Norm des Fehlers nach dem noten Iterationsschritt die Abschätzung 
Mn 
11 [R] - [R]n 11 ~ 1 _ M 11 [R] - [R]OII (5.1.1) 
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2 
Mit den Zahlenwerten M =:3 und n = 10 erhält man aber den Zahlenfaktor 
(
2 )10 
~ =_3_ Ri 0052 
l-.il'f 1-~ , 
3 
(5.1.2) 
Da nun die Ausgangswerte des Problems in praktisch vorkommenden Auf-
gaben selbst nur mit begrenzter Genauigkeit bekannt sind, darf man eine 
für praktische Zwecke ausreichende Genauigkeit zwischen dem 10. und dem 
20. Iterationsschritt erwarten. Der Rechenaufwand des Gaußsehen Algorithmus 
entspricht aber ungefähr 33 Iterationsschritten! 
Die Bewertung der verschiedenen Lösungsmethoden kann also für umfang-
reiche Gleichungssysteme völlig anders ausfallen als für Gleichungssysteme 
mit wenigen Unbekannten. Hinzu kommt, daß bei der Iteration (4.1.21) jedes 
Zwischenergebnis physikalisch deutbar ist und eine bequeme, praktisch stets 
ausreichende Konvergenzkontrolle erlaubt. Denn wir brauchen (4.1.21) nur 
in die Form 
(5.1.3) 
umzuschreiben, um zu erkennen, daß [Rr - im Rahmen der durch den 
Übergang zum finiten Ersatzsystem nach § 4.4.D bedingten Vernachlässigun-
gen - die exakte Lösung darstellt für die Belastung 
(5.1.4) 
des gegebenen Realkörpers K+. 
Natürlich wird diese Abschätzung des Rechenaufwandes nicht in jedem Falle 
so günstig für das einfache Iterationsverfahren ausfallen; bereits die erste 
Randwertaufgabe für die isotrope Kreisplatte liefert ein Beispiel dafür. In 
Verbindung mit den Überlegungen am Schluß von § 4.2 (vgl. Abb. 4.2.1, S. 226) 
wird man allgemein sagen können, daß der Rechenaufwand des Iterations-
verfahrens normalerweise um so geringer sein wird, je weniger die gegebene 
Scheibe K+ von der Kreisform abweicht. Mit einer im Verlauf der Iteration 
früher oder später eintretenden schlechten Konvergenz wird man dagegen 
rechnen müssen, wenn der Realkörper K + sehr langgestreckt ist oder irgend 
eine verwickelte, stark von der einfachen Kreisform abweichende Gestalt hat. 
Wir werden uns im folgenden mit Methoden beschäftigen, bei denen man 
einerseits die Vorteile des Iterationsverfahrens, also die bequeme Kontrolle 
der erreichten Approximation, beibehält, andererseits aber hoffen kann, die 
Rechenzeiten so weit herunterzudrücken, daß die Iteration auch in dieser 
Hinsicht mit der direkten Lösung vergleichbar wird oder in günstigen Fällen 
sogar rascher zum Ziele führt. 
Hierfür werden wir einige aus der Literatur bekannte Konvergenzverbesse-
rungsverfahren für symmetrische Operatoren heranziehen und speziell ihre 
Brauchbarkeit in Verbindung mit dem Operator ll- Ua einer isotropen, glatt 
berandeten Scheibe untersuchen. Natürlich sind diese Verfahren genau so gut 
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für die anisotrope Scheibe anwendbar oder für die symmetrischen Operatoren 
der Nichthomogenitätsprobleme von § 3.5-6, so weit sie nicht in Verbindung 
mit einer Regularisierung nach § 4.3-4 arbeiten und demnach die Existenz 
eines reinen Punktspektrums mit einer endlichen Anzahl bekannter Häufungs-
punkte voraussetzen; wir brauchen darauf wohl nicht in jedem Einzelfall 
hinzuweisen. Teilweise sind diese Konvergenzverbesserungsverfahren sogar 
auf unsymmetrische Operatoren, etwa von der in § 3.7 beschriebenen Art, 
anwendbar. Auch hier verzichten wir auf die Darstellung von Einzelheiten. 
Besondere praktische Probleme treten dadurch auf, daß die Operatoren II+ UD 
und II- UD zwar symmetrisch sind im Zustandsraum S, in welchem die 
elastischen Zustände g als einheitliche Elemente dieses Zustandsraumes erschei-
nen (§ 4.1-2), daß wir aber bei der numerischen Rechnung mit zwei ver-
schiedenen Repräsentationen desselben elastischen Zustandes arbeiten müssen, 
nämlich mit den Kräftebelegungen Rauf (S) in KO einerseits und den zu-
gehörigen Verschiebungen w auf (S) in KO anderen,eits. Damit wird die Bildung 
des Skalarprodukts (4.2.1) im Zustandsraum S 
(5.1.5) 
eine numerisch relativ aufwendige Rechenoperation dadurch, daß die Berech-
nung der Verschiebung 
w= UDR (5.1.6) 
nach (4.4.8) bei der numerischen Rechnung genau wie die Anwendung von 
II- UD die Multiplikation des Ersatz-Spaltenvektors für R mit einer quadra-
tischen Matrix erfordert, also im Rechenaufwand einem einfachen Iterations-
schritt entspricht. Zwar werden wir in § 5.6 zeigen können, daß man unter 
Ausnützung der Symmetrie des Operators UD den Rechenaufwand für (5.1.5) 
etwa auf die Hälfte herabdrücken kann; die Notwendigkeit einer möglichst 
sorgfältigen Diskussion der Wirksamkeit des Konvergenzverbesserungs-
verfahrens bleibt aber trotzdem bestehen. 
Allgemein wird man angesichts des großen Umfangs der finiten Gleichungs' 
systeme und der damit verbundenen Aufwendigkeit des einzelnen Iterations-
schritts danach trachten müssen, die mit der Gesamtheit aller vorausgegange-
nen Iterationen gewonnene Information über die gesuchte Lösung möglichst 
vollständig auszunützen. Dadurch kann die Anwendung relativ verwickelter 
Konvergenzverbesserungsverfahren sinnvoll werden, die bei kleineren Glei-
chungssystemen wegen der komplizierten Programmierung praktisch aus-
scheiden. Außerdem fallen bei umfangreichen Gleichungssystemen die "Neben-
operationen", wie die Bildung von Skalarprodukten zweier Vektoren oder 
von Rayleigh-Quotienten, weit weniger ins Gewicht als bei einer kleineren Zahl 
von Gnbekannten. Die bei Durand ([144], Bd. II, S. 132, Tab. (265)) ange-
gebene Rechenzeitdifferenz für einen einzelnen Iterationsschritt zwischen der 
einfachen Iteration einerseits und den Gradientenverfahren andererseits wird 
8ich also auf ein gegenüber der Gesamtzeit vernachlässigbares Maß reduzieren, 
wenn man statt mit 9 Unbekannten etwa mit 100 Unbekannten zu rechnen 
hat. Bei großen Gleichungssystemen kann es sich sogar als sinnvoll erweisen, 
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bei jedem Iterationsschritt ein kleineres Gleichungssystem aufzulösen, dessen 
Koeffizienten aus gewissen Skalarprodukten gebildet werden, oder auch sämt-
liche iterierten Kräftebelegungen für die weitere Rechnung einem Gram-
Schrnidtschen Orthogonalisierungsprozeß zu unterwerfen, wie wir im folgenden 
näher ausführen werden. Durch Orthogonalisierung der iterierten Kräfte-
belegungen geht dann das Iterationsverfahren in eine Sonderform der Bergman-
schen Reihenentwicklung über, bei der die einzelnen Orthogonalfunktionen 
in einer dem Problem besonders angepaßten \Veise iterativ erzeugt werden. 
Wir werden dies im folgenden ebenfalls noch näher erläutern; eine Ent-
scheidung, welches Verfahren nun am vorteilhaftesten ist, würde freilich 
weitere Rechenerfahrung verlangen. Rechenversuche in dieser Richtung sind 
geplant. 
Da wir bei den folgenden Überlegungen von den Eigenschaften des Operators 
fl- UO selbst, unabhängig von seiner numerischen oder analytischen Reali-
sierung, ausgehen, lassen sich die anschließend beschriebenen Konvergenz-
verbesserungsverfahren ebensogut wie auf die numerische auch auf die halb-
numerische Iteration anwenden, d. h. auf Folgen geschlossener Lösungen im 
Grundkörper KD. Entsprechendes gilt für die Iterationsverfahren von 
§ 3.5-6 für Nichthomogenitätsprobleme. Halbnumerische Verfahren kommen 
vor allem dann in Frage, wenn man die Lösung verschiedener, von einem oder 
mehreren Parametern abhängiger Probleme mit einem einzigen Näherungs-
ausdruck erfassen will; es kommt dann darauf an, mit möglichst wenigen und 
möglichst einfachen Funktionen eine brauchbare Näherungsfunktion aufzu-
bauen. Ein Mittel dafür ist die halbnumerische Iteration. Nun werden aber 
die Näherungsfunktionen beim geschlossenen Iterieren normalerweise immer 
komplizierter; man muß also versuchen, durch geeignete Linearkombination 
mit möglichst wenigen iterierten Funktionen auszukommen; das ist aber genau 
das Prinzip der im folgenden zu beschreibenden Konvergenzverbesserungs-
verfahren. Die Konvergenzverbesserung kann demnach bei halbnumerischer 
Iteration gen au so wichtig oder sogar noch wichtiger sein als bei rein nume-
rischen Iterationsverfahren. Denn im rein numerischen Falle ist das Ergebnis 
immer eine Zahlentabelle, gleichgültig, ob der Endwert rascher oder 
langsamer erreicht wird. Mit den halbnumerischen Lösungen wird aber, be-
sonders bei physikalischen Fragestellungen, in vielen Fällen weitergerechnet, 
und damit hängt ihre Brauchbarkeit ganz wesentlich von der Einfachheit 
der gewonnenen Näherungsausdrücke ab. 
Wir werden nun die folgenden Konvergenzverbesserungsverfahren in der in 
§ 1.2 und § 4 für das zweite Randwertproblem an der Scheibe entwickelten 
Bezeichnungsweise beschreiben; die Übertragung auf andere Probleme durch 
geeignete Umdeutung dürfte gegebenenfalls keine Schwierigkeiten bereiten. 
Wir benutzen neben (5.1.5-6) die ebenfalls bereits in § 1.2 und § 4 eingeführten 
Abkürzungen 
P = (fl+ UD) R, 1l = 10 (fl+ UC) = uc P 
Q = (fl- UD) R, v = 10 (fl- UD) = UD Q 
(5.1.7) 
(5.1.8) 
Eckige Klammern dienen wie bisher zur Symbolisierung von Reihensummen 
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und ihren Grenzwerten sowie von gegebenen Funktionen, die im Verlaufe des 
Iterationsverfahrens durch eine Reihe approximiert werden (vgl. (1.2.3--4)). 
Zuweilen werden wir auch abkürzend setzen 
II+ UD =.p , II- UD = E - .P (5.1.9) 
Den Operator IID werden wir im folgenden nicht verwenden. Im Gegensatz 
zu UD ist er nicht durch eine Quadratur auszudrücken, sondern erfordert 
zunächst die Bestimmung der Operatoren II+ und II- (vgl. (4.1.9)) durch 
Lösung der ersten Randwertaufgabe an K+ und K- für alle möglichen Ver-
schiebungen auf dem Rand. Aber selbst wenn es gelingen würde, diesen 
Operator in einer praktisch brauchbaren Form aufzustellen, so würde er durch 
seine hohe Singularität Berechnungsprobleme aufwerfen, die auch mit dem 
Begriff des Cauchyschen Hauptwertes (vgl. § 4.4.D) nicht mehr zu erfassen 
sind. Sicher werden diese Fragen im Prinzip zu lösen sein; für die praktische 
Rechnung geht man ihnen jedoch besser aus dem Wege. Hochgestellte Zahlen 
bedeuten, wie bisher, bei den g-dimensionslosen Operatoren (§ 2.5-6) des 
Iterationsverfahrens Potenzen, d. h. wiederholte Anwendung, bei den Kräfte-
belegungen und Verschiebungen dagegen die Nummer des Iterationsschrittes. 
0.2 Das Iterationsverfahren von Wiarda 
In § 2.6 haben wir die Operatorgleichung (2.6.1) 
21 [f] = [b] 
mit dem gegebenen Element [b] und 
ersetzt durch (2.6.20) 
und den neuen Operator 
ß 21 [f] = ß [b] 
<;8 = G: - ß 21 = (1 - ß) G: + ß C]3 
(5.2.1) 
(5.2.2) 
(5.2.3) 
(5.2.4) 
an Stelle von C]3 eingeführt. Damit tritt an die Stelle des einfachen Iterations-
verfahrens (2.6.6), das wir von nun an durch einen Stern kennzeichnen, 
[f]n* = [b] + C]3 [f]n-l 
die neue Iterationsvorschrift 
[Ir = ß [b] + ß C]3 [W- 1 + (1 - ß) [f]n-l 
(5.2.5) 
(5.2.6) 
welche aus (5.2.5) hervorgeht, wenn man darin C]3 durch Q3 ersetzt. Dies ist 
- bis auf eine unwesentliche Änderung in der Bezeichnungsweise - das 
Wiardasche Iterationsverfahren ([130], § 19; [145]). 
Wir schreiben (5.2.5-6) in die Kräftebelegungen und Operatoren von § 1.2 
und § 4 für die Scheibe um. Dann geht (5.2.5) in die - jetzt mit einem Stern 
gekennzeichnete - Gleichung (4.1.21) über 
[R]n* = [P] + (II- UO) [R]n-l (5.2.7) 
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woraus man die zu (5.2.6) entsprechende Wiardasche Form des Iterations-
verfahrens 
[R]n = ß [P] + ß ([[- UO) [Rr- 1 + (1 - ß) [R]n-l (5.2.8) 
gewinnt. 
Für einen Vergleich der W iardaschen Iteration mit dem einfachen Iterations-
verfahren benötigen wir die Differenz zwischen zwei aufeinanderfolgenden 
Näherungen beim einfachen Iterationsverfahren oder kurz das "n-te Roh-
Reihenglied " 
Rn* = [Rr* - [Rr- 1 = [P] + (II- UO) [R]"-l - [R]"-l (5.2.9) 
Es entspricht dem negativen (n - l)-ten Rest in der Theorie der Relaxations-
verfahren in der Matrizenrechnung [30, 68, 69]. Andererseits ist die Differenz 
zwischen der n-ten und der (n - 1)-ten Näherung beim W iardaschen Iterations-
verfahren, die wir kurz als das "n-te Reihenglied" schlechthin bezeichnen 
= ß [P] + ß (II- UO) [R]"-l + (l - ß) [RJn-l - [R]n-l 
= ß((P] + (II- UO) (Rr-1 - [Rr-I ) = ß R"* (5.2.10) 
Das note Reihenglied ist also gleich dem ß-fachen noten Roh-Reihenglied. 
Nun denken wir uns, von [R]n-l ausgehend, zwei gewöhnliche Iterations-
schritte hintereinander ausgeführt. Beim ersten Schritt erhalten wir das note 
Roh-Reihenglied nach (5.2.9), beim zweiten Schritt nach (4.1.20) das ,,(n + I)-te 
iterierte Roh-Reihenglied" 
(5.2.11) 
wobei wir die rechte Seite mit den Abkürzungen (5.1.7-8) umgeformt haben. 
Führen wir dagegen, von [R]"-l ausgehend, zuerst einen Wiardaschen und 
daran anschließend einen gewöhnlichen Iterationsschritt aus, so erhalten wir 
mit (5.2.10), (5.2.7) und (5.2.11) das (n + l)-te Roh-Reihenglied 
= [P] + (II- UO) [Rr- 1 + ß ([[- UO) R"* - [R]" 
= [R]"* - [R]" + ßQn* = (I - ß) Rn* + ßQn* 
= R"* - ß pn* (5.2.12) 
Die Zusammenhänge (5.2.10-12) sind in Abb. 5.2.1 durch symbolische Kon-
struktion dargestellt; die Abb. gibt die Modifikationen wieder, welche der 
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Vektorzug von Abb.2.2.1 durch den Übergang zur Wiardaschen Iteration 
erfährt. Aus dieser Abb. ist nun mit (5.2.10) auch leicht ein hinreichendes 
Konvergenzkriterium abzulesen. Die Wiardasche Iteration konvergiert sicher, 
/, \ 
,. 
\I/MI. 
/'./, ßR'" \ 
/' IRl"'" 
/, / 
Abb. 5.2.1. Symbolische Konstruktion zum Iterations· 
verfahren von lViarda 
Parallelen sind durch gleiche Strichart gekennzeichnet 
wenn es gelingt, ein festes ß so zu bestimmen, daß die Normen der Roh. 
Reihenglieder wenigstens in geometrischer Progression mit n abnehmen. Die 
Roh.Reihenglieder sind auch zur Beurteilung der erreichten Approximation 
nach (5.1.4) zu verwenden. 
Genauere Anhaltspunkte zur bestmöglichen WahI von ß erhält man nach 
Satz 1 von § 2.5 für symmetrische Operatoren, falls die untere Grenze mund 
die obere Grenze j}I des Spektrums von CU bzw. von II- UO bekannt sind. 
Wir benützen dazu eine symbolische elementargeometrische Konstruktion, 
indem wir Abb. 2.5.1 derart abwandeln, daß nicht mehr der CU f entsprechende 
symbolische Vektor oder "Funktionenvektor" Qn* nach (5.2.11), sondern der 
Funktionenvektor 
(5.2.13) 
vom selben Anfangspunkt wie Rn* abgetragen wird. Die Grenzen des Spek. 
trums von Jl+ UO sind 
k=I-M, K=I-m (5.2.14) 
und man überlegt sich leicht, daß in dieser Darstellung die Spitze des Funk-
tionenvektors pn* auf eine "Hyperkugel x" eingeschränkt werden kann, welche 
aus der Hyperkugel f.l von Abb.2.5.1 durch Spiegelung an der "Mittellot-
ebene" von Rn* hervorgeht (Abb. 5.2.2). Aus Abb. 5.2.1 entnimmt man ferner, 
daß der Funktionenvektor Rn+ 1*, von der Spitze des Funktionenvektors ß pn* 
aus abgetragen, mit seiner Spitze gerade die Spitze des Funktionenvektors 
Rn* trifft. Streckt man also sämtliche Funktionenvektoren pn* und damit 
die Hyperkugel x von dem Zentrum [R]n-1 aus um den gemeinsamen Faktor 
ß, und wählt man diesen Streckungsfaktor so, daß der Mittelpunkt der ge-
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streckten "Hyperkugel ~" auf die Spitze des Funktionenvektors Rn* zu liegen 
kommt, so hat man die Norm des Funktionenvektors Rn+l* eingeschränkt 
auf den Radius dieser Hyperkugel ~ (Abb. 5.2.2). Man erkerlllt zugleich, daß 
dies die günstigste mit dem TV iardaschen Verfahren zu erzielende Konvergenz-
abschätzung ist. 
Abb. 5.2.2. Zur Wahl des Zahlenfaktors ß, falls 
die Grenzen des üperntof::\pektrullls uekannt 
sind oder yon außen abge:3ehiitzt wenlr-n 
ktinnen 
Ilpn .. 
Hyperkugel ii 
Elementargeometrische Überlegungen an Hand von Abb. 5.2.2 führen auf die 
günstigste Wahl des Zahlfaktors 
(5.2.15) 
Aus der Abb. liest man weiterhin die Kom'ergenzabschätzung des Wiarda-
sehen Verfahrens ab 
(5.2.16) 
wobei in unserem Falle unter der Norm die 'Wurzel aus der doppelten elasti-
schen Energie im Grundkörper KO zu verstehen ist. Aus (5.2.16) folgert man 
also, daß sich die Konvergenz der Iteration nach dem IViardaschen Verfahren 
stets erzwingen läßt, wenn nur die untere Grenze k des Spektrums von J[+ UO 
positiv ist. 
Mit Sicherheit kann die Konvergenz des Iterationsverfahrens auch erzwungen 
werden, wenn an die Stelle von k eine positive untere Schranke für k und an 
die Stelle von K eine endliche obere Schranke für K tritt, wenn also, wie wir 
kurz sagen wollen, das Spektrum des Operators J[+ UO bzw. (i - Q3 auf der 
positiven Achse von außen eingeschränkt werden kann. Dies trifft aber auf 
die Operatoren Q3' und Q3" für die Nichthomogenitätsprobleme von § 3.5 und 
§ 3.6 zu, falls nur die Ungleichungen (3.5.22) bzw. (3.6.22) erfüllt sind. Man 
kann sich also mit Hilfe des lV iardaschen Iterationsverfahrens von den 
l~ WissenschaftJ. AbhandI., XIV, 1962 
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Kriterien (3.5.21) bzw. (3.6.21) freimachen und den Grundkörper - auch 
ohne die gemischte Iteration von § 3.7 - ausschließlich nach den am Schluß 
von § 3.6 diskutierten Gesichtspunkten wählen. 
Bei dem Operator [l+ UO für das Randwertproblem der isotropen Scheibe 
dagegen können die Grenzen des Spektrums nur "von innen" aus der Lage 
seiner beiden durch (4.3.31,36) bestimmten Häufungspunkte abgeschätzt 
werden. Man kennt also nur eine kleinste mögliche "Hyperkugel;C"; von der 
wirklichen Hyperkugel x weiß man nur, daß sie einerseits die Hyperkugel ;C 
ganz enthält und daß sie andererseits von den Enden des Funktionenvektors 
Rn* einen gewissen endlichen Abstand hat (vgl. § 4.1-2), übel' dessen Größe 
man aber im allgemeinen Fall nichts Sicheres aussagen kann (Abb.5.2.3). 
~P"k.g.l-
Abh. 5.~.3. Zur Wahl des Zahlenfaktors ß. falls die Gren-
zen des Operatol'spcktruIllS nur von innen abgeschätzt 
werden können 
Trotzdem gibt es auch in diesem Fall eine Wahl von ß, welche die Konvergenz-
abschätzung mit Sicherheit verbessert, wenn sie auch normalerweise nicht 
den optimalen \Vert darstellt. Man braucht für die Bestimmung von ß nur die 
in Abb. 5.2.3 gestrichelt eingezeichnete "Hyperkugel x'" zugrunde zu legen, 
welche einerseits durch die kleinste mögliche Hyperkugel ;C von innen berührt 
wird, andererseits durch die Spitze von Rn* geht. Dazu konstruiert man nach 
Abb. 5.2.2 die zugehörige Hyperkugel x' und erhält damit nach Abb. 5.2.3 
2 ß=I+<X (5.2.17) 
\\'0 X der kleinere Häufungswert der Eigenwerte Xi ist. Eine Konvergenz-
abschätzung ist hier jedoch nicht mehr möglich, da die wirkliche Hyperkugel x 
nicht hekalmt ist. 
Die Schlüssigkeit dieser elementargeometrischen Überlegungen folgt aus 
CorollaI' 1.1 von § 2.5. Natürlich lassen sich die Beziehungen (5.2.15-17) auch 
rein rechnerisch beweisen; auf diesem Wege wurden sie bereits von Wiarda 
gefunden [130,145,146]. Wir glauben jedoch, daß die elementargeometrischen 
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Konstruktionen in diesem Fall eine einprägsamere Darstellung der Zusammen-
hänge zu geben vermögen. 
Bei einfachen Scheibenformen wird das IV iardasche Verfahren im allgemeinen 
wohl eine merkliche Verbesserung der Konvergenz bringen; es hat außerdem 
den großen Vorteil, daß es praktisch keinen zusätzlichen Rechenaufwand ver-
ursacht und einfach zu programmieren ist. Bei der isotropen belasteten Kreis-
0) 
scheibe erhält manmiL# = 3, also M = K = ~ den Konvergenzfaktor (5.2.16) 
1 -
zu 3"' bei der fest eingespannten Kreisplatte mit M = K = ~ immerhin noch 
2 
zu 3"' Kennt man also einen Wert von ß, der die Konvergenz des Verfahrens 
mit Sicherheit nicht verschlechtert, so wird der Übergang zur lViarda-Iteration 
auf alle Fälle dann nur von Nutzen sein können, wenn nach einer gewissen 
Zahl gewöhnlicher Iterationsschritte die rasch konvergenten Eigenfunktionen 
abgeklungen sind und die Konvergenz sich merklich verschlechtert. Bei kom-
plizierten Bereichsformen ist allerdings der Grad der Verbesserung, den dieses 
Verfahren bringt, kaum abzuschätzen. Wahrscheinlich ist das IViardasche 
Verfahren dann zu "starr"; es vermag sich wegen der Konstanz von ß nicht 
der jeweiligen Lage der Näherungslösung im Zustandsraum anzupassen. Wir 
diskutieren daher in den nächsten Ziffern einige Verfahren mit variablen 
Koeffizienten ß n· Sie sind zwar in Programmierung und Rechnung für jeden 
einzelnen Iterationsschritt wesentlich aufwendiger; dies dürfte jedoch durch 
ihre größere Wirksamkeit sehr oft mehr als ausgeglichen werden. 
S.3 Methoden mit ('inem wränderliehen Koeffizienten 
Unter dieser Ziffer werden wir einige Gesichtspunkte diskutieren, nach denen 
man den festen Koeffizienten ß des IV iardaschen Iterationsverfahrens durch 
Koeffizienten an bzw. b n ersetzen kann, die für jeden Iterationsschritt neu 
bestimmt werden. Das erste dieser beiden Verfahren, die "Methode des schnell-
sten Abstiegs", ist bereits aus der Matrizenrechnung bekannt [31, 69, 144, 151], 
läßt sich aber auf beliebige symmetrische und eigentlich positiv definite 
Operatoren übertragen [62-64, 147]. Das zweite Verfahren, die "Methode der 
kleinsten Restnorm", hat der Verfasser bisher nur in ([151], Kap. VII) und 
([144], S. 130-132) im Zusammenhang mit der Matrizenrechnung vorgefunden. 
Seine Übertragbarkeit auf beliebige eigentlich positiv definite und - mit 
stärkeren Einschränkungen - gewisse unsymmetrische Operatoren läßt sich 
jedoch ohne Schwierigkeiten einsehen. 
Nun sind die Operatoren ll+ UO und ll- UO nur im Zustandsraum S symme-
trisch; bei der praktischen Rechnung hat man für denselben Zustand g des 
Grundkörpers zwei Repräsentationen zu verwenden, wenn man von diesen 
Symmetrieeigenschaften Gebrauch machen will, nämlich die Kräftebelegungen 
R und die Verschiebungen w auf (8) in KO nach (5.1.6). Bei der formalen 
Übertragung eines Verfahrens der Matrizenrechnung spielt indessen nach 
(4.2.27) der Übergang von den Kräftebelegungen zu den Verschiebungen keine 
größere Rolle als der Übergang von den Spaltenvektoren zu den Zeilenvektoren 
19' 
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in der Matrizenrechnung. Eine quadratische Matrix wird bei einem Iterations-
verfahren von links auf einen Spaltenvektor angewandt, genau wie der Operator 
II- UO auf eine Kräftebelegung. Und von rechts wird die quadratische Matrix 
auf den zugehörigen Zeilenvektor angewandt, genau wie der Operator II- UO 
auf die nach (5.1.6) zugehörige Verschiebung. 
'Vir stellen die formalen "Übersetzungsregeln" für Verfahren aus der ~Ia.trizcn­
rechnung zusammen: 
1. An die Stelle der Spaltenvektoren treten die Kräftebelegungen R 
auf (8) in KO. (5.3.1) 
2. An die Stelle der Zeilenvektoren treten die Verschiebungen w auf 
(8) in KO. (5.3.2) 
3. An die Stelle der Transposition eines Spaltenvektors in einen 
Zeilenvektor tritt die Operation w = UO R. (5.3.3) 
Sie entspricht hier allerdings im Rechenaufwand wenigstens einem 
halben Iterationsschritt. 
4. An die Stelle der Tranflposition eines Zeilenvektors in einen Spalten-
vektor tritt die Operation R = IIo w. (5.3.4) 
Wir werden von dieser Operation aller·dings aUf; den in § 5.1 ange-
gebenen Gründen keinen Gebrauch machen. 
5. Dem n-ten Rest in der Matrizenrechnung [68,69, 144] entspricht 
hier nach emkehrnng des Vorzeichens nach (5.2.9) das (n + 1)-te 
Roh-Reihenglied Rn+l*. (5.3.5) 
Natürlich sind das nur formale Übersetzungsregeln. Die tatsächliche Zulässig-
keit einer solchen Übersetzung muß gesondert nachgewiesen werden, falls 
sich das betrachtete Verfahren nicht aus den allgemeineren Überlegungen 
der Funktionalanalysis unabhängig begründen läßt. 
5.3 . .\. Die Methode des schnellsten Abstiegs. 
Die Begründung dieser Methode folgt für einen eigentlich positiv definiten 
Operator II+ [1' aus dem Yariationsproblem (4.2.42). Setzen wir für II+ UO 
die Abkürzung!f' nach (5.2.9) ein, so erscheint (4.2.42) in der Form 
1 2 {w,!f' R} - {w, [P]} = min (R) (5.3.6) 
wo die Kräftebelegung R und die zugehörige Verschiebung w = UO Rauf (8) 
in Ku den zur Variation zugelassenen elastischen Zustand g des Grundkörpers 
repräsentieren. [P] ist die gegebene Kräftebelegung, für welche die zweite 
Randwertaufgabe am Realkörper K + zu lösen ist. Die geometrisch-anschau-
liche Begründung des Verfahrens in der Matrizenrechnung [69] läßt sich auf 
den Zustandsraum 8 übertragen, wenn der Operator!f' ein reines Punkt-
<i> 
spektrum mit den Eigenwerten "Xi und den normierten Eigenelementen g mit 
<i> <i> 
den Repräsentationen Rund 10 besitzt (vgl. § 4.3). Dann läßt sich 
I 2 {w,!f' R} - {w, [P]} = C2 (5.3.7) 
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für verschiedene Werte des Parameters C auffassen als die Gleichung elller 
Schar von "Hyperellipsoiden" im Zustandsraum S mit dem gemeinsamen 
Mittelpunkt 
!J = [g] (;').3.8) 
wo der elastische Zustand [g] mit den Repräsentationen [R] und [IV] die ge-
suchte Lösung ist. Den Hauptachsenrichtungen des Hyperellipsoids entsprechen 
<i> 
die Eigenelemente 9 von 2, und die Halbachsen ergeben sich zu 
l:"j (1 1 ( ., 
Ai = v-. c~ +2 {lu:J,2 lRJ})'l = V .. 
x~ %1 
(5.3.9) 
Der Ausdruck 
1 1 ~ <i> 1 ~ <i> 2" {w,2 R} = 2" L...J Xi {w, RF = }" L...J %i {R, /C}2 = ('2 ...:... {w, [P]} (5.3.10) 
i i 
ist nichts anderes als der auf den Teilbereich (J\~) ,"on Kc entfallende Anteil 
der elastischen Energie des Grundkörpers im Zustand g. wie man aus (-1.2.3-1) 
leicht ableitet. Er ist also aueh gleich der ela"tischen Energie im Realkörper 
K+, wenn man ihn derselben Verzerrung unterwirft. Ferner ist nach der 
Definition (4.2.1) des Skalarprodukts im Zustandsraum S {w, [P]} die Arbeit, 
welche die gegebene Kräftebelegung [P] an der Verschiebung w leistet. (5.3.7) 
bedeutet also die gesamte potentielle Energie des Spannungfeldes im Realkör-
per ]{+ und der daran angreifenden Kräftehelegung [P]. wenn seine Verzer-
rung dem elastischen Zustand g des Grundkörpers entspricht, und (;').3.6) er-
weist sich als das Prinzip vom )linimum der potentiellen Energie [1. 2, 30-37, 
71, 78, 109, llO] für den Realkörper K +, ausgedriickt durch Zustände des 
Grundkörpers ]{o. Die EulerscheGleichung zu dem Variationsproblem (5.3.6) i,;t. 
2 R = [P] bzw. 11' fE = C [P] lll] U)·3.11) 
Man prüft leicht nach, daß für ihre L6mng [R] bz\\". ]U'] die Halhach"en 
(5.3.fl) verschwinden, daß also die gesuchte Lö,.;ung tatsäehlieh dem Mittel-
punkt (5.3.8) des Systems der Hyperellipsoide (.''1.:3. i) enbpricht. 
Nun kann man weiter zeigen, daß das Roh-Reihenglied Rn* Henkrecht ,;teht 
auf dem Hyperellipsoid der Schar (5.3.7). welches dureh den Punkt [Rjn-l 
des ZUf;tandsraumes S geht. Bodell'ig [69J ,rei"t die~ im Falle uer )Iatrizell-
rechnung durch eine halbanschaulich-geometri,;che Argumentation nach. 
Zurmühl [68] auf rechnerischem \Yege *). Die Schluß\\'ei,;e in [68] läßt "ich 
ohne weiteres auf den Zustandsraum S übertragen, wenn man nur die Differen-
tiale durch Variationen ersetzt. Denn ist I)g. reprä,;entiert umeh I) Rund b 11", 
die Variation eines ela"tischen Zustandes 9 des Grundkörper" 1\ c. und schränkt 
man diese Variation ein durch die Bedingung. daß der Au,;druck (;";.3.7) 
konstant bleiben muß, so ergiht sich die Orthogonalität"hezi('hung 
{bw, :f R - [P]} = 0 (;).3.12) 
*) Vgl. auch die besonders umfas~('nde Darstellung in ([1;;1]. Kap. \"I, Yll). 
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durch Variation von (5.3.7) bei festem [P] und C. Andererseits ist nach (5.2.9) 
mit der Abkürzung (5.1.9) 
Rn* = [P] -.ff [R]n-l (5.3.13) 
Setzt man also in (5.3.12) 
R = [R]n-l 
so folgt die behauptete Orthogonalitätsrelation 
{öu', Rn*} = 0 
(5.3.14) 
(5.3.15) 
Auf Grund dieser Beziehung werden die Methode des schnellsten Abstiegs und 
das in der nächsten Ziffer zu behandelnde Hestenes-Stiefel-Verfahren auch als 
Gradienten-Verfahren" bezeichnet. In unserem Falle stellt das Roh-Reihen-~lied Rn* nichts anderes dar als den Gradienten der potentiellen Energie des 
Realkörpers K+ mit der Kräftebelegung [P] im Zustandsraum S. 
Der Grundgedanke der Methode des schnellsten Abstiegs besteht nun darin, 
längs dieses Gradienten den Punkt aufzusuchen, in welchem der Ausdruck 
(5.3.7) am kleinsten wird, also - in geometrischer Ausdrucksweise - die 
Stelle, an welcher die Fortsetzung von Rn* gerade ein Hyperellipsoid der 
Schar (5.3.7) berührt. Wegen der weiteren Herleitung verweisen wir nun auf 
die Literatur [31,62-64,69,144,147,151] und schreiben sofort das Ergebnis 
an. Danach tritt bei der Methode des schnellsten Abstiegs an die Stelle von 
(5.2.8) - wobei wir wieder die Abkürzung (5.l.9) benützen -
(5.3.16) 
mit 
{wn *, Rn*} 
an = {wn*,!f Rn*} (5.3.17) 
Es läßt sich zeigen, daß dieses Verfahren mitsamt den anschließend referierten 
Ergebnissen auch unabhängig von der Existenz eines Punktspektrums für 
beliebige eigentlich positiv definite Operatoren ft' begründet werden kann 
[62-64, 147]. 
Ein deutlicher Vorteil dieser Methode gegenüber dem lViardaschen Iterations-
verfahren ist jedenfalls, daß man zur Bestimmung der Koeffizienten an nichts 
über das Spektrum des Operators !f zu wissen braucht, falls man nur sicher 
ist, daß eine positive untere Grenze k überhaupt existiert. Von Kantorowitsch 
[64, 147, 151} stammt die folgende Konvergenzabschätzung 
li[R]n - [R]!I S ~ (~ ~ ~r {[w]O, !f [R]O}~ (5.3.18) 
Sie ist von derselben Ordnung wie die Abschätzung (5.2.16) für das lViarda-
sehe Verfahren; doch hat man zu bedenken, daß (5.2.16) im Gegensatz zu 
(5.3.18) bereits die Kenntnis der Grenzen des Operatorspektrums voraussetzt. 
Tatsächlich ist die Konvergenz der Methode des schnellsten Abstiegs in den 
meisten Fällen besser als die des lViardaschen Verfahrens, wenigstens wenn 
man sich auf die Zahl der Iterationsschritte und nicht auf die Zeitdauer der 
Rechnung bezieht. 
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Wir suchen uns nun das Ergebnis (5.3.16-17) mit Hilfe der symbolischen 
Konstruktion von Abb.5.2.1 klarzumachen. Zunächst erkennt man leicht, 
daß die Beziehungen (5.2.10-12) mit an an Stelle von ß auch für jeden ein-
zelnen Schritt der Methode des schnellsten Abstiegs gelten. Damit läßt sich 
auch die Konstruktion von Abb. 5.2.1 unverändert übertragen. Beachten wir 
nun noch, daß der Funktionenvektor Rn = an Rn* im Punkt [R]n ein Hyper-
ellipsoid der Schar (5.3.7) berührt, und daß Rn+1* nach (5.3.15) senkrecht 
auf diesem Hyperellipsoid steht, so erkennen wir, daß die Funktionenvektoren 
Rn* und Rn + 1* miteinander einen rechten \Vinkel bilden müssen. Sind also 
Rn*, Qn* = ([]- VO) Rn* und damit pn* = 2! Rn* gegeben, so hat man nur 
Abb. 5.3.1. Symbolische Konstruktion zur Methode 
des schnellsten Abstiegs 
pn* bis zum Schnitt mit der Senkrechten auf Rn* in [R]n* zu yerlängern und 
im übrigen die Konstruktion wie in Abb. 5.2.1 weiterzuführen (Abb. 5.3.1). 
Hat der Operator 2! nur zwei Eigenwerte le und K, so läßt sich nach Corollar 
1.2 von § 2.5 und Abb. 2.5.2 das ganze Iterationsverfahren zeichnerisch durch-
Abb. 5.3.:?:. Zwei aufeinanderfolgt:'ude Schrittp nach der 
)lethode des schnellsteu Abstiegs, falh; das Operalorspek-
trum nur zwei Eigellwerte besitzt 
führen, wenn nur ein Roh-Reihenglied Rn* und das zugehörige pn* bekannt 
sind. In Abb. 5.3.2 sind zwei Schritte der ~lethode des schnellsten Abstiegs 
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für diesen Fall gezeichnet. Man erkennt, daß bei genau zwei Eigenwerten das 
Roh-Reihenglied Rn+2*ein skalarer Bruchteil des Roh-Reihengliedes Rn* ist; 
die Koeffizienten a n müssen also mit 2 periodisch sein. Falls sich sämtliche Eigen-
werte sehr dicht um zwei Häufungspurude gruppieren, ist wenigstens noch 
eine näherungsweise Periodizität der an zu erwarten, eine Eigenschaft, die 
sich offenbar Bückner ([130], S. 21) zunutze gemacht hat. Weiter ist an der 
reziproke Rayleigh-Quotient des Operators 2' für die Funktion Rn*. Demna.ch 
gilt allgemein 
I 1 
K ::;;a n ::;;-,;; 
was man sich auch zeichnerisch leicht klarmachen kann. 
(5.3.19) 
Aus der physikalischen Bedeutung von (5.3.7) entnimmt man, daß sich jeder 
Schritt der Methode des schnellsten Abstiegs auch auffassen läßt als eine 
- wenn auch sehr grobe - Näherungslösung des Variationsproblems (5.3.6) 
nach dem Trejjtzschen Verfahren [2,33-37,123-125,148], bei dem nur zwei 
Vergleichsfunktionen benutzt werden. Im GegenRatz zu der üblichen Form 
des Trejftzsehen Verfahrem; aber sind diese Vergleichsfunktionen hier nicht 
direkt, sondern in der Form elm,;tischer Zustände defl Grundkörpers und ihrer 
Repräsentationen gegeben. Durch iterative Wiederholung dieses "abgekürzten 
Trefftzschen Verfahrens" läßt sich schließlich jede gewünschte Genauigkeit 
erreichen. 
5.3.B. Die Methode der kleinsten Restnorm. 
Bei der Methode der kleinsten Restnorm wird an Stelle des Koeffizienten an 
in (5.3.16-17) ein Koeffizient b n eingesetzt, welcher so bestimmt wird, daß 
nicht der Ausdruck (5.3.7), sondern die Norm des nächsten Roh-Reihengliedes 
Abb. 5.3.3. Symbolbche Konstruktion zur Methode 
der kleinsten Restnorm 
Rn + 1* möglichst klein wird. Aus dieser Forderung ergibt sich sofort die 
symbolische Konstruktion von Abb. 5.3.3; die Funktionenvektoren Rn*, b n pn* 
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und Rn+l* müssen demnach ein rechtwinkliges Dreieck mit der Hypotenuse 
Rn* bilden. Aus der Abb. liest man ab 
{Rn*, UD pn*} 
{pn*, UO pn*} 
(5.3.:W) 
Demnach vollzieht sich die Iteration nach der Methode der kleinsten Rest-
norm entsprechend der Vorschrift 
(5.3.21) 
mit 
(5.3.22) 
Man erkennt sofort, daß dieses Verfahren die Kon"ergenz, geme~~ell an der 
Zahl der für eine vorgeschriebene Näherung erforderlichen Iterations>ichritte, 
zumindest nicht verlangsamt, wenn das Verfahren sowieso konvergiert, also 
der Operator 1 - 2? = [J- UO eine obere Grenze unterhalb Eins besitzt. Dies 
gilt auch für unsymmetrische Operatoren. Eine für symmetrische Operatoren 
giiltige Konvergenzabschätzung entnimmt man aus Abb. 5.3.4. Der ungün-
AlJb. 5.3.-1. Zur Konvrrgellzabschiitzung für die ~{ethode 
der klcin:::.ten Restllorm 
stigste Fall tritt offenbar dann ein. wenn der Funktionenvektor pn* die 
Hyperkugel Y. gerade berührt; eine einfache Ahnlichkeitsbetrachtung nach 
Abb. 5.3.4 führt dann auf 
fIRn+l* 11 K - k 
:/Rn*y:::: K+k (5.3.23) 
Dies ist identisch mit der Abschätzung (5.2.16) für das IViardasche lterations-
verfahren. Wie bei der Abschätzung (5.3.18) für die "Methode des schnellsten 
Abstiegs muß aber auch hier betont werden, daß (5.3.23) eine obere Schranke 
darstelJt., welche unabhängig von der Kenntnis der Grenzen des Spektrums 
stets gewährleistet ist, während sie beim Wiardaschen Verfahren nur garan-
tiert werden kann, wenn man ß nach (5.2.15) aus den bekannten Grenzen des 
Operatorspektrums berechnet. Im Gegensatz zu der ~Iethode des schnellsten 
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Abstiegs nehmen bei der Methode der kleinsten Restnorm die Normen der 
Roh-Reihenglieder monoton ab; der Ausdruck (5.3.7) nimmt ebenfalls bei 
jedem Schritt ab, wenn auch nicht so stark wie bei der Methode des schnellsten 
Abstiegs. Denn auch bei der Methode der kleinsten Restnorm bewegt man 
sich bei jedem Schritt auf dem Gradienten des Energieausdrucks (5.3.7), und 
zwar stets in Richtung abnehmender potentieller Energie, da b n nach Abb. 5.3.3 
für einen positiv definiten Operator 2 nicht negativ werden kann. 
Hat der Operator 2 ein reines Punktspektrum mit nur zwei Eigenwerten k 
und K, so läßt sich wie bei der Methode des schnellsten Abstiegs zeigen, daß 
das Roh-Reihenglied Rn+2* ein skalarer Bruchteil des Roh-Reihenglieds Rn* 
sein muß (Abb. 5.3.5). Die Koeffizienten b n zeigen also in diesem Fall auch 
Abb. 5.3.5. Zwei aufcinatHlf'rfolgenuc ~chritt(' nach 
der 'let hode der kleinsten Re:;tnoflll, falls da~ Ope-
ratorspcktrum Bur zwei Eigcll\rertc besitzt. 
Die \Vinkell und :2 sind gleich nal'h dem Umfangs-
winkelsatz, ilie Winkel! und 3, weil ihre Schenkel 
jeweils aufeinander senkrecht stehen. Beachtet man 
noch die Gleichheit entsprechender StreckeIlver-
hältnisse . '2,0 erkennt man, daß die Dreiecke (..1, B, 
KRn» und (.4'. B'. KRn +.*) ähnlich sind 
eine Periodizität mit 2. Man erhält jetzt das Roh-Reihenglied Rn+2* als 
Hypotenusenabschnitt in dem rechtwinkligen Dreieck mit den Katheten b pu* 
und Rn+l* und der Hypotenuse Rn*. Dies folgt aus der Ähnlichkeit der 
Dreiecke (A, B, K Rn*) und (A', B', K Rn+l*) (vgl. den Text von Abb. 5.3.5) 
und der daraus abzulesenden Gleichung 
-1::: (Rn*, pn*) = -1::: (pn+l*, RHl*) (5.3.24) 
sowie der Überlegung, daß auch bnTl pn+!* und Rn+2* die Katheten eines 
rechtwinkligen Dreiecks mit der Hypotenuse Rn+l* sein müssen. Die Kon-
vergenz wird offenbar um so besser, je kleiner dieser 'Vinkel ist. Die schlech-
teste in diesem Fall mögliche Konvergenz erhält man demnach, wenn wie in 
Abb. 5.3.4 der Funktionenvektor pn* gerade die Hyperkugel u berührt. Dann 
gilt in (5.3.23) genau das Gleichheitszeichen. 
5.3.('. Diskus,;ion beider Methoden. 
E,., Rteht außer Frage, daß die beiden unter dieser Ziffer behandelten Ver-
fahren der Wiardaschen Iteration zumindest auf lange Sicht überlegen sind, 
wenn man nur - ohne Rücksicht auf den Rechenaufwand - die Wirksamkeit 
de,. einzelnen Iterationsschrit,ts betrachtet. Denn selbst wenn es beim Wiarda-
sehen Iterationsverfahren gelingt, durch die richtige Wahl der Konstanten ß 
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die Gültigkeit der Abschätzung (5.2.16) zu sichern, so stellt diese doch eine 
obere Grenze dar, welcher die Verhältnisse aufeinanderfolgender Restnormen 
im Laufe des Verfahrens tatsächlich zustreben. Bei den Methoden des schnell-
sten Abstiegs und der kleinsten Restnorm dagegen bedeuten die Abschätzungen 
(5.3.18) und (5.3.23) obere Schranken, welche wohl nur in Sonderfällen tat-
sächlich erreicht werden. Auf der anderen Seite wird beim numerischen 
Rechnen der Rechenaufwand für jeden einzelnen Schritt dieser beiden Methoden 
reichlich um die Hälfte erhöht durch die zur Bildung der Skalarprodukte 
erforderliche Anwendung des Operators UO auf eine Kräftebelegung. Es ist 
also auf jeden Fall zu prüfen, ob die mit diesen Verfahren erzielte Verbesse-
rung den vermehrten Rechenaufwand lohnt. 
Nun sind die Konvergenzabschätzungen (5.3.18) und (5.3.23) beide von der-
selben Ordnung; die Wirksamkeit beider Verfahren wird sich also nicht um 
Größenordnungen unterscheiden; tatsächlich hängt es von Einzelheiten des 
Operatorspektrums ab, welches der beiden Verfahren sich besser bewährt. 
Zunächst ist von der Methode des schnellsten Abstiegs bekannt, daß sie zum 
"Überschießen" neigt, d. h. daß die Koeffizienten an zuweilen größer aus-
fallen als für den Fortgang des Iterationsverfahrens nützlich ist ([69]. S. 168). 
Diese schlechte Eigenschaft der Methode des schnellsten Abstiegs ,vird bei 
der Methode der kleinsten Restnorm zumindest wesentlich abgemildert, wie 
man durch Vergleich von Abb. 5.3.1 und Abb. 5.3.3 leicht erkennt. Die Ab-
schätzung (5.3.19) läßt sich damit ergänzen zu 
1 I K :::;:: b n :::;:: an ::;; k *) (5.3.25) 
An dieser Verminderung des Überschießens liegt es. wenn die )Iethode dei· 
kleinsten Restnorm im Beispiel von Abb. 5.3.2 und Abb. 5.3.5 um so viel 
besser abschneidet. "'eiß man also, daß sämtliche EigcJl\,·erte nur in einer 
relativ kleinen Umgebung zweier Häufung,;punkte liegen. so ist die )Iethode 
der kleinsten Restnorm der Methode des schnellstcn Ah,tiegs vorzuziehen. 
Auf der anderen Seite gibt Dllrand ([144]. Bd. II. S. I:-t~) als Beispiel ein 
Gleichungssystem mit 9 Unbekannten, bei dem die ..\Iethode der klcinsten 
Restnorm etwas schlechter (43 Schritte) abschneidet als die )Iethodc des 
schnellsten Abstiegs (38 Schritte), und beide ~lethoden wesentlich schlechter 
als das Gallß-Seidel-Verfahren (27 Schritte), ein "erhalten. das für die Bei-
spiele von Abb. 5.3.2 und Abb. 5.3.5 sicher nicht zutrifft. Offenbar liegt dies 
daran, daß in diesem Beispiel die Eigenwerte nicht auf die nächste Umgebung 
zweier Punkte konzentriert sind, sondern sich einigermaßen gleichmäßig über 
ein Intervall der reellen Achse verteilen, wie die von Langemeyer**) nach dem 
Jacobischen Rotationsverfahren [14fl] berechneten Werte von Tab. 5.3.1 
zeigen. In einem von Faddejew und Faddejeu·(( ([151], Kap. VII, ~ 71) ange-
gebenen Beispiel schneiden beide Verfahren gleich ab. 
*) Ein einfacher rechnerischer Beweis auf Grund der Srhll"arzsehen "zU". ('aurh!l·}J'Ulja. 
kou·8kijschen Ungleichung (2.3.10) findet sich in ([IiiI]. Kap. Ylr. ~ 72. Ul. (5)). 
**) Der Verfasser dankt Herrn Langemeyer sehr herzlich für die Durchführung der 
Rechnung nach dem in der Arbeit von Fall.: und Langemeyer [149] beschriebenen und 
seither von ihm weiter verbesserten maschinellen Programm. 
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a) Das Gleichungssystem von Durand: 
4 -1 0 -1 
-I 4 -1 0 -I 
0 -1 4 0 0 -1 
-1 0 0 4 -1 0 -1 
-1 0 -1 4 -1 0 -1 
-1 0 -1 4 0 0 
-1 0 0 4 -1 
-1 0 -1 4 
-1 0 -1 
b) Die Eigenwerte der Gleichungsruatrix nach Langemeyer: 
Eigenwert: Yielfachheit: 
1,171 5 
2,586 
4,000 
;-;,414 
6,828 
Tab. ;).3.1: Ein Rechenbeispiel 
2 
:3 
2 
1 
9 
~I 
=0 
=0 
=0 
=0 
-1 = 0 
0=0 
-1 = 0 
4=0 
Man macht sich dieses unterschiedliche Verhalten leicht anschaulich plausibel 
am Bilde der "Konvergenzparabel", d. h. einer Kurve im Funktionenraum 
(Zustandsraum S), auf der die einzelnen Näherungen einer gewöhnlichen 
Iteration liegen. Zweckmäßigerweise schreibt man dazu den Ausdruck (5.3.7) 
mit R = [R]n auf die negativen Fehler 
Tn = [R] - [R]n (5.3.26) 
um; im Falle eines reinen Punktspektrums bedeutet dies, daß man den Koor-
dinatenmsprung des Zustandsraums S in den Mittelpunkt der Hyperellipsoide 
(5.3.7), also auf die gesuchte Lösung legt. Nun kann man eine beliebige Kräfte-
<i> 
belegung R nach den normierten Eigenfunktionen R des Operators!e ent-
wickeln (vgl. § 4.3); wir schreiben dies in der Form 
<i> 
R = L I'i R /\ (ri) 
i 
(5.3.27) 
Die,; entspricht den Koordinaten des elastischen Zustandes im Cartesischen 
Sy;,;tem der Hyperellipsoid-Hauptachsen im Zustandsraum S; auf jeder dieser 
Hauptachsen schreitet das gewöhnliche Iterationsverfahren (4.1.21) nach einer 
geometrischen Progression fort mit dem Faktor 
f.li = 1 -Xi (5.3.28) 
Daraus leitet man für die negativen Fehler (5.3.26) leicht ab 
n n-l 0 
Tn /\ (ti) = (f.li ti) = (f.lf ti) (5.3.29) 
Xun konstruieren wir die Projektion der Konvergenzparabel auf die Ebene 
<i> <j> 
zweier beliehig herausgegriffener Eigenfunktionen Rund R mit den Eigen-
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werten {li und {lj des Operators E - se, indem wir aus den entsprechenden 
Komponenten von (5.3.29) den Exponenten n eliminieren; wir erhalten so die 
Parabel 
tj = const. t~ (5.3.30) 
mit dem im allgemeinen gebrochenen und für 0 < m :S:: [li, {lj :S:: J[ < 1 posi-
tiven Exponenten 
In {lj 
y = In (li (5.3.:31) 
Die Gesamtheit dieser Projektionen bestimmt eine Kurve im Zustandsraum S, 
nämlich die Konvergenzparabel *). Durch jeden Punkt des Zustandsraums S 
geht genau eine derartige Kurve. Enthält das Spektrum von E - se ein 
Kontinuum (vgl. § 2.4-5), so kann man wenigstens jedem Paar sich nicht 
überschneidender Intervalle des Spektrums in der Projektion cin Gebiet 
zwischen zwei Konvergenzparabeln zuordnen, welche um so näher ZUi'\ammen-
rücken, je kleiner man die bei den Intervalle macht. 
In Abb. 5.3.6 haben wir nun eine Konvergenzparabel für den speziellen Fall 
eines Punktspektrullls mit genau zwei Eigenwerten In = 1 - Kund J[ = 1 - k 
aufgezeichnet und in der Abb. sowohl die gewöhnliche Iteration als auch die 
Abu. 5.3.6. KonH'rgenzparauel und Konrer-
genzverbes::'!erung für z\vei Eigf'nfunktioncn 
100 
50 100 
fJ.' = }'I"-I = t 
l=4.8J 
150 
Methode der kleinsten Restnorm eingetragen . .Man sieht, daß die Koeffizienten 
b n an den Stellen stärkster Krümmung der Konvergenzparabel besonders 
klein werden, und ähnliches gilt, wenn auch nicht ganz in demselben Maße, 
für die Methode des schnellsten Abstiegs. Die Wirksamkeit der - im ge-
zeichneten Falle weit überlegenen - :\Iethode der kleinsten Refltnorm beruht 
aber auf den Schritten mit großem Koeffizienten b n, wie etwa dem Schritt 
von Tl nach T2 im gezeichneten Beispiel. Stellt nun Abb. 5.3.6 nicht mehr 
die tatsächliche Konvergenzparabel im Falle zweier Eigenwerte dar, sondern 
nur noch ihre Projektion im Falle einer größeren Zahl ,"on Eigenwerten. so 
werden die Krümmungsmaxima für jedes verschiedene Paar von Eigenwerten 
*) Diese KonvergenzparaheIn sind nicht zu verwechseln mit den OrthogonaltrajektQrien 
der Niveauflächen oder "Kurven schnellsten Abstiegs" ([151]. Kap. VII; [157]), bei denen 
Uj/Ui an die Stelle von y tritt. 
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an einer anderen Stelle auftreten. Wenn aber auf der Konvergenzparabel 
durch Tl in einer der unendlich vielen anderen Ebenen des Zustandsraums S 
ein Krümmungsmaximum in der Nähe von Tl liegt, so fällt der Koeffizient b2 
sofort wesentlich kleiner aus. Dadurch wird die Wirksamkeit des Verfahrens 
mehr oder weniger verschlechtert. Ähnliches gilt, wenn auch nach dem bei 
Durand angegebenen Beispiel von Tab. 5.3.1. nicht immer in demselben Maße, 
für die Methode des schnellsten Abstiegs. 
Man wird also die Diskussion so zusammenfaHsen können, daß die Methode 
des schnellsten Abstiegs und noch mehr die Methode der kleinsten Restnorm 
dann besonders wirksam 8ind, wenn die Konvergenzparabel nur wenige, durch 
relativ lange, schwach gekrümmte Abschnitte getrennte Krümmungsmaxima 
besitzt, d. h. wenn sich das Spektrum des Operators !t? bzw. E -!t? auf ganz 
wenige, relativ kleine Intervalle beschränkt. Ist dies nicht der Fall, so wird 
wohl wie in dem von Durand angegebenen Beispiel, die Methode des schnell-
sten Abstiegs meist weniger betroffen werden als die Methode der kleinsten 
Restnorm, so daß die Methode des schnellsten Abstiegs in solchen Fällen noch 
etwas günstiger abschneiden kann. Sehr wirksam sind aber dieHe Methoden 
dann alle beide nicht mehr, und der Erfolg entspricht nicht mehr dem erforder-
lichen Rechenaufwand. 
Aber selbst im güm;tigsten Fall, nämlich bei einem Spektrum mit genau zwei 
Eigenwerten, vermag das Verhalten der Verfahren mit einem einzigen Kon-
vergenzverbesserungs-Koeffizienten nicht recht zu befriedigen, wie die aus 
Abb. 5.3.2 und Abb. 5.3.5 abgeleitete Periodizitätseigenschaft zeigt. Man kann 
daraus schließen, daß diese Verfahren die mit den vorangegangenen Iterations-
schritten gewonnene Information über den Operator!t? keineswegs in dem 
praktisch wünschenswerten Maße ausnützen. Denn ein nur wenig beweg-
licheres Konvergenzverbesserungsverfahren würde beim ersten Auftreten 
zweier nur durch einen Skalarfaktor unterschiedener Reste nach dem Prinzip 
der geometrischen Reihe weiter extrapolieren und die Lösung der Operator-
gleichung mit dem nächsten Schritt beenden. Wir wenden uns daher in den 
nächsten Ziffern den Konvergenzverbesserungsverfahren mit mehr als einem 
veränderlichen Koeffizienten zu. 
Wegen weiterer Verallgemeinerungen der Methoden mit einer festen Zahl 
veränderlicher Koeffizienten verweisen wir auf das Buch von Faddejew und 
Faddejewa ([151], Kap. VII) und insbesondere auf die im Anschluß an Satz 72.1 
in § 7:2 gegebene Abschätzung. Danach fällt die Konvergenzabschätzung be-
züglich des Ausdrucks (5.3.10) am besten aus für die Methode des schnellsten 
Abstiegs. Daß dies nicht in jedem Einzelfall gleichbedeutend sein muß mit 
dem günstigsten Konvergenzverhalten, zeigt ein Vergleich von Abb. 5.3.2 und 
Abb. ;3.3.5. 
;;.-t Ein rl'rfahren mit zWl'i veränderlichen KOl'flizienten (Hestenes.Stiefel) 
Bereits durch Einführung eines weiteren Freiheitsgrades gelang es Hestenes und 
Stiefel, die Methode des schnellsten Abstiegs so zu verbessern, daß das Ver-
fahren - abgesehen von Rundungsfehlern - nach höchstens N Schritten zur 
exakten Lösung führt, falls das Operatorspektrum genau NEigenwerte ent-
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hält [31,62,68,69, 144]. Das auf S. 293 zitierte Beispiel von Durand ([144], 
Bd. II, S. 132) wird nach dieser Methode in 7 Schritten gelöst; das Verfahren 
zeigt sich dem Zeitaufwand nach selbst bei dem relativ kleinen Gleichungs-
system mit 9 Unbekannten nur noch den direkten Methoden unterlegen. 
Wir skizzieren das Prinzip dieses Verfahrens im Anschluß an die geometrisch-
anschauliche Herleitung bei Bodewig ([69], S. 173), verweisen jedoch wegen 
Einzelheiten auf die Literatur [31,62,68,69, 144]. Bei unseren halbanschau-
lichen Überlegungen setzen wir die Existenz eines reinen Punkt spektrums 
voraus, weisen jedoch darauf hin, daß das Verfahren auch für beliebige eigent-
lich positiv definite und symmetrische Operatoren mit kontinuierlichem 
Spektrum begründet werden kann [62]. Wie bei der Methode des schnellsten 
Abstiegs gehen wir aus von der potentiellen Energie (5.3.7) und suchen sie 
im Verlaufe der Iteration möglichst klein zu machen. Während man aber bei 
der Methode des schnellsten Abstiegs die Schar der Hyperellipsoide (5.3.7) 
im Zustandsraum S nur mit einer einzigen Geraden in Richtung des Gradienten 
durch den Ausgangspunkt schneidet und auf dieser das Minimum der poten-
tiellen Energie (5.3.7), also den Berührungspunkt mit einem Hyperellipsoid 
der Schar aufsucht, schneidet man diese Schar bei Verfahren von H estenes 
und Stiefel mit einer Ebene durch den Ausgangspunkt des Iterationsschrittes. 
Und zwar wählt man speziell die Ebene, welche einerseits vom Gradienten 
im Ausgangspunkt, andererseits von dem Funktionenvektor der vorangehenden 
Verbesserung aufgespannt wird. Diese "Testebene" schneidet nun die Gesamt-
heit aller Hyperellipsoide in einer Schar konzentrischer Ellipsen. Der Grund-
gedanke des Verfahrens von Hestenes und Stiefel besteht nun darin, den 
gemeinsamen Mittelpunkt aller dieser Schnittellipsen aufzusuchen; es ist zu-
gleich derjenige Punkt der Testebene, in welchem der Energieausdruck (5.3.7) 
seinen kleinsten \Vert annimmt und der Berührpunkt der Testebene mit einem 
Hyperellipsoid der Schar (5.3.7). 
Die Verbesserungen bei jedem Schritt liegen also wie bei der Methode de:o 
schnellsten Abstiegs in der Tangentenebene des Hyperellipsoids durch den 
nächsten Näherungspunkt ; aber sie stehen im allgemeinen nicht mehr 
senkrecht auf dem Hyperellipsoid durch den Ausgangspunkt. Dagegen stehen 
sämtliche Reste aufeinander senkrecht, worauf .. ich die eingangs erwähnte 
Eigenschaft des Verfahrens gründet, nach S Schritten zur exakten Lösung 
zu führen. Auch die jeweiligen Testebenen stehen aufeinander senkrecht. Der 
Mittelpunkt der Ellipsenschar in einer Testebene wird aus dem Schnitt zweier 
konjugierter Durchmesser bestimmt; das Verfahren wird daher auch oft ab 
die Methode der konjugierten Gradienten (cg-Methode) bezeichnet. Wir ver-
zichten darauf, dies im einzelnen auszuführen und begnügen uns damit, die 
bei Bodewig ([69], S. 175) angegebene Iterationsrorschrift nach den Über-
setzungsregeln (5.3.1-5) auf die Kräftebelegungen R und die Verschiehungen 
11} auf (S) in KO zu übertragen. Des besseren Vergleichs wegen schließen wir 
uns auch in der Formelbezeichnung durch Buchstaben an Bodelcig an. 
Sei also (P] die gegebene Belastung auf (S) und 
Cu] = U" [P] (.'>.4.1 ) 
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die zugehörige Verschiebung auf (8) in KO. Wir wählen eine Ausgangsnäherung 
(5.4.2) 
und führen im Laufe des Verfahrens noch eine Folge von Hilfsfunktionen 
(5.4.3) 
sowie die Konstanten An und Q n ein. Dann entspricht der erste Schritt der 
Methode des schnellsten Abstiegs: 
F1 = RI* = [P] -.P [R]O 
j1 = 101* = UO RI* (= Cu] - [1o]o'p) (5.4.4a) 
und daraus 
mit 
[R]l = [R]O + Al Rl* 
[w]l = [w]O + Al u l * 
{10 1* , RI*} 
Al = {101*,.P RI*} 
(5.4.4b) 
(5.4.4b') 
Alle weiteren Iterationsschritte laufen nun nach dem folgenden Schema ab: 
RZ* = RI* - A 1.P FI (= [P] -.P [R]l) 
1OZ* = UO RZ* (= 101* - Al fl'p = Cu] - [1O]1.P) 
(5.4.4c) 
Nun wird die neue Hilfsfunktion 
mit 
F2 = RZ* + Q ZF1 
{1Oa , RZ*} 
Q2 = {101*, Ra} 
berechnet. Daraus folgt die nächste Näherung 
[RJ2 = [R]1 + A 2 F2 
mit 
([10]2 = ~1OF + A 2 /Z) 
A _ W, R2*} _ {102*, R2*} 
Z - {fz,.P F2} - {fZ, .P F2} 
(5.4.4d) 
(5.4.4d') 
(5.4.4e) 
*) (5.4.4e') 
Die folgenden Schritte ergeben sich aus (5.4.4c-e') jeweils durch Erhöhung 
~ämtlicher Indize~ um Eins. 
Der Rechenaufwand ist im wesentlichen durch die Operationen .P Fn-1 und 
CO Rn* in (5.4.4e', c) bestimmt; alles andere sind Vektoradditionen und 
*) Die zweite Form (vgl. [62], GI. (29), S. 61) folgt mit (4.4d) wegen {/l, R2*} = O. 
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Skalarprodukte, die bei numerischer Rechnung verhältnismäßig wenig Rechen-
zeit verbrauchen, verglichen mit den umfangreichen Matrizenmultiplikationen 
bei der Anwendung der Operatoren 2' und UO. Ein Iterationsschritt benötigt 
also kaum mehr Rechenzeit als bei den Verfahren von § 5.3 mit einem ver-
änderlichen Koeffizienten. Allerdings kommen die gegebenen Ausgangswerte 
[P] nach dem ersten Iterationsschritt nicht mehr in der weiteren Rechnung 
vor, was eine starke Anfälligkeit des Verfahrens gegen Rundungsfehler zu 
bedingen scheint. Es besteht jedoch immer die Möglichkeit eines Rückgriffs 
auf die Ausgangswerte, wenn man von Zeit zu Zeit die erste Gleichung (5.4.4c) 
durch ihre eingeklammerte Form ersetzt. Allerdings wird dabei jedesmal der 
Rechenaufwand um eine Anwendung des Operators 2' erhöht. 
Nach Rechenversuchen von Engeli, Ginsburg, Rutishauser und Stiefel an einem 
umfangreichen Gleichungssystem ist jedoch dieser Rückgriff auf die Aus-
gangswerte nicht zu empfehlen ([31], § HI, 3.7, S. 67); nach den von 
diesen Autoren erzielten Ergebnissen wird dadmch die Konvergenz nur ver-
schlechtert. Überhaupt zeigt das praktische Konvergenzverhalten der cg-
Methode in diesen Rechenbeispielen eine unerwartete, aber höchst bemerkens-
werte Eigentümlichkeit. Es ist bekannt, daß dieses Verfahren besonders bei 
umfangreichen Gleichungssystemen infolge der angesammelten Rundungsfehler 
nach der theoretischen Anzahl von N Schritten keineswegs bei der exakten 
Lösung ankommt, sondern im Gegenteil noch sehr erhebliche Fehler auf-
weisen kann, weshalb Zurmühl [68] eine anschließende Fortsetzung der Itera-
tion nach dem Gauß-Seidelschen Verfahren empfiehlt. Auch Engeli und Mit-
arbeiter beobachten diese bekannte Erscheinung, setzen aber die Iteration 
über die theoretiiSche Zahl von Iterationsschritten hinaus fort. Und nun zeigt 
sich eigentümlicherweise, daß erst nach einer oft recht wesentlichen Über-
schreitung der theoretischen Zahl von Iterationsschritten die konvergenz-
beschleunigende \Virkung der cg-Methode voll einsetzt. Besonders ausgeprägt 
ist dies für ein extrem schlecht bestimmtes Gleichungssystem von 44 Unbe-
kannten, bei dem der Fehler über 150 Iterationssclu'itte kaum abnimmt, dann 
aber in wenigen Schritten um mehrere Zehnerpotenzen fällt. Eine theoretische 
Erklärung für dieses eigentümliche Verhalten scheint bisher nicht bekannt 
zu sein. 
Wegen weiterer Verbesserungen und Einzelheiten (z. B. die Verbindung mit 
einer Spektraltransformation in der cgT-Jlethode oder die gleichzeitige Be-
stimmung der Eigenwerte) sei auf die Literatur und speziell [31] verwiesen. 
Rat man mehrere Belastungsfälle am selben Realkörper zu untersuchen, so 
kann man Gebrauch davon machen, daß das Verfahren mit den Roh-Reihen-
gliedern (5.4.4c) eine Folge von Funktionen erzeugt, die im Sinne des Skalar-
produkts (5.1.5) des Zustandsraums S orthogonal sind. Normiert man sie im 
Sinne (4.3.5-6), so kann man mit ihrer Rille Ausgangsnäherungen für weitere 
Belastungsfälle durch Reihenentwicklung bestimmen und dadmch das Ver-
fahren abkürzen. Einzelheiten sind - im Rahmen der Matrizenrechnung -
in dem Buch von Faddejew und Faddejewa ([151], Kap. VI, §§ 63, 64) be-
schrieben. 
Noch günstiger für diesen Zweck ist aber die Verwendung der Funktionen 
F" bzw. r nach (5.4.4d) ([151], Kap. VI, §§ 65-69; [62], S. 60; [69], S. 176; 
20 Wissenschaft!. Abhandl .• XIV, 1962 
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[I58]); diese Funktionen sind untereinander "Bergman-orthogonal" oder 
,,2'-orthogonal" [62,151, 15S] oder "bezüglich2' konjugiert·· [69]. Wir werden 
- an Hand von ([151], Kap. VI; [158]) - noch ausführlich auf den Zusammen-
hang zwischen dem H estenes-Stiefel-Verfahren einerseits und der Verbindung 
von Iteration und Bergmanscher Reihenentwicklung andererseit8 zurück-
kommen. 
Wir bemerken noch zur Terminologie, daß die Begriffe "Bergman-orthogonal" 
und ,,2'-orthogonal" in80fern verschieden sind, aL~ sich der erste auf das 
vorliegende Randwertproblem bezieht, der zweite aber auf beliebige positiv 
definite Operatoren angewandt werden kann. Der erste Begriff läßt sich also 
unmittelbar physikalisch deuten, der zweite ist rein mathematisch definiert. 
Da wir uns jedoch in diesem Paragraphen im wesentlichen nur mit den im 
Sinne von § 4 durch ein Randwertproblem definierten Operatoren !f befasscn. 
werden wir beide Begriffe gleichberechtigt verwenden. Wir werden auch wie 
bisher den Unterschied zwischen dem exakten Operator 2', wie er bei halb-
numerischer Rechnung (§ 5.1) auftreten kann, und seiner finiten Näherungs-
matrix nicht ausdrücklich hervorheben, wo keine Mißven;tändnisse zu be-
fürchten sind. Die meisten Aussagen gelten gleichzeitig für den exakten 
Operator und seine finite Näherungsmatrix streng; in anderen Fällen ist der 
Näherungscharakter bei Anwendung auf das finite Gleichungssystem so 
evident, daß wir nicht besonders darauf hinzuweisen brauchen (z. B. die 
Annäherung der Häufungspunkte des exakten Operatorspektrums durch die 
finite Ersatzmatrix). Ebenso evident ist auch im Einzelfalle die Übertragbar-
keit auf Matrizen oder andere abstrakt definierte Operatoren. Naheliegend ist 
schließlich auch eine Erweiterung des Begriffs der Bergman-Orthogonalitiit 
auf die Methoden der sukzessiven Belastung bzw. der sukzessiven Verspannung 
bei Nichthomogenitätsproblemen nach § 3.5 bzw. § 3.6. Man hat einfach in den 
Ansatzfunktionen auch Kräftebelegungen bzw. Eigenspannungsquellen im 
Innern zuzulassen und zu verlangen, daß für zwei - im erweiterten Sinne -
Bergman-orthogonale Zustände das Skalarprodukt (3.5.14) bzw. (3.6.14) ver-
schwindet [159]. 
ii.a y ~r(ahren mit ansteigender Koeffizientenzahl 
5.5 . ..\. Die ~Iomentenmethode [62]. 
Die ~heoretisch beste Ausnützung der durch die vorangegangenen Iterations-
~chntte gewonnenen Information über die vorgelegte Operatorgleichung hat 
man bei Verwendung sämtlicher vorangehender Näherungen zur Bestimmung 
der nächsten Näherung. Dies kann etwa dadurch geschehen, daß man den 
g<>gebenen Operator 2' auf den durch die bisher gewonnenen iterierten Funk-
tionen aufgespannten endlich-dimensionalen Unterraum des Zustandsraums 
projiziert und für den so gewonnenen projizierten Operator die gegebene 
Gleichung exakt lö~t, wa" wegen der endlichen Dimensionenzahl dieses Unter-
raums steh; möglich ist. Man kann sich die Projektion eines Operators unmittel-
haI' anschaulich machen mit Hilfe der Hyperellipsoide (5.3.7), welche in ihrer 
Gesamtheit den Operator 2' vollständig bestimmen. Hat man etwa nur eine 
Funktion zur Verfügung, so besteht der Unterraum der Iterierten nur aus 
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einer Geraden, und die Projektion des Operators wird durch die Punktepaare 
repräsentiert, in welchen diese Gerade die einzelnen Hyperellipsoide der Schar 
Rchneidet. Der Lösung des Gleichungssystems im Unterraum der Iterierten 
besteht jetzt nur im Aufsuchen der Mitte der Punktepaare. Dies ist die Methode 
des schnellsten Abstiegs. Hat man zwei Iterierte, so bestimmen diese eine 
Ebene, in der man den Mittelpunkt der Schnitt ellipsen bestimmt usw. 
Wir gehen hier nicht auf Einzelheiten ein, sondern verweisen auf die Mono-
graphie von Worobjow (62], in der auch die Konvergenz der projizierten 
Operatoren gegen den Operator 2? nachgewiesen wird. Die Lösung einer in-
homogenen Gleichung mit dem auf den Unterraum der ersten n Iterierten 
projizierten Operator läßt sich zunächst auf die Lösung eines linearen Hilfs-
gleichungssystems mit n Unbekannten zurückführen; die Zahl dieser Hilfs-
gleichungen nimmt also von einem Schritt zum anderen zu, während anderer-
seits aber auch die Iterationsschritte immer wirksamer werden. Eine theore-
tische Grenze dieses Verfahrens liegt bei einer Zahl von Iterationsschritten, 
die gleich der Zahl der Unbekannten des finiten Ersatzsystems für den gege-
benen Operator ist; da sich jedoch alle Eigenwerte des Operators 2? = II+ UD 
für eine isotrope Scheibe bis auf höchstens endlich viele Ausnahmen auf eine 
gewisse Umgebung der beiden Häufungsstellen konzentrieren, wird man eine 
brauchbare Annäherung schon nach relativ wenigen Schritten erwarten können. 
Bei Randwertproblemen an der isotropen Kreisscheibe z. B. muß das Ver-
fahren, entsprechend den drei Eigenwerten nach § 4.3, nach drei Schritten 
bei der exakten Lösung angelangt sein. Bei anderen Scheibenformen wird man 
für eine brauchbare Annäherung um so mehr Schritte benötigen, je mehr sie 
von der Kreisscheibenform abweichen. 
Führt die Momentenmethode in dieser Form nicht rasch genug zum Ziel, so 
kann man die Zahl der Hilfsgleichungen nach oben begrenzen und die Momen-
tenmethode als ein Konvergenzverbesserungsverfahren mit einer größeren 
Zahl freier Koeffizienten betrachten ([62], § IV, :2; [151]). Die Lösung etwa 
von 10 Hilfsgleichungen mit 10 Unbekannten durch direkte Elimination bei 
jedem Iterationsschritt fällt dem Rechenaufwand nach sicher nicht ins Ge-
wicht, wenn das zu lösende Ersatzgleichungssystem für die Operatorgleichung 
100 Unbekannte hat. W orobjow empfiehlt an dieser Stelle zur Erhöhung der 
Genauigkeit Orthogonalisierung der benutzten Verbesserungen; sie läßt sich 
leicht auf die Kräftebelegungen Rn und das Skalarprodukt (5.1.5) im Zu-
standsraum S übertragen. 
Besonders interessant ist das Verhalten dieser ~äherungsmethode, wenn sich 
die Operatorgleichung auf die Form 
(E-d)[R]=(F] (5.5.1) 
bringen läßt, wo die rechte Seite gegeben und dein vollstetiger Operator 
ist. Dies läßt sich bei isotropen Scheiben nach J! iche-lV einel durch die Wahl 
der Querkontraktionszahl J( = 1 und gleichzeitige Abtrennung aller mit 
einer allseitigen KompreRsion oder Dilatation verbundenen Belastungen 
erreichen (§ 4.5), oder durch nachträgliche Regularisierung nach (4.4.84). Bei 
der Regularisierung nach (4.4.84) wird es sich übrigens des großen Rechen-
aufwandes wegen normalerweise nicht empfehlen, das Operatorprodukt 
20' 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00047869
302 Georg Rieder 
(II- va) (II+ va) in den Ersatzmatrizen tatsächlich auszuführen; falls man 
nicht eine sehr große Zahl von Randwertaufgaben für dieselbe Scheibe zu 
lösen hat, ist es zweckmäßiger, die beiden Operatoren abwechselnd auf eine 
Kräftebelegung anzuwenden. Vermutlich wird eine Regularisierung dieser Art 
auch bei anisotropen Scheiben möglich sein, doch ist zu erwarten, daß dann 
die Zahl y in (4.4.84) von der Bereichsform abhängt. 
Hat man nun die Operatorgleichung auf die Form (5.5.1) zurückgeführt, so 
werden nach ([62], S.74) mit wachsender Zahl der Hilfsgleichungen die 
Konvergenzeigenschaften durch die Eigenwerte des Operators.sd in der 
Reihenfolge abnehmender Beträge bestimmt; der Konvergenzfaktor strebt 
also wegen der Vollstetigkeit von .sd gegen Null. Nun bedeutet die Regulari-
sierung eine Spektraltransformation des Operators 2 = II+ va, bei der man 
die beiden den Eigenwerten der Halbebene entsprechenden Häufungspunkte 
(vgl. § 4.3) zusammenlegt und die Multiplikation mit einer Konstanten 
abtrennt. Entsprechendes gilt für das 1I1iche-Weinelsche Verfahren im 
isotropen Fall. Gleichzeitig werden die zugehörigen Eigenfunktionen mit der 
Annäherung der Eigenwerte an den Häufungspunkt den Eigenfunktionen der 
Halbebene und damit auch der Kreisscheibe immer ähnlicher; umgekehrt 
wird der Operator d um so mehr und um so stärker von Null abweichende 
Eigenwerte aufweisen, je mehr die betrachtete Scheibe von der Kreisform 
abweicht. Wie man sich nach Abb. 4.2.1 anschaulich plausibel machen kann, 
sind die größeren Eigenwerte von .sd bei denjenigen Kräftebelegungen zu 
suchen, die sich auf (S) relativ langsam ändern, nur wenige Vorzeichenwechsel 
aufweisen und somit am stärksten durch die spezielle Form der Scheibe 
bestimmt werden; die kleinen Eigenwerte dagegen gehören zu rasch oszillieren-
den Kräftebelegungen, deren Spannungsfelder bereits in einem im Vergleich 
zum Krümmungsradius kleinen Abstand von (S) fast völlig abgeklungen sind. 
Die Konvergenzgeschwindigkeit und die Aufwendigkeit des Verfahrens steht 
also bei ZUTÜckführung auf eine Gleichung der Form (5.5.1) in direktem 
Zusammenhang mit der Kompliziertheit der Scheibenform. Damit haben die 
Methoden der Konvergenzverbesserung offenbar eine "natürliche" Grenze 
erreicht. 
Schließlich kann man sich bei der Momentenmethode von den Hilfsgleichungs-
systemen auch ganz freimachen, indem man - um den Preis erhöhter An-
fälligkeit gegen Rundungsfehler - die benötigten Konstanten und Funktionen 
rekursiv berechnet. Auf diese Weise gelangt man wieder zum Algorithmus 
von He.stenes und Stiefel nach § 5.4 ([62],§ III, 4; [151]). Sieht man also von 
der - nach [31] durch weitere Fortsetzung der Iteration weitgehend auszu-
gleichenden - Anfälligkeit gegen Rundungsfehler ab, so scheint die Methode 
von Hestenes und Stiefel das schnellste und "zielsicherste" Konvergenz-
verbesserungsverlahren in einem Hilbert-Raum zu sein. Bei halbnumerischer 
Rechnung fallen die Bedenken wegen der Rundungsfehler weg; in diesem 
Falle kommen also die Vorteile der cg-Methode voll zur Aus"irkung. 
Zusammenfassend können wir also feststellen, daß man durch Verbindung 
von Regularisierung und der Methode von Hestene.s und Stiefel wohl das 
theoretisch mögliche Optimum an Genauigkeit und Schnelligkeit der Rechnung 
erreichen wird; die Anfälligkeit gegen Rundungsfehler dürfte sich, wenn über-
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haupt, nach [31] nur in sehr extremen Fällen störend auswirken. Eine offene 
Frage dagegen ist, wie wei.t die Vorteile der Momentenmethode auch ohne 
Regularisierung zur Geltung kommen; man hätte dies an Hand der Ab-
schätzung ([62], § III, 4, GI. (31), S.62) nachzuprüfen *). Nach [31] kann 
sich jedoch eine Spektraltransformation vorteilhaft auf die Konvergenz des 
H estenes-Stiefel-Verfahrens auswirken (cgT -Methode); da nun die Regulari-
sierung nach ([62], S. 74) wohl das Optimum einer Spektraltransformation 
im Hinblick auf die Konvergenz der Momentenmethode darstellt, darf man 
also von der Regularisierung wohl immer eine Verbesserung der Konvergenz-
eigenschaften erwarten. 
5.5.B. Die erweiterte Methode der kleinsten Restnorm. 
Es liegt nahe, den Ansatz (5.3.20) durch Hinzunahme mehrerer im Laufe des 
Verfahrens bereits aufgetretenen Reihenglieder zu erweitern 
k 
Rn = (1 + an) Rn* + L dn~ Rn-K (5.5.2) 
y.=l 
und darin die Konstanten an, dnu so zu bestimmen, daß die elastische Energie 
des nächsten Roh-Reihengliedes Rn+l* möglichst klein wird. Dazu berechnen 
wir im Anschluß an § 5.3.B 
und daraus 
k 
[R]n = [R]n* + an Rn* + L: dn" Rn-" 
)(=1 
k 
[R]n+l* = [R]n+l** + an Rn+l** + L dn~ Rn-"+l* 
~~l 
k 
Rn+l* = (1 + an) Rn+l** - an Rn* -: L dn" (Rn-,,+l* - Rn-,,) 
x=1 
k 
= Qn* _ an pn* _ L: dn" pn-" = Qn 
,,~l 
Es folgt das Extremalproblem 
k k 
{(Qn* _ an pn* _ L d n" pn-,,), UO (Qn* - an pn* - L dn" pn-,,)} 
",=1 
= min (an, dn") 
(5.5.3) 
(5.5.4) 
(5.5.5) 
(5.5.6) 
und durch Ableitung nach an und den d n" das lineare Gleichungssystem für 
die gesuchten Konstanten 
k 
{Qn* _ an pn* -- L dn" pn-x, F' pn*} = 0 
,,~l 
*) Daß die Konzentration der Eigenwerte auf wenige Häufungspunkte das Konvergenz-
verhalten günstig beeinflußt, läßt sich au~ den Überlegungen von Stiefel [157] leicht ab-
leiten. Schwieriger ist jedoch eine quantitative Abschätzung. 
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k 
{Qn* _ an pn* _ L dnl< pn~\ UO pn-l< } = 0 % = I, .,. k (5.5.7) 
x =1 
mit der symmetrischen Matrix 
(
{pn*, uo pn* } {pn-\ Ua pn* } .. , {pn~k, ua pn* }) 
{pn*, ra pn-l} {pn-l, ~o pn~l} ... {pn-k, ~a pn-l} 
{pn*, ua pn~k} {pn-l, uo pn~"} .. , {pn-lc, [Ja pn-k} (5.5.8) 
Hier sind bei jedem Iterationsschritt nur die Matrixelemente des linken und 
oberen Randes neu zu berechnen; die anderen können aus den vorangehenden 
Iterationsschritten übernommen werden. Sämtliche Hauptabschnittsdeter-
minanten [68J der Matrix (5.5.8) sind vom Gramschen Typ [73J; also ist die 
Matrix positiv definit und das Gleichungssystem (5.5.7) stets lösbar, so lange 
das Verfahren nicht abbricht. 
Ähnlich wie bei der Momentenmethode kann die Auflösung dieser Hilfs-
gleichungssysteme durch Orthogonalisierung vereinfacht werden; in diesem 
Fall unterwirft man zweckmäßigerweise die Kräftebelegungen pv einem Gram-
Schmidt-Prozeß [37,40,62,73] *). Eine dem Hestenes-Stiefel-Verfahren analoge 
rekursive Methode findet sich in einem erstmals von Stiefel [I57J beschriebenen 
und in ([3IJ, § II, 4, S.35) als cgl-Methode bezeichneten Verfahren. Die 
praktische Erprobung der cgI-Methode in [31] ergab eine geringe Unterlegen-
heit gegenüber der normalen cg-Methode. Es ist denkbar, daß eine ver-
gleichende Wertung beider Verfahren ähnlich wie in den einfacheren Fällen 
von § 5.3 von den Einzelheiten des Operatorspektrums und der gegebenen 
Belastung abhängt. 
5.5.C. Verbindung von Iteration und Bergmanscher Reihenentwicklung. 
Nach Bergman [33-39] werden zwei elastische Zustände des Realkörpers K+ 
als orthogonal bezeichnet, wenn ihre Wechselwirkungsenergie im Realkörper 
K + verschwindet. Wir wollen diese Orthogonalitätsbedingung durch die zu-
geordneten, d. h. im Teilbereich (K+) verzerrungsgleichen elastischen Zustände 
des Grundkörpers Kn ausdrücken. Danach bezeichnen wir zwei elastische 
Zustände g, ; mit den Repräsentationen R, Rund {;;, ;); mit fE = fl+ UO als 
Bergman-orthogonal - oder, in der Bezeichnungsweise ([62], § III, 4, S. 60), 
als fE-orthogonal - wenn sie die Beziehung 
(5.5.9) 
erfüllen. Ein nach Bergman orthonormiertes System von elastischen Zuständen 
{i} {i} {i} 
fI mit den Repräsentationen Rund w des Grundkörpers K 0 ist demnach ge-
kennzeichnet durch die Relationen 
*) eber weitere Einzelheiten, insbesondere die Reduktion des Gram-Schmidt-Prozesses auf 
eine dreigliedrige Rekursionsformel, vgl. ([151], Kap. VI, § 63-64; [158]). 
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{/} {j) 
{w,2' R} = tJij (5.5.10) 
Die Größen 
pv* = 2' R"* (5.5.11) 
lassen sich bei der Iteration (4.1.21) durch einiache Differenzbildung zwischen 
zwei Kräftebelegungen, also fast ohne zusätzlichen Rechenaufwand. gewinncn: 
der wesentliche Mehraufwand liegt somit in der Bildung der Skalarprodukte 
der n-ten Iterierten mit sämtlichen vorangehenden, bereits orthonormierten 
Iterierten bei dem Gram-8chmidt-Prozcß, welcher nach Bergman aus den 
f"} 
Herierten eine Folge im Sinne von (5.5.10) orthogonaler Kräftebelegungen R 
{i} 
mit den zugehörigen Verschiebungen w auf (8) in Kü erzeugt. 
Die Bergmansche Reihenentwicklung eines beliebigen elastischen Zustande,; g 
mit den Repräsentationen Rund 10 lautet dann, ausgedrückt durch die Kräfte-
{i} {/} 
belegungen R und die Verschiebungen U' auf (8) in KO, welche die Bergman-
{i} 
orthonormierten Zustände g des Grundkörpers KO repräsentieren 
00 {{i} } {/} 
R = z: w,2' R R , 
i~l 
'" {{i} } {i} 
11' = z: 11',2' R w 
i~1 
(5.5.12) 
{l} 
Diese Entwicklung gilt, wenn R im Funktionenraum der Herierten von R 
enthalten ist. Setzt man speziell für R die Lösung 
[R] = 2'-1 [P] 
der Gleichung (5.3.11) ein, so folgt 
(Xl {{i} } {i} 
[RJ = LW, [P] R, 
"\0 {{i} } {IJ [w] = L 11', [P] /I' 
i~1 i .. =! 
(5.5.13) 
(5.5.14) 
Auf der rechten Seite stehen jetzt nur noch bekannte Funktionen; man kann 
also die Koeffizienten dieser Reihe einzeln berechnen. Dies ist das Bergman-
sche Lösungsverfahren, hier allein durch die iterative Erzeugung des Bergman-
orthonormierten Funktionensystems und die Darstellungsform etwas modi-
fiziert. Die Entwicklung (5.5.14) konvergiert mit Sicherheit. wenn man 
{I} [P] 
R= 
f{[u], 2'[PJ} 
[11] = uo [P] (5.5.15) 
wählt . 
Offenbar ist die Kombination von Iteration und Bergmalischer Reihencntwick-
lung dann besonders vorteilhaft, wenn man die zweite Randwertaufgabe für 
verschiedene Belastungsfälle am sei ben Realkörper zu lösen hat. Denn man 
kann das bei der LÖ"llllg des ersten Problems erzeugte Bergmml-orthonormierte 
Funktionensystem für die Lösung aller folgenden Belastungsfälle nach der 
Reihenentwicklung (5.5.14) wiederverwenden: erhält man auf diesem Wege 
noch keine zufriedenstellende Annäherung, so kann man das OIthonormierte 
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Funktionensystem jederzeit durch Anschluß eInIger zusätzlicher Iterations-
schritte ergänzen. Diese Eigenschaft der Wiederverwendbarkeit der bei der 
Iteration erzeugten Funktionensysteme teilt das Bergmrtnsehe Verfahren naeh 
§ 5.4--5 mit der Methode von Hestenes und Stiefel (§ 5.4, Schluß). Dies ist 
keineswegs zufällig, sondern beruht auf einem engen inneren Zusammenhang, 
den wir nun genauer untersuchen wollen. Es wird sich zeigen, daß die Ver-
bindung von Bergmanscher Orthonormierung und Iteration auf die ,,2-mini-
male Iteration" der Matrizenrechnung führt, die sich auf eine dreigliedrige 
Rekursionsformel reduzieren läßt. Vom H estenes-Stiefel-Verfahren unter-
scheidet sich die 2-minimale Iteration nur durch unwesentliche Skalar-
faktoren in den erzeugten Funktionenfolgen ([151], Kap. VI; [158]). 
5.5.D. Bergmansche Reihenentwicklung und Hestenes-8tie/el-Verfahren. 
Die Bergmansche Reihenentwicklung läßt sich - allerdings nicht im chrono-
logischen Sinne *) - auffassen als eine Weiterentwicklung der Trefftzsehen 
Variationsmethode zur Lösung von Randwertproblemen elliptischer partieller 
Differentialgleichungssysteme. Der zu extremierende Ausdruck, welcher im 
Falle der Elastostatik die potentielle Energie (4.2.42; 5.3.6) des Realkörpers 
bedeutet, ist in beiden Fällen derselbe. In beiden Fällen wird auch das Varia-
tionsproblem näherungsweise direkt gelöst mit Hilfe von Vergleichsfunktionen, 
welche zwar im Innern von K + die Differentialgleichungen, nicht aber die 
RaI].dbedingungen an der Oberfläche erfüllen. Während aber Treff tz außer der 
Vollständigkeit keine weiteren Anforderungen an sein Funktionensystem stellt, 
unterwirft Bergman seine Vergleichsfunktionen vorher einem Gram-Schmidt-
sehen Orthonormierungsprozeß nach der Orthogonalitätsbedingung (5.5.10) 
und vermag danach die Auflösung umfangreicher Gleichungssysteme beim 
Tretftzschen Verfahren zu ersetzen durch die einfache Reihenentwicklung 
(5.5.14) bzw. durch Reihenentwicklungen, bei denen die Kräftebelegungen 
und Verschiebungen auf (S) in KO ersetzt sind durch die zugehörigen Span-
nungs- und Dehnungsfelder [33-39]. 
Das zu extremierende Funktional ist also bei den Verfahren von Treff tz und 
von Bergman dasselbe wie bei dem Verfahren von Hestenes und Stiefel und 
damit bei der Momentenmethode. Koppelt man nun die Verfahren von Treff tz 
und von Bergman mit einem Iterationsprozeß, indem man die Iterierten einer 
Ausgangsfunktion, in unserem Falle also einer Kräftebelegung FI, als Ver-
gleichsfunktionen des Trefttzschen Verfahrens bzw. als Rohfunktionen für das 
Bergmansche Orthogonalsystem wählt, so erscheinen beide Verfahren gleich 
dem Verfahren von He.stene.s und Stiefel als Sonderformen der Momenten-
methode. Denn in beiden Fällen wird die tatsächlich zu lösende Gleichung 
(5.3.11) näherungsweise ersetzt durch ihre Projektion in einen endlich-dimen-
sionalen Unterraum des Zustandsraums, welcher von den ersten n Iterierten 
einer Ausgangsfunktion aufgespannt wird. Von der Ausgangsfunktion Fl muß 
dabei lediglich verlangt werden, daß der Funktionenraum ihrer sämtlichen 
*) Tatsächlich ist das Bergmansche Verfahren in der Potentialtheorie wesentlich älter. 
Erst die Erweiterung des Bergmanschen Verfahrens auf die Elastizitätstheorie [36] erfolgte 
etwa gleichzeitig mit der Veröffentlichung von Treff tz [148]. 
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Iterierten die rechte Seite [P] von (5.3.11) enthält ([62], Satz X, S. 61), was 
am sichersten erreicht wird, wenn man 
Fl = [P] (5.5.16) 
setzt. Grundsätzlich ist dies aber nicht erforderlich, und darauf beruht die 
Möglichkeit, für Fl die rechte Seite eines bereits vorher gerechneten Be-
lastungsfalles zu verwenden, von der man bereits eine Anzahl von I terierten 
zur Verfügung hat. Auf diese Weise gewinnt man zumindest eine bes8ere 
Ausgangsnäherung mit einem - besonders bei den Verfahren von Bergman 
und Hestenes-Stiefel - relativ geringen Aufwand, selb8t wenn Fl samt seinen 
Herierten die obengenannte Bedingung nicht erfüllt und das Iterations-
verfahren mit dem verbleibenden Rest als neuer rechter Seite und mit einem 
neuen FI weitergeführt werden muß. 
Die Verwandtschaft zwischen der Bergmanschen ReiheneIltwicklung mit 
Iteration und dem Hestenes-Stiefel-Verfahren ist sogar noch enger. Man be-
merkt bereits in § 5.4, daß beim H estenes-Stiefel-Verfahren die gleichzeitige 
Erzeugung der im Zustandsraum S orthogonalen Folge der Kräftebelegungen 
Rn* nach (5.4.4c) sowie der im Bergmanschen Sinne (5.5.9) orthogonalen 
Folge der Kräftebelegungen Fn nach (5.4.4d) völlig unabhängig verläuft von 
dem Aufbau der Näherungsfunktionen [Rr nach (5.4.4e) aus den Funktionen 
Fn. Daß die Koeffizienten.A n in (5.4.4e) bereits bei der Erzeugung des Funk-
tionensystems anfallen, liegt an der speziellen Wahl der Ausgangsfunktion Fl 
nach (5.4.4a). 
Noch deutlicher kommt diese Unabhängigkeit der rekursiven Konstruktion 
des Bergman-orthogonalen Systems der Fn vom Aufbau der Näherungsfunktion 
[Rr zum Ausdruck in der verallgemeinerten Form, die Worobjow ([62], § IH, 
4, GI. (29), S. 61) dem Algorithmus von Hestenes und Stiefel gegeben hat. Hier 
verläuft der Aufbau des Orthogonalsystems mit beliebigem Fl nach dem 
Schema 
mit 
mit 
{u,n-l* . Rn-l*} 
./1 n- 1 = {r 1,.PFn-l} 
Fn = Rn* +- Du Fn-l 
(5.5.17) 
(5.5.18) 
(5.5.19) 
(5.5.20) 
(5.5.21) 
Der rekursive Aufbau der Näherungslösung [R]n aus den Bergman-ortho-
gonalen Kräftebelegungen Fn erfolgt dagegen durch 
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[R]O = 0 
[R]n = [R]n-l --:- Cn An Fn 
C _ W, [P]} 
I - W, FI} 
{ -n* [P]} C __ (' --'-- W , 
,Jl - ~ u_ 1 I {iJJ-n-:::*-, '::"R'n"-:*'-:c} 
(5.5.22) 
(5.5.23) 
(5.5.24) 
(5.5.25) 
Hier ist an die im übrigen beliebige Kräftebelegung FI in (5.5.17) nur die eine 
Anforderung zu stellen, daß in dem von ihren Iterierten aufgespannten Unter-
raum des Zustandsraums S die gegebene Belastung [P] enthalten ist. Im 
übrigen kann man für [R]O wie in (5.4.4) an Stelle von (5.5.22) auch eine 
geschätzte, nicht verschwindende Näherung einsetzen; dann tritt in (5.5.24-25) 
an die Stelle der ursprünglich gegebenen Belastung [P] der negative Rest RI* 
nach (5.4.4a). 
Da die Kräftebelegungen Fn Bergman-orthogonal sind, müssen die Zahlen-
faktoren C nA n in (5.3.23) durch Multiplikation mit einem Normierungsfaktor 
aus den Koeffizienten der Bergmanschen Reihenentwicklung (5.5.14) hervor-
gehen, wenn [R]" wirklich das Minimum der potentiellen Energie (5.3.6) im 
Unterraum der ersten n Iterierten von FI im Zustandsraum S sein soll. Das 
heißt, es muß nach (5.5.10, 14) 
, {j", [PJ} 
lnAn={r, !.E'Fn} (5.5.26) 
([69], (14.44), S. 176; [151], Kap. VI) und somit wegen (5.5.19) 
, un, [PJ} 
C n = {-n* R-n*t W, f 
(5.5.27) 
sein. Für n = 1 trifft dies nach (5.5.17,24) tatsächlich zu. Für alle weiteren 
n verifiziert man (5.5.27) durch vollständige Induktion. Es sei also (5.5.27) 
his 11 = v-I bewiesen. Dann berechnet man aus (5.5.25) mit (5.5.21) und 
(5';>.20) 
{Ü" /"-1 ~ 1L'"*, [P]} _ {f", [P]} 
{U'"*, R"*} - {w"*, R"*} (5.5.28) 
wie von "ornherein zu erwarten war. Der Algorithmus (5.5.17-21) von Hestenes 
lind Stiefel erscheint damit als ein spezielles Verfahren zur Erzeugung einer 
Folge Bergman-orthogonaler Kräftebelegungen Fn, welches gegenüber dem 
BerYll/ansehen Gram-Schmidt-Prozeß in Verbindung mit der Iteration einer-
seits den Vorteil geringeren Rechenaufwandes, andererseits den Nachteil 
größerer Anfälligkeit gegenüber Rundungsfehlern hat. 
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Eine genauere Untersuchung zeigt überdies, daß die Yerbindullg YOIl 
Iteration und Bergman-Orthonormierung. also die "Methode der 2"-minimalen 
Iteration" nach ([151], Kap. VI, ~~ 65-67) bis auf die Normierung dem Alg-
orithmus (5.5.17-21) völlig gleichwertig ist. Denn bei der Anwendung des 
Bergmanschen Gram-Schmidt-Prozesses auf eine Folge yon Iterierten nach den 
Gleichungen 
_ (/1-1) 1/-1 {{i} {n-l}} {i} 
Fn = 2" R - L 11' 2", 2" R R 
i~l 
(n-I} li-I {(n-I) {i}} {i} 
= 2" R - L 10 Sf, 2" R R 
i~l 
(n) Fn 
R= === 
f{r,2" Fn} 
(/I) {II} 
11'= Cc'R 
(,7.5.2D) 
(5.5.30) 
verschwinden zunächst in der Summe auf der rechten Heite von (5.5.:W) 
(II-l) 
- einer unvollständigen Ent\\'icklung "on Sf R nach (5.5.12) - alle Koeffi-
zienten bis auf die beiden letzten. Dies folgt sofort aus der Cberlegung. daß 
{i} 
die Funktionen 2" R nichts anderes sind als Linearkombinationen der Kräfte-
{l} {2} {i+l} 
belegungen R, R, ... R, also nach der Bergmanschen Orthogonalitätsbedin-
gung (5.5.10) 
{
{li-I}. {i}} 
/1' 2".!f R = 0 für I = 1. 2 .... 11 - 3 (5.;'').31) 
gilt. Da,; (n - 2)-te Glied der :"umme erlaubt nach ([151]. Kap. "I) 110ch 
eine weitere Vereinfachung. Er~etzt man in (;'').5.20) 11 durch 11 - 1. lö"t nach 
(n- 2) 
2" R auf lind setzt dies in die ur,;prüngliche Gleichung (;").;").2!) ein. ';() folgt 
wegen (5.5.10) 
{
{II-J} {II':!}} {{li-li } 
11'2",2"R = U'2".Fn-1 
Zusammenfassung ergibt den folgenden Algorithmus. den wir gleieh in der für 
die praktische Rechnung geeigneten Form anschreiben 
(1/-1) {1I-1l 
/1' 2" = r c 2" R (5.5·:m 
{li-I} {{n'l} (I/-I)}{II.I) {{li-I) }(II 2) 
Fn =:F R - /(':F,:F R R - II':F. j"'n-I R 
{li-I} {{n-ll {1I-ll}{II-n {{li '.1 1. }{1I-2} [n = /(' :F - 11' 2",!f R /(' - 11'2". Ffi-l /1' (;).;).:~4) 
{n} pn 
R=--== r {[n, 2" Fn} (,').5.35) 
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also ein Rechenschema, das dem Algorithmm; (5.5.18-21) völlig gleichwertig 
ist hinsichtlich des relativ geringen Rechenaufwands, freilich auch in seiner 
Anfälligkeit gegen Rundungsfehler. An Hand der in ([151], Kap. VI, § 69; 
[158]) angegebenen Beziehungen läßt sich nachweisen, daß sich bei gleicher 
{n) 
Ausgangsfunktion die Kräftebelegungen pn und damit R tatsächlich nur um 
skalare Faktoren von den Kräftebelegungen Fn in (5.5.:20) unterscheiden. 
Wegen weiterer Varianten der Momentenmethode und verwandter Verfahren 
verweisen wir ebenfalls auf die sehr umfassende Zusammenstellung in [151], 
Kap. VI sowie in [158]. Dort werden auch für unsymmetrische Matrizen und 
Operatoren brauch bare Verfahren behandelt. 
5.5.E. Überlegungen zur numerischen Rechnung. Vergleich mit der iterations-
freien Bergmanschen Orthogonalentwicklung. 
Wir haben - in Anlehnung an die Ausführungen von Kap. VI in dem Buch 
von Faddejew und Faddejewa [151] - zeigen können, daß die Verbindung 
von Bergmanscher Orthogonalentwicklung und Iteration oder die .P-mini-
male Iteration ([151], Kap. VI, § 65-67) einerseits und das Verfahren von 
Hestenes und Stietel ([151], Kap. VI, § 68-69) andererseits trotz verschiedener 
Ausgangspunkte auf nur unwesentlich verschiedene Rechenverfahren führen, 
und daß sich beide als spezielle Formen der Momentenmethode [62] auffassen 
lassen. Man sieht überdies ohne Schwierigkeit, daß sich einerseits der Alg-
orithmus (5.5.18-21) durch Elimination der RlI* auf eine dreigliedrige Rekur-
sionsformel ähnlich (5.5.33-35) zurückführen läßt; andererseits läßt sich 
auch der Algorithmus (5.5.33-35) in ein Schema der Form (5.5.18-21) über-
führen, derart, daß sich die auftretenden Funktionenfolgen nur um Skalar-
faktoren unterscheiden ([151], Kap. VI, §§ 67,69; [158]). Man mag als Vorteil 
des Algorithmus (5.5.33-35) anführen, daß die Funktionenfolge normiert ist, 
was bei Rechnung mit festem Komma die Genauigkeitsverluste durch Run-
dungsfehler vermindert, und als Vorteil des Hestenes-Stiefel-Verfahrens 
andererseits, daß in seiner speziellen Form (5.4.4) unmittelbar die negativen 
Reste (5.4.4c) erscheinen und daß bei der Berechnung der Entwicklungs-
koeffizienten nach (5.4.4 b') normalerweise keine kleinen Differenzen großer 
Zahlen auftreten. Im ganzen wird sich aber wohl weder im Rechenaufwand 
noch in der Anfälligkeit gegen Rundungsfehler ein wesentlicher Unterschied 
ergeben. 
Es kann daher besonders bei umfangreichen finiten Ersatzmatrizen für den 
Operator.P zweckmäßig sein, an Stelle von (5.5.34) die volle Reihenentwick-
lung (5.5.29) zu verwenden. Denn die Orthogonalitätsbeziehung (5.5.31) ist 
bei numerischer Rechnung nur bis auf Rundungsfehler erfüllt; die Verwendung 
von (5.5.29) gibt also die Möglichkeit, solche Rundungsfehler sofort zu erkennen 
und - innerhalb der numerischen Genauigkeit einer Anwendung von .P, also 
einer Multiplikation mit der finiten Ersatzmatrix - zu korrigieren. Eine zU 
(5.5.32) analoge Umformung gestattet es auch, an Stelle von (5.5.29) die 
Formel 
{n-I) {{n~l} {n-I} }{n-l} n~2 {In-I} }{i} Fn =.P R - W.P,.P R R - ~ w.P, Fit! R 
i-I 
(5.5.36) 
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zu setzen. In ähnlicher Weise lassen sich die Rundungsfehler des Hestenes-
Stiefel-Verfahrens (5.5.18-21) vermindern nach der Formel 
n-1 {tn* !t' Fi} 
Fn = Fn* - ;'?;1 {r:!t' Fi} Fi 
11-1 {fn*. Rf+l* _ Jli*} . 
- Fn* l:. F' 
--; - i~ I {u,i*, Jli*} (5.5.37) 
Hier sind mit Fn* bzw. r* die mit Rundungsfehlern behafteten Ergebnisse 
von (5.5.20) bezeichnet. 
Natürlich wird der Rechenaufwand durch die Verwendung von (5.5.36) bzw. 
(5.5.37) an Stelle von (5.5.34) bzw. (5.5.20) erhöht; bei den ersten Iterations-
schritten macht dies noch relativ wenig aus, steigert sich aber im Laufe des 
Verfahrens fast bis zur Verdopplung der erforderlichen Anzahl von Multipli-
kationen (Bildung der Skalarprodukte und Multiplikation einer Funktion mit 
diesem Koeffizienten), wenn man bei einem Ersatzgleichungssystem mit 
N Unbekannten bis zur theoretischen Grenze von N Iterationsschritten 
weitergegangen ist. Im einzelnen erfordert die Momentenmethode in jeder 
Form genau N Iterationsschritte, um das finite Ersatzgleichungssystem 
theoretisch genau zu lösen. Der Rechenaufwand für einen Schritt des Hestenes-
Stiefel-Verfahrens entspricht im wesentlichen einer Operation mit !t', d. h. 
also in der finiten Näherung einer MatrizenmuJtiplikation mit N2 Multipli-
kationen. Dazu kommt die Bildung der Verschiebung nach (5.3.3), welche die 
gleiche Zahl von Multiplikationen erfordern würde, wenn sich nicht für die 
Büdung der Skalarprodukte der Rechenaufwand durch Einführung der in 
der folgenden Ziffer erklärten "Teilverschiebungen" etwa auf die Hälfte 
reduzieren ließe. Jeder Iterationsschritt erfordert demnach etwa 3 N2/2 Multi-
plikationen und die zur theoretisch genauen Lösung erforderlichen N Iterations-
schritte also 3 N3/2 Multiplikationen; im Vergleich mit der direkten Elimi-
nation nach dem Gaußschen Algorithmus mit N3j3 Multiplikationen ([68], 
S. 70; [69], S. 98) bedeutet dies etwa den 4.5fachen Rechenaufwand zur 
Gewinnung der "theoretisch" (d. h. ohne Rundungsfehler) exakten Lösung. 
(Bei symmetrischen Matrizen würde die der Berechnung der Teilverschiebungen 
entsprechende Operation wegfallen; man hätte also nur den 3fachen Auf-
wand.) Freilich hat man in beiden Fällen mit Rundungsfehlern zu rechnen, 
die nach den in ([31], 111.3.6, 111. Fig.4) angegebenen Rechenbeispielen in 
derselben Größenordnung liegen dürften. Verkleinert man die Rundungsfehler 
nach (5.5.37), so hat man beim noten Iterationsschritt n - 1 Skalarprodukte 
zusätzlich zu bilden und außerdem n - 1 Näherungslösungen mit einer Kon-
stanten zu multiplizieren. Dies ergibt jeweils "2 n (n - 1) Multiplikationen, 
also bei N Schritten N2 (N - 1) "" N3 zusätzliche Multiplikationen; allerdings 
ist dann ein genaueres Ergebnis als beim Gaußschen Algorithmus zu erwarten. 
Freilich ist bei diesen Überlegungen zu bedenken, daß in der Praxis fast nie 
eine exakte, sondern nur eine genügend genaue Lösung verlangt wird. Wir 
haben aber schon in § 5.1 gesehen, daß zur Erzielung einer genügend genauen 
Lösung in gewissen Fällen bereits die gewöhnliche Iteration der Elimination 
weitaus überlegen sein kann; das Verfahren von Hestenes und Stiefel hätte in 
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dem angeführten Beispiel der isotropen Kreisscheibe nach § 4.3.B mit FI = [P] 
sogar schon nach 3 Schritten zur theoretisch exakten Lösung geführt. Wesent-
lich für die rasche Konvergenz der Momentenmethoden ist das Verhältnis des 
größten zum kleinsten Eigenwert von2', die ,. P-condition" des Operators ([31], 
GI. (III.3), S. 50). Dies gilt nach (5.3.18,23) bereits für die einfacheren Ver-
fahren von ~ 5.3, von denen die Methode des schnellsten Abstiegs als eine 
Vorstufe der Momentenmethode aufzufassen ist (vgl. auch [151], Kap. VII, 
speziell den allgemeineren Satz 72.1 und die Abschätzungen von § 73). Nun 
kann man nach § 4 erwarten, daß der P-Wert des Operators 2' im Zustands-
raum S höchstens die Größenordnung 10 erreichen wird für Scheibenprobleme, 
die man sinnvollerweise mit elastizitätstheoretischen Methoden lösen wird, 
im Gegensatz zu den P-Werten von etwa 1600 mit 70 Gitterpunkten oder gar 
22000 mit 270 Gitterpunkten, die sich bei der in [31J vorgeschlagenen Be-
handlung eines Plattenproblems mit gemischten Randbedingungen ergeben. 
Man darf also mit Sicherheit annehmen, daß die nach § 4 bestimmten finiten 
Er,;atzgleichungssysteme in praktisch sinnvollen Fällen lange vor der theore-
tischen Zahl von N Iterationsschritten nach einer Momentenmethode auf eine 
genügend genaue Lösung führen, und daß damit in diesen Fällen· die be-
fichriebenen Iterationsverfahren der direkten Elimination praktisch weit über-
legen sind. Hinzu kommt, daß ein Iterationsverfahren einfacher zu program-
mieren ist als eine Eliminationsmethode, wenn bei Maschinen kleiner Speicher-
kapazität die finite Ersatzmatrix für 2' auf Band oder Lochkarten gespeichert 
werden muß. Vor allem fallen dann bei der Iteration die bei der Elimination 
erforderlichen Ausgabezeiten für die abgeänderte Matrix nach jedem Elimi-
nationsschritt weg. 
Nach ([31], S.50-51) wächst bei der numerischen Lösung eines Randwert-
problems nach einem Gitternetzverfahren nicht nur die Zahl N der Unbe-
kannten und der Gleichungen, fiondern die Gleichungssysteme werden auch, 
entsprechend dem anwachsenden P-Wert, immer schlechter bestimmt. In 
diesem Punkt ist demnach unser auf dem Rand des Gebietes arbeitendes 
Iterationsverfahren eindeutig überlegen. Denn in unserem Fall strebt das 
Spektrum der finiten Ersatzmatrix mit wachsendem N gegen das Spektrum 
cle,.; Operators 2' nach § 4, welches sich normalerweise durch einen relativ 
kleinen P- \Vert und damit durch gute Konvergenz der Iterationsverfahren 
auszeichnet. Die Konvergenzeigenschaften werden schließlich auch noch durch 
die mit N zunehmende Konzentration der meisten neu hinzukommenden 
Eigenwerte um die beiden in § 4 bestimmten Häufungspunkte günstig beein-
flußt (vgl. ~ 5,;";.A, Schluß, S. 303). 
Eine nützliehe Eigenschaft der Algorithmen (5.5.17-21) bzw. (5.5.33-35) ist 
,;ehließlich auch die Möglichkeit, die bei der Lösung des Randwertproblems 
für einen gewissen Belastungsfall angefallenen Bergman-orthogonalen Funk-
tionen Fn bzw. pn für andere Belastungsfälle erneut heranzuziehen. Hier 
erhebt sich allerdings die Frage, ob das bereits vorliegende Funktionensystem 
hinreichend vollständig ist, um die Lösuna des neuen Belastungsfalls aus-
reichend anzunähern, gegebenenfalls nach "'Vervollständigung durch weitere 
Funktionen derselben Folge. Wir haben im Anschluß an (5.5.25) als hin-
reichende Bedingung hierfür angegeben, daß der von den Iterierten der Kräfte-
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belegung FI aufgespannte Unterraum die (neue) gegebene Kräftebelegung [P] 
enthalten muß. Eine notwendige Bedingung hierfür ist. daß der Integrand 
der zu (2.4.32) entsprechenden Spektraldarstellung von FI höchstens an den 
Stellen verschwindet, an denen er auch für die entsprechende Spektraldar-
RteIlung von [P] verschwindet. Besitzt der Operator!e ein reines Punkt-
spektrum, wie das bei Randwertproblemen nach ~ 4 der Fall ist, so hedeutet 
dies, daß für jede an [P] beteiligte Eigenfunktion des Operators auch eine 
Eigenfunktion zum selben Eigenwert an FI beteiligt ist. Es ist klar, daß 
diese Voraussetzung auch hinreicht, wenn sämtliche Eigenwerte von !e ein-
fach sind, denn dann entspricht jedem Eigenwert genau eine Eigenfunktion. 
und bei der Iteration entsteht ein hinreichend vollständigeR System ihr<>r 
Linearkombinationen. 
Anders ist es bei mehrfachen Eigenwerten. Nach Satz 2 \-on § 2.5 ist jede 
Linearkombination von Eigenfunktionen zum seI ben Eigenwert selbst wieder 
eine Eigenfunktion. Demnach wird bei der Iteration für einen mehrfachen 
Eigenwert von !e stets dieselbe Linearkombination von Eigenfunktionen 
reproduziert, die auch schon in der Entwicklung von FI nach d<>ll Eigen-
funktionen des Operators!e enthalten war; ist an [P] eine andere Linear-
kombination der Eigenfunktionen zum selben mehrfachen Eigenwert beteiligt. 
so kann das Verfahren mit der Ausgangsfunktion FI nicht konvergieren, und 
man muß zur weiteren Verbesserung mit einem neuen FI, etwa dem vel'-
bleibenden Rest, neu beginnen. Während also bei lauter einfachen Eigen-
werten praktisch kaum irgendwelche Schwierigkeiten auftreten werden. wenn 
FI und [P] verschieden sind, wird es bei mehrfachen Eigenwerten mit FI ± [P] 
normalerweise nicht möglich sein, die Approximation nach (5.5.17-36) he-
liebig weit zu treiben. Denn die Aufgabe, zu einer gegebenen Funktion lP] 
eine andere Funktion FI zu finden. an der bei mehrfachen Eigenwerten die-
selben LinearkombinatiOlwn von Eigenfunktionen beteiligt sind. kann ohne 
Kenntnis des Spektrums und der Eigenfunktionen nicht gelöst werden. Von 
selbst wird aber diese Bedingung kaum jemals erfüllt sein. Es i"t demnach 
erst recht unmöglich, bei mehrfachen Eigenwerten im Spektrum von!e ein 
vollständiges FunktionensJHtem durch Iteration einer einzigen AUHgangs-
funktion zu erzeugen. :VIit dem Auftreten mehrfacher Eigenwerte muß lIlall 
aber bei dem Operator !e steh; rechnen: im Falle der isotropen Kreist;ch<>ihe 
haben wir in § 4 sogar zwei Eigenwerte unendlicher VieifachlH'it festgestC'llt. 
Auch bei symmetrischen Realkörpern sind nH'hrfachf.' Eigenwerte zu erwartf.'n. 
Für den Fall, daß das Spektmm von !e ein Kontinuum enthält, sind ent-
sprechende Aussagen schwieriger zu formulieren. Daß jedoch die obC'ngenannte 
Bedingung für die Spektraldarstellungen (2.4.32) von FI und [P] ebenfalh; 
nicht hinreichend für eine sichere Konvergenzaussage sein wird. läßt sich 
leicht an Hand von abstrakten Beispielen zeigen. Indessen kann dieser Fall 
bei den in § 4 diskutierten Randwertproblemell nicht eintreten. 
In der ursprünglichen Form des Bergmanschen Yerfahrens wird die Yoll-
ständigkeit des Bergmon-orthogonalen Funktionensystems gesichert. indem 
man zunächst, unabhängig von der Form des Realkörpers. ein vollständiges 
Lösungssystem der Differentialgleichungen aufstellt [33-39J; die zuerst für 
die Potentialgleichung und die Bipotentialgleichung zugeschnittenen Ansätze 
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sind inzwischen auf andere Typen von Gleichungen und Gleichungssystemen 
verallgemeinert worden [156]. Diese Ansatzfunktionen werden dann in Bezug 
auf die elastische Energie des gegebenen Realkörpers orthonormiert. Eine 
weitere iterationsfreie Variante geht von einem vollständigen System von 
Kräftebelegungen auf (8) in KO aus, welches sich mit Hilfe der trigonometri-
schen Funktionen leicht erzeugen läßt. Hier ist der Rechenaufwand bestimmt 
einmal durch die Anwendung von.!l' auf die Ausgangs-Kräftebelegungen und 
zum anderen durch den anschließenden Gram-Schmidt-Prozeß. Er entspricht 
also mit 5 N3/2 Multiplikationen dem Hestenes-8tiefel-Verfahren mit Rundungs-
fehlerkontrolle nach (5.5.37). Außerdem müssen vor der Orthogonalisation 
die verbotenen Anteile nach § 4.1 in den Ansatzfunktionen beseitigt werden. 
Die iterationsfreien Formen der Bergmanschen Reihenentwicklung werden 
vor allem dann in Frage kommen, wenn entweder sehr viele Belastungsfälle 
am selben Realkörper zu untersuchen sind oder wenn bei sehr extremen 
Formen des Realkörpers eine rasche Konvergenz der Algorithmen (5.5.17-35) 
nicht zu erwarten ist. Normalerweise darf aber bei den Randwertproblemen 
von § 4 ein kleiner P-Wert der finiten Ersatzmatrix vorausgesetzt werden. 
Man kann also erwarten, daß das Hestenes-8tiefel-Verfahren oder die gleich-
wertige Entwicklung nach einem iterativ erzeugten Bergman-orthonormierten 
Funktionensystem rasch konvergieren wird, wenn man als Ausgangsfunktion 
Fl die gegebene Belastung [P] wählt oder den Rest einer Ausgangsnäherung, 
die man entweder durch Schätzung oder durch Entwicklung nach einem 
unvollständigen Bergman-orthogonalen Funktionensystem gewonnen hat. 
;).6 Zur praktischen Berechnung dl'r Skalarprodukte 
Der zusätzliche Rechenaufwand für jeden einzelnen Iterationsschritt bei den 
Verfahren von § 5.3-5 ist hauptsächlich oder sogar fast ausschließlich durch 
die Berechnung der Verschiebungen für die Skalarprodukte {~, R} bedingt. 
Man kann diesen Aufwand unter Ausnützung der Periodizität sämtlicher 
Funktionen mit der Länge L der Kurve (8) einerseits und der Symmetrie des 
Operators va andererseits etwa auf die Hälfte reduzieren durch Einführung 
der "Halbverschiebungen" 
L 
8+"2 
Wt (s) = J U~'j (~ - ~') B j (s') ds' 
8'=8 
(5.6.1) 
falls es nur auf die Skalarprodukte, nicht aber auf die Verschiebungen selbst 
ankommt. Denn durch Vertauschung der Integrationsreihenfolge und Um-
benennung der Integrationsveränderlichen kann man nach (4.2.1) und (4.4.5-6) 
umformen 
L L _ ~ 
=(S)f f Bi (s) U;j (~ - ~') Rj (s') ds ds' 
.-0 .,'~O 
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L 
s'+~ 
2 
f 
8=8' 
s+- .......-... f 2 (fi i (8) i1~j (~ - );') ~ (8') + fi i (8) i1~j (1; - ~') Rj (8')) d8 d8' 
s' ~ 8 
= f (Ei (8) J,i (8) + Rt (8) -ßi (8)) ds (5.6.2) 
soO 
Die Integration (5.6.1) er:>treckt sich nur über die halbe Länge der Randkurve, 
erfordert also numerisch nur etwa halb so viel Zeit, als wenn man die wirkliche 
Verschiebung ausrechnen müßte. Die Umformung (5.6.2) läßt sich auch aus-
führen, wenn man die Integrationsveränderlichen 8 und s' durch eine monotone 
Funktion f = f (s) bzw. f' = ! (s') der Bogenlänge s bzw. 8' ersetzt; man 
substituiert dann wie üblich 
ds = :; d! bzw. 
d' ds' =~df' d/, (5.6.3) 
und führt die Umformung (5.6.2) für t und /' statt für sund s' aus. Auf diese 
Weise lassen sich die Halbverschiebungen einer - bei komplizierten Scheiben-
formen zuweilen zweckmäßigen - veränderlichen Länge der Integrations-
intervalle bei der numerischen Rechnung anpassen. 
Die finite Ersatzmatrix für den Operator VO braucht also bei kleiner Speicher-
kapazität nur in Halbzeilen in die Rechenmaschine eingelesen zu werden. Diese 
Halbzeilen genügen auch, wie man leicht zeigen kann, zur Berechnung der 
Verschiebung selbst; allerdings spart man dann nicht mehr Rechenzeit, 
sondern nur noch Einlesezeit und Speicherplätze ein. Schließlich kann man 
bei der Schlußrechnung durch Differenzieren der Verschiebung auf dem Rand 
die nötigen Daten gewinnen, um unter Heranziehung der gegebenen Kräfte-
belegungen auch die Tangentialspannung am Rande von K + auszurechnen. 
Die numerische Aufstellung eines besonderen Operators zur Berechnung der 
Tangentialspannung aus der Kräftebelegung (R] zusätzlich zum Operator VO 
ist also nicht mehr erforderlich. 
Anhang 1: Zur Darstellung der Vektor- und TensoroperationeIl 
Wir bezeichnen in § 3 die Vektoren durch gotische Buchstaben, die 
Tensoren 2. Stufe durch unterstrichene kleine griechische Buchstaben und 
die Tensoren 4. Stufe mit den Symmetrieeigenschaften des Tensors der Elasti-
zitätskonstanten durch unterstrichene kleine lateinische Buchstaben. An 
21 Wisseruchaftl. Abhandl., XIV, 1962 
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einigen Stellen werden Vektoren auch durch Überstreichen mit einem Pfeil 
gekennzeichnet. 
Zur Abkürzung der Vektor- und Tensoroperationen setzen wir mit Gibbs und 
Lagally [81, 82] 
a·o "'" aibi für das skalare Produkt der Vektoren a =c (ai) und b == (bi), 
a X b == (fe/j" aj h) für das vektorielle Produkt, 
a 0 == (ai bj ) für das dyadische Produkt, 
§ .. g == Eij (Jji 
1== (Oij) 
v == (~) 
aXi 
für das doppelt-skalare Produkt zweier Tensoren zweiter 
Stufe, 
für das doppelt-skalare Produkt mit einem Tensor vierter 
Stufe (allgemeine Regel: Man summiert zuerst über die 
nächstbenachbarten Indizes), 
für den Einheitstensor zweiter Stufe, 
für den Nabla-Vektor. 
Die Indizes beziehen sich auf Carte8ische Koordinaten. Die Stellung des 
N abla-Vektors wird durch die Regeln der Vektormultiplikation bestimmt; 
differenziert wird im selben Produkt vor- und rückwärts, wo nicht eine über-
geordnete Klammer die differenzierende Wirkung unterbricht. Abweichungen 
von dieser Regel werden durch Pfeile kenntlich gemacht. 
Anhang 2: Ergänzungen zu § 2.5. Einschließungssätze für reelle Eigenwerte 
Satz 7 (Krylow und Bogoljubow, Weinstein [152,154-155]): Es sei Q3 ein 
linearer und symmetrischer Operator in einem reelle:l Hilbert-Raum, fein 
beliebiges Element. Ferner sei 
[Q3] = {I, Q31l ftJ {I, f} (A2.1) 
der Rayleigh-Quotient des Operators Q3 und 
[Q32] = {I, Q32t} = (iiQ3t:i)·2 
fll {I, f} 11/ 111 (A2.2) 
der Rayleigh-Quotient des Operators Q32 mit dem Element f. Setzen wir dann 
(A2.3) 
so liegt in dem reellen Intervall 
fll [Q3] - 01 [Q3] ::;; fl ::;; flt [Q3] + 01 [Q3] (A2.4) 
wenigstens ein Punkt des Spektrums von Q3. 
Beweis: Wir bezeichnen als ",u-Kreis" und ",ü-Kreise" die Schnittkreise der 
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Hyperkugeln !l und p mit der Ebene der Elemente fund Cß f. Dann muß nach 
Corollar 1.1 der Endpunkt des Elements Cß f in dem vom fl-Kreis und den 
,ü-Kreisen begrenzten, abgeschlossenen Bereich liegen (vgI. z. B. Abb.2.5.3). 
Wir fällen nun nach Abb. A2.1 das Lot 
r; = Cß f - fldCß] f (A2.5) 
vom Endpunkt von 'TI tauf f (Abb. A2.I); wie man leicht nachrechnet, gilt 
mit (A2.3) 
Abb. A2.1. Zum Eins(.'hließung~~<ltz \"011 /\.J'yloll' und 
Bogoljubou: 
Wir unterscheiden nun drei Fälle: 
(A2.6) 
1. Der Endpunkt von fll fliegt außerhalb aller p-Kreise. Dann gehört fll nach 
Satz 1 selbst zum Spektrum und die Behauptung (A2.4) trifft zu. Liegt er 
dagegen auf einem p-Kreis, so ist flf entweder ein Eigenwert von Cß oder 
nach den Bemerkungen im Anschluß an (2.5.13) ,,·enigstens äußerer Rand-
punkt. eines Kontinuums. Auch in diesem Fall trifft die Behauptung zu. 
2. Der Endpunkt von Cß f liegt auf einem p-Kreis. Dann entsprechen die 
Schnittpunkte fl' f ulld !/" t des p-Kreises mit der Achse von t jeweils einem 
Eigenwert fl' bzw. fl"· Denn andernfalI,; könnte nach den Bemerkungen im 
Anschluß an (2.5.13) der Endpunkt von Cß t nieht auf diesem p-Kreis liegen. 
3. Dei· Endpunkt \-on 'TI t liegt außerhalb aller p-Krei:>c und der Endpunkt 
von fll f iJmerhalb eines p-Kreises. Dann gibt e.; einen Kreis durch den End-
punlü von 'TI f um einen Punkt. auf der Achse von t. welcher diesen p-Kreis 
in seinem dem Endpunkt von Cß f am nächi.;ten gelegenen Schnittpunkt p'" f 
mit der Achse VOll f VOll außen berührt. Dalln ist p'" entweder ein Eigenwert 
oder der Randpunkt eines Kontinuums. 
Zeichnet man abo die Gesamtheit aller Kreise durch den Endpunkt \-on Cß f 
um alle Punkte der Achse von f, so gehört unter allen dem Endpunkt von Cß f 
am nächsten gelegenen Schnittpunkten dieser Kreise mit der Ach"e von f 
wenigstens einer zum Spektrum. Diese Schnittpunkte haben aber vom "Lot-
fußpunkt" flll höchstens den Abstand 01 [CZ3] I, woraus die Behauptung (A2.4) 
folgt.Q. e. d. 
Satz 8 (Temple; vgi. auch Falk [152]): VOll dem linearen und Hymmetri~chen 
Operator 'TI sei bekannt, daß er genau n verschiedene Eigenwerte fli besitzt, 
und es seien außerdem n Elemente Iv 12' ... , I n derart gegeben, daß die zu-
gehörigen, nach (A2.4) bestimmten Intervalle sich nirgends überdecken, und 
daß somit nach Satz 7 die Eigenwerte Pi einzeln in getrelUlte IntelTaUe ein-
21* 
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geschlossen werden können. Dann läßt sich die Einschließung noch weiter 
verschärfen durch die in Abb. A2.2 gezeichnete Konstruktion. Für die oberen 
Intervallgrenzen beginnt diese Konstruktion am linken Rand, für die unteren 
Intervallgrenzen am rechten Rand. 
Die Intervalle, in denen der Endpunkt eines Vektors #i t liegen kann, sind in 
Abb. A2.2 doppelt ausgezogen. Wir verzichten auf eine ausführliche Dar-
stellung des Beweises und begnügen uns mit dem Grundgedanken. Danach 
ergibt sich die Konstruktion von Abb. A2.2, wenn man die ungünstigsten, 
mit den bekannten Elementen SB f 1> SB t 2' ••• , SB f n verträglichen Lagen der 
p-Kreise aufsucht. Diese ungünstigsten p-Kreise sind in der Abb. strich-
'Bf, 
Abb. A2.2. Zum Einschließungs· 
f; satz von Temple 
punktiert für die oberen Schranken und gestrichelt für die unteren Schranken 
eingezeichnet. Die Identität mit den in ([152], GI. (4.2)) formelmäßig an-
gegebenen Schranken läßt sich mit Hilfe des elementargeometrischen Höhen-
satzes leicht nachweisen. 
Naturgemäß ist dieser Satz vor allem in der Matrizenrechnung interessant. 
Bei allgemeinen symmetrischen Operatoren in einem Hilbert-Raum ist es nur 
in Ausnahmefällen möglich, die Zahl der verschiedenen Eigenwerte von vorn-
herein zu begrenzen oder Teile der reellen Achse auf andere Weise vom Spek-
trum auszuschließen. 
Satz 9: Es sei SB ein linearer und symmetrischer Operator in einem reellen 
Hilbert-Raum, und es sei bekannt, daß in dem reellen, offenen Intervall 
#1< # < #2 höchstens ein Punkt #0 zu seinem Spektrum gehört. Ferner sei 
f ein beliebiges Element des betrachteten Hilbert-Raums. Dann gilt: 
a) Wenn 
(A2.7) 
Abb. A2.3. zu Satz 9a) 
ist, so liegt in #1 < # < #2 genau ein Eigenwert von SB. Er läßt sich durch 
die in Abb. A2.3 angegebene Konstruktion noch weiter auf das Intervall 
#' :::s::: # :::s::: #" einschränken. 
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<0> 
b) Es gibt zum Eigenwert Po ein Eigenelement f derart, daß unter der Vor-
<0> <0> 
aussetzung (A2.7) für -< (xo = -< (f, f ), den Winkel zwischen fund! , gilt 
(vgl. Abb. A2.4). 
<0> IICSf- PI ; P2 fll 
Isin (f, / )1 ::;; ------
P2 -; PI IIIII 
Abb. A2.4. Zu Satz Ob) 
c) Es geIte über (A2.7) hinaus 
IICS f - 3 P1
4
+ P2 III ::;; P2 ~ PII!/II 
Dann gilt statt (A2.8) die schärfere Abschätzung 
itg(f~l\ ::;;~~ 
PI [CB] - 1'1 
(vgl. Abb. A2.5). Entsprechend gilt im Falle 
die Abschätzung 
IICB / - PI ~ 31'2 I1I ::;; 1'2 ~ 1'1 :/i, 
<0> IJj [CS] 
!tg (f, I )! < _...:...c:...--=-_ 
- 1'2 - I'! [CS] 
Ab b. A2.5. Zu Satz ge) 
'-
-........ __ .-. .-
Hierbei sind flf [CS] und eh [CS] durch (A2.1, 3) erklärt. 
(A2.8) 
(A2.9) 
(A2.1O) 
(A2.11) 
(A2.12) 
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Dieser Satz steht in engem Zusammenhang mit den Einschließungssätzen von 
Falk [152] und Ballermann [153] für Eigenvektoren bzw. Eigenfunktionen. 
Insbesondere geht c) aus Satz IV von Falk [152] hervor, wenn man ihn einer-
seits auf den Fall eines reellen Spektrums einschränkt und andererseits so 
formuliert, daß er für beliebige Operatoren mit reellem Spektrum gilt. Diese 
Erweiterung auf beliebige Operatoren ergibt sich sofort, wenn man überlegt, 
daß h i in ([152], GI. (5.2)) nichts weiter bedeutet als eine untere Schranke für 
die Entfernung von #f [es] nach (A2.1) zu dem Punkt des Spektrums, der 
nach Ausschluß von #0 dem vVert #f [es] am nächsten liegt. 
Der Beweis von a) ergibt sich auf dieselbe Weise wie der Beweis von Satz 8. 
Man zeichnet einfach die beiden größten ,li-Kreise, die mit dem bekannten 
es t sowie #1 und #2 verträglich sind (Abb. A2.3). In der Tat läßt sich Satz 9a) 
auffassen als eine Variante des von Falk [152] stammenden Satzes 8, wenn 
man ihn einerseits auf ein reelles Spektrum spezialisiert und andererseits in 
einer für beliebige symmetrische Operatoren gültigen Weise formuliert. 
Die Sätze 9b) und 9c) beweisen wir zunächst für den Fall, daß der Operator Cß 
genau drei Eigenwerte besitzt, oder daß von dem Element t aus einem anderen 
Grunde bekannt ist, daß es im Unterraum dreier Eigenelemente des Operators 
es liegt. Wären dann die drei Eigenwerte m < #0 < Jl bekannt, so könnte 
<0> 
man den Winkel <J: iXO = <J: (f, f ) nach der in Anhang 3 durchgeführten Kon-
struktion bestimmen (Abb. A3.1). Tatsächlich ist von den drei Eigenwerten 
nur bekannt, daß sie von den bekannten Schranken #1 und #2 getrennt werden, 
daß also m s:: #1 < #0 < #2 s:: ;l] ist. Man kommt dann auf die Abschätzungen 
(A2.8, 10, 11), indem man an Hand der Konstruktion von Abb. A3.1 die im 
Sinne dieser Abschätzungen ungünstigsten Lagen der ,li-Kreise aufsucht, welche 
mit den bekannten Schranken #1 und #2 sowie mit es t verträglich sind. 
Daraus ergeben sich sofort Abb. A2.4 und Abb. A2.5, aus denen man (A2.8) 
bzw. (A2.1O) abliest. Eine entsprechende Konstruktion läßt sich auch für 
(A2.12) durchführen. 
Zur Erweiterung des Beweises auf den Fall, daß auch noch weitere, außerhalb 
des Intervalls #1 < # < #2 liegende Teile des Spektrums an t beteiligt sind, 
benützen wir den folgenden 
Hilfssatz : "Gnter gleichzeitiger Gültigkeit der Voraussetzungen von Satz 9 
<1> <0> <2> 
seien #1 < #0 < #2 Eigenwerte von es und t , f , t die zugehörigen nor-
mierten Eigenelemente. Es sei ferner 
I : 
-,,-, lies t - #1 -;- #2 t II = r < #2 - #1 
t! 2 2 (A2.13) 
fest vorgegeben. Dann ist unter allen Elementen f. die (A2.13) genügen, der 
<0> 
Winkel <:: "0 = <:: (j, t ) am größten für diejenigen Elemente t, an denen nur 
<1> <0> <2> 
die Eigenwerte #1' #0' #2 mit den Eigenelementen t, t, t beteiligt sind. 
"Gm die für den Beweis dieses Hilfssatzes erforderlichen Rechnungen zu ver-
einfachen, unterwerfen wir den Operator zunächst einer Spektralverschiebung 
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nach Satz 5, § 2.5 derart, daß der Mittelpunkt des Intervalls 111 < 11 < 112 
auf den Nullpunkt der reellen Achse zu liegen kommt und multiplizieren ihn 
2 
anschließend mit . Auf diese Weise erhalten wir einen neuen Operator 
112 - 111 
<:8 mit den Eigenwerten - I und + 1, zwischen denen genau ein weiterer 
Eigenwert fio liegt. Die Bedingung (A2.13) geht bei dieser Transformation 
über in 
11'% 1112 = {~ @2 f} = -; < 1 (A2.14) 
falls wir überdies noch f normiert, also 
Iml2 = {/, 7 } = 1 (A2.15) 
voraussetzen. Im übrigen bleiben die Beziehungen unverändert, die wir mit 
dem Hilfssatz beweisen wollen. 
<1> <0> <2> 
Nun sei g ein beliebiges, zu f, fund f orthogonales Element des betrach-
teten Hilbert-Raumes. Falls überdies noch 110 ein einfacher Eigenwert ist, können 
wir aus den Voraussetzungen von Satz 9 herleiten 
{g, <:82 g} - {g, g} ;:::0: 0 (A2.16) 
Dies folgt sofort aus der Überlegung, daß an g nur Teile des Spektrums von 
@ mit 1111 ;:::0: 1 beteiligt sein können. Das Gleichheitszeichen ist überdies nur 
dann möglich, wenn wenigstens zu einem der Eigenwerte 111,112 mehrere 
Eigenelemente gehören (vgl. dazu Satz 2, § 2.5). Damit läßt sich 7 in der 
Form schreiben 
<0> <1> <2> 
f = :\:0 f + tX1 f + X 2 f ...,.- g 
Ans (A2.15) wird damit 
und aus (A2.14) 
11~ o:~ +xi ...,.- :).~ -;- {g, Q32 g} = r 
und man erhält durch Subtraktion beider Gleichungen 
(1 - I1g) tX~ = 1 - r _ {go Q32 g} - {go g} 
(A2.17) 
(A2.18) 
(A2.19) 
(A2.20) 
Aus 1 - 116 > 0 und (A2.16) folgert man, daß,x~ seinen kleinsten, mit (A2.14-15) 
yerträglichen \Vert für g = 0 annimmt. Xun ist aber wegen (A2.Hi) 
....... <0> 
,g = cos2 ( < '0) = C082 (f, t) (A2.21) 
Also erhält man für g = 0 mit dem kleinsten :\~ den größten Winkel <r'Xo 
für fe~tes r und festes Po, q. e. d. 
--: 1:;.. < (1::...- '_ ~ '. 
Die Annahme, daß nur drei Eigenelemente f , f , f Z1I den Eigenwerten PI' 
110,112 an f beteiligt sind, ist also die im Sinne der Abschätzungen (A2.8, 10, 12) 
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ungünstigste Annahme, womit der Beweis vollständig ist für den Fall, daß 
f-li und f-l2 einfache oder mehrfache Eigenwerte bzw. Schranken für Eigen-
werte sind und f-lo ein einfacher Eigenwert ist. Wenn dagegen f-li und f-l2 Rand-
punkte eines Kontinuums bzw. Schranken für derartige Randpunkte sind, so 
kann man an die Überlegungen im Zusammenhang mit (2.5.70) anknüpfen. 
Der Beweis des Hilfssatzes und damit von Satz 9b, c) ergibt sich dann, wenn 
man in (2.5.70) die Folge EI'+dil' - EI'-Ail' durch die Folgen EI'I - EI'I-Ail' 
bzw. EI'2+Ail' - EI'2 ersetzt. 
Wir haben noch den Fall eines mehrfachen Eigenwertes f-lo zu untersuchen. 
Es gibt dann unter den Eigenelementen zum Eigenwert f-lo nach Satz 2, § 2.5 
<0> 
ein spezielles Eigenelement / (t), welches durch Normierung aus (2.5.14) hervor-
<0> <0> 
geht. Denken wir uns nun in (A2.17) dieses Eigenelement t(f) für teingesetzt, 
<0> 
so ist zunächst nach Voraussetzung das Element (J orthogonal zu /(1). Es kann 
dann aber nach Satz 2, § 2.5 auch kein anderes Eigenelement zum Eigenwert 
f-lo enthalten; andernfalls würde die Entwicklung (A2.l7) auf einen Wider-
spruch führen, und dasselbe gilt für alle Elemente, die durch Anwendung 
eines Polynoms in ca auf (J daraus hervorgehen. (J darf also orthogonal zu 
sämtlichen Eigenelementen zum Eigenwert f-lo vorausgesetzt werden, und 
damit bleiben sämtliche Schlüsse gültig, die bei der Herleitung von (A2.16) 
sowie der folgenden Gleichungen benutzt wurden. Der einzige Unterschied 
gegenüber dem Fall des einfachen Eigenwertes f-lo liegt darin, daß die Ab-
schätzungen (A2.8, 10, 12) nur für eine ganz bestimmte Linearkombination 
seiner Eigenelemente gelten. Damit ist der Beweis von Satz 9 vollständig. 
Wir bemerken noch, daß sich die Sätze 7 und 9 auch auf Operatoren mit 
nicht beschränktem oder nur einseitig beschränktem reellen Spektrum aus-
dehnen lassen. Denn zu ihrem Beweis werden nur die ,tl-Kreise benötigt, 
welche nur von den benachbarten Teilen des Spektrums abhängen und daher 
nicht an die Beschränktheit des Spektrums gebunden sind. Schwieriger ist 
die Frage zu entscheiden, wann ein nicht beschränkter Operator ein reelles 
Spektrum hat. Da wir jedoch in dieser Arbeit nur mit beschränkten Operatoren 
zu tun haben, begnügen wir uns mit dieser Anmerkung und verweisen im 
übrigen auf die Literatur [153-155]. 
Anhang 3: Ergänzungen zu § 2.5, Satz 6. Zerlegllng eines Elements nach drei 
Eigenelementen (symbolische Konstruktion) 
Der Operator ca besitze mindestens die drei Eigenwerte flr, f-l2' f-l3; ob außer-
dem noch andere Punkte der reellen Achse zu seinem Spektrum gehören, 
interessiert in diesem Zusammenhang nicht. Man konstruiert nun für ein 
beliebiges Element t den f-l-Kreis und die beiden ,tl-Kreise nach Corollar 1.3 
zu diesen drei Eigenwerten. Wir bezeichnen als die Kreise 1, 2 und 3 mit den 
Mittelpunkten I, II und III jeweils die Kreise über den Durchmessern f-l2 /,f-l3 t, 
f-l3 /, f-li / und f-li j, f-l2 / (Abb. A3.1). Dann erhält man beispielsweise, falls 
f ganz in einem zu den Eigenwerten PI' 1-'2' 1-'3 gehörigen dreidimensionalen 
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Unterraum des Hilbert-Raums enthalten ist, den Winkel 
<2> 
<):: <X2 = <):: ( j, j ) (A3.1) 
1 
durch die folgende Konstruktion. Man 
schlägt zunächst um II den Kreis durch 
den Endpunkt von cn j. Nun verbindet 
man entweder den Schnittpunkt mit 
Kreis 3 mit f.ll t oder den Schnittpunkt 
mit Kreis 1 mit f.l3 f; der Winkel der 
Verbindungsgeraden mit der Achse 
von f ist dann der gesuchte Winkel 
<):: <X2 nach (A3.1) (Abb. A3.1). Die ent-
sprechende Konstruktion für 
Abb. A3.1. Zerlegung von f nach drei Eigen' 
elementen 
(A3.2) 
<1> 
<):: <Xl = <):: (f, f) (A3.3) 
erhält man durch zyklische Vertauschung der Zahlen 1, 2 und 3. 
Diese Konstruktion ergibt sich durch Umkehrung einer aus der Elastizitäts-
theorie bekannten Konstruktion im System der drei lIfohrschen Kreise ([78J, 
S. 62); sie ist offensichtlich genau dann für alle drei Winkel möglich, wenn 
der Endpunkt von cn j zwischen den drei Kreisen liegt. 
Anhang 4: Ergänzung zu § 3.4. Herleitung von (3.4.20) und (3.4.24) 
Wir erhalten durch zweimalige Anwendung des Gaußschen Satzes mit den 
Abkürzungen (3.4.21) 
{t", P'} = J Ink X .. §o •• Ink ~ d V 
(V
o
) _. -
= f Ink i· . ie d V 
(V,) -
'+'--1 
=f (v X X)··(V X §)dV 
(1',) -
= f (v X X) .. n X ; d! - S (v X Xl .. (v X §) d V 
(~) - IV,) 
~ ~ ! A I 
= f (v X X X n) .. § d! - S Z' . (v X § X v) d V 
(So) - (Va) 
= f (v X X X n) .. : d! - f X" (v X §~ X n) d! + f X· . ; d V 
(SQ) - (Sol - Wcl 
(AU) 
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Die Oberflächenintegrale sind noch zu untersuchen. Dies geschieht unter Ver-
wendung von (3.4.22-23). 
Setzen wir zur Abkürzung 
d f = n df (A4.2) 
und bezeichnen wir durch Pfeile die Wirksamkeit des Nabla-Operators, so 
erhalten wir aus der linken Seite von (3.4.24) durch Umformung und An-
wendung des Satzes von Sloke.s 
S (v X X X n) .. ; df - f X· . (v X ~ X n) df 
(F) - (F)-
1( 0 ~ 1( ~ ~ 
= 2" j (v X 121 v X d f) .. § - 2" .1 (v 121 T 121 v) .. (v X § X d f) 
(F) (F) 
1~ I ~ I 'f' 1~'f' ~ I 
= - (v X d f) . § . (v X i!) - - ~(. (v X § X d f) . v 2 2 (h (F) 
- ~ ~ I ;:: ! v . (v X § X cl f) . ~1 
(F) 
1\ I ~ I! ll! ;:: I 
- 2" J d f' (v X § X v) . 121 +"2 J 121' (v X § X v) . d f 
(F) (1') 
1 ~ I ~ 'f' + ~ v· (v X 12 X i!) . d f 
- I,.. (F) --
1~ ~ r-! Ir 
= - 2" 'j' d:.;· (12 X v) . ~ + 2" J d f . (v ;:: l----r X§Xv)·~ 
(cr) (F) 
l~ ~ ;:: 1 \ ~ ~ 
- 2" 'j' ~ . (v X §) . d~ - 2" J ~1' (v X § X v)· df 
(~) (F) 
_ ~ \ \ ~! I" 1- ~ ~ 
2 J v . (17 X § X 121) . cl f - 2" ~ v . (v X § X 121)' d f 
(F) _I _,.. (F) 1 __ '" 
1..( ::: 
= - - tV dr . (E . (v x '21) - (§ X v) . '21) - r i!. (v X § X v) . d f 
2 (~) - - (F) 
I' 1--; 1--" 
_0 ~ ~ d f' (\7 x § '/ -i1) . v --:- ~ j v . (v X ~ X -ii) . d f (A4.3) 
(F) IF) 
Dies i:-;t mit (A4.2) die rechte ~eite von (3.4.24). 
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Anhang;): Ergänzung zu § 3.4. Erweiterung von Satz 4 auf mehrfach 
zusammenhängende J{örper 
Die Aus\\'ertung von (3.4.24) für einen mehrfaeh zusammenhängenden Körper 
wird dadurch erschwert, daß sich bei Ausdehnung der einfach berandeten 
Teilfläche F über die ganze Oberfläche So des betrachteten Körpers KO die 
Randkurve 6: nicht auf einen Punkt zusammenzieht, sondern in einen kano-
nischen Umlauf 6:0 ([98]. Abb. 8a) übergeht'A wie dies in Abb. A5.1 a für das 
Beispiel des Torus dargestellt ist *). Nun ist § samt seinen Ableitungen auch 
im mehrfach zusammenhängenden Bereich Vo als einwertig vorausgesetzt; 
das Ergebnis (3.4.25) bleibt also ,reite;' bestehen, wenn nur die räumliche 
Einwertigkeit von it und v X i' ebenfalls gesichert ist. Denn in diesem Fall 
kann man wie beim einfach zusammenhängenden Körper mit Hilfe des Oauß-
schen Satzes zeigen, daß sich die beiden letzten Integrale in (3.4.24) gegen-
seitig wegheben, und das Verschwinden des Umlaufintegrals längs 6:0 ergibt 
"ich aus der Überlegung, daß beim kanonischen Umlauf derselbe \Veg zweimal 
in verschiedener Richtung durchlaufen wird, und daß sich somit die entgegen-
gesetzten Durchlaufungsrichtungen entsprechenden Teilintegrale bei gleichem 
Integranden wegheben. Aber eben diese räumliche Einwertigkeit VOll it und 
v X it kann man bei mehrfach zusammenhängenden Körpern nicht mehr 
sicher voraussetzen. Damit kann aber nicht nur das "Cmlaufintegral einen von 
Null verschiedenen Wert annehmen; auch die Anwendung des Gaußschen 
Satzes auf die beiden letzten Integrale erfordert nun weitergehende eber-
legungen. 
Nach [98] ist die mögliche l\Iehrwertigkeit von fu und v X fu formal darauf 
zurückzuführen, daß es auf der Oberfläche eines mehrfach zusammenhängenden 
Körpers geschlossene Kurven gibt, die sich weder auf einen Punkt zusammen-
ziehen noch zu einem kanonischen "Cmlauf ausdehnen lassen; insbesondere 
gehören dazu diejenigen Kurven, die entweder das Außengebiet oder das 
Innengebiet des Körpers genall einmal umschließen. Führt man längs einer 
solchen Kurve das Integral (3.4.23) aus, so kann man bei der Rürkkehr 
zum Ausgangspunkt 1;0 durchaus einen von Xull verschiedenen Yektor fu er-
halten, und dasselbe gilt für den Ausdruck 
1 A \F_ _ 
:? v X '2( (1;) =, \7 " Z (~) . rt 1; 
r, 
(A.'U) 
Aus der mechanifichen Deutung eines solchen L'mlaufintegrals läßt "ich aller-
dings ableiten. daß eine derartige Mehrdeutigkeit ("Sprung") von -ii und 
v X fu nur bei einem Umlauf um das Innengebiet auftreten kann [H8]. 
*) Oder - bei mehr als zweifach zusammenhängenden Körpern - in pinen l'mlauf. der 
sich stetig in einen kanonischen rmlauf überführen läßt. rnter einem kanonischen ('m, 
lauf verstehen wir das Umfahren der einfach zusalllmenhän'~enden Fläehp F o, die "ich 
bei kanonischer Zersehneidung der Oberfläche So ergiht [II\OJ. derart, daß das Innere 
von F 0 zur Linken liegt. 
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Denn nach einer nacheinander unabhängig von Peretti [117], Bloch [105] und 
Günther [118] gefundenen Integralformelliefert (3.4.23), ausgeführt über den 
Rand eines einfach zusammenhängenden Teilstücks F der Oberfläche (Inneres 
zur Linken) das negative Moment der in F angreifenden Kräfte bezüglich 1:0' 
und (A5.1) ihre negative Resultierende ([98J, GI. (1.5-6)). Auf Grund dieser 
Deutung läßt sich für einen Umlauf um das Außengebiet nachweisen, daß ein 
Sprung von fu oder V X fu auf einen Widerspruch zu den Gleichgewichts-
bedingungen führen würde, welchen die Spannungsfunktionen bei kräftefreier 
Oberfläche (und nach ([98], Ziff. 4 b) sogar allgemein) genügen müssen ([98), 
~ 
\ 
tl 
cl 
Abb. A5.1. Vollerrasche Distorsionszustände 
a) Kanonischer l"mlauf am Torus 
h) Zum pauschalen Volterraschen Distorsionszu~tanü 
c) Ent~pannung VOll b) mit versteiften Sehnittufern 
S. 29 und Abb. 8d). Umfaßt aber der geschlossene Integrationsweg das Innere 
eines mehrfach zusammenhängenden Körpers, so kann man dem Sprung von 
fu und V X fu einen Sinn beilegen, wenn man den Körper in einer vom Inte-
grationsweg berandeten Fläche aufschneidet (Abb. A5.1 b, cl. Man erkennt, 
daß die PeTettischen Formeln dann gerade die Kraft und das Moment ergeben, 
die das Material der anderen Seite vor dem Durchtrennen auf den Quer-
schnitt F'( _) ausgeübt hat; im einfachsten Fall, nämlich bei sehr dünnen 
Querschnitten, handelt es sich um Biege- und Drillmoment sowie Quer- und 
Läng:3kraft eines Ringbalkens mit Eigenspannungen. Wir bezeichnen die 
resultierende Kraft und das Moment zusammenfassend als die "innere Dyname" 
deR betrachteten Querschnitts. 
Es ist seit Volterra [107] bekannt, daß das Auftreten innerer Dynamen bei 
mehrfach zusammenhängenden Körpern, in deren Innern die Inkompatibilität 
'!J verschwindet, gekoppelt ist an Volterrasche Distorsionszustände, d. h. 
elastische Dehnungsfelder, aus denen sich trotz Erfüllung der Kompatibilitäts-
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bedingung (3.3.12) bei einem Umlauf um das Außengebiet keine einwertige 
Verschiebung aus der Cesaroschen Integralformel [1,2,98,107] berechnen 
läßt. Vielmehr erhält man nach einem Umlauf <r;. um das Außengebiet am 
A-ten Loch der "Brezel" [98, 160] den VerschiebungRsprung (Burgers-Vektor) 
(A5.2) 
welcher einer starren Bewegung zweier Schnittflächen der in Abb. A5.I 
skizzierten Art gegeneinander entspricht. b~ ist der Verschiebungssprung im 
festen Translationspunkt ~o und bA der "Drehsprung" . Die innere Dyname 
am A-ten Loch erhält man durch Ausführung der Perettischen Integrale auf 
den Kurven <r; um das Inllengebiet, die sich bei einer kanonischen Zer-
schneidung [160] der Oberfläche *) ergeben und deren Umlaufsinn mit dem 
zugehörigen, zur Bestimmung von Verschiebungs- und Drehsprung ausge-
führten Umlauf um das Außengebiet eine Rechtsschraube ergibt ([98], Abb. 8a). 
Sie wird beschrieben durch die Ortsabhängigkeit des zugehörigen Moments 
(A5.3) 
welche der üblichen Kräftegeometrie am starren Körper entspricht. ~li7 ist 
das Moment der inneren Dyname bezüglich des bereits in (A5.2) aufgetretenen 
Translationspunktes ~o und PA die resultierende Kraft der inneren Dyname. 
Am A-ten Loch gilt 
5;j~ = - Sprung (Ql)A = - ~ d~· (~(~) + (~(~) X V) X (~ - ~o») (A5.4) 
(ß~) 
PA = - Sprung (~V X '21) = - ~ V X X (i) . d; (A5.5) 
A (ß~) -
auf dem Umlauf <r; um das Innengebiet. 
Durch Erweiterung der Überlegungen von ([98J, Ziff. 5) oder der auf anderem 
Wege gewonnenen Ergebnisse von Volterra [107] findet man nun ~die W cchsel-
wirkungsenergie zweier Volterrascher Distorsionszustände pu und 7'" III emem 
n-fach zusammenhängenden Körper 
"-1 ,,-1 '" :::: 
= L L (p:,,' b~ + M~p . b,,) 
,1=1 p=l 
(A5.6) 
Hier sind PA" und M~" die Beiträge von Verschiebungs- und Drehsprung am 
A-ten Loch zur inneren Dyname am ,u-ten Loch; sie sind jeweils durch Lösung 
*) Oder bei einer Zerschneidung, die sich stetig in eine kanonische Zerschneidung über-
führen läßt. 
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eines Randwertproblems zu bestimmen ([98J, Ziff. 5b). GI (A5.6) kann als das 
Analogon zum Betti-Rayleighschen Satz fü.r reine Volterrasche Distorsions-
zustände betrachtet werden. 
'Vir haben nun die Definition der Volterraschen Distorsionszustände so zu 
erweitern, daß sie auch noch für beliebige Eigenspannungszustände in mehr-
fach zusammenhängenden Körpern brauchbar ist, das heißt also auch für die 
Fälle, in denen die Inkompatibilität'[j im Innern des Körpers nicht ver-
schwindet. Die Schwierigkeit liegt in diesem allgemeineren Fall darin, daß 
Verschiebungs- und Drehsprung jetzt nicht mehr gleich sind für jeden Um-
lauf auf der Oberfläche oder im Innern des Körpers um dasselbe Loch, sondern 
daß sie jetzt wegen '[j =1= 0 im Innern und auf der Oberfläche nach ([98], 
GI. (1.5-6)) von der speziellen Form des Umlaufs abhängen. 
Grundsätzlich sind zwei Wege möglich. Der eine ergibt sich aus der Über-
legung, daß die oben abgeleiteten Beziehungen für den Vektor '2l nur auf den 
Gleichgewichtsbedingungen beruhen, also auch fü.r'[j =1= 0 unverändert weiter 
gelten. Daraus folgt die Möglichkeit, einen "pauschalen Volterraschen Distor-
sionszustand" aus den inneren Dynamen, also den Sprüngen von '2l und 
V X '2l zu definieren, und zwar als denjenigen Volterraschen Distorsions-
zustand, welcher an demselben Körper für '[j = 0 im Innern genau dieselben 
inneren Dynamen hervorrufen würde. Die Realisierung dieses pauschalen 
V olterraschen Distorsionszustandes kann man sich im Gedankenversuch etwa 
so yorstellen, daß man den Körper durch Zerschneiden in geeigneten Quer-
schnitten F' einfach zusammenhängend macht derart, daß man vor dem 
Durchtrennen die beiden "Ufer" F' (+) und F' (-) bis zur völligen Starrheit 
versteift (Abb. A5.1 b). Nach dem Schnitt bilden diese Versteifungen "Krusten-
hüllen" ([98J, Ziff.2b), welche eine Entspannung des Körpers nur so weit 
zulassen, als dies durch eine starre Bewegung der Schnittflächenufer gegen-
einander möglich ist; die Inkompatibilität'[j im Innern des Körpers bleibt bei 
dieser modifizierten Schnittoperation unverändert. Die Verschiebungs- und 
Drehsprünge des pauschalen Volterraschen Distorsionszustandes erhält man 
nach Umkehrung des Vorzeichens aus den Relativbewegungen der versteiften 
Schnittflächenufer (Abb. A5.1 cl. 
Diese Definition des pauschalen Volterraschen Distorsionszustandes hat den 
Vorteil, daß sie nur von dem betrachteten Körper und seinem elastischen 
Zustand abhängt. Trotzdem ist sie für unsere Zwecke unbrauchbar, da sich 
der pauschale Volterrasche Distorsionszustand nicht ohne Lösung von Rand-
wertproblemen des in ([98J, Ziff.5b) beschriebenen Typs aus der Extra-
dehnung §Q bestimmen läßt; wir benötigen aber zur Umformung von (3.4.24) 
Größen, die sich einerseits aus der als bekannt vorausgesetzten Spannungs-
~.lllktion i des Zu~tandes !" und andererseits aus der gegebenen Extradehnung 
§Q des Zustandes I" durch algebraische Umformungen, Differentiationen oder 
Quadraturen bestimmen lassen. 'ViI' definieren daher mit Hilfe eines festen 
Systems von l'mläufen Ir. um das Außengebiet am A-ten Loch den "be-
zogenen Volterraschen Distorsionszustand zu den Umläufen Ir'" durch die 
Verschiebungs- und Drehsprünge 
Digitale Bibliothek Braunschweig
http://www.digibib.tu-bs.de/?docid=00047869
Iterationsverfahren und Operatorgleichungen in der Elastizitätstheorie 3:W 
b ((I,,) = 9i V X § (~) . d~) (A5.8) 
«1 ,,) 
wobei unter 
(A5.9) 
die elastische Dehnung (3.3.24) zu verstehen ist. Da die Integrale (A5.7-8) 
definitionsgemäß verschwinden müssen. wenn man an Stelle von §E die 
Gesamtdehnung §G einsetzt ([98], Ziff. 3), folgt mit (3.3.26) 
(J0 ((I;.) = - 9i d~ . (§Q (~) + (§Q (~) X v) X (~ - ~o)) 
«1 ;) 
b ((I,,) = - 9i V X §Q (~) . d~ 
(<1;.) 
(A5.10) 
(A5.11) 
Dies ist die gesuchte Darstellung des bezogenen Volterraschen Distorsions-
zustandes zu den Umläufen (I;.; sie geht, wie verlangt, durch Differentiation 
und Quadratur aus der gegebenen Extradehnung §Q hen-or. 
Wir wenden dies auf das Umlaufintegral auf der rechten Seite von (3.4.24) 
an, das wir nun über einen kanonischen Umlauf (Io erstrecken *), d. h. einen 
Umlauf um die gesamte Oberfläche des Körpers, der durch zweimalige Durch-
laufung der Schnittkurve einer kanonischen Zerschneidung [160] der Oberfläche 
gebildet wird ([98], Ziff.5), und wie er in Abb. A5.1 a für das Beispiel des 
Torus aufgezeichnet ist. Man erkennt, daß sich dieser kanonische Umlauf 
zerlegen läßt in "Doppelumläufe" vom Typ A um das Innengebiet und vom 
Typ B um das Außengebiet des Körpers. Die Doppelumläufe vom Typ A um 
das Innengebiet tragen zu dem Umlaufintegralnichts bei. Denn § und § X V 
sind von vornherein eindeutige OrtsfunktionelL während -il und V X -il. wie 
oben gezeigt, nur bei einem Umlauf um das Innengebiet springen können. 
also für die beiden Ufer I und 2 eines Doppelumlaufs vom T~'p A an deri<plben 
Stelle denselben \Vert haben müssen. Entsprechend dem entgegenge . ;etzten 
Durchlaufungssinn bei der Ufer verschwindet also der Beitrag aller Doppel-
umläufe vom Typ A. 
Das Linienintegral über einen kanonischen Umlauf reduziert sich also auf die 
Beiträge der Doppelumläufe vom Typ B um jedes Loch der Brezel. Wir ver-
wenden nun die Ufer 2 der Doppelumläufe vom Typ B ab feste Umläufp (I;. 
zur Definition der bezogenen Volterraschen Distorsionszustände nach (A5. 7-11) : 
die jeweiligen Ufer I entsprechen dann der gleichen. aber im entgegenge~etzten 
Sinn durchlaufenen Kurve, wie dies in Abb. A5.2 a für einen dreifach zu-
sammenhängenden Körper skizziert ist **). Bezeichnen wir mit fu1 und ~12 
*) "gI. Fußnote S. 325. '''ir weisen auf diese Erweiterung im folgenden nieht mehr be-
sonders hin. 
**) Zur Definition der Zusammenhangszahlen vgI. ([98]. Ziff. I d). Danach ist ein Kiirper 
mit n - 1 Löchern n-fach zusammenhängend und wird von einer (2 n -- 1 )·fach zu-
sammenhängenden Oberfläche begrenzt. 
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bzw. (V x fuh und (V X fu)2 die Werte der Funktion fu bzw. V X fu auf 
den Ufern I und 2 des jeweiligen Doppelumlaufs, so erhalten wir 
}~d~' ((~ X V)·Ql - ~. (V X fu)) 
(6:,) 
n-l 
=}L~d~'((~X V)·(fu2-ful)-~ .(('17 X Ql)2-(V X 
.. ~ 1 (6: .. ) 
(A5.12) 
a) 
Abb.A5.2. Bezogene Volterrasche Distorsionszustände 
a) Doppelumläufe vom Typ B 
b) Zerschneidung des Außengebiets 
c) Verbiegung eines Umlaufs 6: A 
Unter Beachtung der Rechtsschraubenregel für zusammengehörige Umläufe 
um Innen. und Außengebiet leitet man aus (A5.3-5) ab 
~ ~ ~ 
Ql2 - Qll = - Mol (~) = - M~ - p;. X (; - ;0) 
(V X fu)2 - (V X Qlit = - 2 Pol 
(A5.13) 
(A5.14) 
Durch Einsetzen in (A5.12) und Umformung nach (A5.7-8) folgt schließlich 
für das auf einem kanonischen Umlauf ausgeführte Linienintegral in (3.4.24) 
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. ~ (2;+ (~-~o) X (V X ~)) 'd~) 
(G:)) 
(A5.15) 
Als nächstes betrachten wir die beiden letzten Flächenintegrale in (3.4.24), 
die wir nun über die von dem kanonischen Umlauf <fo berandete Fläche F o 
ausgeführt denken, welche die ganze Oberfläche So überdeckt. 'Vegen des 
Sprungs von ii und V X ii auf den Doppelumläufen vom Typ B läßt sich 
dieses Integral nicht mehr durch ein Integral über die geschlossene Ober-
fläche So erset.zen; dies wäre aber die Voraussetzung für die Anwendbarkeit 
des Gaußsehen Satzes. Es besteht nun entweder die Möglichkeit, die berandete 
Fläche F o unter geeigneter Berücksichtigung der SprungsteIlen - etwa durch 
Einführung von Distributionen auf den Kurven <f" [88-90J - zur vollen 
Oberfläche So zu ergänzen, oder aber den Gaußschen Satz statt auf das Innere 
des betrachteten Körpers KO auf einen anderen räumlichen Bereich anzu-
wenden, in welchem sich liL und V X & eindeutig erklären lassen. 
Einen solchen räumlichen Bereich erhält man, wenn man das Außengebiet 
durch Flächen Fl m~ den bei den Schnittufern F" (+) und F;. (_) zertrennt 
derart, daß das Ufer F" H durch das rfer 2 des Doppelumlauf,,; um das A-te 
Loch, also den Umlauf <f;., und das Ufer F,,(+) durch das efer 1 des Doppel-
umlaufs aufgespannt ,drd (Abb. A5.2b). Im Außengebiet der durch die Zu-
sammensetzung der Flächen F o, FJ.(+) und F;'H gebildeten einfach zu-
sammenhängenden und geschlossenen Fläche F* können die Funktionen & 
und V X ii durch Fortsetzung von der Fläche F* im; Außengebiet eindeutig 
erklärt werden; man kann diese Fortsetzung, und ebenso die Fortsetzung der 
Funktion t, derart wählen, daß die Integranden der beiden letzten Flächen-
integrale in (3.4.24) nach außen stärker als das reziproke Abstandsquadrat 
abnehmen und die Ausdrücke, die sich daraus nach Ersatz von n d! durch V 
ergeben, stärker als die dritte Potenz des reziproken Abstandes. Damit ist 
die Anwendbarkeit des Gaußschen Satzes auf das Außengebiet der Fläche F* 
gesichert. 
Bezeichnen wir nun zur Abkürzung den ins Innengebiet weisenden ~ormalen­
vektor des Flächenelements von F* mit 
dr=-df=-ndt (A5.16) 
und das Außengebiet von F* mit f*, so erhalten wir durch Anwcndung des 
Gaußschen Satzes auf die bei den letzten, über F* erstreckten Flächenintegrale 
von (3.4.24) 
22 Wissenschaftl. Abhandl. XIV, 1962 
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l~ 1-; ~ l~ 1-: ~ 
- 2 'f U· (v x § x ~). V df + 2 ':Y v . (v x § x ~). udf 
(F") (F") 
IJ..- IJ.. -
=2':Y df· ( ... )·V -2':Y v· ( ... )·df 
~~ ~~ 
=~~ v·( ... )·vdV-~~ v·( .. ·)·vdV = 0 (A5.17) 
cv") (v*) 
Andererseits gilt für eine beliebige, vektorielle oder tensorielle Ortsfunktion 
A = A C!:), wenn man F). - gleich dem Ufer F). (_) - so orientiert, daß die 
Fläche zur Linken des Umlaufs <r.< liegt: 
n-l p dr· A = - S U· A dt + L ( J dr· A - J dr· A) 
(F") (F,) )'~l (FÄ(_») (FÄ(+») 
n-l 
= - S u·Adf+ L S dT· (A 2 -A 1) 
(F,) Ä~ 1 (F.<) (A5.18) 
wo A 2 und Al die Werte der Funktion A auf F).(+) und F.«_) sind. Somit 
erhalten wir aus (A5.17) nach Umformung mit (A5.13-14), (A5.8) und ([98], 
Gl. (5.2-3)) 
-~~ u·(···)·V df+~~ V ·( ... )·udf 
(F,) (F,) 
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+ S (dr'('1 X ~ X V) X (~-~O)'p';+ J dr'('1 X :).((~- ~o) V . frA (P~ ~~ 
- frA'1'(~-~O)) - J (V X:)· .IfrA·df - S dr' (\7 X;). JA) 
(PA) (FA) 
=} x:: ( M~' b (6:,,) + 1A' bO (6:A) - 2 JA . ~ ;. d~ - 0 + fr" . ~:. d~)) 
(1A) (1A) 
(A5.19) 
Nun erstrecken wir die beiden Flächenintegrale auf der linken Seite von 
(3.4.24) sowie das restliche Flächenintegral auf der rechten Seite über die von 
dem kanonischen Umlauf 6:0 berandete Fläche F o und beachten, daß wir zwar 
für die einwertigen Funktionen unter den Integralen der linken Seite, nicht 
aber für den mehrwertigen Integranden auf der rechten Seite die berandete 
Fläche F o durch die geschlossene Oberfläche So ersetzen dürfen. Damit erhalten 
wir nach Zusammenfassung von (3.4.24), (A5.15) und (A5.19) 
S (v X Z X n) .. ~ d! - Si·· (V X ~ X n) d! 
(8,l (8,l-
= nil (iI~ . b (6:,,) + ft;. . bO(6:A))- S &. Ink ~ . n d! 
)'~l (p.) 
(A5.20) 
Die Verschiebungssprünge bO (<rü und die Drehsprünge b ((fA) des in f" ent-
haltenen bezogenen Volterraschen Distorsionszustandes zu den Umläufen 6:A 
sind nach (A5.10-11) aus der Extradehnung ;Q zu berechnen. 
Es ist nun klar, wie man bei mehrfach zusammenhängenden Körpern die 
Gleichungen (3.4.26-28) von Satz 4, § 3.4, zu ergänzen hat, und auch die 
Anwendung auf die Iteration mit Eigenspannungszuständen von § 3.6 sowie 
die gemischte Iteration von § 3.7 macht keine Sch\vierigkeiten mehr. Deshalb 
verzichten wir daranf, die notwendigen Ergänzungen der Formeln (3.4.26-28), 
(3.6.2-13) und (3.7.31-35,40) durch die Beiträge der bezogenen Volterraschen 
Distorsionszustände ausdrücklich anzuschreiben. Die Endformeln von (3.6.13) 
und (3.7.40) bleiben jedenfalls erhalten und mit ihnen alle daraus gezogenen 
Folgerungen. 
Natürlich hängen die bezogenen Volterraschen Distorsionszustände und mit 
ihnen ihre Beiträge zur elastischen Wechselwirkungsenergie {f', t"} von der 
willkürlich wählbaren Gestalt der Umläufe 6: .. um das Ä-te Loch ab. Dasselbe 
gilt freilich auch für das Flächenintegral auf der rechten Seite von (A5.20); 
man muß aber auf alle Fälle fordern können, daß die Summe der beiden 
Ausdrücke auf der rechten Seite von (A5.20) bei einer beliebigen Verbiegung 
des Umlaufs 6:A unverändert bleibt. Dies ist tatsächlich der Fall. Wir denken 
uns nach Abb. A5.2c den Umlauf (fÄ zum Umlauf (f~ verbogen; dadurch 
wird die vom "Differenzumlauf" LI 6: .. berandete Fläche LI F o auf der linken 
22* 
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Seite des Umlaufs zu F o hinzugefügt und auf der rechten Seite wieder ab-
gezogen. Für die neue Vektorfunktion >21' in LI F o gilt nach (A5.13) 
(A5.21) 
Man sieht dies leicht ein, wenn man überlegt, daß die Sprungbeziehung (A5.13) 
für jede Lage von 6:~ beim Überstreichen von LI F o gilt. Bezeichnen wir mit 
F~ die durch die Verbiegung von 6:" in 6:; abgeänderte Fläche F o, so erhalten 
wir oie zugehörige Veränderung des Flächenintegrals in (A5.20) 
LI ~ fu· Ink ~ . n d f = ~ fu· Ink ~ . n d f - ~ fu· Ink ~ . n d f 
(P,) (F,') (F,) 
(A5.22) 
Nach ([98], GI. (5.3--4)) wird aber daraus 
...... ......... "" "" 
LI ~ Qt. Ink § . n d! = M~ . LI S (6:») + P" . LI bO (6:,,) (A5.23) 
(Fo) 
wo LI {)O (6:,,) und LI b (6:,,) die mit der Verbiegung von 6:" verbundenen Ver-
~ ~ 
änderungen von Verschiebungs- und Drehsprung sind. Da .M~ und P" von 
der Gestalt des Umlaufs 6:" nicht abhängen, ist dies entgegengesetzt gleich 
der Veränderung des ersten Gliedes auf der rechten Seite von (A5.20). Die 
rechte Seite von (A5.20) ist also, wie es sein muß, invariant gegen beliebige 
stetige Verbiegungen der Umläufe 6:". 
Anhang 6: Ergänzung zu § 4.4. Herleitung von (4.4.79-81) 
Aus zwei in ([40], S.36) angegebenen Hilfsgleichungen leiten wir zunächst 
die folgenden Hilfsformeln ab; 
2:< 
1-)-1 cotg cp" ;- cp sin (cp' - cp") dq;" = 2 n cos (cp' - cp) 
o 
\ " I-r' cotg cp ;- cp cos (cp' - cp") dcp" = - 2 n sin (cp' - cp) 
o 
2 .. "t 
\ cp' - cp" , r' cos (cpl> - Cf) cotg 2 dcp" = - 2 n sin (cp' - cp) 
o 
(A6.I) 
(A6.2) 
(A6.3) 
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Für das erste Glied von kii) (s, s') in (4.4.77) erhalten wir dann 
1 th k ( ") k (" ') d " I (3 vIt - 1)2, 1 ) 
-':Y-1 11 s,s 11 S ,s S = 8na 8v1t2 cos (q; - rp) + vlt2 (Aß.4) 
(S) 
und für das zweite Glied von k~~) (s, s') 
th k ( ") k (" ') d " I (3 vIt - 1)2, ) 1-':Y-1 22 s, s 22 S ,s s = 8n a ~-2 -cos (rp - rp) + 1 (Aß.5) 
(~ . 
Das zweite Glied von k~i) (s, s') und das erste Glied von k~~ (s, s') erhält man 
aus dem folgenden Integralausdruck 
I-~-I k12 (s, s") k 21 (s", s') ds" = I-~-I k 21 (s, s") k12 (8", s') ds" 
(S) 
2" 
1 ~ (vIt - 1)2 rp" - rp q;' - q;" 
= - --1- -I cotg --- cotcr ---
lß n 2 a 4 vlt2 2 "':2 
o 
+ (3v1t - 1)2 . (" )' (' " vIt - 1 3v1t - 1 4 vlt2 sm rp - rp sm rp - rp ) - 2 JI 2 vIt X 
" , " ) X (eotg rp 2- rp sin (rp' - rp") + sin (q;" - q;) cotg rp ~ Cf' 1 drp" (Aß.ß) 
Hier liefert das zweite Glied der rechten Seite ein gewöhnliches Integral, 
während das erste mit Hilfe der Hilbertschen Formel und das dritte mit (Aß.I) 
auszurechnen ist.. Symbolisieren wir das erste Glied der Hilbertschen Formel 
(4.4.78) durch die Diracsehe Deltafunktion b(l) (s' - s) unter dem Integral-
zeichen, so erhalten wir 
r-f-'( ... ) ds" 
(S) 
(Jt-l)2, 1 Vt-l)2 
= Ißvlt2 b(l) (8 - s) - 8 na 4v1t2 
, I (3 vIt - 1)2 , ) I 1 (J! - 1) (3 JI - 1) ~ (' ) 
T cos (rp - q; T -- If co" rp - rp 8na 8v1t2 8:-ra 4Jn 2 
_ (J! - 1)2 ~(l) ( , _ ) 
- u 8 8 
Iß vlt2 
_1_ (7 vIt - 5) (3v1t - 1) (' _ ) _ (Jf - 1)2') 
+ 8na 8v1t2 cos Cf T 4J{2 (Aß.7) 
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Die Komponenten k~~) (s, s') = k~i) (s, s') setzen sich aus gewöhnlichen Inte-
gralen und Cauchyschen Hauptwerten nach (A6.1-3) zusammen; für das erste 
Glied erhält man 
1-~ -I kll (s, s") kI2 (s", s') ds" = 1-~ -I k 2I (s, s") kll (s", s') ds" 
(8) (8) 
1 (3.ß - 1) (5.ß - 3) . (' ) 
= - -- sm ({J - ({J 
8na 8.ß2 (A6.8) 
und für das zweite Glied 
I- ~-I k I2 (s, s") k 22 (s", s') ds" = 1-~-I k 22 (s, s") k 2I (s", s') ds" 
(5) (5) 
1 (3.ß - 1) (5.ß - 3) . (' ) 
= - -- sm ({J - ({J 8na 8.ß'l. (A6.9) 
Trennen wir den Beitrag der Deltafunktion in (A6.7) ab, fassen zusammen 
und setzen in (4.4.76) ein, so erhalten wir (4.4.79-80) und damit auch (4.4.81). 
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