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DECAY PROPERTIES OF QUADRATIC MARKOV BRANCHING
PROCESSES
ANYUE CHEN, YONG CHEN, WU-JUN GAO, AND YING LI
ABSTRACT. For a quadratic Markov branching process, we show that the decay pa-
rameter is equal to the first eigenvalue of a Sturm-Livioulle operator associated with
the PDE that the generating function of the transition probability satisfies. The proof is
based on the spectral properties of the Sturm-Livioulle operator. Both the upper and the
lower bound of the decay parameter are given explicitly by means of a version of Hardy
inequality. We also give two illustrated examples. Moreover, a monotonic property of
the decay parameter which has its own independent interest is shown for non-linear
Markov branching process.
Keywords: quadratic branching process, decay parameter, Sturm-Livioulle equa-
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1. INTRODUCTION
The motivation of the present paper is to study the decay property of the non-linear
Markov branching process. Let pk, k ≥ 0, denote a sequence of non-negative numbers
such that
∑∞
k=0 pk = 1, and let f(s) =
∑∞
k=0 pks
k, 0 ≤ s ≤ 1, denote the probability
generating function of this sequence. To motivate real-world context, some authors
assume that p1 = 0, but we do not need this assumption here. Suppose that 0 < a <∞.
Define
u(s) = a[f(s)− s].
Letm = f ′(1) and u′(1) = a(m− 1). In order to avoid trivialities, we assume through-
out that
0 < p0 < 1− p1.
Definition 1.1. A continuous-time non-linear Markov branching process (MBP) with
basic generating function f(s) and parameters a > 0, θ ≥ 0, is a continuous-time
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parameter Markov chain with state space Z+ = {0, 1, . . . } and q-matrix defined by
(1.1) qij(θ) =


0, if j < i− 1
−iθa(1− p1) if j = i
iθapj−i+1, if j ≥ i− 1, j 6= i.
When m ≤ 1, the jump chain almost surely hits the absorbing zero state. Thus,
there is a unique Q-function. Uniqueness may not hold if m > 1, but in all cases, the
forward Kolmogorov system has exactly one solution, given an initial starting state [4].
The corresponding Markov process {Z(t); t ≥ 0} is defined to be the non-linear MBP
and denoted by MBP(θ). Also, denote the corresponding q-matrix by Q(θ). According
to the different values of θ we can further divide the non-linear MBP into several sub-
classes. More specifically, if 0 < θ < 1, then the process as well as the q-matrix is
called sub-linear; while if θ > 1, then the process as well as the q-matrix is called super-
linear. In particular, if θ = 2, the non-linear MBP is called quadratic. The ordinary
MBP which corresponds θ = 1, is called linear.
Let P (t) = (Pij(t)) denote the transition function where Pij(t) = P (Zt = j |Z0 =
i). Denote the communicating class for the transition function P (t) as C. The decay
parameter of C is defined by
(1.2) λC(θ) = − lim
t→∞
1
t
logPij(t).
General theory asserts the existence of the limit and that it is independent of i, j ∈ C. It
is easy to check that
λC(θ) = inf
{
λ ≥ 0,
∫ ∞
0
Pij(t)e
λtdt =∞, i, j ∈ C
}
.(1.3)
The following representation of the decay parameter is rephrased from Theorem 3.3.2(iii)
of [11].
Theorem 1.2 (Jacka and Roberts). Let Z = {Zt; t ≥ 0} be a non-explosive Z+-valued
continuous-time homogeneous Markov chain and let Pi denote the distribution of Z
conditional on Z0 = i, i ∈ Z+. Assume Z is evanescent, that is, (i) 0 is an absorbing
state, (ii) Pi(τ > t) > 0 for all i ∈ N and t ∈ R+, where τ = inf {t ≥ 0, Zt = 0}, and
(iii) N forms a single inessential class for Z. Let xi(t) denote Pi(τ > t). If the set
N0 = {i ∈ N : qi0 > 0}
is finite, then
(1.4) λC = inf
{
λ ≥ 0 :
∫ ∞
0
eλtxi(t) dt =∞
}
= − lim
t→∞
log xi(t)
t
.
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We also mention that if Z = {Zt; t ≥ 0} is uniformizable, which means that the
matrix Q = (qij) of transition rates satisfies −qii < c for some constant c and all i ∈ N,
then the representation (1.4) holds [9]. But this condition is not valid for our MBP(θ).
For the MBP(θ), we shall discuss the cases that θ is neither 0 nor 1. Indeed, if θ = 1,
this is the MBP case and the corresponding decay properties are well-known, while if
θ = 0, these properties have been fully discussed, see, for example, Chen et al [5].
In the present paper, we shall mainly focus on the quadratic case, i.e., θ = 2. But our
first result is general for the non-linear MBP(θ), which shows a monotonic property of
λC(θ) and gives an estimate of λC(2).
Theorem 1.3. If 0 ≤ θ1 < θ2, then we have
(1.5) λC(θ1) ≤ λC(θ2).
Specially, we have
(1.6) − u′(q) ≤ λC(2) ≤ a(1− p1),
where q is the smallest positive zero of u(s). Moreover, ifm < 1 then
(1.7) a(1−m) ≤ λC(2) ≤ a(1− p1).
Our second result is a representation theorem of λC(2) by means of the classical
generating function method. Denote {Fi(s, t); i ∈ Z+} the generating functions of Q-
function P (t), that is to say,
Fi(s, t) =
∞∑
j=0
pij(t)s
j , (i ≥ 0).
Denote
(1.8) w(s) =
1
u(s)
, J = (0, 1).
Consider the differential expressionM defined by
(1.9) My := (−sy′(s))′, y ∈ H = L2(J, w).
It is known [4] that Fi(s, t) is the unique solution of the equation
(1.10)
∂
∂t
Fi(s, t) = −w−1MFi(s, t), (t, s) ∈ (0,∞)× (0, 1)
with initial condition
Fi(s, 0) = s
i.
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To solve the PDE (1.10), we will make use of the Sturm-Livioulle theory. We firstly
find the suitable self-adjoint realization (S, D(S)) of the minimal operator Smin of
(M,w) on J (see Definition 2.1), and then study the spectral properties of (S, D(S)).
The following is our representation theorem of λC(2).
Theorem 1.4. Ifm < 1, then the decay parameter λC(2) is equal to the first eigenvalue
ℓ0 of the self-adjoint Sturm-Livioulle operator (S,D(S)) defined by
Sg = w−1Mg, for g ∈ D(S),(1.11)
D(S) = {y + cv1 : y ∈ Dmin, c ∈ R} ,(1.12)
where Dmin is the minimal domain of Smin, and v1 is a C
∞(J) function such that
(1.13) v1(s) =
{
1, when 0 < s < c1,
0, when c2 < s < 1.
with 0 < c1 < c2 < 1.
Our last result is the variational formulae of the first eigenvalue ℓ0 which gives a better
upper and lower bound of λC(2).
Theorem 1.5. If m < 1, then the variational formulae of the first eigenvalue ℓ0 of the
operator (S,D(S)) is
ℓ0 = inf
{ ∫ 1
0
s
(
g′(s)
)2
ds∫ 1
0
g2(s)w(s)ds
: g 6≡ 0, g ∈ C∞c (J)
}
.(1.14)
Furthermore, ℓ0 has lower and upper bounds
(1.15)
1
4D2
≤ ℓ0 ≤ 1
D2
,
where D2 is given by
(1.16) D2 := sup
s∈(0,1)
{
(− log s) · ( ∫ s
0
1
u(r)
dr
)}
.
Remark 1.6. (i) A simple calculation implies that D2 satisifes
(log 2)2
ap0
≤ D2 ≤ (log 2)
2
a(1−m) ,(1.17)
which implies
a(1−m)
4(log 2)2
≤ λC(2) ≤ ap0
(log 2)2
.
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(ii) The variational formulae (1.14) implies that the decay parameter λC(2) is an
increasing function of u(s). That is to say, if u1(s) ≥ u2(s), s ∈ (0, 1), then the
decay parameter λC(2) associated with u1(s) is larger than that associated with
u2(s).
(iii) A variational representation of the decay parameter is proposed which is in terms
of the rate function of the large deviation principle of the empirical measures of
the process Zt in [6]. But it is known that the simple closed form formulas for
rate functions are rare.
(iv) Both Theorem 1.4 and Theorem 1.5 can be extended to the case m > 1 easily.
In fact, let J¯ = (0, q) with q the smallest positive zero of u(s) and consider the
Hilbert space H¯ = L2(J¯ , w). The identities (1.13 ), (1.14) and (1.16) should be
changed accordingly. The casem = 1 may be a little different.
Next, we give two special examples of quadratic branching processes.
Example 1.7 ( Quadratic birth–death processes). When pj ≡ 0, ∀j ≥ 3, the quadratic
branching process (1.1) degenerates to a birth-death process with the birth rate and death
rate {
νn = ap2n
2,
µn = ap0n
2.
Then the conditionm < 1 means that p2 < p0. Let κ =
p2
p0
. The reader can check that
D2 =
1
(p0 − p2)a sups∈(0,1)
{
(− log s)(log 1− κs
1− s )
}
=
[
log(1 +
√
1− κ)]2
(p0 − p2)a ,
which implies that
(p0 − p2)a
4
[
log(1 +
√
1− κ)]2 ≤ λC(2) ≤
(p0 − p2)a[
log(1 +
√
1− κ)]2 .
When p2 → p0−, the limit of the lower bound is ap04 , which is the exact value of the
decay parameter λC when p2 = p0. See [7, 16].
Comparing our results with Chen’s bound [7], we find that our lower bound estimate
is better than the estimate in [7, Thorem 4.2]
1
4δ
≤ λC(2) ≤ 1
δ
,
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but worse than the improved estimate [7, Corollary 4.4]
1
δ1
≤ λC(2) ≤ 1
δ′1
.
For more details of δ, δ1, δ
′
1, please refer to [7, Section 4].
Example 1.8 (Quadratic branching processes with p0 > 0, p3 > 0, pj ≡ 0, ∀j ≥ 4).
We have
u(s) = a(s− 1)[p3s2 + (p2 + p3)s− p0].
Hence m < 1 implies that there are two solutions s1, s2 of u(s) = 0 such that
−s1 > s2 > 1.
Then the reader can check that the function
φ(s) = (− log s)(
∫ s
0
dr
u(r)
)
is concave on (0, 1) and there is only one stationary point s0 of the function u(s), i.e.,
u′(s0) = 0. Hence
D2 = sup
s∈(0,1)
φ(s) = φ(s0),
and
1
4φ(s0)
≤ λC(2) ≤ 1
φ(s0)
.
Finally, a followup paper with an application of our methods to other types Q-processes
such as collision processes is in preparation.
2. PROOF OF THEOREM 1.3 AND THE STURM-LIVIOULLE THEORY
2.1. Proof of Theorem 1.3.
Proof. Proposition 5.4.1 of [1] and remark (3) preceding Lemma 5.2.7 of [1] imply that
λC(θ) is equal to the largest value of µ ≥ 0 for which there exists a µ-subinvariant
measure for Q(θ) on C. Hence, to prove (1.5), we need only show that for any µ ≥ 0, if
there exists an µ−subinvariant vector for Q(θ1), then there must exist a µ-subinvariant
vector for Q(θ2).
Now, suppose that {xj; j ≥ 0} is an µ-subinvariant vector for Q(θ1), then
∞∑
j=i−1
j 6=i
iθ1apj−i+1xj ≤
[
iθ1a(1− p1)− µ
]
xi (xi ≥ 1)
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which can be rewritten as
∞∑
j=i−1
j 6=i
apj−i+1xj ≤
[
a(1− p1)− µ
iθ1
]
xi.(2.1)
Hence, we have
iθ2
∞∑
j=i−1
j 6=i
apj−i+1xj ≤
[
iθ2a(1− p1)− µ · i
θ2
iθ1
]
xi, (i ≥ 1)(2.2)
Noting that θ2 > θ1 ≥ 0 and thus for any i ≥ 1, iθ2 ≥ iθ1 , then yields
∞∑
j=i−1
j 6=i
iθ2apj−i+1xj ≤
[
iθ2a(1− p1)− µ
]
xi, (i ≥ 1).(2.3)
Now (2.3) shows that {xj; j ≥ 1} is an µ-subinvariant vector for Q(θ2) which ends the
proof of (1.5).
Recall that λC(1) = −u′(q) and whenm < 1, q = 1, we have the first inequalities of
(1.6) and (1.7). The second inequalities of (1.6) and (1.7) are from the well-known fact
λC(2) ≤ inf i∈C {−qii(2)}. 
2.2. Sturm-Livioulle theory. For the differential expressionM given by
My(s) := −(p(s)y′(s))′ + q(s)y(s), λ ∈ R, on J,
with
(2.4) J = (a, b), −∞ ≤ a < b ≤ ∞, 1/p, q, w ∈ Lloc(J, R),
the following definitions are taken from [17].
Definition 2.1. (The maximal and minimal operators) The maximal domain Dmax of
M on J with weight function w > 0 is defined by
Dmax =
{
g ∈ L2(J, w) : g, pg′ ∈ ACloc(I), w−1Mg ∈ L2(J, w)
}
.
Define
Smaxg = w
−1Mg, for g ∈ Dmax,
S ′ming = w
−1Mg, for g ∈ Dmax, g has compact support in J.
Then Smax is called the maximal operator of (M,w) on J , S
′
min is called the preminimal
operator and the minimal operator Smin of (M,w) on J is defined as the closure of S
′
min.
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Any self-adjoint extension of the minimal operator Smin satisfies
Smin ⊂ S = S∗ ⊂ Smax.
It is well-known that the domainD(S) is determined by two-point boundary conditions
which depend on the limit-circle/limit-point classification of the endpoints.
Definition 2.2. Consider the Sturm-Livioulle equation
(2.5) My(s) = ℓw(s)y(s).
The endpoint a
• is regular if, in addition to (2.4),
1/p, q, w ∈ L((a, d), R)
holds for some (and hence any) d ∈ J ;
• is limit-circle (LC) if all solutions of the equation (2.5) are in L2((a, d), |w|) for
some (and hence any) d ∈ (a, b);
• is limit-point (LP) if it is not limit-circle.
Similar definitions are made at endpoint b. An endpoint is called singular if it is not
regular. It is well-known that the LC, LP, classification are independent of ℓ ∈ R.
Lemma 2.3. Let (M,w) be given as (1.8) and (1.9). Then the endpoints s = 0 and
s = 1 are limit circle and limit point respectively. Both s = 0 and s = 1 are singular.
Proof. Let v¯1(s) ≡ 1 and v2(s) = log s on (0,1). Taking ℓ = 0, it is easy to see that
v¯1, v2 are nontrivial linearly independent solutions of the equation
My(s) = (−sy′(s))′ = ℓw(s)y(s).
Since w(s) = 1
(1−s)A(s)
where A(s) > 0 and analytic on [0, 1], we see that v¯1, v2 ∈
L2((0, d), w)) and v¯1 /∈ L2((d, 1), w)) with d ∈ (0, 1). Hence, by Definition 2.2, the
endpoints t = 0 and t = 1 are limit circle and limit point respectively.
It is clear that 1
s
/∈ L((0, d),R) and w /∈ L((d, 1),R). Hence, The endpoints s = 0
and s = 1 are singular. 
Proposition 2.4. Let v1 ∈ C∞(J) be given as in (1.13). Then
D(S) =
{
y ∈ Dmax : lim
s→0+
sy′(s) = 0
}
(2.6)
= {y + cv1 : y ∈ Dmin, c ∈ R} .(2.7)
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is a self-adjoint domain. Moreover, (S,D(S)) is the unique self-adjoint extension of
Smin such that y(s) = s− 1 belongs to the domainD(S).
Proof. v1 can be constructed by means of the smooth cut-off function, please refer to
[3, p.47] for details. Let v2(s) = log s and ℓ = 0.
Let p(s) = s. For y and z in the expression domain of M , the Lagrange sesqulinear
form [, ] is given by
[y, z] : = ypz′ − zpy′.
It is known that for any y, z ∈ Dmax both limits
[y, z](0) = lim
s→0+
[y, z](s), [y, z](1) lim
s→1−
[y, z](s)
exist and are finite. See [17, Lemma10.2.3].
It is clear that v1, v2 are nontrivial real solution of the equation
My(s) = (−sy′(s))′ = ℓw(s)y(s)
on (0, c1) satisfying that [v1, v2](s) = 1, s ∈ (0, c1). When y ∈ Dmax, we have that
[y, v1](0) = lim
s→0+
[y, v1](s) = − lim
s→0+
sy′(s),
[y, v2](0) = lim
s→0+
[y, v2](s) = lim
s→0+
(y(s)− s log sy′(s)).
Since 0 is limit circle and 1 is limit point, Theorem 10.4.5 of [17] says that D(S) is
a self-adjoint domain if and only if there exist A1, A2 ∈ R with (A1, A2) 6= (0, 0), such
that
D(S) = {y ∈ Dmax : A1 · [y, v1](0) + A2 · [y, v2](0) = 0}
holds. Now taking (A1, A2) = (1, 0), we obtain (2.6).
It is easy to check that v1, v2 ∈ Dmax. Since [v1, v2](0) = 1, we have v1 /∈ Dmin.
It is clear that sv′1(s) = 0 on (0, c1). Thus, v1 ∈ D(S)/Dmin. Note that the deficiency
index ofM on J is d = 1. The identity (2.7) holds.
When y(s) = s− 1, we see that [y, v1](0) = 0, [y, v2](0) = −1. If (A1, A2) 6= (0, 0)
satisfies A1 · [y, v1](0) + A2 · [y, v2](0) = 0 then A1 6= 0, A2 = 0. Hence, (2.6) is
the unique self-adjoint extension of Smin such that y(s) = s− 1 belongs to the domain
D(S). 
We show that the operator (S,D(S)) has the BD property, i.e., it is spectra discrete
and bounded below.
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Proposition 2.5. The operator (S,D(S)) has the BD property. Moreover, the spectrum
σ(S) is real, simple and discrete;
σ(S) = {ℓk ∈ R, k = 0, 1, 2, . . . }
ℓk < ℓk+1, ℓk →∞( as k →∞).
If ϕk is an eigenfunction of ℓk then ϕk ∈ C∞(J) and has exactly k zeros in J = (0, 1).
In addition, the set of eigenfunctions {ϕk, k ∈ Z+} is orthogonal and complete in H.
Proof. Denote
A[α, β] =
{
f : [α, β]→ R : f ∈ AC[α, β], f ′ ∈ L2(α, β), and f(α) = f(β) = 0} .
We denote u(s) = (1 − s)A(s). Then A(s) 6= 0 and is analytic in |s| ≤ 1. It follows
from Lemma 2.2 of [4] that
u(s) > 0 ∀s ∈ [0, 1),
A(s) > 0 ∀s ∈ [0, 1],(2.8)
where in the last inequality A(1) > 0 is from u′(1) = −A(1) < 0.
The proof follows the spirit of [2] and [10]. We need only show that for each real
number ℓ there is a δ > 0 which may be depend on ℓ so that if [α, β] ⊂ (0, ℓ) or
[α, β] ⊂ (1− δ, 1) and y ∈ A[α, β], y 6≡ 0, then
(2.9)
∫ β
α
{
s(y′(s))2 − ℓw(s)y2(s)} ds > 0.
To show the above inequality, we make use of a Hardy-type inequality [10]: if f ∈
A[α, β] with f 6≡ 0, then∫ β
α
1
s(log s)2
f 2(s)ds ≤ 4
∫ β
α
s[f ′(s)]2ds.(2.10)
For the endpoint s = 0, we have that for any ℓ ∈ R, when s > 0 is small enough,
1
4
1
s(log s)2
− ℓ
(1− s)A(s) ≥
1
4
1
s(log s)2
− ℓ
(1− s)m > 0,
where m > 0 is the minimum value of A(s) on [0, 1], and it follows from (2.10) that∫ β
α
{
s(y′)2 − λwy2} ds ≥ ∫ β
α
(1
4
1
s(log s)2
− ℓ
(1− s)A(s)
)
y2ds > 0.
For the endpoint s = 1, it follows from the well known inequality
s
1 + s
≤ log(1 + s) ≤ s, ∀s > −1,
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that when 0 < 1− s is small enough,
1
s(log s)2
=
1
s
(
log(1 + s− 1))2 ≥
1
s
s2
(1− s)2 =
s
(1− s)2 ,
1
4
1
s(log xs)2
− ℓ
(1− s)A(s) ≥
1
1− s
(1
4
s
1− s −
ℓ
m
)
> 0.
Together with (2.10), we have that for any ℓ ∈ R, when 0 < 1− s is small enough,∫ β
α
{
s(y′)2 − λwy2} ds ≥ ∫ β
α
(1
4
1
s(log s)2
− λ
(1− s)A(s)
)
y2ds > 0.
Therefore, (2.9) holds, which implies that the operator L has BD property. Since
the endpoint s = 1 is limit point, the other conclusions are given by the case (8.ii) of
Theorem 10.12.1 in [17, p.208] and Theorem XIII 4.2 of [8, p.1331]. 
Lemma 2.6. If f ∈ Dmin then
(2.11) 〈Sminf, f〉 ≥
∫ 1
0
s(f ′(s))2ds.
Proof. f ∈ Dmin implies that there exsits a series fn with compact support in J such
that fn → f and Sminfn → Sminf in H.
Hence, for any 0 < ǫ < s < 1, we have that as n→∞,
−sf ′n(s) + ǫf ′n(ǫ) =
∫ s
ǫ
(−rf ′n(r))′dr
→
∫ s
ǫ
(−rf ′(r))′dr
= −sf ′(s) + ǫf ′(ǫ).
Thanks to (2.6), by letting ǫ→ 0, we see that f ′n(s) → f ′(s) holds for all s ∈ J .
Moreover, integration by parts implies that
〈Sminf, f〉 = lim
n→∞
〈Sminfn, fn〉
= lim
n→∞
∫ 1
0
(−sf ′n(s))′fn(s)ds
= lim
n→∞
∫ 1
0
s(f ′n(s))
2ds
≥
∫ 1
0
s(f ′(s))2ds,
where the last line is by Fatou’s lemma. 
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Proposition 2.7. (S,D(S)) is a non-negative self-adjoint operator on H .
Proof. Let v1 be given as in (1.13). The identity (2.7) implies that we need only show
that 〈S(f + cv1), f + cv1〉 ≥ 0 holds for all f ∈ Dmin and c ∈ R. For simplicity, we
can assume that c = 1. Lemma 2.6 implies that
〈S(f + v1), f + v1〉 = 〈Sf, f〉+ 2〈Sf, v1〉+ 〈Sv1, v1〉
≥
∫ 1
0
s(f ′(s))2ds + 2〈Sf, v1〉+ 〈Sv1, v1〉.
By integration by parts, we see that
〈Sv1, v1〉 =
∫ 1
0
s(v′1(s))
2ds, 〈Sf, v1〉 =
∫ 1
0
sf ′(s)v′1(s)ds.
Hence,
|2〈Sf, v1〉| ≤
∫ 1
0
s[(f ′(s))2 + (v′1(s))
2]dt =
∫ 1
0
s(f ′(s))2ds+ 〈Sv1, v1〉.
Thus, we see that 〈S(f + v1), f + v1〉 ≥ 0. 
Corollary 2.8. The first eigenvalue of the operator (S,D(S)) is positive, i.e., ℓ0 > 0.
Proof. Proposition 2.7 implies that ℓ0 ≥ 0. We need only show that 0 is not an eigen-
value. In Lemma 2.3, we have shown that the solutions of the equation Sf ≡ 0 are
v1(s) ≡ 1 and v2(s) = log s on (0, 1). It is clear that neither v1 nor v2 is inD(S), which
implies that 0 is not an eigenvalue. Hence, ℓ0 > 0. 
3. PROOF OF THEOREM 1.4
3.1. A representation of the generating function. Since Fi(s, 0) /∈ D(S), we can not
apply the eigenfunction expansion theory inH directly. But it is clear that Fi(s, 0)−1 ∈
D(S). Hence, to get around this difficulty, we need only consider the equation of the
function F¯i(s, t) = 1 + Fi(s, t). Then we obtain
(3.1)
∂
∂t
F¯i(s, t) = −SFi(s, t), (s, t) ∈ (0, 1)× (0,∞)
with initial condition
F¯i(s, 0) = s
i − 1.
We will derive a series representation of F¯i(s, t) by the eigenfunction method.
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Proposition 3.1. In the sense of abstract Cauchy problems, the above PDE (3.1) has a
unique solution (one and only one solution) whose eigenfunction expansion is:
(3.2) F¯i(s, t) =
∞∑
k=0
a
(i)
k e
−tℓkϕk(s), s ∈ (0, 1)
where the series converges in L2(J, w), {ℓk, ϕk(s)} are the spectra of the operator
(S,D(S)) given in Proposition 2.5 and the coefficient
{
a
(i)
k
}
is given by
(3.3) a
(i)
k = 〈si − 1, ϕk(s)〉H.
Proof. We resort to the theory of semigroups of linear operators [15, chapter 4].
First, by Proposition 2.5 and Corollary 2.8, the Hille-Yosida theorem [15, Theorem
1.3.1] implies that (−S,D(S)) is the infinitesimal generator of a C0 semigroup of con-
tractions {T (t), t ≥ 0} on L2(J, w).
Second, it follows from [15, Theorem 4.1.3] that the abstract Cauchy problem (3.1)
has a unique solution u(t) = T (t)f for every initial value f ∈ D(S). Taking f = si−1,
we have that Fi(s, t) = T (t)f .
Third, by the spectral theorem of self-adjoint operator, the solution Fi(s, t) has the
following representation,
F¯i(s, t) =
∞∑
k=0
e−tℓkϕk(s)〈f, ϕk〉H =
∞∑
k=0
a
(i)
k e
−tℓk · ϕk(s).(3.4)

The following lemma ensures the series in (3.2) can be differentiated with respect to
s term by term.
Lemma 3.2. For each t ∈ [0,∞), the series∑∞k=0 a(i)k e−tℓkϕk(s) and∑∞k=0 a(i)k e−tℓkϕ′k(s)
converge absolutely and uniformly with respect to s in compact subset of J = (0, 1),
where ϕk
′ means the derivative of ϕk.
Proof. Since f = si − 1 ∈ D(S), we have that Ttf ∈ D(S) from Theorem 2.4 c)
of [15, p5]. Note that the second order differential operator (S,D(S)) has a complete
orthonormal set {ϕk} of eigenfunctions. Thus, Theorem XIII 4.3 of [8, p1332] implies
that the eigenfunction expansion
Ttf(s) =
∞∑
k=0
a
(j)
k e
−tℓkϕk(s)
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converges uniformly and absolutely on each compact subinterval of J = (0, 1), and
the series may be differentiated term by term with the differentiated series retaining the
properties of absolute and uniform convergence. 
Proposition 3.3. For any i ∈ N and for each t ∈ [0,∞), , we have that
(3.5) Pi1(t) +
∑
j=2
jPij(t)s
j−1 =
∞∑
k=0
a
(i)
k e
−tℓkϕk
′(s), s ∈ (0, 1).
Proof. The uniqueness of the solution to the PDE (3.1) implies that
∞∑
j=0
Pij(t)s
j = Fi(s, t) = 1 +
∞∑
k=0
a
(i)
k e
−tℓkϕk(s), s ∈ (0, 1).(3.6)
Because the series on the left hand side of (3.6) is an analytic function of s when |s| < 1
and the series on the right hand side of (3.6) can be differentiated about s ∈ (0, 1)
term by term, so we can differentiate term by term with respect to s the two series at
(3.6). 
Remark 3.4. We can characterize the decay parameter λC(2) just using Eq.(3.5). That
is to say, we do not need to take s → 0+ in Eq.(3.5) to obtain an explicit expression of
Pi1(t) as in previous work [13, 16].
3.2. The proof of Theorem 1.4.
Proposition 3.5. Ifm < 1, then the decay parameter λC(2) satisfies the inequality
(3.7) λC(2) ≥ ℓ0.
Proof. By taking t = 0 in Lemma 3.2, we see that the series
∑∞
k=0 a
(i)
k ϕ
′
k(x) is uni-
formly and absolutely convergent on every compact subset of I = (0, 1). Thus, by
the Weierstrass M-test, the series
∑∞
k=0 a
(i)
k e
−t(ℓk−λ)ϕ′k(s) is uniformly convergent with
respect to t ∈ [0,∞) for each s ∈ (0, 1).
Observe that P11(t) is dominated by the left-hand side of (3.5), so taking the Laplace
transform and integrating term by term we obtain the bound for each λ < ℓ0,∫ ∞
0
eλtP11(t)dt ≤
∫ ∞
0
eλt
∞∑
k=0
a
(1)
k e
−tℓkϕ
′
k(s)dt = −(Rλf)′(s), s ∈ (0, 1)
where f(s) = s − 1 and Rλ is the resolvent of S. The last equality is again from
Theorem XIII 4.3 of [8, p.1332] since Rλf ∈ D(S) (see [15, p.9]).
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Rλf ∈ D(S) also implies that |(Rλf)′(s)| < ∞ on any compact subinterval of J .
Thus,
(3.8)
∫ ∞
0
eλtP11(t)dt <∞, 0 ≤ λ < ℓ0,
which implies that
(3.9) λC(2) = sup
{
λ ≥ 0 :
∫ ∞
0
eλtP11(t)dt <∞
}
≥ ℓ0.

Proof of Theorem 1.4. We give the proof by contradiction. Suppose λC 6= ℓ0 then
it follows from Proposition 3.5 that λC > ℓ0. Denote τ = inf {t ≥ 0, Xt = 0} and
xi(t) = Pi(τ > t) =
∑
j∈N Pij(t).
Since the set N0 = {i ∈ N : qi0 > 0} = 1 is finite, Theorem 1.2 implies that
λC(2) = − lim
t→∞
log x1(t)
t
.
Thus, for each ǫ > 0 such that ℓ0 + ǫ < λC(2), we obtain that when t is large enough,
et(ℓ0+ǫ)x1(t) ≤ 1.
Hence,
lim
t→∞
eℓ0tx1(t) = lim
t→∞
∑
j∈N
eℓ0tP1j(t) = 0,
which implies that
(3.10) lim
t→∞
eℓ0t[P11(t) +
∞∑
j=2
jP1j(t)s
j−1] = 0, s ∈ (0, 1).
On the other hand, it follows from Proposition 3.3 that for any s ∈ (0, 1),
0 ≤ lim
t→∞
eℓ0t[P11(t) +
∞∑
j=2
jP1j(t)s
j−1] = lim
t→∞
∞∑
k=0
a
(1)
k e
−t(ℓk−ℓ0)ϕ
′
k(s)
= a
(1)
0 ϕ
′
0(s),(3.11)
where the last equality is from Lebesgue’s dominated convergence theorem and the
absolute convergence of the series
∑∞
k=0 a
(1)
k ϕ
′
k(x).
By proposition 2.5, we can take ϕ0(s) > 0, s ∈ (0, 1). Hence,
(3.12) a
(1)
0 =
∫ 1
0
(s− 1)ϕ0(s)w(s)ds < 0.
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By combining Eqs.(3.11),(3.12) with Eq.(3.10), we obtain that ϕ
′
0(s) ≡ 0, s ∈ (0, 1).
Thus, ϕ0(s) ≡ constant in (0, 1) which is a contradiction to Corollary 2.8. ✷
4. PROOF OF THEOREM 1.5
Denote G the Hilbert space L2(J, w1) with w1(s) = s. Since
1
w(s)
, 1
w1(s)
∈ L1loc(J),
the Cauchy-Schwarz inequality implies that H, G ⊂ L1loc(J), the reader can refer to
Corollary 1.6 of [12] for details.
Denote S = {w(s), w1(s)}. Let us define the Sobolev space with weight S
W 1,2(J, S)
as the set of all functions f ∈ H such that their weak derivative (or say distributional
derivative) Df are again the element of G. Theorem 1.11 of [12] says thatW 1,2(J, S)
is a Hilbert space if equipped with the norm
|‖f |‖2 = ‖f‖2
H
+ ‖Df‖2
G
.
Let C∞c (J) denote the space of infinitely differentiable functions φ : J → R, with
compact support in J . Sincew(s), w1(s),
1
w(s)
, 1
w1(s)
∈ L1loc(J), it follows from Lemma 4.4
of [12] that C∞c (J) ⊂W 1,2(J, S). Then we define
W 1,20 (J, S) = C∞c (J),
the closure being taken with respect to the norm of the weighted Sobolev spaceW 1,2(J, S).
Let Q be the quadratic form defined on the domain D′min of the non-negative sym-
metric operator S ′min by
Q(f, g) = 〈S ′minf, g〉 =
∫ 1
0
sf ′(s)g′(s)ds.
By Friedrichs extension theorem (see Theorem 4.4.5 of [3]), the quadratic form Q is
closable. Let Q¯ be the closure of Q. Since the domain D(Q¯) of Q¯ is the closure of
D′min with respect to the norm of the weighted Sobolev spaceW
1,2(J, S), we have that
D(Q¯) = W 1,20 (J, S).
Proposition 4.1. (S, D(S)) is the Friedrichs extension of (Smin, Dmin). That is to say,
Q¯ is the quadratic form arising from the non-negative self-adjoint operator (S, D(S)).
Proof. Let (L, D(L)) be the non-negative self-adjoint operator associated with the closed
quadratic form Q¯, we need only show that D(L) = D(S).
DECAY PROPERTIES OF QUADRATIC MBP 17
Since (L, D(L)) is a self-adjoint realization of (Smin, Dmin), there exist a1, a2 ∈ R
with (a1, a2) 6= (0, 0) such that
D(L) = {y + c · (a1v1 + a2v2) : y ∈ Dmin, c ∈ R} ,
where v1, v2 are given in Proposition 2.4. On the other hand, we have that
D(L) ⊂ D(L 12 ) = D(Q¯).
Hence, a1v1 + a2v2 ∈ D(Q¯) ⊂ W 1,2(J, S), which implies that
a1v
′
1(s) + a2v
′
2(s) ∈ G,
i.e., ∫ 1
0
(
a1v
′
1(s) + a2v
′
2(s)
)2
sds <∞.
Since v′1(s) ∈ C∞c (J) and v′2(s) = 1s , we see that a2 = 0. Hence a1 6= 0 and D(L) =
D(S). 
Proof of Theorem 1.5. Since D(Q¯) = C∞c (J) with respect to the norm of the weighted
Sobolev spaceW 1,2(J, S), we see C∞c (J) is a core for Q¯. The variational formulae (see
Theorem 4.5.3 of [3]) implies that the first eigenvalue of S can be expressed as
ℓ0 = inf
{
Q(f) : f ∈ C∞c (J), ‖f‖H = 1
}
= inf
{ ∫ 1
0
s
(
f ′(s)
)2
ds∫ 1
0
f 2(s)w(s)ds
: f 6≡ 0, f ∈ C∞c (J)
}
.
Hence, we obtain (1.14).
It is obvious that for any ξ ∈ (0, 1), the function
fξ(s) =
∫ 1
s
1
w1(r)
1(ξ,1)(r)dr, s ∈ (0, 1)
belongs to the domain D(S). Hardy inequality (see Theorem 6.2 of [14, p.65]) implies
that optimal constant C of the Hardy’s inequality
( ∫ 1
0
f 2(s)w(s)ds
) 1
2 ≤ C( ∫ 1
0
(
f ′(s)
)2
w1(s)ds
) 1
2 , f(1) = 0
satisfies the estimates
D ≤ C ≤ 2D.
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where
D = sup
s∈(0,1)
{(∫ s
0
w(r)dr
) 1
2
(∫ 1
s
1
w1(r)
dr
) 1
2
}
.
Hence, we obtain (1.15). ✷
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