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We theoretically study the equilibrium and dynamic properties of nanoscale magnetic tunnel
junctions (MTJs) and magnetic wires, in which an electric field controls the magnetic anisotropy
through spin-orbit coupling. By performing micromagnetic simulations, we construct a rich phase
diagram and find that, in particular, the equilibrium magnetic textures can be tuned between Ne´el
and Bloch domain walls in an elliptical MTJ. Furthermore, we develop a phenomenological model
of a quasi-one-dimensional domain wall confined by a parabolic potential and show that, near the
Ne´el-to-Bloch-wall transition, a pulsed electric field induces precessional domain-wall motion which
can be used to reverse the chirality of a Ne´el wall and even depin it. This domain-wall motion
controlled by electric fields, in lieu of applied current, may provide a model for ultra-low-power
domain-wall memory and logic devices.
PACS numbers: 75.78.Fg, 75.85.+t, 75.78.Cd, 85.75.-d
I. INTRODUCTION
Spin-transfer torque (STT)1 has emerged as an effec-
tive mechanism to control memory and logic devices such
as magnetic tunnel junction (MTJ)-based nonvolatile
magnetic random-access memory2 and domain-wall-
based race-track memory.3 However, the spin-polarized
currents required for these devices are notoriously high
and therefore energy inefficient, prompting the search
for alternate low-power electric control. One promis-
ing alternative is voltage-controlled magnetic anisotropy
(VCMA), in which an applied voltage induces an ex-
cess charge at the interface between the tunnel-barrier
and transition-metal ferromagnet in an MTJ. This mod-
ifies the occupation and, possibly, the character of “d-
like” bands in the transition metal, which, via spin-
orbit coupling, modifies the anisotropy perpendicular to
the insulator-ferromagnetic interface.4 Controlling mag-
netic anisotropy by applying an electric field alleviates
the use of power-hungry currents in order to manipulate
MTJs. For instance, VCMA has been shown experimen-
tally and theoretically to assist switching by externally
applied magnetic field,5 induce precessional switching,6
induce ferromagnetic resonance,7 and provide control of
the threshold switching current.8 On the other hand,
while VCMA has been shown to modulate domain-wall
velocity9and nucleation,10to the best of our knowledge,
inducing domain-wall motion purely by electric field has
neither been theoretically proposed nor experimentally
observed.
In this paper, by determining the static micromagnetic
configurations and their dynamic response to electric
fields, we provide a method for inducing domain-wall mo-
tion purely by electric fields. To analyze the equilibrium
magnetic texture, we consider a ferromagnet(F)|insulator
(I)|F heterostructure with an elliptical cross section, i.e.,
an MTJ, where one of the ferromagnetic layers is pinned
and the other free. See Fig. 1. The presence of inhomo-
geneous stray fields from the pinned layer are essential
to decrease the energy cost for out-of-plane magnetiza-
tion and therefore encourage out-of-plane texture. By
performing micromagnetic simulations, we find that a
domain wall can be stabilized when the perpendicular
anisotropy, controlled by applied voltage, overcomes the
out-of-plane demagnetization field. Informed by micro-
magnetic simulations, we study the VCMA-induced dy-
namics of this confined domain-wall by analytically mod-
eling it as a quasi-one-dimensional magnetic wire. We
find that VCMA induces precessional dynamics which
can be exploited to switch the chirality of a Ne´el domain
wall or force it to escape confinement.
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FIG. 1. The MTJ stack modeled by micromagnetic simula-
tions: the free layer/insulator interface gives rise to an inter-
facial anisotropy K⊥ with vertical easy axis, controlled by a
voltage, V .4Pinned layer is kept fixed to point along -x.
II. EQUILIBRIUM CONFIGURATIONS
We consider a device geometry, shown in Fig. 1, which
consists of an MTJ with a free ferromagnetic layer and
a pinned ferromagnetic layer, pointing along −x, sepa-
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2rated by an insulator having thicknesses tF , tP , and tI ,
respectively. The cross section of the heterostructure is
an ellipse where the semimajor axis is along the x direc-
tion and the semiminor axis is along the y direction.
There are several magnetic configurations necessary to
characterize the equilibrium states of our system as a
function of perpendicular anisotropy. We schematically
draw them in Fig. 2. The magnetization can be pri-
marily in the plane of the ellipse along the x axis [see
Fig. 2(a)], however the texture near the edges of the el-
lipse tend to follow the stray fields of the pinned layer
and cant out of plane at angle θc. If the perpendicular
anisotropy is large enough, the magnetization points en-
tirely along the z axis [see Fig. 2(b)]. Fig. 2(c) and (d)
depict Ne´el and Bloch domain walls, respectively, where
the magnetic domains are along the z axis. A third do-
main wall, we call Bloch-like, in which the magnetization
in the center of the domain wall is in-plane and aligned
at an angle φ away from the x axis [see Fig. 2(e)]. A Ne´el
(Bloch) domain wall is a limiting example of a Bloch-like
wall with φ = 0◦ (φ = 180◦) and can smoothly inter-
polate between Ne´el and Bloch domain walls, as follows:
When the domain-wall width (δW ), schematically drawn
in Fig. 2(f) and controlled by perpendicular anisotropy,
is large the energy is minimized due to dipolar interac-
tions when the central region points along the x axis. As
δW is decreased, becoming narrower than the semiminor
axis of the ellipse, the dipole energy in the Ne´el wall in-
creases, forcing the magnetization at the center of the
wall to orient away from the x axis to a finite value of
φ.11
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FIG. 2. Schematics of the relevant equilibrium configurations:
(a) in-plane state with canted edges, (b) perpendicular state,
(c) Ne´el domain wall, (d) Bloch domain wall, and (e) the in-
termediate domain wall where φ is the angle of magnetization
at the center of the ellipse with respect to the x axis. The
lower right hand frame (f) depicts the domain wall width, i.e.
the central region delineated with vertical lines, much larger
(top) and smaller (bottom) than the semiminor axis of the
ellipse corresponding to a Ne´el and Bloch wall, respectively.
To develop a precise numerical model using micro-
magnetic simulations we take the magnetization satura-
tion Ms = 1200 emu/cm
3 and exchange stiffness A =
2 µerg/cm. The perpendicular anisotropy is assumed to
be of the form, K⊥ = k⊥/tF , with k⊥ = 1.35 erg/cm2.
These choices of material parameters are typical for a
CoFeB/MgO interface.12 For equilibrium simulations we
control the perpendicular anisotropy by varying the free
layer thickness. The major and minor axes are 300 nm
and 100 nm respectively, while the thickness tI = 2 nm
and tP = 2.5 nm. All the simulation results presented in
this paper are obtained for zero temperature and are per-
formed using the LLG Micromagnetic Simulator.13 The
phase diagram was constructed by initializing the free
magnetic layer along x or along the z direction and al-
lowing the system to relax to equilibrium (possibly re-
sulting in two different configurations) for values of tF
ranging between 1.4 nm and 1.6 nm. Although increas-
ing the thickness will change the demagnetization energy
and influence of the stray fields, we do not expect it to sig-
nificantly change our results. Energy of these equilibrium
configurations are plotted as a function of perpendicular
anisotropy in Fig. 3.
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FIG. 3. The dependence of energy of equilibrium configura-
tions on the interfacial perpendicular anisotropy: the vertical
lines mark approximate boundaries between regions marked
I-IV. Region I has only in-plane state with canted edges
(schematically shown in Fig. 2a) as a stable state, region II has
both Ne´el domain wall (schematically shown in Fig. 2c) and
pependicular (monodomain) states, with domain walls having
lower energy. In region III perpendicular states become lower
in energy whereas in region IV the Ne´el domain wall starts
transforming into Bloch form (referred as Bloch-like wall and
schematically depicted in Fig. 2e).
When the thickness is large tF & 1.5 nm corre-
sponding to K⊥ . 8.7 Merg/cm3, the magnetization
is primarily in-plane with canted edges and we iden-
tify the texture with the schematic in Fig. 2(a). As
the perpendicular anisotropy increases, θc increases un-
til K⊥ ≈ 8.7 Merg/cm3 when the out-of-plane perpen-
dicular anisotropy field overcomes the demagnetization
field resulting in two stable magnetic configurations. The
ground state is a Ne´el domain wall while we find an addi-
3tional metastable state with magnetization perpendicular
to the interface. The domain wall width decreases mono-
tonically with increasing perpendicular anisotropy and at
K⊥ ≈ 9.1 Merg/cm3 the energy of the Ne´el domain-wall
configuration surpasses that of the perpendicular state,
which is now the most energetically favorable configu-
ration. Although the perpendicular state remains the
ground state, when K⊥ ≈ 9.2 Merg/cm3 the metastable
Ne´el state undergoes a second-order phase transition to
the Bloch-like wall with symmetry broken between +φ
and −φ. Further increasing the perpendicular anisotropy
shrinks the domain wall, thus increasing φ. This control
of φ with perpendicular anisotropy will be central in the
discussion of dynamics in the following sections.
III. ELECTRIC-FIELD INDUCED
DOMAIN-WALL DYNAMICS
In this section we consider the dynamic response of
Ne´el wall configuration to voltage. First we focus on
the micromagnetics governed by the Landau-Lifshitz-
Gilbert (LLG) equation14 then, informed by these nu-
merical results, we develop a phenomenological quasi-
one-dimensional model, based on the Walker ansantz,15
and find qualitative agreement between the two.
Micromagnetics—The dynamic simulations are per-
formed using the LLG equation:
m˙ = −γm×Heff + αm× m˙ , (1)
where m is the unit vector pointing along the position-
and time-dependent magnetization configuration of the
free layer, α is the Gilbert damping and γ is the gyro-
magnetic ratio. The effective field, Heff , includes contri-
butions from demagnetization field, exchange field and
anisotropy field. In particular, VCMA torque enters due
to electric field dependent anisotropy field which is taken
into account by making K⊥ = (k⊥ + ζE)/tF , in line
with recent experiments, where E is the electric field.
The magneto-electric coupling coefficient is taken to be
ζ = 10−8 erg/V·cm (close to the experimental5,7,16 and
theoretical value17), α = 0.01 and tF = 1.5 nm, while
leaving all other parameters as in the previous section.
Because we are primarily interested in low dissipation de-
vices, we include the Gilbert damping but do not include
other dissipative torques (e.g. spin transfer torque) al-
lowed by symmetry.18 We initialize the system so that
the free layer is a Ne´el domain wall which, for these pa-
rameters, is the ground state of our system. To induce
motion we turn on an electric field abruptly to a non zero
value and allow the domain wall to equilibrate to a new
equilibrium state. We summarize the resultant motion
in Fig. 4.
The top panel of Fig. 4 shows the maximum devia-
tion of the domain wall, XDCmax, from its equilibrium at
the center of the ellipse as a function of the electric field
magnitude. Below some critical value of electric field
Ec ≈ 0.35 V/nm, domain-wall motion is not induced,
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FIG. 4. Comparison between micromagnetics and 1D Model:
(top panel) the maximum deviation of domain wall from the
center, XDCmax, obtained for electric field applied in a step-like
fashion, (bottom panel) the dynamical approach to a Bloch-
like wall from the initial configuration of a Ne´el wall, for same
electric field magnitude in micromagnetic simulations (bot-
tom left) and 1D Model (bottom right). Here solid lines de-
pict the position (X) while the dashed lines show the angle
(φ) of the domain wall.
i.e. XDCmax = 0. However when the magnitude of the
electric field exceeds Ec, the domain wall position and
angle oscillate, differing by a pi/2 phase, as shown in the
lower left hand panel of Fig. 4. Note that the time axis
in the lower left hand panel begins at ≈ 25 ns because
below this time the dynamics are dominated by high fre-
quency modes wherein the long-time dynamics of the
domain-wall position, X, and tilt, φ are ill-defined. Im-
portantly, Ec corresponds to a perpendicular anisotropy
of K⊥ ≈ 9.3 Merg/cm3 which is near the value of per-
pendicular anisotropy where the domain wall transitions
from Ne´el to Bloch-like (see Fig. 3). That is, below the
critical field an electric field pulse will change the width
of the Ne´el wall but not the type of domain wall. Above
the critical field the domain wall undergoes a Ne´el-to-
Bloch-like transition, which in turn results in domain-
wall motion.
1D Model— The micromagnetic simulations imply
that the long-time domain-wall dynamics are dominated
by the soft modes which can be characterized by the gen-
eralized coordinatesX and φ [see Fig. 2(e)] . To construct
a phenomenological model of the domain-wall motion, we
begin by writing down the free energy density consistent
with the symmetries of our device geometry which is in-
variant under a mirror transformation in the yz plane as
well as a mirror transformation in the xz plane followed
by a pi rotation around the z axis. Because X → −X
under the former and sinφ → − sinφ under the latter,
only even contributions of X and sinφ are allowed:
F(X,φ) = C
2
X2 +K1 sin
2 φ+K2 sin
4 φ . (2)
4The phenomenological constant C > 0 parameterizes the
strength of a parabolic confining potential due to both
inhomogeneous stray fields from the pinned layer and
the finite size of the free layer. The relative strength
of K1 and K2 determine the easy plane in which the
domain wall rotates. Because a positive K2 is required
for a smooth transition of equilibrium states from Ne´el
to Bloch wall, we henceforth take K2 > 0 to match mi-
cromagnetic simulations. Higher order interactions and
interactions of the form X4 and X2 sin2 φ are in prin-
ciple allowed but not necessary to reproduce Ne´el and
Bloch-like equilibrium configurations and are thus dis-
regarded in the spirit of constructing a minimal model.
To find the equation of motion for the generalized co-
ordinates we use the one-dimensional Walker ansatz15
which states, for m = {sin θ cosϕ, sin θ sinϕ, cos θ} with
θ and ϕ being polar and azimuthal angles, respectively,
ϕ = φ and ln[tan(θ/2)] = (x−X)/δW . The equations of
motion for our generalized coordinates are immediately
determined following Ref. 19:
α
X˙
δW
+ φ˙ = −γHC X
δW
,
X˙
δW
− αφ˙ = (γH1 + γH2 sin2 φ) sin 2φ , (3)
where we have defined HC ≡ δWC/MS , H1 ≡ K1/MS
and H2 ≡ 2K2/MS . Because HC > 0 and H2 > 0, the
stable fixed points of Eq. (3), (X0, φ0), depend on the
value of H1. For all stable solutions, the domain wall is
at the center of the ellipse (X0 = 0) while the domain-
wall angle takes the values
sinφ0 =

0 , H1 > 0
±√|H1| /H2 , 0 > H1 > −H2
±1 , −H2 > H1
, (4)
which correspond to a Ne´el, Bloch-like, and Bloch do-
main wall, respectively. The symmetry of the structure
admits two solutions for any value of H1.
In this model the phenomenological anisotropy fields,
H1 and H2, and confining field HC , are implicitly de-
pendent on the perpendicular anisotropy K⊥ and hence
functions of the electric field. We therefore identify Ec
with the value of electric field at which H1 becomes neg-
ative. The observed domain-wall motion in micromag-
netic simulations can then be explained as the following.
If E < Ec, the equilibrium position is the same for both,
when electric field is on and off, and thus the domain-wall
tilt, as well as the position, is always in the equilibrium
resulting in no motion. However, if E > Ec, φ0 for the
case when the electric field is on is different from when
the electric field is off. The approach of φ to the new
equilibrium in turn induces domain-wall motion accord-
ing to Eq. (3).
In order to compare with micromagnetic simulations,
we numerically integrate Eq. (3), first extracting values
for the phenomenological parameters: HC is found by
comparing the displacement of the Ne´el domain-wall in
the micromagnetics and the phenomenological model as
a function of externally applied magnetic field along the
z axis. H1 and H2 can then be obtained by matching
φ0 and the resonance frequency of the micromagnetics
to the quasi-one-dimensional model. The dynamics of
the phenomenological model are shown in the lower right
hand panel of Fig. 4 showing the time dependence of a
domain wall, initially in a Ne´el configuration, after an
electric field is turned on. We find the phenomenological
model qualitatively matches the micromagnetic simula-
tions. The presented minimal model is also able to pro-
vide a reasonable quantitative estimate of XDCmax, which
will be useful in the following section. Full quantitative
agreement with the micromagnetics would require the in-
clusion of additional terms in the free energy, e.g. ∼ X4,
X2 sin2 φ, which is outside the scope of the present paper.
IV. DEPINNING AND CHIRALITY
SWITCHING
Next we study the dependence of the electric field pulse
duration, T , on domain-wall motion. In contrast to the
previous section, T is much shorter than the time for
the domain-wall to reach equilibrium. By exploiting the
VCMA-induced dynamics we find that a short pulsed
electric field can switch the domain-wall chirality, i.e.
φ0 → φ0 +pi, or induce a maximum displacement greater
than the quasiequilibrium response, i.e. X > XDCmax, for
the same pulse magnitude. We comment on the applica-
tion of the former to magnetic memory storage and the
latter to racetrack memory.
We perform micromagnetic simulations using the ge-
ometry and material parameters given in the previous
section. In Fig. 5 (upper panel), we plot the maximum
displacement of the domain wall, XPmax, and find an os-
cillatory dependence as a function of pulse length. This
is similar to pulsed switching of a monodomain by an
applied magnetic field:20 when an electric field pulse of
magnitude E > Ec is applied to our structure, the equi-
librium domain-wall tilt changes from zero to a finite
value which forces φ to oscillate around the new equi-
librium. Because φ and X are conjugate variables, the
maximum domain-wall displacement increases with in-
creasing tilt angle. Thus, turning off electric field pulse
when φ is large enhances XPmax, relative to X
DC
max. Control
of XPmax by the duration of current pulses has likewise
been demonstrated for the case of spin-torque induced
domain-wall motion.21
Chirality switching— This control of the maximum
amplitude of φ can be used to reverse the chirality of
the domain wall. See Fig. 6 (upper panel). In micromag-
netic simulations we apply an electric field of magnitude
0.65 V/nm to a Ne´el wall initialized at φ0 = 0 which
forces a new equilibrium value at φ0 ≈ 50◦. As φ pre-
cesses around φ0, it goes past 90
◦ at which time the elec-
tric field is turned off and φ precesses towards the nearest
Ne´el wall equilibrium, φ0 = 180
◦, switching the chirality.
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FIG. 5. Pulse width dependence of maximum domain wall de-
viation and depinning: (top panel) oscillatory enhancement
of maximum deviation of domain wall from center, obtained
from micromagnetics for electric field E = 0.65 V/nm. The
dash-dotted horizontal line depicts the long-time maximum
deviation (XDCmax) for the same electric field as reference, (bot-
tom panel) phase plot depicting the dependence of depin-
ning on the pulse width as obtained within the 1D model
for E = 0.65V/nm. The extent of the parabolic potential
XC = 50 nm is marked by the horizontal dash-dot lines while
the trajectory for which the pulse is on and off is marked by a
dashed and a solid line, respectively. Depinning occurs when
pulse is turned off for φ close to 90◦ (bottom right panel)
whereas no depinning occurs when pulse is turned off for φ
close to 0◦ (bottom left panel)
Likewise, we reproduce chirality switching in the phe-
nomonological model [Fig. 6 (lower panel)]. Using the
chirality to encode bit information, “0” when φ = 0◦ and
“1” when φ = 180◦, tunnel magneto-resistance22 with
state “0” (having resistance RAP ) and state “1” (having
resistance RP ) to read the chirality, and VCMA to switch
it, domain-wall memory switch can be constructed. Al-
though current-induced spin torque has also been used to
switch domain-wall chirality,23 electric-field induced chi-
rality switching provides a low-power attractive alterna-
tive. Moreover voltage control of chirality could provide
an additional electrical knob to control recently observed
efficient domain wall motion of chiral domain walls driven
by spin Hall effect.24
Depinning of domain walls —We depart slightly from
the free energy used in the previous sections, Eq. 2, and
consider, instead of a parabolic potential CX2/2, a “pin-
ning parabolic potential” in which
F [X] =
{
CX2/2 , |X| ≤ Xc
CX2c /2 , |X| > Xc , (5)
leaving all other parameters and the equation of mo-
tion, Eq. 3, unaltered. In this potential, if the dis-
placement of the domain wall exceeds Xc the domain
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FIG. 6. Chirality switching: (top panel) switching from state
“0”, having resistance of RAP , to state “1”, having a resis-
tance of RP (along with the respective domain-wall config-
urations in free layer depicted schematically), obtained via
micromagnetic simulation for electric field E = 0.65 V/nm,
(bottom panel) switching trajectory in phase space from 1D
model for the switching between state “0” and state “1” for
the same electric field.
wall is no longer localized to X = 0, i.e. “depins.”
Experimentally, this can be realized by depositing a
pinned layer with length of the order of Xc on top of
a nanowire. Taking Xc = 50 nm and a pulse magni-
tude of E = 0.65 V/nm, we use the modified quasi-one-
dimensional model to study the effect of pulse width on
depinning. When T = 100 ns [Fig. 5 (lower left panel)],
the pulse turns off at φ ≈ 0 and the domain wall returns
to X = 0. A pulse width of T = 80 ns [Fig. 5 (lower
right panel)] ends at φ ≈ 90◦, displacing the domain wall
further than Xc, and depinning it. The ability to achieve
depinning via pulsing electric field, in the absence of cur-
rents, could provide a major technological advantage in
terms of power consumption in, for instance, racetrack
memory.3 Another key difference from the correspond-
ing spin-torque induced domain-wall motion is the direc-
tion of electric-field induced domain-wall motion. In the
present case, the domain wall can move either to +x or
to −x as the new equilibrium exists at both ±φ0. A
small ±y directed magnetic field, sufficient to overcome
the thermal fluctuations, can break the aforementioned
symmetry and favor ±φ0, thus controlling the direction
of motion.
V. SUMMARY
By performing micromagnetic simulations, we found
that in an MTJ with high perpendicular anisotropy a
domain-wall state can be stabilized either as a ground or
a metastable configuration (which is assisted by inhomo-
6geneous stray fields emanating from the pinned layer),
when the perpendicular anisotropy is strong enough
to overcome the long-range out-of-plane dipolar fields.
These domain walls transform smoothly from Ne´el to
Bloch structure with increasing value of perpendicular
anisotropy. This transformation is driven by reduction
of dipole energy stored inside the wall with decreas-
ing domain-wall width, as the value of perpendicular
anisotropy is increased. The Ne´el-to-Bloch-wall tran-
sormation also provides a route to induce domain-wall
motion by electric field via VCMA. We developed a min-
imal phenomenological model explaining the oscillatory
motion observed in micromagnetic simulations above a
critical electric field, necessary to bring the Ne´el wall to
the transition point of transforming into a Bloch wall. Fi-
nally, we use the predicted domain-wall motion to show
that electric field pulses can be utilized to induce depin-
ning of domain walls in magnetic wires (which in turn can
be exploited in race-track like domain-wall memory de-
vices), or achieve chirality switching (which can be used
for making a domain-wall memory switch, storing infor-
mation in the chirality of the domain wall or providing
voltage control of chiral domain wall motion). The ability
to manipulate domain walls via electric field could thus
provide a path towards ultra low power magnetoelectric
devices.
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