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Abstract
The algorithm that we present here builds an acyclic deterministic nite state machine (au-
tomaton or transducer), as each word recognized has a proper element, i.e. a transition or a nal
state that belongs only to the recognizing path of this word. c© 2000 Elsevier Science B.V. All
rights reserved.
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1. Motivation
Automata theory is a convenient tool for the representation of linguistic phenomena
[1, 9]. Our purpose is to build an acyclic deterministic nite state automaton (ADFA),
or transducer, as each word recognized has a proper element, i.e. a transition or a nal
state that belongs only to the recognizing path of this word (Section 4).
It is particularly interesting to use a pseudo-minimal transducer when one simulta-
neously want to read and to modify a transducer. For example, we use it to represent
a list of words with their number of tokens: The number of tokens of a reading word
has to be indented in the same time. Of course, we can also build a pseudo-minimal
machine before an algorithm to minimize it (see [10]), because it is minimized in part
and, therefore, size cheap.
Our algorithm is based on the automata pseudo-minimization algorithm [8] and the
minimization of nite-state transducer algorithm [6]. First, we describe it with examples
(Section 2), then we precisely dene the result we want to obtain (Section 3). We have
named it a pseudo-minimal automaton (Denition 3) and a pseudo-minimal transducer
(Denition 4). Finally, we present the algorithm to build a pseudo-minimal machine
(Section 5) and we give some computational results (Section 6).
2. Examples
In this section, we are explaining our algorithm with some examples. Assume that
our alphabet consists of words used in date adverbials [3].
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Fig. 1. The pseudo-minimal automaton: rst step.
Fig. 2. The pseudo-minimal automaton: second step.
2.1. Prexes and suxes
First, we want to build an automaton to recognize these three dates:
Thursday February 19th 1998
Thursday March 5th 1998
Thursday March 19th 1998
We initialize our automaton with two states, 0 and 1, but without transition. The
state 1 is said the terminal state. Then, we add to it the rst date, like in Fig. 1.
Then we add the second date: We read the prex on the automaton from the state
0 up to the state 2 and the sux from the state 1 down to the state 4. And we create
one state and two transitions between the states 2 and 4 to complete this date (Fig. 2).
However, we do not use the same way for the third date: its prex leads to the state
5 and the sux starts with the state 3! It does not make sense. So we need a denition
of the couple (prex, sux).
Denition 1. Let an alphabet L and w a word of L?. We say that (p; s) 2 L?  L? is
a couple (prex, sux) of w if, and only if:
p=w and s=  (the empty word)
or
9b2L?; b 6=  and m= pbs:
For instance, the word May has ve couples (prex, sux):
(May; ); (Ma; ); (M; ); (; ); (M; y):
Now, we can say that the prex of the third date leads to the state 5 and the sux
starts with the state 4. And we create one transition between the states 5 and 4 to
complete this date (Fig. 3).
2.2. Convergent state encounter
When we read the prex of a word to add at the automaton, if we lead to a state
with more than one in-transition (a convergent state), we have to duplicate this state,
at the risk of recognizing a word out of our list.
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Fig. 3. The pseudo-minimal automaton: third step.
Fig. 4. The pseudo-minimal automaton: rst and second steps.
For instance, see the following list of three dates, that is the same list than before,
but in an other order:
Thursday February 19th 1998
Thursday March 19th 1998
Thursday March 5th 1998
Fig. 4 shows the two rst steps of the automaton building.
If we say that the prex of the third date leads to the state 3 and that its sux starts
with the state 4: and if we create one transition between the states 3 and 4: we make
a mistake, because we recognize also the date Thursday February 5th 1998 that is not
in our list.
So, we have to duplicate this state in a state 5 and we say that the prex leads to
this state. Now, we can create one transition between the states 5 and 4. And we nd
Fig. 3 again.
2.3. Minimal and pseudo-minimal automaton
Until now, all these pseudo-minimal automata are also minimal. That is not true for
the following example: We are adding to our list, the date Thursday February 5th
1998. The prex of this fourth date leads to the state 3 and the sux starts with the
state 4 (Fig. 3). So, we have just to create one transition between the states 3 and 4
to complete this date (Fig. 5).
This automaton is not minimal. See the nimimal automaton to recognize this list in
Fig. 6.
2.4. Divergent state encounter
When we read the sux of a word to add at the automaton, if we lead to a state
with more than one out-transition 1 (a divergent state), we need to duplicate this state,
always for the same reason, to recognize a word out of our list.
1 Or a nal state.
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Fig. 5. The pseudo-minimal automaton: fourth step.
Fig. 6. The minimal automaton.
Fig. 7. The pseudo-minimal automaton: rst and second steps.
For instance, see the following list, that is yet the same list than before, but in a
third order:
Thursday March 19th 1998
Thursday March 5th 1998
Thursday February 19th 1998
Fig. 7 shows the two rst steps of the automaton building.
We cannot say that the prex of the third date leads to the state 2 and that its sux
starts with the state 3: because, if we create one transition between the states 2 and
3, we recognize also the date Thursday February 5th 1998. So, we duplicate the state
3 in a state 5 and we create one transition between these two states. We nd a third
time in Fig. 3 (with a renaming of the states 3 and 5).
2.5. Unambiguous transducer
We build the underlying automaton as before and we put the output as left as possible
[6]. First, we put it before the state 0, in the initial output [7]. And later, we move
the uncommon suxes left to right.
For instance, we want now to associate to a date, its day in the week, as the
following:
February 19th 1998 ! Thursday
February 17th 1998 ! Tuesday
Fig. 8 shows the rst step of the transducer building, and Fig. 9, the second step.
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Fig. 8. The pseudo-minimal transducer: rst step.
Fig. 9. The pseudo-minimal transducer: second step.
Fig. 10. The pseudo-minimal transducer: rst and second steps.
2.6. Ambiguous transducer
It is posible that a list has homonyms, i.e. the same input, but dierent outputs.
Then, the transducer that recognizes it, is ambiguous [9]. Since we do not want that
a pseudo-minimal transducer is ambiguous, we add to the set of outputs a disjunctive
symbol (j) to make it unambiguous.
For instance, we want now to associate to a date, its day in the week, as the
following:
Thursday February 19th ! 2004
Thursday February 19th ! 2009
As shown in Fig. 10, the uncommon suxes of these two outputs become only one
output: 4j9. We can notice that a disjunctive output is always on a nal state or on
an in-transition of the terminal state (a terminal transition), because we do not know
that we read an homonym of an other line before the last letter. The state 3 has a
disjunctive out-transition, we will say that it is divergent.
3. Denitions
After these examples, we have to give exact denitions. It is the purpose of this
section.
3.1. Notations
In our denitions, we use some notations:
 Q is a non-empty nite set of states
 L is a non-empty nite set of letters (input alphabet)
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 
 is a non-empty nite set of letters (output alphabet)
 q0 is the initial state
 0 is the initial output
 F is a non-empty subset of Q (nal states)
  is a partial function: QL!Q (input transition function)
  is a partial function: QL!
? [fjg (output transition function)
  is a partial function: F!
? [fjg (output nal state function)
  is the empty word
  is the extended input transition function: QL?!Q [2]
  is the extended output transition function: QL?!
? [fjg
 V(w1; w2; : : : ; wn) the common prex of words w1; w2; : : : ; wn 2
? [fjg 2
And we make some states and transitions dierent:
Denition 2. Four points:
1. A terminal state (Section 2.1) q is a nal state with no out-transition:
q2F and 8l2L; (q; l) is not dened:
2. A terminal transition (Section 2.6) is an in-transition of a terminal state:
q2Q and l2L and (q; l) is terminal:
3. A divergent state q is a nal (but non terminal) state, a state with more than one
out-transition (Section 2.4) or a state with a disjunctive out-transition (Section 2.6).
q2F and 9l2L; (q; l) is dened:
or
q2Q and 9l; l0 2L; l 6= l0 and (q; l); (q; l0); are dened:
or
q2Q and 9l2L; j is a letter of the word (q; l):
4. A convergent state q (Section 2.2) is a non-terminal state with more than one in-
transition:
q2Q and 9l0; l00 2L; 9q0; q00 2Q;
(q0; l0) 6=(q00; l00) and (q0; l0)= (q00; l00)= q:
We denote by , the subet of Q consisting of the divergent states, and  , the subset
of Q consisting of the convergent states.
2 We assume that
V
(w1jw2) =
V
(w1; w2).
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3.2. Pseudo-minimal machines
Now, we can dene successively a pseudo-minimal automaton and a pseudo-minimal
transducer:
Denition 3. A pseudo-minimal automaton is an acyclic deterministic nite state au-
tomaton (ADFA), with one, and only one, terminal state q1, and that satises the
following conditions:
1. if q is a divergent state, there is one and only one path from q0 to q:
8q2; 9!w2L?; (q0; w)= q;
2. if a convergent state is reached by two transitions with the same label, one (at least)
of the source states of these transitions is divergent:
8q2 ; 9q0; q00 2Q; 9l2L;
q0 6= q00 and (q0; l)= (q00; l)= q) q0 2 or q00 2:
Automata obtained in Section 2 are indeed acyclic, deterministic (by amalgamating
states and transitions taking part in a common prex) and also minimized in part (by
amalgamating states and transitions taking part in a common sux). When we read
the common prex of the new word and the automaton that is being constructed, if
we arrive at a convergent state q (Section 2.2), we duplicate this state; hence, any
divergent state cannot be reached in more than one way (Denition 3:1). When we
read the common sux of the new word and the automaton, if we arrive at a divergent
state (Section 2.4), we duplicate this state; so, it is impossible to reach a state with
two transitions with the same letter, except a convergent state (Denition 3:2).
Note that the pseudo-minimal automaton obtained is unique up to a renaming of the
states i.e. the result is independent of the order of reading the input strings on the list
(the original algorithm of Revuz does not have this property).
Denition 4. A pseudo-minimal transducer is an unambiguous subsequential nite state
transducer that satises the following conditions:
1. The underlying nite state automaton is a pseudo-minimal automaton
2. The common prex of all outputs given after a state is empty:
8q2QnF; 8l2L;
^
f(q; l) is denedg
((q; l))= ;
8q2F; 8l2L;
^
0
@ ^
f(q; l) is denedg
((q; l)); (q)
1
A = :
The output of a recognized word w is (q0; w)((q0; w)). We can notice a corollary
of Denition 4:2 3 :
3 Because
V
(w)=w.
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Corollary 1. (q; l) 6= ) q2.
To obtain the pseudo-minimal transducer, we must distribute the output strings as
close as possible to q0 (Section 2.5). Thus, during the pseudo-minimization, it is nec-
essary to compare the output strings while searching the longest common prex, to
keep the common output prex, and to merge (by concatenation) the output sux
with output strings of the following transitions, or to distribute the output sux on a
nal state. That is exactly the meaning of Denition 4:2.
4. The proper element
Two dierent words in a list give two dierent paths in a pseudo-minimal automaton,
and, thus, a divergent state. Because Denition 3:1, we cannot reach a divergent state
by more than one path. So, for each recognized word, there exists at least one transition
dened for this word only (a proper transition) or a nal state which is nal for this
word only (a proper state). We are giving a new denition:
Denition 5. Let w be a word recognized by an automaton:
1. if there exists, the rst proper transition on the path of w is said to be the proper
element of w;
2. else, if the last nal state on the path of w is nal for this word only, we name it
a proper element of w.
If the proper element of a recognized word w exists, we denote it by (w). We just
have seen that each recognized word, by a pseudo-minimal automaton, has a proper
element. We note the following corollary of Denitions 2:3 and 5:
Corollary 2. 8q2Q; 9w2L?; (w)= q or (w)= (q; l; q0)) q2.
For instance, in Fig. 5, the proper elements are:
(Thursday February 19th 1998)= (3; 19th; 4)
(Thursday March 5th 1998)= (5; 5th; 4)
(Thursday March 19th 1998)= (5; 19th; 4)
(Thursday February 5th 1998)= (3; 5th; 4)
And states 3 and 5 are divergent. But, in the minimal automaton of Fig. 6, no word
has a proper element: Generally, a minimal automaton does not associate a proper
element to a given word.
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5. The algorithm
Table 1 presents the skeleton of the algorithm: We initialize our automaton with two
states, q0 and q1 (Section 2.1), then we read the rst line and add the rst word to
the automaton and we put the initial output before state q0 (Section 2.5). Finally, we
Table 1
The algorithm
Creation of initial state q0 and terminal state q1
Reading the rst line
Creation of states and transitions between q0 and q1
The rst output ! 0
WHILE the end of the list is not reached
Handling of the prex
Handling of the sux
Middle of the word
ENDWHILE
Table 2
Handling of the prex
Read a word w and its output string !
q0! prex
0!p
length(w)− 1! s
WHILE w is not nished
AND (prex; w[p]; q) is read on the transducer
AND q 6= q1
IF q is a convergent state THEN duplicates q ENDIF
handling of the common prex of output
q! prex
p + 1!p
ENDWHILE
If (w is nished)
THEN
F [ fprexg!F
put ambiguities on (prex)
CONTINUE
ENDIF
IF (q= q1)
THEN
IF the word is nished
THEN
put ambiguities on (prex)
CONTINUE
ENDIF
duplicates q
handling of the common prex of output
q! prex
p + 1!p
ENDIF
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Table 3
Handling of the sux
q1! sux
WHILE s>p + 1
AND (q; w[s]; sux) is read on the transducer
AND q is not a divergent state
AND (q; w[s]) = 
q! sux
s− 1! s
ENDWHILE
Table 4
Example les
Files Lines Codes Codes=lines (%) KBits
1 3117 94 3 50
2 38 740 38 740 100 800
3 50 149 6 0.01 677
4 99 1670 120 0.0001 26 348
read the whole list, searching the prex and the sux of each word, and adding new
states or transitions to recognize the middle of the word.
When we search the prex (Table 2), we read letter by letter and we move forward
one state (if necessary, we duplicate the state { Section 2.2), except at the end of the
prex or the word, and if we reach q1. We note the length of the reading word for
the handling of the sux.
When we search the sux (Table 3), we read back letter by letter and we move
forward one state, except at the end of the sux, and if we reach a divergent state
(Section 2.4) or a transition with an output. We duplicate later, when we create states
and transitions for the middle of the word.
6. Implementation
We implement this algorithm in C language and we present here four dierent ex-
amples (Table 4). The rst third lists have been built in the Prolex project on proper
names [4, 5]:
1. A list with some codes: 343 cities associated to the number of its department (French
territorial division).
2. A list with one dierent code for each French city (a key of a database, represented
by one digit, a period and ve digits).
3. A list of French place name, with a lot of homonyms and with very few codes.
And the fourth list is a dictionary of almost one million words.
Table 5 presents the size of the resulting pseudo-minimal transducers. Except if there
is a good factorization of the codes, outputs are more numerous than codes that are
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Table 5
The pseudo-minimal transducers
Files States Transitions Outputs
1 9015 11 991 108
2 66 379 98 827 32 726
3 120 498 157 194 46
4 239 594 311 539 119
concatenation of outputs. The great dierence between the number of codes of the third
list is understandable by a lot of disjunctive codes.
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