Abstract. We provide a general basis, based on the weak truncation error, for proving L ∞ error bounds for the porous medium equation in one space dimension. We show how such bounds for the solution can lead to estimates for the interface of the support for the solution, and we apply this theory to a specific finite difference approximation to the differential equation.
1. Introduction. We are concerned with numerical approximations to the so-called porous-medium equation [7] , (1.1) u t = φ(u) xx , x ∈ R, t > 0, φ(u) = u m , m > 1,
We assume that the initial data u 0 (x) has bounded support, that 0 ≤ u 0 ≤ M , and that φ(u 0 ) x ∈ BV (R). It is well known that a unique solution u(x, t) of (1.1) exists, and that u satisfies (1.2) 0 ≤ u ≤ M, u( · , t) has bounded support, and TVφ(u( · , t)) x ≤ TVφ(u 0 ) x .
If the data has slightly more regularity, then this too is satisfied by the solution. Specifically, if m is no greater than two and u 0 is Lipschitz continuous, then u( · , t) is also Lipschitz; if m is greater than two and (u
R) (see [4] ). (This will follow from results presented here, also.) We also use the fact that the solution u is Hölder continuous in t [4] .
As already remarked, if the nonnegative initial data u 0 has bounded support, then the solution u(x, t) also has bounded support for all time; this contrasts when m = 1 and (1.1) is the heat equation. It is therefore of interest that a numerical scheme for (1.1) be able to estimate not only the solution u(x, t), but also the location of the boundary of the support of u.
Several numerical schemes that estimate the numerical interface have been proposed for the one-dimensional porous medium equation. Methods introduced by Tomoeda and Mimura [11] and DiBenedetto and Hoff [4] Each method uses a finite difference scheme that is modified to track the estimated interface of the support. The true interface z(t) at the right edge of the support satisfies the differential equation
DiBenedetto and Hoff and Tomoeda and Mimura both use a numerical version of this condition to track the fronts.
The second type of method, introduced by Gurtin et al. [5] , and analyzed by Hollig and Pilant [6] , transforms the support of u(x, t) to a fixed domain [−1, 1] and solves numerically the transformed differential equation using finite elements. Using a technical assumption that ensures that z (t) > 0 for all t, Hollig and Pilant have had great success in estimating both the position of the interface and the value of the function u(x, t). They have also been able to show that for small time the interface is a C ∞ curve in x, t space.
There appear to be several difficulties with the underlying concepts of either front tracking or domain transformation when one attempts to apply them to problems in more than one space dimension. Both Rose [10] and Jerome [7] have introduced and analyzed finite-element methods for problems in several space dimensions without concern for estimating the interface of the support of the solution. We hope that the approach developed in this paper will eventually be applicable to several space dimensions.
In this paper we prove error bounds for the simplest finite-difference scheme based directly on (1.1):
where φ(u) = u m , h is the spatial mesh increment, ∆t is the time step, and U n i is an approximation to u(ih, n∆t). Our error bounds are of the form
for some N , where β depends on the Hölder exponents of continuity of u and u h . Like several authors before us [1] [9], we make the trivial observation that if Ch β ≤ and U k i > for some k ≤ n, then the point (ih, n∆t) is unquestionably in the support of u. We therefore have an inner estimate for the support of u(x, t), with a natural numerical boundary. Estimates for the difference between the numerical boundary and the true interface of the support, based on the differential equation satisfied by the interface and on the regularity properties of the true solution u, follow. (Previously, Nochetto [9] followed a similar program of deriving interface estimates from L p bounds, but he required a certain global-in-time non-degeneracy assumption on the behavior of u near the boundary of its support that we do not assume. However, our results agree with his if we assume that the non-degeneracy assumption is satisfied locally in time.) Note that our interface estimate is not based on front tracking, but on a trivial post-processing of a numerical solution that may have rapidly increasing support.
We will use the following notation for what we call the weak truncation error. Let {u h (x, t)} 0<h≤h 0 be a family of approximate solutions, each of which is assumed to be bounded and nonnegative. For given u h , the weak truncation error E is the functional
w( · , t), w, w t , w xx are integrable}. Of course, u is the unique solution of (1.1) if and only if E(u, · , · ) ≡ 0.
The rest of the paper is as follows. In Section 2, the difference in L ∞ between an approximate solution u h and the true solution u is bounded in terms of the weak truncation error E. In Section 3, error estimates for the interface are proved. In Section 4, this theory is applied to the finite difference scheme (1.4).
L
∞ (R) Error Bounds. The following theorem expresses the error of approximations u h in terms of the weak truncation error E.
Theorem 2.1. Let {u h } be a family of approximate solutions satisfying (for
x ∈ R, t > 0, (b) both u and u h are Hölder-α in x for some α ∈ (0, 1 ∧ 1/(m − 1)); u h is right continuous in t; and u h is Hölder continuous in t on strips R × (t n , t n+1 ), with the set {t n } having no limit points; (c) there exists a positive function ω(h, ) such that: whenever {w } 0< ≤ 0 is a family of functions in X for which
There is a constant C = C(m, M, T ) such that
where the supremum is taken over all w ∈ X that satisfy (2.1) and (2.2).
Proof. Let z be in X. Because E(u, · , · ) ≡ 0, Equation (1.5) implies that
where ∆u = u − u h and 
Because the partial differential equation (2.5) is strictly parabolic with smooth coefficients, the following results are direct consequences of maximum principle arguments; observe that all constants are independent of and δ.
Note also that (2.7) implies that for δ ≤ δ 0 ,
The following simple argument shows that
By (2.6) and (2.8), for any positive H,
If we let C be the maximum of the above constants-still independent of and δ-the
satisfies (2.1) and (2.2). So, by assumption,
or, because E is linear in the test function,
where the constant C is independent of both and δ.
We now use this information to provide a pointwise bound for ∆u. Equation (2.4) implies that
Using our inequalities, we can bound the left hand side of the preceding equation as
where, again, the constants are independent of and δ. If we let δ vanish, the last term tends to zero. To see this, observe that, for fixed t,
because u and u h are Hölder in x and locally Hölder in t. Furthermore, because the absolute value of each integral is bounded by C/ 2 uniformly in δ, the double integral must tend to zero by the Lebesgue Dominated Convergence Theorem.
The conclusion of the theorem now follows from (2.10) and the fact that
which follows from our assumption (b).
3. Estimates for the Interface. In this section we will assume that the approximating family {u h } and the solution u of (1.1) satisfy the hypotheses, and hence the conclusion, of Theorem 2.1. Assume also that ∆u 0 w( · , 0) dx and ω(h, ) are bounded in terms of h and in such a way that the error bound becomes
For simplicity we assume that u( · , t) has bounded, connected support, with right hand interface curve x = z(t). We fix ∆t, let t n = n∆t, and define an approximate right-hand interface curve z n ≈ z(t n ) by
The initial approximation z 0 may be defined as
or through some other method; we require only that z 0 ≤ z(0). Note that the set in (3.2) is nonempty by (3.1), because u( · , t n+1 ) has compact support.
The approximation for the interface can be computed simply by noting that the right side approximate interface, for example, moves only to the right with time. Thus, after each time step one only has to examine a few mesh points to the right of the current interface to decide whether or not to increment the value of z n to obtain z n+1 .
The results in this section are based upon arguments introduced by DiBenedetto and Hoff [4] ; we refer the reader to this paper for the regularity results that we use in Lemma 3.2.
Proof. The proof is obvious. ) xx ≥ −C 2 as a distribution. Then there are constants C 1 = C 1 (m) and C 3 = C 3 (u 0 ) such that, for s > 0 and t ≥ ∆t,
Because v is Lipschitz in x for all time, and z(t) is Lipschitz with
Because v xx ≥ −C 2 for x and t in the interior of the support of v,
Thus,
The following theorem is our main result on estimating interface curves. 
Therefore, from Lemma 3.2,
Rearranging the terms in this inequality shows that
Solving this recurrence gives the statement of the theorem.
We can improve this bound if we know a priori thatż(t) ≥ C > 0 a.e. on a time interval [t n−1 , t n ]. It is known [2] that for some time interval [0,t ],ż(t) = 0, and that after this timeż(t) > 0 (t may be zero). The timet is known as the waiting time. So for large time, the following corollary holds. 
Proof. We see from (3.5) that with the extra hypothesis onż,
Our assumption on z 0 applied to (3.4) implies that
The conclusion follows from substituting this into (3.6).
Remark. Assuming the L ∞ bounds on u h , Corollary 3.4 is implied by results in [9] .
4. Application to a particular scheme. We analyze the simple scheme
where h is the mesh spacing, ∆t is the time step, and U n k is meant as an approximation to u(kh, n∆t), where u is the solution of (1.1). We let φ n k = φ(U n k ). The following theorem summarizes the discrete regularity results that we will use.
then U n k is defined for all k and n, and
Proof. This theorem is similar to results for numerical methods for hyperbolic conservation laws, and we refer the reader to Lucier [8] , for example, for more detailed arguments.
We can write
Because of (4.
for all k. (4.6) follows immediately. It is also obvious that k∈Z U n+1 k = k∈Z U n k , so that time-stepping also preserves the integral of U n . A theorem of Crandall and Tartar [3] now implies that for every U 0 and V 0 satisfying (4.2) and (4.3), We have the following estimate for the weak truncation error of the scheme. 
Then we can take ω(h, ) = Ch/ 2 in Theorem 2.1.
Proof. We write u for u h and w for w as introduced in Theorem 2.1. We must estimate E(u, w, T ). First, we assume that
We define H j to be the continuous, piecewise linear "hat function" that is zero for x k = x j = jh and is one for x k = x j , and let
Note also that (4.12)
To begin, we have that
From the definition of I k we know that for
The term in braces is bounded by
Now let ψ( · , t) be the continuous, piecewise linear interpolant of φ( · , t). On [x k , x k+1 ], ψ x = (φ k+1 − φ k )h, and because of (4.7),
where the integral is really the total measure of ψ xx We then have
by (4.7)
We must show that R T 0
First note that there is a constant C = C(m) such that for all u, v ≥ 0,
Thus, since ψ( · , t n−1 ) is the piecewise linear interpolant of φ( · , t n−1 ), we have
The following lemma, which was proved with the help of Don French, shows that u h ( · , t) ∈ C α for the optimal value of α.
Lemma 4.3. Assume that the hypotheses of Theorem 4.1 hold and that {u h } are constructed using the scheme (4.1). Then for all
If m > 2 and the initial values {U
then for all n ≥ 0 and for all k ∈ Z,
Inequality (4.19) implies that there is a constant
Proof. From (4.8) we know that
(4.13) then follows immediately.
As for (4.16), we will show that for n = 0, 
.
Because the mapping U n → U n+1 is order preserving, substituting V i for the first and third occurrences of U 
Because the numbers V j are evenly spaced, the quantity in parentheses in (4.21) equals (Lh)
, which is not positive because 1 < m ≤ 2. Therefore,
As for (4.19), we will show that (U . We are required to show that
where λ = (∆t)/h 2 and {U k } stands for {U n k }. Just like the argument for 1 < m ≤ 2,
m , so making the latter replacement increases the right hand side of (4.22) . Similarly, (4.22) increases when V i−1 replaces U i−1 . Finally, the derivative of the right hand side of (4.22) with respect to the remaining instances of U i+1 , is equal to
and because of (4.5). Therefore, replacing the remaining instances of U i+1 with V i+1 increases the value of the right hand side of (4.22).
Thus, we are required to show that F (y + ∆) − F (y) ≤ ∆, where
It is therefore sufficient to show that F (y) ≤ 1 for y ≥ ∆. Taylor's Theorem shows that for any analytic function f ,
We can now rewrite (4.23) slightly more favorably; if we define the positive coefficients
, and the series converges for y ≥ ∆. A calculation shows that
Because m > 2, calculus shows that the function (1 + a) m−2 (1 − (m − 2)a) takes its maximum value of 1 in the interval [0, 1/(m − 2)] when a = 0; therefore the above bound for F (y) tends to its maximum value of 1 as y approaches infinity. This proves (4.19). The final inequality follows from the argument in the first paragraph of this proof.
The following example shows that some condition like U 0 i ≥ Lh is necessary for the above theorem to be true. Let 1 < m < 2 and
with U 0 i defined for i > 2 so that U 0 has Lipschitz constant 1 and otherwise satisfies the conditions of the lemma. Then
which is bigger than h if 2 m > 3. It's not clear what the precise condition should be to guarantee that U n is Lipschitz for m ≤ 2. (Perhaps no condition is necessary if we allow controlled growth in time of the Lipschitz constant.)
We can summarize the results for our scheme as follows. If, in addition, |z 0 − z(0)| ≤ Ch (m−1)/6 , andż(t) ≥ C > 0 for t ∈ (t n−1 , t n ), then Thus, if we set v δ = J δ * v, z δ satisfies z t = mv δ z xx + δz xx + O( ∆u ∞ )z xx .
