A dynamic system is represented as a set of equations that specify how variables change over time. The equations in the system specify how to compute the new values of the state variables as a function of their current values and the values of the control parameters. If those parameters change beyond certain values, the system exhibits qualitative changes in its behavior. Those qualitative changes are called bifurcations, and the values for the parameters where those changes occur are called bifurcation points. In this contribution, we present an application of particle swarm optimization methods for dynamic environments for plotting bifurcation diagrams used in the analysis of dynamical systems. The use of particle swarm optimization methods presents various advantages over traditional methods.
INTRODUCTION
A dynamic system is represented as a set of equations that specify how variables change over time. The minimum set of variables that uniquely determines the state of a system is called state variables. The equations in the system specify how to compute the new values of the state variables as a function of their current values and the values of the control parameters. If we allow the control parameters to change, the system changes with them. If those parameters change beyond certain values, the system exhibits qualitative changes in its behavior. Those qualitative changes are called bifurcations, and the values for the parameters where those changes occur are called bifurcation points.
If we allow one parameter to vary and plot the norm of the vector of state variables for which we find fixed points of the system, against the changing parameter, we obtain what we call a bifurcation diagram. In a bifurcation diagram, we see that fixed points may disappear, appear, or even change their stability nature as the changing parameter varies. Those changes may occur even for infinitesimal changes in the control parameter. Bifurcation diagrams are a tool used in stability analysis of dynamic systems.
Traditionally, bifurcation diagrams are plotted starting from a fixed point and using the so-called continuation methods to determine how the fixed point moves with changes in the control parameter.
In this paper, we propose an alternative by using an intelligent optimization method, namely, particle swarm optimization (PSO); we can determine all fixed points of the system for a given value of the control parameter. Iterating through the allowed range of the control parameter, we can build the whole bifurcation diagram in one pass, without the need for continuation methods.
PSO is one of the several bioinspired techniques found in artificial intelligence. PSO algorithms are inspired in the behavior of bird flocking and fish schooling [1] . When a bird finds a region with food, the others will follow it in its direction.
To illustrate our ideas and implementation work, we use a set of examples in this paper. The first examples show how the system is able to produce bifurcation diagrams for problems belonging to each one of the classes known as normal forms. Normal forms typify dynamic systems by the kind of bifurcations they may exhibit. The results match very accurately those shown in text books and the results produced with XPPAUT [2] . The last example shows a power system and its governing differential equations. Even though the system may look like a toy problem, it is in fact a benchmark in electrical engineering, for the richness of the set of qualitative features that its behavior exhibits.
The rest of the article is organized as follows. Section 2 provides the necessary background on dynamic systems and bifurcation diagrams. Section 3 mentions the particular ideas in the implementation of the PSO optimizer used in this work. (We assume the reader is already familiar with PSO, and just mention the fine details. The novice reader may consult [3] .) Section 4 proposes a novel approach to the construction of bifurcation diagrams, using a PSO-based optimizer to determine all fixed points of a dynamic system. Section 5 illustrates the validity and applicability of our proposal through several examples. Finally, Section 6 concludes the work with a comparison between our proposal and traditional methods, and states several directions of research found in our agenda.
BACKGROUND
Electric power systems are the large physical systems interconnecting various devices to perform generation, delivery, and consumption of electricity. From an engineering point of view, the task in the power system operation is to maintain proper frequency and voltage magnitude within appropriate tolerance so that the system may operate at a stable equilibrium point in the steady state. Power system equilibrium equations which determine the system's operation state typically depend on a very large number of parameters. Hence, numerous parameters such as generation, load, network conditions, and so forth, that can change with time and circumstances, affect the system behavior. Under normal variations of those parameters, the operating point varies smoothly so the variation can be tracked by local linear analysis. However, this behavior changes qualitatively at certain critical parameter values such that the equilibrium point becomes unstable causing operational problems. One such operation problem occurs in the area of system magnitude voltages, which gradually decrease as the system load increases. This voltage decrement could be spread uncontrollably throughout the power system causing a total (blackout) or partial disruption on the power system operation. The phenomenon of this catastrophic event is referred to as a voltage collapse. Nowadays, voltage collapse problems are considered to be the principal threat to power system stability, security, and reliability in many utilities around the world [4, 5] .
Several methods have been proposed to find the critical parameters that make an equilibrium point become unstable or disappear, producing a voltage collapse [5] . However, in the last decade, bifurcation theory received considerable attention from researches to increase the understanding of the complex behavior associated to the voltage collapse phenomenon [6] [7] [8] [9] [10] [11] [12] [13] . Bifurcation theory refers to characterizing sudden changes in the qualitative response of the system as its parameters are varied smoothly and continuously over a specified range [13, 14] . When these changes relate to qualitative changes occurring in the neighborhood of an equilibrium point or limit cycle such that an equilibrium point or limit cycle appears, disappears, or losses stability, they are referred to as local bifurcations. In bifurcation problems, it is very useful to consider a space formed by system state variables and parameters, called state-control space. In this space, locations at which bifurcations occur are called bifurcation points.
The numerical analysis to locate these points is based on the principle of continuation [14, 15] . A continuation method generates a chain of solutions from an established solution of the equations representing the system under analysis. The solution branch thus established can then be examined for bifurcation points, at which a qualitative change of the preceding solution type can be observed. The representation of this branch of solutions in the statecontrol space is referred to as bifurcation diagram. The continuation methods applied to obtain bifurcation diagrams are based on prediction-correction schemes [15] . Generally, most prediction-correction schemes have similar prediction steps, prediction along the tangent direction, but different correction steps [15] .
Opposite to the continuation methods commonly used to compute bifurcation diagrams, this paper proposes a heuristic-based method to assess these diagrams. The proposed approach solves the set of nonlinear equations representing the system under analysis by applying particle swarm optimization.
This new method is first tested to obtain bifurcation diagrams of normal forms related to generic bifurcations. In order to validate the new proposal, it is applied to a benchmark power system proposed in [8] to analyze the bifurcation diagram involved in a voltage collapse process. The model developed in [8] has been thoroughly tested by several authors [9] [10] [11] 13] in order to show that several kinds of bifurcations coexist in the voltage collapse phenomenon at different levels of system loadings. The results obtained compared well with those obtained with the popular continuation package.
PARTICLE SWARM OPTIMIZATION METHODS FOR DYNAMIC ENVIRONMENTS
The problem of plotting a bifurcation diagram can be stated as the problem to find all solutions of a nonlinear equation system in a given region and trace the solutions when a change in one or more parameters is introduced. This is the case of environments which present changes in the position or number of the optima of the given fitness function in the presence of one or more parameters that change. The particle swarm optimization method, developed by Li et al. [16] , presents good results in this type of environments.
Particle swarm optimization
Particle swarm optimization is a nature inspired algorithm that has been developed for function optimization; particle swarm algorithms are inspired in the behavior of bird flocking and fish schooling [1] . When a bird finds a region with food, other birds in the flock will follow it in its direction. In the particle swarm algorithm, a point in the search space is viewed as a particle; the fitness value of a particle is equivalent to the fitness value in genetic algorithms.
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In a first state, all particles have no velocity, and the particle with optimal value of fitness is selected and all the other particles are directed towards it. A velocity is computed for each of the other particles and the position of each particle is updated. This procedure is repeated for a given number of times until an optimum or a limit is reached. Variations of those algorithms have been developed for multimodal problems [3, 16] .
Genetic algorithms and species
The particle swarm optimization method, developed by Xiaodong Li, takes two concepts from genetic algorithms for multimodal optimization: species and clearing. Dividing a population in species is a method used in genetic algorithms to preserve diversity; it consists of selecting the best available individual; all individuals with a distance less than a parameter value, called radius, with respect to the selected individual are considered to be in the same species. The selected individual and the individuals in the species are marked as used and the procedure is repeated until all individuals belong to a species. A good example is the species conservation algorithm of J.-P. Li [17] . In this method, the best individual in a species is preserved to be reinserted in the next generation of the population.
The fitness value of the individuals that are in the same species can be modified by a function to improve the probability of the best individual in the species being selected in the matting process. In some cases, only a given number of individuals are maintained with their fitness value without change, and the value of fitness of all other individuals is set to zero or they are placed in a random position within the search space; this procedure is called clearing. An example of this method is examined in the work of Pétrowski [18] where the fitness value of all individuals in a species, except for the best individual, is set to zero. A complete review of some of the methods of genetic algorithms can be found in [19] .
Hybrid particle swarm optimization method
In addition to the basic particle swarm optimization method, two steps are added; after the initial swarm is created, the particle with the best fitness value is selected and all particles with distance less than the value of a parameter r are selected as individuals of a species; the global optimum of the particles in the species is set to the particle initially selected. The particles in the species are marked as used, and the next particle with the best fitness value available is selected to form a new species. The procedure is repeated until all particles belong to a species (the fitness value of all particles is preserved). After all species are formed, only a given number of particles are permitted in the species. Only the n particles closest to the particle with the best fitness value are preserved; the remaining particles are reinitialized at random positions.
Once the previous steps have been made, the velocity and position of all the particles are updated according to the rules given as follows:
where v, P are the current velocity and position, respectively, R 1 and R 2 are random numbers generated in the range of [0, 1], C 1 and C 2 are the learning factors, P best is the position of the best fitness of the particle at the current iteration, P global is the position of the particle with the best fitness in the swarm (in this case, in the species), and v new , P new represent the new position and velocity of the particle. The constant χ is calculated according to
The constant χ is called constriction coefficient [3, 16, 20] , and it prevents that the particles explore too far away from the search space. Thus, we do not need a v max limit for the velocity of the particles.
GENERATING BIFURCATION DIAGRAMS
Given the set of differential equations (see (3) ) that models a dynamic system with one parameter:
the generation of the bifurcation diagram consists of finding one stable fixed point and then using a continuation method to find the next fixed point based on the condition
which defines a smooth one-dimensional curve in R n+1 . Our approach to this problem is to determine all points x ∈ X, for a given region X ⊂ R n , that satisfy (4) for a given value of the parameter α.
To find all points x using particle swarm optimization, we first transform the problem of finding all solutions for (4) into a problem of finding maxima using the transformation
This nontrivial transformation sends all points x such that f (x) = 0 to 1, and maps the domain of the function f (x) to (0, 1], thus zeroes of f map to maxima of function g.
Starting with a value α = α 0 , the hybrid particle swarm optimization method is applied to a given number of iterations to find all maxima of function g with the fixed value α 0 . Once all the points x for a given region and fixed parameter value α 0 are found, they are recorded; then the parameter α is changed to α 1 = α 0 + Δα and a new set of fixed points x is determined. The search is based on the information accumulated in the previous swarm. A bifurcation diagram is generated by changing the parameter α and recording all solutions found for each value α k of the parameter.
RESULTS
We present two examples. The normal forms for systems with one parameter that exhibit bifurcations are examined; the Figure 1 : Bifurcation diagrams generated with the PSO for the normal forms: (a) saddle-node bifurcation (see (6) ), (b) transcritical bifurcation (see (7)), (c) pitchfork supercritical bifurcation (see (8) ), and (d) pitchfork subcritical bifurcation (see (9) ). bifurcation types that the systems exhibit are saddle-node, transcritical, pitchfork supercritical, and pitchfork subcritical [21, 22] (see Figure 1) , and a comparative of bifurcation diagrams generated with the XPPAUT software and the particle swarm optimization method for an electrical network that illustrates the voltage collapse phenomenon arising from the load variation is presented.
Normal forms for systems with one parameter
A fixed point associated to a dynamic system where the Jacobian matrix presents all eigenvalues with nonzero real parts is called hyperbolic fixed point. If we examine the behavior of this fixed point under the variation of the parameter, the eigenvalues of the Jacobian matrix condition can only be violated in two ways: the real part of an eigenvalue approaches zero, or two eigenvalues reach the imaginary axis. When the condition is violated, the bifurcations that the dynamic system presents can be one of the bifurcations arising in the systems represented byẋ
These equations are called normal forms or topological normal forms, and they are employed to reduce a given nonlinear system to the simplest possible form preserving the dynamics in a neighborhood of the fixed point where the condition is violated. In this context, by means of a variable change, a dynamic system with one parameter, close to the hyperbolic fixed point, can be rewritten as one of the normal forms, having the same bifurcation diagram. The variable change is often nontrivial.
Julio Barrera et al. For the normal forms, the particle swarm optimization algorithm was set up with a swarm of 500 particles, a maximum of 10 particles per species, and r = 0.15. The search space for all normal forms was the interval [−2, 2]. The initial value μ = −2 was incremented in Δμ = 0.05 until μ = 2. For each μ k , the PSO was run for 100 cycles. The bifurcation diagrams that were found for each one of the normal forms are shown in Figure 1 ; these results match those in the bibliography (see [14, 21, 22] ).
Bifurcation diagram for an electrical power system
The electrical network shown in Figure 2 has been used in [8, 23] and other papers to illustrate the voltage collapse phenomenon arising from the load variation. The three-node equivalent circuit is to be viewed as an equivalent circuit of a local area of interest connected to a large network. The network is modeled as an infinite bus represented by a voltage source providing constant voltage magnitude and phase, E 0 θ 0 , regardless of power flow. The generator terminal bus is E m δ m . The complex admittance of the transmission lines connected to the generator and infinite bus, a load, and a capacitor are also shown in Figure 2 . The measured voltage at the load terminal is Vδ. The system's dynamics are governed by the following four ordinary differential equations:
In these equations, the state variables are defined as follows. δ m is the generator voltage angle phase, ω is the rotor speed, δ is the load voltage phase angle, and V is the load voltage magnitude. The functions P and Q appearing in these equations represent, respectively, the active and reactive powers supplied to the load by the network. They are given by
In the above equations, instead of including the capacitor in the circuit, a Thevenin equivalent circuit with the capacitor has been derived with values given by
Other quantities appearing in (10)- (12) are constant parameters, relating to either the load or the network and generator. All of these parameters are fixed during the analysis, except for Q 1 , the reactive power demand of the load. The load, network, and generator parameters are given in Table 1 .
The bifurcation diagram for the system, relating the voltage magnitude V to the bifurcation parameter Q 1 (reactive power load), is obtained by the proposed approach. In order to show the validity of this result, the same analysis is carried out employing the continuation/bifurcation software package XPPAUT [24] .
For the electrical network, the particle swarm optimization algorithm was set up with a swarm of 500 particles, 20-particle admittance for species, and r = 0.1. The intervals for the four variables for the electrical network are shown in Table 2 . The initial value Q 1 = 10 was incremented in ΔQ 1 = 0.01 until a Q 1 value of 11.5 is reached. For each Q 1k , the PSO was run for 100 cycles. The fixed points that were found for electrical network with the PSO and the bifurcation diagram generated by the XPPAUT software package are shown in Figure 3 .
CONCLUSIONS AND FUTURE WORK
In this paper, we report our research work on the application of intelligent optimization methods, namely, particle swarm optimization, to the production of bifurcation diagrams. Bifurcation diagrams are a tool for stability analysis of dynamic systems, with applications to electrical power systems, biology, chemistry, economics, and so forth.
The obtained results correspond to those produced by XPPAUT [24] , which is the standard tool for producing bifurcation diagrams. This fact validates our results in the sense that the bifurcation diagrams produced with our method are as good approximations to the ideal ones as those produced by XPPAUT. 
Comparing our results with those produced by XPPAUT, the proposed method presents several advantages.
(1) XPPAUT requires 14 parameters to produce a bifurcation diagram, while ours depends only on four (r, Δr, N p , n). (2) The sensitivity of XPPAUT to those parameters is very high, while our method is sensitive only to r, the radius. This dependence, though, affects only the accuracy of the results. If those parameters are not set right, XPPAUT may not produce any diagram at all. (3) Besides those parameters, XPPAUT needs a stable fixed point to start a bifurcation diagram. If the engineer/scientist does not count with one, the system cannot produce any results. Our approach does not need initial conditions at all. (4) In terms of time, XPPAUT is faster than our method.
For a given dynamic system, XPPAUT may produce results in, let us say, 15 seconds, while ours may take 15 minutes. Nevertheless, taking into account the setting of all parameters that XPPAUT needs for operation, it may take a student/engineer about 3 days to complete an experiment. Using our system, the total time to produce results is still 15 minutes. (5) XPPAUT uses a continuation method (that is why it needs initial conditions to start with) and produces only a segment of the total bifurcation diagram, stopping where it finds a bifurcation. Our approach produces the whole bifurcation diagram for the specified region. (6) An additional effect of using our approach is to further the automation of the production of bifurcation diagrams, since they can be produced without any human intervention, other than the specification of the system (through a set of differential equations). Using XPPAUT, on the other hand, the user needs to specify new initial conditions to produce more segments of the diagram, or to select bifurcation points to continue plotting a given segment.
(7) Finally, XPPAUT produces only bifurcation diagrams of systems with one parameter (two-dimensional diagrams). Using our approach, we have already produced bifurcation diagrams for systems with more than one parameter, being able to plot them for 2 parameters varying at the same time (three-dimensional diagrams).
There are several directions to work on. You may have noticed from Figure 3 that the parabole in the bifurcation diagram presents a discontinuity; this is caused by the radius value needed to determine to which species a particle belongs. Since the method is based on the radius of species, it can only detect one solution per species, and since there is one species per region of radius r, their representative individuals must be at least at a distance r from each other. So, the method cannot detect solutions appearing closer than the radius r, even though regions may intersect. Therefore, we are missing solutions in areas where they become very close together. From a practical viewpoint, the closeness of the points does not have a practical implication given that the bifurcation region has been determined, as well as solution trajectories emanating from the bifurcation point. Hence, further calculations, such as stability analysis and computation of doubling period branches, can be done from those fixed points composing the solution trajectories. The mentioned problem can be fixed by using a variable-radius strategy, similar to the variable-step integration methods [25] . Another approach to solve this problem is to use the convex hull method presented by Barrera and Flores in [26] .
One feature found in XPPAUT and not in our implementation is the determination of period-doubling fixed points. Those points correspond to complex roots of the characteristic equation of the differential equation. Those solutions represent limit cyclic or strange attractor solutions. The extension to determine those is, in principle, straightforward. By extending the search space to include imaginary components in the roots, the same search procedure will be able to find real and imaginary roots. We do expect to find detail that will need refinement, once this extension is implemented. Another feature not included in our implementation is discerning between stable and unstable fixed points. The determination of the nature of the fixed points has been in the literature (see [22] ) for a while; so it will not present an obstacle.
In summary, we will continue this area of research, with the goals of producing alternative solutions to mathematical and engineering problems in the area of dynamical systems, and furthering the automation of the overall process, leaving more work to the computer and less to the scientist. As in all applications of computer science, the idea is not to replace the human being behind this process, but to free him/her from tedious work providing more time to do more productive work.
