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ABSTRACT
This thesis studies the decision making problem in the supply chain manage-
ment. We ﬁrst studies optimal capacity expansion for a risk-averse decision
maker over ﬁnite horizon. The capacity can be adjusted in bilateral ways:
It can either be purchased or salvaged. Purchasing capacity incurs both
ﬁxed purchasing cost per order and variable cost per unit, similarly, sal-
vaging capacity brings variable revenue per unit and incurs ﬁxed salvaging
cost per order as well. The capacity is then used in production to satisfy pe-
riod demand, and the demand that exceeds the capacity is satisﬁed from an
expediting supplier. We ﬁrst consider the case when the capacity is carried
over to the next period without deterioration incurring maintenance cost. We
propose a framework to incorporate risk preference in multi-period capacity
expansion models. Speciﬁcally, consumption model is employed to capture
the risk sensitivity. We show that capacity decision and consumption deci-
sion in each period can be separately determined. Besides, we characterize
the structure of the optimal capacity strategy and compare the optimal ca-
pacity strategy for a risk-averse decision maker with the optimal capacity
strategy for a risk-neutral decision maker. We also extend our results to the
cases when capacity deteriorates with both deterministic deterioration rate
and stochastic deterioration rate from one period to the next period, or when
Abstract viii
the demand and ﬁnancial parameters are world-driven, or when the manager
can satisfy demand strategically, i.e., to determine whether or not to satisfy
all demand and how many to be satisﬁed. Numerical tests are presented to
study the impact of ﬁnancial parameters and demand characterizers on the
optimal capacity strategy. According to our numerical examples, the opti-
mal capacity strategy can be easily characterized by (푏, 퐵, 푠, 푆) under certain
conditions, whereby the capacity is purchased up-to 퐵 when the initial ca-
pacity is below 푏, is salvaged down-to 푆 when it is above 푠, and stays put
otherwise.
As inventory is an important component of capacity expansion, I have in-
cluded in this thesis a detailed chapter on stochastic inventory in the context
of assemble to order environment. In particular, I present the analysis and
optimality results regarding the joint decision of the inventory replenishment
and common component allocation rule for an assemble-to-order N-system.
Key words: Capacity expansion, capacity expedition, deterioration,
risk preference, separation theorem, markov process, strategic sale, (퐾1, 퐾2)-
concave.
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1. INTRODUCTION
1.1 Motivation
Capacity planning is the process of determining the production capacity
needed by an organization to meet changing demands for its products. Tra-
ditional capacity management assumes that the manager is risk insensitive
(called risk-neutral), i.e., his objective is to maximize his expected proﬁt with-
out any consideration on the risk of his proﬁt, or equivalently, to minimize
the expected cost ignoring the variance of cost. Evidently, not all decision
makers are risk-neutral. Many planners are willing to tradeoﬀ lower expected
proﬁt for downside protection against possible losses. Indeed, Schweitzer and
Cachon [40] provide some experimental evidences suggesting that the decision
makers are risk averse for some high-proﬁt products. Thus, it is important to
incorporate the notions of risk aversion in a broad class of inventory models.
1.2 Research Objectives and Results
In this thesis, we ﬁrst consider capacity expansion for a risk-averse decision
maker over a ﬁnite planning horizon with exogenous price. In particular, the
capacity can be adjusted either upward through purchasing or downward via
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salvaging. Purchasing capacity incurs both ﬁxed purchasing cost per order
(such as advertisement, transportation, negotiation with suppliers, ect.) and
variable cost per unit, similarly, salvaging capacity incurs ﬁxed salvaging cost
per order and brings variable revenue per unit. The capacity is then used
in production to satisfy period demand, and the demand that exceeds the
capacity is satisﬁed from an expediting supplier. The capacity is carried
over to the next period with or without deterioration. To capture the risk
sensitive decision making, the consumption model is employed, whereby the
manager tradeoﬀs the temporal consumption and the future consumption by
saving in the temporal period. The consumption model is well established
in the literature of economics and ﬁnance to model intertemporal decision
making under risk-averse.
Fig. 1.1: Sequences of Events
The sequence of events in the consumption model is as follows, see Figure
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1.1. (i) At the beginning of each period, the manager makes his decision
among the options of purchasing, salvaging, and staying put, and decides
the capacity to purchase or salvage on the basis of the initial capacity level
of the period. (ii) The stochastic demand is realized during the period.
(iii) Capacity is outsourced and expedited from an outside supplier. (iv)
Capacity is used in production to satisfy the realized demand. (v) The
decision concerning the consumption and savings is made at the end of the
period. The preference of the decision maker over consumptions of each
period is based on the expected utility. The objective is to maximize the
expected utility.
Fig. 1.2: Structure of the Optimal Policy
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We show that the capacity expansion decision and the consumption de-
cision in each period can be separated using additive and exponential utility
function. Such separation makes the original intractable problem tractable.
We show that the value function satisﬁes certain concavity, which is called
(퐾1, 퐾2) concave, see its deﬁnition in Section 2.2. Besides, we also show that
(퐾1, 퐾2)-concavity is preserved in a dynamic optimization from one period
to the next period. Therefore, the optimal capacity expansion strategy can
be characterized using properties of (퐾1, 퐾2)-concavity. In particular, the
optimal capacity expansion strategy for a risk-averse decision maker is two-
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sided (푠, 푆, 퐴)-policy, which is characterized by purchasing-strategy (푏, 푏∗, 퐵)
and salvaging-strategy (푠, 푠∗, 푆). Under this policy, the capacity decision at
each period is fully determined by the initial capacity level at the beginning
of the period, see Figure 1.2. In particular, (a) purchasing decision is made
and the capacity is purchased up-to 퐵 when the initial capacity level at the
beginning of the period is less than 푏; (b) Either purchasing capacity or stay-
ing put when the initial capacity level is larger than 푏 but less than 푏∗; (c)
Staying put when the initial capacity level is between 푏∗ and 푠∗; (d) Salvaging
or staying put when the initial capacity level exceeds 푠∗ but is below 푠; (e)
Salvaging down-to 푆 when the initial capacity level is above 푠.
Our analysis and results are then extended to several interesting situ-
ations. The ﬁrst case is when capacity deteriorates from one period to the
next one. Our analysis and results hold for both deterministic and stochas-
tic deterioration rate. Numerical examples show that the capacity strategy
becomes more conservative facing a higher deterioration rate, that is, it is
better to carry over a smaller capacity rate facing a higher deterioration level.
Another extension is when the decision maker can determine how much to
expedite and therefore satisfy the demand strategically (probably only part
of demand is satisﬁed and the unsatisﬁed demand is lost) in each period.
We show that the results still hold when cost parameters guarantee the prof-
itability of production. Finally, we extend our results to the case when the
demand and all ﬁnancial parameters are world-driven that are modulated as
Markov process. We also test the sensitivity of the optimal capacity strategy
on various parameters. We show that the capacity strategy becomes more
conservative facing more risk sensitive decision maker, i.e., the optimal ca-
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pacity level is smaller when the decision maker has a higher absolute risk
aversion. We also examine the impact of demand coeﬃcient of variance on
the optimal capacity strategy. The results show that the risk of demand
tends to render the capacity strategy under risk-aversion to be more conser-
vative. Furthermore, we also show that the expediting cost tends to pull up
the optimal capacity level. Finally, we compare the capacity strategy for a
risk-averse decision maker and for a risk-neutral decision maker. The results
indicate that compared to the risk-neutral decision maker, the risk-averse
decision maker has a more conservative capacity strategy.
Interestingly, our numerical examples show that the two-sided (푠, 푆, 퐴)-
policy can be easily characterized by (푏, 퐵, 푠, 푆) when the parameters and
demand distributions are identical over periods. The (푏, 퐵, 푠, 푆) policy con-
trols the capacity purchasing or salvaging in a similar way as (푠, 푆) policy.
The capacity is purchased up-to 퐵 when the initial capacity level is below
푏, it is salvaged down-to 푆 when the initial capacity level is above 푠, and
it remains the same otherwise. Compared to the original two-sided (푠, 푆, 퐴)
policy, the (푏, 퐵, 푠, 푆) policy is easy to implement since there is no region that
has mixed decisions among purchasing/salvaging and staying put. Speciﬁ-
cally, the (푏, 퐵, 푠, 푆) policy corresponds to the original two-sided (푠, 푆, 퐴)
policy with 푏 = 푏∗ and 푠 = 푠∗.
As inventory is an important component of capacity expansion, I have in-
cluded in this thesis a detailed chapter on stochastic inventory in the context
of assemble to order environment. In particular, I present the analysis and
optimality results regarding the joint decision of the inventory replenishment
and common component allocation rule for an assemble-to-order N-system.
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In ATO systems, components are kept in stock, but ﬁnal products are assem-
bled only after customer orders are realized. Each product is characterized
by a ﬁxed bill-of-materials (BOM), and diﬀerent products may share com-
mon components. For example, the W-system in Figure 1.3 comprises three
components and two products, and each product comprises one product-
speciﬁc component and one common component shared by both products.
The N-system in Figure 1.3 is a subsystem of the W-system, in which one of
the products requires the common component only; it has no product-speciﬁc
component. Customer orders arrive randomly. The components are procured
Fig. 1.3: Illustration of ATO Systems
from outside suppliers with positive leadtimes. The assembly times of the
products are negligible relative to the component replenishment leadtimes.
This approach allows manufacturers to only build products that customers
desire and hence to eliminate unwanted ﬁnished-product inventory, achieving
great ﬂexibility at low cost. Well-known examples include Dell Computer’s
online service and the “build-to-order” (BTO) practices by companies such
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as BMW, Toyota, and GM. Incidentally, the same multi-component, multi-
product system structure also applies to mail-order and online retailers as
well as to distributors of multiple ﬁnished products. In such businesses,
customers may order diﬀerent, but possibly overlapping, subsets of items in
stock and customer satisfaction is based on the fulﬁllment of the entire order.
Despite the widespread use of ATO systems, the structure of the opti-
mal inventory control policy remains largely unknown. As stated in Song and
Zipkin [53], inventory control of an ATO system consists of two decisions:
inventory replenishment and inventory allocation. In general, the optimal
decisions for any reasonable objective function are state-dependent. As a
result, in practice, only simple but possibly suboptimal replenishment and
allocation policies are implemented. Correspondingly, the academic liter-
ature on ATO systems primarily focuses on these simple policies, such as
independent base-stock (IBS) replenishment policies (i.e., each component
follows a standard base-stock policy) and the ﬁrst-come-ﬁrst-served (FCFS)
component allocation rule. This thesis aims at gaining deeper understanding
of the structure of the optimal policy. This, in turn, will help us assess the
eﬀectiveness of the widely used and studied heuristic policies and develop
new ones where necessary. We focus on the N-System. Our objective is to
minimize the long-run average system cost.
More speciﬁcally, we consider a continuous-review ATO system with
two components and two products. Unsatisﬁed product demand is fully
backlogged. Product-{1} (abbreviated by product-1) requires one unit of
component-1 only, while product-{1, 2} (abbreviated by product-12) requires
a unit of both component-1 and component-2. In the following, we often refer
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to component-1 as the common component and component-2 as the product-
speciﬁc component. In the context of computers, for example, component-1
can be a hard disk and component-2 can be a memory card. The hard disk
can be sold directly to a customer as a portable hard disk drive (product-1)
or can be assembled together with the memory card into a laptop (product-
12). Similarly, component-1 can be a LCD monitor, which can either be sold
directly to a customer (product-1) or be assembled with a CPU (component-
2) into a desktop (product-12). In the context of automobiles, component-1
can be an engine and component-2 can be a brake. The engine can either
be sold separately as product-1 or be assembled with the brake into a car
(product-12). Clearly, the N-system possesses the basic elements of an ATO
system and serves as an important building block for general multi-product,
multi-component ATO systems. Thus, a thorough understanding of the N-
system can facilitate our understanding of the more general systems.
We show that, when the cost parameters possess a certain symmetric
structure, for any given replenishment policy, a no-holdback (NHB) allo-
cation rule is optimal. A NHB rule is a product-based allocation rule; it
allocates one component to a product demand only if such an allocation can
lead to the fulﬁllment of that demand. Assuming this optimal allocation
rule is followed, the optimal replenishment policy is a coordinated base-stock
(CBS) policy. Under a CBS policy, a standard base-stock policy is adopted
for the component that has a longer leadtime, while the inventory of the
component that has a shorter leadtime is dynamically adjusted according to
the demand realization over the most recent time interval, with a length of
the leadtime diﬀerence. This policy synchronizes the component inventory
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levels. (When the component leadtimes are identical, the CBS policy reduces
to the IBS policy.) We also show that, in general, a higher demand rate for
either product increases the optimal inventory levels for both components.
However, when component-2 has a shorter leadtime, a higher product-1 de-
mand lowers the optimal component-2 inventory. We then investigate the
eﬀectiveness of commonly used IBS policies. Our numerical experiment in-
dicates that the optimality loss incurred by using the best IBS policy can be
signiﬁcant, with maximum loss of 35.99% and average loss of 7.84%. This
policy performs well only when the two component leadtimes are similar.
Unfortunately, when the cost parameters are not symmetric, there is no
clear structure for the optimal policies. Our approach is to construct two
bounding systems with symmetric cost structures and then use the optimal
policies for these bounding systems to devise heuristic policies for the original
system. Numerical results show that the heuristic policy is very eﬀective,
with average optimality loss of 2.71% and maximum optimality loss of 6.61%.
1.3 Literature Review
There are numerous papers on the capacity management. Luss [27] provides
an extensive review of early literature on capacity expansion problem. Previ-
ous papers have mostly focused on a risk-neutral decision maker and without
ﬁxed purchasing cost, such as Rocklin et al. [37]. For a recent review, see
Van Mieghem [56].
One ﬁeld that is closely related to our thesis is the inventory manage-
ment. In the inventory systems, ﬁnished products are outsourced from out-
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side suppliers and sold to end customer through retailers. The problem of
interests is how to replenish inventory in the logistic network, see Zipkin [64]
for a comprehensive review. For an exogenous price, Song and Zipkin ([54],
[55]) have shown that the base stock policy is optimal when ordering cost is
linear in order quantity, Scarf [39], Veinott and Wagner [59], and Sethi and
Cheng [42] have shown that the (푠, 푆) policy is optimal when a ﬁxed-ordering
cost is incurred with each order, whereby, an order is placed to rise inventory
level up-to 푆 when the inventory level at the beginning is less than 푠 and
stay put otherwise. For endogenous price, i.e., when price is a decision vari-
able, Federgruen and Heching [17] show that a base-stock list price policy is
optimal when order cost is linear in order quantity. In this policy, inventory
is managed based on a base-stock policy and price is a non-increasing func-
tion of inventory at the beginning of each period. In addition, the modiﬁed
base-stock list price policy is optimal if there is a capacity constraints on
the ordering quantity. Chen and Simchi-Levi [10] show the optimal policy
is (푠, 푆, 퐴, 푝)-policy when each order incurs a ﬁxed-ordering cost. In such a
policy, an order is placed to rise inventory level up to 푆 when the inventory
level at the beginning of the period is less then 푠 or belongs to 퐴, and no
order is placed otherwise, and price is based on the inventory level at the
beginning of the period. A special case is base-stock list price policy when
ﬁxed-ordering cost equals to zero. Chen and Simchi-Levi [11] extend their
results to the inﬁnite horizon. Our thesis diﬀers from the inventory literature
in the way that the capacity in our model could be adjusted both upward and
downward, whereas inventory could only be adjusted upward but can never
be downward. Besides, our model also allow the capacity expedition when
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demand exceeds the available capacity. Furthermore, we also incorporate the
risk-preference of the decision maker into the capacity management.
Another ﬁeld that is also closely related to our thesis is the capacity
expansion. Most papers in the literature of capacity expansion assume that
capacity is durable, see Van Mieghem ([56], [57]), Ye and Duenyas [61]. Ra-
jagopalan ([30], [31]), Rajagopalan et al. ([32], [33]) consider deterministic
capacity expansion with deterioration. Chao et al. [7] show that base-stock
policy is optimal to the capacity expansion when demand is stochastic in each
period and no ﬁxed cost was incurred for each order. They also study the ef-
fects of the future options on capacity decision. Sethi et al. [43] show optimal
and hierarchical controls in dynamic stochastic manufacturing systems when
there was capacity deterioration in the production capacity. Angelus and
Porteus [1] study a combined capacity and production management problem
under stochastic demand in a produce-to-stock environment, without ﬁxed
costs. The paper that is most related to us is Ye and Duenyas [61]. They
consider ﬁnite-horizon period-review, single-product model with two-sided
ﬁxed-capacity adjustment cost. They develop (퐾1, 퐾2)-concavity to show
the optimal capacity expansion strategy. Basically, the capacity strategy
at each period can be characterized by four parameters (푏, 푏∗, 푠∗, 푠), where
(푏 ≤ 푏∗ ≤ 푠∗ ≤ 푠). (푏, 푏∗) is the threshold to determine whether to buy or
not, namely, never purchasing when the capacity level at the beginning of
period is larger than 푏∗, either purchasing or staying put when it is below
푏∗ but above 푏, and always purchasing when it is below 푏. Similarly, (푠, 푠∗)
characterize the threshold to sell or not, i.e., always selling when the begin-
ning capacity level is larger then 푠, either selling or staying put when it is
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below 푠 but above 푠∗, and never sell when it is below 푠∗. A similarly result is
shown by Semple [41] by introducing the concept of weak (퐾1, 퐾2)-concavity.
Using the properties of weak (퐾1, 퐾2)-concavity, he shows the structure of
optimal policy is the same as Ye and Duenyas [61]. However, their papers
assume the decision maker is risk neutral that aims to maximize the expected
proﬁt. Our model proposes a framework to incorporate the risk-preferences
into the capacity expansion. Besides, our model can also handle capacity
deterioration, strategic sales, and world-driven parameters.
Our thesis is also related to the area of the risk-sensitive decision mak-
ing. There are numerous ways to formulate the risk-preferences, see Chen
et al. [12] for reviews. The common approach is the expected utility theory,
whereby an utility function is used to model the risk-preference of decision
maker. The object is to maximize his expected utility, see Varian [58] for
more details. Bouakiz and Sobel [5] show that a base stock policy is optimal
for a decision maker with exponential utility function when ordering cost is
linear. Smith and Nau [46] and Smith [45] show that investment decision
and ﬁnancial investment can be separated (known as separation theory) in
a dynamic consumption model with additive and exponential utility. Chen
et al. [12] consider ﬁnite-horizon period-review single-product model with
ﬁxed ordering cost. Using additive and exponential utility function, they
show that the optimal policy is (푠, 푆, 퐴, 푝)-policy when price is endogenous,
and it is (푠, 푆)-policy when price is exogenous. Other papers that use the
expected utility theory in the operations management include Sobel [47] and
Van Mieghem [57]. However, the inventory/capacity in the above papers can
only be adjusted upward, that is, inventory can only be replenished but not
1. Introduction 13
salvaged. We allow the salvaging option which brings variable revenue per
unit and incurs ﬁxed cost per order as well. Besides, none of the above papers
dealt with capacity/inventory deterioration, capacity expedition or strategic
sale, that are addressed in our thesis. The literatures are summarized in
Table 1.1.
Tab. 1.1: Summary of the Related Papers
Risk-Neutral Risk-Averse
퐾 = 0 Rocklin et al. [37], Bouakiz and Sobel [5],
Song and Zipkin ([54], [55]) Van Mieghem ([56], [57])
Chao et al. [7]
One-sided Chen and Smichi-Levi ([10], Chen et al. [12]
퐾 > 0 [11]), Scarf [39],
Sethi and Cheng [42]
Veinott and Wagner [59]
Two-sided Semple [41], ?
퐾 > 0 Ye and Duenyas [61]
Our contributions to the existing literatures on capacity expansion are
as follows. First, we incorporate the risk sensitive decision making into the
traditional capacity expansion management problem; Second, capacity can
be adjusted both upward via purchased and downward via salvaging, with
a ﬁxed cost incurred for both adjustments; In addition, we allow capacity
deterioration for both deterministic deterioration rate and stochastic deteri-
oration rate; Besides, insuﬃcient capacity can be outsourced from expediting
suppliers; Furthermore, our model also permits the behavior of strategic sale,
whereby, the manager could choose to satisfy demand partially; Finally, we
also allow world-driven parameters facing environmental ﬂuctuations.
Our thesis is also related to the literatures on the assemble-to-order
inventory systems. The majority of studies in the ATO literature focus on
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speciﬁc classes of inventory policies. In particular, for continuous-review
models, most papers assume the FCFS allocation rule, and develop tools
to evaluate and optimize the IBS replenishment policies. See, for example,
Song([48], [49]), Song et al. [50], Song and Yao [51], Lu et al. ([24], [25]), Lu
and Song [25], and Zhao and Simchi-Levi [63]. For periodic-review models,
because the demand during each period is batched and ﬁlled at the end of
the period, diﬀerent allocations rules have been considered. These include
a ﬁxed priority rule (Zhang [62]), the FCFS rule (Hausman et al. [19]),
and a fair-share rule (Agrawal and Cohen [2]). Akcay and Xu ([3]) study a
product-based allocation rule that makes optimal or near-optimal allocation
decisions within each period. Similarly, Huang and Kok ([20]) study optimal
allocation decisions within each period using the idea of “multi-matching,” in
the sense that multiple components must be matched with multiple products.
However, all these studies apply FCFS to demand between periods. In other
words, these alternative allocation rules, if implemented in a continuous-
review environment, reduce to FCFS.
A second allocation policy considered in the literature is the NHB allo-
cation rule, which was ﬁrst described and analyzed by Song and Zhao [52],
followed by Dogru et al. [15] and Lu et al. [26]. (It is worth mentioning that
both FCFS and NHB are commonly seen in practice; Kapuscinski et al. [22]
describe an example of NHB at Dell and Xu et al. [60] describe an example
of FCFS at Amazon.com.)
The asymptotic studies by Plambeck andWard ([28],[29]) on high-volume
ATO systems consider diﬀerent settings: The decision variables include the
component production capacities, assembled product production sequence,
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and product prices. Once a component’s production capacity is chosen, the
production facility produces the component at full capacity, so there is no
inventory decision.
Only very few papers discuss the form of the optimal inventory control
policy for ATO systems. Benjaafar and ElHafsi ([4]) consider the special
case of a single end-product and multiple demand classes. Each component
supplier has a ﬁnite production capacity. They show that under Markovian
assumptions on demand and production, the optimal replenishment policy
is a state-dependent base-stock policy, and the optimal allocation rule is a
multi-level rationing policy that depends on the inventory levels of all other
components. Dogru et al. [15] obtain the ﬁrst characterization of the optimal
policy for a multi-product ATO system. They focus on the special W-system
with identical component leadtimes. They show that when a symmetric cost
condition or a “balanced capacity” condition is satisﬁed, the optimal replen-
ishment policy is a state-independent base-stock (i.e., IBS) policy, and the
optimal allocation policy is a NHB policy, which is state-dependent. When
the leadtimes are not identical, Lu et al. (2010) show that the NHB alloca-
tion rules are optimal among all allocation rules, assuming IBS replenishment
policies are used. In this thesis, we characterize the optimal replenishment
and allocation policies for the N-system with non-identical leadtimes. This is
the ﬁrst optimality result for multi-product ATO systems with non-identical
leadtimes.
The concept of a CBS policy is closely related to the well-known balanced-
base-stock (BBS) policy, shown by Rosling [38] to be the optimal inventory
replenishment policy for a single product assembly system. Chen and Zheng
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[9] provide an alternative proof using a lower bound argument.
However, no single approach employed in the previous works is suﬃ-
cient to establish the optimality results in the current paper. For instance,
while dynamic programming is a common tool for characterizing optimal
control policies, as in the case of Rosling [38], it is not practical for tracing
the dynamics of the component inventory and diﬀerent product backorders
in our context. Similarly, while a mathematical programming lower bound
argument works for Dogru et al. [15] in the case of identical leadtimes, it
fails when dealing with non-identical leadtimes. Instead, the current eﬀort
employs a combination of sample-path analysis, a linear programming lower
bound, and the tower property of conditional expectation; see Chapter 3 for
an outline of our method. We hope that this new hybrid approach will inspire
other optimality proofs for related systems.
1.4 Structure of Thesis
The rest of the thesis is organized as follows:
∙ Chapter 2: Risk Aversion Capacity Expansion. We formulate
the model to incorporate the risk aversion into the capacity expan-
sion problem. Specially, we use the consumption model to capture the
risk aversion. Besides, we use the properties of (퐾1, 퐾2)-concavity to
characterize the optimal capacity expansion strategy. We also extend
our results to several cases when capacity deteriorates over periods, or
when manager can satisfy demand strategically, or when demand and
ﬁnancial parameters are world-driven, or when the leftover capacity
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has salvaging value. Moreover, we also test the sensitivity of capacity
strategy on various parameters.
∙ Chapter 3: Assemble-to-Order System. We study the inventory
replenishment and common component allocation for assemble-to-order
system. Using a hybrid approach that combines sample-path analysis,
linear programming, and the tower property of conditional expecta-
tion, we characterize the optimal component replenishment policy and
common component allocation rule. The optimality results require a
certain symmetry in the cost parameters. In the absence of this sym-
metry, the optimal policies have no clear structure. For these latter
systems, we develop heuristic policies and show their eﬀectiveness. Fi-
nally, we present comparative statics of the optimal policy parameters
and show that some commonly used heuristic policies can lead to sig-
niﬁcant optimality loss.
∙ Chapter 4: Conclusion. This chapter contains the concluding re-
marks of this thesis.
2. RISK AVERSION CAPACITY EXPANSION
This chapter studies optimal capacity expansion for a risk-averse decision
maker over ﬁnite horizon. The capacity can be adjusted in bilateral ways: It
can either be purchased or salvaged. The capacity is then used in production
to satisfy period demand, the demand that exceeds the capacity is satisﬁed
from an expediting supplier. The capacity is carried over to the next period
without deterioration incurring maintenance cost. We use the consumption
model to capture the risk sensitivity. We show that capacity decision and
consumption decision in each period can be separately determined. Besides,
we characterize the structure of the optimal capacity strategy and compare
the optimal capacity strategy for a risk-averse decision maker with the op-
timal capacity strategy for a risk-neutral decision maker. We also extend
our results to the cases when capacity deteriorates with both deterministic
deterioration rate and stochastic deterioration rate from one period to the
next period, or when the demand and ﬁnancial parameters are world-driven,
or when the manager could satisfy demand strategically, i.e., to determine
whether or not to satisfy all demand and how many to be satisﬁed.
Structure of this chapter. This chapter is organized as follows. Section
2.1 introduces the consumption model. Section 2.2 provides the deﬁnition
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and properties of (퐾1, 퐾2)-concavity. Section 2.3 presents our main results
for both risk-averse decision maker in subsection 2.3.2 and risk-neutral deci-
sion maker in subsection 2.3.3. Section 2.4 extends our results to several cases
when capacity deteriorates over periods in subsection 2.4.1, or when man-
ager can satisfy demand strategically in subsection 2.4.2, or when demand
and ﬁnancial parameters are world-driven in subsection 2.4.3, or when the
leftover capacity has salvaging value in subsection 2.4.4. Section 2.5 tests the
sensitivity of capacity strategy on various parameters. The proof of lemmas
and theories can be found in Appendix A.
2.1 The Model
We consider a ﬁnite-horizon capacity expansion problem for a risk-averse
decision maker facing stochastic demand in each period. As Chen et al.
[12] and Sobel [47], consumption model is used to capture the risk-aversion
in the intertemporal capacity decision. The consumption model is one of
the fundamental methodologies in the economics and ﬁnance, which is also
known as consumption-CAPM or “CCAPM” model.
2.1.1 Consumption Model
In a consumption model, the risk-averse decision maker makes a tradeoﬀ be-
tween the temporal consumption and the future consumptions at each period.
Namely, he makes allocation of his wealth between temporal consumptions
and savings to be consumed in the future.
Speciﬁcally, the sequence of events at each period is as follows. At the
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beginning of period 푡, endowed with an initial wealth 푤푡, the decision maker
determines the capacity level to be carried over. During the period, a random
payoﬀ 푃˜푡 on the basis of the capacity level is generated. At the end of period
푡, the decision maker decides the consumption level 푓푡 to be consumed in this
period after observing his current wealth level 푤푡 + 푃˜푡. Besides, the decision
maker can also saves or borrow money in some ﬁnancial institutions with risk
free interest rate 푟푓 . So the wealth transformation equation from the current
period to the next period is
푤푡+1 = (1 + 푟푓 )(푤푡 + 푃˜푡 − 푓푡).
Or equivalently,
푓푡 = 푤푡 + 푃˜푡 − 푤푡+1
1 + 푟푓
. (2.1)
The objective of the decision maker is to maximize the expected utility of





푈(푓1, . . . , 푓푇 )
]
. (2.2)
To make the model tractable, most of existing papers focus on additive and
exponential utility functions, that is,









We will use this type of utility functions throughout this chapter. The prefer-
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ence of the decision maker speciﬁed in this set of utility satisﬁes two axioms,
as illustrated by Smith and Nau [46].
The ﬁrst one is “additive independence axiom”, which says that the
decision maker’s preference for risky cash ﬂow streams (푥˜1, . . . , 푥˜푇 ) depends
only on the marginal distribution of cash ﬂows in each period but not on the
joint distribution. This axiom of preference implies that the ﬁrm’s utility
function is additive over periods, namely, it can be written as




푢푡(⋅) is the utility the manager gets based on the consumption in period-푡,
and it is increasing and concave.
The second one is the “Δ-property”, which says that the decision maker
is indiﬀerent between risky income 푋 +Δ and a certainty amount 퐶 +Δ for
any constant Δ if he is indiﬀerent between a risky cash ﬂow 푋 and a certain
amount 퐶. It is easy to prove that the Δ-propert implies that the decision
maker’s preference for each period exhibits constant absolute risk aversion,
namely, the 푢푡(⋅) can be expressed as
푢푡(푓푡) = −푎푡 exp(−푓푡
휌푡
), for some 푎푡, 휌푡 > 0.
휌푡 is called risk-tolerance, which is the inverse of the coeﬃcient of absolute
risk aversion, represents the risk sensitivity of the decision maker, i.e., 휌푡 =
−(푢′′푡 /푢′푡)−1. The smaller the 휌푡 is, the more risk sensitive to loss is the
decision maker. And 푎푡 reﬂects the intertemporal risk attitude of the decision
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maker over diﬀerent periods.
2.1.2 Notation
In our model, the decision maker updates the capacity level to make produc-
tion, outsources additional capacity when demand exceeds on-hand capacity
from expediting suppliers, and allocates his wealth between consumption and
savings at the end of each period. Purchasing capacity incurs variable cost
per unit and ﬁxed cost per order. The capacity can also be salvaged at vari-
able price with a transaction related ﬁxed cost per order. The capacity that
is established at the beginning of each period can be carried over to the next
period with a cost of maintenance, while the capacity that is expedited at
the end of each period can not be carried over to the next period. There is no
value of leftover capacity at the end of the planning horizon 푇 , however, this
assumption could be easily relaxed to the case when the leftover capacity is
salvaged at the end of planning horizon 푇 , see Section 2.4. To be summary,
there are ﬁve types of cost in each period: (1) Purchasing cost for updating
capacity; (2) Fixed costs relating to purchasing or salvaging; (3) Production
cost within existing capacity; (4) Maintenance cost for maintaining the ca-
pacity to be carried over to the next period; and (5) Expediting/outsourcing
cost when demand exceeds capacity. The notation is summarized in the
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following: For period 푡 = 1, 2, . . . , 푇 , denote
퐾1푡 = ﬁxed cost for purchasing capacity.
퐾2푡 = ﬁxed cost for salvaging capacity.
푐1푡 = unit purchasing cost of capacity.
푐2푡 = unit salvaging price of capacity.
퐷푡 = the stochastic demand.
푝푡 = exogenous selling price.
푄푡(푥) = production cost of 푥 units products.
푀푡(푥) = maintenance cost to carry over 푥 units of capacity.
푂푡(푥) = outsourcing cost of 푥 units expedited at the end of period 푡.
푃˜푡(푥푡, 푦푡, 퐷푡) = the payoﬀ generated at period 푡 when the beginning capacity is 푥푡,
capacity to be carried over is 푦푡 and the realized demand is 퐷푡.
Therefore, we have
푃˜푡(푥푡, 푦푡, 퐷푡) = −퐾1푡훿(푦푡 − 푥푡)− 푐1푡(푦푡 − 푥푡)+ −퐾2푡훿(푥푡 − 푦푡) + 푐2푡(푥푡 − 푦푡)+
+푝푡퐷푡 −푄푡(퐷푡)− 푂푡((퐷푡 − 푦푡)+)−푀푡(푦푡)
= −퐾1푡훿(푦푡 − 푥푡)− 푐1푡(푦푡 − 푥푡)+ −퐾2푡훿(푥푡 − 푦푡) + 푐2푡(푥푡 − 푦푡)+
+퐻푡(푦푡, 퐷푡), (2.4)
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where




1, if 푥 > 0,
0, otherwise
.
Without loss of generality, it is natural to assume an upper bound 푈 on each
period’s capacity level since there is maintenance cost for carrying over ca-
pacity. In the following, the capacity level is restricted to the interval [0, 푈 ].
The superscript 푆ˆ, 푆¯ is used to represent strategy and performance measures
for a risk-averse decision maker, a risk-neutral decision maker, respectively.
2.1.3 Assumptions
Before giving our analysis, some assumptions are made in this section. These
conditions are not restrictive in practice and we provide justiﬁcation after-
ward.
Assumption 1. For 푡 = 1, 2, . . . , 푇, the unit purchasing cost of capacity
exceeds the unit salvaging value, i.e., 푐1푡 > 푐2푡.
This assumption excludes the arbitrage opportunities, that is, it ensures
that no proﬁt can be made solely from the capacity trading, i.e., salvaging the
existing capacity and then purchasing more capacity, and so on and so forth,
in the same period. Without this assumption, the arbitrage opportunity
will enable the manager an inﬁnite proﬁt by engaging in purchasing inﬁnite
capacity and salvaging it in the same period, which makes the problem trivial.
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Assumption 2. For 푡 = 1, . . . , 푇, the maintenance and expediting cost func-
tion 푀푡(푥) and 푂푡(푥) are continuous, nondecreasing, and convex in 푥.
This assumption says that it incurs more maintenance cost if we carry
more capacity. Besides, the marginal maintenance cost increases with the
underlying capacity level. We made this assumption for technical convenience
to ensure (퐾1, 퐾2)-concavity of objective function. In fact, the convexity
assumption can be relaxed to be (퐾1푡, 퐾2푡)-convex, see Section 2.2.
Assumption 3. The discounted ﬁxed-cost sequences {퐾1푡(1 + 푟푓)−푡, 푡 =
1, 2, . . . , 푇} and {퐾2푡(1 + 푟푓 )−푡, 푡 = 1, 2, . . . , 푇} are non-increasing in 푡.
This assumption is reasonable as Ye and Duenyas [61] explained, and it
is satisﬁed by constant ﬁxed-order cost among periods, i.e., 퐾푖,푡 = 퐾푖,푡+1, 푖 =
1, 2. The condition is equivalent to 퐾푖,푡 ≥ 퐾푖,푡+1(1 + 푟푓)−1, 푖 = 1, 2. Intu-
itively, it requires that the discounted value of the future ﬁxed-cost does not
exceed the current ﬁxed-cost. All these same conditions are also made in Ye
and Duenyas [61] and Semple [41].
2.2 Review on (퐾1, 퐾2)-concavity
In this section, we review some properties of (퐾1, 퐾2)-concavity that are used
in this chapter. (퐾1, 퐾2)-concavity is introduced by Ye and Duenyas [61] to
have an (푏, 푏∗, 푠, 푠∗) capacity policy to be optimal in the risk-neutral capacity
expansion problem with two-sided ﬁxed capacity adjustment cost.
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Deﬁnition 1. A real-valued function 푓(⋅) is called (퐾1, 퐾2)-concave for
퐾1, 퐾2 ≥ 0, if for any 푥0 ≤ 푥1 and 휆 ∈ [0, 1],
푓((1− 휆)푥0 + 휆푥1) ≥ (1− 휆)푓(푥0) + 휆푓(푥1)− 휆퐾1 − (1− 휆)퐾2
+min{휆, 1− 휆} ⋅min{퐾1, 퐾2}. (2.5)
From Deﬁnition 1, it is easy to see that concave, 퐾-concave, sym-퐾-
concave are special cases of (퐾1, 퐾2)-concave, i.e., (0, 0)-concave, (퐾, 0)-
concave, (퐾,퐾)-concave, respectively.
The main properties are summarized in the following lemmas.
Lemma 1. (i) A concave function is also a (0, 0)-concave function.
(ii) If 푓(⋅) is (퐾1, 퐾2)-concave, then for any nonnegative real number 훼,
푓(훼푥) is (퐾1, 퐾2)-concave, and for any nonnegative random variable
풜, 퐸[푓(풜푥)] is (퐾1, 퐾2)-concave.
(iii) If 푓(⋅) is (퐾1, 퐾2)-concave, then is is also (퐾 ′1, 퐾 ′2)-concave for any
퐾1 ≤ 퐾 ′1 and 퐾2 ≤ 퐾 ′2.
(iv) If 푓1(⋅) is (퐾1, 퐾2)-concave, 푓2(⋅) is (퐾 ′1, 퐾 ′2)-concave, and (퐾1−퐾2) ⋅
(퐾 ′1−퐾 ′2) ≥ 0, then 훼푓1(⋅)+훽푓2(⋅) is (훼퐾1+훽퐾 ′1, 훼퐾2+훽퐾 ′2)-concave
for any 훼, 훽 ≥ 0.
Next, we present a preservation property of the (퐾1, 퐾2)-concavity,
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which will be used to prove the (퐾1, 퐾2)-concavity of the proﬁt-to-go func-
tions.
Lemma 2. (Preservation Property) If 푓(푥) is (퐾1, 퐾2)-concave on
[0, 푈 ], where 퐾1, 퐾2 ≥ 0, then the functions
푓1(푥) = max
푦∈[푥,푈 ]
{−퐾1훿(푦 − 푥)− 푐1(푦 − 푥) + 푓(푦)},
푓2(푥) = max
푦∈[0,푥]
{−퐾2훿(푥− 푦)− 푐2(푦 − 푥) + 푓(푦)},
푓3(푥) = max{푓1(푥), 푓2(푥)}.
are also (퐾1, 퐾2)-concave on [0, 푈 ] for any 푐1, 푐2.
To characterize the structure of an optimal policy, we will use some
critical points which we deﬁne as follows.
Deﬁnition 2. (Critical Points) For a continuous function 푓(⋅) on [0, 푈 ]
and any 퐾1, 퐾2 ≥ 0, deﬁne
푀 ∈ argmax 푥∈[0,푈 ]푓(푥),
푏 = sup
{















푥 ∈ [0, 푠] : 푓(푦) ≥ 푓(푧)−퐾2, for all 푦 ≥ 푧, 푦, 푧 ∈ [0, 푥)
}
,




inf{푥 ∈ [푀,푈 ] : 푓(푦) ≤ 푓(푀)− (퐾2 −퐾1) for all 푦 ∈ (푥, 푈 ]}
(푎 = 푈 if empty), if 퐾1 ≤ 퐾2,
sup{푥 ∈ [0,푀 ] : 푓(푦) ≤ 푓(푀)− (퐾1 −퐾2) for all 푦 ∈ [0, 푥)},
(푎 = 0 if empty), if 퐾1 ≥ 퐾2.
푏 = 0, 푏∗ = 푈, 푠∗ = 0 and 푠 = 푈 if the corresponding set is empty.
The following lemma follows directly from the deﬁnition of the critical
points.
Lemma 3. If 푓(푥) is a continuous (퐾1, 퐾2)-concave function on [0, 푈 ], then
(i) 푓(푏) ≥ 푓(푀)−퐾1, 푓(푥) ≤ 푓(푀)−퐾1 for 푥 ∈ [0, 푏);
(ii) 푓(푠) ≥ 푓(푀)−퐾2, 푓(푥) ≤ 푓(푀)−퐾2 for 푥 ∈ (푠, 푈 ];
(iii) 푓(푥) ≥ 푓(푦)−퐾1 for all 푥, 푦 with 푎 ≤ 푥 < 푦 ≤ 푈 ;
(iv) 푓(푥) ≥ 푓(푦)−퐾2 for all 푥, 푦 with 0 ≤ 푦 < 푥 ≤ 푎;
(v) 0 ≤ 푏 ≤ 푏∗ ≤ 푎 ≤ 푠∗ ≤ 푠 ≤ 푈.
2.3 Optimal Capacity Policy
In this section, we will use the properties of (퐾1, 퐾2)-concavity summarized
in the previous section to characterize the structure of the optimal policy for
a risk-averse decision maker, we will illustrate in subsection 2.3.3 that the
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optimal capacity strategy for a risk-neutral decision maker can be obtained
as a special case of the risk-averse decision making.
2.3.1 Dynamic Formulation
Given the initial wealth at the beginning of period 푡 is 푤푡, by Equation (2.1)
in Section 2.1.1, the relationship between the wealth at the beginning of
period 푡+ 1 and the consumption at the end of period 푡 is given by
푓푡 = 푤푡 + 푃˜푡 − 푤푡+1
1 + 푟푓
.
Assuming that the decision maker will consume all of the wealth in the
last period 푇 , i.e., 푤푇+1 = 0, there is one-to-one relationship between the
wealth stream (푤1, 푤2, . . . , 푤푇 ) and the consumption stream (푓1, 푓2, . . . , 푓푇 ).
According to the consumption model, the decision maker’s problem is to
decide the capacity level 푦푡 to be carried over and the consumption level 푓푡
to be consumed in the current period. The objective is to
max E[푈(푓1, 푓2, . . . , 푓푇 )] (2.6)
푠.푡. 푓푡 = 푤푡 + 푃˜푡(푥푡, 푦푡, 퐷푡)− 푤푡+1
1 + 푟푓
,
푥푡+1 = 푦푡 ∈ [0, 푈 ],
푤푇+1 = 0.




optimization (2.6) can be decomposed into the following two dynamic pro-
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gramming: For period 푡 = 푇, 푇 −1, . . . , 1, let 푤 and 푥 to be the initial wealth
and capacity level at the beginning of period 푡, we have
푉 퐵푡 (푤, 푥) = max E[푢푡(푓
퐵
푡 ) + 푉푡+1(푧, 푦)] (2.7)




푥 ≤ 푦 ≤ 푈,
푤푇+1 = 0,
and
푉 푆푡 (푤, 푥) = max E[푢푡(푓
푆
푡 ) + 푉푡+1(푧, 푦)] (2.8)




0 ≤ 푦 ≤ 푥,
푤푇+1 = 0,
where
푉푡(푤, 푥) = max{푉 퐵푡 (푤, 푥), 푉 푆푡 (푤, 푥)}, (2.9)
푉푇+1(푤, 푥) = 0. (2.10)
Intuitively, given the initial wealth and capacity level at the beginning of
period 푡 is 푤 and 푥, 푉 퐵푡 (푤, 푥) is the best value that the decision maker can
get when he is restricted in period 푡 to only the purchasing option, but is free
to make capacity decision after period 푡+ 1; 푉 푆푡 (푤, 푥) is the best value that
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he can get when he is limited to only the salvaging option in period 푡 but no
restriction after period 푡 + 1. 푉푡(푤, 푥) is the best value he can obtain when
he has no restrictions from period 푡 on. In the following, we will investigate
on the strategy of capacity expansion and consumption that achieves the
optimal value.
2.3.2 Risk-aversion Optimal Policy
In the following, we ﬁrst introduce the concept of certainty equivalence, and
then present our main results.
Deﬁnition 3. (Certainty Equivalence) The certainty equivalence of a
random variable 푋˜ is a deterministic constant that one is indiﬀerent between
receiving it and receiving random 푋˜. If we denote certainty equivalence by
풞(푋˜), mathematically,
푈(풞(푋˜)) = E[푈(푋˜)],
where 푈(⋅) represents the preference of a decision maker,
The deﬁnition of certainty equivalence indicates that receiving risky
cash 푋˜ is indiﬀerent for the decision maker with receiving this determin-
istic amount. 풞(푋˜) = E(푋˜) when the utility function is an aﬃne function,
or equivalently, when the decision maker is risk-neutral. As a special case,
when the utility function 푈(⋅) is exponential with risk-tolerance parameter
휌, i.e., 푈(푥) = −푎 exp(−푥/휌) for some 푎, 휌 > 0, the certainty equivalence of
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random variable 푋˜ is given by:
풞휌(푋˜) = −휌 lnE[exp(−푋˜/휌)]. (2.11)







푅푡 is referred as the “cumulative risk tolerance”, since it is the discounted
summation of the risk tolerances from period 푡 on. Using additive and expo-
nential utility function, namely,






we obtain our main theorem in the following.
Theorem 1. (Separation Theorem) Under additive and exponential util-
ity function, the decision maker can separate capacity expansion strategy and
consumption decision in each period as follows: Given the initial capacity
level 푥, capacity level after buying/salvaging 푦, initial wealth 푤 and period
푡’s demand realization 퐷푡, we have
(i) Capacity Strategy: The optimal capacity management strategy at
the beginning of each period 푡 is characterized by the following dynamic
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equations.
퐺퐵푡 (푥) = 푐1푡푥+ max
푦∈[푥,푈 ]
{−퐾1푡훿(푦 − 푥) + 휙ˆ퐵푡 (푦)}, (2.13)
퐺푆푡 (푥) = 푐2푡푥+ max
푦∈[0,푥]
{−퐾2푡훿(푥− 푦) + 휙ˆ푆푡 (푦)}, (2.14)
퐺푡(푥) = max{퐺퐵푡 (푥), 퐺푆푡 (푥)}, (2.15)
where 퐺푇+1(푥) = 0 and
휙ˆ퐵푡 (푦) = 풞푅푡 [퐻푡(푦,퐷푡)]− 푐1푡푦 + (1 + 푟푓 )−1퐺푡+1(푦), (2.16)
휙ˆ푆푡 (푦) = 풞푅푡 [퐻푡(푦,퐷푡)]− 푐2푡푦 + (1 + 푟푓 )−1퐺푡+1(푦). (2.17)
The optimal capacity level of purchasing and salvaging policy is deter-
mined by Equations (2.13) and (2.14), respectively. Besides, equation
(2.15) determines whether to purchase or to salvage, i.e., it’s optimal to
purchase capacity if and only if 퐺퐵푡 (푥) ≥ 퐺푆푡 (푥), otherwise it is optimal
to salvage capacity.
(ii) Consumption Decision: The optimal consumption level is charac-
2. Risk Aversion Capacity Expansion 34
terized by the following equations






















where 퐶푇 = 0, 퐴푇 = 푎푇 and for 푡 = 푇 − 1, 푇 − 2, . . . , 1,
퐶푡 =
휌푡푅푡+1



















Namely, the optimal consumption level at period 푡 is 푓 ∗퐵푡 or 푓
∗푆
푡 when
the capacity decision at the beginning of the period is purchasing or
salvaging, respectively.
Proof. Please see appendix A.
Theorem 1 is well-known in ﬁnancial literature as “separation theorem”,
for e.g., see Smith and Nau [46]. The signiﬁcance of this theorem is that the
decision maker can determine the optimal capacity strategy regardless of
consumption level in each period. This simpliﬁes our analysis signiﬁcantly
that makes the characterization of optimal capacity expansion strategy to be
tractable.
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Theorem 1 implies that: (i) The capacity investment and consumption
decision can be separately determined at each period, which is the well-known
in the ﬁnancial literature as the separation theorem; (ii) Capacity expansion
decision does not depend on the initial wealth and consumption level at each
period; (iii) Optimal consumption level is simply a linear function of the
initial wealth. With the help of this theorem, the decision maker can decide
optimal capacity policy without considering consumption decision at each
period.
The following corollary follows directly from the proof of Theorem 1. It
gives the optimal value of proﬁt-to-go function from period 푡 onward.
Corollary 1. The expect utility level from period 푡 on, when using optimal
capacity policy and consumption decision from period 푡 on, is given by






















when the capacity decision in period 푡 is restricted to the option of only pur-
chasing capacity, only salvaging capacity, non restrictions, respectively. 퐴푡
is given in Theorem 1, and 퐴푡 > 0 doesn’t depend on 푥 and 푤.
To characterize the structure of the optimal capacity strategy, we need
the following proposition.
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Proposition 1. If a function 푓(푥, 휉˜) is concave, 퐾-concave, sym-퐾-concave
or (퐾1, 퐾2)-concave in 푥 for any realization of 휉˜, then for any 휌 > 0, the
function
푔(푥) = 풞휌[푓(푥, 휉˜)].
is also concave, 퐾-concave, sym-퐾-concave or (퐾1, 퐾2)-concave, respectively.
Proof. We only show (퐾1, 퐾2)-concave case here, the other three cases have
been shown by Chen et al. [12]. According to Deﬁnition 1, we need to prove
that for any 푥0 ≤ 푥1 and 휆 ∈ [0, 1], the following inequality is true.
푔((1− 휆)푥0 + 휆푥1)
≥ (1− 휆)푔(푥0) + 휆푔(푥1)− 휆퐾1 − (1− 휆)퐾2 +min{휆, 1− 휆} ⋅min{퐾1, 퐾2}.
By (2.11), it is equivalent to show
−휌 lnE
[












−휆퐾1 − (1− 휆)퐾2 +min{휆, 1− 휆} ⋅min{퐾1, 퐾2}.
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Let 푀(푥) = E[exp(−푓(푥, 휉˜)/휌)], we rewrite the above inequality as
−휌 ln푀
(
(1− 휆)푥0 + 휆푥1
)
≥ −(1− 휆)휌 ln푀(푥0)− 휆휌 ln푀(푥1)
−휆퐾1 − (1− 휆)퐾2 +min{휆, 1− 휆} ⋅min{퐾1, 퐾2}.
Or equivalently,






퐶휆 = −휆퐾1 − (1− 휆)퐾2 +min{휆, 1− 휆} ⋅min{퐾1, 퐾2}.
Note that
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where the ﬁrst inequality follows from the (퐾1, 퐾2)-concavity of 푓(푥, 휉˜) for
any 휉˜, the second inequality follows form H표¨lder inequality with 1
푝





퐵ˆ푡 = argmax 푦∈[0,푈 ]휙ˆ
퐵
푡 (푦), (2.23)
푆ˆ푡 = argmax 푦∈[0,푈 ]휙ˆ
푆
푡 (푦), (2.24)
where 휙ˆ퐵푡 (푦), 휙ˆ
푆
푡 (푦) are given by Equations (2.16), (2.17), respectively.
Now, we are ready to present the structure of the optimal policy for the
risk-averse decision maker with additively and exponential utility functions
in the following theorem.
Theorem 2. Under Assumptions 1, 2, 3, for each period 푡 = 1, 2, . . . , 푇, we
have
(i) 퐺퐵푡 (푥), 퐺
푆
푡 (푥) and 퐺푡(푥) are (퐾1푡, 퐾2푡)-concave in 푥.
(ii) The structure of the optimal capacity policy is two-sided (푠, 푆, 퐴) policy,
with purchasing-strategy (ˆ푏푡, 푏ˆ
∗




∙ If 퐾1푡 ≤ 퐾2푡, there exist (ˆ푏푡, 푏ˆ∗푡 , 퐵ˆ푡) and (푠ˆ푡, 푠ˆ∗푡 , 푆ˆ푡) with 0 ≤ 푏ˆ푡 ≤
푏ˆ∗푡 ≤ 푠ˆ∗푡 ≤ 푠ˆ푡 ≤ 푈 and 푏ˆ푡 ≤ 퐵ˆ푡 ≤ 푆ˆ푡 ≤ 푠ˆ∗푡 such that when the initial
capacity level is 푥, it’s optimal to
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(a) Expand the capacity up-to 퐵ˆ푡 when 푥 ∈ [0, 푏ˆ푡);
(b) Stay put or expand the capacity up-to 퐵ˆ푡(푥) ∈ argmax 푦∈[푥,푈 ]휙ˆ퐵푡 (푦)
when 푥 ∈ [ˆ푏푡, 푏ˆ∗푡 );
(c) Stay put when 푥 ∈ [ˆ푏∗푡 , 푠ˆ∗푡 ];
(d) Stay put or reduce the capacity down-to 푆ˆ푡 when 푥 ∈ (푠ˆ∗푡 , 푠ˆ푡];
(e) Reduce the capacity down-to 푆ˆ푡 when 푥 ∈ (푠ˆ푡, 푈 ].
∙ If 퐾1푡 ≥ 퐾2푡, there exist (ˆ푏푡, 푏ˆ∗푡 , 퐵ˆ푡) and (푠ˆ푡, 푠ˆ∗푡 , 푆ˆ푡) with 0 ≤ 푏ˆ푡 ≤
푏ˆ∗푡 ≤ 푠ˆ∗푡 ≤ 푠ˆ푡 ≤ 푈 and 푏ˆ∗푡 ≤ 퐵ˆ푡 ≤ 푆ˆ푡 ≤ 푠ˆ푡 such that when the initial
capacity level is 푥, it’s optimal to
(a) Expand the capacity up-to 퐵ˆ푡 when 푥 ∈ [0, 푏ˆ푡);
(b) Stay put or expand the capacity up-to 퐵ˆ푡 when 푥 ∈ [ˆ푏푡, 푏ˆ∗푡 );
(c) Stay put when 푥 ∈ [ˆ푏∗푡 , 푠ˆ∗푡 ];
(d) Stay put or reduce the capacity down-to 푆ˆ푡(푥) ∈ argmax 푦∈[0,푥]휙ˆ푆푡 (푦)
when 푥 ∈ (푠ˆ∗푡 , 푠ˆ푡];
(e) Reduce the capacity down-to 푆ˆ푡 when 푥 ∈ (푠ˆ푡, 푈 ].
Proof. We prove it by induction.
(i) First, it is not diﬃcult to prove that 퐻푡(푦,퐷푡) is concave in 푦 for
any realization of 퐷푡 by Assumption 2. In the following, we prove 퐺푡(푥) is
(퐾1푡, 퐾2푡)-concave in 푥 for each period 푡.
Because 퐺푇+1(푥) = 0, it’s concave. Therefore, it holds with 퐾1,푇+1 ≥
0, 퐾2,푇+1 ≥ 0.
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Assuming that 퐺푡+1(푥) is (퐾1,푡+1, 퐾2,푡+1)-concave in 푥, by Lemma 1
(i), (iv) and Assumption 3, we have 퐻푡(푦,퐷푡) − 푐1푡푦 + (1 + 푟푓)−1퐺푡+1(푦) is
(퐾1푡, 퐾2푡)-concave for any realization of 퐷푡. According to Lemma 1, 휙ˆ
퐵
푡 (푦) =
풞푅푡 [퐻푡(푦,퐷푡)]− 푐1푡푦 + (1 + 푟푓)−1퐺푡+1(푦) is (퐾1푡, 퐾2푡)-concave.
By Lemma 2 and Proposition 1
퐺퐵푡 (푥) = 푐1푡푥+ max
푦∈[푥,푈 ]
{
−퐾1푡훿(푦 − 푥) + 휙ˆ퐵푡 (푦)
}
.
is (퐾1푡, 퐾2푡)-concave in 푥.
Similarly, 퐺푆푡 (푥) is (퐾1푡, 퐾2푡)-concave in 푥.
The (퐾1푡, 퐾2푡)-concavity of 퐺푡(푥) = max{퐺퐵푡 (푥), 퐺푆푡 (푥)} follows directly
from Lemma 2.
(ii) This can be proved in a similar way as Theorem 1 in Ye and Duenyas
[61].
Theorem 2 indicates that the optimal capacity expansion strategy for
a risk aversion decision maker with additive and exponential utility func-
tion is a two-sided (푠, 푆, 퐴)-policy. In particular, the optimal policy could
be represented by two sets of parameters: Purchasing-strategy (ˆ푏, 푏ˆ∗, 퐵ˆ) and
salvaging-strategy (푠ˆ, 푠ˆ∗, 푆ˆ). Intuitively, it is referred to two-sided (푠, 푆, 퐴)-
policy, it diﬀers from traditional (푠, 푆)-policy in the following two ways. (i)
The capacity can be adjusted both upward via purchasing and downward by
salvaging, and both purchasing and salvaging involves ﬁxed-cost per order
and variable cost per unit. While the traditional-(푠, 푆) only allows capac-
ity/inventory to be adjusted upward via purchasing with a ﬁxed-cost per
order; (ii) In this optimal policy, the purchasing-strategy (ˆ푏, 푏ˆ∗, 퐵ˆ) indicates
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that: It’s optimal to order-up-to 퐵ˆ when the initial capacity level is less than
푏ˆ; no buying is optimal when the initial capacity level is larger than 푏ˆ∗. This
is similar with the traditional (푠, 푆) policy: It’s optimal to order-up-to 푆
when the initial capacity level is less than 푠, no selling is optimal when the
initial capacity level is larger than 푠. However, the optimal strategy is not so
straightforward when initial capacity is in median region [ˆ푏, 푏ˆ∗), the capacity
could either be purchased or be stayed put depending on which gives a larger
value. Compared to the traditional (푠, 푆, 퐴) policy, 퐴 is well characterized to
be [ˆ푏, 푏ˆ∗). The same explanation is true for the salvaging-strategy (푠ˆ, 푠ˆ∗, 푆ˆ).
Several managemental insights can be drawn from Theorem 2. First, it
tells us that the optimal capacity expansion strategy depends on the initial
capacity level 푥푡 at the beginning of period 푡. The whole region can be
divided into possibly ﬁve regions: Buy region, buy/stay put region, stay
put region, sell/stay put region and sell region, see Figure 1.2. When 푥푡 is
in the buy region, the decision maker always purchases capacity and order-
up-to a ﬁxed level, which is the best he can get when he is restricted to
only the purchasing option. When 푥푡 is in sell region, the decision maker
always salvages capacity and sell-down-to a ﬁxed level, which is the best he
can get when he is restricted to only the selling option. When 푥푡 is in the
stay put region, the decision maker does nothing, i.e., neither purchase nor
salvage capacity. The optimal capacity strategy is not so straightforward
when the initial capacity level belongs to the mixed regions, say buying/stay
put region for example. However, it is for sure that selling capacity is never
optimal when the initial capacity level belongs to the buy/stay put region. In
addition, the buy region is always on the left of the sell region. This means
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that if manager salvages (purchases) when the beginning capacity level is
푥, he will never purchase (salvage) capacity when the beginning capacity is
larger (less) than 푥.
2.3.3 Risk-neutral Optimal Policy
This subsection illustrates how our analysis for a risk-averse decision maker
can be applied to the risk-neutral capacity expansion problem, that is, the
risk-neutral decision making is a special case of our consumption model. To
see this, without loss of generality, we can perform a linear operation to
















Thus, we get the utility function in the following linear form




(1 + 푟푓 )푡
.
In this case, the preference of the decision maker is indiﬀerent between the
current consumption and the future consumption since the saving rate equals
the discount rate. Therefore, the manager consumes all the wealth at the
end of each period, i.e., 푓푡 = 푤푡+ 푃˜푡(푥푡, 푦푡, 퐷푡). Corresponding to Equations
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(2.13)-(2.17), we get the following dynamic equations
푉 퐵푡 (푥) = 푐1푡푥+ max
푦∈[푥,푈 ]
{−퐾1푡훿(푦 − 푥) + 휙¯퐵푡 (푦)}, (2.25)
푉 푆푡 (푥) = 푐2푡푥+ max
푦∈[0,푥]
{−퐾2푡훿(푥− 푦) + 휙¯푆푡 (푦)}, (2.26)
푉푡(푥) = max{푉 퐵푡 (푥), 푉 퐵푡 (푥))}, (2.27)
where








and 푉푡+1(푥) = 0. Deﬁne
퐵¯푡 = argmax 푦∈[0,푈 ]휙¯
퐵
푡 (푦), (2.30)
푆¯푡 = argmax 푦∈[0,푈 ]휙¯
푆
푡 (푦). (2.31)
Similar to Theorem 3, the following theorem shows the optimal capacity
expansion decision for a risk-neutral decision maker.
Theorem 3. For any period 푡 = 1, 2, . . . , 푇 , we have
(i) 푉 퐵푡 (푥), 푉
푆
푡 (푥) and 푉푡(푥) are (퐾1푡, 퐾2푡)-concave.
(ii) There exists an optimal policy which has the following form
∙ If 퐾1푡 ≤ 퐾2푡, there exist (푏¯푡, 푏¯∗푡 , 퐵¯푡) and (푠¯푡, 푠¯∗푡 , 푆¯푡) with 0 ≤ 푏¯푡 ≤
2. Risk Aversion Capacity Expansion 44
푏¯∗푡 ≤ 푠¯∗푡 ≤ 푠¯푡 ≤ 푈 and 푏¯푡 ≤ 퐵¯푡 ≤ 푆¯푡 ≤ 푠¯∗푡 such that when the initial
capacity level is 푥, it’s optimal to
(a) Expand the capacity up-to 퐵¯푡 when 푥 ∈ [0, 푏¯푡);
(b) Stay put or expand the capacity up-to 퐵¯푡(푥) ∈ argmax 푦∈[푥,푈 ]휙¯퐵푡 (푦)
when 푥 ∈ [푏¯푡, 푏¯∗푡 );
(c) Stay put when 푥 ∈ [푏¯∗푡 , 푠¯∗푡 ];
(d) Stay put or reduce the capacity down-to 푆¯푡 when 푥 ∈ (푠¯∗푡 , 푠¯푡];
(e) Reduce the capacity down-to 푆¯푡 when 푥 ∈ (푠¯푡, 푈 ].
∙ If 퐾1푡 ≥ 퐾2푡, there exist (푏¯푡, 푏¯∗푡 , 퐵¯푡) and (푠¯푡, 푠¯∗푡 , 푆¯푡) with 0 ≤ 푏¯푡 ≤
푏¯∗푡 ≤ 푠¯∗푡 ≤ 푠¯푡 ≤ 푈 and 푏¯∗푡 ≤ 퐵¯푡 ≤ 푆¯푡 ≤ 푠¯푡 such that when the initial
capacity level is 푥, it’s optimal to
(a) Expand the capacity up-to 퐵¯푡 when 푥 ∈ [0, 푏¯푡);
(b) Stay put or expand the capacity up-to 퐵¯푡 when 푥 ∈ [푏¯푡, 푏¯∗푡 );
(c) Stay put when 푥 ∈ [푏¯∗푡 , 푠¯∗푡 ];
(d) Stay put or reduce the capacity down-to 푆¯푡(푥) ∈ argmax 푦∈[0,푥]휙¯푆푡 (푦)
when 푥 ∈ (푠¯∗푡 , 푠¯푡];
(e) Reduce the capacity down-to 푆¯푡 when 푥 ∈ (푠¯푡, 푈 ].
Figure 2.1 provides a comparison of the optimal capacity strategies for
a risk-averse decision maker and a risk-neutral decision maker. The value of
parameters is presented in Table 2.1. There are several implications. First,
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Fig. 2.1: Optimal Capacity Strategy for Risk-Neutral v.s Risk-Averse





































the capacity level for a risk-averse decision maker is always less than the
risk-neutral one. The explanations are made as follows: Compared to the
risk-neutral case, the risk-averse decision maker is more sensitive to the proﬁt
loss and an over-ordered capacity incurs over-purchasing cost when demand is
low, while a relative low capacity level provides the decision maker a ﬂexibility
to place an expediting order when demand is high. Thus, carrying over
relative low capacity reduces the risk of over-purchasing. Consequently, the
risk-averse manager carries less capacity level than the risk-neutral manager.
Secondly, when the value of parameters is stable over periods, the optimal
capacity strategy can always be characterized by four parameters (푏, 퐵, 푠, 푆)
where 푏 ≤ 퐵 ≤ 푆 ≤ 푠, such that the optimal capacity management policy
is to purchase capacity up to 퐵 when the initial capacity level is below 푏,
stay put when the initial capacity level is beyond 푏 but less than 푠, and
salvage up to 푆 when it is beyond 푠. The capacity under such policy is easily
controlled than the original optimal two-sided (푠, 푆, 퐴)-policy. There is no
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mixed-strategy region that admits the options of both purchasing (salvaging)
and staying put, see Figure 1.2, and the purchasing or salvaging strategy
could be easily controlled by two threshold parameters in the same way as
traditional (푠, 푆)-policy. Equivalently, parameters in Figure 1.2 satisfy 푏 = 푏∗
and 푠 = 푠∗.
To conclude this section, we illustrate that our results also generalize
several well-known policies
∙ When 퐾1푡 = 퐾2푡 = 0, the ongoing dynamic function 퐺ˆ푡(푥), 퐺ˆ퐵푡 (푥)
and 퐺ˆ푆푡 (푥) are both concave. In this case, 푏ˆ푡 = 푏ˆ
∗
푡 = 퐵ˆ푡 = 푠ˆ푡 =
푠ˆ∗푡 = 푆ˆ푡. Namely, the two-sided base stock policy is optimal, where
the purchasing strategy is controlled by a base stock policy with level
푏푡 and the salvaging behavior is also controlled by a base stock policy
with level 푠. This extends traditional capacity expansion problem with
only purchasing option without ﬁxed adjustment cost, see e.g., Rocklin
et al. [37].
∙ When 퐾1푡 > 0, 퐾2푡 = 0, the ongoing dynamic function 퐺ˆ푡(푥), 퐺ˆ퐵푡 (푥)
and 퐺ˆ푆푡 (푥) are both 퐾1푡-concave. By deﬁnition 푏ˆ푡 = 푏ˆ
∗
푡 and 푠ˆ푡 = 푠ˆ
∗
푡 =
푆ˆ푡. Thus the optimal policy is (푏, 퐵, 푠) policy, whereby, capacity is
purchased up-to 퐵 when the beginning capacity is below 푏, stayed put
when it is above 푏 but below 푠, and salvaged down-to 푠 otherwise.
Namely, the (푏, 퐵) policy is used to control purchasing and base-stock
policy with level 푠 is used to control salvaging behavior. This extends
the results of Chen et al. [12] who showed that (푠, 푆) policy is op-
timal under risk-averse decision making when inventory can only be
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purchased upward with a ﬁxed ordering cost.
∙ When 퐾1푡 = 0, 퐾2푡 > 0, the ongoing dynamic function 퐺ˆ푡(푥), 퐺ˆ퐵푡 (푥)
and 퐺ˆ푆푡 (푥) are both (0, 퐾2푡)-concave. By deﬁnition 푏ˆ푡 = 푏ˆ
∗
푡 = 퐵ˆ푡 and
푠ˆ푡 = 푠ˆ
∗
푡 . Thus the optimal policy is (푏, 푠, 푆) policy, whereby, capacity
is purchased up-to 푏 when the beginning capacity is below 푏, stayed
put when it is above 푏 but below 푠, and salvaged down-to 푆 otherwise.
That is, a base-stock policy with level 푏 is used to control purchasing
while (푠, 푆) policy is used to control salvaging.
∙ When 퐾1푡 = 퐾2푡 > 0, the ongoing dynamic function 퐺ˆ푡(푥), 퐺ˆ퐵푡 (푥)
and 퐺ˆ푆푡 (푥) are both sym-퐾1푡-concave. Thus, the optimal policy is two-
sided (푠, 푆, 퐴) policy. This extends the results of Chen et al. [12] to
the cases when capacity can be adjusted both upward via purchasing
or downward via salvaging.
2.4 Discussion and Extensions
In this section, we show that our analysis and results can be easily extended
to some interesting cases. Subsection 2.4.1 considers the cases when the
capacity deteriorates over period with both deterministic deterioration rate
and stochastic rate. Subsection 2.4.2 extends our analysis to the cases with
strategic sale, and the environmental ﬂuctuation with world-driven parame-
ters is studied in subsection 2.4.3. Finally, we relax the assumption of zero
salvaging value of leftover capacity in subsection 2.4.4.
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2.4.1 Capacity Deterioration
In this section, we extend our results to the case when capacity deteriorates
when it is carried over from one period to the next period, namely
푥푡+1 = (1− 훿푡)푦푡, 훿푡 ∈ [0, 1]. (2.32)
We only present the analysis for the deterministic deterioration rate, however,
our analysis could be easily applied to the stochastic deterioration rate case.
The dynamic equations (2.6)-(2.8) become
max E[푈(푓1, 푓2, . . . , 푓푇 )] (2.33)
푠.푡. 푓푡 = 푤푡 + 푃˜푡(푥푡, 푦푡, 퐷푡)− 푤푡+1
1 + 푟푓
,
푥푡+1 = (1− 훿푡)푦푡 ∈ [0, 푈 ],
푤푇+1 = 0.
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and
푉 퐵푡 (푤, 푥) = max E[푢푡(푓
퐵
푡 ) + 푉푡+1(푧, (1− 훿푡)푦)] (2.34)




푥 ≤ 푦 ≤ 푈,
푤푇+1 = 0.
푉 푆푡 (푤, 푥) = max E[푢푡(푓
푆
푡 ) + 푉푡+1(푧, (1− 훿푡)푦)] (2.35)




0 ≤ 푦 ≤ 푥,
푤푇+1 = 0.
It is not diﬃcult to extend the Theorem 1 when capacity deteriorates over
periods. Speciﬁcally, Equations (2.13)-(2.19) can be modiﬁed as follows
퐺퐵푡 (푥) = 푐1푡푥+ max
푦∈[푥,푈 ]
{
−퐾1푡훿(푦 − 푥) + 휙ˆ퐵푡 (푦, 훿푡)
}
, (2.36)
퐺푆푡 (푥) = 푐2푡푥+ max
푦∈[0,푥]
{
−퐾2푡훿(푥− 푦) + 휙ˆ푆푡 (푦, 훿푡)
}
, (2.37)
퐺푡(푥) = max{퐺퐵푡 (푥), 퐺푆푡 (푥)}, (2.38)
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Fig. 2.2: Eﬀects of Capacity Deterioration






























































where 퐶푡 is given in Theorem 1.
Figure 2.2 shows how the optimal capacity strategy varies with the de-
terioration rates. The capacity strategy becomes more conservative facing a
higher deterioration rate, that is, the optimal capacity level to be carried over
is smaller with a higher deterioration level. From one side, the purchasing
point 푏 and purchasing up-to level 퐵 become smaller with a higher deteriora-
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tion level; From the other side, the salvaging point 푠 and salvaging down-to
level 푆 also are smaller with a higher deterioration level. This is intuitive
because large proportion of capacity will be deteriorated in the next period,
therefore, it would be better to carry over less capacity to the next period.
Interestingly, the risk-averse neutral capacity strategy is less sensitive than
the risk-neutral one to changing of the deterioration rate. The curve of op-
timal capacity strategy under risk-averse is more stable over the changing of
deterioration rate than its impact on the risk-neutral one.
2.4.2 Strategic Expedition
In this section, we examine the eﬀects of strategic expedition, namely, the
manager could decide whether or not to satisfy all demand and how many to
be satisfy via expedition if not to satisfy all demand. The unsatisﬁed demand
is lost, incurring cost of 푣푡 per unit in period 푡. Denote
푢푡 = The amount of capacity that is expedited in period 푡.
The expedited capacity is used to satisfy the demand that exceeds the be-
ginning capacity of each period. Since the expedited capacity can not be
carried over to the next period, it is no better to outsource more than what
is needed. That is,
푢푡 ≤ (퐷푡 − 푦푡)+.
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The payoﬀ in period 푡 is same to Equation (2.4) with a modiﬁcation that





(푦푡 + 푢푡) ∧퐷푡
)−푄푡((푦푡 + 푢푡) ∧퐷푡)










(푝푡 + 푣푡)(푦푡 + 푢푡)−푄푡(푦푡 + 푢푡)−푂푡(푢푡)
−푀푡(푦푡)− 푣푡퐷푡
]
, 퐷푡 ≥ 푦푡.
The objective function is concave in 푢푡 for any 푦푡, 퐷푡 when 푄푡(푥) is a con-
vex function, besides, the objective is a continuous function over a compact
region, therefore, the maximal exists. Furthermore, if the marginal cost of
production plus the marginal cost of outsourcing is less than the summation
of the selling price and unit lost-selling cost, i.e.,
푄′푡(푥) +푂
′
푡(푦) ≤ 푝푡 + 푣푡, for any 푥, 푦.
Then, the function (푝푡 + 푣푡)(푦푡 + 푢푡)−푄푡(푦푡 + 푢푡)− 푂푡(푢푡)−푀푡(푦푡)− 푣푡퐷푡
is an increasing function in 푢푡, thus
푢∗푡 (푦푡, 퐷푡) = (퐷푡 − 푦푡)+, (2.43)
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which equals to 퐻푡(푦푡, 퐷푡) in (2.4). Therefore, all analysis and results in the
previous sections hold for this subsection when manager could strategically
choose whether or not to satisfy all demand, and how much of the demand
that exceeds the on-hand capacity to be satisﬁed.
2.4.3 Markov Formulation
This subsection extends our result to the situations with “world-driven model
parameters”, e.g., demand and ﬁnancial parameters are Markov modulated.
Following the framework of Song and Zipkin [54], we assume that the business
environment could be in one state at each period. Financial parameters and
suﬃcient statistics of demand distribution depend only on the history of the
evolution of the business environment. We use Θ푡 and Γ푡, represent the set
of possible business environments at period 푡 and set of trajectories of levels
up to period 푡, respectively. Each 훾푡 ∈ Γ푡, is referred to as the state of world,
which represents relevant economic factors that aﬀect demand and price.
A state of the world uniquely determines the cost parameters and demand
distribution, i.e., parameters at each period are all function of world state
훾푡 ∈ Γ푡(we express them as 푐훾푡1푡 , 푐훾푡2푡 , 푝훾푡푡 , 푄훾푡푡 (⋅), 푀훾푡푡 (⋅), 푂훾푡푡 (⋅), respectively).
The certainty equivalence with respect to a random variable 휉 will be
modiﬁed to be “conditional certainty equivalence”. Given 휐, the conditional
certainty equivalence is given by
풞휌휉∣휐(휉) = −휌 lnE
[
exp(−휉/휌)∣∣휐]. (2.45)
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The following theorem is an direct extension of Theorem 1 and Theorem
2.
Theorem 4. The optimal strategy for capacity expansion and consumption
decision with world-driven parameters can be separately determined,
∙ Separation: The optimal capacity management strategy can be deter-
mined through the following dynamic equations




{−퐾1푡훿(푦 − 푥) + 퐿ˆ퐵푡 (푦, 훾푡)}, (2.46)




{−퐾2푡훿(푥− 푦) + 퐿ˆ푆푡 (푦, 훾푡)}, (2.47)
퐺ˆ푡(푥, 훾푡) = max{퐺ˆ퐵푡 (푥, 훾푡), 퐺ˆ푆푡 (푥, 훾푡)}, (2.48)
where 퐺ˆ푇+1(푥, 훾푇+1) = 0, and




퐻푡(푦,퐷푡, 훾푡)− 푐훾푡1푡푦 + (1 + 푟푓)−1퐺ˆ푡+1(푦, 훾푡+1)
]}
,




퐻푡(푦,퐷푡, 훾푡)− 푐훾푡2푡푦 + (1 + 푟푓 )−1퐺ˆ푡+1(푦, 훾푡+1)
]}
.
∙ Policy Structure : For each given 훾푡, 퐺ˆ퐵푡 (푥, 훾푡), 퐺ˆ푆푡 (푥, 훾푡) and 퐺ˆ푡(푥, 훾푡)
are (퐾1푡, 퐾2푡)-concave in 푥 and a 훾푡-dependent two-sided (푠, 푆, 퐴) policy
is optimal.
Theorem 4 can also be extended to world-driven ﬁxed purchasing/salvaging
cost. That is퐾1푡 and 퐾1푡 also depend on 훾푡 at each period 푡, expressed as퐾
훾푡
1푡
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푖푡 , for all 훾푡, 푖 = 1, 2,
where the notation 훾푡 ∈ 훾푡+1 means that the state 훾푡+1 is accessible from the
state 훾푡 in one period. It is not diﬃcult to show that for each given 훾푡, the
value function 퐺ˆ퐵푡 (푥, 훾푡), 퐺ˆ
푆




2푡 )-concave in 푥
and still a 훾푡-dependent two-sided (푠, 푆, 퐴) capacity policy is optimal.
2.4.4 Leftover Capacity Salvaging
In this subsection, we show that our analysis could be easily applied to
incorporate the salvaging value of leftover capacity at the end of planning
horizon. In the previous sections, we assume that the leftover capacity has
no value at the end of period, i.e., 푉푇+1(푤, 푥) = 0 in (2.10) and 퐺푇+1(푥) = 0
in Theorem 2. We will relax these assumptions to include the salvaging value
of leftover capacity at the end of the planning horizon 푇 . From the proof of
Theorem 2, our analysis and results are still true provided the salvaging value
퐺푇+1(푥) is a
(
(1 + 푟푓)퐾1푇 , (1 + 푟푓)퐾2푇
)
-concave function. One example is
that the leftover capacity can be salvaged at a unit price 푐2,푇+1 with a ﬁxed
cost 퐾2,푇+1, i.e.,
퐺푇+1(푥) = (푐2,푇+1푥−퐾2,푇+1)+, 푥 ≥ 0.
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It is easy to show that 퐺푇+1(푥) is (0, 퐾2,푇+1)-concave. Therefore, all analysis
and results in this chapter are true provided 퐾2,푇 ≥ 퐾2,푇+1(1 + 푟푓)−1.
2.5 Numerical Studies
In our numerical studies, we will use stable parameters and linear function
as cost function, that is,
푎푡 = 푎, 휌푡 = 휌, 푝푡 = 푝, 훿푡 = 훿, 퐾푖푡 = 퐾푖, 푐푖푡 = 푐푖, 푖 = 1, 2,
푄푡(푥) = 푐푞푥, 푀푡(푥) = 푐푚푥, 푂푡(푥) = 푐표푥, E퐷푡 = 휇.
Furthermore, the stochastic demand in each period has independent and
identical distribution, particularly, demand is discrete and is uniformly dis-
tributed in [퐷,퐷] with mean 휇. And the upper bound of capacity is set to
be 푈 = 100. The value of parameters are summarized in Table 2.1, unless
explicitly stated.
2.5.1 Eﬀects of Risk-Tolerance
In this subsection, we examine the eﬀects of risk-tolerance 휌 on the optimal
capacity strategy. Recall that the risk-tolerance represents the sensitivity of
the decision maker to the risk of proﬁt variation, namely, the decision maker
is more sensitive to proﬁt loss with a smaller value of risk-tolerance.
Figure 2.3 illustrates the behavior of the decision maker under diﬀerent
preferences. It shows that the behavior of decision maker with a higher
risk-tolerance is closer to the behavior of a risk-neutral decision maker. For
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Tab. 2.1: Parameters’ Value
Risk tolerance, 휌 0.5
Intertemporal risk attitude, 푎 1
Fixed purchasing cost, 퐾1 2
Fixed salvaging cost, 퐾2 1
Unit purchasing cost, 푐1 0.4
Unit salvaging cost, 푐2 0.35
Unit production cost, 푐푞 0.01
Unit maintenance cost, 푐푚 0.05
Unit expediting cost, 푐표 0.5
Unit selling cost, 푝 0.6
Demand range, [퐷,퐷] [10, 30]
Expected demand rate, 휇 20
Deterioration rate, 훿 0
Interest rate, 푟푓 0.08
Total time periods, 푇 10
example, the capacity strategy of a risk-averse decision maker with 휌 = 100 is
almost the same with the risk-neutral capacity strategy. Secondly, the ﬁgure
also shows that the capacity strategy with a smaller value of risk-tolerance
is more conservative than the one with a higher risk-tolerance. That is, the
decision maker with a smaller 휌 carries lower capacity level. This is intuitive
because a smaller risk-tolerance represents more sensitive of the decision
maker to the proﬁt risk, thus, a lower level of capacity would be better to
hedge against the risk of the over purchasing cost in the case of small demand.
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Fig. 2.3: Eﬀects of Risk-Tolerance



































2.5.2 Eﬀects of Demand Coeﬃcient of Variance
In this subsection, we examine the eﬀects of coeﬃcient of variance (CV) of





The CV is a measure to capture the variation of a random variable, i.e.,
a higher value of CV represents a higher variation of the randomness. For
example, when demand is uniformly distributed among {푎, 푎+ 1, . . . , 푏}, 푏 ≥
푎, the mean is (푎 + 푏)/2 and the variance is (푏 − 푎)(푏 − 푎 + 2)/12, thus, its
CV equals to be
퐶푉푢 =
√
(푏− 푎)(푏− 푎 + 2)/12
(푎+ 푏)/2
.
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The optimal capacity strategy under diﬀerent demand scenarios is shown in
Tab. 2.2: The impact of Demand CV
Risk-Averse Risk-Neutral
휇 [퐷,퐷] CV 푏ˆ 퐵ˆ 푠ˆ 푆ˆ 푏¯ 퐵¯ 푠¯ 푆¯
20 [0, 40] 0.59 12 14 14 14 31 37 41 37
20 [5, 35] 0.45 16 16 18 16 28 33 37 33
20 [10, 30] 0.30 18 18 20 18 24 28 32 29
20 [13, 27] 0.22 19 19 21 19 22 26 29 26
20 [15, 25] 0.16 20 20 22 20 21 24 27 24
20 [20, 20] 0.00 19 20 21 20 19 20 21 20
20 Poisson 0.22 16 18 20 18 21 25 31 26
40 [0, 80] 0.58 22 24 24 24 63 71 78 72
40 [10, 70] 0.44 27 29 29 29 57 63 70 64
40 [20, 60] 0.30 32 34 34 34 51 57 61 57
40 [29, 51] 0.17 36 38 38 38 44 49 53 49
40 [30, 50] 0.15 36 38 38 38 43 48 52 48
40 [40, 40] 0.00 39 40 41 40 39 40 41 40
40 Poisson 0.16 35 38 42 38 43 48 53 48
Table 2.2. In the ﬁrst case, we keep the mean of demand to be 20 and vary
the variance for both Uniform distributed demand and Poisson distributed
demand. In another case, we enhance the demand rate and keep the mean
of demand to be 40. The table shows that the high demand rate will in-
duce high capacity level for both risk-neutral and risk-averse decision maker.
This is rather intuitive. Interestingly, the table also reveals how the demand
randomness aﬀects the capacity strategy diﬀerently for risk-neutral and risk-
2. Risk Aversion Capacity Expansion 60
averse decision maker. The randomness has a negative eﬀect on the optimal
capacity strategy for a risk-averse decision maker, while it positively aﬀects
the capacity decision under risk-neutral. Putting it in another way, a smaller
demand CV induces a higher capacity level to be carried over in the risk-
averse case, whereby, the capacity strategy becomes closer to the base-stock
policy with a level equals to the mean of demand; While a smaller demand
CV reduces the capacity level in the risk-neutral case, whereby the capacity
strategy also tends to be a base-stock policy with a level equals to the mean
of demand.
The table also shows the impact of demand distribution on the opti-
mal capacity strategy. The table indicates that the impact of the demand
randomness on the capacity decision are mostly characterized by its CV. For
example, the optimal capacity strategy for the poisson distributed demand is
very close to the optimal capacity strategy with uniform distributed demand,
whose CV is close to the CV of the poisson distributed demand. The diﬀer-
ence between the optimal capacity strategies of these two types of demand
is quite small, e.g., the diﬀerence between the purchasing up-to (or salvaging
down-to) levels is within 1.
2.5.3 Eﬀects of Horizon
In this subsection, we examine the eﬀects of planning horizon of total time
periods 푇 on the optimal capacity strategy. Table 2.3 presents the depen-
dence of the optimal capacity strategy and the computation time on the total
time periods for both risk-averse and risk-neutral decision makers. It reveals
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Tab. 2.3: Horizon of Time Periods
Risk-Averse Risk-Neutral
푇 푏ˆ 퐵ˆ 푠ˆ 푆ˆ CPU(min) 푏¯ 퐵¯ 푠¯ 푆¯ CPU(min)
5 11 14 16 14 0.01 19 27 33 27 0.01
10 13 14 15 14 0.05 23 27 31 27 0.03
50 13 14 15 14 0.11 23 27 31 27 0.08
100 13 14 15 14 0.15 23 27 31 27 0.11
200 13 14 15 14 0.29 23 27 31 27 0.22
300 13 14 16 14 0.44 23 27 31 27 0.33
400 13 14 15 14 0.58 23 27 31 27 0.44
500 13 14 15 14 0.72 23 27 31 27 0.55
600 13 14 15 14 0.87 23 27 31 27 0.66
700 12 14 15 14 1.01 23 27 31 28 0.77
800 13 14 15 14 1.15 22 27 31 27 0.88
900 13 14 15 14 1.30 23 27 31 27 0.99
1000 13 14 15 14 1.44 23 27 31 27 1.10
that the optimal capacity strategy for both risk-averse and risk-neutral is
stable after 10 periods. For the risk-averse case, the (푏, 퐵, 푠, 푆)-policy degen-
erates to be a base-stock policy keeping the capacity level to be a constant
level 14. For the risk-neutral case, the (푏, 퐵, 푠, 푆)-policy with parameters
(23, 27, 31, 27) is optimal, i.e., the capacity is purchased up-to 27 when ini-
tial capacity level is below 23, is salvaged down-to 27 when initial capacity
level is above 31, and stayed put when the initial capacity level is between 24
and 30. Secondly, it reveals that the computation complexity is polynomial
for both risk-averse and risk-neutral decision makers. The computation time
to obtain the optimal capacity strategy for a risk-averse decision maker is
about 0.086 ∗ 푇 sec, while the computation time for a risk-neutral decision
maker is faster with an approximate time of 0.066 ∗ 푇 sec.
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Fig. 2.4: Eﬀects of Expediting Cost




































In this subsection, we study the sensitivities of the optimal capacity strategy
on various ﬁnancial parameters. The impact of the ﬁnancial parameters on
the capacity decision for both risk-averse and risk-neutral decision makers are
shown in Figures 2.4, 2.5, 2.6. According to Figure 2.4, a higher expediting
cost will pulls up the capacity level. This can be seen from several aspects.
First, a higher expediting cost increases the re-purchasing point 푏 and pur-
chasing up-to level 퐵, as a result, the capacity level is increased whenever
purchasing decision is made. On the other side, the re-salvaging point 푠 and
the salvaging down-to level 푆 are also increased, thus, the capacity level is
also increased whenever salvaging decision is made. These results are very
intuitive since it would be better to carry over a higher capacity level when
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Fig. 2.5: Eﬀects of Interests Rate







































the expediting cost becomes more expensive.
Figure 2.5 indicates how the interests rate aﬀects the capacity decision.
It shows that the capacity level decreases with the interests rate in the sense
described in the above paragraph. The intuition is also straightforward. A
higher interests rate will provide incentives for a higher savings, which in turn
leads to a less consumption in the current period. As a result, less money is
invested on the capacity investment.
Figure 2.6(a) and 2.6(b) show the impact of ﬁxed transaction cost per
order on the optimal capacity decision. From Figure 2.6(a), the re-purchasing
point 푏 decreases with the ﬁxed-purchasing cost, while other characterizers of
the optimal policy, i.e., 퐵, 푠, 푆, are quite stable over the change of the ﬁxed-
purchasing cost. Similarly, Figure 2.6(b) indicates that the ﬁxed-salvaging
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cost increases the re-salvaging point 푠 but has little impact on other charac-
terizers of the optimal policy. These results are consistent with the traditional
(푠, 푆) policy in the sense that a higher ﬁxed-ordering cost will increase the
diﬀerence of 푆 and 푠 to hedge the increased ﬁxed-ordering cost. It is worth
noting that the (푏, 퐵, 푠, 푆) policy becomes a standard (푠, 푆) policy when
퐾1 = 0 or 퐾2 = 0. That is, 푏 = 퐵 in the Figure 2.6(a) when 퐾1 = 0 and
푠 = 푆 in the Figure 2.6(b) when 퐾2 = 0.
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Fig. 2.6: Sensitivities on the Fixed Capacity Adjustment Cost







































(a) Fixed Purchasing Cost







































(b) Fixed Salvaging Cost
3. ASSEMBLE-TO-ORDER SYSTEMS
This chapter considers an assemble-to-order (ATO) N-system, in which there
are two components and two products. One product requires only component-
1, while the other product requires both components. The components are
kept in stock and are procured from outside suppliers with ﬁxed leadtimes.
The ﬁnal products are assembled only after customer orders are realized. Us-
ing a hybrid approach that combines sample-path analysis, linear program-
ming, and the tower property of conditional expectation, we characterize the
optimal component replenishment policy and common component allocation
rule. To our knowledge, this is the ﬁrst full characterization of the optimal
policies for ATO systems with non-identical leadtimes. The optimality re-
sults require a certain symmetry in the cost parameters. In the absence of this
symmetry, the optimal policies have no clear structure. For these latter sys-
tems, we develop heuristic policies and show their eﬀectiveness. Finally, we
present comparative statics of the optimal policy parameters and show that
some commonly used heuristic policies can lead to signiﬁcant optimality loss.
Structure of this chapter. The rest of this chapter is organized as follows.
Section 3.1 introduces the basic notation and model formulation. Section 3.2
outlines our basic methodology for the optimality proof. Section 3.3 charac-
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terizes the optimal common component allocation rule. Section 3.4 focuses
on the form of the optimal component replenishment policy and its compar-
ative statics under cost symmetry. We also investigate the eﬀectiveness of
the IBS policy. Section 3.5 analyzes the system with asymmetric costs and
develops bounds and heuristics based on the results for systems with cost
symmetry. Proofs of the lemmas and theorems for this chapter can be found
in the Appendix B.
3.1 The Model
We consider a continuous-time ATO N-system: there are two components
and two products. Product-1 requires one unit of component 1 only, while
product-12 requires a unit each of components 1 and 2. Sometimes we refer
to component-1 as the common component and component-2 as the product-
speciﬁc component. We use the subscript 푖 to index the components and use
the superscript 퐾 to index the products, where 퐾 represents the “kit” or the
set of the components the product comprises.
For any 푡 ≥ 0, 푖 = 1, 2, and 퐾 = {1}, {1, 2} (abbreviated by 퐾 = 1, 12),
denote
풟퐾(푡) = cumulative demand of product-퐾 in (0, 푡],




풟퐾(푡) = cumulative demand for component-푖 in (0, 푡],
풟푖(푡− 푎, 푡] = 풟푖(푡)−풟푖(푡− 푎), 0 ≤ 푎 < 푡.
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We assume that the demand processes {풟퐾(푡), 푡 ≥ 0} are stationary, have
independent increments, and are independent across 퐾. This implies the
component-푖 demand process {풟푖(푡), 푡 ≥ 0} is also stationary and has inde-
pendent increments. Let
퐿푖 = replenishment leadtime for component-푖, a positive constant,
퐿 = min{퐿1, 퐿2},
Δ = max{퐿1, 퐿2} −min{퐿1, 퐿2},
퐷푖(푡) = 풟푖(푡− 퐿푖, 푡] = leadtime demand of component-푖 (ending at time 푡),
퐷퐾(푡) = 풟퐾(푡− 퐿, 푡],
Δ퐷푖(푡) = 풟푖(푡−Δ, 푡],
퐷퐾 = a generic random variable having the same distribution as 퐷퐾(퐿)
with pdf 휓퐾(⋅), cdf Ψ퐾(⋅) and ccdf Ψ¯퐾(⋅),
퐷1 = 퐷
1 +퐷12 with pdf 휓1(⋅) and cdf Ψ1(⋅),
퐷2 = 퐷
12 with pdf 휓2(⋅) = 휓12(⋅) and cdf Ψ2(⋅) = Ψ12(⋅),
Δ퐷푖 = a generic random variable having the same distribution as 풟푖(Δ),
Δ퐷퐾 = a generic random variable having the same distribution as 풟퐾(Δ),
휙퐾(⋅),Φ퐾(⋅) = pdf, cdf of 퐷퐾 +Δ퐷퐾 ,
ℱ푡 = the set of all events happened by time 푡.
When 퐷1, 퐷12 and Δ퐷푖 appear together, we assume that 퐷
1, 퐷12 and
Δ퐷푖 are independent. The reason is the following. Suppose 퐿1 = 퐿 +
Δ > 퐿2 = 퐿. At time 푡, 퐷
퐾 represents 풟퐾(푡 − 퐿, 푡], while Δ퐷1 represents
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풟1(푡− 퐿−Δ, 푡− 퐿] +풟12(푡− 퐿−Δ, 푡− 퐿].
Denote
훾 = an arbitrary replenishment policy,
Γ = the set of all feasible replenishment policies,
휋 = an arbitrary allocation rule,
Π = the set of all feasible allocation rules,
ℎ푖 = unit holding cost rate of component-푖,
푏퐾 = unit backorder cost rate of product-퐾.
For any 훾 ∈ Γ, 휋 ∈ Π, 푡 ≥ 0, 푖 = 1, 2, and 퐾 = {1}, {1, 2}, the state variables
are
퐼푖(푡, 훾, 휋) = on-hand inventory of component-푖 at time 푡,
퐵퐾(푡, 훾, 휋) = backorders for product-퐾 at time 푡.
The total inventory cost at time 푡 is
퐶(푡, 훾, 휋) =
∑
푖
ℎ푖 ⋅ 퐼푖(푡, 훾, 휋) +
∑
퐾
푏퐾 ⋅ 퐵퐾(푡, 훾, 휋). (3.1)
Our objective is to ﬁnd the component replenishment policy in Γ and the
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Let 퐶∗ be the above minimal value.
3.2 Policy Decoupling: A Hybrid Approach
In this section, we outline the key observations and steps that constitute our
optimality proofs. In order to ﬁnd a replenishment policy 훾 ∈ Γ and an
allocation rule 휋 ∈ Π to minimize (3.2), it is important to understand how
훾 and 휋 aﬀect each sample path 퐶(⋅, 훾, 휋).
We ﬁrst observe that although the replenishment policy inﬂuences the
inventory position (i.e., on-hand inventory + inventory on order − back-
orders) of each component, the allocation rule does not. To see this, for
component 푖, let 퐼푃푖(0) be its initial inventory position and 푂푖(0, 푡] the cu-
mulative replenishment orders of in the time interval (0, 푡]. Then, due to
ﬂow conservation, the inventory position at time 푡 is 퐼푃푖(0)+푂푖(0, 푡]−풟푖(푡).
Clearly, 푂푖(0, 푡] is determined only by the inventory replenishment policy,
not by the component allocation rule. For this reason, for any given 훾 ∈ Γ ,
we denote
퐼푃푖(푡, 훾) = inventory position of component-푖, after ordering at time 푡,
푈푖(푡, 훾) = 퐼푃푖(푡− 퐿푖, 훾)−퐷푖(푡) = net inventory of component 푖 at time 푡.
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The last equation follows because all component-푖 on-order at 푡−퐿푖 will have
arrived before time 푡. Here, 퐼푃푖 is controllable, while 퐷푖(푡) is exogenous.
Because the net inventory of component 푖 can also be calculated from
the state variables, we obtain the following relationship:
퐼1(푡, 훾, 휋)− 퐵1(푡, 훾, 휋)− 퐵12(푡, 훾, 휋) = 푈1(푡, 훾), (3.3)
퐼2(푡, 훾, 휋)− 퐵12(푡, 훾, 휋) = 푈2(푡, 훾). (3.4)
3.2.1 Sample-Path State Variable Decomposition
Observe that the right-hand sides of (3.3)-(3.4) are independent of the alloca-
tion rule 휋. However, the state variables on the left-hand sides are dependent
on 휋. Thus, it would be helpful to gain more understanding of their depen-
dence on 휋.
For any 훾 ∈ Γ and 휋 ∈ Π, without loss of generality, we assume that
replenished inventory units will be used according to the sequence of their
arrivals, i.e., according to the ﬁrst-available-ﬁrst-use (FAFU) rule. Also,
the demands for each product will be satisﬁed on a ﬁrst-come-ﬁrst-served
(FCFS) basis. This assumption is supported by an observation made by Lu
et al. [26]. These authors show that any allocation rule can be modiﬁed in
the ways described above without changing the backorders of each product
or the on-hand inventory of each component. With this assumption, the
product-speciﬁc component 2 is assigned (or committed) to the product-12
demands on the FCFS basis. Similar to Lu et al. [26], we decompose the
on-hand inventory and backorders at time 푡 as follows:
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∙ 푌2(푡, 훾) : on-hand inventory of product-speciﬁc component-2 not yet
assigned to a demand of product-2, which is independent of allocation
rule 휋;
∙ 퐵122 (푡, 훾) : backorders of product-12 due to missing component 2, in-
cluding the backorders missing both component-1 and component-2,
which is also independent of allocation rule 휋;
∙ 퐵121 (푡, 훾, 휋) : backorders of product-2 due to missing only the common
component 1, either because component-1 is missing or because it is
committed to product-1 according to 휋.
Note that
퐼2(푡, 훾, 휋) = 푌2(푡, 훾) +퐵
12
1 (푡, 훾, 휋), (3.5)
퐵12(푡, 훾, 휋) = 퐵121 (푡, 훾, 휋) +퐵
12
2 (푡, 훾), (3.6)
푌2(푡, 훾)× 퐵122 (푡, 훾) = 0. (3.7)
Thus, (3.1) can be reexpressed as
퐶(푡, 훾, 휋) = ℎ1 ⋅ 퐼1(푡, 훾, 휋) + ℎ2 ⋅ 푌2(푡, 훾) + 푏1 ⋅ 퐵1(푡, 훾, 휋)
+푏12 ⋅ 퐵122 (푡, 훾) + (ℎ2 + 푏12) ⋅ 퐵121 (푡, 훾, 휋), (3.8)
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and (3.3)-(3.4) become
퐼1(푡, 훾, 휋)− 퐵1(푡, 훾, 휋)−퐵121 (푡, 훾, 휋)− 퐵122 (푡, 훾) = 푈1(푡, 훾), (3.9)
푌2(푡, 훾)− 퐵122 (푡, 훾) = 푈2(푡, 훾). (3.10)
Based on these deﬁnitions, we can derive more insights concerning the
eﬀect of the control policies. For convenience, for any given 훾, 휋, a sample
path, and 푡, denote
푥 = (푥1, ..., 푥5) =
(





푢 = (푢1, 푢2) = (푈1(푡, 훾), 푈2(푡, 훾)) .
Then 푥푖 ≥ 0 for all 푖. Now, equations (3.7) and (3.10) become
푥4 × 푥5 = 0, 푥4 − 푥5 = 푢2.
Because 푥4 ≥ 0 and 푥5 ≥ 0, we must have
푥4 = 푢
+
2 = max(푢2, 0), 푥5 = 푢
−
2 = max(−푢2, 0).
Equation (3.9) is equivalent to
푥3 = 푥1 + 푥2 + 푢1 + 푢
−
2 . (3.11)
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Along with 푥푖 ≥ 0, 푖 = 1, 2, 3, this implies
푥1 + 푥2 ≥ (푢1 + 푢−2 )− = (푢−1 − 푢−2 )+.
In other words, for every sample path, we have
푌2(푡, 훾) = [푈2(푡, 훾)]
+ , 퐵122 (푡, 훾) = [푈2(푡, 훾)]
− , (3.12)
퐼1(푡, 훾, 휋) = 퐵
1(푡, 훾, 휋) +퐵121 (푡, 훾, 휋) + 푈1(푡, 훾) + [푈2(푡, 훾)]
− .(3.13)
Thus, once 훾 is given, the allocation rule 휋 only directly aﬀects 퐵1(푡, 훾, 휋)
and 퐵121 (푡, 훾, 휋), with the following constraints imposed by 훾.
퐵1(푡, 훾, 휋) +퐵121 (푡, 훾, 휋) ≥
(
[푈1(푡, 훾)]




We would get a much stronger optimality result (sample-path optimal) if
we could choose a replenishment policy in Γ and an allocation rule in Π to
minimize (3.8) with constraints (3.9) and (3.10) for all 푡. We can indeed
achieve this to certain extent, through the following two hierarchical levels
of optimization:
∙ Level I: Fix a replenishment policy 훾 (and therefore ﬁx the right-hand
sides of (3.9)-(3.10)), and ﬁnd a corresponding optimal allocation rule
휋∗ to minimize (3.8). Denote the solution by 휋∗(훾).
∙ Level II: Optimize 퐶(푡, 훾, 휋∗(훾)) over 훾 ∈ Γ over all replenishment
3. Assemble-to-Order Systems 75
policies 훾. For this part, however, we can only achieve the sample-path
optimality for the special case 퐿1 = 퐿2. For other cases, we prove
optimality based on expected cost.
In Section 3.3, we focus on Level I. As we shall see, under a certain
cost symmetry, 휋∗ is indeed independent of the ﬁxed replenishment policy 훾,
which makes the problem considerably easier.
Basic Approach for Level I: A Linear-Programming Lower Bound
We now provide an outline of our approach to Level I. As discussed in the
previous subsection, because 훾 is ﬁxed, the problem in Level I is equivalent to
determining 퐵1(푡, 훾, 휋) and 퐵121 (푡, 훾, 휋) to minimize 퐶(푡, 훾, 휋) given by (3.8).
This can be done by a linear program, as described below.
For any given 훾, 휋, a sample path, and 푡, recall the deﬁnitions of 푥 and
푢 and their relationships in Section 3.1. Let
(푎1, 푎2, 푎3, 푎4) = (푏
1, 푏12, ℎ1, ℎ2).
Then, by (3.11)-(3.13), (3.8) becomes a linear function
푎1푥1 + (푎2 + 푎4)푥2 + 푎3푥3 + 푎4푥4 + 푎2푥5
= (푎1 + 푎3)푥1 + (푎2 + 푎3 + 푎4)푥2 + 푎3푢1 + 푎4푢2 + (푎2 + 푎3 + 푎4)푢
−
2 .
Because 훾 is ﬁxed, for any given sample path and ﬁxed 푡, 푢1 and 푢2 are
ﬁxed. The problem of determining 휋 is now a linear program parameterized





min (푎1 + 푎3)푥1 + (푎2 + 푎3 + 푎4)푥2 + 푎3푢1 + 푎4푢2
+(푎2 + 푎3 + 푎4)푢
−
2 .
s.t. 푥1 + 푥2 ≥ (푢−1 − 푢−2 )+
푥1, 푥2 ≥ 0.
(3.15)
It is easy to see that the ﬁrst constraint must be tight at optimality. The
following results are also straightforward.
Lemma 4. The optimal solution and the minimum value of the linear pro-
gram (3.15) have the following characterizations.
(i) If 푎1 < 푎2 + 푎4, then
푥∗1 = (푢
−
1 − 푢−2 )+, 푥∗2 = 0,
휑(푢1, 푢2) = 푎3푢1 + 푎4푢2 + (푎1 + 푎3)(푢
−
1 − 푢−2 )+ + (푎2 + 푎3 + 푎4)푢−2 .





1 − 푢−2 )+, 푥∗1, 푥∗2 ≥ 0. (3.16)
휑(푢1, 푢2) = 푎3푢1 + 푎4푢2 + (푎2 + 푎3 + 푎4)(푢
−
1 ∨ 푢−2 ). (3.17)
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(iii) If 푎1 > 푎2 + 푎4, then the optimal value is given by (3.17) and




1 − 푢−2 )+.
(iv) A necessary condition for the optimal solution is (3.16).
Restating the above optimal solution 푥∗(푢1, 푢2) in the original problem
data, we obtain:
Proposition 2. For any given replenishment policy 훾, if a sample-path op-
timal allocation rule 휋∗(훾) exists, it would yield the following sample-path
properties.
(i) If 푏1 < 푏12 + ℎ2, then
퐵1(푡, 훾, 휋∗(훾)) =
(
[푈1(푡, 훾)]
− − [푈2(푡, 훾)]−
)+
, (3.18)
퐵121 (푡, 훾, 휋
∗(훾)) = 0, (3.19)







− − [푈2(푡, 훾)]−
)+
.
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(ii) If 푏1 = 푏12 + ℎ2, then
퐵1(푡, 훾, 휋∗(훾)) +퐵121 (푡, 훾, 휋
∗(훾)) =
(








− ∨ [푈2(푡, 훾)]−
)
+ℎ1푈1(푡, 훾) + ℎ2푈2(푡, 훾). (3.21)
(iii) If 푏1 > 푏12 + ℎ2, then 퐶(푡, 훾, 휋
∗(훾)) equals (3.21) and
퐵1(푡, 훾, 휋∗(훾)) = 0, (3.22)




− − [푈2(푡, 훾)]−
)+
. (3.23)
(iv) A necessary condition for an allocation rule 휋∗(훾) to be optimal is
(3.20).
Proposition 2 (iv) indicates that, at sample-path optimality, the lower
bound in (3.14) is tight. Thus, from (3.12) and (3.20), for any given replen-
ishment policy 훾 ∈ Γ, if a sample-path optimal allocation rule 휋∗(훾) exists,
it will yield the lowest possible total number of backorders under 훾 in every
sample path:
퐵min(푡, 훾) = 퐵
1(푡, 훾, 휋∗(훾)) +퐵121 (푡, 훾, 휋
∗(훾)) +퐵122 (푡, 훾)
= [푈1(푡, 훾)]
− ∨ [푈2(푡, 훾)]− . (3.24)
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In Section 3.3, we shall discuss whether these sample-path results are
attainable by a sensible (or implementable) allocation rule. When the answer
is positive, we obtain a sample-path optimal allocation rule. Indeed, this
is true for case (ii). Otherwise, we use these results to construct bounds
on the original problem and then show that the bounds are attainable by
implementable allocation rules.
Basic Approach for Level II: Tower Property of Conditional Expectation
Next, we outline our approach to Level II. From Proposition 1, if the sample-
path optimal allocation rule 휋∗(훾) exists, then
퐶(푡, 훾, 휋∗(훾)) = 휑(푈1(푡, 훾), 푈2(푡, 훾)) (3.25)
= 휑(퐼푃1(푡− 퐿1, 훾)−퐷1(푡), 퐼푃2(푡− 퐿2, 훾)−퐷2(푡)).
for every sample path. If 휋∗(훾) does not exist, we use (3.25) as a lower bound
for 퐶(푡, 훾, 휋). Then, in Level II, we aim to ﬁnd a replenishment policy 훾∗ to
minimize the expected value of (3.25) among all 훾 ∈ Γ.
Note that a replenishment decision at any given time will not aﬀect the
net inventory until a leadtime later. Thus, the best thing a replenishment
policy 훾 can do to control the net inventory of component 푖 at 푡, 푈푖(푡, 훾), is to
determine how much to order at 푡−퐿푖 so as to increase the inventory position
퐼푃푖(푡−퐿푖) by that amount, using the latest possible information ℱ푡−퐿푖 . The
challenge then becomes how to synchronize the control of both components.
When the leadtimes are identical, i.e. 퐿1 = 퐿2 = 퐿, the synchronization is
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simplest – we make an ordering decision of both components at 푡− 퐿 based
on the common knowledge for both components ℱ푡−퐿, and both orders will
arrive at 푡. When 퐿푖 are diﬀerent, say 퐿1 > 퐿2, then, after the ordering
decision for component-1 is made at 푡−퐿1, by the time we make an ordering
decision on component-2 at 푡−퐿2, some random demand has occurred in the
time interval (푡−퐿1, 푡−퐿2], which should be taken into account. Therefore,
we expect the policy format in this case to be more complex. Consequently,
the analysis of Level II is divided into three diﬀerent scenarios:
(IL) Identical leadtimes: Δ = 0, 퐿1 = 퐿2 = 퐿.
(SL) Product-speciﬁc component with longer leadtime: 퐿2 = 퐿+Δ > 퐿1 =
퐿.
(CL) Common component with longer leadtime: 퐿1 = 퐿+Δ > 퐿2 = 퐿.
We now describe the basic idea of identifying the optimal replenishment
policy 훾∗. Take the simplest case (IL) with 푏1 = 푏12 + ℎ1. Set
푐 = 푏12 + ℎ1.
First, under this cost structure, there exists an allocation policy 휋∗ that is
independent of the replenishment policy (Theorem 1). So, for any ﬁxed 푢1
and 푢2, 퐶(푡, 훾, 휋
∗) = 휑(푈1(푡, 훾), 푈2(푡, 훾)), which is given by (3.21). Second,
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deﬁne
퐺(푦1, 푦2) = ℎ1 ⋅ E(푦1 −퐷1) + ℎ2 ⋅ E(푦2 −퐷2)
+(푐+ ℎ1) ⋅ E
(
(퐷1 − 푦1)+ ∨ (퐷2 − 푦2)+
)
. (3.26)
Because the leadtimes are equal, we have










퐼푃1(푡− 퐿, 훾), 퐼푃2(푡− 퐿, 훾)
)
. (3.27)
It can be shown that
Lemma 5. Assume IL and 푏1 = 푏12 + ℎ1 = 푐. 퐺(푦1, 푦2) is 퐿
♮ convex. That
is, it is (i) jointly convex and (ii) submodular; and (iii) its Hessian matrix is
an M-matrix, i.e., diagonally dominant. Its unique minimal point (푠¯1, 푠¯2) is
given by
Pr(퐷1 +퐷12 ≥ 푠¯1, 퐷1 ≥ 푠¯1 − 푠¯2) = ℎ1
푐 + ℎ1
, (3.28)
Pr(퐷1 ≤ 푠¯1 − 푠¯2, 퐷12 ≥ 푠¯2) = ℎ2
푐+ ℎ1
. (3.29)
Moreover, 푠¯1 ≥ 푠¯2.
Hence, in this case, the optimal policy 훾∗ is an IBS policy with base-stock
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levels (푠¯1, 푠¯2) (Theorem 2).
For the cases (SL) and (CL), we need to determine 퐼푃1(푡 − 퐿1, 훾) and
퐼푃2(푡 − 퐿2, 훾) to minimize 퐺(퐼푃1(푡 − 퐿1, 훾), 퐼푃2(푡 − 퐿2, 훾)). Our approach
is to apply the tower property of conditional expectation to transform this
problem into sequentially ﬁnding global minimizers of two convex functions
modiﬁed from 퐺(푦1, 푦2); see Theorems 3 and 4.
Consider the case (SL), for example. Assume symmetric costs as in the
case of (IL) above, so 휋∗ is independent of 훾. Observe that
퐼푃2(푡− 퐿−Δ, 훾)−퐷2(푡) = 퐼푃2(푡− 퐿−Δ, 훾)−Δ퐷2(푡− 퐿)−풟2(푡− 퐿, 푡].







































Our objective is to ﬁnd 훾 ∈ Γ to minimize (3.30). Noting that 퐼푃1(푡−퐿, 훾),
퐼푃2(푡− 퐿−Δ, 훾) and Δ퐷2(푡− 퐿) are measurable to ℱ푡−퐿, we can ﬁrst ﬁnd




푦1, 퐼푃2(푡− 퐿−Δ, 훾)−Δ퐷2(푡− 퐿)
)
.
Denote this minimizer by 푠˜1(퐼푃2(푡− 퐿−Δ, 훾)−Δ퐷2(푡− 퐿)). Noting that
퐼푃2(푡− 퐿−Δ, 훾) is measurable to ℱ푡−퐿−Δ, and Δ퐷2(푡− 퐿) is independent





푠˜1(푦2 −Δ퐷2(푡− 퐿)), 푦2 −Δ퐷2(푡− 퐿)
)]
.
We show that this sample-path lower bound can be achieved (Theorem 7).
In summary, to ﬁnd the optimal replenishment policy and allocation
rule for an ATO 푁 -system, we take a policy decoupling approach. We ﬁrst
decompose the state variables of any sample path and transform the prob-
lem of ﬁnding the optimal allocation rule into a linear program (Level I). We
then apply the tower property of conditional expectation to convert the prob-
lem of ﬁnding the optimal replenishment policy into two sequential convex
optimization problems (Level II).
3.3 Optimal Allocation Rule
In this section, we discuss allocation rules based on Proposition 1. We ﬁrst
describe one class of commonly used allocation rules introduced by Lu et al.
[26]:
Deﬁnition 4. An allocation rule 휋 is a no-holdback (NHB) rule if the fol-
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lowing conditions are satisﬁed for all 푡 ≥ 0,
퐵1(푡, 훾, 휋)× 퐼1(푡, 훾, 휋) = 0, 퐵12(푡, 훾, 휋)×min
{




That is, under an NHB rule, a demand is backordered if and only if there
is no on-hand inventory of at least one of its components.
Let 풩 be the set of all NHB rules. We have
Lemma 6. For any 훾 ∈ Γ and NHB rule 휋0 ∈ 풩 ,
퐼1(푡, 훾, 휋0)× (퐵1(푡, 훾, 휋0) +퐵121 (푡, 훾, 휋0)) = 0,
퐼1(푡, 훾, 휋0) =
(




퐵1(푡, 훾, 휋0) +퐵
12
1 (푡, 훾, 휋0) =
(
[푈1(푡, 훾)]
− − [푈2(푡, 훾)]−
)+
.
Thus, the NHB allocation rules satisfy the necessary condition (3.20),
and hence they lead to the lowest total number of backorders (3.24) for
any given 훾 ∈ Γ on every sample path. These results are extensions of those
obtained by Lu et al. [26]. While they derived the total number of backorders
under any given IBS policy, our results apply to any feasible replenishment
policy. In addition, we obtain an exact expression for the on-hand inventory
of the common component as well.
The results in Lemma 6 show that the sample path results of Proposition
2 (ii) are achievable by NHB rules. Therefore, we have
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Theorem 5. (Optimal Allocation Rule) If 푏1 = 푏12 + ℎ2, then, for
any ﬁxed feasible replenishment policy, the NHB rule is an optimal allocation
rule that minimizes total inventory cost among all feasible allocation rules
for any sample path. That is, for each ﬁxed 훾 ∈ Γ and any 휋 ∈ Π, there
exists 휋0 ∈ 풩 which is independent of 훾 such that the following inequality
holds with probability one and all 푡 ≥ 0,
퐶(푡, 훾, 휋) ≥ 퐶(푡, 훾, 휋0).
The Condition 푏1 = 푏12 + ℎ2 indicates that, when component-2 is avail-
able, there is no diﬀerence in how to allocate component-1 inventory among
diﬀerent product-demands. We can either use component-1 to satisfy product-
1 ﬁrst (and hence backlog product-12, incurring cost 푏12 + ℎ2), or use it to
satisfy product-12 (and hence backlog product-1, incurring cost 푏1.) Thus, it
is intuitive that the NHB rules are the best allocation rules under this cost
structure.
Now, the question is, what if 푏1 ∕= ℎ2 + 푏12? For example, consider
푏1 < ℎ2 + 푏
12. As argued above, to reduce cost, whenever component-2
inventory is available, we should give product-12 higher priority when al-
locating component-1. This is exactly what solution (3.19) in Proposition
2 (i) indicates: under the optimal allocation rule, we should never backlog
product-12 only because of a shortage of component-1. This is similar to the
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rationing policies considered in the literature on one-item inventory systems
with multiple demand classes; see, for example, Ha [18], de Ve´ricourt et al.
[14], Deshpande et al. [13], and Benjaafar and ElHafsi [4]. Under a rationing
policy, there is a threshold 푟1. If the component-1 inventory level is above
푟1, we allocate component-1 following the FCFS rule. However, when the
component-1 inventory drops to 푟1 or below, we only allocate the component
to product-12 demands. Due to demand randomness, to satisfy (3.19), we
need 푟1 to be state dependent: Set
푟1(푡) = 푌2(푡, 훾) = [푈2(푡, 훾)]
+ . (3.32)
We now examine whether this is feasible. The above rationing policy implies
that
퐼1(푡, 훾, 휋
∗(훾)) ≥ 푟1(푡) = [푈2(푡, 훾)]+ . (3.33)
Plugging 퐵1 and 퐵121 in (3.18) and (3.19) from Proposition 2 (i) into (3.13),
we obtain
퐼1(푡, 훾, 휋) =
(
[푈1(푡, 훾)]
− − [푈2(푡, 훾)]−
)+
+ 푈1(푡, 훾) + [푈2(푡, 훾)]
− .
Substituting this into the left-hand side of (3.33) yields
(
[푈1(푡, 훾)]
− − [푈2(푡, 훾)]−
)+
+ 푈1(푡, 훾) + [푈2(푡, 훾)]
− ≥ [푈2(푡, 훾)]+ .
3. Assemble-to-Order Systems 87
This, in turn, implies either
[푈1(푡, 훾)]
− ≥ [푈2(푡, 훾)]− and [푈1(푡, 훾)]+ ≥ [푈2(푡, 훾)]+ (3.34)
or
푈1(푡, 훾) ≥ 푈2(푡, 훾). (3.35)
However, recall that
푈푖(푡, 훾) = 퐼푃푖(푡− 퐿푖, 훾)−퐷푖(푡− 퐿푖, 푡].
So, 푈푖(푡, 훾) is controllable only through 퐼푃푖(푡−퐿푖, 훾) by replenishment orders
before time 푡−퐿푖. If 퐷1(푡−퐿1, 푡] turns out to be big, there is no way we can
adjust 푈1 to guarantee (3.34) or (3.35). Therefore the rationing policy with
threshold (3.32) is not feasible. Consequently, we conclude that the solution
in Proposition 2 (i) is not implementable.
A similar approach can be used to argue that no matter which kind
of replenishment policy and allocation rule is used, we can not always keep
퐵1(푡, 훾, 휋) = 0. The reason is the same as the above: we can not control
퐷1(푡−퐿1, 푡]. Hence, the solution in Proposition 2 (iii) is not implementable
either.
Given the above reasoning, to guarantee (3.19), we need a rationing
policy, and speciﬁcally a holdback policy that reserves a certain positive
inventory level of component-1 for the demand class that has higher priority.
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Thus, an NHB rule would not be able to guarantee (3.19).
Based on the above analysis, there is no simple optimal allocation rule
when cost is asymmetric. Therefore, we need to seek heuristic allocation
policies that are simple and easy to implement.
For any given replenishment policy, there are two ways to reduce the
backorder costs through an allocation rule: (a) reduce the total number of
backorders or (b) redistribute backorders among diﬀerent products such that
the product with higher penalty cost has a small number of backorders. It is
shown by Lu et al. [26] that the total number of backorders under any NHB
rule is less than under any other allocation rule if an IBS policy is adopted.
On the other hand, when there are backorders of both products, one can
specify how to allocate an incoming replenishment of the common component
among these backorders. In this chapter, we take the combination of (a) and
(b) to construct a heuristic allocation rule when the cost is asymmetric.
In particular, when 푏1 < ℎ2 + 푏
12, we use a NHB rule that gives priority
to product-12 when both products are backlogged. The NHB rule is used
to achieve (a), while the use of priority rule when backorders present is to
achieve (b); see Section 3.5.
3.4 Optimal Replenishment Policy: Symmetric Costs
In this section, we assume that 푏1 = 푏12 + ℎ2, and set
푐 = 푏12 + ℎ2.
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According to Theorem 1, the optimal allocation rule is NHB, which is in-
dependent of the replenishment policy. We now characterize the optimal
replenishment policy.
3.4.1 Structure of the Optimal Replenishment Policy
We ﬁrst consider the case (IL). As argued in Section 3.2, with the properties
described in Lemma 5, we have
Theorem 6. (Optimal Replenishment Policy IL) For identical lead-
times (퐿1 = 퐿2 = 퐿), the independent base-stock (IBS) policy with base-stock
levels (푠¯1, 푠¯2) deﬁned by (3.28)-(3.29) and an NHB allocation rule are optimal
among all feasible replenishment policies and allocation rules. The minimum
long-run average inventory cost 퐶∗ = 퐺(푠¯1, 푠¯2).
We next consider the case (SL). We shall show that a coordinated base-
stock (CBS) policy of the form (푠˜1(⋅), 푠˜2) is optimal, where 푠˜2 is a constant
and 푠˜1(⋅) is a real function. The policy works as follows: the product-speciﬁc
component 2 follows a standard base-stock policy with base-stock level 푠˜2.
The common component 1 follows a state-dependent base-stock policy with
base-stock level 푠˜1(⋅) that depends on the demand realization in the last Δ
time periods. More speciﬁcally, because component-1 has a short leadtime,
the policy takes advantage of its quick delivery to dynamically adjust its
inventory by employing newly observed demand information. That is, at any
time 푡, after observing 풟2(푡−Δ, 푡], the net inventory position of component-2
that will be available at time 푡+퐿1 = 푡+퐿 is 푠˜2−풟2(푡−Δ, 푡], and we order
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component-1 up to 푠˜1(푠˜2 − 풟2(푡 − Δ, 푡]). The ordered amount will also be
available at the same time 푡 + 퐿1.
Deﬁne 푠∗1, 푠
∗





















푦 + 푠∗1, 푦 ≤ 0,
푠1(푦), 0 < 푦 ≤ 푠∗12,








푠1(푦 −Δ퐷2), 푦 −Δ퐷2
)]
, (3.39)
푠˜2 = argmin 푦퐺˜(푦). (3.40)
Clearly, 푦 ≤ 푠˜1(푦) ≤ 푦 + 푠∗1 for any 푦 ∈ (0, 푠∗12].
We have
Lemma 7. (i) For any ﬁxed 푦, 푠˜1(푦) given by (3.38) minimizes 퐺(⋅, 푦). More-
over, 푠˜1(푦) is increasing and continuous, and 0 ≤ d푠˜1(푦)/d푦 ≤ 1. (ii) 퐺˜(푦)
deﬁned by (3.39) is convex. Thus, its minimal point 푠˜2 is unique.
Without loss of generality, we can assume that the initial system satisﬁes
퐼푃2(0) = 푠˜2 and 퐼푃1(0) = 푠˜1(푠˜2). We have
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Lemma 8. Under the CBS policy (푠˜1(⋅), 푠˜2), the system is fully coordinated
in the following sense: for any 푡 ≥ 0,
퐼푃1
(









푡, (푠˜1(푠˜2 −풟2(푡−Δ, 푡]), 푠˜2)
)
= 푠˜2.
Based on Lemmas 7 and 8, we can prove
Theorem 7. (Optimal Replenishment Policy SL) When the common
component has a shorter leadtime, the optimal replenishment policy is a CBS
policy with parameters (푠˜1(⋅), 푠˜2). The minimum long-rune average inventory
cost is 퐶∗ = 퐺˜(푠˜2).
Obviously, a CBS policy requires more information than an IBS policy.
It requires recording the demand for product-12 in the last interval (푡−Δ, 푡].
Because component-1 serves product-1 and product-12, at any time 푡, the
inventory of component-1 will be updated in such a way that its available
net inventory will be larger than the available amount of component-2 at
time 푡 + 퐿1, that is, 푠˜1(푠˜2 − 풟2(푡 − Δ, 푡]) ≥ 푠˜2 − 풟2(푡 − Δ, 푡]. When the
leadtimes are identical, a CBS policy reduces to an IBS policy. In particular,
when the net inventory position of component-2, 푠˜2 −풟2(푡−Δ, 푡], is higher
than 푠∗12, we order component-1 up to 푠
∗
12, which serves both products. When
component-2 will deﬁnitely be in shortage (푠˜2−풟2(푡−Δ, 푡] ≤ 0), we raise the
inventory position of component-1 higher than component-2’s, to 푠∗1, to serve
the demand for product-1. When component-2 is not deﬁnitely in shortage
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but there is not a suﬃciently large inventory of it, we order component-1 in
a way that balances between these two extremes.
Finally, we consider the case (CL). Similar to Theorem 7, we shall show
that a CBS policy of the form (푠˘1, 푠˘2(⋅)) is the optimal replenishment policy,
where 푠˘1 is a constant and 푠˘2(⋅) is a real function. In other words, the common
component 1 uses a standard base-stock policy with base-stock level 푠˘1, while
the product-speciﬁc component 2 uses a state-dependent base-stock policy.
At time 푡, after observing demand for component-2 in (푡 − Δ, 푡], we order
component-2 up to 푠˘2(푠˘1 − 풟2(푡 − Δ, 푡]). Here, 푠˘1 − 풟2(푡 − Δ, 푡] is the net
inventory position of component-1 that will be available for component-2 at
time 푡+ 퐿2 = 푡+ 퐿.




, 푠2(푦) = min
{








푦 − 푠∗2, 푦 ≤ 푠∗2,









푦 −Δ퐷2, 푠˘2(푦 −Δ퐷2)
)]
, (3.44)
푠˘1 = argmin 푦퐺˘(푦). (3.45)
It is not diﬃcult to see that 푠˘2(푦) ≤ 푦 − 푠∗2 for any 푦.
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Note that 퐺1(푦1, 푦2) diﬀers from 퐺(푦1, 푦2) only by replacing 퐷
1 with
퐷1 +Δ퐷1 in (3.26). Thus, similar to Lemma 5, we can show:
Lemma 9. 퐺1(푦1, 푦2) is 퐿
♮ convex. That is, it is (i) jointly convex and
(ii) submodular; and (iii) its Hessian matrix is an M-matrix, i.e., diagonally
dominant.
Parallel to Lemmas 7 and 8, we have
Lemma 10. (i) For any ﬁxed 푦, 푠˘2(푦) given by (3.42) minimizes 퐺
1(푦, ⋅). In
addition, 푠˘2(푦) is continuous, increasing, and 0 ≤ d푠˘2(푦)/d푦 ≤ 1. (ii) 퐺˘(푦)
deﬁned by (3.44) is convex. Thus, its minimal point 푠˘1 is unique.
Lemma 11. Assume that the initial system satisfy 퐼푃1(0) = 푠˘1 and 퐼푃2(0) =
푠˘2(푠˘1). Under the CBS policy (푠˘1, 푠˘2(⋅)), the system is fully coordinated in
the following sense: for any 푡 ≥ 0,
퐼푃1
(












By Lemmas 10 and 11, we obtain
Theorem 8. (Optimal Replenishment Policy CL) When the common
component has a longer leadtime, the optimal replenishment policy is a CBS
policy with parameters (푠˘1, 푠˘2(⋅)). The minimum long-run average inventory
cost is 퐶∗ = 퐺˘(푠˘1).
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It is worth mentioning that the policy requires only recording the de-
mand for product-12 in the last interval (푡 − Δ, 푡]. Because component-2
only serves product-12, at any time 푡, the inventory of component-2 will
be updated in such a way that its available net inventory will be less than
the remaining inventory of component-1 after product-12’s depletion during
(푡 −Δ, 푡]. That is, 푠˘2(푠˘1 − 풟2(푡−Δ, 푡]) ≤ 푠˘1 − 풟2(푡 −Δ, 푡]. In particular,
this CBS policy implies that 퐼푃2(푡) and 풟1(푡−Δ, 푡] are independent for any
푡.
Remark 1. The optimal CBS policies in Theorems 6-8 reduce to the optimal
BBS policy for the corresponding assembly system when 휆1 = 0. The N-
system is degenerated into a standard single-item inventory model consisting
of component-1 if 휆12 = 0, and the optimal CBS policy reduces to the standard
base-stock policy.
Remark 2. In view of Theorems 6-8 and equation (3.26), we know that if
푏1 = 푏12+ ℎ2, then the minimum long-run average inventory cost depends on
the sum 푏12 + ℎ2 rather than on the individual values of 푏
12 and ℎ2.
3.4.2 Comparative Statics
We next investigate how the optimal policy parameters change in response
to changes in demand and leadtimes.
Deﬁnition 5. A stochastic process {풲ˆ(푡), 푡 ≥ 0} is said to be stochastically
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larger than another stochastic process {풲(푡), 푡 ≥ 0} if for any ﬁxed 푡 and 푥,
Pr(풲(푡) > 푥) ≤ Pr(풲ˆ(푡) > 푥).
Regarding the eﬀect of demand variability, we have
Theorem 9. (i) When the demand process for product-12 becomes stochas-
tically larger, the optimal base-stock levels under IL and the CBS-levels
under both SL and CL increase. That is, 푠¯1, 푠¯2, 푠˘1, 푠˜2, 푠˘2(푦) and 푠˜1(푦)
increase for any ﬁxed 푦.
(ii) When the demand process for product-1 becomes stochastically larger,
component-1’s base-stock levels under IL, CL and CBS level under SL,
i.e., 푠¯1, 푠˘1 and 푠˜1(푦) for any ﬁxed 푦, increase, while the CBS level for
component-2 under CL, 푠˘2(푦), decreases for any ﬁxed 푦.
The above theorem shows that we should keep more inventory of both
components when the demand process for product-12 is stochastically larger,
which is intuitive. Similarly, a stochastically larger demand process for
product-1 pushes up the optimal inventory position of component-1. How-
ever, less intuitively, when component-1 has a longer leadtime (CL), a stochas-
tically larger demand process for product-1 actually pulls down the optimal
inventory position of component-2. This can be explained as follows. Recall
that one unit of component-2 needs to match with one unit of component-1
to fulﬁll one unit of product-12. But a larger demand process product-1 will
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consume more of component-1, leaving less component-1 for product-12, so
it is optimal to lower component-2’s inventory to save the inventory holding
cost without changing the backorder cost.
The next result reveals the impact of the leadtimes and the leadtime
diﬀerence.
Theorem 10. (i) When Δ increases, 푠˘1 and 푠˜2 increase, 푠˘2(푦) decreases,
and there is no eﬀect on 푠¯1, 푠¯2 and 푠˜1(푦).
(ii) When 퐿 increases, 푠¯1 and 푠˜1(푦) increase for any ﬁxed 푦.
Fig. 3.1: Eﬀect of 퐿 on 푠˘2(푦)













According to the above theorem, a bigger leadtime diﬀerence Δ will
always push up the optimal inventory positions for both components. This
is because a larger Δ implies a larger leadtime demand for the component
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with a longer leadtime and bigger demand realization in the time interval of
length Δ. The latter fact aﬀects the component that has a shorter leadtime
indirectly. However, Δ does not aﬀect the coordinated base-stock levels 푠˜1(⋅)
and 푠˘2(⋅). Thus, to serve the additional demand resulting from the increased
Δ, it is optimal to increase the inventory of the component that has a longer
leadtime.
When 퐿 increases, the optimal common-component inventory increases
under IL and SL, but the optimal inventory level for the product-speciﬁc
component can increase or decrease. The reasons is as follows: a larger 퐿
increases leadtime demand for both products. On the one hand, it seems
reasonable to raise the inventory of component-2 to serve the augmented
demand of product-12. On the other hand, it may be wise to lower the
inventory of component-2 because, due to augmented demand for product-1,
fewer of component-1 may be left for product-12. Whether 퐿 pulls down or
pushes up the optimal inventory of component-2 depends on which of the
two eﬀects dominates, as shown in Figure 3.1.
3.4.3 Eﬀectiveness of Independent Base-stock (IBS) Policies
With the form of the optimal replenishment policy known to be a CBS policy,
it is interesting to compare this policy with the independent base-stock policy
(IBS) to assess the eﬀectiveness of this widely used heuristic policy. We
assume the NHB allocation rule is followed.
First, we describe how to compute the optimal IBS levels for the CL
(퐿1 > 퐿2) case. The case of SL (퐿1 < 퐿2) can done analogously. Similar to
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equations (3.25) and (3.26), under the IBS with base-stock levels ((푦1, 푦2),
the long-run average system cost is
퐶푏푠(푦1, 푦2) = E휑
(
푦1 −퐷1(푡), 푦2 −퐷2(푡)
)
= ℎ1 ⋅ E(푦1 −퐷1 −Δ퐷1) + ℎ2 ⋅ E(푦2 −퐷2)
+(푐+ ℎ1) ⋅ E
(
(퐷1 +Δ퐷1 − 푦1)+ ∨ (퐷2 − 푦2)+
)
.
This is equation (3.26) with 퐷1 replaced by 퐷1 + Δ퐷1. As a result, the
optimal value of (푦1, 푦2) can be calculated as in equations (3.28) and (3.29)
in Lemma 5. The corresponding long-run average cost is denoted by 퐶∗푏푠.
Next, we report the results of a numerical study, which are summarized
in Table 3.1. The eﬀectiveness of the IBS policy is measured by




In this study, we kept ℎ1 = 1, ℎ2 = 1, 푏
2+ℎ2 = 푏
1 and the total mean leadtime
demand (휆1+휆2)×(퐿+Δ) = 60. We varied the other parameters as follows:
푏1 ∈ {1.5, 2, . . . , 5.5}, 휆12/휆1 ∈ {0.1, 0.5, 1, 2, . . . , 10}, Δ/퐿 ∈ {0.1, 0.6, . . . , 4.6, 5}.
Thus, there are a total of 9×12×11 = 1188 scenarios. These results show that
Tab. 3.1: Eﬀectiveness of Independent Base-stock (IBS) Policy
max mean
푒푟푟 35.99% 7.84%
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Fig. 3.2: Optimality Loss of Independent Base-Stock (IBS) Policies (푏1 = 4)












λ1 2/ λ1 = 0.1
λ1 2/ λ1 = 1
λ1 2/ λ1 = 4
λ1 2/ λ1 = 7
λ1 2/ λ1 = 10
the IBS policy can perform very poorly. In the 1188 scenarios, compared with
the CBS policy, the IBS policy results in an average 7.84% loss of optimality
and a maximum loss of 35.99%. Figure 3.2 demonstrates how the optimality
loss of the IBS policy varies with system parameters such as leadtimes and
demand rates. We observe that, the IBS policy performs fairly well when
leadtimes are similar, i.e., Δ ≪ 퐿, or when product-1 demand dominates,
i.e., 휆12 ≪ 휆1. For example, the average optimality loss is only 1.57% when
Δ/퐿 = 0.1 and is about 1.84% when 휆12/휆1 = 0.1. However, the optimality
loss can be signiﬁcant when the component leadtimes diﬀer substantially or
when 휆12 ≫ 휆1. For instance, the average optimality loss is approximately
10.97% when Δ/퐿 = 5.
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3.5 Bounds and Heuristics: Asymmetric Costs
We now study the more general, asymmetric cost structure: 푏1 ∕= 푏12 + ℎ2.
Because there is no simple optimal allocation rule, as discussed in Section 4,
we ﬁrst construct bounding systems for the original system, so that each of
the bounding systems has a symmetric cost structure and therefore we can
apply the optimal replenishment and allocation policies studied in the last
two sections. We then use the results of these bounding systems to construct
heuristic policies for the original system.
The bounding systems diﬀer from the original one only in their cost
structures. For convenience, denote the original system by 풮 = 풮(푏1, 푏12, ℎ1, ℎ2).




, ℎ1, ℎ2), where
ℎ1 = ℎ1, 푏
1 = 푏12 + ℎ2 = 푏
1 ∧ (푏12 + ℎ2),




+ ℎ2 = 푏
1 ∨ (푏12 + ℎ2).
From Section 4, the NHB allocation rules are optimal for both 풮 and 풮.
Also, the optimal replenishment policies for these systems are characterized
by Theorems 6-7, with 푐 = 푏1∧ (푏12+ℎ2) and 푐 = 푏1∨ (푏12+ℎ2), respectively.
Let the resulting minimum long-run average costs 풮 and 풮 be 퐶∗ and 퐶∗.
We have
Theorem 11. If 푏1 ∕= 푏12+ℎ2, the minimum long-run average inventory cost
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퐶∗ is bounded from below by 퐶∗ and from above by 퐶
∗
. Namely,
퐶∗ ≤ 퐶∗ ≤ 퐶∗. (3.46)
Based on this result, we now construct heuristic control policies for the
original system 풮. A heuristic component replenishment policy is charac-
terized by Theorems 6-7 for the cases IL, CL and SL, respectively, with a
modiﬁed cost parameter 푐 = (푏1+ 푏12+ℎ2)/2 in (3.26). In addition, a heuris-
tic allocation rule is a NHB rule; when fulﬁlling backorders, priority is given
to the product that has a higher backorder cost. More speciﬁcally, when
there are backorders for both products, an incoming common component re-
plenishment is ﬁrst allocated to a backorder of product-1 if 푏1 > 푏12+ℎ2, and
to a backorder of product-12 otherwise. Let 퐶ℎ be its long-run average cost.
We conducted a numerical experiment to test the performance of the
heuristic policies, assuming Poisson demand processes with rates 휆1 = 5 and
휆12 = 1. Also, we set 퐿 = 5 and Δ = 1, normalized ℎ1 = 1 and varied the
other cost parameters as follows:
ℎ2 ∈ {0.2, 1}, 푏1 ∈ {4, 6, 10}, 푏
12 + ℎ2 − 푏1
푏1
∈ {−0.5,−0.45,−0.4, . . . , 1}.
Here (푏12 + ℎ2 − 푏1)/푏1 is the relative costs ratio, since it reﬂects the de-
gree to which the symmetric cost condition is violated. The eﬀectiveness of
the heuristics and the gap between the lower bound and upper bound are
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The results of the numerical test are summarized in Table 3.2.
Tab. 3.2: Heuristics and Gap with Asymmetric Costs
푏1 = 4 푏1 = 6 푏1 = 10
Δ퐶ℎ Δ퐶푔 Δ퐶ℎ Δ퐶푔 Δ퐶ℎ Δ퐶푔
max 19.59 28.92 15.98 24.11 12.63 19.67
mean 6.46 10.80 5.54 9.30 4.61 7.77
within 25% relative costs ratio
max 6.61 11.64 5.51 9.69 4.85 8.05
mean 2.71 5.01 2.26 4.21 1.88 3.46
As we can see, the bounds are fairly tight and the heuristics are eﬀective
when the diﬀerence between 푏12 + ℎ2 and 푏
1 is not big.
We observe the following. First, a higher ratio 푏1/ℎ1 and a higher ratio
푏12/ℎ2 result in better performance of the heuristic and the bounds. For
example, the average Δ퐶ℎ is reduced from 6.46% to 5.54% and 4.61% when
푏1/ℎ1 increases from 4 to 6 and to 10, respectively. Second, the heuristics
becomes more eﬀective and the gap between the upper and lower bounds
becomes tighter when products’ backorder costs become more similar. For
instance, the heuristic is very eﬀective when the relative costs ratios diﬀer
by less than 25%. The average and maximum of Δ퐶ℎ are only 2.71% and
6.61%, respectively, when 푏1 = 4.
Figure 3.3 shows how the eﬀectiveness of the heuristic and the bounds
vary with system-parameters such as the demand rates ratio and leadtimes
diﬀerence. The cost parameters are the same as in Table 3.2 unless otherwise
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Fig. 3.3: Heuristics and Gaps
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∆Cg h2 = 1
stated. We set 푏1 = 푏12 = 6. We see that the heuristic is robust over the
changes in demand rates or the leadtime diﬀerence. For instance, when
휆12/휆1 changes over the interval [0.1, 10], the range and average optimality
loss of the heuristic are [0.42%, 0.58%] and 0.52%, respectively, when ℎ2 =
0.2, and [2.52%, 3.38%] and 3.07% when ℎ2 = 1, respectively.
4. CONCLUSIONS
In this thesis, we consider the capacity management problem when the de-
cision maker is risk-averse. The capacity could be adjusted either upward
through purchasing more capacity that incurs ﬁxed-purchasing cost per order
and variable cost per unit, or downward via salvaging capacity that brings
variable revenue together with a ﬁxed-salvaging cost. The capacity is used
in production to satisfy stochastic demand, and additional capacity is expe-
dited at a higher cost from expediting suppliers when demand exceeds the
on-hand capacity. The capacity that is established at the beginning of period
is carried over to the next period.
The consumption model is used to capture the behavior of risk-sensitive
decision maker. In a consumption model, the decision maker makes a tradeoﬀ
between making consumption now and making consumption in the future by
saving now at the end of each period. We have shown that the capacity man-
agement decision and the consumption decision can be separated, and such
separation reduces the complexity of the problem so that it is tractable to
obtain the optimal capacity strategy theoretically. We have also shown that
the structure of the optimal policy under risk-averse is a two-sided (푠, 푆, 퐴)-
policy. In addition, we include the results for a risk-neutral decision maker as
a special case of our risk-averse model, therefore, the structure of the optimal
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policies for risk-averse and risk-neutral decision makers is almost the same.
Furthermore, we showed that our results can also be easily extended to the
cases when capacity deteriorates from one period to the next one, or when
the decision maker can strategically choose to satisfy the demand partially
in each period, or when the demand and all ﬁnancial parameters are world-
driven process modulated as Markov process. We also tested the sensitivity
of the optimal capacity strategy on various parameters. Our numerical ex-
amples showed that the two-sided (푠, 푆, 퐴)-policy can be easily characterized
by (푏, 퐵, 푠, 푆), whereby the capacity is purchased up-to 퐵 when the initial
capacity level is below 푏, is salvaged down-to 푆 when the initial capacity
level is above 푠, and stays put otherwise, when the parameters and demand
distributions are identical over periods.
We are among the few researchers to consider the capacity/inventory
management problem with options to adjust capacity/inventory level bilat-
erally. We obtain some promising results employing expected utility theorem
(Bouakiz and Sobel [5], Chen et al. [12]) to formulate the risk-preference.
One interesting question is under which conditions the optimal capacity strat-
egy is (푏, 퐵, 푠, 푆). We show numerically that the stable parameters would
yield the optimality of this kind of strategy. The question is whether or not
such results can be established theoretically. Another interesting question
is whether or not our results and insights still hold if alternative criteria of
risk preferences are used, and how the measures of risk preferences aﬀect the
optimal decision. The alternative criteria can be aspirational/satisfacing per-
spectives (see Simon [44] and Brown et al. [6]), the mean-variance measures
(Van Mieghem [56], Chen and Federgruen [8]), the value at risk (VaR) (Duﬃe
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and Pan [16]), the prospective theory (Kahneman and Tversky [21]), and the
conditional value at risk (CVaR) (Rockafellar and Uryasev ([35], [36])).
For the assemble-to-order system, we have presented the ﬁrst character-
ization of the optimal inventory control policy for ATO systems with non-
identical leadtimes. We focused on the N-system, an important building
block for the general ATO system. When the cost parameters have a certain
symmetric structure, the optimal component allocation rule is a no-holdback
(NHB) rule and the optimal replenishment policy is a coordinated base-stock
(CBS) policy. With these characteristics, we observe that the widely used
independent base-stock (IBS) policy can lead to signiﬁcant optimality loss
when the component leadtimes or the product demand rates are very diﬀer-
ent. When the cost parameters are not symmetric, the optimal policy has no
clear structure. However, we suggest a heuristic policy that applies the NHB
allocation rule with priority given to the product with the higher backorder
cost and a CBS replenishment policy. Numerical results indicate that the
heuristic policy is quite eﬀective.
The characterization of optimal control policies for ATO systems has
long been considered a challenging problem. It is not surprising, therefore,
that very little progress has been made to date. The breakthrough in this
research is a sample-path analysis, combined with policy decoupling, a lin-
ear programming lower bound argument, as well as the application of the
tower property of conditional expectation. This is very diﬀerent from the
traditional dynamic programming approach. We hope that the methodology
developed here can inspire other eﬀorts in related studies.
APPENDIX
A. PROOFS FOR CHAPTER 2
Proof of Theorem 1. We ﬁrst prove by induction that








푉푡(푤, 푥) = −퐴푡 exp(−푤 +퐺푡(푥)
푅푡
).
where 퐴푡 > 0 is a constant and it doesn’t depend on 푥 and 푤, and 퐺
퐵
푡 (푥),
퐺푆푡 (푥), 퐺푡(푥) are deﬁned in Equations (2.13), (2.14), (2.15), respectively.
We ﬁrst show that the above equalities are true for 푡 = 푇 . By Equations
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(2.4), (2.7), and (2.10), we have





























− 푎푇 exp(−푤 − 푐1푇 푦 + 푐1푇푥−퐾1푇 훿(푦 − 푥) + 풞
















where the second equation is directly from the deﬁnition of 푢푇 , the third
equation is from the fact that
푃˜푇 (푥, 푦,퐷푇 ) = 퐻푇 (푦,퐷푇 )− 푐1푇푦 + 푐1푇푥−퐾1푇 훿(푦 − 푥).
the forth equation follows from the deﬁnition of certainty equivalent and the
fact that the function 푢푇 (푥) = −푎푇 exp(− 푥휌푇 ) is increasing.
Since 휌푇 = 푅푇 , and by equation (2.13), we have
푉 퐵푇 (푤, 푥) = −푎푇 exp
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Similarly, by Equations (2.7) and (2.14), we get
푉 푆푇 (푤, 푥) = −푎푇 exp




By (2.9) and (2.15),
푉푇 (푤, 푥) = max{푉 퐵푇 (푤, 푥), 푉 푆푇 (푤, 푥)}
= max
{










= −푎푇 exp(−푤 +퐺푇 (푥)
푅푇
).
In the following, we assume that the result holds at 푡 = 푛+ 1, that is,








푉푛+1(푤, 푥) = −퐴푛+1 exp(−푤 +퐺푛+1(푥)
푅푛+1
).
then we will show that they also hold at 푡 = 푛.
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By (2.4) and (2.7), we have,








































푔푛(푧) = −푎푛 exp(−














푤 +퐻푛(푦,퐷푛)− 푐1푛푦 + 푐1푛푥



















푤 +퐻푛(푦,퐷푛)− 푐1푛푦 + 푐1푛푥









≤ 0, ∀푥, 푦, 푤,퐷푛, 푧.
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Thus, 푔푛(푧) is concave in 푧, as a result, its maxima exists and is uniquely
determined by the ﬁrst order condition, i.e.,




































By (2.12), we have
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By (2.1) and (2.4), we have
푓 ∗퐵푛 (푤, 푥, 푦,퐷푛) = 푤 + 푃˜푛(푥, 푦,퐷푛)−
푧∗퐵푛
1 + 푟푓
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By Equations (A-1) and (A-3), we get
































































{−퐾1푛훿(푦 − 푥) + 풞푅푛 [퐻푛(푦,퐷푛)]− 푐1푛푦 + 퐺푛+1(푦)1+푟푓 }
푅푛
)



















Obviously, 퐴푛 > 0 since 퐴푛+1 > 0 by induction. The ﬁfth equality of the
above equation follows from the deﬁnition of certainty equivalence together
with the fact that −퐴푛 exp(−푥/푅푛) is an increasing function of 푥, the last
equality above is from deﬁnition of 퐺퐵푛 (푥) in Equation (2.13).












(1 + 푟푓 )푅푛
ln(
푅푛+1푎푛
(1 + 푟푓 )퐴푛+1휌푛
).
And

















= −퐴푛 exp(−푤 +퐺푛(푥)
푅푛
). (A-6)
where 퐺푆푛(푥) is given by Equations (2.14), and 퐺푛(푥) is given by Equations
(2.15). The third equality follows from the fact that the −퐴푛 exp(− 푥푅푛 ) is
increasing function of 푥.
Hence the results hold for every period 푡, and Theorem 1 is proved.
B. PROOFS FOR CHAPTER 3
Proof of Lemma 5. Let
Σ1 =
{










(퐷1, 퐷12) : 퐷1 ≥ 푦1 − 푦2, 퐷1 +퐷12 ≥ 푦1
}
.
Noted that when 푦1 < 푦2, Σ1, Σ2 and Σ3 can be simpliﬁed as
{
(퐷1, 퐷12) :




(퐷1, 퐷12) : 퐷1 +퐷12 ≥ 푦1
}
, respectively.
First, by (3.26), we have
(푦1 −퐷1 −퐷12)− ∨ (푦2 −퐷12)− =
⎧⎨
⎩
0, (퐷1, 퐷12) ∈ Σ1,
퐷12 − 푦2, (퐷1, 퐷12) ∈ Σ2,







ℎ1 − (푐+ ℎ1) ⋅ Pr(퐷1 +퐷12 ≥ 푦1, 퐷1 ≥ 푦1 − 푦2), 푦1 ≥ 푦2,
ℎ1 − (푐+ ℎ1) ⋅ Pr(퐷1 +퐷12 ≥ 푦1), 푦1 < 푦2.




= ℎ1 − (푐+ ℎ1) ⋅ Pr(퐷1 +퐷12 ≥ 푦1, 퐷1 ≥ 푦1 − 푦2). (B-1)
Similarly, we can show
∂퐺(푦1, 푦2)
∂푦2
= ℎ2 − (푐+ ℎ1) ⋅ Pr(퐷1 ≤ 푦1 − 푦2, 퐷12 ≥ 푦2)
= ℎ2 − (푐+ ℎ1) ⋅Ψ1(푦1 − 푦2) ⋅ Ψ¯12(푦2). (B-2)
Note




Taking further derivatives, we get that
∂2퐺(푦1, 푦2)
∂푦21
= (푐+ ℎ1) ⋅
(
Ψ¯12(푦2) ⋅ 휓1(푦1 − 푦2) +
∫ 푦2
0





= −(푐+ ℎ1) ⋅ Ψ¯12(푦2) ⋅ 휓1(푦1 − 푦2) ≤ 0, (B-4)
∂2퐺(푦1, 푦2)
∂푦22
= (푐+ ℎ1) ⋅
(
Ψ¯12(푦2) ⋅ 휓1(푦1 − 푦2) + Ψ1(푦1 − 푦2) ⋅ 휓12(푦2)
)
≥ 0. (B-5)
(B-4) implies 퐺(푦1, 푦2) is submodular, proving (ii). Thus, the minimal point
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exists. It is trivial to see
∣∣∣∣∂2퐺(푦1, 푦2)∂푦1∂푦2
∣∣∣∣ ≤ ∂2퐺(푦1, 푦2)∂푦2푖 , 푖 = 1, 2. (B-6)
Thus, the Hessian matrix is diagonal dominant, proving (iii). By the con-
traction theorem, the minimal point (푠¯1, 푠¯2) is unique. Combined with (B-3),
and (B-5)-(B-6) we know that the Hessian matrix is positive deﬁnite, and
hence 퐺 is jointly convex, proving (i). Noting that for any 푦1 < 푦2,
ℎ1 ⋅ E(푦1 −퐷1 −퐷12) + ℎ2 ⋅ E(푦2 −퐷12)
+(푐+ ℎ1) ⋅ E
(
(퐷1 +퐷12 − 푦1)+ ∨ (퐷12 − 푦2)+
)
≥ ℎ1 ⋅ E(푦1 −퐷1 −퐷12) + ℎ2 ⋅ E(푦1 −퐷12)
+(푐+ ℎ1) ⋅ E
(
(퐷1 +퐷12 − 푦1)+ ∨ (퐷12 − 푦1)+
)
, (B-7)
we have 푠¯1 ≥ 푠¯2.
Proof of Lemma 6. We adopt the same notations of 푥 and 푢 deﬁned in
Section 3.1. Then (3.31) can be expressed as
푥1 × 푥3 = 0, (푥2 + 푥5)×min
{
푥3, 푥2 + 푥4
}
= 0. (B-8)
We aim to prove (a) 푥3 × (푥1 + 푥2) = 0; (b) 푥3 = (푢1 + 푢−2 )+; and (c)




We ﬁrst prove (a). This can be done by proving that if 푥3 > 0, then
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푥1 = 푥2 = 0. From (B-8), we have 푥1 = 0. If 푥2 > 0, then
(푥2 + 푥5)×min
{




푥2 × 푥3, (푥2)2
}
> 0.
this contradicts (B-8). Hence we have 푥2 = 0. Note that (3.11) means
푥3 − (푥1 + 푥2) = 푢1 + 푢−2 . This, together with (a), implies (b) and (c).
Proof of Lemma 7. First we prove (i). We consider the following three
cases.
Case 1: 푦2 > 푠
∗
12 (see (3.36)). By deﬁnition, 푠˜1(푦2) = 푠
∗
12 < 푦2. Thus,
by (B-1), we have
∂퐺
∂푦1
(푠∗12, 푦2) = ℎ1 − (푐+ ℎ1) ⋅ Pr(퐷1 +퐷12 ≥ 푠∗12, 퐷1 ≥ 푠∗12 − 푦2)
= ℎ1 − (푐+ ℎ1) ⋅ Pr(퐷1 +퐷12 ≥ 푠∗12)
= 0.
Hence, 푠˜1(푦2) = 푠
∗
12 minimizes 퐺(푦1, 푦2) when 푦2 > 푠
∗
12.
Case 2: 0 < 푦2 ≤ 푠∗12. By deﬁnition, it is not diﬃcult to show 푠1(푦2) ≥
푦2. Thus, by the ﬁrst order condition (B-1), 푠1(푦2), which is the same as
푠˜1(푦2) given by (3.38), minimizes 퐺(푦1, 푦2).
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= ℎ1 − (푐+ ℎ1) ⋅ Pr(퐷1 +퐷12 ≥ 푦2 + 푠∗1, 퐷1 ≥ 푠∗1)
= ℎ1 − (푐+ ℎ1) ⋅ Pr(퐷1 ≥ 푠∗1)
= 0.
This implies that for given 푦2, 푠˜1(푦2) = 푦2 + 푠
∗
1 (see (3.36)) minimizes
퐺(푦1, 푦2).
The continuity of 푠˜1(⋅) follows directly from 푠˜1(0) = 푠∗1 and 푠˜1(푠∗12) = 푠∗12.












Ψ¯12(푦2) ⋅ 휓1(푠1(푦2)− 푦2)
Ψ¯12(푦2) ⋅ 휓1(푠1(푦2)− 푦2) +
∫ 푦2
0
휓12(푥) ⋅ 휓1(푠1(푦2)− 푥)d푥
∈ [0, 1]. (B-9)
It is straightforward to see that










Combining (B-9)–(B-11) yields the derivative of 푠˜1(푦2) belongs to the interval
[0, 1].
Finally we prove (ii). Note that for any jointly convex function 푔(푥1, 푥2),
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푔˜(푥2) = min푥1 푔(푥1, 푥2) is convex in 푥2. (See p. 54 of Rockafellar [34]).
Therefore, for any realization of Δ퐷2, 퐺(푠˜1(푦−Δ퐷2), 푦−Δ퐷2) is convex in
푦. Because taking expectations preserve convexity, 퐺˜(⋅) is convex.
Proof of Lemma 8. Since component-2 uses a base-stock policy 푠˜2, the
second equality is trivial. To show that the ﬁrst one holds, it suﬃces to show
that for any 휏 and 푡 with 0 < 휏 < 푡,
푠˜1(푠˜2 −풟2((푡−Δ) ∨ 0, 푡]) ≥ 푠˜1(푠˜2 −풟2((휏 −Δ) ∨ 0, 휏 ])−풟2(휏, 푡].(B-12)
This directly follows from Lemma 7, 0 ≤ d푠˜1(푦2)/d푦2 ≤ 1.
Proof of Theorem 7: For any 훾 ∈ Γ, in view of Theorem 5, we can assume













Since 퐼푃1(푡 − 퐿, 훾), 퐼푃2(푡 − 퐿 − Δ, 훾) and Δ퐷2(푡 − 퐿) are measurable to












퐼푃2(푡− 퐿−Δ, 훾)−Δ퐷2(푡− 퐿)
)
, 퐼푃2(푡− 퐿−Δ, 훾)−Δ퐷2(푡− 퐿)
)
.
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By the deﬁnition of 퐺˜(⋅) given by (3.39) and noting the independence of











Hence, E퐶(푡, 훾, 휋0) ≥ 퐺˜(푠˜2). This inequality will be an equality if for all
푡 ≥ 0,
퐼푃1(푡− 퐿, 훾) = 푠˜1(푠˜2 −Δ퐷2(푡− 퐿)), 퐼푃2(푡− 퐿−Δ, 훾) = 푠˜2.
By Lemma 8, these two equations hold when the CBS policy (푠˜1(푠˜2−Δ퐷2(푡)), 푠˜2)
is used for component replenishment. The theorem is thus proved.
Proof of Lemma 9: Noting that 퐺1(푦1, 푦2) diﬀers from 퐺(푦1, 푦2) only by
replacing 퐷1 with 퐷1 +Δ퐷1, similar to (B-1) and (B-2), we have
∂퐺1(푦1, 푦2)
∂푦1
= ℎ1 − (푐+ ℎ1) ⋅ Pr(퐷1 +Δ퐷1 +퐷12 ≥ 푦1,
퐷1 +Δ퐷1 ≥ 푦1 − 푦2). (B-13)
∂퐺1(푦1, 푦2)
∂푦2
= ℎ2 − (푐+ ℎ1) ⋅ Φ1(푦1 − 푦2) ⋅ Ψ¯12(푦2). (B-14)
The lemma can be argued in the same way as in Lemma 5, so we omit the
details here.
Proof of Lemma 10: First we look at (i). We consider two cases.
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Case 1: 푦1 ≤ 푠∗2 (see (3.41)). By deﬁnition, 푠˘2(푦1) = 푦1 − 푠∗2 ≤ 0. This
implies that Ψ¯12(푠˘2(푦1)) = 1. We get Φ
1(푦1− 푠˘2(푦1)) = Φ1(푠∗2) = ℎ2/(푐+ℎ1),
i.e., 푠˘2(푦1) satisﬁes the ﬁrst order condition given by (B-14). Hence, 푠˘2(푦1)
minimizes 퐺1(푦1, ⋅).
Case 2: 푦1 > 푠
∗
2. It can be veriﬁed that, in this case, 푠2(푦1) > 0. Thus,
by the ﬁrst order condition given by (B-14), 푠2(푦1), which is same as 푠˘2(푦1)
given by (3.42), minimizes 퐺1(푦1, ⋅).
The continuity of 푠˘2(푦1) directly follows from 푠2(푠
∗
2) = 0. Noting that














Ψ¯12(푠2(푦1)) ⋅ 휙1(푦1 − 푠2(푦1))
Ψ¯12(푠2(푦1)) ⋅ 휙1(푦1 − 푠2(푦1)) + 휓12(푠2(푦1)) ⋅ Φ1(푦1 − 푠2(푦1)) ,




Consequently, the derivative of 푠˘2(푦1) always belongs to the interval [0, 1].
The proof of (ii) is similar to the one in Lemma 7 (ii).
Proof of Lemma 11. The proof is similar to that for Lemma 8. Similar to
(B-12), we need to show that for any 푡 and 휏 with 푡 > 휏 ,
푠˘2 (푠˘1 −풟2((푡−Δ) ∨ 0, 푡]) ≥ 푠˘2(푠˘1 −풟2((휏 −Δ) ∨ 0, 휏 ])−풟2(휏, 푡].(B-15)
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This directly follows from 0 ≤ d푠˘2(푦1)/d푦1 ≤ 1 by Lemma 10.
Proof of Theorem 8: The proof is similar to that of Theorem 8. Here we
omit the details and sketch only what is unique to this proof. Let ℱ12푡−퐿 be
the union of ℱ푡−퐿−Δ and events generated by 풟12(푠), 푠 ∈ (푡− 퐿−Δ, 푡− 퐿].
Then 풟1(푡−퐿−Δ, 푡] and 풟12(푡−퐿, 푡] are independent of ℱ12푡−퐿. Noting that
퐷1(푡) = 풟1(푡− 퐿, 푡] + Δ퐷1(푡− 퐿) + Δ퐷2(푡− 퐿),


























퐼푃1(푡− 퐿−Δ, 훾)−Δ퐷2(푡− 퐿), 푠˘2 (퐼푃1(푡− 퐿−Δ, 훾)−Δ퐷2(푡− 퐿))
)
.
By the deﬁnition of 퐺˘(⋅) given by (3.44) and noting that Δ퐷2(푡−퐿) has the
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The last inequality will be an equality if for all 푡 ≥ 0,
퐼푃1(푡− 퐿−Δ, 훾) = 푠˘1, 퐼푃2(푡− 퐿, 훾) = 푠˘2(푠˘1 −Δ퐷2(푡− 퐿)).
This implies the optimality of the component replenishment policy (푠˘1, 푠˘2(푠˘1−
Δ퐷2(푡))). The theorem thus follows from Lemma 11 immediately.
Proof of Theorem 9: (i) We consider two N-systems – the original system
and a new system. We use 풵(푡) for the new demand process, 푍 for the
counterpart of 퐷, and 푧 for the counterpart of 푠. Both systems are identical
except that in the new system the product-12 demand process {풵12(푡), 푡 ≥ 0}
is stochastically larger than {풟12(푡), 푡 ≥ 0}. First, we have that for any 푥,
Pr(풟1(0,Δ] +풟12(0,Δ] > 푥) ≤ Pr(풟1(0,Δ] + 풵12(0,Δ] > 푥),(B-16)
Pr(풟12(0,Δ] > 푥) ≤ Pr(풵12(0,Δ] > 푥), Pr(퐷12 > 푥) ≤ Pr(푍12 > 푥).(B-17)
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Under IL, from (3.28) and (B-17), by the independence of 퐷1 and 퐷12, and
the independence of 퐷1 and 푍12, we have
Pr(퐷1 ≥ 푠¯1 − 푠¯2, 퐷1 + 푍12 ≥ 푠¯1)
≥ Pr(퐷1 ≥ 푠¯1 − 푠¯2, 퐷1 +퐷12 ≥ 푠¯1)
= Pr(퐷1 ≥ 푧¯1 − 푧¯2, 퐷1 + 푍12 ≥ 푧¯1), (B-18)
where the equality is given by the fact that both sides equal to ℎ1/(푐 + ℎ1)
by (3.28). Similarly, by (3.29) and (B-17), we get
Pr(퐷1 ≤ 푠¯1 − 푠¯2, 푍12 ≥ 푠¯2) ≥ Pr(퐷1 ≤ 푠¯1 − 푠¯2, 퐷2 ≥ 푠¯2)
= Pr(퐷1 ≤ 푧¯1 − 푧¯2, 푍12 ≥ 푧¯2). (B-19)
From (B-18) we have either 푧¯1 ≥ 푠¯1 or 푧¯1 − 푧¯2 ≥ 푠¯1 − 푠¯2, and from (B-19)
either 푧¯2 ≥ 푠¯2 or 푧¯1 − 푧¯2 ≤ 푠¯1 − 푠¯2. Thus, by checking all four combinations
∙ 푧¯1 ≥ 푠¯1 and 푧¯2 ≥ 푠¯2;
∙ 푧¯1 ≥ 푠¯1 and 푧¯1 − 푧¯2 ≤ 푠¯1 − 푠¯2;
∙ 푧¯1 − 푧¯2 ≥ 푠¯1 − 푠¯2 and 푧¯2 ≥ 푠¯2;
∙ 푧¯1 − 푧¯2 ≥ 푠¯1 − 푠¯2 and 푧¯1 − 푧¯2 ≤ 푠¯1 − 푠¯2,
and using (B-19) for the last combination yields that 푧¯1 ≥ 푠¯1 and 푧¯2 ≥ 푠¯2.
Under CL, it is not diﬃcult to show that 푠˘2(푦1) ≤ 푧˘2(푦1) for any given
푦1 from (3.42) and (3.41), because Pr(퐷
1 + Δ퐷1 ≤ 푦1 − 푦2, 푍12 ≥ 푦2) ≥
Pr(퐷1 + Δ퐷1 ≤ 푦1 − 푦2, 퐷12 ≥ 푦2) and both sides are decreasing in 푦2. To
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show 푠˘1 ≤ 푧˘1, we point out that from the equations (3.44) and (3.45) (see
(B-13) ), 푠˘1 is the solution of




From Lemma 10, 푦1 − 푠˘2(푦1) is increasing with 푦1. Thus,
Pr(푦1 −Δ푍12 − 푠˘2(푦1 −Δ푍12) > 푥) ≤ Pr(푦1 −Δ퐷12 − 푠˘2(푦1 −Δ퐷12) > 푥).
Because 푠˘2(푦1) ≤ 푧˘2(푦1) for any 푦1, we have
Pr(푦1 −Δ푍12 − 푧˘2(푦1 −Δ푍12) > 푥) ≤ Pr(푦1 −Δ퐷12 − 푠˘2(푦1 −Δ퐷12) > 푥).
Therefore,
Pr(퐷1 ≥ 푠˘1 −Δ퐷1 −Δ푍12 − 푧˘2(푠˘1 −Δ푍12), 퐷1 + 푍12 ≥ 푠˘1 −Δ푍1)





Thus, 푠˘1 ≤ 푧˘1 since the left hand side of (B-20) is decreasing in 푦1.
Finally, the case for SL can be proved in a similar way.
(ii) The proof is similar to the above case with some slight diﬀerences.
We consider two N-systems, namely, the original one and the new one. We
still use 풵(푡) for the new demand process, 푍 for the counterpart of 퐷, and
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푧 for the counterpart of 푠. The two systems are identical except that the
product-1 demand process in the new system is changed into {풵1(푡), 푡 ≥ 0}.
The process {풵1(푡), 푡 ≥ 0} is stochastically increased for {풟1(푡), 푡 ≥ 0}.
First, we have that for any 푥,
Pr(풟1(0,Δ] +풟12(0,Δ] > 푥) ≤ Pr(풵1(0,Δ] +풟12(0,Δ] > 푥),(B-21)
Pr(퐷1 > 푥) ≤ Pr(푍1 > 푥). (B-22)
Under IL, adding (3.28) and (3.29), we have
Pr(퐷1 +퐷12 ≤ 푠¯1, 퐷12 ≤ 푠¯2) = 1− ℎ1 + ℎ2
푐+ ℎ1
. (B-23)
Similar to (B-18)-(B-19), by (3.28) and (B-23), we have
Pr(푍1 ≥ 푠¯1 − 푠¯2, 푍1 +퐷12 ≥ 푠¯1)
≥ Pr(푍1 ≥ 푧¯1 − 푧¯2, 푍1 +퐷12 ≥ 푧¯1), (B-24)
Pr(푍1 +퐷12 ≤ 푠¯1, 퐷12 ≤ 푠¯2)
≤ Pr(푍1 +퐷12 ≤ 푧¯1, 퐷12 ≤ 푧¯2). (B-25)
From (B-24), we have either 푧¯1 ≥ 푠¯1 or 푧¯1 − 푧¯2 ≥ 푠¯1 − 푠¯2, and from (B-25),
either 푧¯1 ≥ 푠¯1 or 푧¯2 ≥ 푠¯2. Assuming 푧¯1 < 푠¯1, then it must be 푧¯1− 푧¯2 ≥ 푠¯1− 푠¯2
and 푧¯2 ≥ 푠¯2; This is contradictory, since under this assumption, we have
0 ≤ 푧¯2 − 푠¯2 ≤ 푧¯1 − 푠¯1 < 0. Thus, we have 푠¯1 ≤ 푧¯1.
Similar to (i), one can easily show that under CL, 푠˘2(푦1) ≥ 푧˘2(푦1) for
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any 푦1, and under SL, 푠˜1(푦2) ≤ 푧˜1(푦2) for any 푦2. To show under CL, 푠˘1 ≤ 푧˘1,
we note that (B-20) is equivalent to
Pr
(
퐷1 +퐷12 ≤ 푦1 −Δ퐷1, 퐷12 ≤ 푠˘2(푦1 −Δ퐷12)
)
= 1− ℎ1 + ℎ2
푐+ ℎ1
. (B-26)
This is because for any realization of Δ퐷12 = 훿, from (3.41), we have
Pr
(















This, together with (B-20), yields the above equation (B-26). Because








퐷1 +퐷12 ≤ 푠˘1 −Δ퐷1, 퐷12 ≤ 푠˘2(푠˘1 −Δ퐷12)
)




푍1 +퐷12 ≤ 푧˘1 −Δ푍1, 퐷12 ≤ 푧˘2(푧˘1 −Δ퐷12)
)
,
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where the last two equations follow from (B-26). Because the left-hand side
of (B-26) is increasing in 푦1, we obtain 푠˘1 ≤ 푧˘1.
Proof of Theorem 10: (i) We consider two N-systems, namely, the original
one and the new one. We use 풵(푡) for the new demand process, 푍 for the
counterpart of 퐷, and 푧 for the counterpart of 푠. The two systems are
identical except that the leadtime diﬀerence in the new system is changed
into Δ푛 from Δ with Δ < Δ푛. From (3.28)-(3.42) and (3.38), it is trivial
to see that 푠¯1, 푠¯2, 푠˜1(⋅) have nothing to do with Δ, and 푠˘2(푦) ≥ 푧˘2(푦). Thus,
we need to prove that under CL, 푠˘1 ≤ 푧˘1, and under SL, 푠˜2 ≤ 푧˜2. First, we
consider the CL case. If Δ < Δ푛, then
Pr(Δ퐷12 ≥ 푥) ≤ Pr(Δ푍12 ≥ 푥).
Recall that 푠˘2(푦1) is increasing with 푦1. Noting that (퐷
1, 퐷12) and (푍1, 푍12)
have the same distribution, (퐷1, 퐷12) and Δ퐷1 are independent, and (푍
1, 푍12)
and Δ푍1 are independent, we have that
Pr
(








퐷1 +퐷12 ≤ 푠˘1 −Δ푍1, 퐷12 ≤ 푧˘2(푠˘1 −Δ푍12)
)
. (B-27)
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By (B-26), we know that
Pr
(
퐷1 +퐷12 ≤ 푠˘1 −Δ퐷1, 퐷12 ≤ 푠˘2(푠˘1 −Δ퐷12)
)





퐷1 +퐷12 ≤ 푧˘1 −Δ푍1, 퐷12 ≤ 푧˘2(푧˘1 −Δ푍12)
)
= 1− ℎ1 + ℎ2
푐 + ℎ1
.
Hence, 푠˘1 ≤ 푧˘1 directly follows from (B-27) and the monotonicity of 푠˘2(푦1).
Similarly, we can prove SL case.
(ii) We consider two N-systems, namely, the original one and the new
one. The two systems are identical except that the shorter leadtime in the
new system is changed into 퐿푛 from 퐿 with 퐿 < 퐿푛. Then
Pr(퐷1 ≥ 푥) ≤ Pr(푍1 ≥ 푥) and Pr(퐷12 ≥ 푥) ≤ Pr(푍12 ≥ 푥).
The remaining part of the proof is similar to the proof of Theorem 9 (ii).
The details are therefore omitted.
Proof of Theorem 11: For notation simplicity, for any feasible replenish-
ment policy 훾 ∈ Γ, we write
IP1 = 퐼푃1(푡− 퐿1, 훾), IP2 = 퐼푃2(푡− 퐿2, 훾).
First, we establish the lower bound. From Lemma 4, and (3.16)-(3.17), letting
B. Proofs for Chapter 3 132
푐 = 푎3 ∧ (푎2 + 푎4), we have
휑(푢1, 푢2) ≥ 푎1푢1 + 푎2푢2 + (푎1 + 푐)(푢−1 ∨ 푢−2 ).




IP1 −퐷1(푡), IP2 −퐷2(푡)
)
≥ ℎ1 ⋅ (IP1 −퐷1(푡)) + ℎ2 ⋅ (IP2 −퐷2(푡))
+(ℎ1 + 푏
1 ∧ (ℎ2 + 푏12)) ⋅
(
(IP1 −퐷1(푡))− ∨ (IP2 −퐷2(푡))−
)
for any feasible 휋 ∈ Π. We know that the last expression above is just the
inventory cost at time 푡 of another system which is identical with the original
one except that both the common component backorder cost and the sum of
the product-12 backorder cost and the component-2 holding cost are changed
into 푏1 ∧ (ℎ2 + 푏12). Hence, the lower bound is obtained.
Next we move to the upper bound. Here we consider the CL case; the
others can be treated similarly. Let 푐 = 푏1 ∨ (푏12+ℎ2) in (3.26), and we have
ℎ2 + 푏
12 ≤ 푐. For any feasible replenishment policy 훾 ∈ Γ and NHB rule
휋0 ∈ Π,
퐵121 (푡, 훾, 휋0) +퐵
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By (푎 + 푏−)− + 푏− = 푎− ∨ 푏− with any real numbers 푎 and 푏,
퐶(푡, 훾, 휋0)
= ℎ1 ⋅ (IP1 −퐷1(푡)) + ℎ2 ⋅ (IP2 −퐷2(푡)) + (ℎ1 + ℎ2 + 푏12) ⋅ (IP2 −퐷2(푡))−
+ℎ1 ⋅
(
(IP1 −퐷1(푡)) + (IP2 −퐷2(푡))−
)−
+(ℎ2 + 푏
12) ⋅ 퐵121 (푡, 훾, 휋0) + 푏1 ⋅ 퐵1(푡, 훾, 휋0)
≤ ℎ1 ⋅ (IP1 −퐷1(푡)) + ℎ2 ⋅ (IP2 −퐷2(푡)) + (ℎ1 + ℎ2 + 푏12) ⋅ (IP2 −퐷2(푡))−
+ℎ1 ⋅
(




퐵121 (푡, 훾, 휋0) +퐵
1(푡, 훾, 휋0)
)
= ℎ1 ⋅ (IP1 −퐷1(푡)) + ℎ2 ⋅ (IP2 −퐷2(푡)) + (ℎ1 + ℎ2 + 푏12) ⋅ (IP2 −퐷2(푡))−
+(ℎ1 + 푐) ⋅
(
(IP1 −퐷1(푡)) + (IP2 −퐷2(푡))−
)−
≤ ℎ1 ⋅ (IP1 −퐷1(푡)) + ℎ2 ⋅ (IP2 −퐷2(푡))
+(ℎ1 + 푐) ⋅
(
(IP1 −퐷1(푡))− ∨ (IP2 −퐷2(푡))−
)
.
Then, similar to the proof for the lower bound, we get 퐶∗ ≤ 퐶∗.
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