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Highlights 
• Water quality data is inherently uncertain leading to significant model uncertainty 
• Quantifying uncertainty is very important in stormwater management decision 
making 
• Uncertainty assessed for pollutant wash-off modelling using WLSR and OLSR 
methods  
• Bayesian/Gibbs sampling regression framework proposed to assess model 
uncertainty 
• WLSR method can provide more realistic uncertainty estimates than the OLSR 
method 
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Assessing uncertainty in pollutant wash-off modelling via model validation 
 
Abstract:  
Stormwater pollution is linked to stream ecosystem degradation. In predicting 
stormwater pollution, various types of modelling techniques are adopted. The 
accuracy of predictions provided by these models depends on the data quality, 
appropriate estimation of model parameters, and the validation undertaken. It is well 
understood that available water quality datasets in urban areas span only relatively 
short time scales unlike water quantity data, which limits the applicability of the 
developed models in engineering and ecological assessment of urban waterways. This 
paper presents the application of a leave-one-out (LOO) and Monte Carlo cross 
validation (MCCV) procedures in a Monte Carlo framework for the validation and 
estimation of uncertainty associated with pollutant wash-off when models are 
developed using a limited dataset. It was found that the application of MCCV is likely 
to result in a more realistic measure of model coefficients than LOO. Most 
importantly, MCCV and LOO were found to be effective in model validation when 
dealing with a small sample size which hinders detailed model validation and can 
undermine the effectiveness of stormwater quality management strategies targeting 
ecological restoration and engineering rehabilitation of urban waterways.  
 
 
Keywords:  model uncertainty; Monte Carlo cross validation; pollutant wash-off; 
stormwater pollutant processes; stormwater quality 
 
 
1. Introduction 
Stormwater pollution is a primary non-point pollution source of concern, and is linked 
to stream ecosystem degradation (Walsh et al., 2004; Cizek and Hunt, 2013). 
Estimation of stormwater pollutant loads and/or concentrations is a pre-requisite for 
effective decision-making for the protection of receiving water environments. Various 
types of models are used in estimating stormwater pollutant wash off loadings (Zhang 
et al., 2010; Kotti et al., 2013; Chen et al., 2014), which are then used to restore and 
improve the ecology of urban waterways through appropriate management 
interventions. However, the accuracy of the predictions provided by various models is 
dependent on the appropriate estimation of model parameters, which has not received 
appreciable research attention in the past.  
 
The development of stormwater quality models still faces many challenges which can 
be primarily attributed to the complexities in pollutant processes due to stereotyping 
of site characteristics and the inadequacy of the datasets available. As reported by 
Zhang et al. (2007; 2008), stormwater pollution is affected by a range of land use, 
catchment and rainfall characteristics. The key issues relating to inadequate datasets 
are their subjectivity to spatial scales, high variability and availability over relatively 
short time scales (Kanso et al., 2006) unlike in the case of water quantity data 
(Haddad et al., 2010; van der Sterren et al., 2012). Past research has shown that the 
heterogeneity of the system characteristics can vary over space and time scales and 
are typically not known with great accuracy (UNESCO, 2005; Smith et al., 1997). 
Consequently, water quality modelling outcomes are not highly reliable as these are 
constraints which inhibit taking due consideration of the variability associated with 
pollutant processes and natural phenomena (Stewart, 2000). The establishment of 
 3 
more reliable models may be achieved if more comprehensive datasets are used. 
However, due to the high cost associated with water quality data collection, such 
datasets are usually scarce.  
 
Consequently, it is well known that all modelling approaches are subject to various 
forms of uncertainty (Zoppou, 2001; Nix, 1994). The main three sources of 
uncertainty are: i) data uncertainty - uncertainty associated with model input which is 
the data used to calibrate the model; ii) parameter uncertainty - uncertainty associated 
with the model parameters which arises from the method used to estimate those 
parameters; and iii) model structure uncertainty - uncertainty arising from the 
incomplete conceptual understanding of the systems under study which can be 
attributed to the reliance on models that are simplified representations of the true 
complexities of natural processes (Willems, 2008; Refsgaard et al., 2006 and 2007 
and Freni et al., 2009). 
 
Therefore, uncertainty analysis is an essential requirement for evaluating model 
reliability (Freni et al., 2009). A range of studies have focused on assessing 
uncertainty resulting from input data and measurements (for example, Sohrabi et al., 
2003; Kanso et al., 2003, 2005; Kuczera et al., 2006; Bertrand-Krajewski et al., 2007; 
Haydon and Deletic, 2009; Freni et al., 2009; Wang et al., 2009; Franceschini and 
Tsai, 2010; Liu et al., 2012a; Liu 2012b and Haddad et al., 2013a). The 
methodologies for uncertainty analysis discussed in the literature are accepted as 
standard in the water quality modelling area. The methods range from classical 
statistical analysis to Bayesian inference techniques. However, these uncertainty 
analysis methods agree on representing uncertainty by giving a range of values or a 
probability distribution that are most likely to cover the possible true value of a 
specific simulated value. Past studies have focused on assessing both, the overall 
modelling uncertainty and the uncertainty associated with modelling specific pollutant 
processes such as pollutant build-up and wash-off by using a range of routing 
methods. This provides only a dimension of understanding of the accuracy of 
stormwater quality models for replicating pollutant processes.  
 
As the study discussed in the paper has employed statistical methods, a discussion on 
statistical models is relevant to provide context. Statistical models that have been used 
for estimating stormwater runoff quantity and quality are generally based on 
regression models which are considered to be a stochastic modelling approach. 
Regression models that are commonly used include simple linear, multiple linear, 
nonlinear semi-log and log-log transforms. Examples of statistical models used in 
water quality modelling can be found in Driver and Tasker (1988), Egodawatta et al., 
(2012) and Haddad et al., (2013a). It has been recognised that linear regression under 
certain conditions is not well suited for modelling water quality data (Jewell and 
Adrian, 1981; Zoppou, 2001; Haddad et al., 2013a). A fundamental limitation in the 
statistical relationship developed is often due to the very limited dataset used, the high 
level of error associated with the dataset and the fact the dataset itself only reflects a 
specific spatial arrangement (Zoppou, 2001). In the event of a different spatial setup 
and process, the regression relationships may need to be re-formulated based on the 
new data. 
 
Some of the limitations in regression approaches discussed above can be overcome 
through the use of model validation techniques such as leave-one-out (LOO) and 
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Monte Carlo cross validation (MCCV) (Song Xu et al. 2005). In LOO, one data point 
is left out while building a regression model (or other form of model) and then the 
model is tested on the previously left out data point. The procedure is repeated until 
all the data points are independently tested. In the case of MCCV, the technique 
leaves out a notable part of the sample at a time during model building and validation 
and repeats the procedure many times. MCCV may be more desirable in uncertainty 
estimation of water quality models as it evaluates the different models according to 
their predictive ability using different combinations of validation datasets.  
 
LOO and MCCV presented in this paper were carried out differently to the classical 
approach commonly used, which is based on determining a suitable model from many 
candidate models (Haddad et al 2013b). The aim of LOO and MCCV applied in this 
study was to assess the uncertainty in water quality models in practical situations 
through validating different combinations of data, reflecting coefficient estimation 
uncertainty. LOO and MCCV are able to overcome the limitations of small datasets 
making the interpretation of uncertainty associated with water-quality models more 
reliable.  
 
This paper has three primary objectives: (i) demonstration of the application of 
MCCV method in water quality modelling using regression analysis; (ii) comparison 
of MCCV with the most commonly used LOO validation technique for assessing the 
overall uncertainty of the developed regression equation; and (iii) demonstration of 
the best use of the limited datasets which are commonly encountered in water quality 
modelling and can hinder the detailed validation of water quality regression models. 
 
2. Materials and Methods 
2.1 Data collection 
This research study used roof wash-off data collected at a number of sites located in 
South East Queensland, Australia. Egodawatta et al. (2009) have confirmed that the 
pollutant wash-off process for road and roof surfaces, which are the primary 
impervious surfaces in an urban catchment are similar and the differences due to 
surface characteristics can be replicated using different coefficients. Therefore, 
research outcomes derived for roof surfaces is easily extendable to road surfaces. 
Furthermore, in an urban catchment, the total roof area can be 2-3 times greater than 
the total road area (Egodawatta et al., 2012). Also, understanding of pollutant 
processes on roof surfaces is important as rainwater harvesting is being increasingly 
considered as an alternative water source particularly in water deficient regions. 
 
The pollutant wash-off samples were collected from model roofs of 3m2 area used as 
test plots. This approach eliminated the possible heterogeneity in pollutant 
distribution and the practical difficulties of collecting pollutant wash-off samples from 
actual roof surfaces. The model roofs were mounted on a scissor lift arrangement as 
shown in Fig. 1. The roofs were raised to the typical roofing height to enable pollutant 
build-up under natural conditions and then lowered to ground level for wash-off 
sample collection using a rainfall simulator. Two roofing products, corrugated steel 
and concrete tiles were used for cladding as these are the most widely used roofing 
materials in the study region. Further details of wash-off sample collection are 
presented in Egodawatta et al. (2009). 
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A specially designed rainfall simulator was used to simulate the rainfall events on the 
model roof surfaces. The simulator was designed to replicate natural rainfall events as 
closely as possible in relation to rainfall drop size distribution and kinetic energy of 
rain drops which are the key rainfall characteristics which influence pollutant wash-
off. Details on the design and operation of the rainfall simulator can be found in 
Herngren et al. (2005). For sample collection, the rainfall simulator was positioned 
over the lowered model roofs and subjected to pre-determined rainfall intensities as 
shown in Fig. 1. Rainfall intensities of 20, 40, 86 and 115 mm/h were simulated on 
the roof surfaces. For each simulation, runoff samples were collected for a range of 
different durations to match design storms of specific Average Recurrent Intervals 
(ARI). Altogether, 46 runoff samples were collected representing four rainfall 
intensities for the two types of roof cladding materials, concrete tiles and corrugated 
steel. The sample collections were conducted on a weekly basis. Egodawatta et al. 
(2013) have shown that an appreciable amount of pollutant build-up will occur on a 
roof surface over a 7 day antecedent dry period.  
 
2.2 Laboratory Analysis 
Samples collected were transported to the laboratory for testing, with sample handling 
and preservation undertaken according to AS/NZS (1998). Samples were tested for 
total suspended solids (TSS) as the indicator pollutant in stormwater quality 
modelling. Use of TSS as an indicator pollutant is common in stormwater quality 
modelling. This stems from the fact that TSS is a significant pollutant in its own right 
and also acts as a mobile substrate to many other pollutants such as heavy metals and 
hydrocarbons for transporting these pollutants to receiving water bodies (Herngren et 
al. 2005; Sartor and Boyd 1972). Testing for TSS was undertaken according to Test 
Method No. 2540D (APHA, 2005). Further details of the field and laboratory testing 
and the resulting dataset are presented in Egodawatta et al. (2009). 
 
2.3 Mathematical Formulations 
2.3.1 Pollutant wash-off prediction 
In stormwater quality models, pollutant wash-off is typically replicated using an 
exponential form of equation. The equation originally proposed by Sartor and Boyd 
(1972) have been refined over time by other researchers. The exponential wash-off 
equation proposed by Egodawatta et al. (2009) is given as Eq. (1) and defines the 
terms, ‘fraction wash-off’ (Fw), which is the ratio of the wash off load to the initially 
available particulate load and capacity factor (CF) which signifies the ability of a 
specific rainfall intensity to mobilise a specific fraction of particulates present on an 
urban surface.  
 
)1( tFw kIF eC
−−=                                                                                                        (1) 
 
where I = Rainfall intensity; k = Wash-off coefficient;  and t = Time in minutes.  
 
Values for k and CF assuming a similar wash-off behaviour for corrugated steel and 
concrete tile surfaces have been presented by Egodawatta et al. (2012).  
 
In order to determine the best possible pollutant wash-off model, it is necessary to 
estimate k that minimizes the sum of the squared errors or other minimization 
statistical criteria. After determining the model for use in water quality regression, the 
overall performance of the model can be evaluated according to its prediction ability. 
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In regression applications, the Mean Squared Error of Prediction (MSEP) of a model 
represents its prediction ability. The lower the MSEP, the better is the prediction 
ability of the model. 
 
2.3.2 Model selection by Monte Carlo Cross Validation (MCCV) 
In general, validation strives to select a model based on its prediction ability (Breiman 
et al., 1984; Zhang, 1993; Burman, 1989). For general validation, when φ, which is a 
subset of the total dataset is selected, the n datasets denoted by S are split into two 
parts. The first part or calibration set denoted as Sc with corresponding subvector tφSc 
and subvector FwSc contains nc datasets for fitting the model.  
 
The second part or validation set denoted as Sv with corresponding subvector tφSv and 
subvector FwSv, contains nv = n - nc datasets for validating the model. There are in 
total 
vn
nC  different forms of split samples. For each of the split samples, the model 
can be fitted by the nc dataset of the first part of Sc to obtain
cS
kφˆ . The datasets in the 
validation set are treated as if they are future samples. The fitted model can then 
predict the response vector wFˆ φSv: 
 
)1(ˆ
ˆ T
vScS
v
Ik
FS eC
φφ
φ
twF −=                                                                                                                                        (2) 
 
The Average Squared Prediction Error (ASPE) over all the datasets in the validation 
set is given by: 
 
2
)ˆ(1);(ASPE
vv SS
v
v n
S φφ wFFw −=                                                                      (3) 
 
S is the set whose elements are all from the validation sets corresponding to (n 
combination nv) different forms of the sample split. The cross validation criterion with 
nv datasets left out for validation is defined as: 
 





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v
vSS
n
n
n
SASPE
V v
v
);(
)(
φ
φ                                                                                          (4) 
 
where )(φ
vnV is calculated for every φ.  
 
Eq. (4) serves as an approximation of MSEP(φ) in the situation of finite samples. For 
a selected φ, the dataset is randomly split into two parts Sc(i) (of size nc) and Sv(i) (of 
size nv). The procedure is repeated N times and the repeated MCCV criterion is 
defined as: 
 
∑
=
−=
N
i
isis
v
n vvv Nn 1
2
)()( )ˆ(
1)(MCCV φφ wFFw                                                               (5) 
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2.5.3 Estimating MSEP 
In water quality modelling regression analysis, the estimate of MSEP is generally 
based on very small datasets. Only LOO or MCCV methods were considered for 
estimating MSEP. Efron (1986) noted that the estimate of MSEP using observed data 
would tend to underestimate the true value for future observations since the data has 
been used twice, both to fit the model and to check its accuracy. The results obtained 
are an optimistic estimate at most, of a model’s true prediction error. For Eq. (1) the 
LOO validation criterion is: 
 
)}({min)( 1
*
11 φφ VV =                                                                                                   (6) 
 
where )( 11 φV  is obtained by Eq. (4) (nc = 1) and *1φ  denotes the optimal model index in 
Eq. (6).  
 
In all cases MSEP depends on the size of the calibration dataset. MCCV can also be 
utilised to make the prediction. However, since MCCV uses only nc datasets for 
calibration it is considered unnecessary to use )(MCCV *
vv nn φ  to estimate MSEP for the 
model with n datasets if nv represents a large number. *vnφ  denotes the optimal model 
index in Eq. (5). The expected difference between )(MCCV *
vv nn φ  and the mean squared 
error of prediction for the selected model is: 
( ) 





≡−
nn
n
c
v*
n
*
nn )MSEP()(MCCVE vvv φφ                                                               (7) 
 
2.5.4 Monte Carlo Framework - Application 
The observed eight datasets (i.e. corrugated steel and concrete tiles for rainfall 
intensities 20, 40, 86, 115 mm/h.) were combined into two main datasets to facilitate 
the analysis. Set 1 (corrugated steel) and Set 2 (concrete tiles) contained 23 data 
points each of fraction wash-off (Fw) i.e. the combined data points of 4 datasets for 
the various rainfall intensities.  
 
Two Monte Carlo experiments are given using LOO and MCCV. In the Monte Carlo 
simulation, Eq. (1) was the model considered. Since the datasets have been combined 
for these analyses to carry out the LOO and MCCV procedures effectively, the 
variables I and CF were allowed to vary using a uniform distribution. The upper and 
lower limits of the uniform distribution (for each material type) were obtained from 
the design values as discussed in Egodawatta et al. (2012). For corrugated steel, CF 
was randomly sampled between the interval U~[0.75, 1] and for the concrete tiles CF 
was randomly sampled between the interval U~[0.3, 1]. I for both materials was 
sampled between the interval U~[20, 115]. The following steps summarise the 
procedure adopted: 
 
1. Analysis was undertaken using OLSR and adopting both, LOO (nv = 1) and 
MCCV (nv = variable) validation procedures to estimate the regression 
coefficient (k in this case) for pollutant wash-off as a function of time and to 
assess uncertainty. Both I and CF were varied uniformly. In the LOO, one data 
point (from the 17 calibration data points) was left out before building the 
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model (i.e. nv =1). For MCCV, 3, 6 and 9 data points (from 17 calibration data 
points) were left out randomly (i.e. nv = 3, 6 and 9). 
 
2. Accordingly, 1,000 values of the coefficient (k) were estimated based on Step 1. 
The 1000 values for k were used to estimate Fw for both, the calibration and 
validation sets (ASPE and MSEP) and to assess the overall uncertainty in the 
prediction model by developing prediction error and confidence limit plots for the 
validation datasets. 
 
4. Results and Discussion 
4.1 Application with observed data  
In order to compare the validation methods for the regression model Eq. (1), LOO and 
MCCV and the Monte Carlo framework outlined above were initially applied to the 
calibration dataset (17 data points were selected randomly out of the 23 as the 
calibration dataset for each of the two material types). In MCCV, the following 
validation sets were considered (nv = 3, 6, and 9 data points during the validation and 
undertaking 1000 simulations). The results obtained along with summary statistics are 
reported in Tables 1 and 2. 
 
Assessing Table 2 from a goodness-of-fit perspective, it can be seen that there are 
slight differences in the median relative error (MRE) and the relative root mean 
square error (RRMSE) between the models (LOO and MCCV, comparing the 
corrugated steel and concrete tiles separately). The coefficient (k) of the regression 
equations also shows slight differences. Here LOO and MCCV report different 
optimal k values with the difference in k being more pronounced for the concrete tiles.  
 
From Table 2, the overall performance of the two models (for the different material 
types) can be gained. From Table 1, the LOO provides an MSEP of 0.63 for concrete 
tiles and 0.57 for corrugated steel, respectively. This is appreciably larger than 0.54 
and 0.44 for concrete tiles and 0.56 and 0.54 for corrugated steel, the MSEP based on 
MCCV (for nv = 6 and 9). The larger MSEP associated with the concrete tiles leads to 
the higher MRE (%) and RRMSE (%) as compared to corrugated steel.   
 
Fig. 2 shows the graphical results of the prediction errors from LOO and MCCV 
simulation (i.e. predicted - observed) of the predicted Fraction wash-off (Fw) obtained 
by the regression equations (expected values are shown in Fig. 2) in Table 2 for the 
validation dataset (i.e. 6 points left out of the model building - see Section 4.1). It can 
be observed that the prediction performance of MCCV is slightly better than LOO 
even though the former has slightly higher MRE (%) and RRMSE (%). 
 
From Table 2, it can be noted that the MSEP value for LOO (validation) is higher 
than MCCV. Importantly, when estimating the prediction ability of the fraction wash-
off model, the optimal LOO of the calibration dataset underestimates MSEP of the 
validation dataset. From Table 2 it can be seen where MSEP values of the optimal 
LOO for the calibration dataset are notably smaller than that for the validation dataset 
(i.e. 0.63 < 0.79 for concrete tiles and 0.57 < 0.61 for corrugated steel). The MSEP of 
the optimal MCCVs of the calibration dataset is 0.65 and 0.59 (concrete and steel, 
respectively), which is greater than the MSEP value by the LOO. The MCCV overall 
provides a better prediction ability for estimating the regression coefficient (k) for 
future wash-off. 
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4.2 Uncertainty Estimation 
The results presented below are specifically related to the uncertainty in the wash-off 
model based on Eq. 1 using LOO and MCCV validation procedures and the Monte 
Carlo simulation framework given above. The uncertainty analysis was applied to the 
calibration datasets. Table 3 provides a summary of the expected coefficient (k) of the 
regression model along with 90% confidence limits. 
 
Comparing the coefficients (k) of the regression models based on LOO and MCCV 
(Table 3), it can be seen that it is possible to use one wash-off coefficient (k) for the 
different rainfall intensity (I) and capacity factor ranges (CF) for each material type as 
the regression coefficients are only modestly different (i.e. expected k for LOO and 
MCCV, respectively, for concrete is 0.0047 - 0.0063 and steel is 0.0048 - 0.0059). 
The expected k values with MCCV however show slightly more variability between 
surface material types, which is not clearly picked up by LOO.  
 
This suggests that the wash-coefficient (k) may vary with surface material type. With 
each surface material type and the intensity and capacity factors simulated, it can be 
seen from Table 3 that there are notable differences in the 95% confidence limits. In 
both cases (i.e. material types) it can be seen that LOO underestimates the uncertainty 
(for the concrete tiles, 0.0113 - 0.0033 = 0.008 and corrugated steel, 0.0072 - 0.0032 
= 0.004). However, MCCV gives a wider spread of k values (i.e. for the concrete tiles 
0.0141 - 0.0031 = 0.011) and as such provides a more realistic measure of k, thus 
providing a better understanding of the possible uncertainty that could be propagated 
through the wash-off model.  
 
It is important to note that the k values estimated (based on MCCV, LOO and the 
Monte Carlo framework) are based on a uniform distribution for the capacity factor 
and for rainfall intensity. Therefore, it can be expected that if the parameters for the 
uniform distribution are changed, it will further produce a greater variability in k. In 
any case there is still further variation in k not accounted for, which can be attributed 
to complex physical processes which play an important role in pollutant wash-off.  
 
The ultimate aim is to understand the uncertainty in the estimated fraction wash-off 
(Fw) values for future predictions using Eq. 1. The discussion below outlines the 
uncertainty in the estimated Fw using the k values obtained from LOO and MCCV 
procedures given above. The results are reported for the validation datasets. As an 
example, Fig. 3 gives a contour plot for the prediction error (i.e. predicted Fw - 
observed Fw) values as a function of time and k for the concrete tiles.   
 
It can be seen from Fig. 3 that the estimation of fraction wash-off based on the 
simulated wash-off coefficients for the LOO model can substantially underestimate 
the observed values (see top left hand corner of Fig. 3). In contrast, the estimation of 
fraction wash-off based on the wash-off coefficient by MCCV provides a better fit of 
the observed data values (less under estimation). Similar results were also observed 
for the corrugated steel dataset.  
 
In any case, the results from this analysis suggest that the prediction error associated 
with the pollutant wash-off equations considered (using both, LOO and MCCV), 
based on a limited dataset can be appreciably high. Such under estimation (and 
overestimation in some cases) could potentially undermine the effectiveness of 
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stormwater quality management strategies. A good understanding of these typical 
uncertainties can be gained from model validation by applying MCCV and LOO as 
illustrated in the analysis given above.  
 
Fig. 4 gives the 90% confidence limits and the expected values for fraction wash-off 
for LOO and MCCV validation procedures for the validation dataset for concrete 
tiles. The confidence limits for LOO and MCCV only reflect coefficient estimation 
uncertainty from the estimated wash-off coefficient where the wash-off coefficients 
are used to estimate Fw. It is evident from the overall results that the confidence limits 
provided by LOO are appreciably larger than those from the MCCV method. These 
results support Table 2, where it was noted that the MSEP value for LOO (validation) 
is higher than for MCCV, and importantly, when estimating the prediction ability and 
ultimately the uncertainty of the fraction wash-off model. Again it is shown that the 
MCCV is likely to report a more realistic estimate of uncertainty as compared to 
LOO. 
 
Here the relative differences in the confidence limits (i.e. upper limit – lower limit) 
are 36% and 25% for LOO and MCCV, respectively. It is important to note here that 
both LOO and MCCV confidence limits are notably wide. This result is somewhat 
expected given the very small datasets utilised for the analysis.   
 
Based on the outcomes of the analysis undertaken, it is evident that model validation 
should be an important part of any model development exercise. Here the two 
validation methods, LOO and MCCV using a Monte Carlo framework based on 
observed and simulated data are appealing as they allow for the assessment of the 
underlying uncertainties in the candidate regression models in an efficient manner 
compared to the typical split sample validation procedure, which in some cases cannot 
be undertaken due to the very small sample sizes generally encountered in water 
quality modelling. The approach adopted here provided better insights into the 
stochastic nature of fraction wash-off and wash-off coefficient k and the associated 
uncertainty. 
 
5. Conclusions 
The outcomes from this study confirm that proper validation of water quality models 
is important for assessing the prediction ability of the model and the uncertainty 
associated with the prediction. It is found that when developing the fraction wash-off 
model, application of MCCV is likely to result in a more realistic measure of the 
wash-off coefficient (k) than LOO. Importantly, MCCV and LOO have been found to 
be effective in model validation in the event of small sample sizes which constrain 
detailed model validation and can undermine the effectiveness of stormwater quality 
management strategies.  
 
References 
APHA Standard methods for the examination of water and waste water. Washington 
DC, American Public Health Association; 2005. 
AS/NZS 5667.1, Water Quality Sampling – Guidance on the design of sampling 
programs, Sampling techniques and the preservation and handling of samples. 
Australia/New Zealand Standards; 1998. 
 11 
Bertrand-Krajewski J-L. Stormwater pollutant loads modelling: epistemological 
aspects and case studies on the influence of field datasets on calibration and 
verification. Water Sci Technol 2007;55:1-17. 
Breiman L. Freidman JH, Olsen RA, Stone C. Classification and regression trees. 
Wadsworth: Belmont, CA;1984.  
Burman PA. A comparative study of ordinary cross validation, v-fold cross-validation 
and repeated learning-tested methods. Biometrika 1989;76:503-514. 
Chen Y., Shuai J., Zhang Z, Shi P., Tao F., Simulating the impact of watershed 
management for surface water quality protection: A case study on reducing inorganic 
nitrogen load at a watershed scale. Ecol Eng 2014;62:61-70. 
Cizek RA, Hunt WF, Defining predevelopment hydrology to mimic predevelopment 
water quality in stormwater control measures (SCMs).., Ecol Eng 2013;57:40-45. 
Driver NE, Tasker GD. Techniques for estimation of storm-runoff loads, volumes, 
and selected constituent concentrations in urban watersheds in the United States. U.S. 
Geol. Surv. Open-File Rep 1988;88-191. 
Efron B. How biased is the apparent error rate of the prediction rule? J Am Stat Assoc 
1986;81:461-470. 
Egodawatta P, Miguntanna NS, Goonetilleke A. Impact of roof surface runoff on 
urban water quality. Water Sci Technol 2012;66:1527-33. 
Egodawatta P, Thomas E, Goonetilleke A. Understanding the physical processes of 
pollutant build-up and wash-off on roof surfaces. Sci Total Environ 2009;407:1834-
41. 
Egodawatta P, Ziyath AM, Goonetilleke A. Characterising metal build-up on urban 
road surfaces. Environ Pollut 2013;176:87-91.  
Franceschini S, Tsai CW, Assessment of uncertainty sources in water quality 
modeling in the Niagara River. Adv Water Res 2010;33:493-503. 
Freni G, Mannina G, Viviani G. Urban runoff modelling uncertainty: Comparison 
among Bayesian and pseudo-Bayesian methods. Environ Modell Softw 2009;24: 
1100-1111. 
Haddad K, Rahman A, Zaman A, Shrestha S. Applicability of Monte Carlo cross 
validation technique for model development and validation using generalised least 
squares regression. J Hydrol 2013;482:119-128. 
Haddad K, Rahman, A, Weinmann PE, Kuczera G,  Ball JE. Streamflow data 
preparation for regional flood frequency analysis: Lessons from south-east Australia. 
Australian Journal of Water Resources 2010;14:17-32. 
Haddad K. Egodawatta P. Rahman A. Goonetilleke A. Uncertainty analysis of 
pollutant build-up modelling based on a Bayesian weighted least squares approach. 
Sci Total Environ 2013;449;410-7. 
Haydon S, Deletic, A. Model output uncertainty of a coupled pathogen indicator-
hydrologic catchment model due to input data uncertainty. Environ Modell Softw 
2009;24:322-328. 
 12 
Herngren L, Goonetilleke A, Ayoko GA. Understanding heavy metal and suspended 
solids relationships in urban stormwater using simulated rainfall. J Environ Manage 
2005;76:149-158. 
Jewell TK, Adrian DD. Development of improved stormwater quality models. J. 
Environ Eng-ASCE 1981;107:957-974.  
Kanso A, Gromaire M.-C,  Gaume E, Tassin B, Chebbo G. Bayesian approach for the 
calibration of models: application to an urban stormwater pollution model. Water Sci 
Technol 2003;47;77-84. 
Kanso A, Chebbo G, Tassin B. Stormwater quality modelling in combined sewers: 
calibration and uncertainty analysis. Water Sci Technol 2005;52:63-71. 
Kanso A, Chebbo G, Tassin B. Application of MCMC–GSA model calibration 
method to urban runoff quality modelling. Reliab Eng Syst Safe 2006;91:1398-1405. 
Kotti IP, Sylaios G, Tsihrintzis VA. Fuzzy logic models for BOD removal prediction 
in free-water surface constructed wetlands. Ecol Eng 2013;51:66-74. 
Kuczera G, Kavetski D, Franks S, Thyer M. Towards a Bayesian total error analysis 
of conceptual rainfall–runoff models: characterising model error using storm-
dependent parameters. J Hydrol 2006;331:161-177.  
Liu A, Goonetilleke A, Egodawatta P. Inherent errors in pollutant build-up estimation 
in considering urban land use as a lumped parameter. J Environ Qual 2012;41:1690-
1694. 
Liu A, Goonetilleke A, Egodawatta P. Inadequacy of land use and impervious area 
fraction for determining urban stormwater quality. Water Resour Manag 
2012;26:2259-2265. 
Nix SJ. Urban stormwater modeling and simulation. Lewis Publishers, Boca Raton, 
FL; 1994. 
Refsgaard JC, van der Sluijs JP, Brown J, van der Keur P. A framework for dealing 
with uncertainty due to model structure error. Adv Water Resour 2006;29:1586-1597. 
Refsgaard JC, van der Sluijs JP, Højberga AL, Vanrolleghemc PA. Uncertainty in the 
environmental modelling process – A framework and guidance. Environ Modell 
Softw 2007;22:1543-1556. 
Sartor JD, Boyd GB. Water pollution aspects of street surface contaminants, Report 
No. EPA-R2-72/081, US Environmental Protection Agency, Washington, DC, USA; 
1972. 
Smith RA, Shwarz GE, Alexander RB. Regional interpretation of water quality 
monitoring data. Water Resour Res 1997;33:2781-98. 
Sohrabi TM, Shirmohammadi A, Chu TW, Montas H. Nejadhashemi AP. Uncertainty 
analysis of hydrologic and water quality predictions for a small watershed using 
SWAT2000. Environ Forensics 2003;4:229-238. 
Song Xu Q, Zeng Liang Y, Ping Du Y. Monte Carlo cross-validation for selecting a 
model and estimating the prediction error in multivariate calibration. J Chemometr 
2005;18:112-120. 
 13 
Stewart TR. Uncertainty, judgment, and error in prediction. In: D. Sarewitz, RA. 
Pielke Jr. and R. Byerly Jr. (eds.), Prediction: science, decision-making, and the future 
of nature. Washington, D.C., Island Press; 2000. 
Van der Sterren M, Rahman A, Dennis GR, Implications to stormwater managements 
as a result of lot scale rainwater tank systems: a case study in Western Sydney, 
Australia. Water Sci Technol 2012;65:1475–1482.  
Walsh CJ, Papas P.J., Crowther D, Sim PT, Yoo J, Stormwater drainage pipes as a 
threat to a stream-dwelling amphipod of conservation significance, Austrogammarus 
australis in southeastern Australia. Biodivers. Conserv, 2004;13:781–793. 
Wang D, Singh VP, Zhu Y-S, Wu J-C. Stochastic observation error and uncertainty in 
water quality evaluation. Adv Water Resour 2009;32:1526-1534. 
Water resources systems planning and management, Chapter 12, Water quality 
modelling and prediction – ISBN 92-3-103998-9 UNESCO; 2005. 
Willems P. Quantification and relative comparison of different types of uncertainties 
in sewer water quality modelling. Water Res 2008;42:3539-3551. 
Zhang P. Model selection via multifold cross validation. Ann Stat 1993;21:299-313. 
Zhang, Z., Tao, F., Shi, P., Xu, W., Sun, Y., Fukushima, T. and Onda, Y.  
Characterizing the flush of stream chemical runoff from forested watersheds. Hydrol 
Process 2010; 24: 2960–2970. 
Zhang, Z., Fukushima, T., Onda, Y., Mizugaki, S., Gomi, T., Kosugi, K. I., & Tao, F. 
Characterisation of diffuse pollutions from forested watersheds in Japan during storm 
events—its association with rainfall and watershed features. Sci Total Environ 2008; 
390(1), 215-226. 
Zhang, Z., Fukushima, T., Onda, Y., Gomi, T., Fukuyama, T., Sidle, R., & 
Matsushige, K. Nutrient runoff from forested watersheds in central Japan during 
typhoon storms: implications for understanding runoff mechanisms during storm 
events. Hydrol Process 2007; 21(9), 1167-1178. 
Zoppou C. Review of urban storm water models. Env Modell Softw 2001;1):195-231. 
  
 14 
Table 1. MSEP values for the calibration and validation datasets (concrete tiles – top 
and corrugated steel – bottom) 
 
 MSEP on calibration set MSEP on validation set 
nv LOO MCCV  
Model by 
LOO 
Model by 
MCCV 
1 0.63   0.79  
3  0.65   0.64 
6  0.69   0.54 
9  0.74   0.44 
 MSEP on calibration set MSEP on validation set 
nv LOO MCCV  
Model by 
LOO 
Model by 
MCCV 
1 0.57   0.61  
3  0.59   0.59 
6  0.64   0.56 
9  0.69   0.54 
 
 
Table 2. LOO and MCCV for wash-off model, optimal models for each material type 
(concrete tiles – top, corrugated steel - bottom) shown along with summary statistics 
 
Validation Regression Eqs. MRE (%) RRMSE 
(%) 
LOO )1( 0055.0 tIF eC
−−  15 18 
MCCV )1( 0063.0 tIF eC
−−  19 22 
LOO )1(
0048.0 tI
F eC
−−  11 16 
MCCV )1(
0059.0 tI
F eC
−−  13 18 
Note: 
MRE - median relative error 
RRMSE - relative root mean square error 
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Table 3. Summary of results associated with the regression coefficient (k) for concrete 
tiles surface using LOO and MCCV – (CL = Confidence Limit) 
Concrete Expected (k) 5% CL (k) 95% CL (k) 
nv LOO MCCV LOO MCCV LOO MCCV 
1 0.0055  0.0033  0.0113  
3  0.0063  0.0031  0.0141 
6  0.0058  0.0040  0.0094 
9  0.0047  0.0034  0.0070 
Steel Expected (k) 5% CL (k) 95% CL (k) 
nv LOO MCCV LOO MCCV LOO MCCV 
1 0.0048   0.0032   0.0072   
3   0.0054   0.0031   0.0124 
6   0.0059   0.0036   0.0094 
9   0.0051   0.0032   0.0094 
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Figure captions 
Fig. 1. Model roof surfaces; (a) two roofs raised to typical roof height, (b) rainfall 
simulation  
 
Fig. 2. Prediction error plot for the two material types (models selected by LOO and 
MCCV) 
 
Fig. 3. Prediction error contour plot for concrete tiles (models selected by LOO and 
MCCV from the validation dataset) 
 
Fig. 4 Observed fraction wash-off (validation set) and estimated uncertainty in 
fraction wash-off model for the concrete tiles (CL-90% - upper and lower confidence 
limits and E(Fw) – Expected fraction wash-off values associated with LOO and 
MCCV) 
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Fig. 1 
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Fig. 2 
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