INTRODUCTION
The Analytical REpository Source-Term (AREST) code has been selected by the Department of EnergyNucca Mountain Site Characterization Project Office (DOE) to be its primary waste package performance assessment (PA) model. ' The current version of the AREST code' is based on a series of analytical models3 and a simple one-dimensional finite-difference numerical model" for calculating nuclide transport to the host rock of an underground geologic repository. Constant boundary conditions are assumed at the waste form surface, while chemical properties of the groundwater and engineered barrier system (EBS) materials are held tixed.
The analytical models in the AREST code have proven to be extremely useful tools for analyzing waste package performance, and have recently been extended to incorporate a geochemical model for glass waste form dissolution? However, in the next few years the DOE plans to use the AREST code for detailed analyses of the EBS design, regulatory compliance assessment, and benchmarking against Total Systems Performance Assessment (TSPA) codes. The process models that are currently implemented in the AREST code are inadequate for these functions, in part because of the special unsaturated conditions at the potential site for the repository at Yucca Mountain, Nevada.
It has been shown that the simplified treatment of critical chemical processes affecting containment, radionuclide release, and migration are not adequate for a detailed analysis of the waste package. For demonstrate the feasibility of using these models for realistic waste package PA problems, and to estimate the, size of problem we can realistically plan on solving.
MODEL DESCRIPTION
New process models that will use water chemistry parameters are being implemented into the AREST-CT code. The new process models include: spent fuel dissolution glass dissolution.
container and cladding corrosion (uniform, pitting, intergranu,lar attack, and stress corrosion)
The container corrosion models will be material specific and will be incorporated as they are developed by the repository program. For example, the models may use predicted concentrations of C1-or HS to calculate uniform corrosion rates or to generate probability distributions for a localized failure mechanism like stress corrosion cracking. Dissolution rates of spent fuel and glass waste forms will be directly related to the groundwater chemistry through empiricalg or thermodynamic relationships."
The AREST-CT code is designed to solve a set of stiff, highly non-linear partial differential equations @DE'S) that govern the transport, decay, and chemical reactions of multiple chemical species. The Numerous numerical transport schemes exist for solving the advection-dispersion equations. However, it is well known that some of the numerical techniques for capturing the movement of a steep concentration front tend to exhibit severe oscillation at the front and also display substantial numerical dispersion.'6 We have examined several different solution algorithms for implementation into the AREST-CT code for solving this type of problem. Figures 1 and 2 show sample calculation results for a test problem where a square wave in tracer concentration is transported in a uniform velocity field. Physical diffusion is set to zero in all cases. These results 'were produced with three of the spatial differencing schemes in UTCHEM single point upstream, two point upstream, and third-order TVD.'7*'8.'9 Figure 1 illustrates the same scale of problem that was presented by McGrail and Engelt6 using 2 nodes to describe the front. Figure 2 represents the results from UTCHEM when using 8 nodes to describe the front. From these results and our investigation of other techniques, we plan to implement a third-order-TVD numerical scheme into the AREST-CT code. A. Chemistry
Analyses were run using the chemical potential approach to solve several batch chelhical equilibrium problems. The computer code Gh4IN was used for these runs.u GhlIN comes with a limited built-in database that contains the necessary chemical potential data for aqueous species and mineral phases. Activity coefficients may be calculated using the Davies equation or with the Pitzer ion-pairing method.= Simulations were run using both of these methods to determine differences in the Timing runs were performed starting with only 1 aqueous species, H' . Aqueous species were then added to the problem one at a time and the code run 3 times to determine a statistical average of the CPU time spent to solve the problem. After adding 33 aqueous species, mineral phases were then added one at a time and CPU time required to solve each problem again recorded.
B. Transport
Several analyses were then run solving the advectiondispersion transport equations. The computer code MSTS was used for these r~n s . 2~~ Table 1 lists the data describing the analyses. Separate analyses were run by modifying the grid size, increasing the number of nodes in both the x-and y-direction. For these analyses, only a single element was being transported.
The MSTS code uses an implicit Newton-Raphson scheme to solve the numerical transport problem. Because we plan on implementing a third-order TVD scheme into the AREST-CT code, we also compared the computational times from MSTS and fiom UTCHEM on a onedimensional problem. 
Figure3. CPU Execution Time as a Function of the Number of Aqueous Species
The total CPU time required for each calculation of the transport model is shown in Figure 4 . The data points represent the actual CPU times for the 5 cases, while the curve represents a quadratic fit to the data points. This The actual analysis for this problem took about 563 CPU seconds to complete, using MSTS and 3685 time steps. The estimate and the actual time for the analysis differ by about a factor of 2, and the error is on the conservative side, i.e., we over-estimated the time required. Part of the over-estimate can be explained by the setup cost for the different problem scales. The estimated times represented by Equation 2 are the average time for all of the calculations. The time is estimated by taking the total CPU time, including problem setup, and dividing by the number of calculations (Nt x NJ. Thus, for the smaller problems we would expect to over-estimate the actual CPU times.
Using the previous example, we would like to From the previous example, we see that the chemistry dominates the computational time. Fortunately, with the numerical schemes which are being implemented into the AREST-CT code, we will solve the transport equations independent of the calculations for the geochemistry. The chemistry will be solved a node at a time, with each node being solved independently. Therefore, we should be able to take advantage of distributed parallel processing.
The transport model is not readily suited to distributed parallel processing, but it will certainly be possible to take advantage of faster computers and advanced numerical algorithms for parallel processing of large problems, e.g., using multi-grid techniques. For example, two of the transport cases were also run on different computers (IBM RS6000, DEC Alpha, and the SPARC). The results of the comparison are shown in Table 2 For a bigger problem, e.g., 10,000 nodes (100x100) and 10,000 years, the computational time becomes even more significant. For instance, if we assume the solution time and problem set scales linearly with the increased problem size, we would estimate an increase in computational time by a factor of 2,500 (10000 nodes=10000 yeard400 nodes.100 years). However, using the timing runs reported in Table 2 , we may decrease the computation time by a factor of 25 by going to a faster workstation. Thus, the estimated factor for the larger problem would be 100. Therefore, using the Davies equation for the chemistry and a third-order TVD solution technique for the transport, we would estimate a computational time of 450 days (100.4.5 days). 
CONCLUSIONS
The DOE is planning to use the AREST code to perform detailed analyses of the waste package and EBS of the potential site for the underground repository at Yucca Mountain. The current version of the AREST code, and many other PA codes, use constant boundary conditions at the waste f o q surface and for the geochemistry. These conditions are not adequate for the detailed modeling that is needed for waste package design, regulatory compliance assessment, and supporting TSPA calculations. Thus, the AREST code is being modified to include coupled geochemical and multicomponent reactive transport, along with the interaction with the container and waste form process models.
For this report, separate chemical and transport modules were analyzed to &timate the computational requirements for the type of models we are implementing into the AREST-CT code. From these results, we extrapolated to estimate the computational time (CPU time) for different size problems. To do this, we estimated .
the average CPU time required to solve a single calculation, one time step, one species/element, and one node. An estimate was then made for the number of calculations for each problem. Then the total CPU time was estimated by multipling the average CPU per calculation by the estimated number of calculations.
For a small problem it was estimated to take 4.5 days to solve the chemical and coupled transport problem on a typical workstation (SPARC 10/20), or about 4.32 hours on a very fast workstation (DEC Alpha). For a larger, and more realistic PA problem, it was estimated to take 450 days of computational time, on the fast workstation.
From our calculations we saw that the chemical equilibrium calculations dominated the computation time. However, the solution to the chemistry lends itself to advanced computational techniques that reduce the time it takes to solve the coupled chemical and transport equations. Distributed processing, parallel processing, and advanced algorithms for the most efficient use of computer resources will be investigated during the implementation and testing stages of the code development and modification. Each node of the equilibrium chemical calculations, for example, is solved independently of the others, thus becoming a perfect candidate.for distributed parallel processing.
From our analyses and extrapolations, we estimated some very large computation times on todays workstations. However, we can reduce the computational time by going to faster computers, more efficient compilers, and by using advanced computing techniques. Therefore, problems that take days, even months to run today, may run overnight on computers in the next year or two. 
