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Des expressions analytiques pour les deuxieme, quatrieme, sixieme et huitieme
moments de la raie d'absorption de resonance magnetique nucleaire (RMN) ont ete
obtenues pour un reseau rigide de spins couples par I'interaction dipolaire. Les
equations des moments furent derivees en effectuant toutes les operations algebriques
necessaires a I'aide des ressources informatiques disponibles. Les resultats sont
identiques a ceux presentes dans la litterature mais sont exprimes sous une forme
differente, c'est-a-dire qu'aucune reduction de sommes ne fut appliquee. Sous cette
forme non reduite, les expressions peuvent etre analysees a I'aide d'une methode
graphique dans laquelle chacune des sommes est representee par un diagramme
illustrant les couplages dipolaires entre les spins. En plus de fournir un portrait
physique simple des equations, ce modele original permet, par I'utilisation de
techniques de denombrement des graphes, de predire Ie nombre et la forme des
termes apparaissant dans les moments.
Les expressions analytiques ont ete utilisees pour deriver des valeurs numeriques des
moments pour des reseaux cubiques simples de tallies variables. Les calculs se
rapportent a des systemes de spins identiques 7= 1/2 avec un champ magnetique Ho
applique Ie long de I'axe [100] du reseau. Les sommes furent evaluees de trois
manieres differentes afin de verifier la coherence des resultats et de comparer les
methodes de calcul. Ces etudes numeriques ont demontre que seul un petit nombre
de termes contribuent de fa^on significative a la valeur du moment. Elles ont
egalement permis de comparer avec succes les valeurs theoriques des moments avec
des mesures experimentales sur Ie fluorure de calcium CaFz.
REMERCIEMENTS
Je suis tres heureuse d'avoir I'occasion de temoigner ma reconnaissance a toutes les
personnes qui m'ont apporte leur appui lors de ce travail. Mes premiers remerciements
vont a mon directeur de recherches, Serge Lacelle. Son ouverture d'esprit, sa curiosite
scientifique et sa passion m'ont fourni un exemple stimulant. Merci de m'avoir offert
un encadrement qui laissait place a I'initiative personnelle et qui a rendu ce travail
particulierement interessant et agreable.
Je desire exprimer ma sincere gratitude a mon collegue de travail Luc Tremblay que
j'ai eu Ie plaisir de cotoyer chaque jour au laboratoire de RMN. Son aide precieuse et
son support moral ont ete grandement apprecies. Je tiens egalement a remercier
Franco Cau pour sa patience a me transmettre son expertise en mecanique quantique.
Je ne saurais passer sous silence la gentillesse du Professeur Edward B. Fel'dman
dont les conseils judicieux m'ont eclairee sur certains aspects mathematiques de mes
travaux.
Un merci tout special a ma famille. A mes parents, Roch et Ghislaine qui m'ont
toujours encouragee et m'ont apporte leur soutient tout au long de mes etudes. A mes
petits freres Laurence et Frantz, les messages que vous m'avez fait parvenir par
courrier electronique ont egaye mes journees de travail. A Stefan, merci d'avoir ete la,
tout simplement.





TABLE DES MATIERES ............................................ iv
LISTE DES TABLEAUX ............................................. vii
LISTE DES FIGURES ............................................ ...x
INTRODUCTION .................................................. 1
CHAPITRE 1 - ELARGISSEMENT DIPOLAIRE ........................... 6
1.1 Formulation du probleme ..................................... 6
1.2 Systeme de spins sans interaction .............................. 6
1.3 Interaction dipolaire ........................................ 11
CHAPITRE 2 - METHODE DES MOMENTS DE VAN VLECK ............... 19
2.1 Fonction de forme de la raie d'absorption ....................... 19
2.2 Methode des moments ...................................... 23
CHAPITRE 3 - MATERIEL ET METHODE .............................. 29
3.1 Calcul des expressions analytiques des moments ................. 29
3.1.1 Materiel ............................................ 29
3.1.2 Relations utilisees .................................... 30
3.1.3 Methode de calcul .................................... 31
3.1.4 Optimisation de la methode de calcul ..................... 37
3.1.5 Taille des expressions et temps de calcul .................. 39
3.1.6 Strategies de programmation dans Mathematica ............ 41
3.1.6.1 Adopter un style de programmation efficace .......... 42
IV
3.1.6.2 Morceler Ie calcul ............................... 44
3.1.6.3 Supprimer I'information inutile ..................... 44
3.1.6.4 Simplifier les expressions a mesure ................. 45
3.2 Calcul numerique des moments ............................... 46
3.2.1 Materiel ............................................ 46
3.2.2 Methodes de calcul ................................... 46
3.2.2.1 Methode 1: Sommes surtous les indices ............. 47
3.2.2.2 Methode 2: Sommes avec un indice fixe ............. 47
3.2.2.3 Methode 3: Sommes reduites ...................... 48
CHAPITRE 4 - RESULTATS ET DISCUSSION .......................... 49
4.1 Expressions analytiques des moments ......................... 49
4.1.1 Analyse de la forme generate des expressions .............. 64
4.1.2 Analyse par diagrammes ............................... 68
4.2 Valeurs numeriques des moments ............................. 74
4.2.1 Methode 1: Sommes surtous les indices .................. 75
4.2.2 Methode 2: Sommes avec un indice fixe ................... 79
4.2.3 Methode 3: Sommes reduites ........................... 82
4.2.4 Comparaison avec la litterature .......................... 84
4.2.5 Contributions relatives des sommes ...................... 84
4.2.6 Comparaison avec les mesures experimentales ............. 89
CHAPITRE 5 - ENUMERATION DES GRAPHES ........................ 91
5.1 Theoreme de Polya ........................................ 91
5.1.1 La serie de denombrement des figures (p(x) ................ 92
5.1.2 Le groupe de configurations G .......................... 93
5.1.3 L'indicateur de cycles Z(G) ............................. 93
5.2 Application au denombrement des graphes du sixieme moment ...... 95
v
5.3 Enumeration des graphes du dixieme moment .................. 102
CONCLUSION .................................................. 127
ANNEXE A - PROGRAMME ECRIT DANS MATHEMATICA POUR LE CALCUL DU
QUATRIEME MOMENT ....................................... 132
ANNEXE B - PROGRAMME £CRIT DANS MATHEMATICA POUR DETERMINER LES
FORMULES DES TRACES .................................... 138
ANNEXE C - PROGRAMME POUR LE CALCUL NUMERIQUE DES MOMENTS PAR
LA METHODE 1 ............................................. 142
ANNEXE D - PROGRAMME POUR LE CALCUL NUMERIQUE DES MOMENTS PAR
LA METHODE 2 ............................................. 146
ANNEXE E - PROGRAMME POUR LE CALCUL NUMERIQUE DES MOMENTS PAR
LA METHODE 3 ............................................. 151





1. Taille des expressions intermediaires generees lors du calcul des moments. 39
2. Taille des termes apparaissant dans les expressions intermediaires lors du calcul
des moments. ................................................ 40
3. Temps de calcul approximatif pour revaluation des moments. ........... 41
4. Terme apparaissant dans I'expression du deuxieme moment. ........... 50
5. Termes apparaissant dans I'expression du quatrieme moment. .......... 51
6. Termes apparaissant dans I'expression du sixieme moment. ............ 52
7. Termes apparaissant dans I'expression du huitieme moment. ........... 54
8. Nombre de termes dans les expressions analytiques des moments. ...... 64
9. Repartition des termes presents dans les expressions analytiques des moments
en fonction du nombre de constantes de couplage et du nombre d'indices
apparaissant dans les sommes. .................................. 66
10. Forme des coefficients polynomiaux en fonction du nombre d'indices dans les
sommes et de I'ordre des moments. ............................... 67
11. Valeurs numeriques obtenues pour les termes du quatrieme moment en sommant
VII
chacun des indices sur Ie reseau (methode 1). Les valeurs sont donnees en unites
de (72^3)4. .................................................. 75
12. Valeurs numeriques des moments obtenues par differentes methodes de
sommation. Les valeurs sont donnees en unites de (yilllro) Pour le nnoment
d'ordre In. Les valeurs litteraires proviennent des references 2 et 7. ...... 78
13. Largeur maximale des reseaux utilises pour revaluation numerique des moments
lorsque chacun des indices est somme sur tout Ie reseau (methode 1). .... 79
14. Largeur maximale des reseaux utilises pour revaluation numerique des moments
lorsqu'un des indices est fixe au centre du reseau (methode 2). .......... 80
15. Valeurs numeriques obtenues pour les termes du quatrieme moment en fixant un
des indices au centre du reseau (methode 2). Les valeurs sont donnees en unites
de (y2^3)4. .................................................. 81
16. Largeur maximale des reseaux utilises pour revaluation numerique des moments
a partir des sommes reduites (methode 3). .......................... 82
17. Contribution a la valeur numerique des moments selon Ie nombre de spins en
interaction dans les diagrammes. ................................. 85
18. Termes qui apportent une contribution dominante a la valeur numerique du
quatrieme moment. ............................................ 87
19. Termes qui apportent une contribution dominante a la valeur numerique du sixieme
moment. ..................................................... 87
VIII
20. Termes qui apportent une contribution dominante a la valeur numerique du
huitieme moment. ............................................. 88
21. Valeurs theoriques et experimentales des moments pour la forme de raie de F19
dans CaF2. Les valeurs experimentales sont tirees des travaux de Engelsberg et
Lowe (10). Les moments theoriques presentes a la troisieme colonne proviennent
de Canters et Johnson (8) et Jensen et Hansen (2). La derniere colonne contient
les moments calcules dans les presents travaux. ..................... 90
22. Calcul de I'indicateur de cycle Z(SW). .............................. 97
23. Classes pour les graphes non etiquetes a quatre sommets. ............. 99
24. Termes predits par Ie denombrement des graphes qui n'ont pas ete obtenus dans
la solution exacte du huitieme moment. ............................ 100
25. Termes predits dans I'expression du dixieme moment. ................ 103
IX
LISTE DES FIGURES
1. Niveaux d'energie Zeeman pour un spin 1/2. ......................... 8
2. Niveaux d'energie Zeeman pour un systeme constitue d'un nombre impair N de
spins 1/2. Le nombre quantique magnetique M, I'energie E et la degenerescence
Q. de chaque niveau sont indiques. ................................. 9
3. Spectre d'absorption RMN d'un systeme de spins non couples. .......... 10
4. Niveaux d'energie Zeeman pour une paire de spins 1/2.. ............... 13
5. Effet des termes A et B de I'Hamiltonien dipolaire sur les niveaux d'energie
Zeeman. ..................................................... 13
6. Elargissement du spectre RMN cause par les termes A et B de I'Hamiltonien
dipolaire. .................................................... 15
7. Effet des termes C, D, E et F de I'Hamiltonien dipolaire sur les niveaux d'energie
Zeeman. ..................................................... 16
8. Raies satellites dues aux termes C, D, E et F de I'Hamiltonien dipolaire. ... 17
9. Effet du couplage dipolaire sur les niveaux d'energie Zeeman. La figure de gauche
montre deux niveaux d'energie Zeeman E^ et E^ separes en energie par ba)o.
A la figure de droite, I'interaction dipolaire leve la degenerescence de ces etats,
produisant un distribution quasi continue de niveaux d'energie. .......... 20
x
10. Representation graphique des produits de constantes de couplage. Les points du
diagramme symbolisent les spins et les lignes qui les relient correspondent aux
couplages dipolaires. ........................................... 68
11. Diagrammes composant Ie quatrieme moment. ...................... 70
12. Graphe non connexe. .......................................... 71
13. Graphe avec boucle. ........................................... 71
14. Graphes qui ne sont pas fermes. Le graphe de gauche possede un sommet isole
(/) tandis que Ie graphe de droite a un sommet pendant (k). ............. 72
15. Convergence du quatrieme moment M^ avec la largeur du reseau L. Les cercles
pleins (•) representent les valeurs obtenues en sommant chacun des indices sur
Ie reseau. Les carres vides (a) montrent les valeurs calculees en fixant un des
indices au centre du reseau. Les triangles pleins (A) donnent les resultats obtenus
en utilisant les sommes reduites. .................................. 76
16. Methods graphique pour determiner la valeur des moments sur un reseau infini.
La courbe du moment d'ordre 2n, M^, en fonction de I'inverse de la largeur du
reseau 1/Z presente une portion lineaire qui peut etre extrapolee pour estimer la
valeur du moment lorsque Z-+°°. La methode a ete appliquee au deuxieme moment
(A), au quatrieme moment (B), au sixieme moment (C) et au huitieme moment (D).
77
17. Contribution des differents termes pour les moments (A) quatre, (B) six et (C) huit.
Le chiffre 1 en abscisse indique la somme S.,. ....................... 86
Xl
18. Deux graphes non equivalents du dixieme moment. .................. 125
xii
INTRODUCTION
Les spectres d'absorption observes en RMN de solides sont caracterises par des raies
de resonance larges et non resolues. Plusieurs facteurs peuvent contribuer a la largeur
de raie: Ie manque d'homogeneite du champ magnetique applique, Ie couplage
dipolaire et Ie couplage electrique quadrupolaire en sont des exemples. La presente
etude traite uniquement du couplage dipolaire entre les moments magnetiques
nucleaires. Dans Ie cas de solides cristallins, cette interaction apporte une contribution
dominante a la forme de raie. L'elargissement purement dipolaire constitue alors une
excellente approximation, en particulier pour des noyaux possedant un spin 1/2 et par
consequent un moment quadrupolaire nul.
Le calcul de la forme de raie d'absorption dans les solides est un probleme
fondamental en RMN. A cause de la dependance spatiale de I'interaction dipolaire, la
forme de la courbe de resonance depend etroitement de la position relative des noyaux
a I'interieur du cristal. Par consequent, il est possible d'obtenir de I'information sur la
structure cristalline d'une substance a partir de son spectre d'absorption. Pour cela,
on doit disposer d'une theorie qui relie la forme de I'absorption dipolaire a la distribution
spatiale des spins nucleaires. Ce probleme a ete discute en premier par Van Vleck (1)
qui a demontre qu'il est possible de calculer exactement les moments de la raie
d'absorption. En principe, la connaissance de tous les moments determine
completement la fonction de forme de raie. En pratique, toutefois, la grande quantite
d'algebre impliquee limite Ie calcul aux quelques premiers moments pairs; les moments
impairs etant tous nuls a cause de la symetrie de la raie d'absorption. Dans son papier
de 1948, Van Vleck (1) avait reussi a obtenir les deuxieme et quatrieme moments en
effectuant tous les calculs manuellement. Par la suite, en utilisant les capacites
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informatiques disponibles en 1973, Jensen et Hansen (2) ont derive des expressions
pour les sixieme et huitieme moments. Le calcul de moments d'ordre superieur
pourrait permettre d'ameliorer les connaissances sur la forme de la courbe de
resonance et, en particulier, sur la vitesse avec laquelle elle tombe a zero puisque les
moments plus eleves dependent d'avantage des ailes de la courbe. De plus, il existe
differentes theories de la fonction du signal de precession libre (FID) qui utilisent des
theoremes d'expansion incluant les quelques moments connus (3, 4). Ces theories
pourraient beneficier du calcul des moments superieurs. Pour ces raisons, nous avons
tente d'obtenir une expression pour Ie dixieme moment de la raie d'absorption. Les
operations algebriques necessaires ont ete effectuees a I'aide d'un ordinateur et d'un
logiciel de calcul symbolique. Afin de mettre au point, d'optimiser et de tester les
programmes, les moments deux a huit ont d'abord ete recalcules. Cette demarche a
permis de prendre conscience de la difficulte croissante de calculer les moments
d'ordre superieur. Parce que Ie calcul implique la manipulation d'operateurs qui ne
commutent pas entre eux, la taille des expressions, la quantite d'algebre et Ie temps
de calcul augmentent de fa^on dramatique lorsqu'on passe d'un ordre au suivant. Le
defi du dixieme moment consiste done a accomplir, de la maniere la plus efficace
possible, un calcul d'une taille monumentale.
Les resultats obtenus dans la poursuite de cet objectif ont permis d'explorer differents
aspects du probleme qui se sont averes importants dans notre comprehension du
phenomene. En effet, bien qu'ils soient identiques aux resultats precedents (1, 2), les
moments deux a huit calcules dans ces travaux sont presentes sous une forme
differente: c'est-a-dire qu'aucune des reductions de sommes effectuees par Jensen et
Hansen (2) n'a ete appliquee. Sous cette forme non reduite, 11 est possible d'observer
des caracteristiques de la solution qui n'etaient pas evidentes dans la forme reduite.
Ainsi, on a constate que I'equation des moments obeit a un motif determine et
previsible. Pour analyser ces expressions, on a utilise une methode graphique dans
laquelle chaque terme est represente a I'aide d'un diagramme illustrant les interactions
dipolaires entre les spins. Cette approche est identique a celle qui est employee pour
decrire la croissance des coherences en RMN multiphotonique (5). En decomposant
la solution en diagrammes, il est possible de demontrer que Ie moment d'ordre 2n
contient toutes les configurations de couplage possibles entre 2, 3, ... , n+1 spins
obeissant a certaines restrictions. Ces restrictions, qui concernent Ie nombre de spins
en interaction et Ie nombre de couplages les reliant, ont pu etre enumerees et
expliquees a partir des relations de commutation executees lors du calcul des
moments. En tenant compte des restrictions, il est possible d'appliquer des techniques
de denombrement des graphes pour predire les sommes qui apparaissent dans
I'expression de n'importe quel moment. Bersohn et Das (6) avaient deja tente une
approche par diagrammes qui s'apparente a celle-ci. Leur methode graphique, basee
uniquement sur les resultats des deuxieme et quatrieme moments les avait conduits
a predire dix diagrammes a quatre sommets dans Ie sixieme moment alors que la
solution exacte en contient seulement neuf. La methode presentee ici a ete raffinee
par les resultats obtenus pour les moments six et huit. Elle permet de predire
correctement toutes les sommes constituant les moments d'ordre deux a huit. Elle a
egalement ete employee pour enumerer les sommes qui devraient apparattre dans
I'expression du dixieme moment et pourrait eventuellement etre appliquee aux
moments d'ordre superieur. Le modele graphique a I'avantage de fournir un portrait
physique simple de ce que representent les moments et ainsi d'ameliorer notre
comprehension sur Ie type d'information qu'ils fournissent. De plus, Ie denombrement
des graphes constitue une maniere innovatrice d'obtenir des donnees sur les moments
sans en effectuer explicitement Ie calcul. Cette approche est particulierement
essentielle pour les moments d'ordre eleve pour lesquels la methode de Van Vleck ne
peut etre envisagee en raison de la taille des expressions.
Dans la deuxieme partie de ces travaux, les expressions analytiques obtenues ont ete
utilisees pour deriver des valeurs numeriques des moments. Ces etudes ont porte sur
des reseaux cubiques simples de spins 1/2 et pour une orientation du champ
magnetique parallele a I'un des axes principaux du cristal. Plusieurs auteurs (1, 2, 7,
8, 9) ont effectue ce type de calcul auparavant en utilisant des methodes de sommation
et des tallies de reseau differentes. Pour des reseaux de petite taille, ces deux
parametres peuvent influencer significativement la valeur numerique obtenue,
specialement dans Ie cas des moments d'ordre plus eleve. Les calculs ont ete repris
en utilisant trois methodes de sommation differentes: d'abord les sommes furent
effectuees de fagon conventionnelle, c'est-a-dire en sommant chacun des indices sur
tout Ie reseau. Ensuite, un des indices fut fixe au centre du reseau tandis que les
autres etaient sommes de la maniere conventionnelle. Finalement, on a utilise la
technique proposee par Jensen et Hansen (2) dans laquelle les sommes sont reduites
au plus petit nombre d'indices possible. Pour chacune des trois methodes, les
sommes ont ete evaluees sur differentes grandeurs de reseau. Ces etudes visaient
d'abord a calculer les sommes sur des reseaux de plus grande taille que dans les
travaux precedents. Ceci afin d'obtenir des valeurs numeriques plus justes des
moments et les comparer aux mesures experimentales sur Ie fluorure de calcium CaF2
(10). En theorie, pour obtenir les valeurs exactes des moments, les sommes devraient
etre evaluees sur des reseaux infinis. Mais en pratique, on est restreint a des reseaux
de dimensions limitees qui permettent d'obtenir des valeurs approximatives des
moments. On peut s'assurer de la validite de I'approximation en verifiant si les
sommes convergent vers leur valeur asymptotique. Ceci est possible en observant leur
comportement en fonction de la taille du reseau. Une autre fa?on de verifier
I'exactitude des resultats est de comparer les valeurs obtenues par les differentes
methodes de sommation. Dans Ie cas d'un reseau infini, on sait que les trois methodes
de calcul employees sont equivalentes. Le fait qu'elles donnent des resultats similaires
sur des reseaux finis indique que les valeurs obtenues correspondent aux valeurs
asymptotiques. L'utilisation de trois techniques d'evaluation permet egalement
d'examiner la difference au niveau de la convergence des sommes et de la plus grande
taille de reseau qu'il est possible d'atteindre. Ces observations permettent de
determiner si I'une des methodes est superieure aux autres lorsqu'on est limite a de
petits reseaux. Finalement, en evaluant la contribution relative de chacune des
sommes, il est possible de determiner si la valeur des moments est dominee par
certains termes. A partir des resultats pour les moments deux a six, Bersohn et Das
(6) avaient conclu qu'a mesure que I'ordre du moment 2n augmente, pratiquement
toute la contribution provient des interactions a n+1 spins, de sorte qu'on pourrait
negliger toutes les autres interactions. Toutefois, la valeur qu'ils avaient utilisee pour
Ie sixieme moment n'etait pas exacte. C'est pourquoi il est interessant de verifier si
I'affirmation de Bersohn et Das est confirmee pour les valeurs correctes des moments
six et huit. C'est done dans Ie but de repondre a toutes ces interrogations que les
calculs numeriques sur les reseaux cubiques simples ont ete entrepris.
L'ensemble des travaux de recherches effectues sera presente dans cet ouvrage selon
I'ordre suivant: dans Ie premier chapitre, I'elargissement dipolaire est explique au
moyen d'une description de I'interaction dipolaire et de son effet sur les niveaux
d'energie Zeeman. Le chapitre 2 propose une derivation de la formule des moments
de Van Vleck. La maniere dont Ie calcul des moments a ete execute dans
Mathematica a partir de cette equation est decrite au chapitre 3. Une section
enumerant les strategies pour optimiser les algorithmes est incluse puisque I'efficacite
est un facteur crucial dans un calcul aussi complexe. Les differentes methodes de
sommation utilisees pour les calculs numeriques sont egalement decrites dans ce
chapitre. Les resultats analytiques et numeriques pour les moments deux a huit sont
presentes et discutes au chapitre 4. Finalement, Ie chapitre 5 est consacre a la
methode graphique developpee pour analyser les moments. On y trouve toutes les
sommes predites pour Ie dixieme moment.
CHAPITRE 1
ELARGISSEMENT DIPOLAIRE
En RMN de solides, les spectres d'absorption presentent des raies larges et non-
resolues. La contribution principale a la largeur de raie provient du couplage dipolaire
entre les moments magnetiques nucleaires. Dans ce chapitre, I'effet de I'interaction
dipolaire sur la forme de la resonance est explique a partir d'une description des
niveaux d'energie d'un systeme de spins couples. Cette description est presentee en
deux parties correspondant aux deux interactions presentes dans Ie systeme. Le
couplage Zeeman entre les moments magnetiques nucleaires et Ie champ externe Ho
est considere en premier lieu afin d'etablir Ie motif de base des niveaux d'energie.
L'interaction dipolaire entre les spins nucleaires est ensuite traitee par la theorie de
perturbation. II est alors possible de voir de quelle fa^on Ie couplage modifie les
niveaux d'energie Zeeman et quel est son effet sur Ie spectre d'absorption RMN.
1.1 Formulation du probleme
Le systeme etudie est un ensemble de spins nucleaires identiques J= 1/2 distribues
uniformement sur un reseau rigide cristallin. Deux interactions sont considerees dans
ce systeme: I'interaction Zeeman entre les moments magnetiques nucleaires et Ie
champ Ho, et I'interaction dipolaire entre les spins. On suppose que les autres
interactions sont negligeables, ce qui constitue une approximation raisonnable dans un
cristal, ou I'interaction dipolaire est dominante (7, 11).
1.2 Systeme de spins sans interaction
On presente id la description quantique d'une experience de RMN sur Ie systeme de
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spins decrit a la section precedente (11). Seule I'interaction Zeeman entre Ie champ
magnetique applique et les moments magnetiques nucleaires est consideree.
L'interaction dipolaire sera traitee a la section suivante.
Supposons un systeme constitue de N spins nucleaires identiques independants les
uns des autres. Chaque noyau j possede un moment angulaire hlj et un moment
magnetique /i. colineaire:
^ = Y^ [1.1]
ou yest Ie rapport gyromagnetique des noyaux, h est la constante de Planck divisee
par 2rc et J, est I'operateur de moment angulaire de spin. Lorsque Ie systeme de spins
est place dans Ie champ magnetique statique Hy, chaque moment magnetique est





ou ^ est Ie moment magnetique associe au noyauy. Si Ie champ Hy est applique Ie
long de I'axe z, on peut ecrire:
^z=-Y^oE^ [1.3]
.7=1
ou Ij, est la composante du moment angulaire J, parallele au champ Hy. Les valeurs
propres de cet Hamiltonien donnent les niveaux d'energie permis pour Ie systeme:
E^ = -ySH^m^ m^ = I, 7-1, 7-2, ... , -I [1.4]
7=1
ou Ie nombre quantique magnetique m est une valeur propre de ^ qui peut prendre
27+1 valeurs de + J a -I. Dans Ie cas ou Ie nombre quantique de spin est 1= 1/2, m
peut prendre les valeurs +1/2 et -1/2, correspondant a des orientations parallele et
antiparallele du spin dans Ie champ Hy. Chaque orientation possede une energie
differente, de sorte qu'il existe deux niveaux d'energie possibles pour un spin 1/2,




Figure 1. Niveaux d'energie Zeeman pour un spin 1/2.
Dans un systeme compose de N spins 1/2, chaque spiny peut adopter I'une des deux
orientations m^ = ±1/2, ce qui permet 2^etats differents pour Ie systeme. Ces etats sont
caracterises par la valeur du nombre quantique magnetique total M:
N
M = ^m/ [1.5]
JTT
Dans un echantillon typique, Nesi de I'ordre del O23 spins. Lorsque Ie nombre de spins
est aussi grand, les niveaux d'energie accessibles au systeme sont nombreux et
fortement degeneres puisqu'il existe plusieurs fa^ons de combiner les differentes
valeurs de m, pour obtenir une valeur donnee de M (5). Le diagramme d'energie d'un
tel systeme est represente a la figure 2.
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M E Q.
-N/2 _ +ytoH</2 1
-N/2+1 _ +y%(NHo/2-l) N
-N/2+2 _ +y^(NHo/2-2) N(N-1)/2
-1/2 _ +Y^(Ho/2) 2(N+l/2)/(7iN)
+1/2 _ -Y^(Ho/2) 2(N+1/2)/(7CN)1
1/2
1/2
+N/2-2 _ -y%(NHo/2-2) N(N-1)/2
+N/2-1 _ -yA(NHo/2-l) N
+N/2 _ -y^NHo/2 1
Figure 2. Niveaux d'energie Zeeman pour un systeme constitue d'un nombre impair
N de spins 1/2. Le nombre quantique magnetique M, I'energie E et la
degenerescence 0 de chaque niveau sont indiques.
En RMN, la presence de ces niveaux d'energie est detectee grace a un second champ
magnetique oscillant de radiofrequenceiT/^, applique perpendiculairement au champ
H..
H^(t) = H^cos^t [1.6]
Ce champ est capable d'induire des transitions entre deux niveaux d'energie du
systeme lorsque sa frequence angulaire a) correspond a la separation d'energie AE
entre les niveaux. La condition de resonance, qui decoule du principe de conservation
d'energie, s'ecrit:
h^ = A£ [1.7]
Le champ H^ft) cree une perturbation de I'Hamiltonien Zeeman donnee par:
(K^= -yt'H^t) = -jW^I^os^t [1.8]
N
ou H = 5^ P-, est Ie moment magnetique total du systeme. L'operateurT, connecte
uniquemerit les etats Met M' pour lesquels M' = M± 1. Par consequent, les seules
transitions permises dans Ie systeme de spins 1/2 sont entre deux niveaux adjacents
en energie. Puisque les niveaux sont egalement espaces par une energie y^,, Ie
systeme possede une seule frequence d'absorption:
un = Y^n [1.9]
Le spectre d'absorption est done constitue d'une raie unique a la frequence de Larmor




Figure 3. Spectre d'absorption RMN d'un systeme de spins non couples.
Cette description d'un systeme de spins est valide dans Ie cas ou il n'existe aucun
couplage entre les moments magnetiques. La fagon dont I'interaction dipolaire modifie
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les niveaux d'energie du systeme et Ie spectre d'absorption RMN est decrite dans la
section suivante.
1.3 Interaction dipolaire
L'interaction dipolaire est I'interaction directe entre deux dipoles magnetiques (7, 11).
L'energie d'interaction classique entre deux moments magnetiques/ij et^ est donnee
par:
P4'^2 3(^l"r)(^2'r)
E = _-_L-__-__^_ [1 10]
rj r-
ou r est Ie vecteur reliant ^ et ^- L'Hamiltonien quantique correspondant est obtenu
en traitant ju comme un operateur, tel que defini par I'equation [1.1]. Dans un
echantillon compose de plusieurs noyaux, chaque paire de spins peut etre connectee
par I'interaction dipolaire. L'Hamiltonien dipolaire est done la somme de tous les





^J[ r ft r;k
Le champ local associe a I'interaction dipolaire est de I'ordre de quelques gauss, ce qui
est beaucoup plus faible que Ie champ Ho dont I'intensite est typiquement de 104 gauss
ou plus. Aussi on peut traiter Ie couplage dipolaire comme une perturbation (11). Les
etats du systeme non perturbe sont les etats Zeeman decrits dans la section
precedente. Pour comprendre de quelle fagon I'interaction dipolaire modifie ces etats,
I'Hamiltonien dipolaire est recrit sous une forme plus appropriee (7, 11). En substituant
I'equation [1.1] pour/i dans I'equation [1.11], en exprimant ensuite ^ et / en fonction
des operateurs d'echelle I+ et /~:
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7+ =I^Hy I- =7,-^ [1.12]
et en transformant les coordonnees spatiales x, y, z en coordonnees spheriques r, 6,
(f), I'Hamiltonien d'interaction dipolaire entre deux spins 1 et 2 peut etre ecrit de la fagon
suivante:
CK12 = Y—(-4+JB+C'+Z)+£+F) [1.13]
r
ou







Comme Ie suggere la forme des operateurs de moment angulaire apparaissant dans
I'Hamiltonien de I'equation [1.13], chacun des termes ^ a F affecte les etats Zeeman
d'une maniere differente. Leurs contributions respectives peuvent etre montrees sur
une paire de spins identiques 1/2. Suivant ce qui a ete explique a la section
precedente, il existe quatre etats d'energie Zeeman possibles pour la paire de spins,
representes au diagramme de la figure 4. Ces etats sont decrits en fonction des
nombres quantiques magnetiques individuels mj et m^. Sur Ie diagramme, I'etat
mi = +1/2, m^ = -1/2 est represente par I+-). La valeur totale du nombre quantique
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magnetique M= mj + m^ et I'energie E pour chaque etat sont egalement indiquees.
 E
-1 — !--> +Y%Ho
0 |+->— —!-+> 0
+1 — |++> -^H»
Figure 4. Niveaux d'energie Zeeman pour une paire de spins 1/2.
L'action des termes A et B sur ces etats est illustre a la figure 5. Le terme A connecte
I'etat I m^ m^) avec {mj m^ I, conservant les valeurs de m; et m^ separement. Le terme
B connecte I m^m^} avec les etats < m;+1, m^-l I ou (m; -1, m^+1 I, ce qui correspond au




1+->—-^- B —^ !-+>
A^ !++>
Figure 5. Effet des termes A et B de I'Hamiltonien dipolaire sur les niveaux d'energie
Zeeman.
Puisque Ie terme B ne conserve pas mj et m^ individuellement, il ne possede pas
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d'elements de matrice diagonaux dans la representation mj m^ et les fonctions I nijm^)
ne constituent pas des fonctions propres d'ordre zero pour un systems de spins soumis
a I'interaction dipolaire. Toutefois, les termes A et B laissent tous deux Ie nombre
quantique magnetique total Met I'energie du systems inchanges. Par consequent, les
termes^ eiB donnent lieu a une perturbation seculaire de I'Hamiltonien Zeeman, c'est-
a-dire que A et B commutent avec 3-(z (11).
D'un point de vue classique, ces deux termes sont associes a I'effet du champ
magnetique H^ produit par Ie moment magnetique ^ a I'emplacement d'un moment
voisin ^2 (7> 12). Ce champ peut etre separe en une composante statique parallele et
une composante tournante perpendiculaire a la direction du champ principal Hy. La
composante statique delfjj augmente ou diminue Ie champ Hg ressenti par ^ Ie long
de I'axe z. Dans un systems constitue de plusieurs spins, ^ ®st entoure d'un grand
nombre de moments magnetiques dont les contributions au champ statique se
superposent pour creer Ie champ local H^. L'addition du champ local au champ Hy
change la frequence de resonance de ^, qui devient:
co = Y(^o+Jfffoc) [1.14]
La grandeur du champ local a I'emplacement d'un spin depend de la position et de
I'orientation de tous les moments magnetiques voisins, de sorte que chaque spin du
systems ressent un champ local legerement different dependant de son environnement
magnetique. Le resultat est une dispersion des frequences de resonance qui Torment
un quasi continuum autour de la frequence de Larmor a)o. Sur Ie spectre d'absorption,
cela se traduit par un elargissement de la raie de resonance de I'ordre de -[- ou r est
r3
la distance typique entre deux spins, tel qu'illustre a la figure 6. L'effet de la
composante statique de H^ correspond au terme A de I'Hamiltonien dipolaire. Le
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terme B est associe a la composante rotative de H^ Cette composante tourne autour
de la direction du champ Hy a la frequence de Larmor de ^ qui est egalement la
frequence de Larmor de ^ puisque les deux noyaux sont identiques. Dans ce cas, Ie
champ tournant produit par /^ peut induire une transition dans I'etat du spin ^ par un
phenomene de resonance. Dans Ie processus, les deux spins ^j et /^ sont renverses
simultanement, I'un vers Ie haut et I'autre vers Ie bas, assurant ainsi la conservation de
I'energie. Parce qu'ils limitent Ie temps de vie des etats de spin, ces «flip-flops»
produisent un elargissement de la raie d'absorption qui est du meme ordre que






Figure 6. Elargissement du spectre RMN cause par les termes A et B de
I'Hamiltonien dipolaire.
L'action des termes C a F sur les niveaux Zeeman est montre a la figure 7. Les termes
C et D renversent un seul spin et joignent des etats qui different en energie par yjiHo.
Finalement, E et F renversent simultanement deux spins, tous les deux vers Ie haut ou
tous les deux vers Ie bas, reliant des etats separes en energie par 2yMIo. Les termes
CaFdonnent lieu a une perturbation non seculaire de I'Hamiltonien Zeeman puisqu'ils










Figure 7. Effet des termes C, D, E e{F de I'Hamiltonien dipolaire sur les niveaux
d'energie Zeeman.
Ces quatre termes non-diagonaux melangent ensemble des etats Zeeman dont la
valeur du nombre quantique magnetique total M differe. La quantite de melange
introduit dans les etats Zeeman peut etre calcule par theorie de perturbation de
deuxieme ordre. Ce melange est de I'ordre de -^- ~ 10-4 , cequiesttresfaible. Par
(0
consequent, seuls les termes^ et5, qui contribuent au premier ordre, influencent la
forme de raie de fagon significative. Laisser tomber les termes C a F de I'Hamiltonien
dipolaire constitue alors une tres bonne approximation (11). Cette operation ne vise
pas seulement a simplifier Ie calcul. Le principal effet des melanges produits par les
termes C a Fest de permettre au champ H^ft) d'induire des transitions qui n'obeissent
pas a la regle de selection AM = ±1 et qui seraient normalement interdites. De telles
transitions donnent lieu a des raies d'absorption satellites de faible intensite, centrees
a 0 et 2cL>o qu'on peut voir a la figure 8.
Puisque Ie probleme qu'on desire resoudre consiste a determiner la forme de la raie
d'absorption principale, pour obtenir un calcul correct, il faut exclure de I'Hamiltonien
dipolaire les termes responsables des raies satellites (C, D, E et F) et conserver







0 COn 2^. a>
Figure 8. Raies satellites dues aux termes C, D, E et F de I'Hamiltonien dipolaire.
L'Hamiltonien dipolaire tronque qu'on utilise est done limite a la partie seculaire de O-Q.





ou les parametres structuraux du reseau sont regroupes dans la constante de couplage
dipolaire B^'.




Dans cette equation, r^ est la distance entre les spinsy et k et 0^ est I'angle que fait Ie
vecteur internucleaire r^ avec la direction du champ magnetique Hg. L'Hamiltonien total
pour Ie systeme de spins couples est alors:
JV .,2fe2jV




ou Ie premier terme a droite de I'equation est I'Hamiltonien Zeeman <H^ et Ie deuxieme
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terme est I'Hamiltonien dipolaire tronque <H^0. Puisque ^ et CH^ commutent, il existe
des fonctions qui sont simultanement fonctions propres des deux operateurs. A cause
des melanges produits par Ie terme B de I'Hamiltonien dipolaire, ces fonctions ne sont
pas les fonctions Zeeman I m; m^ ... m^ >, mais plutot des combinaisons lineaires
complexes de celles-ci. En principe, pour resoudre exactement la forme de la raie de
resonance, il faut connaTtre toutes les fonctions propres et les valeurs d'energie de
Hamiltonien total 3-^ + (H^°. Ce probleme est un probleme inextricable pour lequel il
n'existe pas de solution exacte. Pour contourner cette difficulte, on utilise la methode
des moments, une technique ingenieuse due a Van Vleck (1) qui permet de calculer
les proprietes de la raie de resonance sans determiner explicitement les etats et les
valeurs propres du systeme.
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CHAPITRE 2
METHODE DES MOMENTS DE VAN VLECK
Dans Ie chapitre 1, nous avons vu que I'interaction dipolaire entre les moments
magnetiques nucleaires cause un etalement des frequences de resonance qui resulte
en I'elargissement de la raie en RMN de solides. II est impossible de resoudre
exactement la forme de la raie d'absorption pour un ensemble de spins couples. Le
problems peut etre aborde autrement en utilisant la methode des moments. Cette
technique, due a Van Vleck (1), consiste a determiner les differents moments de la raie
d'absorption. L'interet des moments reside dans Ie fait qu'on peut les calculer sans
connaTtre les etats propres de I'Hamiltonien du systeme.
Ce chapitre est divise en deux sections. Dans la premiere partie, une relation pour la
fonction de forme de raie d'absorption est derivee. Cette relation fait Ie lien entre
I'aspect microscopique du systeme de spins, c'est-a-dire les niveaux d'energie
quantiques, et I'aspect macroscopique que constitue Ie spectre d'absorption. Pour
resoudre completement la forme de raie a partir de cette equation, il faut connaTtre tous
les niveaux d'energie du systeme. Tel que demontre au chapitre 1, ces niveaux
d'energie sont impossibles a determiner pour un ensemble de spins couples. La
deuxieme partie du chapitre montre comment cette difficulte peut etre contournee en
utilisant la methode des moments de Van Vleck (1). L'equation qui permet de calculer
les moments est derivee a partir de la fonction de forme de raie.
2.1 Fonction de forme de la raie d'absorption
Dans cette section, une expression est derives pour la forme de la raie d'absorption en
terme des niveaux d'energie du systeme de spins (11, 12, 13). Au chapitre precedent,
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on a vu que I'Hamiltonien d'un ensemble de spins couples, places dans Ie champ
magnetiquelffl, est divise en deux parties:
d [2.1]
ou 0-(^ est la contribution Zeeman et 0-Q° la contribution dipolaire seculaire. Les valeurs
propres de cet Hamiltonien seront designees par les energies E^ E^ etc. et les
fonctions propres correspondantes par la), 16), etc. En I'absence d'interaction, les etats
Zeeman forment un grand nombre de niveaux fortement degeneres qui sont separes
en energie par lid)o. Une paire de ces niveaux est representee a la figure 9. L'effet du
couplage dipolaire est de lever partiellement la degenerescence, creant une distribution
quasi continue de niveaux d'energie, tel qu'on peut Ie voir sur la meme figure. Par
consequent, au lieu d'une seule frequence de transition ha)o entre les niveaux a et b, les
etats perturbes qui en proviennent donnent des transitions dont les frequences sont
etalees autour de ^, ce qui cause I'elargissement de la raie d'absorption. Ce
processus se produit pour toutes les paires de niveaux initialement separes par ha)o.
Pour obtenir la largeur totale de la raie de resonance, il faut done faire la moyenne sur
toutes ces paires de niveaux.
E.
%0)
Figure 9. Effet du couplage dipolaire sur les niveaux d'energie Zeeman. La figure de
gauche montre deux niveaux d'energie Zeeman E^ et E,, separes en
energie par hcoo. A la figure de droite, I'interaction dipolaire leve la
degenerescence de ces etats, produisant un distribution quasi continue de
niveaux d'energie.
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Lorsque Ie systems est a I'equilibre thermique, la probabilite d'occupation d'un etat
p(E^ est donnee par Ie facteur de Boltzmann:
e ~EJW
p(-Ea) = ^^EftT [2.2]
EC
ou Ie denominateur est la fonction de partition Z Nous supposerons que Ie systeme
de spins est initialement a I'equilibre thermique dans Ie champ Ho et que Ie champ de
radiofrequence Hift) ne modifie pas de fa^on significative les populations des niveaux,
de sorte qu'on peut assumer une distribution de Boltzmann en tous temps (13).
Lorsque Ie champ oscillant de radiofrequenceIT/^ est applique, celui-ci se couple au
moment magnetique du systeme JJL et on obtient une perturbation dependante du
temps:
^ = -^H^cos^t [2.3]
capable d'induire des transitions entre les niveaux d'energie. La puissance
moyenne P absorbee lors de ces transitions est reliee a I'intensite du champ oscillant
par:
0) ,// 0|2P - y^\-V [2.4]
ou 7est Ie volume de I'echantillon. La variable %" represente la partie imaginaire de la
susceptibilite magnetique nucleaire et c'est elle qui donne la forme de la raie
d'absorption. Nous utiliserons I'equation [2.4] pour calculer %" en fonction des
proprietes atomiques du systeme. Le taux d'absorption P ^ resultant de transitions
RMN entre deux etats I a) et I b) peut etre evalue par:
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Pal, = ^W^[p(E,)-p(E^} [2.5]
ou ^est la separation d'energie et \p(E^ -p(E^\ est la difference de population entre
les deux niveaux. L'absorption nette d'energie resulte du fait que Ie niveau inferieur a
est plus peuple que Ie niveau superieur b, en accord avec une distribution de
Boltzmann. La quantite W^ est la probabilite par seconde qu'une transition soit induite
entre I a} et I b} par Ie champ de radiofrequence. Selon la Regle d'or de Fermi:
^ = ^^o)2|<a|n,|&>|26(^-^-Aco) [2.6]
ou la fonction 5 assure que la transition obeisse a la conservation d'energie. En
sommant P ^ sur tous les etats d'energie E^ et E^ entre lesquels des transitions sont
possibles, on obtient Ie taux d'absorption total pour Ie systeme:
P = ^(^°)2A»E [p(£,)-^(^)]|(a|^|6)|26(^-£,-A^) [2.7]
En,E,'^a^b
A partir de I'equation [2.4], on peut ecrire, pour un volume unitaire:
x//(") = " E [p(^) -P(E,) ] | (a | ^| A) |2 6 (£, - £, - Au) p.8]
Ea^Eb
Le quantum Ayqui apparatt dans cette equation correspond grossierement a I'energie
requise pour renverser un spin dans Ie champ statique Ho. Cette energie est en
general beaucoup plus petite que kT. Aussi, on assume que I'approximation de haute
temperature est valide (11):
E,-E,«kT
On peut utiliser cette approximation pour transformer p(Ei,)-p(E^) en effectuant un
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En substituant [2.9] dans I'equation [2.8] et en notant que E^-E^=^a cause de la
fonction 6, on obtient:
X//(") = ^ E .-^r|<a|^|A)|26(£,-£,-Ao)) [2.10]
En,E,a^b
Bien que E^ represents I'energie du systeme de N spins, il est possible de demontrer
que I'approximation de haute temperature est valide si I'energie d'un seul spin est petite
par rapport a kT (11). Aussi, on peut assumer que E^ « kT et remplacer les
exponentielles par 1 dans I'equation [2.10]. On obtient finalement:
X//(") - ^ E |(a|^|6)|26(^-£,-Ao) [2.H]
E^E,a'^b
Cette expression relie la forme de la courbe d'absorption aux proprietes
microscopiques du systeme. L'evaluation directe de j" a partir de I'equation [2.11]
requiert la connaissance de toutes les fonctions propres et de tous les niveaux
d'energie du systeme. Puisqu'il est impossible de posseder cette information, Ie
probleme est contourne en calculant les moments de la raie d'absorption (1,11,12).
2.2 Methode dos moments
L'equation [2.11] indique que la forme de la raie d'absorption %" est donnee par Ie
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Puisqu'une determination theorique de f(a)) donne ^", nous aliens nous concentrer sur





ou n est un entier positif. Nous aliens d'abord calculer Ie denominateur de cette
equation qui est lie a I'aire sous la courbe d'absorption. Puisque f (co) est une fonction
paire (ce qui est facilement visible a partir de I'equation [2.12]), les bornes d'integration






Pour n'importe quelle paire d'etats I a) et I b), il existe une valeur de 0 entre -°° et +°° qui
satisfait la condition ho = E^. Par consequent, en changeant la variable d'integration






En utilisant ensuite la relation de fermeture sur les etats I b}:




j7((o)do = —E ^|^2|a) = ^Tr {p,2} [2.17]
0
ou Ie symbole Tr signifie «trace» ou somme des elements de matrice diagonaux.
Une propriete importante de la trace est que sa valeur est independante de la base
dans laquelle elle est calculee. II n'est done pas necessaire de connaTtre les etats
propres de I'Hamiltonien 3-C=3-^+ O-Q0 puisqu'on peut choisir n'importe quel ensemble
complet de fonctions pour evaluer Tr{^2}. Dans ce cas, Ie plus commode est d'utiliser
les fonctions propres Zeeman qui sont formees par Ie produit des fonctions
individuelles de spin Im;^^... m^} (11, 12).
Nous aliens maintenant appliquer un traitement similaire au numerateur de I'equation
[2.13]. Puisque afnf(d)) est une fonction paire, on peut modifier les bornes
d'integration:
00 +00









Puisque les etats I a) et I b) sont des fonctions propres de I'Hamiltonien 3-C = O-C; + O-Q0,
on peut ecrire I'equation de Schrodinger independante du temps:
CH\a) = E^\a) [2.20]
Cette equation est utilisee pour effectuer la transformation suivante sur les elements











En repetant la transformation n fois, jusqu'a ce que tous les facteurs (E^-E,,) aient ete
inseres dans les elements de matrice, on obtient:
00
J-co2"/(co)Ao = ±-^-^{a\(w)"^\b){b\(w)"^\a} [2.24]
ou ^Hy est Ie superoperateur de commutation:
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W... = ['H,...] [2.25]
et (0-^)" indique qu'il y a n commutateurs emboTtes les uns dans les autres:
|Ht ^] = U02L^M^]. . .1] p.26]
n fois
On peut maintenant appliquer la relation de fermeture et ecrire:
fco2n/(a))^ =±^^(a\[(w}"^\a}




Finalement, en divisant [2.27] par [2.17] on obtient une equation dans laquelle Ie
moment d'ordre 2n est exprime sous la forme de traces:
<»»). ^J--̂7T— [2.28]^}
II est done possible de calculer les moments de la raie de resonance sans connaTtre
les etats propres du systeme de spins couples puisque les traces peuvent etre
evaluees a partir de n'importe quel ensemble complet de fonctions. On contourne ainsi
Ie probleme insoluble de trouver les fonctions propres de I'Hamiltonien 0-C= ^4 + 0-Q0-
Dans Ie cas ou la seule contribution a I'elargissement provient de I'interaction dipolaire,
la raie de resonance est symetrique autour de la frequence de Larmor OQ. II est alors
plus utile d'exprimer les moments par rapport: au centre de la distribution plutot que par
rapport a zero (1, 13). Pour obtenir les moments centraux <(<y - <yo)2n>, il suffit de
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remplacer I'Hamiltonien !H= ^ + 0-Q° par 0<0 dans I'equation [2.28]. La relation [2.28]





Van Vleck fut Ie premier a utiliser la methode des moments pour etudier theoriquement
I'elargissement dipolaire dans un reseau rigide (1). En 1948, il obtint des expressions
generates pour les deuxieme et quatrieme moments de la raie d'absorption RMN par
une evaluation directs de I'equation [2.28]. Les moments d'ordre superieur a quatre
sont difficiles a calculer manuellement a cause du grand nombre de termes provenant
de la non-commutation des operateurs de moment angulaire. En 1973, Jensen et
Hansen ont reussi a obtenir Ie sixieme et Ie huitieme moment en effectuant les
operations algebriques necessaires a I'aide d'un ordinateur (2). Dans les travaux
presentes ici, Ie calcul des moments deux a huit a ete refait a I'aide du logiciel
Mathematica. La procedure employee pour revaluation est decrite dans Ie chapitre qui
suit. Les differentes strategies developpees pour manipuler efficacement les
expressions algebriques volumineuses generees au cours du calcul sont egalement
discutees.
Les expressions analytiques obtenues pour les moments ont ete evaluees
numeriquement pour des reseaux cubiques simples de tallies variables. Trois
methodes de sommation differentes ont ete employees. Elles sont expliquees dans la
deuxieme partie du chapitre.
3.1 Calcul des expressions analytiques des moments
3.1.1 Materiel
L'evaluation des moments a ete executee sur un ordinateur individuel muni d'un
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processeur Pentium 100 MHz et equipe avec 128 megaoctets de memoire vive.
L'utilisation de Windows 95 a permis de completer la memoire vive lorsque celle-ci
s'averait insuffisante pour effectuer Ie calcul. A ce moment, I'espace disponible sur Ie
disque rigide de 1 Gb etait utilise en tant que memoire virtuelle. Tous les calculs ont
ete accomplis a I'aide de la version 2.2.3 de Mathematica, logiciel de manipulation
symbolique commercialise par Wolfram Research, Inc. Le progiciel (package)
NCAIgebra Version 1.0, mis au point par J. William Helton et Robert L. Miller, fut
egalement utilise. Ce programme est con^u pour faciliter la manipulation et la
reduction d'expressions algebriques non commutatives dans Mathematica. NCAIgebra
est disponible gratuitement au site internet de Wolfram Research a
http://www.wolfram.com/mathsource.
3.1.2 Relations utilisees
Cette section regroupe les equations utilisees dans Ie calcul des moments. Van Vleck
(1) a demontre que les moments de la raie d'absorption RMN peuvent etre evalues
exactement a partir de la relation suivante, qui fut derivee au chapitre 2:
^Tr[[(w)"^]2]
M2n = (-6~T"lLr/,7J J [3.1]
T^}
dans laquelle on introduit I'Hamiltonien dipolaire tronque presente au chapitre 1:
?10j^ = Y-?-I>,,(-7^-7^2^) [3.2]
La variable ^ est la composante en x de la magnetisation totale de I'echantillon:
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^ - Y^E^ [3.3]
3.1.3 Methode de calcul
Toutes les manipulations algebriques necessaires au calcul des moments a partir de
I'equation [3.1] ont ete effectuees a I'aide d'un programme ecrit en langage
Mathematica. Le programme utilise les commandes standards de Mathematica et des
fonctions supplementaires definies dans NCAIgebra, auxquelles certaines commandes
specifiques au probleme ont ete ajoutees. Afin d'illustrer la methode de calcul
generate, Ie cahier de notes (Notebook) ayant servi a revaluation du quatrieme moment
est place a I'annexe A. II contient la sequence des commandes entrees et des
resultats generes par Ie programme au cours du calcul. L'evaluation des moments
peut etre separee en deux parties principales: d'abord, Ie commutateur [(3^)" ^] est
resolu. Ensuite, on calcule la trace du carre de ce commutateur Tr [(!HX)n ^f. Void
une description des differentes etapes de calcul apparaissant dans Ie cahier de notes
du quatrieme moment.
1. Charger en memoire NCAIgebra. Ceci permet d'utiliser les commandes specialisees
en algebre non commutative definies dans NCAIgebra.
2. Affecter les variables commutatives et non commutatives. On indique ainsi a
I'ordinateur que les constantes de couplage dipolaire B^ sont des variables
commutatives tandis que les operateurs de moment angulaire 1^ ( u = x, y, z) sont non
commutatifs.
3. Fixerle nombre de spins dans Ie reseau. Le nombre de spins a considerer pour Ie
31
calcul du moment d'ordre 2n est donne par N= n+1 (13). Ceci peut etre justifie en
examinant les etapes du calcul. D'abord, on resout Ie supercommutateur
[W ^] = [0<i°, pHd0, ... [0<0, ^]... ]] dans lequel n commutateurs se trouvent emboTtes
les uns dans les autres. D'apres la forme de !H^0 et ^ (equations [3.2] et [3.3]), Ie
premier commutateur [O-Q0, /^] contient des termes de la forme [7^ 1^, 4,] = l Ijz Iky C1ui
generent des produits de deux operateurs de moment angulaire. Chaque commutation
successive ajoute un facteur I de plus au produit. Par consequent, I'expression
obtenue apres avoir effectue les n commutations est une somme de produits de n+1
operateurs de moment angulaire du type:
Ij^ky - 4 (n + 1 facteurs)
Le resultat des n commutations de [(0-P)" /<J est ensuite mis au carre, ce qui double Ie
nombre d'operateurs apparaissant dans chaque produit, par exemple:
Vkylhlm. •- Inylp, (2" + 2 fdCteWS)
Le nombre d'atomes differents;', k, I... dans chaque terme ne peut done depasser 2n+2.
L'etape suivante consiste a prendre la trace sur les produits d'operateurs. Or, lorsqu'un
terme ne contient qu'un seul operateur sur I'atomey, sa trace est nulle puisque (14):
Tr7/x = Tr^ = Tr^ = 0 [3.4]
Pour qu'un terme survive a la trace, il faut que chaque atome apparaisse au moins
deux fois dans Ie produit d'operateurs. Par consequent, les termes qui restent a la fin
du calcul du moment d'ordre 2/7 impliquent un maximum de n+1 spins differents, de
sorte qu'il est inutile d'effectuer Ie calcul sur un plus grand nombre de particules.
4. Definir I'Hamiltonien. Pour calculer les moments centraux de la raie de resonance
on utilise I'Hamiltonien dipolaire tronque de I'equation [3.2]. Afin de ne pas alourdir
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inutilement Ie calcul, les constantes y2^2 ont ete retirees de I'expression pour
I'Hamiltonien. Elles sont ajoutees par la suite, pour obtenir ('expression finale du
moment.
5. Definir U. Le nombre de commutations a effectuer dans [(CHX)" ^] augmente de un
lorsqu'on passe d'un moment pair au suivant. Aussi, les moments peuvent etre
calcules successivement en emboTtant un commutateur de plus a I'expression obtenue
pour [(3-Cy ^J dans Ie moment precedent. Le terme [/est done defini de la maniere
suivante:
[CHW = [3^,^ ou [/ = [(W)C'-1)^] [3.5]
6. Definir les proprietes de la fonction Com[]. Pour representer Ie commutateur [A,B],
la fonction Com[A,B] a ete creee. Les proprietes suivantes ont ete definies pour cette
fonction (15):
Com[A,(B+Q] = Com[A,B] + Com[A,C}
Com[A,xB] = x^Com[A,B] ou x est une variable commutative
Com[A,BC} = Com[A,B]^C + B^Com[A,C]
Ces proprietes permettent d'exprimer [(!y€)n ^] sous la forme d'une somme de termes
contenant des commutateurs entre deux operateurs de moment angulaire seulement:
BjkBkl-Bjl Vky-Vh^-Vky
7. Definirles relations de commutation pour les operateurs de moment angulaire. Les
regles de commutation familieres pour les operateurs de moment angulaire (2) sont
introduites dans Ie programme:
[^,'y = \^L,bjk [3.6]
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ou
i pour (q^q^) = (xyz\ (yzx), (zxy)
p < -i pour (q^q^) = (xzy), (yxz), (zyx)^1^3
0 dans tous les autres cas
8. Calculer Com[m),U]. Le commutateur [H^u\est resolu a I'aide des proprietes
definies pour la fonction Com[ ] et des regles de commutation pour les operateurs de
moment angulaire. L'expression resultante est une somme de termes composes d'un
produit de n constantes de couplage et de /?+1 operateurs de moment angulaire:
BjkBkl-Bjl IjxVlx-Ijx
9. Simplifierle resultat. L'expression obtenue a I'etape precedente pour [CH^,U} est
simplifiee de fagon a ce que chaque produit d'operateurs n'apparaisse qu'une seule
fois dans les termes. Autrement dit, les produits d'operateurs identiques sont mis en
evidence dans I'equation. Pour Ie quatrieme moment, cette simplification permet de
reduire de 48 a 30 Ie nombre de termes apparaissant dans I'expression. Puisque
I'etape suivante du calcul consiste a mettre I'expression au carre, cette reduction est
cruciale: sans simplification, [CH^°, U]2 contiendrait 482 = 2304 termes; grace a la
simplification, ce nombre est reduit a 302= 900.
10. Selectionner les termes de [^°, Uf dont la trace est differente de zero. II s'agit
maintenant de mettre p-Q0. U\ au carre et d'en calculer la trace. £tant donne que Ie
nombre de termes augmente de fa^on considerable lorsque I'expression est mise au
carre et que la grande majorite de ces termes ont une trace nulle, on a precede de
maniere a ne pas calculer inutilement les termes qui disparaissent lors de la trace. A
I'etape precedente, nous avons obtenu une expression de la forme a+b+c+... pour
P<d° [7] ou les termes a, b, c,... sont composes d'un produit de constantes de couplage
et d'operateurs de moment angulaire. En mettant au carre, on obtiendrait une
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expression de la forme a2+b2+c2+ab+ba+ac+ca+bc+cb+... (a cause des operateurs, les
termes a, b, c,... ne commutent pas entre eux). Au lieu de calculer [^ Uf au complet,
on determine, a I'aide d'un test approprie, quels sont les termes pour lesquels la trace
est differente de zero et on evalue uniquement ceux-ci. La trace d'un produit
d'operateurs est calculee de fagon independante sur chaque atome (1), c'est-a-dire
que par exemple:
^{VM.} - Tr{^} Tr{!^} Tr{4}
La trace sur un atome est nulle sauf si les trois operateurs 4 1 y, et I, apparaissent tous
/es trois en nombre pair ou tous les trois en nombre impair dans Ie produit (2, 14). Si
certains operateurs apparaissent un nombre de fois pair et d'autres un nombre de fois
impair, la trace est egale a zero. Autrement dit, toutes les traces sur un atome sont
nulles a I'exception de celles qui sont enumerees ci-dessous:
1^ oil p est un nombre pair
1^1 ^ oil p et q sont tous deux pairs
J^fJ /J ou p, q et r sont tous trois pairs,
ou p, q et r sont tous trois impairs
ou les indices u, v et w sont egaux a x, y ou z. Pour qu'un terme de [0-Q°, CT]2 survive a
la trace, la trace sur chaque atome doit etre differente de zero. II n'est pas necessaire
d'appliquer Ie test a tous les termes de [3-Q°, U]2 et c'est la I'avantage de cette methode.
Le nombre de verifications a effectuer peut etre reduit considerablement en notant les
faits suivants. 1) Les termes de la forme a2, b2, c2... ont tous une trace differente de zero
puisque chaque operateur apparaTt un nombre de fois pair dans Ie produit. II est done
inutile de les verifier. 2) Si Ie terme ab possede une trace nulle, il en est de meme pour
Ie terme ba puisque la trace est invariante sous I'effet d'une permutation circulaire (15).
35
On peut done verifier un seul des deux cas. Clairement, pour une expression [H^0, U]
contenant A^termes differents, [CH^, U}2 est constitue de N2 termes et parmi ceux-ci,
(N2 - N)/2 doivent etre verifies pour savoir si leur trace est differente de zero. Par
exemple, pour Ie quatrieme moment, I'expression obtenue pour [CH^, U} contenait 30
termes. Sur les 900 termes qui apparaissent dans [H^0, U}2, 435 sont testes afin de
determiner si leur trace est nulle. Apres avoir effectue les tests, on constate que
seulement 78 des 900 termes de [CH^0, Uf survivent a I'operation de trace. La
proportion des termes qui possedent une trace differente de zero est done assez faible
(environ 8% pour Ie quatrieme moment) et elle diminue avec les moments d'ordre
supeneur.
11. Calculer la trace. II reste a calculer les traces differentes de zero. Tel que
mentionne au chapitre 2,1'avantage des traces reside dans Ie fait qu'elles peuvent etre
evaluees dans n'importe quelle base. Le choix Ie plus simple consiste a utiliser
I'ensemble des fonctions I m/ m^ mj ... m^ ) formees par Ie produit des fonctions
individuelles de spin. Le calcul des traces a partir de cette representation est illustre
clairement par Slichter (11). Plus simplement, on peut utiliser directement les formules
tabulees par Ambler, Eisenstein et Schooley (14). Cette reference contient les
formules pour toutes les traces necessaires a revaluation des moments jusqu'au
huitieme. Les formules des traces utilisees pour Ie calcul du dixieme moment ont ete
derivees dans Mathematica en utilisant la methode informatique proposee par Jensen
et Hansen (2). Le programme utilise a cette fin est montre a I'annexe B. Etant donne
que les fonctions I mj m^ m^... m^) utilisees pour evaluer la trace sont formees d'un
produit de N nombres quantiques m qui peuvent prendre 27+1 valeurs propres, un
facteur (27+1 )^ apparaTt dans la trace de chacun des termes (11). Ce facteur a ete
amis parce que pour obtenir Ie moment, on doit diviser Tr [H^0, Uf par Tr ^ et que Ie
facteur (27+1)Arapparaissant au denominateur annule celui du numerateur.
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12. Diviser Tr [9-0^ ^]2 P^r Tr ^2. Pour obtenir I'expression finale du moment, il reste
a diviser I'expression obtenue pour Tr [0-Q°, Uf a I'etape precedente par
Tr ^ 2 = y2^2 A^7(/+1) (27+1)^/3 (11). Comme pour Ie numerateur, les constantes y2^2,
et Ie facteurA^(2J+1)^ont ete amis afin d'alleger Ie calcul.
13. Generaliser Ie resultat pour N spins. A la toute fin du calcul, on introduit dans Ie
resultat les constantes negligees au depart. Pour Ie moment d'ordre 2n, il est possible
de demontrer que I'expression finale doit etre multipliee par un facteur (-y^)n/N.
L'expression est egalement rearranges de maniere a factoriser les polynomes en
X= I (J+1) qui resultent de la trace. Finalement, Ie resultat est generalise pour un
nombre de spins N. On obtient alors les expressions analytiques presentees dans les
tableaux 4 a 7 au chapitre 4.
Bien que la methode de calcul generate soit la meme que pour Ie quatrieme moment,
les programmes mis au point pour evaluer les moments d'ordre superieur ont du etre
modifies pour arriver a manipuler les expressions algebriques tres volumineuses qui
sont generees. La section suivante traite de I'approche a adopter pour traiter avec les
difficultes reliees a I'execution de calculs d'une tres grande taille.
3.1.4 Optimisation de la methode de calcul
Le calcul des moments d'ordre superieur implique la manipulation d'expressions
algebriques tres grosses. La difficulte du calcul consiste a reussir a trailer ces
expressions volumineuses avec une quantite de memoire finie et dans un temps limite.
Une des preoccupations majeures est done I'efficacite du programme utilise pour
revaluation des moments. L'elaboration d'une methode de calcul efficace repose sur
une bonne connaissance des trois elements suivants: Ie probleme a resoudre, les
capacites de I'ordinateur et Ie langage de programmation employe. Une
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comprehension approfondie du calcul a effectuer permet d'organiser les operations de
fagon a minimiser la taille des expressions generees et eviter les calculs inutiles. Un
bon exemple de ceci a ete fourni a la section precedente, ou on a vu de quelle maniere
on a contourne la mise au carre du commutateur [(H^0, U\, evitant ainsi de generer une
expression tres grosse dont on savait que la majorite des termes disparattraient lors
de la trace.
La taille des calculs qu'il est possible d'effectuer et Ie temps d'evaluation necessaire
dependent en detail de I'ordinateur utilise. La memoire est Ie facteur limitant Ie plus
commun lors de calculs symboliques dans Mathematica. Pour augmenter la capacite
de calcul de I'ordinateur, on peut ajouter a la memoire vive disponible une certaine
quantite de memoire virtuelle, obtenue en echangeant des donnees avec Ie disque
rigide. Meme si la memoire virtuelle permet d'utiliser une grande quantite d'espace
memoire, son temps d'acces est de cinq a six ordres de grandeur plus long que celui
de la memoire vive. Par consequent, si un calcul requiert I'utilisation continuelle de la
memoire virtuelle, il peut devenir extremement lent et Ie temps deviendra alors la
ressource limitante du calcul. En connaissant les limites du systeme avec lequel on
travaille, on peut planifier Ie calcul de maniere a ce qu'il n'ait jamais besoin de plus de
memoire que disponible et qu'il ait Ie moins souvent recours a la memoire virtuelle.
Finalement, pour arriver a proceder au calcul des moments superieurs, il est essentiel
de savoir programmer efficacement. Malheureusement, il existe tres peu d'information
disponible sur les alternatives possibles pour traiter avec des expressions tres grosses
et des temps de calcul longs dans Mathematica (16). La plupart du temps, on est
reduit a essayer differentes approches sans idee prealable de leur rendement et
acquerir avec I'experience, une idee de ce qui est et n'est pas efficace dans
Mathematica. Malgre tout les efforts d'optimisation, il arrive toujours un point ou Ie
calcul est trap gros ou demande trop de temps pour etre complete. En particulier, dans
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Ie probleme qui nous interesse, la quantite de memoire et Ie temps d'evaluation
necessaires augmentent tres rapidement d'un moment a I'autre ce qui limite Ie calcul
aux quelques premiers moments pairs.
3.1.5 Taille des expressions et temps de caicul
Les donnees du tableau 1 fournissent un aper9u de la grosseur des expressions avec
lesquelles on doit traiter dans Ie calcul des moments.








































La deuxieme colonne du tableau montre Ie nombre de termes que contient I'expression
simplifiee pour Ie commutateur [9<^ U}- Lorsque Ie commutateur est mis au carre, Ie
nombre de termes dans [H^0, U}2 devient rapidement astronomique, tel qu'on peut Ie
constater a partir de chiffres presentes a la colonne 3. Pour eviter ces expressions
volumineuses, seuls les termes dont la trace est differente de zero ont ete calcules, ce
qui represente une tres petite proportion de [0-C^ Uf dans Ie cas des moments
superieurs, comme on peut Ie voir a la derniere colonne du tableau. Neanmoins, les
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donnees de la colonne 4 indiquent que la quantite de termes de [3-^° U}2 pour lesquels
on doit verifier si la trace est nulle demeure assez importante et cette etape constitue
I'une des plus longues du calcul. Les termes denombres au tableau 1 sont composes
d'un produit de constantes de couplage et d'operateurs de moment angulaire. Le
tableau 2 montre Ie nombre de ces variables apparaissant dans les termes des
expressions pour [3-Cd° u} et [W' u}2 dans les differents moments.













































Ces deux tableaux montrent que les expressions impliquees dans les moments
superieurs contiennent plus de termes et que ces termes sont plus gros. En effet, en
passant d'un moment a I'autre, on ajoute une commutation dans [H^0, U] et on ajoute
un spin au calcul. En raison du caractere non commutatif des operateurs de moment
angulaire, la croissance des expressions qui en resulte est tres rapide. Le temps de
calcul necessaire a revaluation des differents moments est presente au tableau 3.
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1 min 28 s
3 h 32 min
22 j 17 h 15min
Evidemment, ces chiffres dependent en detail de I'ordinateur et du programme utilises
pour Ie calcul. 11s fournissent neanmoins une idee de I'ordre de grandeur et de la fagon
dont Ie temps consacre a revaluation augmente d'un moment a I'autre. Une regression
lineaire entre Ie logarithme du temps de calcul et I'ordre des moments quatre, six et huit
demontre, avec un coefficient de correlation de 0,99996, que Ie temps de calcul estime
est de 9,2 annees pour Ie dixieme moment et de 1373 annees pour Ie douxieme
moment. Toutefois, les etapes de calcul effectuees jusqu'a present pour Ie dixieme
moment indiquent qu'un temps de calcul de 1,5 a 2 annees est sans doute plus
realiste. Ceci provient probablement du fait que la methode de calcul a ete modifiee
pour s'adapter a la grosseur du calcul du dixieme moment. II demeure neanmoins
evident que Ie calcul des moments dont I'ordre est superieur a dix n'est pas
envisageable avec les ressources informatiques presentement disponibles.
3.1.6 Strategies de programmation dans Mathematica
L'information disponible sur la maniere de travailler efficacement dans Mathematica est
tres limitee et dispersee dans differents ouvrages (17, 18, 19). Pourtant, il est
absolument essentiel de posseder ce type de renseignements pour arriver a resoudre
des problemes pour lesquels on est confronte aux limitations de memoire et de temps
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de I'ordinateur. C'est pourquoi nous avons choisi de discuter brievement des strategies
de programmation adoptees pour optimiser Ie calcul des moments dans Mathematica.
Les techniques presentees sont, pour la plupart, assez generates pour s'appliquer a
n'importe quel probleme necessitant la manipulation de grosses expressions
algebriques.
3.1.6.1 Adopter un style de programmation efficace
Lorsque vient Ie temps d'ecrire un programme dans Mathematica, on dispose d'un
grand nombre de possibilites. Mathematica supporte plusieurs types de
programmation incluant la programmation procedurale, la programmation fonctionnelle
et la programmation par regles {rule-based programming) utilisant I'appariement de
formes (pattern matching). De plus, il existe au-dela de 1000 commandes standards
deja definies dans Mathematica, auxquelles s'ajoutent les commandes specialisees
definies dans differents progiciels (packages) (17). On peut done facilement ecrire
plusieurs programmes equivalents pour resoudre un probleme donne. Le fait qu'il
existe autant de variations possibles est particulierement deconcertant lorsqu'on est
concerne par I'efficacite. Encore plus que dans les autres langages, deux programmes
ecrits dans Mathematica et qui effectuent essentiellement la meme tache peuvent
differer par des ordres de grandeur dans la consommation des ressources. Parce
qu'on ne sait pratiquement rien des algorithmes internes et des structures de donnees
dans Mathematica, il est souvent difficile de predire quelle approche sera la plus
efficace (16). On n'a alors d'autres choix qu'ecrire differentes versions d'un programme
et les comparer. On peut ainsi passer beaucoup de temps a essayer d'ameliorer Ie
rendement d'un programme. Les observations suivantes peuvent fournir quelques
pistes quant a I'approche la plus susceptible de donner un rendement satisfaisant
Le style de programmation a privilegier depend de la grosseur des expressions a
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traiter. En general, la programmation fonctionnelle et la programmation par regles sont
les plus efficaces dans Mathematica (17). Mais sur des expressions tres grandes,
certaines fonctions peuvent devenir extremement lentes, ou meme impossibles a
appliquer si elles demandent une quantite de memoire qui excede la capacite de
I'ordinateur. Dans Ie cas d'expressions volumineuses, il peut etre avantageux (et
parfois necessaire) d'utiliser des instructions de boucle pour appliquer certaines
operations a des petites parties de I'expression a la fois, plutot qu'utiliser une
commande Mathematica qui effectue la meme operation en une seul fois sur
I'expression en entier. Bien qu'un style procedural donne generalement des
programmes moins rapides, il fournit un moyen de controler la consommation de
memoire. En fait, toute la strategic d'optimisation se resume a trouver Ie meilleur
compromis entre Ie temps et la quantite de memoire necessaires au calcul.
L'utilisation de listes constitue souvent la fagon la plus efficace d'aborder un probleme.
Une liste est un ensemble ordonne d'elements de n'importe quel type. II existe dans
Mathematica, plusieurs fonctions qui permettent de manipuler efficacement les listes
(17). Une technique de programmation tres interessante consiste a transformer une
expression en une liste de termes, ce qui la rend beaucoup plus facile a manipuler.
Les listes sont parmi les objets les plus flexibles et puissants de Mathematica; on peut
aisement appliquer des operations de toutes sortes a une liste entiere ou a des parties
specifiques d'une liste. Cette approche a ete largement utilisee dans Ie calcul des
moments.
Pour effectuer certaines operations, il peut s'averer avantageux d'ecrire ses propres
fonctions au lieu d'utiliser les commandes Mathematica existantes. La raison est
simple: les commandes Mathematica sont con^ues pour pouvoir s'appliquer a
differentes sortes d'expressions et leur flexibilite les rend longues a effectuer
puisqu'elles doivent tester pour toutes sortes de cas. En developpant des commandes
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plus specifiques au calcul a effectuer, on peut sauver beaucoup de temps. Le meilleur
exemple de ceci est sans doute la fonction Mathematica Simplify ] qui sert a simplifier
une expression algebrique. Cette fonction agit en transformant I'expression sous
differentes formes qu'elle compare afin de determiner la plus simple. Si I'expression
a simplifier est tres grande, les formes possibles sont nombreuses et la fonction
Simplify ] peut etre extremement longue a appliquer (17,19). Dans ce cas, il est mieux
de determiner la forme algebrique desiree et de transformer I'expression de fa^on
controlee en utilisant une sequence de commandes appropriees.
3.1.6.2 Morceler Ie calcul
Les expressions algebriques tres longues peuvent etre decoupees en une serie
d'expressions plus petites qui sont traitees separement dans des sessions de calcul
differentes. De meme, lorsqu'un calcul implique une longue sequence d'operations,
celles-ci peuvent etre effectuees dans des sessions de calcul independantes pour
eviter d'epuiser la memoire de I'ordinateur (19). L'inconvenient relie a cette procedure
est Ie temps (parfois tres long) necessaire pour sauver dans des fichiers les resultats
intermediaires dont on aura besoin dans une session de calcul subsequente.
3.1.6.3 Supprimer I'information inutile
Mathematica se souvient de toutes les operations effectuees au cours d'une session
de calcul: toutes les commandes entrees et tous les resultats obtenus sont conserves
dans les symboles In et Out. De plus, toutes les variables et regles de transformation
definies par I'utilisateur sont gardees en memoire. Dans une longue session de calcul,
cette information finit par occuper beaucoup d'espace memoire. La fonction
Mathematica Cleai[} permet d'effacer les In et Out, ainsi que les variables et regles de
transformation qui ne sont plus utiles (17). On peut ainsi liberer une certaine quantite
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de memoire qui redevient alors disponible pour Ie calcul. La commande S/?are[ ]
permet egalement de minimiser la memoire utilisee pour emmagasiner les expressions
en partageant Ie rangement de sous-expressions communes. Par centre, elle peut etre
extremement longue a appliquer (17). II existe done dans Mathematica des
commandes qui permettent de recuperer une partie de la memoire consommee au
cours du calcul. Toutefois, aucune d'elles ne peut retourner Mathematica a I'etat dans
lequel il se trouvait quand on I'a demarre. Lorsque la memoire devient trop basse, la
seule alternative possible est de quitter Mathematica et poursuivre dans une nouvelle
session de calcul (20).
3.1.6.4 Simplifier les expressions a mesure
Simplifier les expressions a mesure qu'elles sont generees constitue Ie meilleur moyen
cTeviter que leur taille devienne hors de proportion. Bien que les simplifications
demandent beaucoup de temps, elles permettent de minimiser I'espace memoire
occupe par les expressions et de limiter leur croissance au cours du calcul. Tel que
mentionne dans la section 3.1.6.1, pour etre efficaces, les simplifications doivent etre
executees de fa<?on controlee en delaissant les commandes generales telles que
Simplify ] au profit de commandes plus specifiques.
L'astuce sulvante permet egalement de minimiser la taille des expressions: pour
representer les constantes de couplage et les operateurs de moment angulaire, des
fonctions a deux arguments ont ete utilisees, par exemple la constante S[1,3] et
I'operateur S[x,1]. Cette notation fournit I'information complete sur la variable, mais elle
a Ie desavantage d'utiliser beaucoup d'espace memoire (21). Dans plusieurs etapes
du calcul, il n'est pas necessaire de posseder autant d'information sur les variables.
Lorsque c'est Ie cas, on peut remplacer les fonctions a deux indices telles que B[1 ,3]
par des variables simples comme a. On arrive ainsi a reduire de 1/3 a 1/2 I'espace
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memoire requis par les expressions.
3.2 Calcul numerique des moments
A partir des expressions analytiques obtenues, les moments ont ete evalues
numeriquement pour un reseau cubique simple dont tous les sites sont occupes par
des spins identiques 7= 1/2. Les calculs ont ete effectues a I'aide d'un ordinateur, sur
des reseaux de tallies variables places dans un champ magnetique Ho oriente selon
I'un des axes principaux du cristal.
3.2.1 Materiel
Les sommes sur Ie reseau cubique ont ete evaluees a I'aide d'un ordinateur IBM RISC
System/6000 modele 320H fonctionnant avec Ie systeme d'exploitation AIX version
3.2.5. Les programmes ont ete ecrits en code compatible en langage Fortran 77 et
compiles avec Ie compilateur XL Fortran version 3.2. Les donnees numeriques
generees par ces programmes ont ete traitees a I'aide du logiciel Quattro Pro v6.0 pour
Windows (Novell Inc.).
3.2.2 Methodes de calcul
Trois methodes de calcul differentes ont ete employees pour evaluer les sommes
apparaissant dans les moments. Dans la limite d'un reseau infini, les trois methodes
sont equivalentes et donnent des resultats identiques. Cependant, ies calculs utilisent
des reseaux de taille finie et les valeurs obtenues peuvent differer de fagon significative
selon la methode choisie pour evaluer les sommes.
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3.2.2.1 Methode 1: Sommes surtous les indices
Dans la premiere methode, les sommes S.,, 82, 83, etc. qui apparaissent dans les
tableaux 4 a 7 sont effectuees telles qu'elles, c'est-a-dire en laissant chacun des
indices j, k, 1, ... couvrir tous les points du reseau. Les spins sont distribues
uniformement sur un reseau cubique de largeur Lry, ou YQ est Ie parametre du reseau
et L est un entier. Chaque somme est evaluee pour differentes valeurs de L. Le
programme elabore pour executer ces operations est montre a I'annexe C. Le resultat
de chaque somme est ensuite divise par Ie nombre de spins dans Ie reseau N=L3 et
multiplie par Ie coefficient correspondant a la somme (Ie polynome en X= 1(1+1) qui
apparaTt dans les tableaux 4 a 7, dans lequel on introduit la valeur 7= 1/2). De cette
fa<?on, une valeur numerique est obtenue pour chaque terme du moment, en fonction
de la largeur du reseau. La valeur totals du moment est la somme de tous les termes
pour une valeur donnee de L.
3.2.2.2 Methode 2: Sommes avec un indice fixe
Dans Ie cas ou tous les spins du reseau occupent des sites cristallins equivalents, on
peut garder un des indices fixe et laisser tomber Ie facteur N~^ dans Ie calcul des
sommes (1, 11). Par exemple la somme S., dans Ie deuxieme moment devient:
E^=^E^ [3.8]
j^k k
ou la somme de droite est independante de I'indicey et Ie facteur Nesi introduit parce
que chacun des N points du reseau aurait pu etre choisi pour j et qu'il y a done N
sommes equivalentes. Ce type de reduction n'est strictement valide que dans la limite
d'un reseau infini. Pour un reseau fini, les points ne sont plus equivalents et I'equation
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ne tient qu'approximativement (8). C'est pourquoi les methodes 1 et 2 donnent des
resultats differents lors de calculs sur des reseaux de taille finie. Cependant, les
sommes convergent rapidement et pour un reseau assez grand, on peut negliger les
effets de surface. En etudiant la convergence des sommes avec une grandeur de
reseau croissante, il est possible de determiner a partir de quelle taille de reseau les
deux methodes donnent des resultats similaires. Chaque somme des tableaux 4 a 7
a done ete evaluee pour differentes valeurs de L, en fixant I'indicey au centre d'un cube
et en sommant les autres indices sur les Z3-1 sites qui I'entourent. Le nombre d'indices
sur lesquels la somme s'effectue est ainsi reduit de un, ce qui simplifie Ie calcul. Le
programme ayant servi a ces calculs est place a Fannexe D. Le resultat obtenu pour
chaque somme est multiplie par son coefficient polynomial et on obtient alors une
valeur numerique pour chaque terme du moment.
3.2.2.3 Methode 3: Sommes reduites
La troisieme technique de calcul a ete proposee par Jensen et Hansen (2). Dans cette
methode, chaque somme apparaissant dans les moments est reduite a des sommes
impliquant Ie plus petit nombre d'indices possible en utilisant des relations telles que:
<E^Hwr-w [3.9]
j^l \ k ) k
Chacune des sommes reduites est ensuite evaluee en fixant un des indices au centre
du reseau. Le nombre de sommes et Ie nombre d'indices a sommer sont ainsi reduits
de fagon substantielle et Ie calcul s'en trouve enormement simplifie. Un programme
illustrant ce type de calcul est montre a I'annexe E. Contrairement a Jensen et
Hansen, nous avons conserve la correspondance entre chacune des sommes
originales et sa version reduite, de fa^on a pouvoir obtenir la valeur numerique des




Les expressions analytiques derivees pour les moments deux a huit sont presentees
dans ce chapitre. Elles sont decomposees en diagrammes representant les
correlations de spins presentes dans Ie systeme, ce qui constitue une approche
originale a cette etude. Le nombre de spins et de couplages participant a ces
correlations est explique a partir des etapes du calcul. Un examen detaille de la forme
des expressions obtenues et de leur representation graphique permet de determiner
les caracteristiques generates de la solution au calcul des moments.
La seconde partie du chapitre est consacree aux resultats numeriques. A partir des
expressions analytiques, les moments sont evalues pour des reseaux cubiques simples
de tallies variables. Trois methodes de sommation differentes sont utilisees. Elles se
distinguent par la fa^on dont les indices couvrent les sites du reseau. La methode
d'evaluation employee affecte la vitesse de convergence des sommes et influence leur
valeur numerique sur des reseaux de dimensions finies. La contribution relative de
chacun des termes a la valeur totale du moment est egalement examinee. Finalement
les valeurs calculees pour les moments sont comparees aux mesures experimentales
sur Ie fluorure de calcium CaF2
4.1 Expressions analytiques des moments
Les expressions analytiques obtenues pour les moments deux a huit sont presentees
aux tableaux 4 a 7. Les moments sont constitues d'une serie de sommes sur les
correlations de spins presentes dans Ie reseau. Par exemple, Ie deuxieme moment
contient un seul type de somme:
49
[4.1]
alors que Ie quatrieme moment en contient trois:
»- - ^ \ -"^y ' ^..^ • €,S,^A 1 [4-21
j^k " ^1 j^l " " ^1 j+k+l
Dans les tableaux 4 a 7, chacun des termes composant les moments occupe une ligne
distincte. De plus, chaque terme est separe en deux parties: la premiere contient les
constantes de couplage dipolaire et la seconde regroupe les variables de spin. Les
sommes sur les produits de constantes de couplage apparaissent a la colonne 1. Le
symbole ^ signifie que deux indices ne sont jamais egaux dans les sommes. Ces
^
sommes contiennent la dependance du moment par rapport aux parametres du reseau.












Leur valeur numerique est fonction du nombre et de la distribution spatiale des spins.
Les coefficients des sommes sont presentes a la colonne 2. II s'agit de polynomes en
X = I (7+1) generes lors de I'operation de trace. Leur valeur numerique depend
uniquement du type de noyaux presents dans Ie reseau. A la colonne 3, les produits
de constantes de couplage sont representes sous la forme de diagrammes dans
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lesquels les points designent les atomesy, k, I,... et les lignes decrivent les couplages
Bjk qui les relient. Cette representation graphique sera discutee plus en detail a la
section 4.1.2.
Tableau 5. Termes apparaissant dans I'expression du quatrieme moment.
Type de somme Coefficient Diagramme
x(y-8^-47V)
Interactions a 2 spins
s, £5;'jk











Les expressions algebriques obtenues pour les moments d'ordre deux, quatre et six
sont identiques a celles qui furent initialement derivees par Van Vleck (equations [10]
et [24] de la reference 1) et par Jensen et Hansen (equation [31] de la reference 2).
En effectuant les reductions necessaires, il est egalement possible de demontrer que
I'expression obtenue pour Ie huitieme moment est equivalente a I'equation [23] de
Jensen et Hansen (2).
51
Tableau 6. Termes apparaissant dans I'expression du sixieme moment.
Type de somme Coefficient
x(y-12^-6AO
Diagramme
Interactions a 2 spins
s, £5;'jk






Interactions a 4 spins
s, £ BJkBJlBJm




























S,3 S BJtBJIBjn,BklB km
S,. £ BjkBjlB)mBklB'Jk^jl^jm^kl^lm


















Tableau 7. Termes apparaissant dans I'expression du huitieme moment.
Type de somme Coefficient
x(y-i6^-87V)
Diagramme
Interactions a 2 spins
s, £5;'jk -5157^ + 19878^2 - 28454Z3 + 17974Z4255150 •—• —•
Interactions a 3 spins
£5^1 40194Z2 - 137004Z3 + 152516^4 6
255150
^w -16842Z2 + 57302Z3 - 53928^4 5255150
£^ 21294Z2 - 89964X3 + U7096X4255150
i6p p -7194Z2 + 10U4X3 + 15364Z4
E BjkBjiBki
255150
-15678^2 + 47538Z3 - 25712^4
255150
ST £ BjkBjiBki
-24654Z2 + 35014Z3 + 39144Z4
255150
£ BjkBjlBkl 72876Z2 - 257821Z3 + 269854^4
255150
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Type de somme Coefficient
x(Y-16^-87V)
Diagramme
S,. £ B,kB,lBjmBk!BkmB'45 Im




















































































Type de somme Coefficient
x(y-16jr87V)
Diagramme
























































































































































4.1.1 Analyse de la forme generate des expressions
Une analyse approfondie des resultats presentes aux tableaux 4 a 7 permet d'extraire
plusieurs observations interessantes sur la forme generate que prennent les
expressions des moments. Tel que discute a la section 3.1.5, la taille des expressions
augmente avec I'ordre du moment. Le tableau 8, montre Ie nombre de termes que













contiennent les moments deux a huit. Le nombre de termes prevu pour Ie dixieme
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moment est egalement indique. Cette valeur a ete obtenue a pari:ir d'une methode de
denombrement des graphes qui sera expliquee au chapitre 5.
Les termes apparaissant dans les moments sont composes d'une somme sur Ie reseau
et de son coefficient polynomial. A partir des tableaux 4 a 7, on remarque que Ie
nombre de constantes de couplage multipliees ensemble dans chacune des sommes
est egal a I'ordre du moment. Ainsi, Ie seul terme du deuxieme moment ^ B^
^
contient un produit de deux constantes de couplage alors que les termes du quatrieme
moment Y,B^ , Y,B^2j , ^B^Bft^ contiennent des produits de quatre
^ ^ ^
constantes de couplage. Le nombre de constantes de couplage s'explique facilement
a partir des etapes de calcul decrites a la section 3.1.3. C'est par Ie biais de
I'Hamiltonien dipolaire de I'equation [3.2] que les constantes de couplage apparaissent
dans la solution. Lors de revaluation du supercommutateur [(3-^)" ^J (equation [2.26]),
chacune des n commutations avec I'Hamiltonien dipolaire ajoute une constante de
couplage dans Ie produit. Par consequent, Ie resultat du supercommutateur contient
des produits de n constantes de couplage et lorsqu'on met au carre, on obtient un
produit de 2n constantes de couplage dans chaque terme. Physiquement, ces
constantes correspondent aux couplages dipolaires presents entre les spins.
Le nombre d'indices dans les sommes varie lui aussi avec I'ordre du moment.
L'expression pour Ie moment d'ordre 2n contient des sommes sur 2, 3,4, ... , n+"\
indices, ou les indices j, k,l... representent les spins couples par I'interaction dipolaire.
La solution implique done I'apparition de correlations de spins d'ordre superieur avec
les moments plus eleves. Tel que discute a la section 3.1.3, Ie nombre de spins
couples dans Ie moment 2n ne peut depasser /?+1 puisque les termes impliquant un
plus grand nombre de spins disparaissent lors de la trace. Le tableau 9 montre
comment les termes des differents moments sont repartis en fonction du nombre de
constantes de couplage et d'indices dans les sommes. On constate que Ie nombre de
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termes augmente avec Ie nombre de constantes de couplages et d'indices. Ce resultat
est coherent avec Ie fait qu'il existe un plus grand nombre de configurations de
couplage possibles lorsque Ie nombre de couplages et de spins en interaction
augmente.
Tableau 9. Repartition des termes presents dans les expressions analytiques des
moments en fonction du nombre de constantes de couplage et du nombre




















































Les coefficients des sommes sont des polynomes en X =J (7+1) dont la forme varie
avec I'ordre du moment et Ie nombre de spins en interaction. La puissance maximale
deJ^qui apparaTt dans Ie polynome est toujours egale a n pour Ie moment d'ordre 2n.
La puissance minimale detest egale a i-\ ou i est Ie nombre de spins couples. Les
puissances dejfpresentes dans les differents coefficients sont indiquees au tableau
10.
Tableau 10. Forme des coefficients polynomiaux en fonction du nombre d'indices

































Les polynomes enJ'proviennent de la trace sur les produits d'operateurs de moment
angulaire. A la section 3.1.3, on a vu que Ie calcul du moment d'ordre 2n implique la
trace sur des produits de 2n+2 operateurs. Lorsque Ie nombre d'operateurs augmente,
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I'ordre du polynome qui resulte de la trace augmente egalement (14). Ceci explique
pourquoi la puissance maximale de X apparaissant dans les polynomes croTt avec
I'ordre du moment. Quant a la puissance minimale, elle depend du nombre de spins
en interaction parce que la trace est calculee de fa^on independante sur chaque atome
(section 3.1.3). Le nombre d'operateurs impliques dans la trace sur un seul atome et
Ie nombre de traces a un atome multipliees ensembles dependent de la partition des
2n+2 operateurs de moment angulaire entre les differents atomes. Par consequent,
la puissance minimale du polynome en^depend du nombre d'atomes differents dans
Ie produit d'operateurs.
4.1.2 Analyse par diagrammes
Dans cette section, les differents termes apparaissant dans les moments sont analyses
a I'aide d'une methode graphique originale ou chaque produit de constantes de
couplage est represente par un diagramme. Dans Ie diagramme, chaque point est un
spin et chaque ligne correspond a un couplage dipolaire entre deux spins.
^
B^B,fikl
Figure 10. Representation graphique des produits de constantes de couplage. Les
points du diagramme symbolisent les spins et les lignes qui les relient
correspondent aux couplages dipolaires.
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La figure 10 donne des exemples de cette representation graphique. Puisque certaines
constantes de couplage sont repetees plusieurs fois dans Ie prod uit, il existe des aretes
multiples entre certaines paires de sommets.
Les produits de constantes de couplage apparaissant dans les moments et les
diagrammes correspondants sont presentes aux tableaux 4 a 7. Pour ne pas
encombrer inutilement les diagrammes, les indices sur les sommets sont omis et Ie
nombre d'aretes entre deux sommets est indique a I'aide d'un chiffre lorsqu'il est
superieur a un. Cette approche fournit une base pour I'interpretation physique des
moments. Les produits de constantes de couplage peuvent etre vus comme de petits
groupes de spins couples. Puisque les termes du moment impliquent des produits de
constantes de couplage differents, ils representent differentes fa^ons dont les groupes
de spins peuvent etre connectes par I'interaction dipolaire. Le nombre de spins
couples et Ie nombre de couplages entre eux sont determines par la forme de la
solution. A la section precedente, I'analyse des expressions pour les moments a revele
que la solution possede certaines caracteristiques generales qui peuvent etre
transposees a la representation graphique. Lorsque Ie moment d'ordre 2n est
decompose en diagrammes, les graphes obtenus suivent les regles qui sont
enumerees et expljquees dans les paragraphes qui suivent.
Reqle 1: Le graphe est compose de In aretes. Puisque tous les termes du moment
d'ordre 2n contiennent des produits de 2n constantes de couplage, tous les
diagrammes correspondants sont composes de 2n aretes. Tel qu'indique a la section
precedente, chacune des n commutations du supercommutateur [(!HX)n ju^ introduit une
constante de couplage dans Ie produit et lorsqu'on met au carre, on obtient 2n
constantes de couplages. Par exemple, les trois graphes du quatrieme moment sont
composes de quatre aretes, comme on peut Ie voir a la figure 11.
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Figure 11. Diagrammes composant Ie quatrieme moment.
Regle 2: Le graphe possede 2, 3,..., n+1 sommets. Le nombre minimum d'indices
apparaissant dans un produit de constantes de couplage est deux puisqu'un couplage
Bjk implique necessairement deux spins differents. Tel que mentionne a la section
3.1.3, Ie nombre de particules en interaction ne peut depasser n+1 puisque les termes
impliquant un plus grand nombre d'atomes possedent une trace nulle. Par consequent,
Ie moment d'ordre 2n est compose de diagrammes sur 2, 3, ... , n+1 sommets. Ainsi,
les graphes du quatrieme moment presentes a la figure 1 1 possedent deux ou trois
sommets.
Regle 3: Le graphe est connexe. Cela signifie qu'il existe un chame d'arete pour
connecter n'importe quelle pajre de sommets. Les graphes de la figure 11 sont tous
connexes. Par centre, Ie diagramme sur quatre sommets de la figure 12 n'est pas
connexe parce qu'il n'existe pas de chemin entre certains spins, comme c'est Ie cas
poury et /. Un graphe non connexe correspond a un produit entre des constantes de
couplage quj n'ont aucun indice en commun. Les relations de commutation entre les
operateurs de moment angulaire (equation [3.6]) empechent que ce type de terme soit
genere lors du calcul des moments. Par exemple, Ie graphe non connexe de la figure
12 represente Ie terme B^B,,,,3 qui n'est pas obtenu dans I'expression du sixieme
moment.
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Figure 12. Graphe non connexe.
Regle 4: Le graphe ne contient pas de boucle. Une boucle est une arete qui relie
un sommet a lui-meme. Le graphe de la figure 13, qui contient une boucle, n'est pas
obtenu dans Ie quatrieme moment. La raison pour laquelle on n'obtient jamais de
boucle est tres simple: une boucle correspond au couplage d'un spin avec lui-meme
et la constante B^ associee a ce type de couplage est nulle, comme on peut Ie voir a
partirde I'equation [1.16].
Figure 13. Graphe avec boucle.
Regle 5: Le graphe estferme. Le degre d'un sommet, c'est-a-dire Ie nombre d'aretes
incidentes a ce sommet, est plus grand ou egal a deux. En d'autres termes, il n'y a
jamais de sommet isole (sommet de degre 0) ni de sommet pendant (sommet de degre
1) comme dans les graphes de la figure 14. Un sommet isole n'a aucun sens puisqu'il
ne participe a aucun coulage et, par consequent, n'est pas present dans Ie produit de
constantes. Quant au sommet pendant, il correspond au cas ou un indice n'apparaTt
qu'une fois dans Ie produit de constantes de couplage et dans Ie produit d'operateurs
de moment angulaire. Tel que mentionne a la section 3.1.3, ce type de termes
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possedent une trace nulle.
Figure 14. Graphes qui ne sont pas fermes. Le graphe de gauche possede un
sommet isole (/) tandis que Ie graphe de droite a un sommet pendant (k).
Regle 6: La multiplicite maximale entre deux sommets est 2(n-/+2) Le cas ou on
trouve plus de 2(n-i+2) aretes entre deux sommets d'un graphe connexe correspond
a une situation ou un indice n'apparatt qu'une fois dans Ie produit d'operateurs. La
trace de ce type de termes est nulle et c'est pourquoi ils ne sontjamais obtenus. Void
une explication plus detaillee: supposons que la multiplicite entre deux sommetsy et
k est egale a m, cela signifie que la constante de couplage B^ est repetee m fois dans
Ie produit des 2n constantes de couplage. Dans Ie cas d'un graphe connexe, les
indicesy et k apparaissent alors au total au mains m+2 fois dans Ie produit des 2n+2
operateurs de moment angulaire. Si Ie nombre d'indices differents dans Ie terme est
/', les / - 2 indices autres quey et k sont repartis sur les 2n+2-(m+2) operateurs qui
restent. On a vu a la section 3.1.3 que la trace est differente de zero si chaque indice
apparaTt au mains deux fois dans Ie produit d'operateurs. Pour qu'un terme survive a
la trace, il doit done satisfaire a la condition:
2*(;-2) < 2n+2-(m+2)
m <. 2(n-i+2) rt"
La multiplicite entre deux sommets est done toujours inferieure ou egale a 2(n-i+2).
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L'idee de decomposer les moments en diagrammes n'est pas nouvelle. Bersohn et
Das (6) ont tente d'analyser les moments a I'aide d'une methode graphique legerement
differente de la notre. Dans leurs diagrammes, les particules sont representees a I'aide
de lignes alors que les points correspondent aux couplages dipolaires. La
representation que nous avons utilisee, ou les spins sont des points et les couplages
sont des lignes les reliant, nous semble correspondre d'avantage a I'idee qu'on se fait
intuitivement d'un groupe de particules en interaction. De plus, Ie modele graphique
de Bersohn et Das a ete elabore a partir des resultats pour les moments deux et quatre
seulement. Certaines des regles que nous avons etablies quant a la forme des
diagrammes sont observables uniquement avec les moments d'ordre six et huit. Par
consequent, la methode d'analyse graphique que nous avons developpee est plus
raffinee et donne de meilleurs resultats que celle de Bershon et Das. Ainsi, leur
modele prevoit que Ie sixieme moment est compose de dix types de sommes sur
quatre indices alors que la solution exacte en contient seulement neuf. Notre methode
permet de predire correctement tous les termes apparaissant dans les moments deux
a huit.
Les modeles graphiques ont egalement ete appliques a I'analyse de la croissance des
coherences en RMN multiphotonique (5). Ce probleme, qui implique des interactions
dipolaires, montre plusieurs similitudes avec celui des moments. Dans les deux cas,
I'equation a resoudre contient une serie de commutateurs emboTtes les uns dans les
autres. En RMN multiphotonique, les commutations successives permettent au groupe
de spins couples de crottre dans Ie temps; dans Ie calcul des moments, Ie nombre de
spins couples augmente en passant d'un moment au suivant lorsqu'une commutation
est ajoutee dans Ie supercommutateur [(3-(?c)n //J.
L'analyse des moments a partir de I'examen des expressions et de leur representation
graphique montre clairement que la solution obeit a une forme generate definie et
73
previsible. Cette analyse a permis de determiner les caracteristiques de la solution et
de comprendre de quelle maniere elles emergent du calcul. L'utilisation de
diagrammes indique que les moments peuvent etre decomposes en termes de toutes
les correlations possibles impliquant de petits groupes de spins a I'interieur du systeme.
Le nombre de spins participant aux correlations et Ie nombre de couplages les
connectant sont fixes par une serie de regles qui ont ete enumerees et expliquees a
partir des etapes du calcul. En connaissant les regles qui regissent les diagrammes
apparaissant dans Ie moment d'ordre 2n, il est possible d'appliquer des techniques de
denombrement des graphes pour predire les termes qui Ie composent. Cette approche
permet d'obtenir de I'information sur les moments d'ordre superieur sans les calculer
explicitement. La methode de denombrement des graphes sera expliquee au chapitre
5. Elle a ete utilisee pour determiner les sommes presentes dans I'expression
analytique du dixieme moment.
4.2 Valeurs numeriques des moments
Les expressions analytiques presentees aux tableaux 4 a 7 ont ete utilisees pour
obtenir des valeurs numeriques des moments sur des reseaux cubiques simples. Les
calculs ont ete effectues pour un systeme de spins identiques I = 1/2 et pour une
orientation du champ magnetique Hy parallele a I'un des axes principaux du cristal. Les
sommes apparaissant dans les moments ont ete evaluees de trois fa^ons differentes
decrites a la section 3.2.2 et pour plusieurs grandeurs de reseau. Les resultats ne sont
pas tous presentes en detail; quelques exemples representatifs des donnees recueillies
sont montres, pour Ie reste, seule la valeur finale du moment est indiquee.
Dans I'annexe F, I'erreur sur la valeur numerique des moments a ete evaluee.
L'exactitude de la valeur calculee pour les differents moments depend de la methode
de sommation et de la grandeur du reseau utilise pour Ie calcul. Les valeurs calculees
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montrent un comportement asymptotique en fonction de la taille du reseau. Aussi, plus
la taille du reseau est grande, plus la valeur calculee s'approche de la valeur reelle du
moment. Dependemment de la methode de sommation employee et de I'ordre du
moment, la convergence vers la valeur asymptotique sera plus ou mains rapide et la
taille de reseau qu'il est possible d'atteindre sera plus ou moins grande. Par
consequent, les resultats presentes dans les sections qui suivent ne possedent pas
tous Ie meme degre de precision.
4.2.1 Methode 1: Sommes surtous les indices
Le tableau 11 contient les donnees recueillies lors du calcul du quatrieme moment par
la methods 1, dans laquelle chacun des indices est somme sur tout Ie reseau.
Tableau 11. Valeurs numeriques obtenues pour les termes du quatrieme moment en
sommant chacun des indices sur Ie reseau (methode 1). Les valeurs sont
























































Ce tableau renferme la valeur numerique du quatrieme moment et de chacun des
termes qui Ie composent pour differentes largeurs Lry du reseau, ou ry est Ie parametre
du reseau. La figure 15 illustre graphiquement les resultats presentes au tableau 11
pour Ie quatrieme moment M^ (cercles pleins). On y constate que Ie quatrieme moment
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Figure 15. Convergence du quatrieme moment M^ avec la largeur du reseau L. Les
cercles pleins (•) representent les valeurs obtenues en sommant chacun
des indices sur Ie reseau. Les carres vides (a) montrent les valeurs
calculees en fixant un des indices au centre du reseau. Les triangles pleins
(A) donnent les resultats obtenus en utilisant les sommes reduites.
En utilisant 1/Z en abscisse au lieu de Z, on obtient Ie graphe B presente a la figure 16.
On y observe une portion Ijneaire au debut de la courbe, dans la region ou L est grand.
En effectuant une regression lineaire sur cette partie de la courbe, il est possible
d'extrapoler la valeur du quatrieme moment lorsque la taille du reseau tend vers I'infini.
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Cette valeur correspond a I'ordonnee a I'origine de la droite de regression visible a la
figure 16. Cette technique a ete utilises pour estimer la valeur asymptotique des
moments deux a huit tel qu'on peut Ie voir a la figure 16. Les resultats obtenus sont
presentes a la premiere ligne du tableau 12.
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Figure 16. Methode graphique pour determiner la valeur des moments sur un reseau
infini. La courbe du moment d'ordre 2n, M^, en fonction de I'inverse de la
largeur du reseau 1/Z presente une portion lineaire qui peut etre
extrapolee pour estimer la valeur du moment lorsque Z^oo. La methode a
ete appliquee au deuxieme moment (A), au quatrieme moment (B), au
sixieme moment (C) et au huitieme moment (D).
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Tableau 12. Valeurs numeriques des moments obtenues par differentes methodes de
sommation. Les valeurs sont donnees en unites de (y^S/ro) pour Ie



























Cette methods pour estimer la valeur vers laquelle une somme converge fonctionne
bien lorsque Ie nombre de spins en interaction est petit (2 ou 3). Ces sommes
contiennent peu d'indices et par consequent, il est possible de les evaluer sur des
reseaux dont les dimensions sont grandes. Par centre, lorsque Ie nombre de spins en
interaction est plus eleve (4 ou 5), Ie temps necessaire au calcul restreint la sommation
a de petits reseaux, ce qui limite Ie nombre de donnees disponibles pour la regression.
De plus, les sommes sur un grand nombre d'indices convergent plus lentement, avec
pour resultat qu'il n'est pas possible d'atteindre des tallies de reseaux assez grandes
pour observer leur convergence. Ceci se traduit par une deviation a la linearite
importante lorsqu'on utilise 1/Z comme abscisse. Pour ces raisons, les valeurs
extrapolees pour les moments six et huit, qui impliquent des interactions a 4 et 5 spins,
ne constituent qu'une approximation tres grossiere de la valeur du moment pour un
reseau infini.
A titre d'indication, Ie tableau 13 montre les largeurs de reseau maximales L^ qu'il a
ete possible d'atteindre avec les ressources informatiques disponibles.
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Tableau 13. Largeur maximale des reseaux utilises pour revaluation numerique des













Sommer chacun des indices sur tout Ie reseau ne constitue pas la methode ideale pour
obtenir la valeur numerique des moments. D'abord, la grande quantite de correlations
qu'il faut considerer limite Ie calcul a des reseaux de petite taille, surtout lorsque Ie
nombre de spins en interaction est grand. De plus, la convergence des sommes
effectuees de cette maniere est plutot lente. Par consequent, il est impossible
d'atteindre des grandeurs de reseau ou les sommes convergent et les valeurs des
moments obtenues par cette methode sont inferieures aux valeurs asymptotiques.
4.2.2 Methode 2: Sommes avec un indice fixe
La deuxieme methode employee pour evaluer les sommes consiste a fixer un des
indices au centre du reseau et a sommer les autres indices sur les sites qui I'entourent.
En procedant ainsi, Ie nombre d'indices a sommer est reduit de un, ce qui diminue
significativement Ie nombre de correlations de spins devant etre calculees dans Ie
reseau. II est alors possible d'utiliser des reseaux de taille superieure pour revaluation
des sommes, comme on peut Ie voir au tableau 14.
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Tableau 14. Largeur maximale des reseaux utilises pour revaluation numerique des












Le tableau 15 contient les resultats obtenus pour Ie quatrieme moment en utilisant la
methode de calcul 2. La valeur du moment converge beaucoup plus rapidement
qu'avec la premiere methode, ce qui est evident lorsqu'on compare les courbes de la
figure 15 (carres vides et cercles pleins). Toutefois, il n'est pas toujours possible
d'atteindre une taille de reseau suffisante pour observer la convergence des sommes,
comme Ie montrent les donnees du tableau 15.
Les valeurs des moments calculees avec la methode 2 sont presentees a la deuxieme
ligne du tableau 12. Ces valeurs sont obtenues en prenant la valeur de chacune des
sommes sur Ie plus grand reseau possible. Par exemple, au tableau 15, on a utilise
la valeur de S-, a Z = 111 et les valeurs de 82 et 83 a Z = 31 pour obtenir Ie quatrieme
moment. Ainsi, les moments apparaissant au tableau 12 ne correspondent pas a une
taille de reseau determinee, mais a une combinaison de differentes tallies de reseau.
Cette procedure permet de s'assurer que la valeur du moment est la plus proche
possible de sa valeur asymptotique.
En comparant les deux premieres lignes du tableau 12, on constate que les resultats
obtenus pour Ie deuxieme et Ie quatrieme moment sont similaires pour les methodes
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1 et 2. Par centre, les deux methodes de calcul donnent des resultats differents pour
les moments six et huit. Tel que mentionne a la section precedente, ceci est du au fait
que les sommes sur les interactions a 4 et 5 spins qui apparaissent dans les moments
superieurs n'ont pas atteint leur valeur asymptotique.
Tableau 15. Valeurs numeriques obtenues pour les termes du quatrieme moment en
fixant un des indices au centre du reseau (methode 2). Les valeurs sont
























































































Parce que la methode 2 permet de s'approcher d'avantage de la region de
convergence des sommes, les resultats qu'elle fournit constituent une meilleure
approximation de la valeur reelle des moments.
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4.2.3 Methode 3: Sommes reduites
La troisieme methode utilisee pour calculer les moments est celle de Jensen et Hansen
(2). Leur approche consiste a decomposer chacune des sommes du moment en une
serie de sommes impliquant Ie plus petit nombre d'indices possible. Les expressions
des moments deux a huit obtenues de cette maniere sont presentees dans la reference
2. L'avantage de cette methode est que Ie nombre de sommes a effectuer et Ie
nombre d'indices a sommer sont tous deux reduits. Le calcul s'en trouve enormement
simplifie, ce qui permet d'atteindre des reseaux plus grands. On peut voir au tableau
16 la largeur maximale des reseaux utilises en fonction du nombre d'indices
apparaissant dans les sommes reduites.
Tableau 16. Largeur maximale des reseaux utilises pour revaluation numerique des





Parce qu'elles impliquent moins d'jndices, les sommes reduites convergent plus
rapidement. Le graphe de la figure 15 montre la convergence du quatrieme moment
calcule avec les sommes reduites (triangles pleins). Sur ce graphique, on peut voir qu'il
n'y a pas beaucoup de difference entre les methodes de calcul 2 et 3. C'est surtout
dans Ie calcul des moments superieurs qu'on peut observer une convergence plus
rapide avec la methods 3. Les resultats obtenus pour chacun des moments a partir de
cette methode de calcul sont presentes a la troisieme ligne du tableau 12. Comme
pour la methods 2, ces valeurs ont ete obtenues en prenant la valeur de chaque
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somme sur Ie plus grand reseau possible et ne correspondent pas a une grandeur de
reseau unique. Pour Ie moment d'ordre deux, les methodes 2 et 3 sont identiques,
c'est-a-dire qu'on effectue exactement la meme somme sur 1 indice et Ie resultat est
done Ie meme. Pour Ie quatrieme moment, bien que les deux methodes de calcul
soient legerement differentes, on obtient Ie meme resultat puisqu'on a atteint la valeur
asymptotique. C'est au niveau des moments superieurs qu'on observe une difference
dans les resultats: les moments six et huit calcules avec les sommes reduites sont plus
grands en raison de la taille superieure des reseaux et de la convergence plus rapide
des sommes. Des trois methodes de calcul, la methode 3 est celle qui donne les
resultats les plus proches des valeurs asymptotiques. Par contre, la quantite de calcul
et Ie temps qu'il faut investir pour effectuer les reductions de sommes ne sont pas
negligeables et ceci constitue Ie desavantage de cette methode.
L'interet d'utiliser trois methodes de calcul differentes pour les moments est multiple.
D'abord, cela permet de verifier la coherence des resultats obtenus. Ainsi, a partir des
donnees du tableau 12 on constate que pour les petits moments (M^ etM^), les trois
methodes donnent des resultats presque identiques parce que ces valeurs
correspondent aux valeurs asymptotiques. L'accord est moins bon avec les moments
superieurs (M^ et Mg) puisqu'il n'a pas ete possible d'atteindre des tallies de reseau
suffisantes pour observer la convergence complete des sommes. La comparaison
entre les valeurs obtenues par les differentes methodes de calcul fournit done une
indication de I'exactitude du resultat obtenu par rapport a la valeur reelle du moment
(8).
II est egalement interessant d'observer I'influence de la methode de calcul sur la
convergence des sommes. Par exemple, les sommes contenant moins d'indices
convergent plus rapidement puisque les effets de surface sont alors moins importants.
Les sommes qui s'effectuent sur un produit de plusieurs constantes de couplage
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convergent elles aussi plus rapidement. Ceci s'explique par la dependance des
constantes de couplage en r^3 (equation [1.16]) ou ^ est la distance entre les spinsy
et k. Plus il y a de constantes de couplage dans Ie produit, plus il y a de facteurs r3 au
denominateur, avec pour consequence que la valeur du produit diminue rapidement
lorsque la distance entre les spins augmente. En grandissant Ie reseau, ce sont des
couplages entre spins eloignes qu'on ajoute et bien qu'ils soient nombreux, leurvaleur
numerique est tellement petite qu'ils ne contribuent presque pas au moment (22).
Aussi, ces sommes convergent tres rapidement.
4.2.4 Comparaison avec la litterature
Atitre de comparaison, les valeurs des moments deux et quatre calculees parAbragam
(7) et les valeurs des moments six et huit calculees par Jensen et Hansen (2) sont
incluses dans Ie tableau 12. Le quatrieme moment d'Abragam a ete calcule pour un
reseau L = 3. Quant aux resultats de Hansen et Jensen, ils ont ete obtenus a partir des
donnees des tableaux I et II (2), en utilisant Ie plus grand reseau possible pour chacun
des termes. Ainsi, leurs valeurs correspondent a un reseau L = 21 pour les sommes
sur un indice et L = 9 pour les sommes sur 2 et 3 indices. Le fait que nous ayons
atteint des tallies de reseau superieures a ces auteurs explique nos valeurs legerement
plus elevees pour les moments.
4.2.5 Contributions relatives des sommes
A partir de resultats pour les moments quatre et six, Bersohn et Das (6) ont conclu qu'a
mesure que I'ordre du moment 2n augmente, pratiquement toute la contribution a sa
valeur provient des interactions a n+1 spins. Selon ces auteurs, il est alors possible
d'obtenir une valeur approximative satisfaisante du moment en calculant uniquement
la partie qui implique des interactions a /?+1 spins. Le tableau 17 montre la contribution
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en pourcentage des interactions a 2, 3,4,..., n+1 spins pour chacun des moments que
nous avons calcules. Ces resultats confirment Ie fait que les interactions a /?+1 spins
constituent la partie la plus importante du moment 2n. Toutefois, il semble que la
contribution des interactions a /?+1 spins diminue, au lieu d'augmenter, lorsque I'ordre
du moment est plus eleve. Pour Ie quatrieme moment, Bersohn et Das donnent des
contributions de 8,6% pour les interactions a 2 spins et 91,4% pour les interactions a
3 spins, ce qui est assez proche des valeurs du tableau 17. Par centre, pour Ie sixieme
moment, ils indiquent des contributions de 0,76%, 2,14% et 97,10% pour les
interactions a 2, 3 et 4 spins respectivement (6). La difference avec les pourcentages
du tableau 17 provient sans doute du fait que la valeur qu'ils ont utilisee pour Ie sixieme
moment, 2053 (y2^o)6, est tres inferieure a la notre, soit 2687 (flilrof.
Tableau 17. Contribution a la valeur numerique des moments selon Ie nombre de
spins en interaction dans les diagrammes.
Moment Contribution selon Ie nombre de spins en
interaction (%)














Les resultats du tableau 17 demontrent qu'on ne peut negliger systematiquement les
sommes impliquant moins de ,7+1 spins lors du calcul des moments. Par centre, il est
vrai que les sommes ne contribuent pas toutes de fa9on equivalente au moment. Les
trois graphiques de la figure 17 montrent la contribution en pourcentage de chacune
des sommes pour les moments quatre, six et huit. D'apres ces graphes, il semble que
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Figure 17. Contribution des differents termes pour les moments (A) quatre, (B) six et
(C) huit. Le chiffre 1 en abscisse indique la somme S^.
II est interessant de voir quels sont les diagrammes correspondant aux termes
dominants. Les sommes S^ et 82 constituent plus de 97% du quatrieme moment. Les
graphes associes a ces sommes sont representes au tableau 18 avec leurs
contributions respectives. Pour Ie sixieme moment, seuls les termes du tableau 19
apportent une contribution significative. 11s totalisent pres de 95% de la valeur du
moment.
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Dans Ie huitieme moment, seules les sommes du tableau 20 apportent une contribution
superieure a 5%.



















Les resultats obtenus demontrent que seuls quelques termes dominent la valeur
numerique du moment. De fa<?on generate, il semble que les diagrammes les plus
importants ne contiennent pas de cycles et possedent des aretes multiples paires.
Cette derniere observation peut s'expliquer par Ie fait que les produits contenant
uniquement des puissances paires de B ne prennent jamais de valeurs negatives et
leur somme est done plus elevee que lorsque que des puissances impaires
apparaissent dans Ie produit (9).
4.2.6 Comparaison avec les mesures experimentales
Le fluorure de calcium (CaF2) est Ie materiau standard utilise pour tester les theories
pour la forme de raie RMN et les calculs des moments. II possede de nombreuses
caracteristiques interessantes: Ie seul isotope stable du fluor, F19, possede un spin 1/2
et est abondant a 100%. De plus, les noyaux de fluor forment un reseau cubique
simple qui peut etre considere rigide dans Ie cristal de CaF2. Quant au calcium, Ie seul
isotope qui possede un spin different de zero est Ca43 dont I'abondance est de
seulement 0,14% et dont Ie moment magnetique est tres petit. Le fluorure de calcium
constitue done un excellent materiau pour comparer avec I'experience les valeurs
numeriques obtenues pour les moments (23, 24).
Afin d'obtenir des valeurs theoriques des moments pour la raie d'absorption de F19
dans CaF2, on a utilise un rapport: gyromagnetique y= 2,5167x104 rad see'1 G'1 pour
F19 et une distance fluor-fluor ro = 2,7255 A (25). Les moments calcules a partir de ces
parametres sont presentes au tableau 21. L'erreur estimee sur ces valeurs est de
3x10 G. L'annexe F montre la fa^on dont cette erreur a ete evaluee. Le tableau 21
contient egalement les valeurs theoriques basees sur les travaux de Canters et
Johnson (8) et de Jensen et Hansen (2), et les mesures experimentales de Engelsberg
etLowe(10).
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Tableau 21. Valeurs theoriques et experimentales des moments pour la forme de raie
de F19 dans CaFz. Les valeurs experimentales sont tirees des travaux de
Engelsberg et Lowe (10). Les moments theoriques presentes a la
troisieme colonne proviennent de Canters et Johnson (8) et Jensen et























Les donnees du tableau 21 montrent un tres ban accord entre les valeurs theoriques
et experimentales. Les moments calcules sont egalement tres pres des valeurs
theoriques obtenues par Canters et Johnson(8) et par Jensen et Hansen (2), meme
si nos travaux ont utilise des tallies de reseau superieures pour les calculs. L'absence
de difference marquee entre les valeurs calculees indique qu'elles sont proches des
valeurs asymptotiques.
Dans ce chapitre, des expressions analytiques et des valeurs numeriques ont ete
presentees pour les moments deux a huit de la raie d'absorption RMN. Les resultats
concordent avec les donnees theoriques et experimentales disponibles dans la
litterature. Une analyse des equations obtenues pour les moments a permis de
developper une methode graphique permettant de predire les sommes qui composent
les moments de n'importe quel ordre. Cette methode, qui utilise Ie denombrement des
graphes, est exposee au chapitre suivant. Elle a ete utilisee pour determiner les




Au chapitre 4, les expressions des moments ont ete analysees en associant a chacun
des termes un diagramme representant les interactions dipolaires entre les spins.
Cette methode graphique a permis de demontrer que les moments sont composes de
tous les schemas de correlation possibles respectant certaines contraintes imposees
par la forme de la solution. II est possible de predire les termes qui apparaissent dans
les moments en recensant tous les graphes qui obeissent aux regles enoncees a la
section 4.1.2. Ce chapitre montre comment Ie probleme d'enumeration des graphes
peut etre resolu en utilisant un theoreme fondamental du a Polya (26, 27, 28).
Le theoreme de Polya est d'abord enonce de maniere generale puis applique au
probleme specifique du denombrement des graphes. A titre d'exemple, une
demonstration de I'utilisation du theoreme pour enumerer tous les termes du sixieme
moment est presentee. Finalement, la methode de denombrement des graphes est
employee pour predire les sommes apparaissant dans Ie dixieme moment.
5.1 Theoreme de Polya
Lorsqu'on tente de denombrer les graphes composant les moments, Ie probleme que
I'on doit resoudre consiste a trouver un nombre de «configurations». On cherche
une configuration chaque fois qu'on veut placer des objets de fagon a respecter
certaines contraintes fixees a I'avance. II s'agit d'un probleme combinatoire pour lequel
Ie theoreme de Polya fournit une solution sous la forme d'un polynome de
denombrement. Ce polynome en x (x etant une variable indeterminee) est appele la
serie de denombrement des configurations F(x). L'objet du theoreme de Polya est
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d'exprimer F(x) en terme d'une serie de denombrement des figures (p(x) et d'un groupe
de configurations G. Symboliquement:
F(x) = Z(G,(J)(x)) [5.1]
ou Z est appele I'indicateur de cycles du groupe G. Afin d'appliquer Ie theoreme de
Polya, on doit done determiner la serie de denombrement des figures (fi(x) et
I'indicateur de cycles du groupe de configurations Z(G). Dans les sections suivantes,
nous allons montrer comment cela est accompli en fournissant un exemple concret ou
Ie theoreme de Polya est applique au denombrement des graphes.
5.1.1 La serie de denombrement des figures (p(x)
Supposons qu'une configuration est une sequence de s «figures». A chaque figure
est associe un entier positif k appele son «contenu». La serie de denombrement
des figures (p(x) est definie par:
^>(x) = E <t>t x * [5.2]
k=0
ou Ie coefficient ^ de la variable indeterminee xk est Ie nombre de figures differentes
de contenu k (26, 27, 28). A titre d'exemple, supposons qu'on desire utiliser Ie
theoreme de Polya pour compter Ie nombre de graphes ap sommets non etiquetes (26,
27, 28). Dans ce cas, les configurations cherchees sont des graphes dont les figures
sont les s =p(p-l)/2 paires de sommets. Le contenu k d'une figure est alors 1 ou 0
selon qu'il existe ou non une arete entre la paire de sommets. A partir de I'equation
[5.2] on obtient la serie de denombrement des figures suivante:
(|)(x) = 1+x [5.3]
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5.1.2 Le groupe de configurations G
Le groupe de configurations G est un groupe de permutations de degre s (nombre
d'elements permutes) et d'ordre h (nombre de permutations dans Ie groupe) qui
contient toutes les permutations possibles des s figures constituant une configuration.
Deux configurations sont equivalentes par rapport a G s'il existe dans G une
permutation des figures qui envoie une configuration sur I'autre. Cette relation
d'equivalence partage I'ensemble des configurations en classes que I'on cherche a
denombrer a I'aide de la serie de denombrement des configurations qui aura la forme:
F(x) =T.Fkxk I5-4!
k^O
ou Ie coefficient F^ de la variable indeterminee x^donne Ie nombre de configurations de
contenu k qui ne sont pas equivalentes par rapport a G (26, 27, 28).
5.1.3 L'indicateur de cycles Z(G)
Tel que mentionne au debut de la section 5.1, Ie but du theoreme de Polya est
d'exprimer F(x) en terme de (p(x) et G selon la relation F(x) = Z(G', <^(x)). Ceci est
accompli en utilisant I'indicateur de cycles de G, Z(G), defini comme suit: chaque
permutation du groupe G peut etre exprimee sous la forme d'un produit de cycles de
permutations disjoints. Si une permutation de degre s est decomposee eny'y cycles de
degre 1, j^ cycles de degre 2, etc. on a I'equation suivante:
i-y'i + 2-7-2 + ... + s-j, = s [5.5]
Les permutations possedant la meme structure cyclique appartiennent a la meme
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classe. Le nombre de classes de permutations correspond aux partitions de I'entier s.
Le nombre de permutations dans une classe du type (ji,J2> ••• 'D est donne par la
formule de Cauchy:
^ ^ _/?_
'^••••J! ~ ^•^^•^...^•j; [5-6]
Soient s indeterminees (f^f^,... ,f,) alors I'indicateur de cycles de G est defini par:
^^E^,,,..,,//-//2-//' [5.7]
ou la somme est prise sur toutes les partitions (/') de s satisfaisant I'equation [5.5]. Pour
n'importe quelle fonction fix), Z(G, f(x)) est la fonction obtenue a partir de Z(G) en
rempla^ant chaque indeterminee /^ par f(x!c). En utilisant ces definitions, on peut
enoncer Ie theoreme de Polya de la fa^on suivante: Ie polynome de denombrement des
configurations F(x) est obtenu en substituant la serie de denombrement des figures (p(x)
dans I'indicateur de cycles du groupe de configurations Z(G) tel que represente
symboliquement a I'equation [5.1] (26, 27, 28).
Voyons comment cela s'applique au denombrement des graphes (26, 27, 28). Nous
avons deja determine la serie de denombrement des figures <^(x) = 1 + x. II faut
maintenant trouver I'indicateur de cycles du groupe de configurations. Soit I'ensemble
desp sommets du graphe, V= [1, 2, 3,... ,p}. Le groupe symetrique Sp est Ie groupe
des^! permutations de V. Chaque permutation des sommets induit une permutation
des aretes. II est done possible de construire un groupe de permutations agissant sur
I'ensemble des paires de sommets E = {[1, 2}, {1, 3},...}. Ce groupe est Ie groupe pair
Sp(2) d'ordre^! et de degree-1)/2. C'est Ie groupe de configurations G que nous
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cherchons. Selon Ie theoreme de Polya (equation [5.1]), Ie polynome de
denombrement pour les graphes ap sommets g/x) sera alors donne par:
g^x) = Z(SW, 1 +x) [5.8]
ou S<(2} est Ie groupe de configurations et (1 + x) est la serie de denombrement des
figures. L'indicateur de cycles de Sp(2) peut etre calcule a partir de celui de Sp.
L'indicateur de cycles du groupe symetrique Z(Sp) est obtenu en utilisant s = pet h =p\
dans la formule de Cauchy (equations [5.6] et [5.7]):
z(^) = E .,.,.,1 ,,„., fj^- ^p [5.9]'" ^7\!2^! -pj'j/ ^ " l3'a
Ensuite, en determinant les cycles de permutations des aretes correspondant aux
permutations des sommets dans Z(S), on trouve Z(Sp{2}). La solution est Ie polynome
de denombrement des graphes swp sommets:
P(p_i)/2
8pW = E ^ [5.10]
k=0
ou Ie coefficient g • /, de la variable indeterminee xk est Ie nombre de graphes avecp
sommets et k aretes.
5.2 Application au denombrement des graphes du sixieme moment
A I'aide du theoreme de Polya, nous aliens denombrer puis enumerer les graphes
apparaissant dans Ie sixieme moment. Puisque Ie nombre maximum de spins couples
dans Ie sixieme moment est quatre, il s'agit de compter les graphes sur quatre
sommets non etiquetes (26, 29). D'apres I'equation [5.8], Ie polynome de
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denombrement qu'il faut determiner est g/x) = Z(SW, 1 +x). On commence par trouver
I'indicateur de cycles du groupe symetrique S^. Id, I'ensemble des sommets est
V= {1, 2, 3, 4} et Ie groupe ^ est forme des 4! = 24 permutations des elements de cet
ensemble. Si chacune des permutations est decomposee en cycles, on pourra voir
qu'il existe cinq classes de permutations correspondant aux cinq partitions de I'entier
4:1+1+1+1, 1+1+2, 2+2, 3+1 et 4. Ces classes de permutations sont illustrees a la
premiere colonne du tableau 22, sous la forme de diagrammes ou les quatre sommets
du graphe sont representes par des points et leurs permutations sont indiquees par des
fleches. Sur ces diagrammes, on peut voir les cycles disjoints qui composent les
permutations. Le premier diagramme est compose de quatre cycles de permutations
de longueur 1: (1) (2) (3) (4). Le second diagramme est constitue de deux cycles de
longueur 1 et d'un cycle de longueur 2: (1) (2) (3 4). Le troisieme diagramme contient
un cycle de longueur 1 et un cycle de longueur 3: (1) (2 3 4). Le quatrieme diagramme
se divise en deux cycles de longueur 2: (1 2) (3 4). Finalement, Ie cinquieme
diagramme contient un seul cycle de longueur 4: (1 2 3 4).
Les termes de Z(S^ associes a chaque classe de permutations (equation [5.9]) et Ie
nombre de permutations dans les classes (equations [5.5] et [5.6]) sont egalement
inscrits dans Ie tableau 22. A partir de ces donnees, il est possible de calculer
I'indicateur de cycles:
Z(S,) = -^-(f! + 6/i2/, + 8,^ + 3/,2 + 6/,) [5.11]
Les permutations induites sur les aretes et les termes de Z(SW) qui leur sont associes
apparaissent dans Ie tableau 22.
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Tableau 22. Calcul de I'indicateur de cycle Z(S^W).
Permutations Termes de Permutations de S}2} Termes de Nombre de



































En rempla^ant les termes de Z(S^) par les termes correspondants de Z(^(2)) dans
I'equation [5.11] on obtient I'indicateur de cycles:
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z(sf)) = ^(/i6 + 9/,2/,2 ^ 8/32 . 6/^) [5.12]
Ensuite, en substituant 1+ xk pour f/, dans I'equation [5.12] (tel qu'indique dans Ie
theoreme de Polya, equation [5.8]) et en simplifiant, on trouve Ie polynome de
denombrement pour les graphes a quatre sommets:
g^(x) = 1 +x+2x2+3x3+2x4+x5+x6 [5.13]
ou Ie nombre de graphes avec k aretes est donne par Ie coefficient de xk. D'apres ce
polynome, il existe un graphe a zero arete et un graphe a une arete, deux graphes a
deux aretes, trois graphes a trois aretes, deux graphes a quatre aretes, un graphe a
cinq aretes et un graphe a six aretes. Au total, on obtient onze classes de graphes sur
quatre sommets dont la liste est etablie au tableau 23.
Certaines classes de graphes ne sont pas obtenues dans Ie sixieme moment parce
qu'elles ne respectent pas les regles etablies a la section 4.1.2. Par exemple, Ie
graphe sans arete de la classe 0 doit etre rejete puisqu'il ne correspond a aucun
produit de constantes de couplage. Le graphe de la classe 2b est egalement mis de
cote parce qu'il n'est pas connexe.
Apres avoir elimine les classes incorrectes, il reste a placer les multiplicites sur les
lignes de maniere a ce que chaque graphe du sixieme moment soit compose de six
aretes et respecte les contraintes enumerees a la section 4.1.2. On obtient alors les
multigraphes presentes au tableau 6.
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En procedant de la meme fagon, il est possible d'etablir la liste des diagrammes
99
apparaissant dans n'importe quel moment. Les polynomes de denombrement utilises
pour compter les graphes des moments d'ordre deux (g^), quatre (gj), huit (gs) et dix (gg)
sont (26):
^W = 1 +x [5.14]
g^(x) = 1 +x+x2+x3 [5.15]
g(x) = l+x+2x2+4x3+6x4+6x5+6x6+4x7+2x&+x9+x10 [5.16]
(x) = l+x+2x2+5x3+9x4+15x5+21^6+24x7+24x8
+21x9+15xlo+9xll+5xl2+2xl3+xl4+x15
La methode de denombrement presentee dans cette section a permis de predire
correctement toutes les sommes composant les moments deux, quatre et six (tableaux
4 a 6). Dans Ie cas du huitieme moment, Ie denombrement des graphes prevoit 101
sommes alors que la solution exacts du calcul de Van Vleck en contient seulement 91
(tableau 7). Les dix termes manquants sont presentes au tableau 24.
Tableau 24. Termes predits par Ie denombrement des graphes qui n'ont pas ete
obtenus dans la solution exacte du huitieme moment.






















Un examen des expressions intermediaires generees au cours du calcul par la
methods de Van Vleck montre que ces sommes sont bel et bien obtenues lors de la
trace, tel que la methods de denombrement des graphes I'avait previL Le fait que les
dix termes du tableau 24 n'apparaissent pas dans Ie huitieme moment ne provient ni
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d'une erreur au niveau du calcul par la methode de Van Vleck ni d'une erreur dans la
methode de denombrement des graphes: les deux methodes donnent les memes cent
une sommes. Par centre, la methode de Van Vleck permet d'obtenir les polynomes en
X =1(1+1) qui sont coefficients de ces sommes, alors que jusqu'a present, il n'a pas ete
possible de developper une methods complementaire au denombrement des graphes
permettant de determiner la valeur de ces polynomes. La difference apparente entre
les deux methodes provient du fait que la methode de Van Vleck donne un coefficient
polynomial nul pour dix des sommes du huitieme moment, ce qui explique pourquoi
elles n'apparaissent pas dans la solution finale.
5.3 Enumeration des graphes du dixieme moment
La methode de denombrement des graphes permet de determiner les sommes
apparaissant dans les moments de n'importe quel ordre. C'est un moyen d'obtenir de
I'information sur les moments d'ordre eleve pour lesquels il est impossible d'appliquer
la methode de Van Vleck en raison de la taille demesuree des calculs. Les termes
composant Ie dixieme moment ont ete enumeres a partir du polynome de
denombrement de I'equation [5.17] et des regles enoncees a la section 4.1.2.
La methods graphique prevoit que Ie dixieme moment contient 1054 termes repartis
de la fa?on suivante: une somme sur deux indices, 12 sommes sur trois indices, 110
sommes sur quatre indices, 435 sommes sur cinq indices et 496 sommes sur six
indices. Etant donne la grande quantite de termes, seuls quelques diagrammes
representatifs sont montres au tableau 25. Le symbole ^ qui apparaTt dans Ie
^
tableau 25 signifie que deux indices ne sontjamais egaux dans les sommes.
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Tableau 25. Termes predits dans I'expression du dixieme moment.
Type de somme Diagramme Nombre
Interactions a 2 spins
























































































3 D 3 D 3
^jlDjmDklDkm



































Interactions a 5 spins
52 £ BjkBjlBJmBjn
53








Type de somme Diagramme Nombre
57





























74 £ BjkBklBlmBmnBln 11
75 E BjkBklBlmBmnBln 11
76 Z BjkBklBlmBmnBln 10
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Type de somme Diagramme Nombre
97 £ BjkBklBlmBmnBknBln ?
98 £ BikBklBlmBmnBknBl N3 16
99
100






102 E BjkBklBlmBkmBmnBjn 32
103 £ BikBklBlmBkmBmnBm
104 £ BjlBjmBjnBklBkmBkn 7
105 £ BjlBjmBjnBklBkmBkn \/
106 £ BjlBjmBjnBklBkmBkn ^
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115 £ BjkBklBlmBmnBjnBjlBkn 12
116 £ BjkBklBlmBmnBjnBjlBkn 12
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134 E BjkBjlBlmBlnBnpBjn K
135 £ BjkBklBlmBlnBnpBlp 2/ /1\22.
136 £ BfkBklBhnBkmBmnBkm^ ^np
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Type de somme Diagramme Nombre
137 E BJkBJlBJmBmnBnpBmp
138 £ BjkBklBlmBmnBnvBnp~ mp









143 £ B1kBklBlmBmnBnDBnp^pk 6
144 £ B1kBklBlmBmnBnnBitnp~]P
145 E BjkBklBlmBmnBlnBlpBkp 11
146 £ B1kBklBlmBlnBnvBhBn
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Type de somme Diagramme Nombre
147 £ BikBklBnBlmBmnBnDBnp ~ mp 10



















155 £ BikBklBlmBmnBlnBlDBkmn^ 'ln^ 'lp^ 'jp 15
156 £ BikBklBlnBnoBJnBknBmf'np^jp^kn^ n 15
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Type de somme Diagramme Nombre
157 S BjkBkpBnpBmnBlmBklBln ^ 15
158 E BjkBklBlmBmnBnpBkpBlp 8
159 £ BikBklBlmBmnBnDBwBl' p^jp^kp 19
160 S BjkBklBlmBmnBnpBJpBkn 12
161 £ BikBklBlmBmnBnr,BkoBhnp^ p^jn 12
162 S BJkBklBkmBknBlpBmpBnp
163 E B^BklBlmBmnBnuBlvB1.'np^lp^kn 6
164 E BjkBklBlnBmnBnpBkpBknB ^ ^
165 E BjkBklBlmBmnBknBkpBkmBln
166 £ BjkBklBlmBmnBnpBlpBmpBln ^
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175 E BjkBklBlmBmnBlnBlpBjpBkp 14
176 £ BjkBklBlmBmnBknBkpBjpBkm 14
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Type de somme Diagramme Nombre
177 ^ BjlBjnBklBknBlpBnpBlmBmn
178 £ BikBklBlmBmnBnvBiDBkoBil'np^jp^ p^j 11
179 E BjkBklBlmBmnBnpBjpBkpBln 2/1 1\2 10
180 £ BjkBklBlmBmnBnpBjpBlpBkn
181 E BjkBklBlmBmnBnpBjpBlpBkp 28
182 £ BjkBklBlmBmnBnpBjpBkpBmp 16
183 £ BjkBklBlmBmnBnpBjnBknBkp 4 11
184 ^ BjlBJPBklBkpBlmBmnBlnBnp ^ 18
185 £ BilBmBwBkDBklBlmBmnBr 16
186 £ BjkBklBlmBmnBnpBkpBlnBmpBlp
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Type de somme Diagramme Nombre
187 £ BjkBklBlmBmnBknBkmBlnBlpBkp
188 £ BjkBkmBmpBjmBkpBjlBlpBknBjp t/\





















Type de somme Diagramme Nombre
207 E BjkBklBlmBmnBnpBjpBkmBkpBjlBjn ^









217 B^B^B^B^B^B^B^B^B^B,mn~ jn~ jm~ kn~ jp~ mp' A \/
124
Les termes amis dans Ie tableau 25 correspondent a des graphes dont la forme est
identique a ceux presentes mats dont les multiplicites sont reparties differemment sur
les lignes. Le nombre de fa^ons dont les aretes multiples peuvent etre arrangees sur
chaque diagramme en respectant les regles enoncees a la section 4.1.2 est indique a
la derniere colonne du tableau 25. Par exemple, les multiplicites du graphe 19 peuvent
etre placees de deux manieres differentes sur les aretes, tel que montre a la figure 18.
Ces deux graphes ne sont pas equivalents et correspondent a deux termes distincts
dans Ie dixieme moment.
Figure 18. Deux graphes non equivalents du dixieme moment.
L'evaluation du dixieme moment par la methode de Van Vleck a ete entreprise au cours
de ces travaux mais n'a pu etre completee en raison de la grande quantite de calcul
a effectuer. L'obtention du resultat permettra de comparer la solution exacte avec les
predictions etablies a partir du denombrement des graphes. II sera alors possible de
verifier I'exactitude de la methode graphique et proceder a des ameliorations s'il y a
lieu.
Dans ce chapitre, une methode graphique permettant de predire les sommes
apparaissant dans les moments de n'importe quel ordre a ete presentee. Cette
methode applique Ie theoreme de Polya au probleme de denombrement des graphes.
Elle est capable de predire correctement les sommes qui composent les moments
d'ordre deux a huit et a ete utilisee pour etablir la liste des termes du dixieme moment.
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L'enumeration des graphes offre une methode alternative permettant d'obtenir de
I'information sur les moments sans en effectuer Ie calcul par la formule de Van Vleck
(1). Cette methode est done particulierement utile pour les moments d'ordre superieur,




Des expressions analytiques ont ete derivees pour les moments d'ordre deux, quatre,
six et huit de la raie d'absorption RMN en solides. Les moments ont ete obtenus par
evaluation directe de la formule de Van Vleck (1) en utilisant Ie logiciel de calcul
symbolique Mathematica. La difficulte de ce travail provient du fait que Ie calcul des
moments d'ordre superieur implique la manipulation d'expressions algebriques tres
volumineuses. Aussi, en raison de la grande quantite de calcul a effectuer, revaluation
des moments d'ordre superieur a huit est extremement difficile avec les ressources
informatiques disponibles presentement.
L'experience acquise lors de revaluation des moments dans Mathematica amene a
conclure que ce logiciel est mal adapte aux calculs impliquant la manipulation
d'expressions de tres grande taille. Sur ces expressions volumineuses, plusieurs
fonctions Mathematica sont tres longues ou impossibles a appliquer. La conception
meme du logiciel ne semble pas avoir ete pensee en fonction des problemes qui
necessitent une grande quantite de temps et de memoire. Certaines lacunes
constituent des irritants serieux lorsqu'on procede a des calculs aussi volumineux que
ceux des moments d'ordre superieur. L'absence de fonction efficace pour recuperer
la memoire utilisee lors d'operations anterieures limite la longueur des sessions de
calcul qu'il est possible d'effectuer. De plus, la sauvegarde des expressions
intermediaires generees au cours du calcul demande enormement de temps et de
memoire lorsque ces expressions sont tres grosses. L'addition d'une fonction
permettant de sauver plus efficacement ces expressions serait particulierement utile.
Finalement, Ie grand nombre d'alternatives de programmation disponibles dans
Mathematica, associe au manque de documentation sur leur efficacite complique
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I'ecriture de programmes efficients.
Les expressions obtenues pour les moments deux a huit sont identiques a celles
derivees par Van Vleck en 1948 (1) et par Jensen et Hansen en 1973 (2). Toutefois,
elles sont presentees sous une forme ou aucune reduction n'a ete effectuee sur les
sommes. Un examen de I'aspect general des expressions non reduites et I'application
d'une methods d'analyse graphique ont demontre que les equations des moments
obeissent a un motif determine dont les caracteristiques importantes ont ete etablies.
La methode graphique utilisee consiste a exprimer chaque terme du moment a I'aide
d'un diagramme dans lequel les spins sont representes par des points et les couplages
dipolaires entre les spins sont representes par des lignes. Cette decomposition en
diagrammes revele que Ie moment d'ordre 2n contient toutes les correlations de spins
possibles impliquant 2n couplages entre 2, 3, ... , n+1 spins. Les schemas de
correlation respectent egalement certaines contraintes imposees par les regles de
commutations appliquees lors du calcul des moments.
A partir de ces contraintes, il est possible d'utiliser des techniques de denombrement
des graphes pour predire tous les diagrammes composant les moments de n'importe
quel ordre. L'enumeration des graphes, basee sur Ie theoreme de Polya (26, 27, 28),
a permis de predire correctement les sommes apparaissant dans les moments d'ordre
deux a huit. Cette methode a egalement ete employee pour dresser la liste des
diagrammes qui composent Ie dixieme moment et peut s'appliquer aux moments
d'ordre superieur. Le denombrement des graphes constitue une maniere alternative
d'obtenir de I'information sur les moments dont I'ordre est trop eleve pour etre calcules
exactement par I'equation de Van Vleck (1). De plus, I'approche par diagrammes
apporte une comprehension nouvelle de la solution. En effet, les moments peuvent
etre vus comme une somme sur toutes les correlations de spins presentes dans Ie
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systems.
Dans la deuxieme partie de ce travail, les expressions analytiques ont ete utilisees pour
deriver des valeurs numeriques des moments pour des reseaux cubiques simples de
tallies variables. Les etudes numeriques ont pori:e sur des reseaux de spins 1= 1/2
avec une orientation du champ magnetique Hy parallele a I'un des axes principaux du
cristal. Trois methodes de sommation ont ete utilisees lors des calculs. Dans la
premiere methode, les sommes ont ete evaluees en sommant chaque indice sur tout
Ie reseau de spins. Dans la deuxieme methode, un des indices a ete fixe au centre du
reseau et chacun des autres indices a ete somme sur tous les sites voisins.
Finalement, dans la troisieme methode, les moments ont ete calcules a I'aide de
sommes impliquant Ie plus petit nombre d'indices possible, comme I'ont fait Jensen et
Hansen (2). Les donnees recueillies montrent que les moments convergent vers une
valeur asymptotique avec la taille du reseau. Cette valeur est la meme pour les trois
methodes de calcul mais leur vitesse de convergence differe. Cette difference provient
du nombre d'indices utilises pour la sommation: moins une somme contient d'indices,
plus sa convergence est rapide. De plus, etant donne qu'elles exigent moins de calcul,
les sommes qui impliquent un petit nombre d'mdices peuvent etre effectuees sur des
reseaux plus grands. Ainsi, les trois methodes de calcul donnent des resultats presque
identiques pour les moments deux et quatre parce qu'ils correspondent aux valeurs
asymptotiques. Par centre, pour les moments d'ordre six et huit, les resultats des trois
methodes different. L'ecart provient du fait que les moments d'ordre superieur
impliquent des sommes sur un plus grand nombre d'indices, pour lesquelles les valeurs
asymptotiques n'ont pas ete atteintes.
Les donnees recueillies montrent que les moments calcules a partir des sommes
reduites (troisieme methode) ont une convergence plus rapide qu'avec les deux autres
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methodes de calcul. De plus, I'utilisation des sommes reduites permet d'evaluer les
moments sur des reseaux plus grands parce que la quantite de correlations de spins
a calculer y est mains elevee. Par consequent, cette methode donne les resultats les
plus proches des valeurs reelles des moments. Les valeurs calculees pour les
moments ne sont pas beaucoup plus elevees que celles obtenues par Canters et
Johnson (8) et par Jensen et Hansen (2) meme si des reseaux de taille superieure ont
ete utilises. Ces resultats demontrent la preponderance des interactions entre voisins
rapproches dans les sommes. Les valeurs calculees pour les moments sont egalement
en accord avec les mesures experimentales sur Ie fluorure de calcium CaF2 (10).
Une conclusion importante des etudes numeriques concerne la contribution relative des
differents termes a la valeur du moment. Les resultats obtenus revelent que seuls
quelques termes apportent une contribution importante aux moments. Dans les
moments d'ordre six et huit, un grand nombre de termes ont un contribution inferieure
1% et peuvent done etre negliges. Par contre, les resultats dementent I'affirmation de
Bersohn et Das (6) selon laquelle presque toute la contribution aux moments d'ordre
superieur proviendrait des interactions a /?+1 spins. En effet, il semble que
contrairement a leur predictions, la proportion du moment d'ordre 2n provenant de ces
interactions diminue au lieu de croTtre lorsque I'ordre augmente. Les termes qui
dominent Ie moment peuvent quand meme etre identifies: il s'agit de termes dont les
diagrammes ne presentent aucun cycle et dont toutes les aretes multiples sont paires.
Le calcul des moments est un probleme tres interessant en lui-meme. De prime abord,
la solution paraTt simple puisqu'il suffit de resoudre exactement une petite equation
determinee a I'avance (1). Toutefois, la forme de cette equation fait en sorte que Ie
calcul croTt de fa^on incontrolable a mesure qu'on progresse vers les moments d'ordre
superieur. A un tel point que la methode devient inapplicable au-dela des quelques
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premiers moments pairs. II est egalement deconcertant de constater comment de tres
grosses expressions intermediaires sont generees et une tres grande quantite
d'operations sont effectuees pour obtenir a la toute fin, une petite quantite d'information
reellement significative. Ces observations, jointes au fait que les expressions des
moments presentent des caracteristiques constantes et previsibles, portent a croire que
la solution au probleme du calcul des moments pourrait se trouver dans I'elaboration
d'une methods alternative a celle de Van Vleck (1). La methode graphique developpee
dans ce travail constitue une approche innovatrice qui tend dans cette direction
puisqu'elle permet d'obtenir de I'information sur la forme des moments sans en
effectuer explicitement Ie calcul. Le denombrement des graphes permet de determiner
toutes les sommes qui apparaissent dans les moments. Advenant qu'il soit egalement
possible de trouver un moyen pour predire les polynomes en X = / (J+1) qui sont
coefficients de ces sommes, la solution complete des moments pourrait etre obtenue
sans resoudre la formule de Van Vleck.
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ANNEXE A











nombre de spins dans Ie reseau (N)
constante de couplage dipolaire entre les spins j et k (B^)
Hamiltonien dipolaire tronque (0-Q )
composante en x du moment angulaire pour Ie spiny (I^)
resultat du commutateur [<H^, /<J (U)
commutateur [A, B]
nombre quantique de spin (7)
^ (0
Programme
1. Charger en memoir e NCAlgebra
Jn [1 ] : = SetDirectory [ "C: \NCAlgebr/r] ;
«NCAlgebr.m
2. Affecter les variables commutatives et non commutatives
In[3]:= SetCommutative[B];
SetNonCommutative[S];








-±B[1,2] S[x,l] * *S[x,2] —B[l,3] S[x,l] * *S[x,3] —B[2,3] S[x,2] * *S[x,3]
—B[l,2]S[y,l]**S[y,2]-lB[l,3]S[y,l]»*S[y,3]-lB[2,3]S[y,2]**S[y,3]
+2-B[1,2] S[z,l] * *S[z,2] +2-B[1,3] S[z,l] * *S[z,3] +i-B[2,3] S[z,2] * *S[z,3]
5. Definir U




6. Definir les proprietes de lafonction Corn
In [8] := Corn [ y , z +w ] : =Com[y,z] +Com [ y, w] ;
Com[y +z ,w ] :=Com[y,w]+Com[z,w]
In [10] ;= Corn [a b , x ] :=a Corn[b,x]/;FreeQ[a,x];
Com[a ,b x ] :=b Com[a,x] / ;FreeQ[b,a]
In[12] :=Com[a. ,d **c ] := Com[a,d]**c + d**Com[a,c];
Com[a **d ,c ] := Com[a,c]**d + a**Com[d,c]
7. Definir les relations de commutation pour les operateurs de moment angulaire














8. Calculer [!}€/, U]
In [21 ] : = expr=ExpandNonCommutativeMultiply [Corn [Ham, U] ]
Out[21] := i___ ^ _ _ „ ^ 2.
4B[1,2]2 S[x,l] * *S[z,2] * *S[z,l] +±B[1,2]2 S[x,l] * *S[z,2] * *S[z,2]
+-^B[1,2] B[l,3] S[x,l] * *S[z,2] * *S[z,3] +iB[l,2]B[2,3] S[x,l] * *S[z,2] * *S[z,3]
+^B[l,3]2S[x,l]**S[z,3]**S[z,l]+-2-B[l,2]B[l,3]S[x,l]**S[z,3]**S[z,2]
+-iB[l,3]B[2,3] S[x,l] * *S[z,3] * *S[z,2] +2-B[1,3]2 S[x,l] * *S[z,3] * *S[z,3] +...
In[22]:= Length[expr]
Out [22] : =48
9. Simplifler Ie resultat
In[23]: =ordre [r.*a NonCommutativeMultiply]:=


















+^B[1,2]2 S[x,l] * *S[z,l] * *S[z,2] +^B[1,3]2 S[x,l] * *S[z,l] * *S[z,3]









Jn^7:=nbop=Table[Table[{x[t] [[u]],y[t] [[u]],z[t] [ [u] ] } ,
{t,n}],{u,long}];
In [37] ;=coord={} ;








Out [39] : =24
11. Calculer la trace
In[40]:= tr[]:=1
tr[x ,x ]:=(1/3)*J*(J+1)
tr[x ,y ,z ]:=Signature[{x,y,z}]*(I/6)*J*(J+l)
tr[x ,x ,x ,x ]:=(1/15)*J*(J+1)*(3JA2+3J-1)






















12. Diviser Tr [^°, U]2 par Tr ^2


































coefx2==mom [ [ordre, 1] ] ;




























1. Charger en memoire NCAlgebra.
In[1] := SetDirectory [ "C: \NCAlgebrf'] ;
«NCAlgebr.m
2. Affecter les variables commutatives et non commutatives.
In[3] ;= SetNonCommutative[Ix,Iy,Iz,IM,IP];
3. Entrer leproduit d'operateurs de moment angulaire dont on desire calculer la trace.
In[4]:= tr=Ix**Iy**Iz;
4. Exprimer leproduit enfonction des operateurs d'echelle I+, I~ et de 1^.
In[5]:= Ix=(l/2)*(IP+IM) ;
Iy=(I/2)*(IM-IP);
In [7] := tr=ExpandNonCoxnmutativeMultiply [tr]
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Out[7]:= j_ _ ^ j^_ _ ^ j_ ^_ ^ I
-l-IM**IM^*Iz- -'-IM**IP**Iz+ -!-IP**IM**Iz- -'-IP>«*IP*>Klz
4 -- ~- ~ 4 4 4
5. Eliminer les termes dont la trace est nulle.
(La trace d'un terme est differ ente de zero si Ie nombre defacteurs I et I~ est egal)
In [8] ;= trlist=Apply[List,tr];
In[9]:= trsepare=Map[Apply[List,#]&,trlist];
coef=Flatten[Map[Take[#,{!}]&,trsepare] ] ;
op=Flatten[Map[Take[#,{2} ] &, trsepare]];






In [17] := coef=Part[coef,garde] ;
In[18]:= op=Part[oplist,garde]
Out [18] := {{IM, IP, Iz}, {IP, IM, Iz}}
6. Attribuer uno valeur d'increment (step value) a chaque operateur.




In [22] : - s=Map [step,op,{2}]
Out[22]:={{-l,l,0},{l,-l,0}}
7. Attribuer une valeur de niveau (level number) a chaque operateur.
(La valeur de niveau d'un operateur est 0 s 'il s 'agit du premier operateur apartir de la
droite dans leproduit. Sinon, la valeur de niveau de I'operateur est obtenue enfaisant la










Out [26]. •={{!, 0,0}, {-1,0,0}}
8. Calculer la trace
(La trace est calculee en appliquant les equations (A12) et (A 13), tel que demontrepar
Jensen et Hansen (2))
I











Calcul de la trace de chaque terme a I'aide des equations (All) et (A13).





















PROGRAMME POUR LE CALCUL NUMERIQUE DES MOMENTS PAR LA
METHODE 1
Interactions a 3 spins - somme sur tous les indices.
IMPLICIT REAL*16 (A-H,0-Z)





































































M6S3=M6S3+((D(J, K))**4)*D(K, L)*D(J, L)
M6S4=M6S4+((D(J, K))**3)*((D(K, L))**2)*D(J, L)
M6S5=M6S5+((D(J,K))**3)*((D(J,L))**3)







M8S7=M8S7+((D(J, K))**4)*((D(J, L))**3)*D(K, L)
M8S8=M8S8+((D(J, K))**4)*((D(J, L))**2)*((D(K, L))**2)
























PROGRAMME POUR LE CALCUL NUMERIQUE DES MOMENTS PAR LA
METHODE 2
Interactions a 3 spins - sommes avec un indice fixe
IMPLICIT REAL*16 (A-H,0-Z)













































































M6S4=M6S4+((D(J, K))**3)*((D(K, L))**2)*D(J, L)
M6S5=M6S5+((D(J,K))**3)*((D(J,L))**3)






M8S7=M8S7+((D(J, K))**4)*((D(J, L))**3)*D(K, L)
M8S8=M8S8+((D(J, K))**4)*((D(J, L))**2)*((D(K, L))**2)





















PROGRAMME POUR LE CALCUL NUMERIQUE DES MOMENTS PAR LA
METHODE 3
Sommes reduites sur deux indices
IMPLICIT REAL*16 (A-H,0-Z)
INTEGER GRANRES,COMP,X1 ,Y1 ,Z1 ,X2,Y2,Z2,X3,Y3,Z3
INTEGER PROD,MID,J,K,L
REAL*16 HO, B6R11,B5R21,B4R31,B4R22,B4R11,B3R32,B3R21
REAL*16 B3R11 ,B2R31 ,B2R22,B2R21 ,B2R11 ,B1 R41 ,B1 R32,B1 R31
REAL*16 B1 R22,B1 R21 ,R42,R31 ,R22,R21 ,R11 ,CAR1 ,CAR2,CAR3
REAL*16CAR4,CAR5,BAR1,BAR2,BAR3,BAR4,BAR5,BAR6,BAR7














































































































































































WRITE(10,*) BAR1 ,BAR2, BARS, BAR4, BARS, BAR6,BAR7, BARS, BAR9




EVALUATION DE L'ERREUR SUR LA VALEUR NUMERIQUE DES MOMENTS
L'erreur sur les valeurs numeriques des moments a ete estimee a partir des donnees
pour Ie huitieme moment. Puisque Ie calcul du huitieme moment implique Ie plus grand
nombre de spins en correlation, I'erreur la plus importante se trouve sur cette valeur.
Les valeurs numeriques qui apparaissent au tableau 21 ont ete obtenues a I'aide du
programme presente a I'annexe E. L'erreur d'arrondi (roundoff error) cumulee sur une
somme calculee a I'aide de ce programme peut etre estimee par \fN^^ ou Nesi Ie
nombre d'operations arithmetiques effectuees et G est la precision de la machine
(machine accuracy). Les nombres reels etant representes avec un longueur de mot
de 32 bits, e^ est typiquement de I'ordre de 3 X 10~8 (30). L'evaluation d'une somme
reduite de trois indices sur un reseau cubique dont la largeur est L = 9 necessite
I'execution d'environ 4 x 108 operations arithmetiques. L'erreur d'arrondi cumulee sur
cette somme est done:
V^e^ = ^/4xl08*3xl0-8 = 6xl0-4
Puisque les termes du huitieme moment impliquent en moyenne un produit de deux




QuY , f Bv





* (3200)2 = 3
Cette valeur donne I'erreur sur un terme du huitieme moment. Etant donne que Ie
huitieme moment est la somme de 91 termes semblables, I'erreur totale sur sa valeur
est donnee par:
Qy = ^(9u)2 + (9vf
9y = ^,91 * (3)2 = 29
Puisque la valeur apparaissant dans Ie tableau 21 est la racine huitieme du huitieme




Qy = ^* _T^*5,37 = 3xl0-5
8 691503 "~
L'erreur sur la valeur presentee dans Ie tableau 21 est done negligeable.
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