Hundreds of millions of users each day submit queries to the Web search engine. The user queries are typically very short which makes query understanding a challenging problem. In this paper, we propose a novel approach for query representation and classification. By submitting the query to a web search engine, the query can be represented as a set of terms found on the web pages returned by search engine. In this way, each query can be considered as a point in high-dimensional space and standard classification algorithms such as regression can be applied. However, traditional regression is too flexible in situations with large numbers of highly correlated predictor variables. It may suffer from the overfitting problem. By using search click information, the semantic relationship between queries can be incorporated into the learning system as a regularizer. Specifically, from all the functions which minimize the empirical loss on the labeled queries, we select the one which best preserves the semantic relationship between queries. We present experimental evidence suggesting that the regularized regression algorithm is able to use search click information effectively for query classification. ᭧
Introduction
Due to the rapid growth of the number of web-based applications, there is an increasing demand for effective and efficient method for query understanding. Successfully assigning a category label to a user query would potentially help many applications such as web search, web-based advertisement, recommendation system, etc. In this paper, we consider the problem of query representation and classification.
One of the major difficulties of query understanding is that the user queries are often very short. A typical query has less than three terms [1] . If we use term vector to represent a query like documents and use inner product to evaluate the similarity of query pairs, most of them would have zero similarity. For example, the queries "SVM" and "Support Vector Machine" actually have the same meaning, but they do not share any common terms. Moreover, even if two queries share some common terms, evaluating their similarity according to these terms may not accurately reflect their semantic relationship. Consider two queries "Apple Juice" and "Apple Computer". They share a common term "Apple". However, they have totally different meanings. In traditional information retrieval, some techniques such as query expansion have been proposed to help users formulate better queries [2] [3] [4] [5] . Query expansion involves supplementing the original query with additional terms. It aims to formulate better queries which can enhance the web search performance. However, the expanded queries generated by these techniques may still fail to provide a rich context based on which term-wise similarity measure can reflect intrinsic semantic relationships.
In this paper, we introduce a novel approach for query representation and classification. For each query, we submit it to a search engine and use the top returned web documents to represent this query. This is based on the assumption that the top returns are likely to be relevant to the query. These web documents are combined together to form a term vector which has rich context. Thus, each query can be represented as a point in high dimensional space. With vector representations, the query similarities can be evaluated by inner product and standard machine learning algorithms can be applied to query classification. In real world query data set, the number of categories ranges from tens to hundreds. Due to the consideration of computational complexity, we adopt regression as our classification tool.
In general, the dimensionality of the query space is very high. When the number-of-dimension to sample-size is too large, we cannot reliably find a regression function with good generalization capability. In this case, overfitting may occur. In order to avoid overfitting, one can impose additional constraints to the learning system as a regularizor. One of the most popular approach to regularization is dimensionality reduction. Here, the intrinsic discriminative structure is acknowledged by approximating the data by its projection onto a lower-dimensional basis. The predictors are thus replaced by their basis coefficients. A drawback of this approach is that one has to supply a suitable basis, which tends to involve more subjectivity. In this work, we incorporate a regularizer by using users' search click information. For each query, we can get a list of URLs which are clicked during the search of this query. If the same URL is clicked during the search of both of two queries, they are likely to be related. Intuitively, the relatedness of two queries can be evaluated as the size of the intersection of their URL lists. Thus, we can build a graph to model the semantic relationship between queries. This graph can be then incorporated into the regression framework as a regularization term. Specifically, from all the functions which minimize the empirical loss on the labeled queries, we select the one which best preserves the semantic relationship between queries.
The paper is structured as follows: in Section 2, we describe how to represent the query with rich context by using a search engine. In Section 3, the regularized query classification algorithm is introduced. The experimental results are presented in Section 4. Finally, we provide some concluding remarks in Section 5.
Query representation based on web search
As we described previously, one of the major difficulties of query understanding is how to represent a query. In this work, we propose to represent a query by using web search results. The procedure is outlined below:
• Submit query q to a search engine. Let (p 1 , p 2 , . . . , p n ) be the top n web pages.
• For each p i , i = 1, . . . , n, extract words and compute their frequencies. Keep the top m words with highest frequencies. Each p i is thus represented as a term vector.
• Normalize p i such that p i = 1 and add them together:
• Finally, query q can be represented by the following vector:
Recall the two queries "Apple Juice" and "Apple Computer". By submitting them to a search engine (search.yahoo.com), we can get a list of relevant URLs. The top 15 returns are shown in Table 2 . For each URL in Table 2 , we extract words from the web pages. And finally, these two queries can be represented as the following term vectors:
• Apple Juice: apple, juice, cider, oz, product, serves, recipes, pie, ingredients, fruit, frozen, punch, soyquick, tofu, lemon, orange, home, cinnamon, drink, beverage, . . . . • Apple Computer: apple, computer, authorized, mac, college, product, SVP, purchaser, school, proposal, university, support, software, repair, ipod, jobs, make, users, com, retail, . . . .
The terms are sorted according to their frequencies in decreasing order. Due to space limitation, we only list the top 20 terms with the highest frequencies. Clearly, the expanded representations using web search results can better describe the meanings of the queries.
Regularized query classification
Once the queries are equipped with vector representations, classical supervised learning algorithms can be applied, including support vector machines (SVM) [6] , linear regression [7] , and naive bayes [7] . When dealing with web scale data, efficiency is a major concern. Due to this consideration, we adopt the regression framework. In this Section, we introduce our regularized query classification algorithm by using search click information. We begin with a brief review of standard linear regression.
A brief review of linear regression
We consider binary classification problem. Let {x i , y i }, i = 1, . . . , m be a set of training samples, where y i ∈ {1, −1} is the label of x i . Linear regression aims to fit a function
such that the residual sum of square is minimized
For the sake of simplicity, we append a new element "1" to each x i . Thus, the coefficient b can be absorbed into a and we have f (x) = a T x. Let X = (x 1 , . . . , x m ) and y = (y 1 , . . . , y m ).
We have
Requiring jRSS(a)/ja = 0, we obtain:
One problem of linear regression is that it is too flexible. When the number of terms are larger than the number of samples, the minimizer is not unique. It is unclear which one of these minimizers has the best generalization capability. In fact, in this situation, it can be shown that the matrix XX T is singular. Thus, the above optimization problem is not well defined. In order to overcome this problem, regularization methods are introduced. Tikhonov regularization is the most commonly used method of regularization. It is also known as ridge regression. It aims to find a minimum norm minimizer:
The optimal solution of ridge regression is given by
where I is the identity matrix. Clearly, the matrix XX T + I is no longer singular. However, Tikhonov regularizer is data independent. It fails to discover the intrinsic structure in the data.
Regularized regression with search click information
In this subsection, we introduce a novel regularized query classification method by using search click information. We apply Belkin and Niyogi's manifold regularization framework [8] for learning a linear classifier. In web search, most search engines have accumulated a large amount of query logs, from which we can discover the semantic relationship between queries from the users' perspectives. Among all the queries available, let m 1 be the number of queries with label and m 2 be the number of queries without label. Without loss of generality, let {x i } m 1 i=1 be the labeled queries and {x i } m 1 +m 2 i=m 1 +1 be the unlabeled queries.
When a user submits a query x and then clicks the returned web page p, there is reason to suspect that x is somewhat related to p. The strength of relevance between x and p increases as more users click p while searching x. Let C(x, p) denote the number of clicks of p with respect to query x. Our basic assumption is that if two queries x i and x j are both relevant to web page p, then x i and x j are relevant to each other. Thus, the similarity between x i and x j from the user's perspective can be naturally defined as follows:
Once we construct a weighted query graph G with edges connecting related queries to each other, consider the problem of mapping the weighted graph G to a line so that related queries stay as close together as possible. A reasonable criterion for choosing a "good" map is to minimize the following [8] :
The objective function with our choice of W ij incurs a heavy penalty if related queries x i and x j are mapped far apart. Therefore, minimizing it is an attempt to ensure that if x i and x j are relevant then a T x i and a T x j are close. By incorporating Eq. (3) into the standard linear regression as a regularizer, we get the following objective function [8] :
where m = m 1 + m 2 . Following some simple algebraic steps, we have [9] . It would be important to note that graph Laplacian has been used for many areas, including dimensionality reduction [10] , face recognition [11] , clustering [12] , ranking [13] , image segmentation [14] , etc.
Define X 1 = (x 1 , . . . , x m 1 ) and y = (y 1 , . . . , y m 1 ) T where y i is the label of x i . Thus, V (a) can be reduced to the following:
Requiring that the gradient of V (a) vanish gives the following solution:
Experimental results
In this section, several experiments were performed to show the effectiveness of our proposed algorithm. We begin with a description of the data used in our experiments.
Data preparation
The data for this study are derived from Yahoo! search engine logs. A typical search engine log contains information about query and click events, such as, time, query term, number of served URLs, details of served and clicked URLs, etc.
We used a manually labeled taxonomy of query terms in this experiment. The taxonomy has six levels of hierarchy. These six levels of hierarchy contains 31, 175, 324, 265, 111, and 43 categories, respectively, as shown in Fig. 1 . Due to the consideration of effectiveness, we selected the second level categories and removed those categories with less than 20 queries, thus leaving us with 144 categories and 94,415 queries. We collected one week of search engine logs to construct a query graph as described in Section 3. Fig. 2 shows the number of queries in each of these 144 categories. It would be important to note that our method can also deal with all the levels. However, when all the levels are used, the classification accuracy may not be acceptable for real world web applications. We sent all queries to Yahoo! search engine, parse top 15 returned web documents, and find all unique terms present in these documents. The size of all unique terms found in this way is 273,238. Thus, each query can be represented as a 273,238-dimensional vector. Here, the number of dimensions is equal to the total number of terms that are used to represent all the queries . For a term vector x=(x 1 , x 2 , . . . , x 273,238 ) , the element x i is set to be 1 if the ith term is used to represent this query; and it is set to be 0 otherwise. Since for each single query, only a small number of terms are used to represent this query, the term vector is highly sparse. Since the number of queries is far less than the number of dimensions, the situation of overfitting may occur.
Query classification results
The query data set was randomly split into training set and testing set. The training set contains 80% queries, and the testing set contains the rest 20%. The search click information was used to construct a query graph as described in Section 3. The training set is utilized to learn a linear classifier. We averaged the results over 20 random splits. We applied cross validation on the training set to select the parameter 1 and 2 in our algorithm. Since query classification is essentially a multi-class classification problem, we use one-vs-rest strategy to train c binary classifiers, f 1 , . . . , f c , where c is the number of categories. Thus, for a test query x, its label is predicted as follows:
The classification accuracy is defined as the ratio of the number of correct predictions and the total number of predictions. Table 1 shows the classification results by using ridge regression and our proposed algorithm. The testing error of ridge regression is 22.05% and that of our algorithm is 18.86%. Our algorithm gains 14.5% relative improvement over ridge regression. For a detailed comparison, Figs. 3 and 4 show the training and testing accuracy for each category.
Discussion
Our experiment reveals a number of interesting points:
1. The query classification performance are reasonably good.
This indicates that the queries can be accurately represented by the web pages returned by a search engine. 2. The training error of ridge regression is very low (3.32%), while its testing error is pretty high (22.05%). The big difference implies that ridge regression suffers from the overfitting problem. 3. The search click information and our proposed graph-based regularized regression method are effective in characterizing the semantic relationship between queries. The new algorithm achieves a better classification accuracy than ridge regression. Also, the difference between training and testing error is much smaller than that of ridge regression, which implies that our algorithm avoids the overfitting problem to some extent.
Conclusions
We have introduced a novel method for query representation and classification. One of the major difficulties of query understanding is that the queries are often very short. By using a web search engine, the query can be represented as a term vector extracted from the top returned web documents. The expanded query can better describe its meaning. For query classification, we have described a graph-based regularized regression method which makes use of search click information. Our basic assumption is that if two queries share a large number of clicked web documents, they are probably relevant to each other. By using search click information, we construct a weighted graph over the queries which reflects the semantic relationship between queries from the users' perspectives. This graph is then incorporated into regression as a regularizer. An experiment was carried out on a large real world query data set. Our algorithm achieved 3.19% improvement over ridge regression.
