Abstract. In this paper the problem of scheduling with power control in wireless networks is studied: given a set of communication requests, one needs to assign the powers of the network nodes, and schedule the transmissions so that they can be done in a minimum time, taking into account the signal interference of concurrently transmitting nodes. The signal interference is modeled by SINR constraints. Approximation algorithms are given for this problem, which use the mean power assignment. The problem of schduling with fixed mean power assignment is also considered, and approximation guarantees are proven.
The length of a link v is l v = d(s v , r v ).
There is a power assignment P : L → R + , which assignes a positive number P v to each link v. This value determines the power of transmission of a transmitting node in v. In the directed model only the sender node is transmitting, so the power assignment means assigning powers to the sender nodes. In the bidirectional model the communication is bilateral, so both sender and receiver nodes of a link are assigned the same power.
We adopt the path loss radio propagation model for the reception of signals, where the signal received from a node x of the link v at some node y is P v /d(x, y) α , where α > 2 denotes the path loss exponent. We adopt the physical interference model, where a communication v is done successfully if and only if the following condition holds:
where N denotes the ambient noise, S is the set of concurrently scheduled links in the same slot, and β ≥ 1 denotes the minimum SINR(signal-to-interference-plus-noise-ratio) required for the transmission to be successfully done. We say that S is SINR-feasible if (1) holds for each link in S.
In the problem of scheduling with power control (PC-scheduling) given the set L of links, one needs to choose a power assignment, and split L into SINR-feasible subsets (slots) with respect to the chosen power assignment, such that the number of slots is the minimum. The collection of such subsets is called schedule, and the number of slots in a schedule is called the length of the schedule. In the problem of scheduling with given powers given the set L and a power assignment, one needs to schedule L into minimum number of slots with respect to the given power assignment.
Note that each of these problems can be stated for both directed and bidirectional model. If for some statement we don't explicitly mention the model, then it is stated for both models.
Fading Metrics
We consider doubling metric spaces [15] in this paper. Such a metric space has a characteristic number, which is called doubling dimension. We will use the property of doubling metric spaces, which is, each ball of radius r contains at most C · (r/r ′ ) m disjoint balls of a smaller radius r ′ , where C is a constant, and m is the doubling dimension. It is known that the k-dimensional Euclidean space is a doubling metric space with doubling dimension k (see [15] ).
We assume that the path loss exponent α is greater than the doubling dimension of the metric space. The pair of a doubling space and the path loss exponent greater than the dimension is called a fading metric.
Affectance and p-signal Sets
At first we assume N = 0 (i.e. there is no ambient noise), β = 1, and strict inequality in (1). We will show that thanks to Theorem 1 these assumptions do not have essential effect on the results. With this assumptions it is convenient to consider the affectance of a link v caused by a set of links S, which is the inverse of SINR:
An important property of affectance is that it is additive, i.e. if there are two disjoint sets S 1 and S 2 , then a S1∪S2 (v) = a S1 (v) + a S2 (v). A p-signal set or schedule is one where the affectance of any link is less than 1/p. Note that a set is SINR-feasible if and only if it is a 1-signal set. We will call 1-signal schedule a SINR-feasible schedule.
The following result demonstrates the robustness of schedules against small changes on the right side of SINR constraint. Suppose the power assignment of the nodes is given. Theorem 1. [14] There is a polynomial-time algorithm that takes a p-signal schedule and refines into a p ′ -signal schedule, for p ′ > p, increasing the number of slots by a factor of at most ⌈2p ′ /p⌉ 2 .
The algorithm described in Theorem 1 works for both communication models.
Independent Sets of Links
We call two links v and w q-independent w.r.t. power assignment {P v }, if
We are particularly interested in the mean power assignment, which is given by assigning to a node of each link v a power P v = cl 
We call two links v and w q-independent, if the following inequality holds:
Note that for the bidirectional model two links are q-independent if and only if they are q-independent with the mean power assignment. A set S of links is a q-independent set if each pair of links in S is q-independent.
The following lemma immediately follows from the definition of q-independence.
Lemma 1.
A set of links that belong to the same q α -signal slot in some schedule, is q-independent.
We say that a set of links is nearly equilength, if the lengths of any pair of links in the set differ not more than two times.
The following theorem from [11] shows that each q-independent set S of nearly equilength links in a fading metric is a Ω(q α )-signal slot when the uniform powers are used, i.e. all nodes have the same power P , for some P > 0.
Theorem 2.
[11] Let L be a q-independent set of nearly equilength links in a fading metric. Then L is a Ω(q α )-signal set when the powers are uniform.
Scheduling q-independent Sets
As it is shown in [26] , there is a flaw in the proofs of [11] , so their results stated for general metrics are still unproven. Here we show that their algorithm can be modified to work for scheduling q-independent sets. We assume that the network nodes are placed in a fading metric. We need the following definitions to state the scheduling algorithm.
A set S of links is called well-separated, if for each two links v, w ∈ S, the we have
Two links v and w are said to be τ -close under the mean power assignments if max{a v (w), a w (v)} ≥ τ , i.e. at least one affects the other one more than by τ .
A set of links S ⊆ L is called p-bounded for p > 0, if for each link v ∈ L, there are at most p links w ∈ S, such that n 2 l v ≤ l w and w and v are 1 2n -close. Let q ≥ 1 be a constant. Consider a q-independent subset Q of L. We describe a procedure, which, if Q is p-bounded for some p > 0, schedules Q into O(p log n) slots using the mean power assignment. The pseudocode is presented in Algorithm 1.
Algorithm 1 Scheduling independent sets of links.
1. Input: a q-independent p-bounded set Q, for some p > 0 and q ≥ 1 2. Let Q = ∪iQi, where Qi = {t ∈ Q|lt ∈ [2 i−1 lmin, 2 i lmin)} 3. Assign Bi = ∪j Q i+j·2 log n , for i = 1, 2, . . . , 2 log n 4. Schedule each Bi = ∪jKj , where Kj = Q i+j·2 log n , the following way 4.1 Using the algorithm from Theorem 1 transform each Kj into an f -signal schedule Σj = {S The algorithm splits the input set into a logarithmic number of well-separated subsets B i , then schedules each B i separately. First B i is split into maximal equilength subsets Q j (l min in the algorithm is the minimal link-length). Then each Q j is scheduled into a constant number of slots with the mean power assignment, using Theorem 2. To schedule B i , the algorithm takes the union of the first slots of the schedules for all Q j (which are contained in B i ), and schedules them into p + 1 slots, using the fact that Q is p-bounded. Hence we get a schedule with O(p) slots for each B i , and a schedule with O(p log n) slots for Q. The correctness of the algorithm is proven in the following theorem.
Theorem 3. Let Q = {1, 2, . . . , k} be a q-independent p-bounded subset of L for q ≥ 1. Then Algorithm 1 schedules Q into O(p log n) slots w.r.t. the mean power assignment.
Proof. Note that each B i is a well-separated set, and the number of B i is O(log n), so it suffices to show that each B i is indeed scheduled into O(p) slots w.r.t. the mean power assignment. According to Theorem 2, each Q i is a Ω(q α )-signal set w.r.t. uniform power, because each K j is a nearly equilength set of links, which is also q-independent. Using Theorem 1, K j can be transformed into a f -signal schedule with at most O((f /q α ) 2 ) slots, where f = 2 α/2+1 . Let S j be some slot from the resulting schedule of K j . Let S = ∪ j S j . For completing the proof it is enough to show that S is scheduled into p + 1 SINR-feasible slots.
For scheduling S the algorithm considers p + 1 slots T i for i = 1, 2, . . . , p + 1. The algorithm assigns each link v to a slot T r , which does not contain links w, such that l w ≥ n 2 l v and v and w are 1/(2n)-close. Such a set exists because the set Q is p-bounded. Consider a link v ∈ T r which we took from the slot S k . The affectance by the links which are nearly equilength with v (i.e. links from S k ∩ T r ) is at most 1/f since the f -signal property holds. Changing the power assignment in the group S k from uniform to mean power increases the affectance by at most 2 α/2 , so overall the affectance by the links with nearly the same length as v is at most 2 α/2 /f = 1/2. For the links from T r \ S k we have that each of them affects v by less than 1/(2n), and since their number is at most n, the total affectance by those links, according to the additivity of affectance is at most 1/2. This shows that a Tr (v) < 1, i.e. T r is SINR-feasible, which completes the proof.
Using the above mentioned algorithm one gets "short" schedules for a given q-independent set of links, so the next step towards solving PC-scheduling problem is to split the set L into a small number of q-independent subsets.
How Good Can the Mean Power Be for PC-scheduling?
Note that at this point we already can prove bounds for the mean power assignments. According to Lemma 1 a SINR-feasible set is a 1-independent set, i.e. each schedule splits the set L into 1-independent subsets, with the number of subsets equal to the length of the schedule. The following theorem is an important result from [11] (it is stated in a slightly modified form), which states that independent sets are p-bounded for certain value p.
Let Λ denote the ratio between the maximum and the minimum length of links.
Theorem 4. [11]
In the case of directed scheduling each 3-independent set of links is p-bounded with p = O(log log Λ). In the case of bidirectional scheduling each 2-independent set of links is 1-bounded.
Theorem 5. For the directed model of communication the mean power assignment is a O(log n log log Λ)-approximation for the problem PC-scheduling in fading metrics. For bidirectional model of communication the mean power assignment is a O(log n)-approximation for the problem PC-scheduling in fading metrics.
Proof. We prove the claim for the directed model. The proof for the bidirectional model is similar. Suppose we are given the optimal power assignment and the optimal schedule Σ w.r.t. that power assignment. Obviously, Σ is a 1-signal schedule (according to our notation). Using the algorithm from Theorem 1, Σ can be converted to a 3 α -signal schedule Σ ′ = (S 1 , S 2 , . . . , S k ), by increasing the length only by a constant factor. According to Lemma 1 each S i is a 3-independent set, so from Theorem 4 we have that each set S i is p-bounded with p = O(log log Λ). By applying Theorem 3, each S i can be scheduled into O(log n log log Λ) slots, so the whole set L can be scheduled using O(log n log log Λ · k) slots with the mean power assignment, which completes the proof.
In next two sections we present an algorithm which approaches the bounds described in Theorem 5.
Splitting L into q-independent Subsets
We use graph-theoretic results for showing that a set of links can be split into a near-minimal number of q-independent subsets. First we present an algorithm for coloring a certain class of graphs, which we call t-strong graphs.
t-strong Graphs
Let G be a simple undirected graph. We denote by V (G) the vertex-set of G. For a vertex v of G we denote by N G (v)(or simply N (v)) the subgraph of G induced by the set of neighbors of v in G.
For an integer t > 0 we say G is a t-strong graph if for each induced subgraph G ′ of G there is a vertex v in G ′ , such that the graph N G ′ (v) does not have independent sets of size more than t. Using the ideas of [20] for coloring Unit Disk Graphs, we prove that there is a t-approximation algorithm for coloring a t-strong graph. The following theorem from [16] describes the algorithm which we use. It is based on the results of [24] .
Theorem 6.
[16] Let G = (V, E) be a simple undirected graph and let δ(G) denote the largest δ such that G contains a subgraph in which every vertex has a degree at least δ. Then there is an algorithm coloring G with δ(G) + 1 colors, with running time O(|V | + |E|).
We will refer to the algorithm from Theorem 6 as Hochbaum's algorithm. The proof of the following theorem is similar to the proof of Theorem 4.5 of [20] and is presented in the appendix. Theorem 7. Hochbaum's algorithm applied to a t-strong graph G gives a t-approximation to the optimal coloring.
Proof. Let OP T denote the number of colors used in the optimal coloring of G, A denote the number of colors used by Hochbaum's algorithm , and δ(G) be as in Theorem 6. According to Theorem 6, A ≤ δ(G) + 1.
Now let H be a subgraph of G in which every vertex has a degree at least δ(G). According to the definition of t-strong graphs, there is a vertex v in H, for which the graph N H (v) has no independent set with more than t vertices, so any vertex coloring of N H (v) uses at least |V (N H (v))|/t colors. On the other hand, from the definition of H we have |V (N H (v))| ≥ δ(G), so for coloring the subgraph of G induced by the vertex-set V (N H (G)) ∪ {v} we need at least δ(G)/t + 1 colors, so
or A ≤ t · OP T − t + 1, which completes the proof. 
For the bidirectional model let B q (L) be the graph with vertex set L and with two vertices v and w adjacent if and only if they are not q-independent, i.e.
We show that B q (L) is t-strong, and D q (L) is t ′ -strong for some constants t, t ′ > 0, so that Hochbaum's algorithm finds colorings for those graphs, which approximate the respective optimal colorings within constant factors. This is shown in the following theorems.
The use of the properties of doubling metrics is encapsulated in the following lemma.
Lemma 2. Let {t 0 , t 1 , t 2 , . . . , t k } be a set of points in an m-dimensional doubling metric space and c 1 , c 2 , c 3 and
Proof. From the triangle inequality, for i, j = 1, 2, . . . , k, i = j we have
so using 2) for the left side and 3) for the right side, we get 
Proof. Consider the vertex v with l v being minimum over all links, and a subset I = {1, 2, . . . , k} of vertices of N (v), which is an independent set in N (v). Our goal is to show that |I| = O(1). Consider the set of nodes R = {t 1 , t 2 , . . . , t k }, where t i is the node (sender or receiver) of the link i, closest to the link v (in terms of the distance between two sets of points). R can be split into two subsets, first with nodes for which the closest node of v is the sender of v, and the others for which the receiver of v is closer. We assume that R is anyone of that subsets: if we show that |R| = O(1), then the proof follows. We denote by t 0 the node of v which is closer to R than the other one.
Let us denote b i = √ l i for each link i, and b 0 = √ l v . According to (3) we have
which means that we can apply Lemma 2 with points t 0 , t 1 , . . . , t k , reals b 0 , b 1 , . . . , b k and
thus completing the proof.
For the case of the directed model we need the following lemma.
Lemma 3. Consider the directed model. Let I be an r-independent set of links in a doubling metric, and v / ∈ I be a link, such that for each w ∈ I, l w ≥ hl v , where r ≥ 2 and h ≥ 1.
Proof. For simplicity of notation let us assume that I = {1, 2, . . . , |I|}. Since for each different u, w = 1, 2, . . . , |I|, u and w are r-independent, then we have d uw > r √ l u l w and d wu > r √ l u l w . Let us assume that l u ≤ l w . Then using the triangle inequality we have
With a similar argument we get
From the condition of the lemma we have that for each w ∈ I,
Consider the node t 0 and the set of nodes R, which we define differently depending on the following two cases: Case 1. There is a subset I 1 ⊆ I with |I 1 | ≥ |I|/2, such that d vw ≤ r ′ √ l v l w for all w ∈ I 1 . Then we take t 0 to be the sender node of v, i.e. s v , and R to be the set of receiver nodes of the links from I 1 , i.e. R = {r w |w ∈ I 1 }.
Case 2. There is a subset I 2 ⊆ I with |I 2 | ≥ |I|/2, such that d wv ≤ r ′ √ l v l w for all w ∈ I 2 . Then we take t 0 to be the receiver node of v, i.e. r v , and R to be the set of sender nodes of the links from I 2 , i.e. R = {s w |w ∈ I 2 }.
In both cases |R| ≥ |I|/2, so next we bound |R|. Consider the first case. Let |R| = k, and, without loss of generality, R = {r 1 , r 2 , . . . , r k }. Then from the definition of R and t 0 we have that
so we can apply Lemma 2 with points t 0 , t 1 , . . . , t k , reals b 0 , b 1 , . . . , b k and c 1 = h, c 2 = r ′ , c 3 = r − 1, getting
For the second case the proof can be completed the same way, using (7).
Proof. Consider the vertex v with l v being minimum over all links. Suppose that I is a subset of vertices of N (v), which is also an independent set in N (v). We have that I is a q-independent set of links, and for each w ∈ I, l w ≥ l v and w and v are adjacent, so according to (2) , min{d vw , d wv } ≤ q √ l v l w , so applying Lemma 3, we get |I| ≤ 2C 4q/(q − 1) 2 + 1 m + 1 = O(1).
Scheduling Using the Mean Power Assignment
Now let us go back to the problem of PC-scheduling in a fading metric. Consider the following algorithm for scheduling L.
Algorithm 2 Scheduling arbitrary sets of links.
1. Construct the graph B2(L) (respectively D3(L) for the directed model) 2. Applying the algorithm from Theorem 6 on the resulting graph, split L into 2-independent (3-independent) subsets S1, S2, . . . , S k 3. For i = 1, 2, . . . , k apply Algorithm 1 to the set Si, getting a schedule Σi = {S Proof. According to Theorem 1, for a constant q ≥ 1 an optimal q α -signal schedule is a constant factor approximation for an optimal SINR-feasible schedule. But from Lemma 1 we know that each q α -signal schedule induces a coloring of the graph B q (L), so the chromatic number of B q (L) is not more than the length of the optimal q α -signal schedule. So if we denote the length of an optimal SINR-feasible schedule by OP T , then on the second step of the algorithm we have k = O(OP T ). According to Theorem 4, on the third step of the algorithm for all i = 1, 2, . . . , k we have k i = O(log n), so the length of the resulting schedule on the fourth step is k i=1 k i = O(log n · OP T ) for the bidirectional model. We need the following theorem, to prove an approximation factor for the directed model. Theorem 11. In the directed model each set of links, which is 3-independent w.r.t. the mean power assignment, is O(1)-bounded.
Proof. Suppose that in a fading metric I is a 3-independent subset of links and v is a link, such that for each w ∈ I we have l w ≥ n 2 · l v and max{a v (w), a w (v)} ≥ 1/(2n). Then we have for each w ∈ I,
so by applying Lemma 3 we get that
Theorem 12. For the directed model of communication Algorithm 2 approximates scheduling problem with fixed mean power assignment within a factor O(log n) in fading metrics.
Proof. It is easy to see, that for q ≥ 1, each q α -signal schedule, which uses the mean power assignment, induces a coloring of the graph D q (L), so the chromatic number of D q (L) is not more than the length of the optimal q α -signal schedule w.r.t. the mean power assignment, so if the optimal SINR-feasible schedule length (w.r.t. the optimal power assignment) is OP T M , then on the second step we have k = O(OP T M ). On the other hand, using Theorem 11 we have that for i = 1, 2, . . . k, k i = O(log n), which implies that the resulting schedule length is O(log n · OP T M ).
On the other hand, from Theorem 5 we know that the mean power assignment approximates the problem of PC-scheduling within a factor of O(log n log log Λ), hence using the algorithm Schedule to solve the PCscheduling problem in the directed model, and taking into account Theorem 12, we get a O(log 2 n log log Λ)-approximation. Corollary 1. For the directed model of communication Algorithm 2 approximates PC-scheduling within a factor O(log 2 n log log Λ) in fading metrics.
Introducing the noise factor
All the results we derived are for the case when there is no ambient noise factor in SINR formula. To see how much is the impact of introducing the noise factor into the formula on the schedule length, first let us notice that if there is a noise N , then for each link, which is scheduled in a SINR-feasible set w.r.t. any power assignment P , the following must hold:
This is the minimum power needed to deliver a message to the receiver of v even if there are no other transmissions. We assume a little stronger constraint on the power assignment, i.e.
With this assumption we can include the noise factor into SINR formula by changing our results only by a constant factor. Here is how to do it. If there is a set S, which is SINR-feasible w.r.t. power assignment {P v } and without noise factor and β ′ = 2β, then for each v ∈ S we have P v /l It follows that if (11) holds, then our results hold with any non-zero noise factor as well.
