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Rps. viridisWe study sequential charge transfer within a chain of four heme cofactors located in the c-type cytochrome
subunit of the photoreaction center of Rhodopseudomonas viridis from a theoretical perspective. Molecular
dynamics simulations of the thermodynamic integration type are used to compute two key energies of Marcus'
theory of charge transfer, the driving force ΔG and the reorganization energy λ. Due to the small exposure of the
cofactors to the solvent and to charged amino acids, the outer sphere contribution to the reorganization energy
almost vanishes. Interheme effective electronic couplings are estimated using ab initio wave functions and a
well-parameterized semiempirical scheme for long-range interactions. From the resulting charge transfer
rates, we conclude that at most the two hememolecules closest to themembrane participate in a fast recharging
of the photoreaction center, whereas the remaining hemes are likely to have a different function, such as
intermediate electron storage. Finally, we suggest means to verify or falsify this hypothesis.
© 2013 Elsevier B.V. All rights reserved.1. Introduction
Charge transfer is a fundamental chemical reaction underlying
important processes of life, such as photosynthesis, respiration or DNA
damage and repair. Understanding these phenomena on a molecular
level may also help to improve technical devices such as organic solar
cells, sensors or functional, conducting nanostructures. Here, we focus
on a model system of photosynthesis, the photoreaction center of the
purple bacterium Rps. virdis.
In contrast to plants or cyanobacteria, purple bacteria conduct a
strictly anoxygenic photosynthesis. By a series of cyclic electron transfer
reactions, a reducing agent is recycled, and oxygen production is
avoided. As a consequence, the photosynthetic apparatus remains com-
paratively simple and contains only a single photosystem, the so-called
photosynthetic reaction center (PRC). Solving its structure [1] had been
an outstanding contribution to understand photosynthesis, and the PRC
remains an important model system to date. With the help of the struc-
ture presented in Fig. 1, we give a brief overview of the mechanism of
harvesting light and converting its energy into a potential generated
by the separation of two charges.
Upon irradiation, the so-called special pair of bacteriochlorophylls,
P865 is excited with a main absorption maximum at the wave length
of the index (in nm). The electron is rapidly transferred along the L
branch of the protein to a bacteriophaeophytine (BPh b or bp) with
the aid of an auxiliary bacteriochlorophyll b (BCl b). Subsequently, theights reserved.electronic charge is transported along a pair of two quinones (QA, QB),
probably assisted by the histidines coordinating an intervening iron
ion [2]. Finally, the terminal molecule of the electron transfer chain, a
ubiquinone (QB), will exit the PRC. To restart the photoreaction, the
special pair cation has to be reduced by an electron localized on a charge
carrier on the periplasmatic side of the protein.
In purple bacteria, the electron ﬂow from the cytochrome bc1 com-
plex to the reaction center is usually mediated by the soluble electron
carrier cytochrome c2 [3]. In many species the photooxidized special
pair P865+ is not reduced directly by cytochrome c2, but with the help
of a multiheme cytochrome subunit, which is directly associated
with the photoreaction center [4,5]. Although these multiheme
cytochromes are known to act as an immediate electron donor to
the special pair [6–9,22,23], the detailed mechanism of the electron
transduction through themultiheme chain is still poorly understood.
The structural organization of the four heme groups in the cyto-
chrome subunit of the photoreaction center of Rhodopseudomonas
viridis in an almost linear arrangement has become evident once
the X-ray structure of the PRC was available [1], triggering the idea
of a sequential downhill electron transfer process involving all four
hemes. However, in its simplest version this view is not compatible
with a strongly alternating midpoint potentials along the assumed
charge transfer path [7,10–14,19]. Subsequent studies have shown
that a ﬁngerprint of four clearly distinguishable heme potentials
can be found in many other photosynthetic bacteria [15–18]. Muta-
tion experiments have demonstrated that charged amino acid
residues in the vicinity of the heme groups have a crucial effect on
their electrostatic properties and therefore make them controllable
Fig. 1. Cartoon model of the heme electron transfer chain of the photosynthetic reaction
center of Rps. viridis based on the structure of ref. [1].
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rates of the interheme electron ﬂow are particularly sensitive to
changes in the redox potential of the hemes involved [21].
In the cytochrome subunit of the reaction center of Rps. viridis
electrons are believed to be transferred through a linear chain of four
heme groups to the special pair bacteriochlorophyll dimer P865, the
site of the primary photooxidation [7,11]. The midpoint potentials of
the four heme groups have been determined experimentally, they are
arranged in a low–high–low–high pattern starting at the periplasm
side of the complex: heme-c554 (EM = −60 mV), heme-c556 (EM =
320 mV), heme-c552 (EM = 20 mV) and heme-c559 (EM = 380 mV).
Heme-c559 is the closest cofactor to the special pair and transfers an
electron to P865+ in 100–200 ns, depending on temperature and redox
states of the heme groups [22–25]. It is well established that heme-
c559 is the direct electron donor to the oxidized special pair [26]. The
oxidized heme-c559 is then rereduced on a time scale of 2 μs by an
electron transfer involving heme-c556 and heme-c552 [10,22,23,26]. To
our knowledge, direct evidence for the functional role of heme-c556 is
still missing. However, on the basis of kinetic studies it has been
suggested that the ﬁrst heme is the electron acceptor for the soluble
electron donor cytochrome c2 [27–29].
Despite extensive spectroscopic studies [10,11,23,25,30–32] the
charge transfer processes within the cytochrome subunit of the photo-
reaction center of Rps. viridis have not been understood completely.
Open questions include (i) the function of the four heme moieties,
especially the role of the two low-potential hemes, (ii) the impact and
biological function of the low–high–low–high arrangement of the
hememidpoint potentials and (iii) the detailed pathway of the electron
transfer through the subunit. From a theoretical perspective, Bombarda
and Ullmann have addressed these questions using an electrostatic
continuum model both for the protein and the solvent [33].
The remaining part of this article is organized as follows. In the fol-
lowing section, we will present the technical details of the moleculardynamics simulations and the associated thermodynamic integration
scheme, leading to two parameters of Marcus' theory of charge transfer,
the driving force and the reorganization energy. In the third section, we
describe the electronic structure computations leading to the effective
electronic couplings within the heme chain. In the fourth section, the
results are integrated into Marcus' theory to compute charge transfer
rates. The results are discussed, and conclusions are derived in the
ﬁnal section of the paper.
2. Molecular dynamics and thermodynamic integration
2.1. Force ﬁeld parameters
While the standard force ﬁelds used in the Amber molecular
modeling suite [34] are designed for the simulation of organic mole-
cules and large biomolecules as proteins or nucleic acids, they are
not able to describe transition metal complexes appropriately.
Giammona [35] has generated force ﬁeld parameters for the heme
group that can be used supplementary to the Amberff99SB force
ﬁeld [36]. These parameters describe a heme group with a Fe2+-ion
as central atom. When simulating an interheme electron transfer
reaction, a force ﬁeld must also be able to describe the change of
the oxidation state of the iron ion and the resulting change of the
charge distribution in the ligand system.
In compounds containing late transition elements such as iron,
correlation effects play an important role. They can usually not be
adequately described by a Hartree–Fock electronic structure compu-
tation, which is the basis of the standard parametrization scheme of
the Ambermolecular modeling suite within the Antechamber routine.
Hence, we took refuge to ab initio density functional theory for the
computations of the missing force ﬁeld parameters. Based on geom-
etry optimizations using the OLYP functional and a 6-311G basis set,
we have calculated the atomic partial charges for both the Fe2+ and
the Fe3+ heme group. The resulting charge distribution is character-
ized by an excess charge that is not conﬁned to the central iron atom,
but is extended over a considerable fraction of the porphyrine
system.
The thus computed excess atomic partial charges have been added
to the Amberff99SB parameters and the resulting force ﬁeld tested with-
in a standard molecular dynamics simulation of the cytochrome
subunit. In this simulation, a model system containing the protein back-
bone, all four heme cofactors and a 10 Å box of about 12,000 TIP3P
water molecules has been used. The system has been subject to a
5000 steps steepest decent minimization followed by a 30 ps tempera-
ture equilibration up to 300 K in a NVT ensemble and a 40 ps NPT
volume equilibration at 300 K. The molecular dynamics simulation
was ﬁnally conducted in a NPT ensemble for 2 ns with snapshots of
the protein geometry being taken each femtosecond. These structure
snapshots served as a geometrical basis for the electronic structure
computations described in the next section.
2.2. Thermodynamic integration
Based on the preequilibrated structure of the cytochrome subunit of
the bacterial photoreaction center several model systemswith different
charge distributions were generated, only the four heme molecules act
as potential centers of charge localization. We use a variant of the
thermodynamic integration (TI) scheme [37] adapted to charge transfer
processes [38,39] and refer the reader to these papers for the technical
details.
In a thermodynamic integration, an additional parameter Λ is in-
troduced into the potential energy of the system; it acts as an inter-
polation parameter between the potential energy of an educt and a
product state. For charge transfer processes, the only difference
between these potential energies lies in their charge distributions.
Integrating the derivatives of the potential energies with respect to
Table 1
Fundamental energy parameters of the interheme charge transfer reactions, thermodynamic
integration (ΔG, λout) and experiment (ΔEM) [7,10–14,19]. All energies in electron Volts (eV).
Reaction ΔEM ΔG λout
554→ 556 −0.37 −0.16 0.03
556→ 552 +0.29 +0.36 0.03
552→ 559 −0.36 −0.34 0.09
188 F. Burggraf, T. Koslowski / Biochimica et Biophysica Acta 1837 (2014) 186–192Λ within a molecular dynamics simulations gives rise to the free
enthalpy of the process,
ΔG ¼
Z 1
0
∂V=∂Λð ÞdΛ : ð1Þ
The reorganization energies of the charge transfer reaction corre-
spond to ∂V/∂Λ values extrapolated to Λ = 0 and Λ = 1.
We consider the reactions heme-c554⇋heme-c556, heme-c556
⇋heme-c552 and heme-c559⇋heme-c559. With a series of these
TI-transformations, all three consecutive charge transfer steps in the cy-
tochrome subunit have been simulated. Each of these transformations
has been divided into nine equidistant simulation windows with Λ
values ranging from Λ = 0.1 to Λ = 0.9. Every Λwindowwas simulat-
ed for 200 ps in a NPT ensemble at T = 300 K and p = 1 bar pressure,
allowing the system to adapt to the new charge distribution. Then, the
∂V/∂Λ values have been accumulated and averaged in a 0.5 ns produc-
tion run resulting in a total simulation time of 6.3 ns for each simulation
window. The resulting Λ-dependant free energy curves all show the
same characteristics (Fig. 2). While the ﬁrst and the last charge transfer
steps through theheme cascade shownegative ∂V/∂Λ-values– resulting
in negative value for the free energy – the transfer of an electron from
heme-c556 to heme-c552 seems to be an endergonic process. The compu-
tation of the free enthalpy differences ΔG for the investigated charge
transfer stepsmade use of a linear interpolation between the individual
Λ-windows. Furthermore, the ∂V/∂Λ-values for the initial (Λ = 0) and
the ﬁnal states (Λ = 1) were obtained by linear extrapolation. As a
result, the experimentally observed rollercoaster-like arrangement of
the heme midpoint potentials is reﬂected by the computed ΔG-values.
For the forward reaction we identify the ﬁrst (554→ 556) and the
last (552→ 559) electron transfer step to be exergonic with free
enthalpy differences of ΔG = −0.16 eV and ΔG = −0.34 eV respec-
tively. With ΔG = 0.36 eV, the electron transfer from heme-c556 to
heme-c552 is considerably endergonic. This free enthalpy landscape is
not affected signiﬁcantly by introducing an additional charge to the
heme chain [43].
For all simulation windows, the ∂V/∂Λ-values exhibit a standard
deviation of about 0.1 eV giving rise to a similar error upon integration,
amore thoroughdata analysis including time correlation effects leads to
a similar error of 80 meV (ref. [40], p.108). The question of the quality of
the ΔG values can be addressed by comparing them to the differences
between the experimental midpoint potentials, as listed in Table 1.
The enthalpies for the second and the third reaction lie well within
the statistical error, whereas the reaction enthalpy of the ﬁrst reaction
is considerably underestimated. Nevertheless, all ΔG values exhibit a
modulus that is sufﬁciently large to classify the corresponding reaction
as endergonic or exergonic.Fig. 2. Thermodynamic integration data, ∂V/∂Λ and their statistical errors as a function of
the potential energy interpolation parameter Λ for the interheme hole charge transfer
steps 552→ 556 (○), 556→ 554 (●) and 559→ 552 (×). All energies in electron Volts.Whereas mostmixed potential functions V(Λ) cannot be assigned to
realistic physical intermediate states of the charge transfer reaction, the
two starting and endpoints of the simulation are described byV(Λ = 0)
and V(Λ = 1). At these points, the ∂V/∂Λ-values reﬂect the energy
difference when inverting the initial and the ﬁnal state. Thus, they can
be interpreted as the outer-sphere contributions λout to the reorganiza-
tion energy in terms of Marcus' theory of charge transfer. None of the
calculated outer sphere reorganization energies exceeds 0.1 eV, they
vanish within the errors of 100 meV typically arising from our thermo-
dynamic integration calculations. The results are in accord with
cyclic voltammetric measurements of the reorganization energies in
monoheme cytochrome-c complexes: Bortolotti et al. [41] have demon-
strated that the solvent accessibility of the heme groups is correlated to
the reorganization energy. In that work, the solvent accessibility of a co-
factor in a protein matrix is characterized by the solvent accessible sur-
face area with values between 50 Å2 and 90 Å2. In that study, the λ
values decrease with an increasing screening of the heme molecule by
the protein environment with an extrapolated value of λ = 0.2 eV in
case of a molecule completely inaccessible by the solvent. This residual
value has to be interpreted as arising from inner sphere contributions to
the reorganization energies. We have not considered the inhomoge-
neous coordination of the heme molecules – three of the His–Fe–His
and one of the His–Fe–Met type – in our approach.
3. Electronic structure
In the following, we discuss the computation of the electronic struc-
ture of the hememolecules, as relevant to the calculation of key energy
parameters of the electron transfer chain, namely the effective
interheme couplings, teff. We make use of frontier molecular orbital
(FMO) coefﬁcients stemming from ab initio calculations on the density
functional level for isolated heme cofactors. Couplings between those
atomic orbitals that contribute to the FMOs localized on different
hemes are evaluated using a semiempirical scheme. The resulting
Hamiltonian is supplemented by a reaction ﬁeld that mimics the dielec-
tric response of the polarizable protein and solvent environment – as
computed by the thermodynamic integration scheme – and an estimate
of the inner sphere reorganization energy. Its eigenvalues depend on a
single, unambiguous reaction coordinate. The resulting plot resembles
that typical of Marcus' theory of charge transfer, the interheme
couplings can be read directly as the closest approach of the ground
and the excited state energy curves.Wediscuss the subtleties associated
with the computation of couplings between sets of degenerate FMOs
and give upper limits to these quantities.
As an input to the semiempirical scheme speciﬁed below, we make
use of density functional calculations on iron porphyrines as models of
the heme molecules. The geometry optimizations and electronic struc-
ture computations have beenperformed using the Gaussian 03 program
package [42], the OLYP exchange-correlation functional (generally
believed to well describe magnetic properties and orbital energies
[43,44]) and a variety of basis sets ranging from a minimal basis to
6-311G**. Both planar porphyrines and models containing iron coordi-
nated by−SCH3 and imidazole ligands have been considered,modeling
its neighbor cysteine and histidine amino acids. The iron atom consti-
tutes the center of a Cartesian coordinate system, and its heme nitrogen
neighbors lie in the xy-plane. Regardless of the coordination and of the
Fig. 3. Highest occupied molecular orbital (HOMO) of an iron porphyrine following the
calculations outlined in Section 3. Red and blue colors correspond to positive and negative
signs of the wavefunction.
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change. An example for a singlet state computation highest occupied
molecular orbital (HOMO) is presented in Fig. 3, the lowest unoccupied
molecular orbital (LUMO) is essentially related to the HOMO by a 90
degree rotation around the z axis.
The FMOs are π orbitals that exhibit a considerable delocalization
and only a small contribution of iron d orbitals, an observation recurrent
in the literature since early ab initio computations [45–61]. As a conse-
quence, we have refrained from using the iron orbitals within the
computation of interheme couplings. We make use of the coefﬁcients
stemming from a singlet computation as appropriate to the experimen-
tally observedmultiplicity [62–67] but have to note that computed trip-
let states are slightly lower in energy, as chemical intuition suggests.
In our semiempirical scheme, we denote the heme molecules as A
and B and their frontier molecular orbitals as i and j. The electronic
structure is described by a one-electron Hamiltonian that operates on
the FMOs,
H^ ¼
X
A;B
X
i∈A
X
j∈B
a†iAajBtiAjB ð2Þ
with creation and annihilation operators aiA† and ajB. We assume that all
FMOs are orthogonal, and that all interactions between orbitals located
on the same site vanish. These assumptions and their impact on the
intermolecular effective electronic couplings will be discussed below.
The intermolecular matrix elements can be computed as
tiAjB ¼
X
k
X
l
cikcjltkl; ð3Þ
where the c are the expansion coefﬁcients from a linear combination of
atomic orbital (LCAO) computation on each of the molecules, and tkl is
an effective one-electron matrix element between atomic orbitals
located on molecules A and B. The LCAO coefﬁcients stem from a DFT
calculation, again on the OLYP level. As a consequence, all intramolecu-
lar interactions are described by an ab initio scheme, whereas the
intermolecular ones are treated on a semiempirical basis.
For the intermolecular couplings, we assume an exponential decay
of the interactions between sets of 2p orbitals upon the interatomic
distance,
tppm rð Þ ¼ t0ppmexp −αrð Þ ð4Þ
withm = σ or π. For each heme, 2p π orbitals are constructed orthogo-
nal to the plane of the molecule, and the actual interatomic matrix
elements, tkl, are computed as a sum of tppσ and tppπ interactionsweight-
ed according to the Slater–Koster rules [68], thus taking the mutualorientation of the cofactors into account. The parameters of the
interatomic couplings, Eq. (4), have been carefully parameterized
using large basis set ab initio calculations for stacked aromatic and
heterocyclic systems [69]. Nonorthogonality of the atomic orbitals is
absorbed in the parameters. Their numerical values amount to tppσ0 =
43.2 eV, tppπ0 = −11.6 eV and α = 1.37 Å−1.
Once an excess charge is introduced, bath or intramolecular degrees
of freedommay couple to this charge, lowering the energy of the system
and – for a sufﬁciently strong interaction – ﬁnally enable charge
trapping via the formation of a small polaron. This interaction can be
represented by a reaction ﬁeld that is proportional to the square of the
excess charge [70]. For a single molecule A, we have
H^ee ¼−Un2A ¼−U
X
i∈A
X
j∈A
niAnjA ð5Þ
with λ = 2U relating the reorganization energy to the U parameter of
the so-called attractive Hubbard model.
Introducing a mean-ﬁeld approximation, each product of number
operators can be written as
niAnjA≃niA njA
D E
þ njA〈niA〉−〈niA〉 njA
D E
: ð6Þ
Here, the angles denote the computation of an expectation value.
Combining the last two expressions, we arrive at
H^ee≃−2U nAh i
X
i∈A
nia: ð7Þ
We note that for a pair of molecules and single excess charge q =
〈nA〉 = 1 − 〈nB〉 holds. The total mean-ﬁeld Hamiltonian matrix now
reads
H ¼
−2Uq −2Uq t1112 t1122
−2Uq −2Uq t2112 t2122
t1112 t2112 −2U 1−qð Þ −2U 1−qð Þ
t1122 t2122 −2U 1−qð Þ −2U 1−qð Þ
0
BB@
1
CCA: ð8Þ
This Hamiltonian matrix is rotationally invariant, and it exhibits
particle-hole symmetry. It can be diagonalized, and its energies can be
analyzed as a function of q, the amount of charge transferred between
two heme molecules. We will turn to this analysis in the following
section, and now brieﬂy discuss problems arising from the presence of
two degenerate FMOs residing on each of the hemes.
In an environment exhibiting a lower symmetry than the heme
molecules – such as their host protein – the degeneracy of the two
FMOs will be broken, and linear combinations of the FMOs will form
in response even to a small external potential or an anisotropic reaction
ﬁeld. In addition, the proteinwill induce potential energy ﬂuctuations as
a function of time, a behavior typical for soft matter charge transfer
systems [71]. Regrettably, our molecular dynamics simulations have
been plagued by a drift of the two central cofactors within the supposed
charge transfer chain, heme 552 and heme 554, that – albeit small in
terms of the overall protein geometry – resulted in a considerable
reduction of the coupling between these hemes, thus preventing the
computation of time averages. Nevertheless, we are able to provide
upper limits to the coupling resulting from a matrix of the type Eq. (8)
regardless of the size of its diagonal elements using the theorem of
Hadamard andGershgorin [72], which is given by the sumof themoduli
of each row of the matrix Eq. (8) for U = 0.
All actual potential energy curve calculations, as described below,
have been performed with U N 0.
Fig. 4. Eigenvalues of the mean-ﬁeld Hamiltonian matrix Eq. (8) as a function of the
amount of excess charge transferred between heme 554 and 556. We set λ = 0.2 eV,
use the theoretical value of ΔG = −0.16 eV and ﬁnd teff = 3.5 × 10−5 eV. All energies
in electron Volts.
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The eigenvalues of the Hamiltonian matrix Eq. (8) can be computed
as a function of q, the amount of charge transferred, which can also be
used as a convenient reaction coordinate. The resulting potential
energies are displayed in Fig. 4 for U = 0.1 eV, corresponding to a
total reorganization energy λ = 2U = 0.2 eV, as justiﬁed below.
This plot resembles the familiar Marcus picture of charge transfer,
and it can be used to access the effective interheme couplings relevant
to the computation of the charge transfer rate as half of the smallest
energy difference between the ground state and the ﬁrst excited state.
We obtain values of the order of 10−6 to 10−5 eV, with the smallest
value corresponding to the charge transfer step between the two central
hemes 552 and 556 that also exhibit the largest edge-to-edge distance.
All numerical values are given in Table 2.
Before combining the characteristic quantities relevant to Marcus'
theory of charge transfer in order to compute the rates for each step,
we brieﬂy remind ourselves of their origin: i) the driving force, ΔG,
stems from a thermodynamic integration procedure, Eq. (1), based on
a classicalmolecular dynamics simulation; ii) the outer sphere reorgani-
zation energies emerge from the same type of simulation, they corre-
spond to ∂V/dΛ at Λ = 0 (forward reaction, λf) and at Λ = 1
(backward reaction), which equal zero within the numerical accuracy
of the TI procedure; iii) an inner sphere contribution, as discussed
below and iv) the effective electronic coupling, teff, stemming from the
analysis of plots such as Fig. 4, based on a linear combinations of molec-
ular orbital scheme.
We make use of Marcus' expression for the nonadiabatic charge
transfer rate,
kCT ¼
t 2eff
ℏ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
π
λkBT
r
exp − ΔGþ λð Þ
2
4λkBT
 !
: ð9Þ
Here, λ consists of an outer sphere contribution λout – as computed
within the thermodynamic integration scheme – and an inner sphereTable 2
Interheme couplings, teff, within the charge transfer chain, variational approach (VA)
results and limits set by the theorem of Hadamard–Gershgorin (HG), both in electron
Volts (eV). Forward, backward and maximum reaction rates kCTf rates kCTb and kCTmax in s−1.
Reaction t effVA t effHG k CTf kCTb kCTmax
(eV) (eV) (s−1) (s−1) (s−1)
554→ 556 3.5 × 10−5 4.8 × 10−5 4.3 × 107 7.2 × 104 4.7 × 107
556→ 552 1.0 × 10−6 1.2 × 10−6 5.9 × 10−3 1.1 × 104 3.8 × 104
552→ 559 5.0 × 10−5 6.9 × 10−5 3.6 × 107 44 9.5 × 107contribution λin stemming from the rearrangement of bond lengths
once an excess charge is introduced.
We set the internal reorganization energy to 0.2 eV, a value compat-
ible with an extrapolation to a zero surface accessibility by aqueous
solvents, as estimated by Bortolotti et al. on the basis of their molecular
dynamics simulations [41].Wenote that the overall picture described in
the following does not vary qualitatively for λin values that lie within a
reasonable interval ranging from 0.05 to 0.5 eV.
For a given teff and λ, a maximum rate emerges at λ = −ΔG, we
refer to this quantity as kCTmax.
For the forward reaction, we ﬁnd a fast ﬁrst (554→ 556) and
ﬁnal (552→ 559) charge transfer step, with kCT = 4.3 × 107 and
3.6 × 107 s−1, respectively. The intermediate step, 556→ 552 is, how-
ever, very slow and only amounts to 5.9 × 10−3 s−1, a value that is in
no way compatible with the experimentally observed time scale of
2 μs. The slow charge transfer rate is both due to the strong uphill reac-
tion enthalpy and the small interheme coupling, which can be traced
back to the large edge-to-edge distance between the hemes 552 and
556. Naturally, for the backward reaction, we ﬁnd a reversed kinetic
scheme: comparatively fast electron transfer takes place between
the hemes 552 and 556 with kCT = 1.1 × 104 s−1, a similar value of
7.2 × 104 s−1 for charge transfer between the cofactors 556 and 554
emerges, but only a comparatively small rate of 44 s−1 for charge
hopping between the hemes 559 and 552 can be observed.
Changing the total population on the four hemes to two electrons
and two holes does not change these values signiﬁcantly. Recently, we
have argued that aromatic amino acids or salt bridges placed between
the chromophores may play the role of stepping stones in ground
state [2,73] and excited state [74] electron transfer. In the case of the
Rps. viridis cytochrome c oxidase structure, however, we have failed to
identify suitable candidates bridging the kinetic bottleneck. All reactions
described here lie within or close to the inverse regime of Marcus'
theory of charge transfer, where for example quantum corrections
may become signiﬁcant [75]. Even considering these, the interheme
couplings are too small and the activation barrier is too large to induce
a signiﬁcant speedup close to the experimentally observed rate.
5. Concluding remarks
By a combination of thermodynamic integration calculations and
quantum chemical computations, we have addressed the energetics
and kinetics of a charge transfer within themultiheme chain of the pho-
toreaction center of Rps. viridis. Concerning the statistical and systematic
inaccuracies of the thermodynamic integration scheme, the reaction en-
thalpies, ΔG, are in good agreement with the experimentally observed
differences between the heme redox potentials. We note a vanishing
outer sphere reaction enthalpy, λout ≃ 0, in accord with recent molecu-
lar dynamics simulations on a broad spectrum of cytochromes [41]. The
thermodynamic data and the small effective couplings between the two
central hemes 556 and 552 lead to a prohibitively large time scale of
seconds to minutes for recharging the photosynthetic cycle.
We are left with the conclusion that the hemes 552 and 559 may
well participate in recharging the photoreaction center within micro-
seconds, whereas the energetics and kinetics involving the cofactors
554 and 556 suggest a different role of these molecules. This may
involve electron storage operative in the dark state: whenever the elec-
tron hole at the special pair is ﬁlled, a surplus electron can be slowly
transferred to these hemes and stored there, so that cytochrome c2
can be released and its overall level can be held comparatively low. In
addition, in this way an unpaired electron is removed from a soluble
species, thus potentially reducing the formation of free radicals in the
periplasm. Of course, this view requires that cytochrome c2 docks to
the cytochrome subunit of the photoreaction center in the vicinity of
the hemes 552 and 559 rather than in the proximity of heme 554. In
this manner, our hypothesis can be veriﬁed by the identiﬁcation of
redox complexes that exhibit binding close to the membrane, whereas
191F. Burggraf, T. Koslowski / Biochimica et Biophysica Acta 1837 (2014) 186–192binding in the vicinity of heme 554 would falsify our idea. We can only
encourage X-ray crystallographers to publish structures of this complex,
even if it exhibits an unconventional coordination. In this context, in
silico docking studies may also be helpful. Furthermore, it may be inter-
esting to have a look at the molecular evolution of the purple bacteria
photoreaction center: our hypothesis suggests that one or two hemes
are essential to the functionality of the cytochrome c subunit and are
introduced early, whereas the presence of additional hemes is useful,
but not necessary, which suggests a later appearance on the phyloge-
netic tree.
We have to note that using a dielectric continuum approach to both
the protein and the solvent and the empirical Dutton–Moser depen-
dence of the effective intermolecular electronic couplings [76],
Bombarda and Ullmann have come to different numerical results and
a different interpretation of charge transfer in the cytochrome c subunit
of the same organism: fast recharging is possible, and its rate depends
on the oxidation state of all hemes and the special pair. From our
point of view, this striking difference can bemainly attributed to the fol-
lowing phenomenon. From our experience [73,77] the Dutton–Moser
rule seriously overestimates long-range effective electronic couplings
in the absence of charge transfer stepping stones or low-energy
superexchange partners, leading to a much faster charge transfer rate.
In simulations of simple systems exhibiting charge transfer, such as
the paradigmatic Ru(II)/Ru(III) pair, the use of polarizablewatermodels
has resulted in the reduction of outer sphere reorganization energies by
up to 22% [78]. Whereas the use of force ﬁelds of this type is generally
advisable, it is not likely to affect themain result of ourwork concerning
reorganization, namely a vanishing outer sphere reorganization energy.
Currently, we are restricted to nonpolarizable water models such as
TIP3P due to the sheer size of the systems and the long simulation
times required to achieve proper statistics.
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