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Abstract
The dynamics of sales opportunities can be modelled by a Markov Decision Process. The
latter can be solved using dynamic programming and assigns to each state an optimal
action. In this project, states are modelled by the number of opportunities at five dif-
ferent maturity levels called ranks, actions are represented by investments and rewards
by profits from signed contracts. Transitions are simulated using the probabilities that
an opportunity moves from one rank to another. Two different types of policy appear
recurrently in the model outcome, i.e. a low-investment policy when the opportunities
are rather uniformly distributed across ranks and a high-investment policy, when a larger
number of opportunities have reached mature status or have just entered the pipe.
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Chapter 1
Introduction
Pipeline data collect the information relative to the evolution of sales opportunities. The
latter appear and disappear over time and between these two points in time, their statuses
evolve through different maturity states. When a sales opportunity appears in the pipe,
it is given a low-level maturity rank, which indicates that its likelihood to be won is still
low. Over time, it gets mature and reaches higher ranks that make it more likely to be
concretized. In the best cases, it is eventually won.
The opportunities are generated and maintained in the pipe due to investments injec-
ted at the beginning of each quarter, which translates, amongst other things, into sales
workforce. When opportunities are won, contracts are signed and the signings produce a
certain amount of money.
The aim of this project is to model the dynamics of sales opportunities from IBM data
by a Markov Decision Process (MDP) in order to find an optimal policy of investments at
the beginning of each quarter. To do so, we use the data from the opportunity flows, i.e.
the number of opportunities at each point in time, together with the historical investments
and signings. In an MDP framework, finding an optimal policy implies associating a best
action to each state. In the sales opportunity context, this means performing an optimal
investment depending on the number of opportunities and their status. Optimality is
reached when some criterion is satisfied. From a business point of view, it would be
relevant to maximize the amount of money obtained from the signings. Hence, given that
a certain number of opportunities are in the pipe at a particular point in time, we would
like to perform the best investments in order to maximize the rewards, i.e. the amount of
money given by the signings.
The available data come from different world geographies. Moreover, they are split
across three different business lines and eight different industrial sectors. Using this infor-
mation, we will attempt to apply a model to each category. In this report, we will only
cover the analysis for one particular region.
This work is split into four parts. First, we will give a brief description of the data.
After this, we will explain how the data are split across several categories and perform
some preliminary computations on the dynamics of the opportunities. The third part
of this report provides some theory about the sort of model we use and then presents its
specification in the context of sales opportunities. Finally, the last part of this report shows
results of the application of the model to different categories of opportunities identified in
the pipeline data.
5
Chapter 2
Data description
The data consist of pipeline data describing the evolution over time of sales opportunities.
Precisely, a sales opportunity is rated according to the likelihood it might be won. There
are five ranks describing the latter: 1, 2, 3, 4 and 5.
The first ranking, i.e. 1, indicates the very early stage of an opportunity and the
last one, i.e. 5, means that the opportunity is won and hence, the contract signed. The
opportunity evolution is observed over three years, denoted as Y1, Y2 and Y3, and each
of them is divided into four quarters of 13 weeks. The data relative to the rank of an
opportunity are collected every week.
Let us note that in this project, we only consider the data from the first quarter of
year Y1 to the first quarter of year Y3 included. This is due to the fact that data from
the three last quarters of year Y3 are incomplete.
The pipeline data are obtained for five different world regions. In this report, we will
only present the results for the data from one of them. Additional characteristics of the
opportunities are known, such as the Business Line or the Sector they belong to. There
are three possible business lines, denoted as BL1, BL2 and BL3, and eight possible sectors,
denoted as Sec1, Sec2, Sec3, Sec4, Sec5, Sec6, Sec7 and Sec8. For each opportunity, we
also have an identifier for the salesman that is responsible for the opportunity.
Quantitative information about each opportunity are also provided. They are of three
types:
Expected gain: For each opportunity at each point in time, the salesman has an expec-
tation about the amount of money he can obtain in case the opportunity is won.
Signings: If an opportunity is won, a contract is signed and the signings indicate the
amount of money which is obtained from the total won opportunities in a quarter.
The signings are given by business line, by sector and by quarter.
Investments: We have available investment data by quarter/by business line. They
combine salaries, commissions and travel expenses for executives and salespeople
plus advertising costs and other items.
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Chapter 3
Data splitting
This chapter first presents the repartition of the opportunities according to a tree structure.
Then it explains the method of computation of transition rates from one rank to another.
Statistics were performed on these transition rates but are not shown here.
3.1 Tree structure
After performing some data cleaning, the opportunities are organised in a tree structure
based on the geography and the industrial sector characterising the different opportunities
as well as their business size. More precisely, we use three categorical variables in the data
set ‘region’, ‘business line’ and ‘sector’, to naturally split the opportunities. A fourth
3-value categorical variable is built from the average expected gain for each opportunity
as follows:
• Opportunities with an average expected gain below 1 million USD.
• Opportunities with an average expected gain between 1 and 5 million USD.
• Opportunities with an average expected gain between 5 and 10 million USD.
Opportunities with average expected gain values above 10 million USD were discarded.
A complete tree for a given region is shown as an example in Figure 3.1. Several other
trees can be easily generated aggregating the opportunities across one or more dimensions
(e.g. the business line and/or the sector) as shown in Figure 3.2.
7
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(b) Detailed version of the split.
Figure 3.1: A tree structure showing a complete split of the opportunities according to their
business line, sector and category of expected gain in the example of the data from a region Reg1.
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Figure 3.2: Tree structures showing the two splittings of the opportunities considered in this project
for a region Reg1.
3.2 Average transitions
To get an insight into the dynamics of the pipeline data, we compute the opportunity
transition rates from a rank to another using different time lags: 1-week, 2-week, 1-month
and 1-quarter.
3.2.1 Existing opportunities
Let us denote one of the possible lags by l. The transition rates are always computed
using the data from a current week w and the week at the previous time lag w − l, for
w = 1, . . . ,W , where w = 1 refers to the first week of the second quarter of year Y1
and w = W refers to the last (13th) week of the first quarter of year Y3. A transition
rate from a rank i to a rank j, for i, j = 1, . . . , 5 is obtained by counting the number of
opportunities Nprev[i] that were in rank i at a particular week w − l and counting the
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number of opportunities Ncurr[i, j] out of the Nprev[i] that moved to rank j at week w.
The rate is then computed as:
rij :=
Ncurr[i, j]
Nprev[i]
.
Such rates are computed for all previous ranks i at a week w − l, to all current ranks
j at a week w. Moreover, we also consider the transitions from any previous rank i to a
sort of sixth rank called ‘out’, which represents the opportunities that were in rank i at
week w − l and that were not in the pipe anymore at week w. For each couple of weeks
(w − l, w), the transition rates rij can be represented as a 5× 6 matrix M(w − l, w):
M(w − l, w) =

r11 r12 r13 r14 r15 r1out
r21 r22 r23 r24 r25 r2out
r31 r32 r33 r34 r35 r3out
r41 r42 r43 r44 r45 r4out
r51 r52 r53 r54 r55 r5out

Hence, for each leaf of a particular opportunity tree, we can create a list of transition
matrices M(w − l, w) of length W .
3.2.2 New opportunities
In an analogous way as for the lists of transition matrices for existing opportunities, we
create lists of new opportunities, that is, opportunities that appeared at a particular week
w in each rank and that were not in the pipe at the previous time lag w − l. For each
transition matrix M(w−l, w), there is a corresponding five-component vector vnew(w−l, w)
of the new opportunities in each rank:
vnew(w − l, w) = (n1, n2, n3, n4, n5).
Chapter 4
The model
The aim of this project is to find the best investment policy for each state, that is, the
investment that maximizes some objective function for each given state. To do so, we
apply a Markov Decision Process (MDP) to the pipeline data. The first section of this
chapter describes the basic concepts of an MDP.
4.1 Theory of Markov Decision Processes
The purpose of a Markov Decision Process is to find an optimal sequence of decisions, i.e.
a policy, that maximizes a particular criterion given by an objective function. An MDP
can have a finite or infinite number of stages, i.e. time steps, and this concept defines
whether one deals with a finite-horizon or an infinite-horizon model. In this project, the
infinite-horizon case will be considered. A justification will be given in section 4.2.
Definition 1. A Markov Decision Process (MDP) is defined by the following four com-
ponents.
State space: The state space S describes all the possible situations that can occur in the
system. There can be finite or infinite state spaces, but in the model we present in
this project, we will only consider finite state spaces.
Action space: The action space A describes all possible decisions that can be taken from
all states in the state space. In our case, we will consider that every action a in the
action space can be taken from any state s ∈ S.
Transition function: A transition function P : S × S × A −→ [0, 1] is a rule that gives
the probability that a state s ∈ S is mapped to a next state s′ ∈ S, given that an
action a ∈ A was chosen. A basic assumption of an MDP is the Markov Property,
which states that the choice of the next state s′ only depends on the current state s
and the chosen action a, and is independent of the previously visited states.
Reward function: A reward function R : S × S × A −→ R determines the obtained
reward when a transition is performed from state s to state s′, given that an action
a was chosen.
The definition of the basic components of an MDP enables us to give more formal
definition of a policy:
Definition 2. A policy is a function pi : S −→ A, that associates to any state s ∈ S an
action a ∈ A.
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The aim of an MDP is to find an optimal policy, that is, a policy that maps every
state s ∈ S to the best possible action. The search for an optimal policy implies some
optimality criterion to be verified. One of the four components of an MDP is the reward
function R which is defined for each triple (s, s′, a) ∈ S×S×A and the idea is to maximize
the rewards in a particular way. If there was just one time step t, the aim would be to
optimize the direct expected reward E[rt]. But we are interested in finding a best sequence
of actions, and hence we must optimize the rewards over the whole horizon. A possible
optimality criterion is to maximize the expected sum of the discounted rewards, given by
the following formula:
E
[ ∞∑
t=0
γtrt
]
, (4.1)
with γ ∈ (0, 1] called discount factor. Its purpose is to give less importance to the rewards
that are obtained far in the future.
We would like to define an expression such as equation (4.1) for each possible state
s ∈ S. For a particular policy pi : S −→ A, the latter is given by a value function:
V pi(s) = Epi{
∞∑
k=0
γkrt+k|st = s}.
The value function equation can be defined recursively by the so-called Bellman equa-
tion:
V pi(s) = Epi {rt + γV pi(st+1)|st = s} =
∑
s′∈S
P (s, s′, a)
(
R(s, s′, a) + γV pi(s′)
)
(4.2)
For each state s ∈ S, the aim is to find the action a ∈ A that maximizes the value
function. Hence the optimal value function V ∗(s) for each state s ∈ S is given as follows.
V ∗(s) = max
a∈A
∑
s′∈S
P (s, s′, a)
(
R(s, s′, a) + γV ∗(s′)
)
. (4.3)
The optimal policy pi∗ can be deduced from equation (4.3) taking the argument of the
maximum:
pi∗(s) = arg max
a∈A
∑
s′∈S
P (s, s′, a)
(
R(s, s′, a) + γV ∗(s′)
)
(4.4)
In practice, in order to solve equations (4.3) and (4.4), we use an algorithm called value
iteration, which solves the Bellman equation (4.2) by updating it using an intermediate
state-action value function Q : S ×A −→ R:
Q(s, a) =
∑
s′∈S
P (s, s′, a)
(
R(s, s′, a) + γV (s′)
)
(4.5)
The algorithm starts with an arbitrary value function V (s) for each s ∈ S and then
computes the state-action value function Q(s, a) for each s ∈ S and each a ∈ A. For each
s ∈ S, it updates the value function V (s) taking the maximum of expression (4.5) over
all possible actions a ∈ A that are reachable from s. This update algorithm is performed
until some convergence criterion is reached and is summarized in Algorithm 1.
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Algorithm 1 Value Iteration
V (s)← 0,∀s ∈ S
repeat
for s ∈ S do
Vprev(s)← V (s)
for a ∈ A do
Q(s, a)←∑s′∈S P (s, s′, a) (R(s, s′, a) + γV (s′))
end for
V (s)← maxa∈AQ(s, a)
end for
until Distance between V and Vprev is small enough.
4.2 Application of the model to pipeline data
We use an infinite-horizon model, as the aim is to obtain an optimal action associated
to each state independently of the time step. Even if the historical data collected from
quarter 1 of year Y1 to quarter 1 of year Y3 are split into 9 quarters, we would like to
obtain a decision model for a larger time scale.
The dynamics are modelled by the number of opportunities that transit from one rank
to another. Using the historical data, we constructed the four necessary components to an
MDP: the state space, the action space, the transition function and the reward function.
4.2.1 State space
In order to have a global view of the opportunity flow from one rank to another, we
represented one state as a five-dimensional vector s ∈ N5, corresponding to the number of
opportunities in each rank. For example, a state vector could be given by
s = (100, 230, 261, 83, 21), (4.6)
indicating 100 opportunities in rank 1, 230 in rank 2 and so on.
This representation implies that the state space Stot can be defined as a bounded subset
of N5. Using this representation for the state space, the key issue is represented by the
size of the state space itself, |Stot|. The latter can be computed multiplying together the
number of possible occurences for s[i], with i = 1, . . . , 5. To do so, we need to define the
maximal number of opportunities in each rank, maxi, with i = 1, . . . , 5. We estimate the
latter using historical data obtaining for the dimension of the state space the expression:
|Stot| =
5∏
i=1
maxi.
As an example, if the maximal number of opportunities in each rank was equal to 100,
the dimension of the state space would equal |Stot| = 10′000′000′000, which is far too high
to be handled. Hence, it is necessary to reduce the number of states using an appropriate
approximation.
In order to have a smaller state space, we use a projection that maps each ‘real’ state
into an approximated version, where quantiles of the empirical distribution of the number
of opportunities per rank, obtained from historical data, are used to represent the state
vectors instead of the actual number of opportunities per rank. For example, if we wish
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to have five possible occurences in each rank, we have to build the 0% (minimal value),
20%, 40%, 60%, 80% and 100% (maximal value) quantiles.
Let qi ∈ Nn denote the quantile vector for rank i, i = 1, . . . , 5 and qi[j] its jth ele-
ment, j = 1, . . . , n. The componentwise projection function pistate : N −→ N is given by
formula (4.8). For values of s[i] inbetween the 0%, 20%, 40%, 60%, 80% to 100% quan-
tiles, the projection is given by the average of the the two quantiles between which s[i]
is situated. An exception occurs for the values of s[i] which are higher than the maximal
value qi[n]
1. These values of s[i] are then mapped to the average of the 80% and 100%
quantiles of qi.
pistate : N −→ N (4.7)
pistate(s[i]) =

⌈
qi[1]+qi[2]
2
⌉
if qi[1] ≤ s[i] ≤ qi[2]⌈
qi[j]+qi[j+1]
2
⌉
if qi[j] < s[i] ≤ qi[j + 1], for j = 2, . . . , n− 1⌈
qi[n−1]+qi[n]
2
⌉
if s[i] > qi[n]
(4.8)
Let us illustrate this by an example. Consider the second leaf in Tree 1 (see Fi-
gure 3.2(a)), where the expected gain is between 1 and 5 million USD, the quantiles
corresponding to the distribution of the number of opportunities per rank are shown in
Figure 4.1. The number of possible occurences in each rank is equal to 5, i.e. to the num-
ber of percentiles chosen for the discretization minus 1. The components of the example
state s = (100, 230, 261, 83, 21) are mapped into categories formed by the quantiles, e.g.
s[1] = 100 falls between the minimal value and the 20%-quantile for rank 1. According to
formula (4.8), the projection of s[1] is equal to
pistate(s[1]) =
q1[1] + q1[2]
2
=
⌈
0 + 228
2
⌉
= 114.
1Indeed, this situation can occur when we apply the model, as we will not reproduce exactly the states
of the historical data.
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Min 20% 40% 60% 80% Max
100
Rank 1 0 228 492 654 895 1054
230
Rank 2 0 527 832 1213 1534 2931
261
Rank 3 0 208 243 362 559 728
83
Rank 4 0 17 31 36 54 64
21
Rank 5 0 16 35 67 98 154
Bin 0 Bin 1 Bin 2 Bin 3 Bin 4
Figure 4.1: Example of the projection of a state s = (100, 230, 261, 83, 21) into bins determined by
quantiles computed on the historical distribution of the number of opportunities in each rank. For
example, component s[i] is projected onto a value given by the average of the quantiles between
which it is situated, i.e. the 0% and the 20% quantiles. This value is d 0+2282 e = 114.
We can extend the projection pistate defined in equation (4.8) at a state level, i.e. let
us define φstate as follows:
φstate : Stot −→ Snew (4.9)
φstate(s) = (pistate(s[1]), . . . , pistate(s[5])) (4.10)
The state space is finally defined as the set of all possible projections by φstate, that is,
the image of φstate. The projection φstate leads to a reduction of the original state space
Stot. Indeed, the new state space Snew, which consists of the projected states only, is
reduced to size:
|Snew| = (n− 1)5
In the example, n is equal to 6, hence the dimension of the state space is |Snew| = 55 =
3′125, which is a much lower number than the dimension of the original state space |Stot|.
Later in this chapter, we will need to define the transition function, which can be
expressed by a matrix of size |Snew|× |Snew|× |A|, where |A| is the dimension of the action
space. To do so, we need to enumerate the state space Snew, i.e. find a bijection that
maps every state of Snew to a number x that is an element of a subset of N. This is done
in two steps.
1. First, we find a binning for every possible component of a projected state of Snew.
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Following the same pattern as formula (4.8), we define function pibin:
pibin : N −→ {0, . . . , n− 2} (4.11)
pibin(s[i]) =

0 if qi[1] ≤ s[i] ≤ qi[2]
j − 1 if qi[j] < s[i] ≤ qi[j + 1], for j = 2, . . . , n− 1
n− 1 if s[i] > qi[n]
(4.12)
The same way as for pistate, we can define a binning function φbin for each state
s ∈ N5 as follows
φbin : Snew −→ {1, . . . , n− 2}5 (4.13)
φbin(s) = (pibin(s[1]), . . . , pibin(s[5])) (4.14)
2. By formula (4.14), we have φbin(s) ∈ {0, . . . , n− 2}5. Using this property, we define
a second bijection that maps every binned state to an integer x in a subset of N, that
is, an enumeration. This definition depends on the maximum value each component
of a binned state can take. As any binned state sb belongs to set {0, . . . , n − 2}5,
the maximum value of sb[i] is n − 2, for i = 1, . . . , 5. Let us denote this maximum
value by smaxb . Using this, we can define the enumeration as follows:
ψ : {0, . . . , n− 2}5 −→ {1, . . . , (n− 1)5} (4.15)
ψ(sb) = sb[1](s
max
b + 1)
4 + sb[2](s
max
b + 1)
3 + sb[3](s
max
b + 1)
2 (4.16)
+ sb[4](s
max
b + 1) + sb[5] + 1 (4.17)
For example, such enumeration gives the following mappings:
(0, 0, 0, 0, 0) 7−→ 1
(0, 0, 0, 0, 1) 7−→ 2
...
(0, 0, 0, 0, smaxb ) 7−→ smaxb + 1
(0, 0, 0, 1, 0) 7−→ smaxb + 2
...
(smaxb , s
max
b , s
max
b , s
max
b , s
max
b ) 7−→ (smaxb + 1)5
The composition of the two bijections ψ ◦ φbin enables us to map every state s ∈ Snew
onto a unique integer x ∈ {1, . . . , (n− 1)5}. Later on, in the construction of the transition
matrix, we will also need the inverse functions of ψ and φbin. Let us define these two
functions.
1. Similarly as for φbin, we first define the componentwise function pi
−1
bin that maps every
component of a binned state sb ∈ {0, . . . , n−2}5 to a component of a projected state
s ∈ Snew.
pi−1bin : {0, . . . , n− 2} −→ N (4.18)
pi−1bin(sb[i]) =
⌈
qi[j]+qi[j+1]
2
⌉
if sb[i] = j − 1, for j = 1, . . . , n− 1 (4.19)
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Let us define the corresponding function φ−1bin at a state level:
φ−1bin : {0, . . . , n− 2}5 −→ Snew (4.20)
φ−1bin(sb) = (pi
−1
bin(sb[1]), . . . , pi
−1
bin(sb[5])) (4.21)
2. We now define the inverse function of the enumeration, i.e. the inverse enumeration.
Before giving its expression, we define the following expressions, for x ∈ {1, . . . , (n−
1)5}:
m1 := (s
max
b + 1)
4
m2 := (s
max
b + 1)
3
m3 := (s
max
b + 1)
2
m4 := (s
max
b + 1)
m5 := 1
p1(x) := (x− 1) mod m1
p2(x) := p1(x) mod m2
p3(x) := p2(x) mod m3
p4(x) := p3(x) mod m4
p5(x) := p4(x) mod m5
Let us now define the inverse enumeration, using the expressions defined above:
ψ−1 : {1, . . . , (n− 1)5} −→ {0, . . . , n− 2}5
ψ−1(x) =
(
(x− 1)− p1(x)
m1
,
p1(x)− p2(x)
m2
,
p2(x)− p3(x)
m3
,
p3(x)− p4(x)
m4
,
p4(x)− p5(x)
m5
)
Though the expression of the inverse enumeration might look quite complicated, it
simply performs the inverse mapping of enumeration ψ, e.g. it maps the binned state
(0, 0, 0, 0, 0) ∈ {0, . . . , n− 2}5 to 1.
All functions presented in this section can be summarized by Figure 4.2. Under the
bijection scheme, we presented a numerical application using example state (4.6) in order
to illustrate the different transformations we apply to an original state s ∈ Stot.
SnewS tot {1,. .. ,n−1
5 }{0,. .. , n−2 }5
state
bin
bin
−1

−1
100, 230, 261,83, 21 114, 264,303, 59, 26 0,0, 2, 4,1 72
Figure 4.2: Summary of the functions described in this section, i.e. projection φstate, bijections φbin,
ψ and their inverse functions. The numerical application below the scheme shows the projection of
example state s = (100, 230, 261, 83, 21) onto Snew by φstate, that is, φstate(100, 230, 261, 83, 21) =
(114, 264, 303, 59, 26), its binning φbin(168, 218, 272, 50, 18) = (0, 0, 2, 4, 1) and its enumeration
ψ(0, 0, 2, 4, 1) = 72.
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4.2.2 Action space
In chapter 2, we introduced the data of investments at the beginning of each quarter, for
each business line. In our MDP framework, investments decisions represent the actions
a decision maker will perform and an optimal sequence of investments will represent the
optimal policy, which is the output of the MDP.
As the aim is to apply a model to a leaf, i.e. a category of opportunities defined by
particular characteristics such as the business line, the sector and the category of expected
gain, and the investments are only available by business line, as a preliminary step, we
need to split the investments given at a business line level across the different leaves of a
particular tree, according to some weighting scheme.
We decided to compute the weight for each leaf as the number of opportunities per
salesman and per leaf, normalized by the sum of all number of opportunities per salesman
in the business line. Again, this is performed quarterly. Let us denote the quarterly
investment for a particular business line a by IBL[a, t], where t denotes a quarter, with
t = 1, . . . , 9, index 1 corresponding to the first quarter of year Y1 and index 9 corresponding
to the first quarter of year Y3. For example, if the opportunities of a are split across N
leaves and leaf l ∈ {1, . . . , N} has a total number of opportunities Nopp[l, t] and a total
number of salesmen Ns[l, t] for a quarter t, the quarterly ratio for leaf l is:
r[l, t] :=
Nopp[l, t]
Ns[l, t]
The weight w[l, t] ∈ [0, 1] for leaf l is hence given by:
w[l, t] :=
r[l, t]∑N
i=1 r[i, t]
and its corresponding quarterly investment is:
I[l, t] := w[l, t] · IBL[a, t].
This computation enabled us to have a quarterly investment value for each leaf of a
particular tree. As an example, figure 4.3 shows a scheme of the split of the investments
across the different leaves of business line BL1.
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Figure 4.3: Split of the investments across the different leaves of business line BL1. The investment
of each leaf l is given by a proportion wl of the total investments for BL1. At the bottom of the
figure, an example of computation of weight is given for leaf 1. It is given by the number of
opportunities per salesman divided by the sum of the number of opportunities per salesman across
all leaves of the business line. Let us recall this is performed for the investments of each quarter.
Throughout all quarters of years Y1, Y2 and Y3 (for which data are available), op-
portunities appear and disappear at any weekly time step. Therefore, having in mind the
goal of an optimal investment strategy, we would like to know the amount of money to
invest at the beginning of each quarter for two sorts of opportunities:
Existing opportunities: Opportunities that appear before the beginning of the quarter
and are still in the pipe at the end of the quarter.
New opportunities: Opportunities that appear after the beginning of the quarter.
All the following formulas only refer to one leaf, hence let us define the simplified
notation I[t] := I[l, t] for the quarterly investment at a leaf level. To take into account the
investment for both kinds of opportunities, let us define I0[t] as the quarterly investment
for the new opportunities, c[t] as the quarterly investment for one existing opportunity
and Nex[t] the number of existing opportunities at the right beginning of quarter t, that
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is, in its first week. We split the quarterly investement per leaf I[t] as follows:
I[t] = I0[t] + c[t] ·Nex[t] (4.22)
= α[t]I[t] + (1− α[t])I[t] (4.23)
Precisely, a percentage α[t] of the quarterly investment I[t] is given for the new oppor-
tunities and the remaining percentage 1−α[t] is left out for the existing ones. Extracting
α[t] from the data enables us to compute both the quarterly investment for the new op-
portunities I0[t] and the quarterly investment for each existing opportunity c[t].
In order to compute α[t], we first build a distribution Dα from the whole timeline of
the historical data:
Dα = {α1, . . . , αW },
where each αw is computed as follows:
αw =
Nneww
N exw−13 +Nneww
(4.24)
Here, index w refers to the current week. It ranges from 1 to W , where 1 is the first week
of the second quarter of year Y1 and W is the last (thirteenth) week of the first quarter of
year Y3. The quantities Nneww and N
ex
w−13 are the number of new opportunities at week w
and the number of existing opportunities at week w−13, respectively. Let us note that, if
we have 1 ≤ w ≤ 13 , N exw−13 will refer to the number of existing opportunities of weeks 1
to 13 in the first quarter of year Y1.
Each αw computed using formula (4.24) represents the proportion of new opportunities
relatively to the number of opportunities in the pipe one month ago at the same week. For
example, in order to compute α2, we need to know the number of new opportunities at
week 2 of the second quarter of year Y1 and the total number of opportunities at week 2
of the first quarter of year Y1. As I[t] is computed quarterly, we need to find a quarterly
proportion of new opportunities α[t] as well. To do so, we compute the quarterly average
of the αw’s, that is, for quarter t, with t = 1, . . . , 8:
αt :=
1
13
13t∑
w=13(t−1)+1
αw.
Let us note that we compute αt for t = 1, . . . , 8 and not for the first quarter of year
Y3, that is, the quarter corresponding to index 9, because each element of distribution Dα
is computed using data from the current quarter t+ 1 and the previous quarter t. Hence,
we do not have the value of αt for the quarter corresponding to index 9. Nevertheless, we
need a value for the latter and use the median of all αt, for t = 1, . . . , 8 as a replacement,
i.e.,
α9 := median(α1, . . . , α8).
We now have a quarterly percentage of the investment I[t] and can define α[t] := αt, for
t = 1, . . . , 9. Hence we can deduce the quarterly investment for each individual opportunity
c[t] as follows:
c[t] :=
(1− α[t]) · I[t]
Nex[t]
,
where Nex[t] is the number of existing opportunities in the first week of quarter t.
To define the action space within a leaf, we group together all quarterly investments
that have ‘close’ values for I0[t] and c[t]. The latter form an action. In order to define
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‘closeness’, we create a two-dimensional grid. The x-axis displays the I0[t]-values and the
y-axis the c[t]-values. The endpoints of the mesh are given by the maximum an minimum
values of I0[t] on the x-axis and c[t] on the y-axis, respectively. The number of cells
in the grid is to be chosen by setting a number of possible bins for I0[t] on the x-axis
and a number of possible bins for c[t] on the y-axis. The resulting mesh will define the
number of actions depending on the number of cells in the grid which are occupied by the
(I0[t], c[t])-couples.
As an example, Figure 4.4 shows the actions created by a 3×2 discretised action space.
The points are the (I0[t], c[t])-couples computed on the data of the historical investments
for the leaf with average expected gain between 1 and 5 mio USD. Let us note that it may
happen that some of the cells are not filled. Hence the number of actions is given by the
number of filled cells. Here all cells are filled, therefore the number of actions is 6.
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Figure 4.4: Example of a 3× 2 discretised action space to group together the (I0[t], c[t])-couples of
investments with close values, for the leaf with average expected gain between 1 and 5 mio USD.
The dimensions of the mesh is to be chosen by the modeller. The filled cells form the actions.
The boundaries of the filled cells of the mesh define the possible actions in the action
space. Each dimension (i.e. the x or y-axis) is labelled. For example, an action could be
to invest a low amount of money for the new opportunities and a low amount of money
for each existing opportunity.
As for the state space, we need to enumerate the action space, i.e. to put labels to all
actions. This is done by assigning a number to each action the first time it is visited. For
example, the action represented by the upper right cell on Figure 4.4 is given label 1 as
the investments I0[1] and c[1] of the very first quarter of year Y1 belong to it. Similarly,
the investments of quarter 2 of year Y1 belong to the upper middle cell. Hence the latter
is assigned label 2. This labelling goes on till all visited cells are numbered.
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4.2.3 Transition function
Let us introduce the third component of an MDP defined in section 4.1, i.e. the transition
function P : S × S ×A −→ [0, 1]. According to the previous definitions of the state space
and the action space, we define sets S and A as follows:
S := {1, . . . , (n− 1)5}
A := {1, . . . , Na}
Let us recall that n is the number of computed quantiles we want in order to map the
components of a state vector of Stot. Moreover, we define Na as the number of actions.
The transition function can be represented by a three-dimensional matrix denoted by
the same name P , where each cell P (s, s′, a) represents the probability that state s ∈ S
moves to state s′ ∈ S when action a ∈ A is chosen.
In section 3.2, we created lists of matrices of the transition probabilities from one rank
to another and lists of five-component vectors of the new opportunities in each rank. This
was performed for each leaf of the two trees described in section 3.1 and for four different
time lags, i.e. lag 1 for the weekly transitions, lag 2 for fortnightly transitions, lag 4 for
monthly transitions and lag 13 for quarterly transitions.
As part of the available historical data, i.e. the investments and the signings, is given
on a quarterly scale, we want the MDP to be on a quarterly scale as well. This is one
of the main issues we met for the modelling part, as the rest of the data, such as the
number of opportunities or the values of expected gain for each opportunity, are given on a
weekly scale. We first considered applying a Partially Observable Markov Decision Process
(POMDP), but discarded this possibility due to the difficulty of defining the observation
process and its relationship with the core process. We finally opted for a simulation of a
quarterly transition, sampling from the lists of weekly transition matrices.
Due to the fact that we want to model a quarterly transition, every cell P (s, s′, a) of
the transition matrix P represents the probability that, given that action a ∈ A is chosen,
state s ∈ S moves to state s′ ∈ S in one quarter. To build these quarterly transitions, we
will perform a simulation using the matrices of transition probabilities and the vectors of
new opportunities computed for a lag of one week (lag 1).
Before presenting this simulation, we assign an action to each couple of 5 × 6 matrix
of transition probabilities and each 5-dimensional vector of new opportunities. In the
previous section describing the action space, each cell of the mesh was given a number
representing a label from 1 to Na, the number of actions, which is the number of occupied
cells. Each quarterly couple of investments (I0[t], c[t]) was then mapped to a particular
action a ∈ A. Knowing the correspondance between a quarter t ∈ {1, . . . , 9} and an action
a, we can construct lists of matrices of transitions by action. For example, the investments
of quarters Q1 and Q3 belong to action 1 of Figure 4.4. This implies that the list of matrices
of transitions for action 1 will consist of all matrices of transition probabilities that occur
within quarter Q1 or quarter Q3. Figure 4.5 summarizes the binning of the transition
matrices in the example of the 3 × 2 mesh of Figure 4.4. For example, as the couples
of investments (I0[t], c[t]) corresponding to the first and third quarters of year Y1 were
represented in the same cell in the 3 × 2 mesh, the weekly matrices of transition within
these two quarters are mapped into the same action.
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Figure 4.5: Mapping of the weekly transition matrices into the actions determined by the 3 × 2
mesh of Figure 4.4 for the four quarters of year Y1. Inter-quarter transitions are not considered
here.
In order to build P , we perform a simulation. Let us first assume a fixed initial state
s ∈ S and a fixed action a ∈ A. The aim is to obtain the probability for state s to reach
any state s′ ∈ S given action a. The idea is first to transform s into an element sproj of
Snew and then to multiply it by a 5× 6 matrix of transition M randomly selected amongst
the list of weekly transition matrices corresponding to action a. The result will be a 1× 6
vector v that consists of a new repartition of the opportunities that were in sproj. The
first five components of v consist of the number of opportunities in the five ranks and the
sixth component corresponds to the number of opportunities that went out of the pipe
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after a one-week transition. We are only interested in the vector consisting of the five first
components as it represents the opportunities that are still in the pipe. Let us denote the
latter by w. The matrix multiplication only deals with the existing opportunities. We now
need to add the vector of new opportunities vnew corresponding to the same transition as
M in the historical data in order to model the dynamics completely. The resulting state
s′proj after the simulation of this weekly transition is given by:
s′proj := w + vnew.
To obtain a quarterly transition, we perform this one-week step twelve times and map
the resulting state back into space S. The enumeration s′ of this state will give us the
second index in matrix P . In terms of implementation, all elements of P are initialized
to zero. After the twelve simulation steps, the value of the corresponding P (s, s′, a) is
incremented by 1. We repeat this procedure a large number of times Nsim for the initial
state s and do the same for all other initial states of S and all other actions of A.
Finally each cell of matrix P is normalized byNsim in order to obtain the probabilities of
transition. The whole procedure is summarized by the next three algorithms. Algorithm 2
calls Algorithm 3 and Algorithm 3 calls Algorithm 4. Function makeP of Algorithm 2 pre-
sents the construction of the transition matrix P and function simulationQuarter of
Algorithm 3 calls twelve times the weekly simulation function simulationLag implemen-
ted in Algorithm 4.
Algorithm 2 makeP
for a ∈ A do
for s ∈ S do
sbin ← ψ−1(s)
sproj ← φ−1bin(sbin)
for i = 1, . . . , Nsim do
s′real ← simulationQuarter(sproj)
s′bin ← φbin ◦ φstate(s′real)
s′ ← ψ(s′bin)
P (s, s′, a)← P (s, s′, a) + 1
end for
P (s, :, a)← P (s,:,a)Nsim
end for
end for
return P
Remark 1. The notation P (s, :, a) of Algorithm 2 means that we consider the row of
matrix P that has a fixed s ∈ S and a fixed a ∈ A. Performing the operation
P (s, :, a)← P (s, :, a)
Nsim
means that all elements of row P (s, :, a) are divided by Nsim.
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Algorithm 3 simulationQuarter
sproj[5]← 0
for i = 1, . . . , 12 do
sproj ← simulationLag(sproj)
end for
return sproj
Remark 2. Due to the fact that we set sproj[5] to 0 in Algorithm 3, Algorithm 2 needs
only to be performed every n − 1 step. Hence, it is not necessary to loop over all s ∈ S,
but over all s˜ ∈ {1, 6, . . . , (n − 1)5}, and in the computation of P , all n − 2 arrays below
array P (s˜, :, :) are just copies of the latter.
Algorithm 4 simulationLag
r ← dicea()
M ← laM [r]
vnew ← lavnew [r]
s′proj ← (sproj ·M)[1 : 5] + vnew
return s′proj
Remark 3. Function dicea of Algorithm 4 randomly draws an integer r between 1 and the
size of the list with the matrices of transitions for action a, laM . The matrix M and the
vector of new opportunities vnew are selected using the same index r in list l
a
M of matrices
of transitions for action a and list lavnew of vectors of new opportunities for a, respectively.
4.2.4 Reward function
In this section, we will define the reward function R : S × S × A −→ R. In chapter 2,
we introduced the signings data, given for each quarter and at a sector level. We will use
these data in order to find an expression of the reward function R.
As for the investments, we need to split each quarterly value of signings given by
business line and by sector across the different leaves of our tree representation. The
rationale we use to split the values of signings is that the amount of money corresponding
to the expected gain for opportunities that are actually won (i.e. that reached rank 5)
should be highly correlated with the money values reported in the signings data. We
define a weight for each leaf l of a particular sector b at a quarter t. Let us assume that
leaf l has N r5opp[l, t] opportunities that reach rank 5 for quarter t and that sector b has
N leaves. Let us denote the quarterly value of signings for sector b by S[b, t] The weight
w[l, t] corresponding to quarter t of leaf l is defined as the sum of the average values of
expected gain of all opportunities of leaf l for quarter t, divided by the sum of all average
values of expected gains in sector b for quarter t:
w[l, t] :=
∑Nr5opp[l,t]
p=1 EG[p]∑N
i=1
∑Nr5opp[i,t]
j=1 EG[j]
.
Here, EG[p] denotes the average value of expected gain for an opportunity p of leaf l. In
the computation of the weights for the investments, all weights within the same business
line and for the same quarter summed up to 1. In the case of the signings, all weights
w[l, t] within the same sector and for the same quarter sum up to 1.
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We deduce the unitary reward r[l, t] for an opportunity of leaf l at quarter t as
r[l, t] :=
w[l, t] · S[b, t]
N r5opp[l, t]
.
Dividing by N r5opp[l, t] implies that we only give rewards for the opportunities that reach
rank 5. An example of splitting of the values of signings for sector Sec1 of business line
BL1 is shown in Figure 4.6.
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Figure 4.6: Split of the values of signings corresponding to sector Sec1 of business line BL1 across
the different leaves determined by the categories of average expected gain. The computation of
the weight for the leaf corresponding to values of average expected gain below 1 million USD is
shown at the bottom of the figure. Let us note that we divide each value of the weighted average
expected gain by the number of opportunities that reached rank 5 in order to obtain a unitary
reward. This split is performed for all quarters.
Let us note that as a model will be applied individually to each leaf, we can simplify
the notation for the unitary reward as follows:
r[t] := r[l, t].
Let us recall that the aim of this project is to apply an MDP to the data and to
solve it using the value iteration algorithm described in section 4.1. The reward function
R : S × S × A −→ R given in the same section can be represented as a |S| × |S| × |A|
matrix with the same name R, in a similar way as for the transition function P . Before
giving the expression of matrix R, let us define two other matrices:
• Rew(s′, a), which is the average unitary reward in action cell a multiplied by the
number of opportunities in rank 5 of s′.
• Inv(s, a), which is the average unitary investment in action cell a multiplied by the
number of opportunities in ranks 1 to 4 of s.
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We define each element R(s, s′, a) as the difference between Rew(s′, a) and Inv(s, a).
Let us note that we need to discount the first term of the difference by a factor γ ∈ (0, 1]
as it is situated one step forward in the future. This difference is expressed as follows:
R(s, s′, a) := γ · Rew(s′, a)− Inv(s, a). (4.25)
Equation (4.25) enables us to build each element of matrix R. Nevertheless, it is
possible to build a |S| × |A| matrix PR that represents the reward component of the
model in a slightly different way. The use of this matrix of smaller dimension is a result
from the value iteration algorithm and can reduce significantly the computation time of
the reward component of the model.
Let us give a justification for the use of PR. Let us consider again equation (4.5) and
rewrite it as follows:
Q(s, a) =
∑
s′∈S
P (s, s′, a)
(
R(s, s′, a) + γV (s′)
)
=
∑
s′∈S
P (s, s′, a)R(s, s′, a) + γ
∑
s′∈S
P (s, s′, a)V (s′)
The first term of the last expression is the expectation of R(s, s′, a) as there is a
probability component P (s, s′, a). Let us denote it by PR(s, a) and rewrite it as follows:
PR(s, a) :=
∑
s′∈S
P (s, s′, a)R(s, s′, a)
= E
(
R(s, s′, a)
)
= E
(
γ · Rew(s′, a)− Inv(s, a))
= γ · E (Rew(s′, a))− Inv(s, a)
= γ ·
∑
s′∈S
P (s, s′, a)Rew(s′, a)− Inv(s, a)
All values of Rew(s′, a) and Inv(s, a) can be represented in two |S| × |A| matrices Rew
and Inv, respectively. The computation of PR can be summarized by the following three
algorithms. Algorithm 5 presents function makeRew which builds matrix Rew, Algorithm 6
explains function makeInv, which builds matrix Inv and finally, Algorithm 7 presents
function makePR, which builds matrix PR using the computations of matrices Rew and
Inv and also transition matrix P .
Algorithm 5 makeRew
for a ∈ A do
rmean ← average(r[t], t ∈ action cell a)
for s′ ∈ S do
s′bin ← ψ−1(s′)
s′state ← φ−1bin(s′bin)
for k = 1, 6, 11, . . . , (n− 1)5 do
Rew(s′ + k, a)← rmean · s′state[5]
end for
end for
end for
return Rew
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Remark 4. Let us note that as only the fifth component of a state vector s′state ∈ Snew is
used in the computation of a reward, every fifth row of matrix Rew is identical.
Algorithm 6 makeInv
for a ∈ A do
Imean0 ← average(I0[t], t ∈ action cell a)
cmean ← average(c[t], t ∈ action cell a)
for s = 1, 6, 11, . . . , (n− 1)5 do
sbin ← ψ−1(s)
sstate ← φ−1bin(sbin)
Inv(s : (s+ 4), a)← Imean0 + cmean ·
∑4
i=1 sstate[i]
end for
end for
return Inv
Remark 5. The notation Inv(s : (s+ 4), a) means that cells Inv(s, a) to Inv(s+ 4, a) are
filled at the same time. Indeed, only the four first components of a state vector s′state ∈ Snew
are considered in the computation of the investments as we do not invest for opportunities
that are already won, i.e. opportunities in rank 5. Therefore, each five consecutive rows
of matrix Inv are identical.
Algorithm 7 makePR
for a ∈ A do
PR(:, a)← γ · (P (:, :, a) · Rew(:, a))− Inv(:, a)
end for
return PR
Chapter 5
Results
This chapter presents the results of the application of the MDP presented in chapter 4 to
the different leaves of Tree 1.
We report the results of different experiments, obtained varying the values of the
following parameters:
• The discretisation of the action space;
• The number of possible occurences in each rank for the states;
• The discretisation of the state space;
• The discount factor γ.
Without any explicit indication, the size of the discretised action space is 2×2, allowing
a binary high/low investment for the new opportunities as well as for the existing ones.
This choice is due to the fact that for the first results, we just would like to see the tendency
between investing more for the existing opportunities and/or investing more for the new
ones. We set the number of possible occurences for each rank of a state to 5, which implies
that the total number of possible states is 55 = 3′125. The choice of 5 occurences per rank
comes from the fact that a state space size of 3′125 is already very large to handle in the
simulation of the transition matrix P . The number of opportunities are binned according
to quantiles determined on the historical data from the first quarter of year Y1 to the
second quarter of year Y31 and the discount factor γ is set to 0.9, which is high enough
to give importance to future rewards but does not give them too much weight either.
5.1 Application of the model to the leaves of Tree 1
In this section, we present the results of the application of the MDP to the three leaves of
Tree 1 with the default parameters.
Let us first consider the leaf of Tree 1 with average expected gain per opportunity
lower than 1 million USD. The couples of investments (I0[t], c[t]) for t = 1, . . . , 9 extracted
from the historical data for this leaf were discretised as shown in Figure 5.1.
1The reason for including the second quarter of year Y3 is to have a wider range of possible states of
Stot. Indeed, as the data from the second quarter of year Y3 is incomplete, it can occur that some states
do not have many opportunities per rank or do not have any at all. Therefore, the distributions of the
number of opportunities in each rank will be based on a wider range of values.
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Figure 5.1: 2 × 2 discretisation of the action space. The number of actions is determined by
the number of filled cells, for which action labels are given at their bottom right. The leaf to
which the grid corresponds is the leaf of Tree 1 with average expected gain below 1 million USD.
The investment for the new opportunities is represented by the x-axis and the investment for the
existing ones is represented on the y-axis.
The application of the value iteration algorithm presented in section 4.1 lead to the
selection of two kinds of optimal actions amongst the 3′125 states, that is, the actions
corresponding to actions 1 and 3 of the discretised action space of Figure 5.1. For most of
the states, the optimal actions is 3, which implies a low investment both for the existing
opportunities and the new ones. For the rest of the states, the optimal actions is 1, that
is, a high investment for both the existing opportunities and the new ones.
In order to identify the states for which action 1 or action 3 were selected as optimal, we
plotted histograms of the number of opportunities in each of the four first ranks. Figure 5.2
summarizes their construction. Let us assume that action 1 was selected as optimal for a
particular state vector s = (488, 918, 1524, 699, 265). The latter is discretised to a category
between 0 and 4 using the quantiles of the distribution of the number of opportunities
per rank. We create the histograms per rank counting the number of occurences of each
category for all states with optimal action 1. For example, as the number of opportunities
of s in rank 1 is in category 0, it will appear in the first column of the histogram for rank 1.
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Bin 0 Bin 1 Bin 2 Bin 3 Bin 4
s=488,918, 1524, 699, 265
Optimal policy for s: 1.
Quantiles for the number of opportunities
Figure 5.2: Construction of the histograms of the number of opportunities per rank for the states
with a particular optimal action, e.g. action 1. The quantiles of the distribution of number of
opportunities between which the components of s are situated determine its projection onto the
discretised state space represented as five bins numbered from 0 to 4 for each rank. Category 0
represents a low number of opportunities and category 4 a high number of opportunities. The
categories can be quantified reading in the table of quantiles. To create the histograms per rank,
we count the number of occurences in each of the five categories amongst all states with optimal
action 1.
The histograms for the states with optimal policy 1 are plotted in Figure 5.3 and the
histograms for the states with optimal policy 3 in Figure 5.4. The histogram corresponding
to rank 5 is not plotted as states with the four first ranks equal have the same resulting
policy, independently of the number of opportunities in rank 5.
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Figure 5.3: Histograms of the number of opportunities per rank for the states for which the best
action is 1. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain below 1 million USD. The label 0 corresponds to a low number of opportunities and the label
4 corresponds to a high number of opportunities. The action space discretisation is 2 × 2. The
number of possible occurences in each rank is 5 and the number of opportunities in each rank are
binned according to the data from the first quarter of year Y1 to the second quarter of year Y3.
The chosen discount factor is γ = 0.9.
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Figure 5.4: Histograms of the number of opportunities per rank for the states for which the best
action is 3. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain below 1 million USD. The label 0 corresponds to a low number of opportunities and the label
4 corresponds to a high number of opportunities. The action space discretisation is 2 × 2. The
number of possible occurences in each rank is 5 and the number of opportunities in each rank are
binned according to the data from the first quarter of year Y1 to the second quarter of year Y3.
The chosen discount factor is γ = 0.9.
Figure 5.3 shows that when there are only a few number of opportunities in each rank
(label 0), particularly for ranks 1, 2 and 3, the optimal action is to invest the highest
amount of money for the new opportunities. This means that when the opportunities
have not reached a mature rank yet, it is not worth investing money for them and a better
strategy is to invest money for the new opportunities. For rank 4, there seems to be more
opportunities, as the histogram shows more occurences in categories 1, 2, 3 and 4. This
justifies the fact that the optimal action is to invest also the highest amount of money
for the existing ones, as there are proportionally more opportunities in rank 4 that in the
other ranks.
Figure 5.4 shows the histograms with the opposite configuration as the ones of Fi-
gure 5.3. There is a slight tendency for these states to have a higher number of oppor-
tunities in each rank, compared to the states for which the optimal action was 1. This
justifies the fact that the investment for the new opportunities is low.
In order to see what the labels 0 (low number of opportunities) to 4 (high number
of opportunities) represent in the case of this particular leaf, Table 5.1 gives a fictive
example of list of the quantiles computed on the distribution of the opportunities in each
rank, similar to the one presented as an example in Figure 4.1. For example, a low number
of opportunities (label 0) in rank 1 corresponds to a number of opportunities between 0
and 976, and a high number of opportunities (label 4) in rank 1 corresponds to a number
of opportunities between 2133 and 2829.
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0% 20% 40% 60% 80% 100%
Rank 1 0 976 1522 1964 2133 2829
Rank 2 0 425 1410 1997 2120 2522
Rank 3 0 310 534 739 1346 1702
Rank 4 0 446 952 1360 2177 2418
Rank 5 0 529 1029 1732 2489 3062
Table 5.1: Example of list of quantiles based on the distribution of the number of opportunities in
each rank. The number of possible occurences in each rank is 5.
Let us now compare the policy given by the model with the historical policy, i.e. the
sequence of actions that were actually taken at the beginning of each quarter, from the first
quarter of year Y1 to the first quarter of year Y3. The states for which this comparison is
performed are the states corresponding to the first week of each quarter in the historical
data. The sequence of the optimal actions and the historical actions for these particular
states is given in Table 5.2. The model seems to give a different outcome than the historical
data. It occurs only twice that the optimal actions match the historical ones, i.e. for the
first and fourth quarters of year Y1. Let us notice that in the historical data, the most
frequent action is 2, i.e. a low investment for the new opportunities and a high investment
for the existing ones, and that it is never selected by the model. Let us note that apart
from the first quarters of years Y1, Y2 and Y3, the optimal actions always correspond to
a lower investment than the historical ones.
Q1Y1 Q2Y1 Q3Y1 Q4Y1 Q1Y2 Q2Y2 Q3Y2 Q4Y2 Q1Y3
Historical actions 1 1 2 3 3 2 2 2 2
Optimal actions 1 3 3 3 1 3 3 3 1
Table 5.2: Historical actions and optimal actions given by the application of an MDP to the leaf
of Tree 1 with average expected gain per opportunity below 1 million USD. The discretised action
space is of dimensions 2× 2, the number of possible occurences in each rank is 5, the distributions
of the ranks are based on the data from the first quarter of year Y1 to the second quarter of year
Y3 and the discount factor γ is equal to 0.9.
Let us analyse the outcome of the MPD for the second leaf of Tree 1, i.e. with
average expected gain per opportunity between 1 and 5 million USD. Figure 5.5 shows the
discretised action space determined by the historical investments. The number of actions
is 4 as all cells of the grid are filled.
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Figure 5.5: 2 × 2 discretisation of the action space. The number of actions is determined by the
number of filled cells, for which action labels are given at their bottom right. The leaf to which
the grid corresponds is the leaf of Tree 1 with average expected gain between 1 and 5 million USD.
The investment for the new opportunities is represented by the x-axis and the investment for the
existing ones is represented on the y-axis.
Three different optimal actions were selected after applying the MDP to the second
leaf of Tree 1. For most of the states, the optimal action was to invest the lowest amount
of money for both existing and new opportunities. For some states, though, two other
types of action were selected as optimal: action 1 and action 3. Action 1 corresponds to
a high investment for both existing and new opportunities and action 3 corresponds to a
high investment for new opportunities and a low investment for the existing ones.
In order to identify the type of states for which each of the three policies was selected
as optimal, we plot similar histograms as for the first leaf of Tree 1.
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Figure 5.6: Histograms of the number of opportunities per rank for the states for which the best
action is 1. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain between 1 and 5 million USD. The label 0 corresponds to a low number of opportunities and
the label 4 corresponds to a high number of opportunities. The action space discretisation is 2×2.
The number of possible occurences in each rank is 5 and the number of opportunities in each rank
are binned according to the data from the first quarter of year Y1 to the second quarter of year
Y3. The chosen discount factor is γ = 0.9.
Figure 5.6 shows histograms of the number of opportunities in each of the four first
ranks of the states for which the optimal action is to invest a high amount of money for
the existing opportunities and for the new ones. As there are only a few opportunities
in ranks 1, 2 and 3, it is relevant to invest for new opportunities rather than for the
latter which are not in an advanced state yet. But on the other hand, the number of
opportunities in rank 4 is rather high in proportion to the number of opportunities in the
other ranks. This also justifies a high investment for the existing opportunities.
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Figure 5.7: Histograms of the number of opportunities per rank for the states for which the best
action is 2. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain between 1 and 5 million USD. The label 0 corresponds to a low number of opportunities and
the label 4 corresponds to a high number of opportunities. The action space discretisation is 2×2.
The number of possible occurences in each rank is 5 and the number of opportunities in each rank
are binned according to the data from the first quarter of year Y1 to the second quarter of year
Y3. The chosen discount factor is γ = 0.9.
The histograms for the states for which the optimal action is 2, i.e. to invest a low
amount of money for both new and existing opportunities are shown in Figure 5.7. The
number of opportunities seem equally distributed across the ranks and hence no particular
tendency can be identified for that policy.
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Figure 5.8: Histograms of the number of opportunities per rank for the states for which the best
action is 3. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain between 1 and 5 million USD. The label 0 corresponds to a low number of opportunities and
the label 4 corresponds to a high number of opportunities. The action space discretisation is 2×2.
The number of possible occurences in each rank is 5 and the number of opportunities in each rank
are binned according to the data from the first quarter of year Y1 to the second quarter of year
Y3. The chosen discount factor is γ = 0.9.
Figure 5.8 shows the histograms for states for which the optimal action is 3, that is, to
invest the lowest amount of money for the existing opportunities and the highest amount
of money for the new ones. As there are very few opportunities in ranks 2 and 3 and also
a rather low number of opportunities in rank 4 for most of the states, it is relevant not to
invest a lot of money for them. The highest number of opportunities seem to be in rank 1.
As these opportunities have not reached a mature rank yet, it is more relevant to invest
for new opportunities than for the latter.
In order to compare the results of the MDP applied to this leaf with the historical data,
we present a table of the historical action and the optimal actions (see Table 5.3) as for the
first leaf of Tree 1. The optimal action for the states that appeared in the historical data
is always 2, i.e. investing a low amount of money for the new and existing opportunities,
according to the model. We notice again that the results given by the model are very
different from the ones of the historical data.
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Q1Y1 Q2Y1 Q3Y1 Q4Y1 Q1Y2 Q2Y2 Q3Y2 Q4Y2 Q1Y3
Historical actions 1 1 2 2 3 4 3 3 1
Optimal actions 2 2 2 2 2 2 2 2 2
Table 5.3: Historical actions and optimal actions given by the application of an MDP to the leaf of
Tree 1 with average expected gain per opportunity between 1 and 5 million USD. The discretised
action space is of dimensions 2 × 2, the number of possible occurences in each rank is 5, the
distributions of the ranks are based on the data from the first quarter of year Y1 to the second
quarter of year Y3 and the discount factor γ is equal to 0.9.
The last leaf of Tree 1 is the leaf for which the average expected gain per opportunity
is between 5 and 10 million USD. The 2× 2 discretisation of the action space determined
three actions, which are shown in Figure 5.9.
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Figure 5.9: 2 × 2 discretisation of the action space. The number of actions is determined by the
number of filled cells, for which action labels are given at their bottom right. The leaf to which the
grid corresponds is the leaf of Tree 1 with average expected gain between 5 and 10 million USD.
The investment for the new opportunities is represented by the x-axis and the investment for the
existing ones is represented on the y-axis.
The model selected action 1, i.e. investing the most for the existing and the new
opportunities, for all 3′125 states, except for 5 states, for which the optimal action was to
invest the lowest amount of money for both existing and new opportunities. Figure 5.10
shows the histograms of the number of opportunitites in each rank for these particular 5
states. We do not show the histograms for all other states as they are nearly uniform.
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Figure 5.10: Histograms of the number of opportunities per rank for the states for which the best
action is 3. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain between 5 and 10 million USD. The label 0 corresponds to a low number of opportunities and
the label 4 corresponds to a high number of opportunities. The action space discretisation is 2×2.
The number of possible occurences in each rank is 5 and the number of opportunities in each rank
are binned according to the data from the first quarter of year Y1 to the second quarter of year
Y3. The chosen discount factor is γ = 0.9.
The histograms of Figure 5.10 show that the states for which this holds are the states
with a lot of opportunities in rank 2 and very few in the other ranks. It is hard to give a
justification for investing more money for these states rather than for all 3′120 others, as
these histograms are based only on five values each.
Finally, let us have a look at the historical policy compared to the optimal policy
(see Table 5.4). As for the two other leaves, we notice that the optimal actions given by
the model only match twice with the historical actions, that is, for the first and second
quarters of year Y1.
Q1Y1 Q2Y1 Q3Y1 Q4Y1 Q1Y2 Q2Y2 Q3Y2 Q4Y2 Q1Y3
Historical actions 1 1 2 3 3 3 3 2 3
Optimal actions 1 1 1 1 1 1 1 1 1
Table 5.4: Historical actions and optimal actions given by the application of an MDP to the leaf of
Tree 1 with average expected gain per opportunity between 5 and 10 million USD. The discretised
action space is of dimensions 2 × 2, the number of possible occurences in each rank is 5, the
distributions of the ranks are based on the data from the first quarter of year Y1 to the second
quarter of year Y3 and the discount factor γ is equal to 0.9.
We noticed that, for the two first leaves presented in this section, the optimal policy
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lead to a lower investment for a majority of the states than the historical policy.
5.2 Variation of the dimensions of the discretised action
space
After presenting results for actions determined by a 2×2 discretisation of the action space,
we considered finer grids. First, we considered three variables for the investments for the
new opportunities and two for the existing ones, then we created the opposite grid, that
is, with two variables for the new opportunities and three for the existing ones. Finally,
we considered a 3× 3 discretisation of the action space.
We applied the model for the leaf of Tree 1 with average expected gain per opportunity
below 1 million USD. The other parameters are the default ones presented at the beginning
of this chapter, i.e. 5 possible occurences in each rank of a state, the rank distributions
based on the data from the first quarter of year Y1 to the second quarter of year Y3 and
a discount factor of γ = 0.9.
5.2.1 Action space with 3 variables for I0 and 2 variables for c
Choosing a 3× 2 discretisation of the action space allows for an intermediate investment
for the new opportunities and keeps the binary high/low investments for the existing
ones. Figure 5.11 shows the repartition of the (I0[t], c[t])-couples, for t = 1, . . . , 9, which
determine 5 actions cells.
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Figure 5.11: 3 × 2 discretisation of the action space. The number of actions is determined by
the number of filled cells, for which action labels are given at their bottom right. The leaf to
which the grid corresponds is the leaf of Tree 1 with average expected gain below 1 million USD.
The investment for the new opportunities is represented by the x-axis and the investment for the
existing ones is represented on the y-axis.
Three actions were selected as optimal by the model, that is, actions 1, 3 and 4. The
first two actions corresponds to the same actions that were selected for the model applied
to the same leaf for the 2× 2 discretisation of the action space. Moreover, histograms of
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the number of opportunities in each rank for the states for which either action 1 or action 3
were selected as optimal (see Figures 5.12 and 5.13) showed very similar trends as the ones
for the 2 × 2 discretisation of the action space (see Figures 5.3 and 5.4). With a 3 × 2
discretisation of the action space, a third action (action 4) was selected as optimal for 27%
of the states. This action corresponds to a middle investment for the new opportunities
and a low investment for the existing ones. Comparing the histograms corresponding to
optimal action 3 (see Figure 5.13) or optimal action 4 (see Figure 5.14), we notice that
states with optimal action 4 have proportionally less opportunities in ranks 1 and 2 than
states with optimal action 3. Hence, this justifies a slightly higher investment for the new
opportunities, as few money should be invested for the existing ones, as they have not
reached mature ranks yet.
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Figure 5.12: Histograms of the number of opportunities per rank for the states for which the best
action is 1. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain below 1 million USD. The label 0 corresponds to a low number of opportunities and the label
4 corresponds to a high number of opportunities. The action space discretisation is 3 × 2. The
number of possible occurences in each rank is 5 and the number of opportunities in each rank are
binned according to the data from the first quarter of year Y1 to the second quarter of year Y3.
The chosen discount factor is γ = 0.9.
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Figure 5.13: Histograms of the number of opportunities per rank for the states for which the best
action is 3. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain below 1 million USD. The label 0 corresponds to a low number of opportunities and the label
4 corresponds to a high number of opportunities. The action space discretisation is 3 × 2. The
number of possible occurences in each rank is 5 and the number of opportunities in each rank are
binned according to the data from the first quarter of year Y1 to the second quarter of year Y3.
The chosen discount factor is γ = 0.9.
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Figure 5.14: Histograms of the number of opportunities per rank for the states for which the best
action is 4. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain below 1 million USD. The label 0 corresponds to a low number of opportunities and the label
4 corresponds to a high number of opportunities. The action space discretisation is 3 × 2. The
number of possible occurences in each rank is 5 and the number of opportunities in each rank are
binned according to the data from the first quarter of year Y1 to the second quarter of year Y3.
The chosen discount factor is γ = 0.9.
In order to compare the historical policy with the one given by the model, Table 5.5
shows the historical actions and the optimal actions. For the states that appeared in the
historical data, the action which is most chosen by the model is 3, i.e. a low investment for
both existing and new opportunities. Two exceptions occurs, that is, for the first quarter
of year Y1, for which the action chosen by the model is 4 and for the first quarter of year
Y3, for which the action chosen by the model is 1. Apart from the first quarter of year
Y3, let us note that the actions selected by the model always show lower investments than
the ones of the historical data.
Q1Y1 Q2Y1 Q3Y1 Q4Y1 Q1Y2 Q2Y2 Q3Y2 Q4Y2 Q1Y3
Historical actions 1 1 2 3 4 5 5 2 5
Optimal actions 4 3 3 3 3 3 3 3 1
Table 5.5: Historical actions and optimal actions given by the application of an MDP to the leaf
of Tree 1 with average expected gain per opportunity below 1 million USD. The discretised action
space is of dimensions 3× 2, the number of possible occurences in each rank is 5, the distributions
of the ranks are based on the data from the first quarter of year Y1 to the second quarter of year
Y3 and the discount factor γ is equal to 0.9.
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5.2.2 Action space with 2 variables for I0 and 3 variables for c
Let us now analyse the results of the application of the model to a 2× 3 discretisation of
the action space given in Figure 5.15. In the opposite way as for 3 × 2 discretisation of
the action space presented in section 5.2.1, we include an intermediate investment for the
existing opportunities and keep the binary high/low investment for the new ones. Four
actions were identified.
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Figure 5.15: 2 × 3 discretisation of the action space. The number of actions is determined by
the number of filled cells, for which action labels are given at their bottom right. The leaf to
which the grid corresponds is the leaf of Tree 1 with average expected gain below 1 million USD.
The investment for the new opportunities is represented by the x-axis and the investment for the
existing ones is represented on the y-axis.
As for the discretised action space of dimension 2 × 2, two of the optimal actions
selected were a high investment for both new and existing opportunities (action 1) and
a low investment for both new and existing opportunities (action 3). The histograms
(see Figures 5.16 and 5.17) show the same trends as for the discretised action space of
dimension 2× 2.
In addition to optimal actions 1 and 3, a third action, i.e. action 4, was selected as
optimal for 45 states. It corresponds to a high investment for the existing opportunities
and a low investment for the new ones. Histograms for these 45 states are shown in
Figure 5.18. Most of these states have a high number of opportunities in each ranks,
especially ranks 2, 3 and 4. This justifies a high investment for the existing opportunities
in this particular case.
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Figure 5.16: Histograms of the number of opportunities per rank for the states for which the best
action is 1. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain below 1 million USD. The label 0 corresponds to a low number of opportunities and the label
4 corresponds to a high number of opportunities. The action space discretisation is 2 × 3. The
number of possible occurences in each rank is 5 and the number of opportunities in each rank are
binned according to the data from the first quarter of year Y1 to the second quarter of year Y3.
The chosen discount factor is γ = 0.9.
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Figure 5.17: Histograms of the number of opportunities per rank for the states for which the best
action is 3. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain below 1 million USD. The label 0 corresponds to a low number of opportunities and the label
4 corresponds to a high number of opportunities. The action space discretisation is 2 × 3. The
number of possible occurences in each rank is 5 and the number of opportunities in each rank are
binned according to the data from the first quarter of year Y1 to the second quarter of year Y3.
The chosen discount factor is γ = 0.9.
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Figure 5.18: Histograms of the number of opportunities per rank for the states for which the best
action is 4. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain below 1 million USD. The label 0 corresponds to a low number of opportunities and the label
4 corresponds to a high number of opportunities. The action space discretisation is 2 × 3. The
number of possible occurences in each rank is 5 and the number of opportunities in each rank are
binned according to the data from the first quarter of year Y1 to the second quarter of year Y3.
The chosen discount factor is γ = 0.9.
Let us finally compare the investments given by the model with the historical ones (see
Table 5.6). The optimal actions are the same as the ones given for a discretised action
space of dimension 2 × 2 (see Table 5.2) and are always lower or equal to the historical
ones, except for the investment on the first quarter of year Y3.
Q1Y1 Q2Y1 Q3Y1 Q4Y1 Q1Y2 Q2Y2 Q3Y2 Q4Y2 Q1Y3
Historical actions 1 1 2 3 3 4 4 2 4
Optimal actions 1 3 3 3 1 3 3 3 1
Table 5.6: Historical actions and optimal actions given by the application of an MDP to the leaf
of Tree 1 with average expected gain per opportunity below 1 million USD. The discretised action
space is of dimensions 2× 3, the number of possible occurences in each rank is 5, the distributions
of the ranks are based on the data from the first quarter of year Y1 to the second quarter of year
Y3 and the discount factor γ is equal to 0.9.
5.2.3 Action space with 3 variables for I0 and 3 variables for c
The last discretised action space we present is of dimensions 3 × 3 and is plotted in
Figure 5.19. It allows for three discrete values for both the investments for the existing
opportunities and the new ones. Six actions were identified.
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Figure 5.19: 3 × 3 discretisation of the action space. The number of actions is determined by
the number of filled cells, for which action labels are given at their bottom right. The leaf to
which the grid corresponds is the leaf of Tree 1 with average expected gain below 1 million USD.
The investment for the new opportunities is represented by the x-axis and the investment for the
existing ones is represented on the y-axis.
Three types of optimal actions were selected by the model, actions 1, 3 and 4. As for
all other meshes we considered, two of the selected actions were the one with the highest
investment for the existing and new opportunities and the one with a low investment for
the existing and new opportunities. The third action that was selected is action 4 and
corresponds to a middle investment for the new opportunities and a low investment for
the existing ones. The optimal actions that were identified are exactly the same as the
ones identified for the discretised action space of dimension 3 × 2. Moreover, the states
for which each optimal action was selected matched exactly.
This enables us to conclude that a discretised action space of dimension 3× 3 has not
brought any further precision to the outcome of the model than a discretised action space
of size 3 × 2 for the leaf of Tree 1 with average expected gain per opportunity below 1
million USD.
5.2.4 All historical actions considered individually
Previously, we have always grouped actions with close values using a mesh. Let us consider
the case where all historical actions for the nine quarters are considered individually. A
plot of the (I0[t], c[t]) investment couples is shown in Figure 5.20 in the example of the
leaf of Tree 1 with average expected gain below 1 million USD.
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Figure 5.20: Repartition of the investments of the 9 quarters. The leaf to which the grid corresponds
is the leaf of Tree 1 with average expected gain below 1 million USD. The investment for the new
opportunities is represented by the x-axis and the investment for the existing ones is represented
on the y-axis.
Two optimal policies were selected by the model, i.e. the one corresponding to the
investment of the second quarter of year Y2, for a few states, and the one corresponding
to the investment of the first quarter of year Y2, for a larger number of states. Histograms
of the number of opportunities in each state are plotted in Figure 5.21 for the states
with optimal action corresponding to the investment of the second quarter of year Y2 and
Figure 5.22 for the states with optimal action corresponding to the investment of the first
quarter of year Y2.
Let us note that the action that was selected as optimal for most of the states is
the one corresponding to a middle investment for both existing and new opportunities
(see Figure 5.20). This was not identifiable when we were binning all actions in a 2 × 2
discretised action space. Therefore, the precision brought by considering all quarterly
investments as individual actions lead to a slighly different optimal policy. Let us recall
that the optimal action for most of the states with the 2× 2 discretised action space was
to invest the lowest amount of money for both new and existing opportunities.
For a smaller number of states, the optimal action was to invest the highest amount
of money for both new and existing opportunities. The histograms of Figure 5.21 show
the same trend as the ones for optimal action 1 of the 2× 2 discretised action space (see
Figure 5.1). Thus, in the case of that particular action, considering all quarterly actions
individually has not brought much precision.
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Figure 5.21: Histograms of the number of opportunities per rank for the states for which the
best action is the investment of the second quarter of year Y2. The leaf to which the histograms
correspond is the leaf of Tree 1 with average expected gain below 1 million USD. The label 0
corresponds to a low number of opportunities and the label 4 corresponds to a high number of
opportunities. The number of possible occurences in each rank is 5 and the number of opportunities
in each rank are binned according to the data from the first quarter of year Y1 to the second quarter
of year Y3. The chosen discount factor is γ = 0.9.
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Figure 5.22: Histograms of the number of opportunities per rank for the states for which the best
action is the investment of the first quarter of year Y2. The leaf to which the histograms correspond
is the leaf of Tree 1 with average expected gain below 1 million USD. The label 0 corresponds to a
low number of opportunities and the label 4 corresponds to a high number of opportunities. The
number of possible occurences in each rank is 5 and the number of opportunities in each rank are
binned according to the data from the first quarter of year Y1 to the second quarter of year Y3.
The chosen discount factor is γ = 0.9.
5.3 Variation of the number of possible occurences in each
rank
In this section, we vary another parameter, which is the number of possible occurences in
each rank. So far, we have considered a number of occurences equal to 5. Hence, in the
previous histograms, the bins were numbered from 0 to 4. Here we applied the MDP to
the data from the leaf of Tree 1 with average expected gain below 1 million USD for a
number of occurences in each rank equal to 4 or 6.
In the case of 4 occurences per rank, the histograms of the number of opportunities in
each rank showed the same trend as the ones for 5 occurences in each rank (see Figures 5.3
and 5.4), but with less precision.
When we allow 6 occurences per rank, the histograms of the number of opportunities
per rank show a greater precision (see Figures 5.23 and 5.24). For example, a clearer ten-
dency to the lowest opportunity bin (label 0) can be noticed in the histogram of the number
of opportunities in rank 3 for the states that have optimal action 1 (see Figure 5.23).
It would be interesting to apply the model for higher numbers of occurences per rank.
Indeed, the precision of the histograms would be greater as the number of states increases.
For example, with a number of occurences per rank of 6, the number of states becomes
65 = 7′776, which is about 2.5 times the number of states with a number of occurences per
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rank equal to 5. Unfortunately, if we increase it even more, it becomes computationally
unfeasible.
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Figure 5.23: Histograms of the number of opportunities per rank for the states for which the best
action is 1. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain below 1 million USD. The label 0 corresponds to a low number of opportunities and the label
5 corresponds to a high number of opportunities. The action space discretisation is 2 × 2. The
number of possible occurences in each rank is 6 and the number of opportunities in each rank are
binned according to the data from the first quarter of year Y1 to the second quarter of year Y3.
The chosen discount factor is γ = 0.9.
CHAPTER 5. RESULTS 54
Histogram of rank 1
Number of opportunities in rank 1
Fr
eq
ue
nc
y
0 1 2 3 4 5
0
20
0
40
0
60
0
80
0
Histogram of rank 2
Number of opportunities in rank 2
Fr
eq
ue
nc
y
0 1 2 3 4 5
0
20
0
60
0
10
00
Histogram of rank 3
Number of opportunities in rank 3
Fr
eq
ue
nc
y
0 1 2 3 4 5
0
20
0
60
0
10
00
Histogram of rank 4
Number of opportunities in rank 4
Fr
eq
ue
nc
y
0 1 2 3 4 5
0
20
0
40
0
60
0
80
0
Figure 5.24: Histograms of the number of opportunities per rank for the states for which the best
action is 3. The leaf to which the histograms correspond is the leaf of Tree 1 with average expected
gain below 1 million USD. The label 0 corresponds to a low number of opportunities and the label
5 corresponds to a high number of opportunities. The action space discretisation is 2 × 2. The
number of possible occurences in each rank is 6 and the number of opportunities in each rank are
binned according to the data from the first quarter of year Y1 to the second quarter of year Y3.
The chosen discount factor is γ = 0.9.
5.4 Variation of the state space discretisation
We mentionned in the definition of our default parameters that the distribution of the
number of opportunities per rank on which the quantile computation is based comes from
the data from the first quarter of year Y1 to the second quarter of year Y3. Let us now
consider the distributions of the number of opportunities excluding the second quarter of
year Y3, as all other elements of the model are computed using the data from the nine
first quarters only.
In this section, we present the results of the application of the model using these new
distributions to the three leaves of Tree 1.
For the leaf with average expected gain per opportunity below 1 million USD, each
state of the historical data is mapped via φstate to a projected version using a similar table
of quantiles such as Table 5.1. But this time, the range of the number of opportunities
per rank is much tighter than the one for the quantiles of the distributions including the
data of the second quarter of year Y3 as all the data refering to the latter is discarded.
A unique optimal action was selected by the model for all states, i.e. action 3, which
corresponds to a low investment for both existing and new opportunities. This action is
the one that already occurs for most of the states with the previous action binning. Hence
restricting the range of the number of opportunities per rank leads to less variation is the
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number of possible optimal actions.
For both other leaves of Tree 1, a unique optimal action is selected for all states as
well. For the leaf with average expected gain per opportunity between 1 and 5 million
USD, the best action is to invest the lowest amount of money for both new and existing
opportunities (action 2). This action is the most frequently selected by the model for a
distribution of the number of opportunities per rank including the second quarter of year
Y3.
For the leaf with average expected gain per opportunity between 5 and 10 million USD,
the optimal action is to invest the highest amount of money for both new and existing
opportunities and it similarly to the two other leaves, it is the most frequently selected by
the model when we consider the previous distribution of the number of opportunities per
rank.
5.5 Variation of the discount factor γ
So far, we had set the discount factor γ to 0.9. Let us now vary this parameter in order to
see which impact it has on the model. A discount factor close to 1 implies that a rather
high importance is given to rewards far in the future and a discount factor close to 0 means
that only rewards close in time have an impact on the model. In this section, we presents
results of the application of the MDP to the leaf of Tree 1 with average expected gain
below 1 million USD and for a discount factor of 0.8, 0.95 and 0.99 and compare them
with the results for a discout factor of 0.9. All other parameters are the default ones.
For all four discount factors, the most frequent optimal action is 3, i.e. investing the
least amount of money for existing and new opportunities, and the other possible optimal
action is 1, i.e. investing the highest amount of money for existing and new opportunities.
The difference is that the number of states for which either action 3 or action 1 is selected
varies, if we change parameter γ. The number of states with optimal action 3 decreases
as γ increases. This is summarized in Table 5.7.
γ Action 1 Action 3
0.8 300 2825
0.9 430 2695
0.95 505 2620
0.99 555 2570
Table 5.7: Number of states with optimal actions 1 or 3 for different values of the discount factor
γ after applying the MDP to the leaf of Tree 1 with average expected gain below 1 million USD.
This results implies that if we give importance to rewards far in the future, for a higher
number of states, the best action will be to invest the highest amount of money. Let us
finally note that varying the discount factor γ does not change a lot the trend of the
histograms. Hence, we do not plot them here as they are very similar to the ones for
γ = 0.9 (see Figures 5.3 and 5.4).
Chapter 6
Conclusion
This work showed an application of an MDP to the dynamics of sales opportunities. In
each category of data to which the model was applied, from one to three different kinds of
policies were selected as optimal for various types of states. Moreover, two types of policies
seemed to show some recurrence across categories: a cautious policy which consists of not
investing a lot of money when the number of opportunities is quite uniform across ranks
and a bolder strategy that consists of investing more money when part of the opportunities
have reached a more mature rank and the other part has just entered the pipe.
Increasing the size of the discretised action space lead to the apparition of an additional
policy. This was the case for the action space allowing three types of investments for the
new opportunities, i.e. low/medium/high, and two types of investments for the existing
ones, i.e. low/high, compared to the action space with two types of investments for the
new and existing opportunities, i.e. low/high. But when we included three types of
investments for the existing opportunities as well, the policy did not change.
Considering the quarterly investments as individual actions did not increase the num-
ber of different optimal actions in the best policy, but it contributed to a higher precision
of the investments than with a mesh discretisation.
Different types of state discretisation gave different policies. Restricting the range of
the distributions of the number of opportunities per rank lead to the selection of only one
type of action as optimal. Hence, it seems more relevant to keep a wider range for these
distributions.
Finally, we noticed in the example of the leaf of Tree 1 with average expected gain
below 1 million USD that increasing the discount factor lead to the selection of the action
for which the investment is the highest for a larger number of states. This implies that if
we want to give more importance to signings further in the future, we have to invest more.
Generally, the historical policy does not match much the policy selected by the model.
Very often, the policy selected by the model involves lower investments than the historical
one. This shows that the investment strategy could be improved and lower amount money
could be spent for an optimal strategy. But this should be confirmed by historical data
over a longer period than nine quarters.
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The state space we considered is very large and this generated two major issues. First,
the analysis of the optimal actions selected for all states can only be performed using his-
tograms summarizing common properties of the states for which this particular action was
selected. Second, the simulation of the transition matrix was computationally intensive.
To remedy these two issues, we plan to use another algorithm to solve MDPs, which is the
SARSA algorithm of reinforcement learning. Moreover, we will consider a different state
space of a much smaller dimension, for which each state is a rank and not a combination
of number of opportunities across the different ranks.
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