Introduction
Population-based studies suggest that adult patients with congenital heart disease (ACHD) under follow-up at tertiary centres and those managed according to current guidelines 1 have superior survival prospects compared with those not attending such institutions. 2, 3 Therapy for ACHD is often empiric and based on retrospective data. With increasing numbers of ACHD patients and concentration of care at major tertiary centres combining data collected for routine care into risk stratification models is appealing. However, with growing volume of data, manual data collection and curation becomes logistically challenging as this approach is time consuming and expensive. Moreover, this is often unstructured information such as medical letters written in natural language that is unsuitable for direct inclusion in conventional statistical models. Machine learning solutions have shown promising results in other medical fields and might be applicable to ACHD patients. [4] [5] [6] The aim of the current study was to test the utility of deep neuronal networks in building prognostic models in synergy with an established statistical framework in a large ACHD cohort. Specifically, we aimed to test the hypothesis, that text analysis could allow for patient categorization into diagnostic subgroups, disease complexity subsets, and functional classes with comparable accuracy to manual data mining, representing the current gold standard method. In addition, we aimed to test the hypothesis that neuronal networks may allow to integrate medical reports directly into a prognostic model that is independent of manual data cleaning and can thus be extended to heterogenous multiinstitutional datasets.
Patients and methods
We retrospectively collected data on all adult patients (age > _16 years) under active follow-up at the Royal Brompton Hospital, London between 2000 and 2018. All clinic visits were identified from electronic health records and patient data including diagnosis, clinical status/symptoms, and medication were automatically extracted from medical letters using a dedicated text mining algorithm (for details Supplementary material online, Appendix). In addition, laboratory parameters, data from cardiopulmonary exercise testing and automatically collected ECG data were available. All patients were manually assigned to specific diagnostic subgroups and disease complexity (based on the Bethesda classification). 7 In addition, New York Heart Association (NYHA) class was manually coded for a random subset of 10 000 clinical letters to serve as input for supervised machine learning. Medication names derived from the national formulary were used to screen all reports for drug therapy employed. Laboratory, ECG, and cardiopulmonary exercise data were linked to clinical visits within 6 months of the respective tests. For ECG, exercise, and laboratory parameters imputation using the variable median was used to account for missing data. In addition, the records were screened for patient presentation at the joint medical/surgical multidisciplinary team (MDT) meeting. These data were subsequently used for supervised machine learning. Data on overall mortality were retrieved from the Office for National Statistics, which registers all United Kingdom deaths. As this was a retrospective analysis based on data collected for routine clinical care and administrative purposes (UK National Research Ethics Service guidance), individual informed consent was not required.
Machine learning and statistical analysis
Descriptive data are presented as mean ± standard deviation or median and interquartile range (IQR) for continuous variables, whereas categorical variables are presented as number (%). The deep learning (DL)-models developed accept raw natural language data as input and categorize patients into binary (MDT and survival prediction) or categorical groups (diagnostic groups, disease complexity, and NYHA class). Specific network details are presented in the Supplementary material online, Appendix. The Take home figure and Figure 1 show the model and the analysis workflow schematically. Briefly, the first layer of the DL-models consisted of an embedding layer accepting word tensors after tokenization and pre-processing. Subsequent layers included one-dimensional convolutional networks and long short-term memory layers. After concatenating the submodels, the final layer consisted of a densely connected layer with sigmoid (for binary outcomes) or soft-max activation (for multiple categorical parameters), respectively. Hyperparameters were adjusted to ensure maximal accuracy while avoiding overfitting. Accuracy was calculated as previously described 6 on the test sample (20% of the original dataset), and loss was calculated using binary or categorical cross-entropy, respectively. Receiver operating characteristics (ROC) curve area for clustered data was used to account for multiple reports originating from one patient. 8 For the prognostic model, the class probabilities of the DL-model (Take home figure) trained on 5-year survival data was included in uni-and multivariate Coxproportional hazard survival models after testing the proportional hazards assumption (by assessing the relationship between scaled Schoenfeld residuals and survival time), and analysis was limited to the test dataset (including 20% of the studied cohort). Multivariate models including age, ECG-derived, exercise, and laboratory data were built to minimize Akaike information criterion and metrics of discriminatory ability and calibration are presented. Networks were implemented based on Tensorflow (version 1.8) using the keras package (version 2.1.6) for R. Training and testing were performed on an Intel platform with GPU support (Nvidia GX 1070; Python version 3.5.5; CUDA version 9.0.176), and models and model weights were saved for further analysis. Analyses were performed using R-package version 3.5.1. 9 A two-sided P-value of <0.05 was considered indicative of statistical significance.
Results

Demographics and clinical background
We included 10 019 patients (49% females, mean age at baseline 36.3 ± 17.3 years, and NYHA class I/II/III-IV 87/8/5%, respectively) under active follow-up at our institution as illustrated in Table 1 . Overall, 47% of patients had simple defects 26% moderate complexity and 16% complex congenital heart defects (the remaining 11% are not represented in the Bethesda classification The NYHA DL-model predicted the correct NYHA class with a test sample accuracy of 90.6% (95% CI 0.891-920). When presenting Take home figure Model overview illustrating the combination of deep learning architecture and semiparametric survival model. The deep learning network accepts raw text input and predicts main diagnostic group, disease complexity, and New York Heart Association class. In addition, a disease severity score modelled on 5-year mortality is provided that is combined with additional variables in a multivariate Cox model to provide prognostic information. The speech bubbles illustrate the type of input accepted by the deep learning network. Input examples shown are from different patients and slightly modified to avoid patient confidentiality issues. 
Prediction of medical therapy and need for multidisciplinary team discussion
Over the study period, 2079 patients were presented at MDT meetings to discuss management, including surgical or catheter intervention or device implantation. A DL-model was built based on diagnosis, symptoms/clinical status, and medical treatment to predict the need for presentation at an MDT meeting within 6 months of the date of clinical presentation. The DL-model trained and tested with raw text data achieved an accuracy of 90.2% in the test sample (95% CI 89.3-91.0%) with an area under curve of 85.5% (95% CI 83.7-87.4%).
In addition, we constructed DL-models to predict treatment with various cardiac medication groups, including beta-blockers, ACEinhibitors/ARBs, or anticoagulation based on diagnosis and symptoms/clinical presentation as well as other drugs administered. To avoid the model capturing information on the drug of interest in other parts of the medical report, any mention of the drug of interest or the medication group was automatically deleted from the input fields before analysis. Table 2 illustrates the metrics obtained for predicting beta-blocker, ACE-inhibitor/angiotensin-receptor blocker, and anticoagulation in the train and test cohort. Figure 2 shows the results of the ROC analysis for MDT classification and prediction of medication use.
Modelling all-cause mortality
During a median follow-up time of 8.05 years (IQR 6.34-13.26, corresponding to a total of 93 353 patient-years), 785 (7.6%) patients died. We constructed a DL-model including all available information, linked to a downstream Cox-proportional hazard model to estimate mortality based on age, diagnosis, symptoms/clinical status, and medication (all presented to the DL-model as raw text), laboratory data, ECG parameters, and cardiopulmonary exercise data in the test dataset. The network architecture is presented in the Take home figure (for technical details see Supplementary material online, Appendix). As laboratory investigations, ECG and exercise parameters had a relevant proportion of missing values, data imputation with median values were applied to these parameters. On univariate Cox-analysis (using only the first available clinical visit per patient), the disease severity score of the DL-network was significantly related to all-cause mortality (hazard ratio for the disease severity score >0.9: 34.02; 95% CI 14.94-77.47, P < 0.0001) in the test sample. Table 3 shows the results of the univariate Cox analysis for all significant parameters. Based on these results multivariate models were built in the test sample using backward elimination, based on minimizing Aikake criterion values. The final multivariate predictive model is shown in Tables 4 and 5.
Discussion
Our study shows that incorporating modern deep machine learning networks into prognostic models is feasible in congenital heart disease. By harvesting data from over 10 000 patients and 44 000 medical reports available at our tertiary centre for congenital heart disease and pulmonary hypertension and combining this information with demographic, laboratory, ECG, and exercise data, we were able to construct a powerful prognostic model that can be incorporated in electronic health record systems. The main advantage of our approach is that it obviates the need for human data cleaning and collection thus allowing to easily extend data sources in future projects. Furthermore, our model can be retrained and adjusted to new data Figure 1 Model overview illustrating the deep learning architecture. The deep learning network accepts raw text input and predicts main diagnostic group, disease complexity, and New York Heart Association class. Networks are trained to recognize patient specific diagnostic and symptom patterns compatible with presentation at multidisciplinary meetings and specific medical therapy.
. ........................................................................................................................................................................................................................................................................................... 4, 10 This considerably broadens the databases available and the scope for building prognostic models. For example, it is conceivable that data on exercise and pulse rate information collected by wearable devices could-at least in part-replace formal exercise tests in future. In addition, collecting and aggregating data on patient symptoms could reduce the number of clinic visits at tertiary centres and, thus make clinic visits more efficient by reducing time spend by physicians and other health care professionals in collecting such information. Broberg et al. 11 have highlighted the need and challenge in automated data acquisition from electronic health care records in ACHD patients in 2015. Over the past 3 years the area of artificial intelligence has seen major advances in image recognition, text classification, and generative models. This now allows us to utilize personal computers equipped with graphic processing units to perform these tasks and overcome most of the previously highlighted challenges of unstructured data by Broberg. By harvesting this data it should be possible to tracking quality of care in ACHD, which is likely to improve delivery of care.
11,12
Artificial intelligence and machine learning models are increasingly used in cardiology. These data rich technologies should allow to augment and extend the effectiveness of cardiologists in future. 4 It has been argued that these tools will enable quicker, more efficient, and personalized care by incorporating various data sources, including genomic information, streamed mobile device data as well as data from outside the health care sector such as social media. Although certainly not a panacea for prediction model development, machine learning tools offer the promise of being more generalizable and applicable to external datasets. 4 While initially mainly applied to image classification, ECG diagnosis, or segmentation tasks, 4-6,13-16 machine learning tools are increasingly being utilized for building clinical prediction models in cardiovascular disease. 5, 10 This includes the effort to develop risk stratification models for heart failure and arrhythmic events as well as pilot studies attempting to predict risk of congenital heart surgery with machine learning algorithms. 10, [17] [18] [19] [20] The current study illustrates how such models may be applied in the setting of a life-long chronic disease such as ACHD. In future, multicentre efforts are desirable to pool data and allow for training and testing of large comprehensive DL-networks. This raises obvious issues with privacy regulations and data anonymization. Therefore, supra-regional registries or networks supporting local centres and responsible for database maintenance and managing all the identifying medical information are required. In addition, it is conceivable that software tools for data acquisition, anonymization, and encryption could be deployed locally subsequently allowing to combine multi-institutional records with outcome data.
Strength of the current report
To the best of our knowledge, this is the largest single cohort study assessing prognosis in ACHD patients. With a total of over 90 000 patient-years included it even compares favourably to most registrybased efforts. In addition, by using deep machine learning networks, we provide a flexible framework that can be extended to additional centres and registries overcoming previous barriers. It also provides interfaces for including additional data (e.g. imaging raw data, data from wearable devices etc.). By minimizing human labour effort, efficiency is increased, and subjective bias is reduced.
Limitations
As a single centre retrospective study, the patients forming the basis of the current analysis may not necessarily be representative of the pattern of ACHD present in the community. A structured letter format, including a list of diagnoses is required for the text mining algorithm utilized. This is, however, standard practice in tertiary centres nowadays and essential to communicate clinical information to general practitioners and other relevant health care professionals. Models recognizing treatment strategies and guiding cardiologists based on previous therapeutic decisions may not necessarily propose the most beneficial/optimal strategy. This type of analysis does, therefore, not obviate the need for prospective clinical trials. However, by emulating expert decisions guided by decade long clinical experience, we contend that network models trained on similar data could prevent catastrophic treatment mistakes by alerting health care professionals that the care provided for individual patients may not be in line with the pattern statistically expected. For logistic reasons, we limited the number of laboratory and ECG parameters included in the analysis to those demonstrated by previous studies to be related to outcome in ACHD. Further studies may extend on this, and also include novel neurohormonal makers, inflammatory parameters, or markers of autonomic function in the analysis.
Including raw imaging sequences (e.g. echocardiographic or cardiac magnetic resonance imaging data) directly into the model is technically feasible, requires, however, adequately trained and diagnosis specific networks. As these specifically trained networks are currently still under development further studies including comprehensive clinical and imaging data are required to test their prognostic value in ACHD patients. We cannot exclude the possibility that prediction of MDT or medication use may capitalize on specific wording and subtle verbal hints included in the medical reports. However, as the model included information on diagnosis, symptoms and medication, we contend that it is plausible that it identified especially highly symptomatic patients with high complexity lesions who may be more likely to be listed for MDT or treated with specific drugs. Ultimately, however, this illustrates the need for future testing of the model on external data. Direct text analysis is language specific, therefore, the model must be adapted and retrained before use in a different language setting, limiting the generalizability of the model. Lastly, our model awaits external validation.
Conclusions
Our data illustrates the utility of machine learning algorithms trained on large datasets to estimate prognosis and potentially guide therapy in ACHD. Due to the largely automated process involved, these methods can easily be scaled to multi-institutional datasets to further improve accuracy and ultimately serve as online decision-making tools. Harvesting the enormous source of data machine learning can provide without affecting patients' privacy will represent a leading research challenge in the years to come. However, with appropriate Figure 2 Results of the receiver operating curve analysis for predicting need for multidisciplinary discussion, beta-blocker, ACE-inhibitor/angiotensin receptor blocker, and anticoagulation in the training and validation sample, respectively. 
