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Організаційно таке навчання може бути по-
будоване тільки у формі самостійної ауди-
торної роботи студентів над матеріалом 
навчально-методичних посібників при сво-
єчасній консультативній допомозі викла-
дача. Крім того, має бути належним чином 
організований контроль і перевірка знань 
студентів. Вивчення кожного розділу нав-
чального матеріалу повинно закінчуватись 
складанням студентом звітів, в яких він 
показує розуміння взаємозв’язку основ тео-
рії і типових прийомів та методів діяль-
ності. Одним із завдань для викладача під 
час проведення контролю є надання сту-
дентам пояснень щодо отриманої оцінки, 
допущених помилок та рекомендацій для 
покращення результатів наступних кон-
трольно-залікових заходів. 
Найкраще такий вид навчання засто-
совувати у рамках модульно-рейтингової 
системи, яка вимагає розподілу дисципліни 
на окремі частини (модулі), послідовного 
вивчення студентами кожного модуля, про-
ведення після кожного модуля контрольно-
залікових заходів (найкраще у вигляді тес-
тів). Всі досягнення студентів оцінюються 
умовними заліковими одиницями, які в кін-
ці семестру переводяться в оцінку за п’яти-
бальною шкалою.  
Хочеться наголосити, що самостійна 
робота студентів не означає, що вони 
мають засвоювати зміст дисципліни лише 
хай із найсучасніших, але методичних по-
сібників. Головною задачею викладача було 
і залишається донесення до кожного слу-
хача навчального матеріалу. Річ у тім, що 
студенти ще з початку вивчення дисци-
пліни мають на руках тексти всіх лекцій, і 
йдуть на заняття вже попередньо ознайо-
мившись з конкретною темою. Безпосе-
редньо на парі викладач пояснює матеріал, 
наводить приклади, демонструє досліди, 
відповідає на запитання. Студентам вже не 
потрібно нічого записувати: вони лише слу-
хають пояснення і за бажанням заното-
вують цікаві моменти. Це значно звільняє 
час, бо викладач встигає пояснити більше 
матеріалу, ніж у випадку задиктовування 
лекції. Крім того, студенти не виконують 
механічну роботу, а саме осмислюють мате-
ріал, що сприяє кращому його засвоєнню.  
Така методика вже декілька років за-
стосовується викладачами кафедри Інфор-
матики, автоматики і систем управління 
Криворізького технічного університету при 
вивченні технічних дисциплін теоретичного 
характеру. І можна констатувати, що за 
умови своєчасного проведення поточних 
контрольних заходів, вона дає стійкі пози-
тивні результати: студенти краще вчаться, у 
них підвищується пізнавальний інтерес, 
з’являється мотивація навчання, зацікавле-
ність предметом, самостійність, впевненість 
в своїх силах. Крім того, заняття завжди 
проходять нешаблонно, цікаво, що психо-
логічно змушує “невстигаючих” підтягува-
тись до рівня середнього студента. 
Підводячи підсумки, хочеться зазна-
чити, що є велика кількість негативних чин-
ників, які впливають на успішність студен-
тів-першокурсників, та й взагалі всіх сту-
дентів. Задача викладачів – своєчасно помі-
тити відставання, надати посильну допо-
могу та щоденно працювати над собою, 
щоб зробити свої заняття ще цікавішими та 
привабливішими. Хай щастить викладачам 
у цій нелегкій справі, як і студентам, що 
колись, можливо, згадають нас добрим сло-
вом за ті знання, що ми вклали в їх голови, 
та думки, які їм навіяли.  
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Использование средств объектно-ориентированного программирования для 
компьютерной реализации векторной, матричной и полиномиальной алгебр 
Полищук А.П., канд. техн. наук, доц., Семериков С.А,. канд. пед. наук, доц. 
(КГПУ, г.Кривой Рог) 
В статье описывается созданная авторами объектно-ориентированная математическая библиотека, 
используемая при чтении курсов «Методы машинных вычислений» и «Объектно-ориентированное программиро-
вание» в Криворожском государственном педагогическом университете. 
Задачи, ради которых и были созданы 
компьютеры – рутинные расчёты производ-
ственного, научного и военного характе- 
ра, – потребовали создания целого класса 
новых методов, ориентированных не на 
ручные, а на машинные вычисления. Пер-
вые языки программирования не обладали 
удобными средствами для отражения таких 
часто используемых в вычислительной ма-
тематике объектов, как матрицы, вектора, 
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полиномы и т.д. Дальнейшее развитие язы-
ков программирования шло по пути встра-
ивания математических объектов в языки 
как типов данных, что вело к их услож-
нению (рис.1). Так, например, попытка сде-
лать универсальный язык Ада, в котором 
есть даже такие типы данных, как словари 
и очереди, привела к тому, что количество 
ключевых слов в нём превысило 350, сделав 
его практически непригодным для изучения 
и использования. 
 
 
Рис.1. Классификация языков программирования (согласно [3]) 
 
Компромиссным решением между 
этими двумя крайностями может быть сле-
дующее: пусть программист сам создаёт ти-
пы данных, которые ему необходимы в его 
профессиональной деятельности. Языки 
программирования, в которых реализован 
такой подход, называют объектно-ориенти-
рованными. Это, с одной стороны, позво-
ляет сделать язык достаточно лёгким путём 
уменьшения количества ключевых слов, а с 
другой – расширяемым, приспосабливае-
мым к конкретным задачам введением 
ключевых слов для создания и исполь-
зования новых типов данных. 
Язык С++, изучающийся нами в курсе 
информатики, является объектно-ориенти-
рованным языком. Типы данных, которые 
мы поставили своей целью создать сред-
ствами этого языка, определились из специ-
фики подготовки учителей математики [4, 
5]. 
Одной из самых важных учебно-ме-
тодических линий в курсе алгебры средней 
школы является линия уравнений и не-
равенств, а также их систем. В высшей 
школе эта линия продолжается на более вы-
соком уровне в курсе линейной алгебры и 
векторных пространств, что позволило нам 
выделить следующие математические объе-
кты: вектора, матрицы и многочлены. Наш 
выбор обуславливался ещё тем, что все они 
тесно связаны друг с другом. Так, напри-
мер, матрицу можно рассматривать как 
упорядоченный кортеж арифметических 
векторов, а многочлен можно задать век-
тором его коэффициентов. 
Для каждого из этих типов в процессе 
выполнения объектно-ориентированного 
анализа понадобилось определить множес-
тво процедур, в большинстве своём – би-
нарных алгебраических операций над эле-
ментами соответствующих множеств. Ре-
зультатом работы явилось создание библи-
отеки классов параметризованных вектор-
ных, матричных и полиномиальных объек-
тов, расширяющих возможности языка С++ 
по работе с такими объектами [1]. Рассмот-
рим детальнее механизм реализации этой 
библиотеки. 
Базовым в нашей иерархии классов 
является класс для работы с арифметичес-
кими векторами (рис.2а). В нашей интер-
претации вектор – это упорядоченный кор-
теж некоторых объектов (или, иными сло-
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вами, массив определённой длины). Тип 
чисел, составляющих компоненты вектора, 
не является строго фиксированным – этот 
тип можно использовать как параметр кон-
структора векторного объекта, то есть вы 
можете иметь целочисленные, веществен-
ные, комплексные и т.д. вектора различных 
длин. Основные операции, определённые 
для векторов – это сложение, вычитание, 
отрицание, скалярное умножение, умноже-
ние вектора на скаляр, сравнение векторов, 
вывод вектора в поток и ввод его из по-
тока, нахождение модуля вектора и норми-
рование его по модулю, а также ряд опе-
раций сокращённого сложения, вычитания 
и т.д. Разумеется, большинство этих опера-
ций определены только для векторов совпа-
дающих размерностей. 
 
 
 а б 
Рис.2. Структура векторного (а) и полиномиального (б) классов 
 
Для реализации арифметических опе-
раций был использован механизм пере-
грузки операций, благодаря которому, на-
пример, при сложении двух векторов в про-
грамме достаточно поставить знак «+» меж-
ду объектами векторного класса точно так 
же, как это делается при сложении стан-
дартных целых и вещественных чисел. 
Такая запись является более естественной, 
чем вызов функции Add, хотя, по сути, 
ничем от неё не отличается. Это свойство 
является особенностью именно С++, в отли-
чие от других объектно-ориентированных 
языков. 
Следующим классом, разработанным 
нами, был класс, предназначенный для 
хранения и использования, пожалуй, самых 
важных алгебраических объектов – матриц. 
Как видно из рис.3 (верхняя часть), струк-
тура матричного класса подобна структуре 
векторного, но более содержательная. Это 
обусловлено множеством операций, кото-
рые необходимо было запрограммировать 
для эффективной работы с новым типом 
данных – «матрица». Как и векторный 
класс, матричный богат конструкторами, 
которые позволяют создавать матрицы, 
инициализируя их данными из памяти, из 
файла, из другой матрицы и так далее. 
Кроме того, допустимо создание «пустой», 
т.е. нулевой матрицы заданного размера. 
В качестве внутреннего представ-
ления матрицы был выбран упорядоченный 
кортеж векторов – объектов векторного 
класса, рассмотренного нами ранее, что по-
зволяет использовать для матричных опера-
ций перегруженные операции класса «век-
тор». Например, для сложения двух матриц 
совпадающих размерностей нам достаточно 
сложить вектора, их составляющие, что по-
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зволяет вместо двух циклов сложения эле-
ментов матриц использовать один цикл сло-
жения векторов, составляющих строки мат-
рицы. 
Для матриц совпадающей размернос-
ти определены операции сложения, вычита-
ния, а также их сокращённые аналоги; ум-
ножение матрицы на скаляр, транспони-
рование, сравнение матриц, вывод в поток 
и ввод из потока. Для отдельных типов 
матриц определена операция умножения. 
Практический интерес при работе с 
матрицами представляет решение систем 
линейных алгебраических уравнений, зада-
ваемых соответственно матрицами коэф-
фициентов при неизвестных и вектор-стол-
бцом свободных членов. В связи с этим бы-
ли реализованы следующие методы реше-
ния СЛАУ: метод Гаусса с выбором главного 
элемента, метод ортогонализации векторов 
матрицы, метод обратной матрицы, метод 
Крамера. 
 
 
Рис. 3. Структура матричного класса 
 
Вычисление обратной матрицы и де-
терминанта можно производить либо ана-
литически, либо численно. Нами были реа-
лизованы оба этих подхода. Так, Вы можете 
воспользоваться рекурсивной функцией 
вычисления детерминанта разложением его 
по какой-либо строке и функцией обраще-
ния матрицы с использованием алгебра-
ических дополнений. При этом с ростом по-
рядка матрицы количество операций сло-
жения и умножения возрастает настолько, 
что эти методы стают малоэффективными. 
Более эффективным является вычисление 
детерминанта и обратной матрицы косвен-
но, путём решения системы уравнений. 
Перегрузка перечисленных операций 
даёт нам возможность записи операций над 
матрицами наиболее приближенно к алге-
браической форме. К примеру, решение 
системы уравнений может быть записано 
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как решение матричного уравнения АХ=В, 
Х=А-1*В, где операция возведения в сте-
пень «-1» не что иное, как перегруженная 
функция обращения матрицы, а «*» - опе-
рация умножения матриц. На рис.3 (ниж-
няя левая часть) показан фрагмент реше-
ния этого уравнения в терминах нашего 
класса. 
Наличие, наряду с умножением и об-
ращением, операции транспонирования, 
позволяет нам одной строчкой программы 
записать решение задачи МНК – метода на-
именьших квадратов. Пусть Х и У – соот-
ветственно матрицы независимых и зави-
симых переменных, А – неизвестный вектор 
оценки МНК. Тогда А=Х транспонирован-
ное, умноженное на Х (всё в минус первой 
степени), умноженное на произведение 
транспонированной матрицы независимых 
переменных на вектор-столбец зависимых 
переменных (рис.3, нижняя правая часть). 
На рис.2б представлена структура 
класса для работы с многочленами от одной 
переменной. Как видно из этой схемы, дан-
ный класс базируется на векторе – действи-
тельно, операции над многочленами сводят-
ся к действиям над коэффициентами при 
соответствующих степенях неизвестной. 
Это даёт возможность использовать ариф-
метический вектор для представления мно-
гочлена. Как и в предыдущих классах, поли-
номиальные объекты имеют набор методов 
для конструирования, сложения, вычита-
ния, умножения полинома на полином и 
полинома на скаляр, сравнения, деления с 
остатком и т.п. 
Для полиномиальных объектов мы мо-
жем найти производную любого порядка и 
неопределённый интеграл любой кратности 
в аналитической форме; результатом будет 
полином, коэффициенты которого получа-
ются по соответствующим правилам. Кроме 
того, в любой точке мы можем найти фун-
кциональное значение полинома. 
В задачах прикладной математики по-
линомиальные объекты, как правило, ис-
пользуются при решении алгебраических 
уравнений, что побудило нас к реализации 
ряда методов решения уравнений разного 
порядка. Согласно основной теореме алгеб-
ры, полином n-ной степени имеет ровно n 
корней. Это позволяет считать, что реше-
нием полиномиального уравнения в комп-
лексной области является комплексный век-
тор решений с размерностью, равной сте-
пени многочлена, компонентами которого 
являются его корни. 
Для многочленов с действительными 
коэффициентами нами были рассмотрены 
метод Кардано-Тартальи для решения урав-
нений 3-ей степени и базирующийся на нём 
метод Феррари решения уравнений 4-ой 
степени. Более универсальными методами 
для комплексных многочленов являются 
методы решения квадратных уравнений и 
метод Ньютона для поиска корней мно-
гочлена любой степени. В последнем методе 
мы, находя, очередной корень, отделяем 
его, понижая степень многочлена по схеме 
Горнера, ищем корень многочлена меньшей 
степени и т.д., до отделения всех корней. 
Последняя часть нашей библиотеки 
включает в себя алгоритмы и программы 
решения проблемы собственных значений 
для несимметричных комплексных матриц. 
Для этого используются все разработанные 
нами классы – вектора, матрицы и поли-
номы, существенно сокращая объём про-
граммы и повышая её наглядность. 
 
Основные результаты и выводы. 
1. Представленная библиотека свидетель-
ствует о том, что выбранная методика 
создания математических объектов с 
использованием средств объектно-ори-
ентированного программирования, на-
иболее пригодна для компьютерной ре-
ализации прикладных задач. 
2. Для создания библиотек математичес-
ких классов целесообразно использо-
вать язык С++, что дает возможность 
использовать механизм перегрузки опе-
раций, а также предоставляет програм-
мисту широкий диапазон стандартных 
математических функций, в том числе 
для комплексных чисел. 
3. Работая с матричными объектами, це-
лесообразно применять объектно-ори-
ентированную технологию; разработан-
ная нами библиотека классов позволяет 
решать задачи регрессионного анализа 
за короткое время с малыми трудоза-
тратами. 
4. Созданная библиотека может быть ис-
пользована для расчётов в электро-
технике, физике и других областях на-
уки, а также, благодаря доступности её 
в исходных текстах с комментариями, 
как учебный материал для курса 
«Объектно-ориентированное програм-
мирование на языке С++» и «Методы 
машинных вычислений» [2]. 
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Принципи застосування об’єктного підходу  
до розробки математичного програмного забезпечення 
Семеріков С.О., канд. пед. наук, доц. 
(КДПУ, м.Кривий Ріг) 
В статті викладено основні принципи об’єктного підходу та його реалізація у об’єктно-орієн-
тованому програмуванні, показана природна спільність математичних та програмних об’єктів, наведено 
рекомендації щодо розробки математичного програмного забезпечення. 
«Наука про те, як замість лише швид-
кодії машини використовувати чисельні ме-
тоди та бібліотечні програми, переживає 
період дитинства і є однією з найваж-
ливіших областей дослідження у майбут-
ньому» [1, с.198]. Ці слова Р.В.Хеммінга, 
сказані майже 40 років тому, і досі не 
втрачають своєї актуальності. Тенденція до 
створення та систематичного використання 
математичних бібліотек, що виникла на по-
чатку 60-х рр., наприкінці 80-х рр. стає 
домінуючою. Проте розвиток чисельних ме-
тодів зумовлений сьогодні також розвитком 
засобів обчислювальної техніки та технології 
програмування. Так, поява паралельних 
ЕОМ породила новий клас чисельних мето-
дів, орієнтованих на паралельні обчислення, 
а розвиток об’єктно-орієнтованого програ-
мування – новий напрямок: Object-oriented 
numerics (OON), або об’єктні обчислення, 
який зараз є провідним напрямком у чи-
сельних методах [2]. 
Об’єктно-орієнтоване програмування 
(ООП), що отримало широке розповсюд-
ження як потужна програмна технологія, є 
у наш час вагомою альтернативою тради-
ційним процедурним методам програму-
вання. Популярність ООП у чималій мірі 
визначається концептуальною цілісністю та 
більш сильною формою структуризації про-
грамного забезпечення (ПЗ), що створюєть-
ся на його основі. Використання ООП при-
скорює процес розробки програм, даючи 
при цьому можливість гнучкої та природної 
модифікації існуючого ПЗ. Найбільш рель-
єфно можливості ООП проявляються при 
створенні досить складних програмних про-
дуктів, до яких, зокрема, відносяться про-
блемно-орієнтовані бібліотеки. 
Перш ніж розглядати ООП, доцільніше 
спочатку розглянути його підґрунтя – об’єк-
тний підхід, який є більш загальною тех-
нологією дослідження та пізнання, як це 
пропонує А.П.Єршов. У свої роботі «Про 
об’єктно-орієнтовану взаємодію з ЕОМ» він 
надає об’єктно-орієнтованому програмуван-
ню більш широкий зміст, ніж програму-
ванню лише з використанням об’єктно-орі-
єнтованих мов. У якості одного з прикладів 
об’єктно-орієнтованої взаємодії програмую-
чого користувача з ЕОМ А.П.Єршов поси-
лається на Е-практикум як реальну систему 
автоматизованого конструювання програм, 
особливо підкреслюючи при цьому тезу про 
перспективність та універсальність об’єкт-
но-орієнтованої взаємодії. Отже, розгляне-
мо основні передумови впровадження 
об’єктного підходу у практику викладання 
чисельних методів, і почнемо з психоло-
гічних передумов. 
