In the last ten years, the traditional Simpson quadrature rule for numerical integration has been improved to an optimal 3-point quadrature formula and a modified Simpson rule that takes additionally the first derivative of the approximated integrand at the two end-points of integration into account. The impact of the improved quadrature rules on the fast Fourier transform (FFT) approximation of probability density functions with known characteristic functions is discussed. The quality of the approximations is measured with a discrete version of the total variation distance. Numerical examples suggest that a discrete total variation distance of approximately 0.25 is the best possible attainable value across all the considered FFT approximations.
Introduction
The discrete Fourier transform (DFT) approximation of probability density functions with known characteristic functions is especially useful when analytical expressions for the density functions are not available. This is the case for tempered stable and related distributions (e.g. Rachev et al. [14] , Scherer et al. [15] , Jelonek [7] , etc.). Usually, the DFT approximation is based on a simple numerical integration quadrature rule like the mid-point rule (MPR) or the Simpson rule (SR). However, the quality of this approximation is seldom questioned. In the last ten years, some improvements of the Simpson quadrature rule have been discovered. For example, an optimal 3-point quadrature (O3Q) formula of closed type, similar in simplicity to the Simpson rule, has been revealed by Ujevic [18] . Another attempt to improve Simpson's rule is due to Ujevic and Roberts [19] . They have proposed a modified Simpson rule (MSR), which takes additionally the first derivative of the approximating integrand at the two end-points into account. A brief account of these developments is presented in Section 2. The corresponding formulas required to compute the fast Fourier transform (FFT) approximations of probability density functions are presented in Section 3. Section 4 investigates the quality of the obtained FFT approximations for a number of elementary probability distributions. As quality measure, we use a discrete version of the total variation (DTV) distance, which is known to be an upper bound for the Kolmogorov distance. It is shown that a DTV of 0.25 is the "best" attainable value for the considered FFT approximations, at least for the standard normal and standard Laplace distributions. The variance gamma distribution, which is a popular distribution used in financial applications, and the one-sided exponential distribution, are also examined. Though with less precision, a DTV of approximately 0.25 seems the best possible attainable value across all FFT approximations. The O3Q approximation implies in general the best improved FFT approximation, which is followed by the MSR approximation. Our observations suggest that there is possibly an "optimal" symmetric interval with best attainable DTV value for the O3Q approximation, and that the rate of convergence to this value is faster for the O3Q approximation than the alternative ones. It is open for future research to analyse whether this holds more generally and whether exact quantifications of these numerical phenomena can be given.
Numerical integration, quadrature rules and improvement.
Simple and popular integral approximations of a function ) (x f defined over a
are the rectangular rules and the Simpson rule:
Clearly, the Simpson rule is a linear combination of the first three quadrature rules, a so-called 3-point quadrature formula of closed type. Ujevic [18] has derived an optimal 3-point quadrature formula of closed type, which has a better error estimate than the Simpson rule. It is given by Optimal 3-point rule (O3R):
, then an error estimate in terms of the 2 L -norm is ( [18] , Theorem 6) 
Applied to numerical integration, the error of the MSR is of sixth order in grid spacing (see Ujevic and Roberts [19] , Corollary 2). The purpose of the present note is to investigate the impact of the O3R and MSR modified quadrature formulas on the fast Fourier transform approximation of probability functions.
Modified FFT approximations of probability functions.
The relationship between the characteristic function ) (z , it is possible to approximate a pdf by means of a numerical Fourier inversion as follows
Based on the quadrature rules of Section 2, the finite integral in (3.1) can be
that is divided into N disjoints subintervals of equal length
and assume that the random variable X with pdf
For N sufficiently large the
is also large and (3.1) implies the pdf approximation
In a first step, we consider Discrete Fourier Transform (DFT) approximations of the pdf ) (x f X for the LPR, MPR and RPR rectangular rules, from which we get approximations for the SR and O3R rules. In a second step, we derive approximations for the MSR rule.
In the first step, set
, and consider the mid-
Applying the different quadrature rules to the right-hand side integral in (3.2), one obtains the following finite sum approximations of ) , such that
In this setting, the SR and O3R quadrature rules imply the DFT approximations:
To derive MSR based DFT approximations, a calculation of the first derivative
is necessary in order to get similarly to the above the left-and right-point derivative contributions to the overall MSR approximation of ) 
and a simple piecewise linear interpolation for intermediate values:
Discrete total variation distance and FFT approximations.
It is instructive to investigate the quality of the FFT approximations for a number of elementary probability distributions. Given is an absolutely continuous random variable X with pdf
. The quality of a discrete approximation )
is measured by the discrete total variation (DTV) distance defined by
One knows that the discrete total variation distance is an upper bound to the discrete Kolmogorov distance
(4.2) Therefore, the smaller the DTV, the better is the quality of approximation. 
Example 4.1: standard normal distribution
The chf is } exp{ ) ( fits quite well the logarithmic returns of these two data sets. Note that the variance gamma distribution has been introduced in finance by Madan and Seneta [11] and Madan and Milne [13] . The important variance gamma process has been studied at many places (e.g. Madan et al. [12] , Madan [10] , Kotz et al. [8] Table 4 .2 below summarizes calculations. It turns out that all the quadrature rules lead to FFT approximations with a DTV rather close to 0.25. Though the overall preference goes to the O3R approximation, the other ones do not differ much, and can result in a marginally smaller DTV in some specific cases. Again, the MSR approximation is second best in the overall. or not. The choice 16 = b shows that the DTV of approximately 0.54 in this case is far away from a best attainable quality in FFT approximation. The situation changes if asymmetric intervals with values of 0 < a are allowed and the DTV distance is replaced by the distance
which measures the quality in FFT approximation over the positive numbers only, as should be. with best attainable DTV value for the O3Q approximation, and that the rate of convergence to this value is faster for the O3Q approximation than for the other ones. A closer look at the Table 4 .1 shows that these observations remain true for the standard Laplace distribution. It is open for future research to analyse whether this holds more generally and whether exact analytical quantifications of these numerical phenomena can be given. 
