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Fluidized bed reactors are utilized in a wide range of chemical industries, including 
petroleum refining, pharmaceutical and commodity chemicals production, and biomass conversion 
to fuels and higher-value chemicals. Such reactors are useful where multiple fluids (gases or 
liquids) and particulate solids are brought together in intimate contact to promote heat and mass 
transfer and chemical reactions. Recently fluidized-bed research includes computational 
simulations that provide new insights into the dominant physics and chemistry processes that 
control reactor performance.  
Computational simulations were utilized to understand how bubbling-bed hydrodynamics 
and fast-pyrolysis chemistry interact to control biomass pyrolysis reactor performance. The scope 
of this work is limited to bubbling bed conditions, designed and operated for lab scale studies of 
biomass fast pyrolysis, in a bed of inert Geldart Group B sand. Biomass particulates are injected 
near the bottom of the reactor and rapidly heated to release volatile compounds. The devolatilized 
biomass particles (char) and released volatile gases transit through the bed (at time scales 
depending on the hydrodynamic mixing state) and elutriate from the top of the reactor. 
The bubbling-bed hydrodynamics were simulated with MFiX, an open- source software 
package based on the two-fluid (continuum) approach for representing the bubbling bed 
multiphase flows. Processes of interest included the transport of biomass char and released volatile 
gases, and how these change with fluidizing gas flow, low-intensity bubbling, to slugging, to high-
intensity turbulence. A key observation is that fast-pyrolysis tar yield can be increased by reducing 
the residence time in the freeboard by shortening the freeboard length or by adding secondary air. 
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Also, of interest was how these transport processes are expected to affect the selectivity of product 
species exiting the top of the reactor.  
One promising concept for monitoring hydrodynamics in bubbling bed reactors are high-
speed pressure measurements to quantify key mixing and transport properties. Computational 
simulations were utilized to identify quantitative statistical features in high-speed pressure 
measurements in the upper section of the bed, below the static bed height, to use as process 
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CHAPTER 0 INTRODUCTION  
 
Introduction and Background 
 
Biomass fast pyrolysis  
 
A thermochemical route for liquid fuels 
Fast pyrolysis is a thermochemical route available to develop liquid fuels [1, 2] and value-
added chemicals from biomass [3-5]. Fast pyrolysis is carried out by rapidly heating biomass 
particles under low-oxygen conditions, typically at 300–600°C. During this stage, biomass is 
converted to char, ash, non-condensable gases, and vapors (tars). Vapors must be further processed 
through catalytic upgrading and/or separation techniques to isolate specific chemical compounds 
for liquid fuels or value-added chemicals [3]. However, good control of the reactor chemistry yield 
and composition is necessary to efficiently process vapors. Furthermore, different biomass 
feedstock types, sizes, and shapes can yield drastically different chemistry [6-8]. The studies 
contained in this document focus on woody-biomass fast pyrolysis. 
 
Biomass fast-pyrolysis chemistry 
Biomass fast-pyrolysis chemistry is complex, and kinetics are simplified using mass-based 
approaches, as opposed to molar concentrations, that can be utilized in simulations, Fig. 0-1(a). 
These kinetic approaches utilize first-order Arrhenius rates and one- or two- step conversions from 
wood to tar, char, and gas [9]. Some research groups [10] also start their kinetic scheme with lignin, 
cellulose, and hemicellulose instead of wood, Fig. 0-1(b). A more involved kinetic scheme utilizes 
lignin, cellulose, and hemicellulose and breaks these compounds down with a first-order, multistep 
approach to many chemical compounds [11]. Furthermore, these kinetic schemes are usually 
created in plug-flow, entrained-flow [12], or other bench-scale reactors which do not have the  
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same hydrodynamics as fluidized beds. Each kinetic scheme is packaged with assumptions that 
have advantages and disadvantages which must be carefully considered when simulating bubbling 
fluidized beds [13]. 
Bubbling-bed reactor 
Bubbling beds are widely utilized in industrial thermochemical processes as well as bench-
scale studies due to their versatility for efficiently contacting gas and solids, and they have been 
identified as one of the most promising candidate reactor types for biomass fast pyrolysis [14]. For 
this reason, this work focuses on developing a better understanding of how bubbling fluidized-bed 
reactors can be used for production of “infrastructure ready” liquid fuels from woody-biomass fast 




A simple description of a bubbling fluidized bed is a vertical pipe with a perforated-plate 
distributor (other types are available) at the bottom which is used to evenly distribute a fluidizing 
gas into the pipe. Inside the pipe, immediately above the distributor a bed of particles resides, 
typically sand or catalyst. Fluidizing gas is pushed through the distributor into the bed of particles. 
Inside the bed of particles, the gas–particle, particle–particle, gas–wall, and particle–wall 
interactions are very complex [16]. When the drag force overcomes the gravitational force of the 
particles, the bed of sand is lifted, and gas moves through the sand interstices. At higher fluidizing 
gas flow, the excess gas can no longer move through the interstices, and gas bubbles form inside 
the bed of sand. As fluidizing gas flow is increased, the bubbling fluidized bed goes through 
various fluidization regimes, such as fixed, bubbling, slugging, and turbulent, shown in Fig. 0-3. 
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Slugging is the fluidizing state where bubble sizes reach ~60% of the reactor diameter. As 
fluidizing gas flow continues to increase past the slugging regime, in the turbulent regime the 
bubbling bed elutriates solid particles past the freeboard region and out the top of the reactor. 
Reactors designed to operate at turbulent conditions or higher flow recirculate the solids back into 
the bed and are classified as circulating fluidized beds [17]. This study focuses on the fluidization 
regimes from bubbling-to-slugging operation. 
Bubbling-to-slugging fluidization 
The transition from bubbling to slugging, as shown from experimental data in Fig. 0-4, is 
complex and changes with the reactor static bed height (height of the sand bed un-fluidized), 
height-to-diameter ratio (H/D), particle size, particle density, temperature, and pressure. Smaller 
bench-scale fluidized-bed reactors tend to reach slugging conditions. The regime diagram from 
Shaul et al. [19] integrates the Geldart classification system [20] and helps interpret the effects of 
operating parameters in terms of dimensionless numbers such as Reynolds and Archimedes 
particle numbers. While maintaining particle Archimedes number constant, the H/D is increased, 
and the slugging transition occurs at lower fluidized gas flow and smaller particle Reynolds 
number. Particle size and reactor temperature have the largest impact on particle Archimedes 
number, reflected in bubbling intensity. However, the Archimedes number only describes single 
particle size, whereas bubbling beds are composed of particle size distributions (PSDs) [21] with 
various properties. For example, if the PSD has a positive skewness toward a smaller particle size, 
this causes a decrease in bubble size and shorter fluidization-gas residence time in the bed [22-24]. 
However, if larger particles are added to the bed, so PSD is negatively skewed toward the larger 
particle size, and there is no noticeable effect on bubbles [22]. These are important considerations 
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because as fuel particles of varying size enter the reactor, over time these can have negative effects 
on fluidization quality. Bed particle size can also change, due to attrition, fragmentation, or 
addition of heavy bottom ash particles, causing changes in bubbling, residence time, mass, heat 
transfer, and ultimately chemistry. These are some of the challenges with accurately predicting 
effects of hydrodynamics in a bubbling bed. 
Bubbles in fluidized beds 
Bubbling–bed hydrodynamics are complex and are governed by bubble dynamics that 
affect mixing, heat transfer, and particle/gas/vapor residence time. Bubbles behave differently in 
gas–solid systems than gas–liquid systems due to a bubble boundary defined by a cloud of solid–
gas emulsion, Fig. 0-5. The boundary region between bubbles and the surrounding dense phase is 
a complex zone that can vary depending on the bubble size and velocity, but for practical purposes, 
it is frequently assumed that the bubble edge can be approximately demarcated by the region where 
the void fraction exceeds 0.7 [25]. Rowe et al. [26] showed there is a circulating region inside the 
bubble and the emulsion as the gas bubble travels upward. Gas enters the bubble through the 
bubble wake, and some gas recirculates around the bubble while most exits at the top of the bubble, 
along the bubble front. Alternatively, solids approaching the bubble front move around the bubble 
as the bubble rises, and in the drift region, solids are pulled into the bubble. In the wake region, 
there is a low-pressure region that recirculates solids. Some solids enter the bubble and get 
recirculated back into the emulsion. In contrast, at slugging conditions, the large ogive (bullet 
shaped) bubbles rise upward slower due to wall effects. Although the gas flow is increased, the 
large bubbles rise slower than the gases flowing through them [27]. This results in inefficient solid-
gas contacting and gas bypassing through the large ogive bubbles [28, 29]. Thus, bubble size, 
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speed, and frequency affect mixing, heat transfer, and gas/vapor residence time. This should affect 
reactive chemistry based on bubbling-regime dynamics. For this reason, a quantitative approach 
to determine the various fluidization regimes — bubbling, bubbling to slugging, and slugging — 
is needed.  
The bubbling-to-slugging transition 
 
Qualitative vs quantitative approaches 
Although there is extensive research on the bubbling-bed regime transition, there is a need 
to have a better understanding of the transition from bubbling to slugging. Part of the problem is 
that there are different definitions for slugging fluidization. Based on visual observations, slugging 
commences when bubble sizes reach ~60% of the reactor diameter. However, there is no widely 
accepted method to quantitatively determine the transition from bubbling to slugging. Established 
methods to determine the transitions from fixed to bubbling fluidization and slugging to turbulent 
fluidization utilize pressure measurements taken near the bottom of the reactor bed. While these 
pressure measurement locations can detect these transitions, this approach/location does not appear 
to capture the transition from bubbling to slugging [27]. As noted in the fluidization introduction, 
bubble size, speed, and frequency affect hydrodynamics, which directly impact mixing, heat 
transfer, chemistry, and residence time [30]. This requires developing a method to quantitatively 




Fluidized bubbling beds are designed for continuous operation of thermochemical 
processes, where fuel (biomass and/or coal) particles are continuously conveyed into the reactor. 
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Bubbling–bed hydrodynamics can change over time and drift from optimal reactor conditions. Fig. 
0-6 shows how fluidization gas flow affects chemistry yield and composition in biomass fast–
pyrolysis experiments [31]. However, the exact hydrodynamic effects have not been directly 
related to chemistry. Fluidized-bed fast pyrolysis differs from using other reactor types, in that 
bubble dynamics also affect mixing, elutriation, residence time, yield and composition. Effects in 
bubbles versus the particle/gas emulsion can have a detrimental effect. Although slugging is 
expected to negatively affect gas and solids contacting because it increases the effective level of 
gas bypassing, the quantitative details of how gas–solids contacting is affected by the bubbling-
to-slugging transition and the impact on conversion for biomass fast pyrolysis are not clear. 
Available regime maps do not explicitly account for particle size distributions, which also 
affect bubble size, mixing, heat transfer, and residence time. Depending on production needs, 
fluidization can drift from optimal operating conditions, resulting in expensive production losses. 
Operating the reactor at significantly lower flow to prevent slugging or the slugging transition can 
result in non-optimal yields, which is not economically attractive. In continuously operated 
fluidized-bed reactors, fluidization quality changes slowly over time due to the large mass of 
particles composing the bed materials, which may not be directly obvious to operators. Therefore, 
detecting hydrodynamic fluidization quality in real time is important to operate the reactor at 
optimal conditions near critical bubbling conditions. 
A diagnostic method to reliably quantify bubbling hydrodynamics is needed so bench to 
industrial scale fluidized-bed reactors can be optimized for their specific process. Such a diagnostic 
tool should be easy to implement into a control system infrastructure and be easy to interpret 
regime transition by fluidized-bed operators. These challenges are not exclusive to bubbling-bed 
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operations, they are also important to circulating fluidized beds. During startup, circulating 
fluidized beds can go through bubbling and slugging before reaching turbulent and circulating 
fluidized bed conditions. Similarly, during shutdowns and at reduced load, circulating fluidized 
bed can also reach slugging and bubbling conditions. Operations should be able to determine 




This research utilizes a specific approach for modeling the hydrodynamics of bubbling 
fluidized bed reactors of Geldart Group B particles and is expected to lead to the following 
advances: 
 An improved understanding of the basic physics involved in the transition from bubbling to 
slugging; 
 A more quantitative understanding of how bubbling and slugging hydrodynamics can affect 
pyrolysis yield;  
 Identification of the optimal hydrodynamic state in bubbling-bed reactors for maximizing the 
yield of bio-oils from biomass fast pyrolysis; 
 Identification of on-line pressure-based monitoring approaches that can be used to improve 
bench and industrial scale fluidized-bed pyrolysis reactor performance.  
 Identification of potential approaches for improving the performance of bubbling fluidized bed 






This dissertation is organized around three sequential objectives of activity, which are 
summarized below. A key component of each objective is the identification and testing of guiding 
hypotheses concerning the physics of slugging, the impact of slugging on fast pyrolysis yield, and 
possible ways to monitor the approach to slugging using pressure measurements suitable for 
practical reactor systems.  
 
Objective 1- Improved understanding of the physics of slugging in fluidized 
beds of Geldart Group B particles 
 
Description 
Use CFD simulations of the bubbling-to-slugging transition to numerically investigate the 
basic physics of the associated hydrodynamics and identify key associated spatiotemporal features 
that might be measured.  
Guiding hypotheses 
1. The transition to slugging in a bubbling bed of Geldart Group B particles occurs over a range 
of fluidizing gas flow rather than abruptly at a single critical value of gas flow. 
2. The transition to slugging in a bubbling bed of Geldart Group B particles is also correlated 
with distinctive and reproducible changes in the spatiotemporal characteristics of bubbles, 
including the distribution of bubble sizes and frequencies. 
3. The transition to slugging in a bubbling bed of Geldart Group B particles is correlated with 
distinctive and reproducible changes in the spatiotemporal characteristics of pressure 




 Based on a detailed review of the literature covering previous experimental measurements and 
computational simulation related to the bubbling-to-slugging transition in Group B beds, 
design a set of numerical experiments using the two-fluid version of MFiX (to be defined 
below) for simulating a reference lab-scale fluidized bed operating under stationary conditions 
for a range of gas flows between minimum fluidization and the point of maximum slugging at 
4–5 times minimum fluidization.  
 Analyze 2D and 3D MFiX simulation results to determine what is needed to achieve 
reproducible results exhibiting convergent spatiotemporal statistics and computational grid 
independence. 
 Generate and analyze simulated bubble and pressure measurements at multiple locations in the 
bed to identify the key spatiotemporal features as a function of gas flow.  
 Perform sensitivity analyses of the previous results to assumptions used for the analyses and 
simulation parameters. Compare the above results to the predictions of slugging correlations 
in the literature and previously published experimental measurements. 
 




Use CFD simulations to relate bubble characteristics and the transition from bubbling to 




1. The expected yield of condensable bio-oil from a bubbling bed pyrolysis reactor is reduced by 
the onset of slugging, due to gas bypassing, poor gas–solids contacting, and excessive biomass 
elutriation. 
2. The maximum yield of condensable bio-oil from a bubbling bed pyrolysis reactor occurs just 
before the transition to fully developed slugging begins (i.e., when the gas flow is increased to 
a point where large bubbles just begin to form near the surface of the bed and due to very rapid 
bubble coalescence near the distributor). 
3. There is an optimal height in the bed, associated with residence time, where maximum oil yield 
can be achieved, that relates reactor geometry, operating conditions, and residence time. 
4. The hydrodynamics and reactions can be separated to efficiently simulate the reactor 
Approach 
 Add an experimentally validated reduced-order kinetic model for wood pyrolysis to the 3D 
fluidized bed simulations from Objective 1.  
 Evaluate the results from the above simulations (reduced-order kinetic model) to compare how 
the oil yields in each case are affected by changing the fluidizing gas flow from near minimum 
fluidization up to the maximum slugging condition at a fixed biomass feed rate.  
 Perform sensitivity analyses of the previous results to assumptions used for the analyses and 
simulation parameters. Compare the above results to experimental measurements from 
collaborators at the National Renewable Energy Laboratory (NREL) and/or previously 
published experimental data in the literature. 




Objective 3- Identify how to use pressure fluctuations to monitor and control 
bio-oil yield from bubbling-bed biomass pyrolysis reactors 
 
Description 
Use computational fluid dynamics (CFD) simulations to identify a specific approach for 
how to use pressure fluctuations to monitor and control bio-oil yield from bubbling bed biomass 
pyrolysis reactors. 
Guiding hypotheses 
1. The optimal location for measuring pressure fluctuations at the bed wall is near the top of the 
expanded bed.  
2. Pressure fluctuations that reflect bubble speeds and/or coalescence events are the best 
characteristics with which to monitor the transition toward slugging.  
3. It is possible to measure and process on-line pressure signals fast enough to detect significant 
shifts toward or away from optimal yield conditions over periods of a minute or less.  
Approach 
 Utilize 3D biomass fast pyrolysis bubbling fluidized bed simulations at a range of flows, from 
bubbling to slugging, using the CFD package MFiX.  
 Analyze pressure at multiple heights using other time series analysis approaches: frequency 
domain, time frequency domain, or state space domain. 
 Use trends from objective 2 to identify optimal fluidization condition needed to maximize oil 
yield.  
Combine the results from objective 1 and 2 to identify a reasonable pressure measurement scheme 
for using real-time, non-intrusive, high-speed pressure diagnostics measurements to maintain the 





This dissertation is organized into 5 chapters, which are briefly summarized below. A 
literature review is also outlined in each chapter. 
Introduction provides an overall introduction and background that explains the motivation, 
the state of previous related research, and the objectives. General information about the MFiX 
CFD platform used for the simulations is also provided.  
Chapter 1 reviews the descriptions, guiding hypotheses, and computational approach used 
in Objective 1. Objective 1 simulation results concerning the new information learned about the 
physics of the bubbling-to-slugging transition are discussed in detail and summarized, along with 
more general conclusions about their significance. This work was published in an article titled: 
“Computational study of the bubbling-to-slugging transition in a laboratory-scale fluidized bed.” 
in Chemical Engineering Journal 308 (2017) 544–556. https://doi.org/10.1016/j.cej.2016.08.113. 
Chapter 2 reviews the descriptions, guiding hypotheses, and computational approach used 
for Objective 2, which discusses results concerning the new information learned about the 
bubbling-to-slugging transition effects on oil yield from fast pyrolysis of wood. This work will be 
submitted in an article titled: “Computational study on biomass fast pyrolysis: Hydrodynamic 
effects on the performance of a laboratory-scale fluidized bed reactor.” to Chemical Engineering 
Journal. 
Chapter 3 reviews the descriptions, guiding hypotheses, and computational approach used 
for Objective 3, which discusses simulation results concerning the new information learned about 
how the bubbling-to-slugging transition could potentially be monitored in real time using pressure 
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fluctuations for controlling oil yield from fast pyrolysis of wood. Conclusions about the 
significance for thermochemical biomass conversion technology is also discussed. A manuscript 
similar in organization to the Objective 1 and Objective 2 publication will be submitted to a 
prominent chemical reaction engineering journal.  
The conclusion gives an overall summary of the results and conclusions from all 3 
objectives of this study, as well as recommendations for future simulations and experiments 
associated with biomass pyrolysis. This chapter also provides potential applications to more 
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CHAPTER 1 : CHARACTERIZING HYDRODYNAMICS OF THE 






A version of this chapter was originally published by Emilio Ramirez et al.: 
 Ramirez, E., Finney, C. E. A., Pannala, S., Daw, C. S., Halow, J., Xiong, Q. 
"Computational Study of the Bubbling-to-Slugging Transition in a Laboratory-Scale Fluidized 
Bed." Chemical Engineering Journal 308 (2017/01/15/2017): 544-56. 
https://doi.org/10.1016/j.cej.2016.08.113 
The work in this chapter was analyzed and written by Emilio Ramirez. Guidance was 
provided by Sreekanth Pannala, Stuart Daw, and Charles Finney. Emilio utilized the University of 
Tennessee writing center to rewrite successive iterations of the chapter. At the final stage before 
submitting to the Journal, Stuart Daw reviewed the paper and made recommendations. Charles 
also reviewed and made recommendations and formatting changes. The journal peer reviewers 
made recommendations to the paper. Emilio submitted the paper and ensured all requirements 
were fulfilled. 
As mentioned in the introduction, bubbling-to-slugging fluidization is not well understood. 
In order to describe effects of hydrodynamics on chemistry processes, the bubbling-to-slugging 
transition must be characterized. In this chapter, simulations are used to non-intrusively probe the 
physics of a fluidized bed as it transitions from bubbling to slugging. Having acquired an 
understanding of the bubbling-to-slugging transition, the chemistry at bubbling, bubbling-to-
slugging, slugging, and turbulent fluidization can be investigated through simulations. This chapter 
contains vital bubbling and slugging hydrodynamic information for the reacting flow simulations 
in later chapters. The guiding hypotheses for this work include: (1) the transition from bubbling to 
slugging in a bubbling bed of Geldart Group B particles occurs over a range of fluidizing gas flow 
rather than abruptly at a single critical value of gas flow; (2) The transition to slugging in a 
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bubbling bed of Geldart Group B particles is also correlated with distinctive and reproducible 
changes in the spatiotemporal characteristics of bubbles, including the distribution of bubble sizes 
and frequencies; (3) The transition to slugging in a bubbling bed of Geldart Group B particles is 
correlated with distinctive and reproducible changes in the spatiotemporal characteristics of 
pressure fluctuations at the bed wall. This chapter shows these hypotheses are correct and guidance 
is given on how to characterize the fluidization regimes with non-intrusive pressure measurements. 
Abstract 
 
We report results from a computational study of the transition from bubbling to slugging 
in a laboratory-scale fluidized-bed reactor with Geldart Group B glass particles. For simulating the 
three-dimensional fluidized-bed hydrodynamics, we employ MFiX [Multiphase Flow with 
interphase eXchange], a widely studied multi-phase flow simulation tool, that uses a two-fluid 
Eulerian–Eulerian approximation of the particle and gas dynamics over a range of gas flows. We 
also utilize a previously published algorithm to generate bubble statistics that can be correlated 
with pressure fluctuations to reveal previously unreported details about the stages through which 
the hydrodynamics progress during the bubbling-to-slugging transition. We expect this new 
information will lead to improved approaches for on-line reactor diagnostics, as well as new 
approaches for validating the results of computational fluidized-bed simulations with experimental 
measurements. 
Introduction and Background  
 
Gas–solid fluidized-bed reactors are widely used in the chemical industry, including 
biomass conversion [15, 31-33], petroleum refining [34], and pharmaceutical [35, 36] and 
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commodity chemicals production [37]. For this reason, there is widespread interest in establishing 
a comprehensive understanding of the gas–solid hydrodynamics to optimize processes in which 
fluidized-bed reactors are key components. Three of the most important hydrodynamic states or 
flow regimes in fluidized-bed reactors are referred to as freely bubbling, slugging, and turbulent 
fluidization. Each regime has distinct physical characteristics that produce widely different levels 
of heat and mass transfer between the gas and solid phases [31, 38]. Thus, it is important to 
distinguish how the fluidized-bed design and operating conditions correlate with fluidization state. 
Where possible, identifying on-line process measurements monitoring the fluidization state can be 
especially useful. This study focuses on understanding how to use pressure measurements to 
distinguish between free bubbling and slugging. 
The free-bubbling state is typically the first condition encountered as the gas flow is 
increased above the minimum fluidization state [39] in beds of solids within the Group B category 
of the Geldart’s classification scheme [20]. In this regime, pockets of gas (bubbles) form near the 
bottom of the bed and rise upward until they reach the surface, at which point they erupt. The 
appearance of the fluidized bed in this case is typically described as similar to that of a boiling 
liquid. The solids and gas motion associated with the rising bubbles [40] leads to enhanced heat 
and mass transfer, which is one of the primary advantages for carrying out reactions between fluids 
and solids in bubbling fluidized beds. Many descriptions of this flow condition are available in 
literature with comparisons between liquid-gas and solids-gas systems [41-43]. 
As the gas bubbles rise in a fluidized bed, they typically grow larger due to coalescence 
and decreased pressure. When the gas flow is sufficiently high and/or the bed sufficiently deep, 
slugging occurs. Slugging has long been recognized as an area of concern because it is 
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characterized by the formation of large gas bubbles that produce intense oscillations of the bed 
solids. Criteria have been proposed for the conditions necessary for slugging to develop, such as 
the following: (1) the static bed height must exceed a critical height; (2) the superficial gas velocity 
must exceed a minimum (slugging) velocity; and (3) bubbles must be able to grow to a size that 
approaches the diameter of the fluidized-bed vessel [44, 45]. Typically, many observers report that 
slugging evolves from the freely bubbling fluidization state as superficial gas velocity is increased, 
but it is often unclear in the literature just where (or if) there is a clear point of demarcation between 
free bubbling and slugging. Minimum slugging correlations [46-48] developed from experiments 
also result in very different values for inlet velocities. Furthermore, some studies [49] have even 
mistaken the peak in standard deviation as the slugging transition. 
Early investigators [46-48, 50-53] developed minimum slugging correlations based on 
experimental observations. Although these relations are useful for understanding general trends, 
they relied heavily on subjective visual observations and qualitative features. More recent studies 
[27, 54-62] have utilized direct quantitative measurements of pressure and void fraction to monitor 
the spatiotemporal behavior of bubbles. Fan et al. [27], for example, reported a decrease in bubble 
rise velocity associated with slugging based on cross correlation of pressure measurements in the 
upper portion of the bed. Similarly, Lee et al. [57] and Saxena and Rao [63] investigated the 
slugging transition by analyzing pressure measurements from the upper half of a laboratory 
fluidized bed. [25, 64-67], on the other hand, used electrical capacitance tomography (ECT) to 
image changes in bubbles associated with the slugging transition. In all these experiments, 
however, the complex nature of the free bubbling to slugging transition has not been found to be 
amenable to a clear and consistent physical model. 
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Computational fluid dynamics (CFD) has a long history of application for dynamic 
simulation of fluidized beds. Ideally, it should be possible to incorporate sufficient details of the 
physics of granular and multi-phase flows to replicate all of the salient hydrodynamic features of 
slugging fluidized bed reactors. The process of capturing all of the critical aspects of the physics 
at multiple scales remains extremely challenging however, and there are many opportunities for 
additional improvements. Examples of the challenges and complexities involved in CFD 
simulations of slugging fluidized beds are highlighted in recently published work such as that by 
Ichiki et al. [68] , Pain et al. [69, 70], Zhang and Yu [71], Reuge et al. [40, 72], Goldschmidt et al. 
[73], Loha et al. [74, 75], Fede et al. [76], Xie et al. [77], Li et al. [78], and Bakshi et al. [79, 80]. 
We emphasize here that our goal is not to attempt to develop and improved any specific model of 
fluidized bed physics but rather to pursue a better understanding of the basic quantitative trends 
underlying bubble dynamic behavior as it is predicted by such simulations. We specifically target 
the dynamics of bubbles and the onset of slugging, because these are known to be critical features 
that are central in determining the performance of practical bubbling bed reactors. Ultimately, we 
also are concerned with identifying how bubble patterns can be used to experimentally test the 
validity of the computational simulations and as a practical monitoring tool (i.e., which bubble 
measurements should be most useful for validation and on-line diagnostics). 
The primary objective of this study is to improve understanding of the transition between 
free bubbling and slugging by probing the physical details of the process revealed in computational 
simulations of a laboratory-scale bubbling fluidized bed. We hypothesize that computational 
studies of this type, as long as they are done with proper care, can provide information that is not 
directly available from experimental measurements. With this additional information, it should be 
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possible to develop methods based on high speed pressure measurements to detect the approach of 
slugging in both laboratory and industrial reactors before it becomes problematic. This information 
can be useful in improving the physical models on which computational simulations are based.  
Technical Approach 
 
Fluidized bed simulation conditions 
 
To reflect a lab-scale reactor of current relevance, we assumed the geometry of an 
experimental laboratory reactor used for biomass processing research at the National Renewable 
Energy Laboratory (NREL). A schematic of the reactor is shown in Fig. 1-1. The inner diameter 
Dr and height of the reactor Hr are 0.0508
 and 1.27 m, respectively. However, for simulation 
purposes, the computational domain was reduced to a height of 0.4 m. Operating conditions were 
chosen to match baseline experiments at NREL and are listed in Table 1-1. Initially, glass particles 
with diameter ds of 2.5×10
-4 m and density ρs of 2484 kg/m
3 were set at a static bed height of Ho 
= 0.2032 m, with an initial void fraction of 0.4. The glass particle-particle properties were defined 
with a coefficient of restitution of 0.8 [40] and angle of repose at 30.The particle-wall collision 
specularity coefficient was set to 0.6, however when normalized slip velocity goes to zero, it is 
calculated internally using a relation developed by Li et al. [78, 81]. The reactor outlet is open to 
pressure at 255 kPa. Each simulation was initiated by uniformly adding nitrogen gas through the 
reactor bottom with a mass flow inlet based on superficial gas velocity U, as a multiple of the 
minimum fluidization gas velocity Umf. The minimum fluidization velocity was calculated at 0.03 
m/s, and the Syamlal-O’Brien drag-model [82] parameters (see Section 2.2) were assigned based 
on the calculated U/Umf and operating conditions. U/Umf was calculated using the Richardson 
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equation [39] and values in Table 1 together with nitrogen density using the ideal gas form and 
viscosity using the NASA polynomial for transport properties. 
Simulations were conducted with all operating parameters held constant and only inlet 
velocity, U, was varied from 1.25 to 2.75 U/Umf to identify the onset of the bubbling-to-slugging 
transition and fully developed slugging. The shown herein are for a single static bed depth, and the 
transition flow and location should be expected to change with bed height, diameter, and particle 
characteristics. However, the general utility of this methodology should be expected to hold. 
Computational methods 
 
We employed computational fluid dynamics (CFD) [83] to simulate the hydrodynamics in 
the bubbling bed reactor described above over a range of fluidization velocities. Numerous 
fluidized-bed researchers have found CFD to be a useful complement to experimental 
measurements [78, 79, 84, 85]. One of the benefits of CFD is that it can provide spatiotemporal 
details about pressures, velocities, and concentrations that are either impossible or extremely 
difficult to obtain experimentally. CFD has also been employed in numerous studies of gas–solid 
fluidized beds [84, 86], but very limited number of CFD studies have addressed the bubbling-to-
slugging transition [45, 87, 88]. 
The specific CFD implementation used in this study employed the Eulerian–Eulerian 
computational Two-Fluid Model (TFM) [89, 90], which approximates the flowing phases as 
interpenetrating continua. This is in contrast to numerical simulations that resolve discrete particles 
or molecules [88, 91-93]. While the TFM approach does not resolve individual particles, it has 
been demonstrated to reproduce major hydrodynamic features, including bubbles [40, 77, 79]. 
Detailed information on the TFM formulation can be found in Gidaspow [89]. 
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To carry out our simulations, we utilized MFiX (Multiphase Flow with Interphase 
eXchanges), which is an open-source CFD software developed primarily at the National Energy 
Technology Laboratory [94]. The gas phase was simulated as incompressible, and stress tensors 
for the gas and solid phases were related to shear stress using Newton’s law. To model solids 
transport properties, such as solids pressure and viscosity, the kinetic theory of granular flow [94] 
together with the Schaeffer frictional stress tensor formulation [95] and the sigmoidal blending 
stress function [77, 86, 96] were employed to relate the computed solids temperature with solids 
transport properties. Furthermore, the gas–solid momentum transfer used the Syamlal-O’Brien 
correlation [82] for the drag model. The discretization scheme utilized a finite-volume approach 
with a staggered 3D grid [97]. Scalar values, pressure and void fraction, were stored in the cell 
center, while velocities were computed on the cell surfaces. Additionally, second-order 
discretization was utilized using the superbee approach which improved convergence and accuracy 
of the simulation. A modified SIMPLE approach [97] is also used and improves speed and stability 
through variable time stepping, solid volume fraction correction, and solids-pressure evaluation. 
The no-slip condition was applied to the gas phase on the side walls, while the Jackson and Johnson 
partial-slip wall boundary condition [98] was applied to the solid phase. 
To characterize the spatiotemporal dynamics generated by MFiX, we tracked detailed 
variations in void fraction and pressure as time series at each computational grid point (no reactions 
or heat or mass transport were included). As explained below, these raw time series were then 
further processed to produce simulated (virtual) measurements of the bubble patterns and local 
pressure fluctuations. We then analyzed and compared these time series at each axial location in 
the bed to understand their correlation with the bubbling and slugging states.  
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A general concern for multiphase flow CFD simulations is establishing a computational 
grid size that is sufficiently refined so spatiotemporal dynamics no longer depend on grid 
resolution (i.e., grid independence). We initially used a 2D fluidized bed simulation to study the 
impact of the mesh cell size in the x and y-directions on the statistical convergence of the simulated 
time series. Fig. 1-2 illustrates the effect of mesh cell aspect ratio (AR), AR=y/x, on the 
simulated pressure time series, standard deviation, skewness, and kurtosis. These results show 
mean pressure profiles are not sensitive to cell aspect ratio. However, the higher-order moments 
are sensitive to cell aspect ratio, which capture higher dimensional dynamics associated with 
bubbles and mixing. The 40-second 2D simulation with AR=1 at 5 U/Umf was further refined to 
show grid independence from 15×120 cells to 30×240 cells which resulted in run times of 16.5 
and 122 hours, respectively.  
To account for higher dimensional dynamics [77], a 3D fluidized bed was simulated at 2.75 
U/Umf with a fine cylindrical mesh where r = y, resulting in a uniform mesh with 15 cells in the 
radial direction and 240 cells in the axial direction, and with 6 azimuthal cells. Skewness and 
kurtosis did not change as the number of cells in the azimuthal direction was changed to 6, 12, and 
24. Based on these results, we selected 6 cells in the azimuthal direction for continued simulations. 
Statistical methods 
 
To quantify spatiotemporal dynamic transitions, we determined the statistical properties of 
pressure and void fraction time series at different axial positions in the bed. We specified 
normalized axial locations as H/Ho by specifying 10 equally spaced locations Hi up to the static 
bed height, Ho. We typically examined the bubble statistics at the horizontal planes at 0.1 up to 1.0 
H/Ho. We then generated time series by interpolating the pressure and void fraction measurements 
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from the nearest grid points at each simulation time step (0.01 s). For pressure, all the grid point 
values in a plane were then averaged together to create a single average pressure time series for 
each bed axial location. Experimental groups [99, 100] have found pressure measurements are 
influenced by a volumetric region close to the pressure port, and the analysis method used here 
captures dynamics in a defined volumetric region composed of cells near the probe measurement 
point. 
To assist in understanding the physics involved, we also processed the void fraction time 
series at each grid point with MS3DATA, a special algorithm recently developed by Bakshi et al 
[79], to resolve bubble sizes and numbers in fluidized beds. MS3DATA is a code developed in 
MATLAB and identifies bubbles in a five-step process [80]: data collection, bubble detection, 
conflict resolution, bubble properties and Lagrangian velocimetry. Initially the code collects void 
fraction data and bubble boundary resolution. It is followed by applying the user specified void-
fraction threshold criteria and bubble linking, to define regions of contiguous subthreshold void 
fraction. The code then performs bubble conflict resolution by assigning unique bubble numbers 
to every grid cell. Bubble properties such as location, size, span, and shape are then assigned. The 
code can also track bubbles across successive time frames, but this analysis was not performed in 
this investigation. 
For consistency, only cells with void fraction > 0.7 [25, 66, 79, 101] were considered as 
representing bubbles, and we found results did not change significantly by selecting a slightly 
different cut-off value. Bubble-counting domains were defined as axial locations up to the halfway 
points of adjacent axial planes (e.g., the volume between 0.85 and 0.95 H/Ho for counting at 0.9 
H/Ho). Bubbles whose centroids resided within each axial domain were used by MS3DATA to 
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calculate bubble size and number. Within each axial domain, bubble diameter db was evaluated 
using the linked bubble volume Vb according to 𝑑𝑏 = √6𝑉𝑏/π
3
. More details of the bubble-
statistics algorithm in MS3DATA can be found in Bakshi et al. [102]. Initial tests showed pressure 
and bubble statistics became statistically stationary after 7 seconds of physical time. Therefore, 
although the simulations were sampled for 40 seconds at 100 Hz, the first 10 seconds were 
discarded, resulting in time series ranging from 10 to 40 sec for pressure and bubble statistics.  
Numerous statistical descriptions, some of which are based on concepts from nonlinear and 
complex systems theory, have been proposed for characterizing time-series measurements from 
fluidized beds [43, 54, 57, 99, 103-109]. For this study we elected to concentrate on more 
traditional statistical measures to simplify the analysis and development of relationships between 
the pressure and bubble patterns. These statistics included histograms of the time-series values as 
well as quantitative characterizations utilizing the mean, standard deviation, skewness, and 
kurtosis. We also utilized the autocorrelation and cross-correlation functions [110] to evaluate 
relationships between different measurements at different points in time.  
In some cases, the time series were normalized by their mean to highlight certain features. 
These cases are described in the Results and Discussion section. We also utilized the method 
proposed by Scott [111] to select the best bin sizes for constructing frequency histograms. 
 
Results and Discussion 
 
The visual appearance of the bubbles generated by MFiX was observed graphically in 
terms of void fraction iso-surfaces using Paraview [112] as illustrated in the following section 
below. To systematically quantify the simulated bubble patterns, we evaluated bubble statistics 
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derived from the MFiX void fraction output using MS3DATA. We then evaluated the pressure 
time series features at each level to determine how they relate to the observed bubble behavior. 
Bubble characteristics at low gas flows (free bubbling) 
 
Fig. 1-3 (a-e) illustrate typical bubble characteristics we observed in low gas flow 
simulations. Fig. 1-3(a) shows the predicted time-average profiles for bubble size and 
concentration at a gas flow corresponding to U = 1.25 U/Umf as determined from the MFiX output 
with MS3DATA [102]. Fig. 1-3(b) illustrates an example instantaneous snapshot of bubbles 
predicted for this same condition from the MFiX output with Paraview. Fig. 1-3(c-e) reveals 
characteristic bubble size growth as the bubbles move from lower to higher levels. This is 
consistent with the expected effects of bubble-to-bubble coalescence and reduced pressure [28, 
113]. However, MS3DATA results indicate the number of bubbles increase with height until 
reaching the splash (eruption) zone [28]. We conjecture that this growth in numbers might be 
explained as the result of bubble splitting and/or the increase in gas flow above Umf due to the 
reduced pressure. Bakshi et al. [80] published work which utilized MS3DATA on larger-diameter 
fluidized beds (15, 30, 50 and 70 cm). In these studies, they observed a larger number of bubbles 
(bubble count/frame) in the bottom relative to the top of the bed. This was also the trend we saw 
for reasonable assumptions about the void fraction cutoff limit at high gas flows. However, we 
emphasize that direct comparisons between the reactors simulated by Bakshi et al. and the reactor 
in this study are likely to be misleading because of the different reactor sizes and particle 
properties. In particular, the larger diameters of the Bakshi et al. reactors (making it possible to 
generate larger bubbles with reduced wall drag) and their larger particles (putting them on the 
Geldart Group B/D boundary) would be expected to significantly influence the bubble behaviors. 
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Although the simulated bubbles described above appear to reflect the expected trend in 
bubble size, it is not clear to us that the predicted bubble shapes are consistent with direct visual 
observations reported by experimental studies. In particular, it appears that the simulated bubble 
shapes are less regular and somewhat flattened compared to images from experimental ECT and 
x-ray observations [26, 114, 115] at similar fluidization states. Additionally, we did not expect the 
number of bubbles to increase with height as much as indicated by the MS3DATA results. Instead, 
this particular trend may provide a good way to test the soundness of bubbling bed simulations. If 
experiments can confirm that the predicted bubble number trends are indeed wrong for these 
conditions, it may reveal an inherent shortcoming in the two-fluid approximation that needs to be 
resolved in future studies. Based on other investigations [40, 74, 75, 79, 116] it might be possible 
to address this shortcoming by tuning one or more MFiX parameters based on experimental 
measurements [40, 58, 62, 73, 80]. On the other hand, it may be that the two-fluid simulations are 
revealing a feature of bubbling beds that has not been previously recognized. 
Bubble characteristics at high gas flows (fully developed slugging) 
 
At much higher gas flows (e.g., U = 2.75 U/Umf) the simulated time-average bubble profiles 
change dramatically as depicted in Fig. 1-4(a), where the average bubble concentration reaches a 
maximum much lower in the bed and then drops precipitously with height. On the other hand, the 
average bubble size near the top of the bed grows until it approaches 60% of the bed diameter. At 
H/Ho ~ 0.5 the bubble size and bubble concentration curves exhibit significant changes in slope, 
which we conjecture may be the result of bubble coalescence events similar to those observed in 
experiments by [28, 62]. It is important to note that mean bubble number per frame reflects the 
average volumetric bubble number concentration in an axial plane. When viewed this way, our 
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results show that at high gas flows, the region of the bed below 0.4 H/Ho exhibited a decreased 
bubble count per frame as the void fraction cutoff value was decreased from 0.7 to 0.55. We also 
note, however, that in the lower region of the bed, the simulated bubbles at high gas flow had less 
distinct boundaries, making it more difficult to discriminate between separate bubbles (and thus 
accurately count bubbles) when the cutoff void fraction used to recognize bubbles is decreased to 
0.55 or below. As long as cutoff values of 0.7 and 0.6 were specified, the general axial trend in 
bubble frequency did not change much. 
In Fig. 1-4(b) we see that the largest simulated bubbles in the upper part of the bed begin 
to assume ogive (bullet-like) shapes, which nearly fill the bed cross section, fully developed 
slugging bubbles. We conjecture that as these bubbles grow larger, the increased wall drag should 
slow their rise velocity, allowing smaller trailing bubbles to catch up and coalesce with them, 
making them larger still. This suggests that the bubbling-to-slugging transition is inherently a type 
of avalanching or critical transition process [54]. 
Bubble pattern differences are also evident in the time-average histograms of bubble size. 
Near the bottom of the bed Fig. 1-4(c)) the bubble-size histogram has a positive tail that grows 
more pronounced with height and transitions to a bimodal shape near the top of the bed Fig. 1-4(d) 
and (e)). We conjecture that this bimodality results from repeated coalescence events between 
some but not all of the rising bubbles, reflecting a global bifurcation process consistent with the 
observations of visualization experiments [25, 50, 66]. Similar bifurcation phenomena have been 
observed in bubble columns of highly viscous fluids during bubble coalescence [108, 117], 
implying that this might be an example of a more general bubble phenomenon [118]. Although 
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liquid-gas and solid-gas bubbles are governed by different physics [41], it seems plausible that 
there could be similarities in their regime transitions [41-43].  
Bubble patterns at intermediate gas flows (between free bubbling and fully 
developed slugging) 
 
For gas flows between the high and low limits, the simulated bubbles exhibited 
intermediate emerging characteristics as depicted in the example time sequence in Fig. 1-5. Under 
these conditions, we observed repeated instances of smaller bubbles merging together to form 
larger bubbles. While these larger bubbles initially accelerated relative to the small bubbles (note 
the larger travel distance of bubble cluster A compared with bubble cluster B), the acceleration 
became retarded when the bubbles grew sufficiently that their edges approached the wall. These 
interactive alterations of bubble size and speed appeared to be the essential processes behind the 
emergence of slugging in the MFiX simulations. 
Fig. 1-6((a) and (b)) illustrate the trends in the vertical time-average bubble size and 
concentration profiles extracted with MS3DATA[102] from the MFiX output over the entire flow 
range between 1.25 and 2.50 U/Umf. From these, it can be seen that the average bubble diameters 
are always largest near the top of the bed for all gas flows, although the difference in bubble size 
between the top and bottom increases with increasing flow. The biggest increase in this difference 
appears to happen for flows just above 1.75 U/Umf.  On the other hand, the trend in bubble 
concentration (Fig. 1-6(b)) appears to undergo an even more distinct transition when the gas flow 
exceeds 1.5 U/Umf. Above 1.5 U/Umf the bubble concentration in the lower bed begins to exceed 
that in the upper bed. The upper bed also reaches a maximum bubble concentration. Careful 
observations of the detailed bubble sequences generated by MFiX indicate that this is the gas flow 
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condition in which the intermediate emerging bubble characteristics from Fig. 1-5 begin to appear 
near the top of the bed. Thus, this is the beginning of the bubbling-to-slugging transition. Similarly, 
at 2 U/Umf, bubble concentration first reaches a minimum near the top of the bed, indicating large, 
ogive bubbles first begin to emerge near the top of the bed. Bubble concentration at higher gas 
flows appears to converge to this same minimum bubble concentration near the top of the bed, 
indicating the end of the bubbling-to-slugging transition and the beginning of the fully developed 
slugging regime. 
Additional perspectives on the intermediate-flow bubble patterns are revealed in the time-
average bubble-size histograms in Fig. 1-7. In this figure, two demarcation lines are drawn: the 
first (marked in orange) indicates the approximate vertical locations and gas flows where 
significant bimodal features and ogive bubbles begin to appear, and the second (marked in green) 
indicates where bimodality and ogive bubble shapes become dominant features. We suggest that 
these lines outline a region of gas flow and bed height, within which, the free bubbling to slugging 
transition occurs. Bubble size histograms (Fig. 1-7) and bubble concentration (Fig. 1-6(b)) 
illustrate the bubbling-to-slugging transition occurs between 1.5 to 2 U/Umf, also corresponding to 
the bubble histograms at the top of the bed. 
Trends in predicted pressure fluctuations  
 
As might be expected, the two-fluid MFiX simulations predict a complex but significant 
relationship between the bubbling transition patterns and pressure variations. As described above, 
the observed bubble behavior varied significantly with axial position, and this was mirrored by 
corresponding changes in the relationship with pressure. Some major features of this relationship 
and how it varied with position are summarized below.  
38 
 
Pressure fluctuations at low gas flow (freely bubbling) 
Fig. 1-8(a-h) depict key characteristics of the pressure-fluctuation profiles predicted by the 
simulation at low gas flow (free bubbling at U = 1.25 U/Umf). As expected, the mean pressure 
values at each level dropped monotonically in moving from the bottom to the top of the bed (Fig. 
1-8(a)). Consistent with the previously described bubble growth trends with height, the standard 
deviation of the pressure fluctuations also grew with height (Fig. 1-8(a)). Similarly, skewness (Sp) 
and kurtosis (Kp) variations with height (Fig. 1-8(b)) were also consistent with changes in the 
pressure-fluctuation distributions with height (Fig. 1-8(f-h)) and reflect major shifts in the bubble-
size distributions. We conjecture that these changes in distribution are associated with changes in 
the bubble shape and coalescences described above and expect that these statistics should contain 
useful diagnostic information [99].  
Pressure fluctuations at high gas flow (fully developed slugging)  
At high gas flow (U = 2.75 U/Umf) the predicted pressure-fluctuation time series and 
statistical profiles exhibit significant changes as illustrated in Fig. 1-9(a-h).  
As in the low-flow condition, sharp positive and negative spikes were visible in the 
pressure time series, resulting in large changes in standard deviation, skewness, and kurtosis values 
related to the histograms with height. We speculate that these spikes reflect the influence of local, 
low-amplitude wake and drift bubble passage effects as suggested by Rudisuli [28], as well as 
bubble coalescence events and the downward propagation of global pressure waves originating 
from bubble eruption, bed expansion, and contraction [28]. We also suspect that the bimodality in 
the pressure fluctuations near the top of the bed may be correlated with the bimodal bubble-size 
distributions described above. Other investigators [99] have proposed that these changes in the 
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skewness and kurtosis of pressure fluctuations might be used as a bubble diagnostic [119] that is 
not as easily observable [120] in the mean and standard deviation. Also, the standard deviation of 
pressure decreases at higher H/Ho due to the lower hydrostatic pressure and bubble-eruption events 
at the bed surface, which equalize pressure with the freeboard. 
Pressure fluctuations at intermediate gas flows (between free bubbling and fully 
developed slugging)  
As with the bubble patterns, pressure fluctuations at intermediate gas flows exhibited 
characteristics between those observed at the low and high flow limits in this study. An example 
of these intermediate characteristics is depicted in Fig. 1-10(a-h).  
The significant changes occurring in the pressure fluctuations between the low and high 
gas flow, indicate that pressure histogram statistics might serve as useful diagnostics for the freely 
bubbling to slugging transition as illustrated in Fig. 1-11 for skewness and Fig. 1-12 for kurtosis. 
This appears to be especially true for measurements from the upper region of the bed. 
The relative importance of the skewness and kurtosis changes in these simulated pressure 
fluctuations appears to be consistent with the experimental observations of Lee et al. [57], who 
noted that a minimum in skewness in the upper bed (0.65 < H/Ho < 1.0 [121]) appeared to correlate 
with the bubbling-to-slugging transition. Based on our simulation results, the peak of Sp at the 
lower part of the bed (H/Ho < 0.7) might also be a characteristic indicator of the onset of the 
transition to slugging. Lee et al. [57] also found that an increase in Kp for pressure fluctuations in 
the upper section of the bed correlated with the bubbling-to-slugging transition. This appeared to 
be consistent with our simulations, as shown in Fig. 1-12(a).  
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Data from Fig. 1-12(a) were re-plotted (Fig. 1-12(b)) to illustrate trends in Kp which relate 
to the fully developed slugging bubbles observed in section 3.1.3. At 2 U/Umf near the top of the 
bed, Kp first becomes negative, which appears to indicate the beginning of fully developed 
slugging. As gas flow increased, the Kp curves shifted to lower locations in the bed, as similarly 
predicted by the bubble statistics. Furthermore, to supplement this observation, the inflection point 
in standard deviation occurs at 2 U/Umf. This observation is consistent with experimental 
observations by Daw et al. [54] where the “maximum stable slugging” conditions occurred where 
there was an inflection point in the standard deviation curve.  
Time scale information in the pressure fluctuations  
Besides exhibiting changes in statistical distribution with gas flow, the simulated pressure 
fluctuations also exhibited changes in time scale that correspond to shifts in bubble behavior. This 
is illustrated by changes in the pressure time series autocorrelation function, as depicted in Fig. 
1-13. As the simulated gas flow increased, the autocorrelation became more periodic (especially 
at higher levels in the bed), revealing the impact of a few, large bubbles. The time scales of the 
largest oscillations at high flow were typically 0.30.5 s, corresponding to the frequency range 
associated with the large ogive bubbles in the upper bed. This implies that time-scale variations, 
such as observed in nonlinear-dynamics [43, 54, 55, 105, 109], as well as statistical distribution 
variations in the pressure fluctuations, such as those presented here, should be useful diagnostic 
tools for monitoring the bubbling-to-slugging transition. As noted above however, interpretation 




Cross-correlations between bubble patterns and pressure variations 
 
Cross-correlation provides another method for quantitatively confirming the predicted 
physical connection between the void fraction (bubble behavior) and pressure fluctuations. 
Example results for the two-fluid MFiX simulations are depicted in Fig. 1-14, where the cross-
correlation of void fraction with respect to pressure from bubbling to fully developed slugging at 
0.9 is compared with the void fraction and pressure differential time series. As can be seen, the 
cross-correlation between these time series begins rising rapidly with gas flow and always reaches 
a maximum just below the static bed height. In the future, we expect that cross-correlations such 
as this can provide a useful way to compare computational simulations with experimental 
measurements in order to validate and/or refine computational fluidization models. 
Comparison of the predicted trends with previous correlations 
 
As discussed earlier, an important motivation for studies of this type is the apparent 
inconsistency of slugging predictions from correlations in literature. Fig. 1-15 below illustrates 
this for the present case by comparing the predictions of slugging correlations proposed by Stewart 
and Davidson [48], Baeyens and Geldart [46], Broadhurst and Becker [47] and Shaul et al. [122] 
with the gas flows predicted by MFiX for the initial onset of the bubbling-to-slugging transition 
and complete transition to slugging, fully developed slugging. As can be seen there is considerable 
variation among the predictions from these correlations about the gas flow at which slugging 
should occur. Some of this variation may be due to differences in the criteria used by the authors 
to define slugging, and this should not be surprising given the complex nature of the bubbling-to-
slugging transition revealed in this study. Assuming that the trends in the present MFiX 
simulations can be experimentally validated, it might be more useful to develop correlations that 
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predict the flows at both the beginning and end of the slugging transition process. This is clearly 
an area where development of an improved understanding of the physics underlying slugging and 
a more precise terminology related to its occurrence would be helpful. 
  
Conclusions and Recommendations 
 
Results from the three-dimensional computational simulations of a laboratory-scale 
fluidized bed indicate that the transition from bubbling-to-slugging is a complex process that 
occurs over a range of gas flows rather than abruptly at a single flow. The transition process 
appears to involve a cascade of bubble coalescences that produce size and speed changes which 
begin near the bed surface and then progress downward toward the distributor as gas flow 
increases. The state of maximum slugging intensity appears to be reached when the most intense 
coalescence point approaches the bottom of the bed.  The general dynamical trend predicted by 
our simulations appears to be consistent with the trends observed in other experimental studies of 
bubble behavior in viscous liquids and bubbling fluidized beds equipped with bubble imaging 
capabilities. 
Detailed analyses of the simulated bubble patterns and high-speed pressure fluctuations 
indicate that both amplitude and time-scale statistics derived from the pressure fluctuations can be 
a useful diagnostic for tracking bubble behavior and the transition from free bubbling to maximum 
intensity slugging (fully developed slugging). The most useful pressure amplitude statistics include 
the kurtosis and skewness of pressure fluctuation histograms. Time-lagged autocorrelations in the 
pressure time series appear to correlate with bubble sizes and speeds. However, the pressure 
features most useful for diagnosing bubble behavior depend strongly on the vertical location in the 
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bed where the pressure measurements are made. Based on the analyses described here, the 
optimum location for pressure measurements to monitor bubble behavior related to the slugging 
transition appears to be near the top of the bed, below the static bed height.  
There are several remaining areas that should be investigated concerning the future work 
on bubbling-to-slugging transition in beds of Geldart Group B solids: 
 Direct comparisons between computational simulations and high-speed experimental void 
fraction and pressure measurements [99, 100] are needed to validate/improve existing CFD 
models. 
 Computational simulations of the bubbling-to-slugging transition with other CFD approaches 
such as the Eulerian–Lagrangian Discrete Element Method (DEM) are needed to resolve 
questions about the best approach for capturing the fundamental physics. 
 More detailed studies of the detailed relationship between bubble and pressure dynamics are 
needed to allow pressure signals to be a useful indicator of bubble patterns.  
 Further analyses are needed to understand how spatial voidage and pressure measurement 
locations can affect the dynamic information available for generating useful diagnostics.  
 Computational simulations and corresponding experimental measurements are needed to 
determine how significant the bubbling-to-slugging transition is likely to be in altering 









Fig. 1-1 Schematic diagram of the simulated bubbling bed 
Hr = 0.4 m
U
Pout = 255 kPa














Fig. 1-3 (a) Time-average vertical profiles of the simulated bubble size and bubble count 
(concentration) per frame under low gas flow conditions (U=1.25 U/Umf); (b) instantaneous 



























Fig. 1-4 (a) Time-average vertical profiles of the simulated bubble size and bubble count 
(concentration) per frame under high gas flow (U = 2.75 U/Umf); (b) instantaneous snapshot 



























Fig. 1-5 Bubble shape evolution at 0.03 s time steps at intermediate gas flow (U = 1.75 





Fig. 1-6 Predicted time-average bubble diameter (a) and bubble count (concentration) per 








































Fig. 1-8 Pressure fluctuation patterns at 1.25 U/Umf : (a) time-average pressure ( ) and 
standard deviation (σp); (b) skewness (Sp) and kurtosis (Kp); normalized pressure time 






Fig. 1-9 Pressure fluctuation patterns at 2.75 U/Umf: (a) time-average pressure ( ) and 
standard deviation (σp); (b) skewness (Sp) and kurtosis (Kp); normalized pressure time 





Fig. 1-10 Pressure fluctuation patterns at 1.5 U/Umf: (a) time-average pressure ( ) and 
standard deviation (σp); (b) skewness (Sp) and kurtosis (Kp); normalized pressure time 






Fig. 1-11 Variations of skewness (Sp) in the predicted pressure fluctuations with respect to 
gas flow at different bed heights (a); Sp with respect to U at H/Ho < 0.7 (b); and Sp with 



















Fig. 1-12 Variations of kurtosis (Kp) in the predicted pressure fluctuations with respect to 














Fig. 1-13 Example autocorrelation functions for the simulated pressure fluctuations at 3 
vertical locations for low, intermediate, and high gas flows.  
Inlet velocity (U/Umf)




























Fig. 1-14 Maximum absolute magnitude of the cross-correlation between pressure and void 








































Table 1-1 Operating conditions 
Definition Units Experiment 
Particle diameter m 2.5×10-4 
Particle density kg/m3 2484 
Bulk density kg/m3 1552 
Temperature K 773 
Pressure kPa 289 




CHAPTER 2 : HYDRODYNAMIC EFFECTS ON THE PERFORMANCE 





A version of this chapter will be originally published by Emilio Ramirez et al.: 
Ramirez, E., Li, T., Shahnam, M., & Daw, C. S. (In Preparation). “Computational study on 
biomass fast pyrolysis: Hydrodynamic effects on the performance of a laboratory-scale fluidized 
bed reactor.” 
The work in this chapter was analyzed and written by Emilio Ramirez. Guidance was 
provided by Tingwen Li, Mehrdad Shahnam, and Stuart Daw. Tingwen Li reviewed and ensured 
the simulation would satisfy hydrodynamic aspects. Tingwen, Mehrdad, and Sreekanth Pannala 
ensured the simulation reaction setup was consistent and robust. Stuart provided guidance on the 
CFD/MATLAB model. Stuart also reviewed the introduction and abstract. Emilio will be 
submitting the paper and will ensure all journal requirements are fulfilled. 
In this chapter biomass pyrolysis chemistry at bubbling, bubbling-to-slugging, slugging, 
and turbulent fluidization regimes were investigated. Work on the bubbling-to-slugging transition 
from the previous chapter was utilized to characterize bubbling hydrodynamics and relate biomass 
particle mixing, elutriation, segregation, and chemistry. This work uses CFD simulations to 
acquire an understanding of the dynamics inside a biomass pyrolysis bubbling-bed reactor. The 
guiding hypothesis for this work include: (1) the hydrodynamics and chemical reactions can be 
separated to efficiently simulate the biomass fast-pyrolysis reactor; (2) The maximum yield of 
condensable bio-oil from a bubbling-bed pyrolysis reactor occurs just before the transition to fully 
developed slugging begins (i.e., when the gas flow is increased to a point where large bubbles just 
begin to form near the surface of the bed and due to very rapid bubble coalescence near the 
distributor). This work showed the guiding hypotheses were correct. The MFiX hydrodynamic and 
reacting case and the hybrid MFiX/MATLAB case had similar yield to the experiment. 
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Furthermore, biomass fast-pyrolysis bubbling-bed reactors that reach fully developed slugging, 
which depend on particle properties and bed height, achieved maximum yield at turbulent 




Fast pyrolysis is a leading candidate process for converting biomass to liquid fuels and 
chemicals. During fast pyrolysis in bubbling- or circulating-bed reactors, biomass particles are 
rapidly heated through contacting with hot gases and solids, and their constituent components 
decompose into volatile and gaseous vapors, ash, and char. The product vapors include fuel-
compatible and/or high-value chemical components, whose relative yields are highly dependent 
on the mixing processes and residence times in the reactor. Understanding and predicting these 
mixing processes and residence times and their dependence on reactor operation and biomass 
characteristics is critical for applying lab-reactor measurements to the prediction of industrial scale 
process performance. 
In this study, a bubbling-bed fast pyrolysis reactor is simulated in 3D to explore the 
expected effects of fluidizing gas flow on the yield of condensable oils (tars) from wood pyrolysis. 
The specific concern is how the predicted tar yields vary as the fluidizing gas flow is increased 
from just above minimum fluidization to the bubbling-to-slugging transition, with all the other 
operating variables held constant. To account for detailed hydrodynamic effects, the reactor is 
simulated with MFiX, which is an open-source software package supported by the U.S. 
Department of Energy (DOE) that utilizes a continuum (two-fluid) strategy for modeling fluidized-
bed reactors. In a previous related study [123], MFiX was also used to reveal how bubble dynamics 
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would be expected to change with fluidizing gas flow and how these changes might be observed 
with pressure measurements,. 
To assess the validity and relevance of the predicted trends, the simulation results are 
compared with experimental yield measurements from a lab-scale bubbling-bed biomass pyrolysis 
reactor. Based on these results, it is possible to identify important implications and 
recommendations for future numerical simulations and experiments. 
 




Pyrolysis involves the thermal decomposition of solid biomass molecules (typically classed 
as cellulose, hemi-cellulose, or lignin) when they are heated in the absence of oxygen [124]. The 
term ‘fast pyrolysis’ is typically applied to very rapid heating processes that raise biomass particle 
temperatures at rates of hundreds or even thousands of °C/s [125]. Such rapid heating conditions 
occur frequently during combustion, but they are also implemented in thermochemical conversion 
processes specifically to produce decomposition products with intrinsic value as fuel or chemical 
precursors [126].  
Numerous lab-scale studies of bubbling-bed pyrolysis have demonstrated that biomass fast 
pyrolysis at reactor temperatures around 500 °C produces the maximum yield of condensable 
liquids (‘tars’) [127]. In these reactors, the primary bed material is usually sand or some similar 
inert particles of Geldart Group B that are fluidized with a hot inert gas such as nitrogen. Ground 
biomass particles are continually fed in through the reactor wall into the fluidized mixture of hot 
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sand and gas, thereby releasing pyrolysis tars and light gases along with residual solid char and 
ash [128]. Incompletely devolatilized biomass and char particles are typically only removed from 
lab-scale reactors via elutriation, while the primary bed particles are too large and/or heavy to 
elutriate. Understanding and reproducing the performance of lab-scale reactors at pilot and 
industrial scales is quite challenging because of the complexities of mixing, transport, and reaction 
processes occurring between the gas and particles. These complexities are enhanced even further 
by strong nonlinear interactions between the transport and reaction processes that are difficult or 
impossible to quantify from experimental measurements alone. Thus, computational modeling has 
become an essential tool for interpreting and extrapolating the information generated by lab-scale 
experiments [129, 130].  
Fluidized-bed hydrodynamics 
 
The rates of biomass particle heating and extent of the pyrolysis reactions depend strongly 
on the fluidization state of the sand as well as the biomass particle shape and size distribution and 
characteristic residence time in the bed. Of course, these factors are directly related to the 
efficiency of gas–solids mixing and are thus dependent on the fluidization gas flow and bubbling 
intensity. Bubbles govern solids and gas circulation rates [61, 80, 123], bubble size directly affects 
gas–solids heat and mass transfer [131], and gas velocities in the bed and freeboard directly affect 
the rate of particle elutriation [132]. The residence time of released pyrolysis vapors also 
determines the degree with which homogeneous gas-phase reactions can be completed [133]. 
Thus, understanding the scaling relationships among all these factors in bubbling beds is essential 




Focus of this work 
 
The focus of the present work is to utilize a widely available fluidized-bed computational 
simulation tool (MFiX) to understand how the hydrodynamics in lab-scale bubbling-bed 
pyrolyzers would be expected to impact the yield of condensable liquids (tars) as the fluidization 
gas flow is increased between low-level fluidization and incipient slugging. Thus, the essential 
physical factors to be addressed will need to account for the dominant interactions between 
bubbling-bed hydrodynamics and biomass pyrolysis chemistry under lab-reactor conditions. Based 
on preliminary high-level arguments, it is hypothesized that there may be an optimal fluidization 
state in the bubbling-to-slugging transition (BTST) where the yield of woody biomass tars is 
maximized.  It is expected that the simulation results developed here will enable acceptance or 
rejection of this hypothesis. 
Technical Approach 
 
Fluidized-bed simulation conditions 
 
This work utilized the geometry of an experimental laboratory-scale reactor used for 
biomass-processing research at the National Renewable Energy Laboratory (NREL). A schematic 
of the reactor is shown in Fig. 2-1. The inner diameter Dr and height Hr of the reactor are 0.0508
 
and 0.4335 m, respectively. Operating conditions were chosen to match baseline experiments at 
NREL and are listed in Table 2-1 [128, 134]. Initially, quartz sand particles with Sauter mean 
diameter ds of 5.0×10
-4 m and density ρs of 2500 kg/m
3 were set at an expanded bed height Ho of 
0.1475 m, with an initial void fraction of 0.59. The sand particleparticle properties were defined 
with a coefficient of restitution of 0.9 [40, 135-137] and angle of repose at 55 [138].The 
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particlewall collision specularity coefficient was set to 0.6; however, when normalized slip 
velocity goes to zero, it is calculated internally using a relation developed by Li et al. [78, 81]. 
Reacting pine biomass spherical particles, with char-like properties, of Sauter mean diameter dsm 
of 2.78×10-4 m and density ρs of 80 kg/m
3 [Table 2-1] were uniformly inserted through a point 
source, 0.01016 m high from the bottom, at 0.0001181 kg/s. Particle size distribution information 
can be found in [139]. The reactor outlet is open to pressure at 133 kPa. Each simulation was 
initiated by uniformly adding pre-heated nitrogen gas at 773 K through the reactor bottom with a 
mass flow inlet based on superficial gas velocity, U, as a multiple of the minimum fluidization gas 
velocity, Umf. The minimum fluidization velocity was measured at 0.0263 m/s at STP and corrected 
to 0.056 m/s to account for ‘hot’ reactor operating conditions, and the Syamlal-O’Brien drag-
model [82] parameters were assigned based on the corrected Umf.  
Simulations were conducted with all operating parameters held constant, and only inlet 
velocity was varied between 1.3 – 8  U/Umf. These inlet fluidization velocities allowed us to 
identify effects on pyrolysis chemistry from various fluidization regimes, namely bubbling, 
bubbling-to-slugging transition, fully developed slugging [123] and turbulent. Results shown 
herein are for a single static bed depth and residence time, mixing, and reaction effects should be 
expected to change with bed height, bed diameter, and particle properties. 
Reaction kinetics 
 
Biomass fast-pyrolysis experiments were simulated in the reactor utilizing first-order 
irreversible Arrhenius equations with the lumped kinetic approach of Liden et al [133].  Chemical-
kinetic parameters used in the model can be obtained from [133]. This kinetic scheme converts 
biomass to tar, char, and gas during the first reaction step. A secondary competing reaction occurs 
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which converts the tar to gas. This makes tar (oil) yield a function of particle and tar residence 
time. To achieve maximum yield, biomass particles must stay in the reactor long enough to fully 
de-volatize the biomass to gas, tar, and char. However, if tar resides in the reactor too long, further 
decomposition from tar to gas occurs. Optimal residence time in the reactor appears to be 
dependent on reactor geometry and hydrodynamics.  
Hydrodynamics and residence time 
 
Gas–particle mixing 
Biomass particles inserted into the bed of sand are quickly swept away throughout the bed 
at different rates. Fluidizing inlet air flow directly affects the bubbling intensity, bubble size, and 
frequency along the axial height [123], resulting in different biomass/char particle mixing regimes 
[140, 141]. However, it is difficult or impossible to experimentally measure, in real time, the 
internal char/biomass particle movement and concentration relative to gas bubbles and sand/gas 
emulsion without disturbing the solids flow [142]. Particle mixing in our models were verified by 
simulating the Park and Choi [141] experiment. Park and Choi determined mixing based on the 
concentration of char (char volume fraction) at 5 axial volumes in the bed, which gives an 
indication of particle movement. Simulation results showed the layer of char at the top of the bed 
becomes less concentrated with increased gas mass flow resulting in better char/sand mixing, Fig. 
2-2. Bubbles appear to be the main mixing mechanism and as fluidizing gas mass flow increased, 
more bubbles developed and resulted in better char/sand mixing. Mixing directly affects biomass 
dispersion and devolatization depth throughout the reactor and facilitates better distribution of 
gas/tar throughout the bed. Furthermore, biomass conversion to tar deeper in the bed results in 
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increased tar/gas residence time and more contact with hot inert particles, which causes secondary 
tar cracking to gas. 
Particle elutriation 
Particle elutriation, the process by which a particle is removed from the reactor, depends 
on sand and biomass particle properties, freeboard/bubbling bed length, and fluidizing gas 
properties and mass flow. At the surface of the bubbling bed, gas drag effects on biomass particles 
become larger, causing particles to be lifted away from the bed into the freeboard. Splash effects, 
from bubbles rupturing at the bed surface, also facilitate particle upward movement away from the 
surface of the bed. As biomass particles become entrained in the fluidizing gas and exit at different 
rates, they create a characteristic particle residence time distribution.  
To ensure the model captures the elutriation physics, the Berruti experiment [132] was 
simulated, and the residence time distributions curves compared. Experiment details can be found 
in Berruti 1988. Fig. 2-3 shows the general trend of the RTD curve was captured with the MFiX 
simulation and the corresponding model parameters were applied to the rest of the simulations. 
PFR and CSTR limits 
Bubbling fluidized beds are considered well mixed, but the bubbling bed contents are 
highly heterogeneous [143] and can be modeled as a series of continuous stirred tank reactors 
(CSTRs) [144]. However, as the number of CSTR stages are increased, the exit age distribution 
(RTD) from the model changes from representing a bubbling fluidized bed to plug flow 
characteristic, with a pulse injection (single residence time) [144]. The CSTR assumes steady state 
and perfectly mixed behavior, but since fluidized beds have non-ideal mixing, macromixing, and 
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back mixing information, an RTD can be acquired from a multizone model. Experiments or 
simulations of the reactor are still required to capture the residence time of tracer gas/particles. 
Fig. 2-4 shows tar yield data from the low-order model for the PFR and CSTR. Due to back 
mixing in the CSTR, best performance can be achieved from the plug flow reactor model. The 
PFR and the single CSTR achieve higher yield at t=0.2 with ts/tg=5 and t=0.4 at ts/tg=5, 
respectively. As we increase the CSTR stages, we approach PFR conditions and can achieve higher 
yield. The RTD data of the CSTR causes a distribution of gas/particle residence times which 
ultimately results in non-optimal yield. Depending on the ratio of the solid/gas residence time, 
distinctly different yields are acquired. Yields from the Liden kinetic scheme will fall somewhere 
between single CSTR and PFR yields. 
CFD simulation  
 
Major assumptions and constraints 
Computational fluid dynamics (CFD) [83] is employed to simulate the biomass fast 
pyrolysis process in the bubbling-bed reactor described above over a range of fluidization 
velocities. Numerous fluidized-bed researchers have found CFD to be a useful complement to 
experimental measurements [78, 79, 84, 85]. One benefit of CFD is that it provides spatiotemporal 
details about pressures, velocities, flows, and concentrations that are either impossible or 
extremely difficult to obtain experimentally. CFD has also been employed in numerous studies of 
gas–solid fluidized beds [84, 86], but very limited number of biomass fast pyrolysis CFD studies 
have addressed hydrodynamic effects [15, 31]. 
The specific CFD implementation used in this study employed the Eulerian–Eulerian 
computational Two-Fluid Model (TFM) [89, 90], which approximates the flowing phases as 
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interpenetrating continua. The TFM is in contrast to numerical simulations that resolve discrete 
particles or molecules [88, 91-93]. While the TFM approach does not resolve individual particles, 
it has been demonstrated to reproduce major hydrodynamic features, including bubbles [40, 77, 
79], residence time [145], and mixing [146, 147]. Detailed information on the TFM and reaction 
formulation can be found in Gidaspow [89] and [97]. 
To carry out our simulations, we utilized MFiX (Multiphase Flow with Interphase 
eXchanges), which is an open-source CFD software developed primarily at the National Energy 
Technology Laboratory [94]. The multi-species gas phase was simulated as compressible, and 
stress tensors for the gas and solid phases were related to shear stress using Newton’s law. To 
model solids transport properties, such as solids pressure and viscosity, the kinetic theory of 
granular flow [94] together with the Schaeffer frictional stress tensor formulation [95] and the 
sigmoidal blending stress function [77, 86, 96] were employed to relate the computed solids 
temperature with solids transport properties. Furthermore, the gas–solid momentum transfer used 
the Syamlal-O’Brien correlation [82] for the drag model. The discretization scheme utilized a 
finite-volume approach with a staggered 3D grid [97]. Scalar values, pressure and void fraction, 
were stored in the cell center, while velocities were computed on the cell surfaces. Additionally, 
second-order discretization was utilized using the SMART approach together with the chi-scheme 
which improved convergence and accuracy of the simulation [148]. A modified SIMPLE approach 
[97] is also used and improves speed and stability through variable time stepping, solid volume 
fraction correction, and solids-pressure evaluation. The no-slip condition was applied to the gas 
and solid phase on the side walls, while the Jackson and Johnson partial-slip wall boundary 
condition [98] was applied to the solid phase. 
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To characterize the spatiotemporal dynamics generated by MFiX, we tracked detailed 
variations in pressure and gas and solid species mass as time series at each computational grid 
point. As explained below, these raw time series were then further processed to produce simulated 
(virtual) measurements of the local pressure fluctuations, pyrolysis yield, and residence time 
distribution for the gas/tar and biomass. We then analyzed and compared the pressure time series 
at upper axial location in the bed to determine the bubbling and slugging states [123]. The pyrolysis 
yield at the outlet was measured to determine conversion of gas, tar, and char coming out of the 
reactor. The gas and biomass tracer mass time series were then analyzed to acquire residence time 
distribution at the various fluidization states.  
Simulation results assumed biomass devolatization time is on the order of 1 second [9], 
and char-like properties were used for the biomass to capture flow statistics, residence time, and 
mixing. Furthermore, our simulation does not account for attrition or fragmentation, and a single 
size was used for the sand phase and a different single size was used for the biomass/char/ash 
phase based on data from NREL [139]. The molecular weights were chosen based on the types of 
species in each phase. However, there is uncertainty in the molecular weights based on the 
heterogeneity of the biomass material, the material type, and how it was harvested. 
Mesh and stationary issues 
A general concern for multiphase flow CFD simulations is establishing a computational 
grid size that is sufficiently refined so spatiotemporal dynamics no longer depend on grid 
resolution (i.e., grid independence). Based on prior mesh resolution studies [123], the cylindrical 
mesh was chosen with 15 cells in the radial direction and 256 cells in the axial direction, and with 
6 azimuthal cells.  
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Methods of analysis applied to simulation results 
 
Mixing and residence time metrics 
Biomass particle mixing metrics utilized by experimentalists [141] were used to evaluate 
mixing in our simulation. The char volume fraction along the axial direction was measured at 5 
equal locations. MFiX char volume fraction data was placed on the same figure to compare results. 
The metric was then used to compare the pyrolysis bubbling bed reactor simulations at different 
operating conditions. 
Residence time distribution (cumulative distribution) curves were acquired from the tracer 
mass exiting the reactor. Ten (10) tracer biomass particles were placed in the reactor at different 
times at the various superficial velocities, U/Umf. Initially biomass particle flow into the reactor 
was 0.1181 g/s for 20 seconds of simulation time. Stationary state was reached after ~8 seconds 
and was run longer to eliminate any transient effects. At 20 seconds of simulation time, the char 
biomass particle flow was replaced with the first char biomass tracer flow for 0.1 second. At 20.1 
seconds, the char biomass particle flow was reestablished, and first char tracer particle flow 
stopped. At 22 seconds of simulation time, the char biomass particle flow was replaced with the 
second char biomass tracer flow for 0.1 second. At 22.1 seconds, the char biomass particle flow 
was reestablished, and second char tracer particle flow stopped. This procedure continued for a 
total of 10 tracer particles. This allowed for a continuous flow without disturbing the bubbling bed 
hydrodynamics. The concentration of tracer particles, normalized with total tracer mass, exiting 
the reactor out the top was measured to create a cumulative distribution over time. Similarly, 10 
tracer gases were injected near the distributor to acquire 10 RTDs of the gas. A mean RTD curve 
was calculated for the 10 tracer particle RTDs and 10 tracer gas RTDs. Furthermore, the standard 
74 
 
deviation was calculated from the 10 mean residence times acquired from the 10 tracer RTD 
curves. The standard deviation value was then utilized to shift the mean RTD curve in the positive 
and negative direction to create RTD confidence intervals. The mean RTD curve and RTD 
confidence intervals for char and tar tracers at each U/Umf were then applied to the hybrid low 
order Liden kinetics model. 
An important consideration at lower flows is that with mean residence times 10–20 
seconds, the 2-second injection intervals results in correlated samples, which are not statistically 
correct and result in a smaller dispersion (tighter confidence intervals). Independent samples are 
achievable with tracer injections separated in time by more than the particle residence time or with 
an ensemble of randomized initial conditions (a bootstrapping technique), which requires 
significant computing resources and time, and which will be treated in full later.  
Hydrodynamic metrics 
Hydrodynamics were evaluated using pressure statistics in the upper 75% location of the 
static bed, 0.75 Ho [123]. Pressure statistics from the CFD simulations were used to determine the 
mass flow at the bubbling to slugging transition, fully developed slugging [123], and turbulence 
regime.  
Identification of characteristic zones in the reactor 
The bubbling bed reactor is composed of 2 main sections, the bed and freeboard. Within 
the bed, there are 3 regions: bottom, upper, and splash zone. The bottom bed is where small bubbles 
form as gas enters through the distributor. These small bubbles coalescence together as they rise 
upward toward the upper bed zone. In the upper part, bubbles reach the maximum size before 
reaching the splash zone. In the splash zone, bubbles erupt, causing particles to be ejected upward. 
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After the splash zone, particles begin their descent through the freeboard, where the slip velocity 
between gas/particle determine how fast particles elutriate out of the bed. For analysis of our 
models, we focus on the two main sections, the bed and freeboard. In the hybrid low-order model 
two CSTRs were used to represent the bubbling bed, lower and upper sections, and one PFR 
represents the freeboard region. Three (two CSTRs and one PFR) parameters were used in the 
hybrid low-order model to replicate the char and tar RTD profiles extracted from the CFD 
simulation. 
Sensitivity of results to major parameter values 
To minimize error in the simulated RTD parametric tests were performed with particle size 
and density. Parameters were selected which were considered to have an effect on biomass particle 
residence time. Particle properties and reactor operating conditions were selected to test sensitivity 
of these changes on biomass particle RTD. Each test was conducted with the exact same setup 
except one parameter was changed in the simulation (ceteris paribus), for a total of 27 simulations 
using 36 processors each. Each case took ~115 hours (4.8 days) of computing time, which varied 
± 1 day based on the parameter tested. The parameters of interest are as follows: mesh (or grid) 
resolution, biomass density, biomass size, particle–particle coefficient of restitution, particle–
particle coefficient of friction, particle segregation slope coefficient, drag-model type, reactor 
fluidizing gas type (density and viscosity), reactor gas mass flow inlet rate, and reactor 
temperature. See Table 2-2 for the simulation matrix. 
Fig. 2-5 shows how the corresponding box and whisker plot [149] was extracted from a 
single RTD curve (sometimes termed ‘F-curve’ [132]), which is composed of tracer data at 
stationary state. The mean (50%), standard deviation (68%), and 2 standard deviations (95%) were 
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extracted directly from a single RTD curve, not calculated. The mean, standard deviation, and 2 
standard deviations are shown in the box and whisker plot, in red, blue and green, respectively. A 
long tail in the RTD plot is represented in the box and whisker figure with large standard deviations 
(68% and 95%). RTD data were visually represented with box and whisker plots to clearly show 
differences. 
As noted in the residence time metric, a statistical representation of the char and tar RTD 
is necessary which requires independent samples from the same reactor to create a mean RTD 
curve, not just one tracer RTD. Independent samples are achievable with sufficiently long 
simulations with decorrelated tracer injections or with ensembles of randomized initial conditions, 
which requires significant computing resources and time and which will be treated in full later. 
Results and Discussion 
 
Overall tar yield trends with BTST fluidization state 
 
Three reactor simulation approaches were compared: MFiX hydrodynamics with pyrolysis 
chemistry (MFiX model), a MATLAB reactor model with pyrolysis chemistry (MATLAB model), 
and MFiX hydrodynamics coupled to a MATLAB pyrolysis chemistry model (MFiX/MATLAB 
hybrid model), Fig. 2-6. The MFiX model and the MFiX/MATLAB hybrid model gave good 
agreement with experimental results using a 10 cm static bed height. This reactor with a 10 cm 
high bed was further simulated from 2 – 7 U/Umf and found it transitioned from bubbling to 
turbulent fluidization, bypassing the slugging regime due to the shallow 10 cm bed. The 
MFiX/MATLAB hybrid model was utilized in the rest of this work using a 20 cm static bed height. 
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The higher bed height allowed the reactor bed to operate in the bubbling, bubbling-to-slugging, 
fully developed slugging, and turbulent fluidization regimes.  
Fluidizing gas mass flow was varied for the pyrolysis reactor with the 20 cm bed height 
while all other parameters remained unchanged. Fast pyrolysis reaction chemistry yields were 
measured at the exit of the reactor and normalized with total biomass mass flow. Fig. 2-7 shows 
resulting yields at various U/Umf with confidence intervals represented by the lines. A description 
of how the confidence intervals were calculated is described in Methods of analysis applied to 
simulation results. In the bubbling regime, 1.3 – 2.0 U/Umf, tar yield increased with fluidizing gas 
mass flow. When the reactor transitions from bubbling to slugging, 2.0 – 3.5 U/Umf, the tar yield 
reached ~0.49 and then continued to increase. As fluidizing gas increased above 4 U/Umf, the tar 
fraction increased, and the bed became more turbulent. Fluidization regimes affect tar fraction 
yield at the reactor exit and reactor operation must be considered in design of experiments. To help 
understand tar yield at the reactor exit further analysis was conducted on the char particles and 
vapors inside the reactor.   
Hydrodynamic, mixing, and residence time trends with fluidization state 
 
Here we focus on hydrodynamic effects on biomass particle mixing. Fig. 2-8 (a) – (d) 
shows the char layer in the upper part of the bed decreases with an increase in fluidizing gas inlet 
mass flow. Bubble size and frequency increase with fluidizing mass flow, resulting in better 
mixing and greater char volume fraction within the bed. Simulation videos showed char particles 
being moved in the bed by the wakes of the bubbles. 
Fig. 2-8 (e) – (h) shows the flow of biomass particles in the pyrolysis reactor through an 
axial cross section of the bed, at bubbling, bubbling-to-slugging, fully developed slugging, and 
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turbulent fluidization conditions. The flow dynamics and bubbling change with the different 
fluidization regime, which also has implications for the residence time distribution and error in 
RTD data. Each fluidization regime/transition is not well defined, but rather are normative terms, 
that are characterized with specific char/tar/gas residence time distribution and mixing dynamics 
that affect pyrolysis yield.  
Fig. 2-9 shows a time-averaged reactor axial profile of char concentration. At bubbling 
fluidization, the char concentration appears to be uniform throughout the bed after the initial entry 
location. As U/Umf increased from bubbling to turbulent fluidization (at 1.5 – 2.40 – 3.80 – 7.50 
U/Umf), the char concentration in the bottom half of the bed decreases, whereas in the upper half 
of the bed char concentration increases from bubbling to fully developed slugging, showing the 
large ogive, slugging bubbles, cause a longer hold up of char particles in the upper part of the bed. 
At the highest flow, turbulent fluidization, char concentration is almost the same as in the bottom 
half, indicating that the residence time of particles in the bed is decreased in the turbulent regime. 
Fig. 2-10 shows char particle residence time decreases, and the residence time distribution 
becomes narrow with increasing fluidizing gas mass flow. However, the char particle residence 
time reaches a limit above 5.5 U/Umf. At 6 U/Umf the char RTD curve increases over the 5.0 and 
5.5 U/Umf curve. This is also the transition to turbulent fluidization, indicating effects of the 
fluidization regime. 
Fig. 2-11 shows the RTD of tar tracer, which was placed at the bottom, near the distributor, 
of the reactor. As nitrogen gas mass flow increased, the tar RTD decreased. The RTD of tar was 
at least 5 times shorter than the RTD of char particles. Similarly, the tar RTD at 6 U/Umf increased 
over 5.0 and 5.5 U/Umf. Unlike the char RTD, the tar RTD did not appear to reach a limit; it 
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continued to decrease, indicating one can decrease the residence time of tar in the reactor by going 
beyond turbulent fluidization. To ensure consistency, RTD sensitivities were tested in the 
following section.   
Impact of parametric sensitivities 
 
Initially a mesh resolutions study was conducted that tested the Syamlal-O’Brien and 
Gidaspow drag models. Fig. 2-12 shows RTD mean and standard deviations for the drag models 
at 3 different mesh resolutions: 6.6 dp, 5.4 dp, and 5.0 dp (0.8, 1.0, and 1.2 relative to original mesh). 
Regardless of the drag model, results show there were minimal differences between the mesh 
resolutions, indicating the Syamlal-O’Brien or the Gidaspow drag law using the nominal case (1.0 
mesh) can be used to model the 2FBR. For consistency in the simulation approach, the Syamlal-
O’Brien drag model was used for the rest of this work. 
Fig. 2-13 shows temperature effects on the biomass particle residence time. Gas viscosity 
and drag model were adjusted with change in temperature. Biomass RTD was tested from 723 K 
to 873 K. Fluctuations in temperature appear to cause random variations in the RTD, possibly 
caused by finite-sample effects from not integrating over a large-enough tracer population or long 
enough in time. Increasing the temperature to gasifier conditions (> 1100K) may show other trends 
but were beyond the scope of this pyrolysis study. 
Fig. 2-14 shows effects of different fluidizing gas on RTD, at the same volumetric flow 
(L/min) and at the same mass flow (U/Umf). Tests included increasing N2 gas flow 1.5-fold (2×-
flow) and using H2 or steam (H2O) as the fluidizing medium. Model assumptions include gas 
density and viscosity and drag change with temperature and gas type. Increasing N2 fluidizing gas 
flow (N2 gas ×2) causes the mean residence time and confidence interval to decrease as expected. 
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However, as gas flow continues to increase, particle RTD reaches a lower limit. Hydrogen and 
steam were also tested based on operating plans for the 2FBR. The steam (H2O gas volume) and 
hydrogen (H2 gas volume) cases used the same fluidizing gas volumetric flow rate as nitrogen (N2 
gas), flowing nitrogen at 12.8 LPM. Compared to nitrogen, steam (H2O gas volume) slightly 
decreased the RTD. Alternatively, hydrogen gas (H2 gas volume) caused a significant increase in 
the biomass particle RTD. At the same volumetric flow rate, the total hydrogen mass flow is one 
magnitude lower. However, hydrogen viscosity is ~½ of steam, which also affects particle 
residence time. 
Reactor fluidizing gas is typically controlled using volumetric flow  but can also be 
controlled using superficial gas velocity relative to the minimum fluidization velocity (U/Umf). 
This ratio is often used to describe the intensity of the turbulence in bubbling beds, because it is 
related to the number and size of bubbles produced for flows above minimum fluidization [144].  
Fig. 2-14 also shows RTD results for steam (H2O gas mass) and hydrogen (H2 gas mass) at the 
same U/Umf. The 2FBR nitrogen fluidizing gas has a minimum fluidization velocity Umf = 5.66 
cm·s-1, whereas steam and hydrogen are 8.8 and 79.21 cm·s-1, respectively. Viscosity for steam 
and hydrogen at 773 K was also included, at 2.8×10-4 and 1.6×10-4 g·cm-1·s-1, respectively. At 4 
U/Umf, hydrogen fluidizing gas has 16 times higher velocity throughout the reactor than nitrogen 
fluidizing gas. This high velocity results in gas residence shorter than 1 second. However, steam 
(H2O gas mass) at 4 U/Umf has a similar RTD as nitrogen at double the flow (N2 gas ×2). This 
shows that operating the reactor’s inlet fluidizing gas using U/Umf with a mixture of nitrogen, 
steam, and hydrogen can result in shorter residence times, so flows of gas mixtures must be 
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adjusted accordingly. [Note: the reactor of interest has a shallow bed which appears to transition 
from bubbling to turbulent fluidizing regime, with no slugging.] 
Fig. 2-15 shows how biomass particle collision properties affect RTD. The mean RTD 
decreased and confidence intervals increased with an increase in the coefficient of friction. In 
comparison, mean RTD and the confidence interval increased with the coefficient of restitution. 
Coefficient of restitution is a measure of how much energy is conserved during particleparticle 
contact interaction, that is, how elastically particles to bounce off each other. As particleparticle 
dampening (coefficient of restitution) increased, the RTD also increased. Another property is the 
segregation slope coefficient which is the ability for particles to segregate in mixtures (bubbling 
bed). As the segregation slope coefficient increased, the mean RTD and 68% confidence interval 
increased, however, the overall tail decreased. The heterogenous properties of biomass particles 
and the complex biomassbiomass and biomasssand interactions in the bed of sand makes it 
difficult to determine experimental particle–particle contact properties. Results from this study can 
be used to calibrate future particle–particle contact properties in bubbling-bed models.  
Fig. 2-16 shows effects of biomass particle density and size. As biomass particle density 
increased, mean residence time and confidence intervals increased, indicating lighter biomass 
particles, such as softwood, of the same size as pine or pelletized wood, will have a shorter time 
to fully de-volatize at the same fluidized-bed operating conditions. However, at the same reactor 
operating conditions, particle RTD reaches a minimum limit regardless of how small or how 
weightless the particle becomes. Biomass feed stock is not one particle size; it comes in a particle 
size distribution with bottom and top size. Larger particles will have a longer RTD than smaller 
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particles. Particle size distribution and density (softwood, hardwood, pelletized wood) must be 
carefully selected for the reactor operation of interest. 
Results from low-order approximations based on CFD information 
 
The MFiX/MATLAB hybrid model represents sections in the reactor as continuous stirred 
tank reactors (CSTRs) which account for back mixing [144]. Tar vapor and char particle tracer 
RTDs are acquired from an MFiX hydrodynamic model. The MFiX RTDs are then fitted to three 
CSTR zones that capture the curvature of the characteristic RTD. Fig. 2-17 shows the RTD from 
MFiX overlaid with the RTD acquired from the low-order CSTR model using 3 stages. These 3 
stages are then applied to the MATLAB pyrolysis chemistry model that uses the Liden kinetics.  
The MFiX/MATLAB hybrid model showed tar yield varied not only due to increased 
fluidizing gas flow, but also due to fluidization regime. Fig. 2-7 showed the reactor with a 20 cm 
static bed height had a maximum yield of 71% at 8 U/Umf (turbulent regime). In comparison the 
reactor operated with a 10 cm bed had the highest yield of 64% at 4 U/Umf (bubbling regime), Fig. 
2-18. Operating the reactor with a different bed height resulted in maximum tar yield at different 
U/Umf. Furthermore, there does not appear to be a linear behavior between U/Umf, tar yield, and 
bed height. 
Fig. 2-18 shows tar yield decreases over the axial height of the reactor, represented by 3 
CSTR stages. At each stage the amount of wood decreases, with the last stage generating the least 
amount of tar and cracking tar to non-condensable gasses. Furthermore, as shown in Fig. 2-7, tar 
and gas are inversely related. At 5 – 8 U/Umf, char residence time appears to reach a limit, Fig. 
2-10, but tar residence time continues to decrease, Fig. 2-11, with tar yield increasing, Fig. 2-7. 
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Based on these results, tar yield can be improved if residence time in the last stage is decreased by 
reducing the length and/or size of the freeboard region or reducing the temperature in the freeboard.  
Confirmation of key CFD assumptions with low-order results (e.g. particle 
density assumption) 
 
These modeling approaches, MFiX and MFiX/MATLAB hybrid model, made the 
following assumptions: constant biomass particle density, constant biomass particle size, and no 
moisture. Prior work from DiBlasi [150] showed the time required to completely convert wood 
particles to char is < 2 seconds, which has a minimal effect on the RTD. Effects of particle density 
and particle size on RTD were tested in previous sections. Moisture was neglected to acquire a 
fundamental understanding of hydrodynamics; furthermore, there is minimal experimental kinetic 
and hydrodynamic data to include moisture. Future simulation and experimental work should 
include these effects. 
 
Conclusions and Recommendations 
 
Predicted impact of the BTST on tar/oil yield 
 
This work focused on hydrodynamic effects on pyrolysis yield from fluidized bed in 
various operating regimes. Model validation was performed with a 10 cm bed depth which did not 
reach slugging conditions. The reactor operated with a 10 cm bed achieved 64% yield at 4 U/Umf, 
in the bubbling regime, which required minimal pumping energy. However, the 20 cm bed reactor, 
analyzed in this work, reached 71% yield at 8 U/Umf, in the turbulent fluidization regime. Based 
on these results, biomass fast-pyrolysis reactors should be operated with a shallow bed that does 
not experience slugging conditions. This model utilized a lumped kinetic approach which provided 
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tar yield, but not composition. At these different fluidization regimes, composition will be very 
different, and operation conditions must be carefully planned. 
A fundamental understanding of hydrodynamic effects on pyrolysis yield is needed from 
experimental work. Information from experimental work that is necessary for simulation studies 
include inert sand, fresh biomass, and biomass char particle properties, quantity and particle size 
distribution, fluidizing gas flow and type (N2, hydrogen, steam), reactor diameter and height, 
temperature, and pressure.  
Summary of the present MFiX simulations 
 
The MFiX simulations used in this work utilized reacting flow and non-reacting flow. The 
simulation setup used the two-fluid model which included gases (tar, gas, tar tracer, nitrogen) and 
solids (sand, char, char tracer). Most of the results focused on residence time of solids and gases, 
however, the reacting flow case has the ability to account for moisture effects in the simulations 
but was not enabled for this work. Assumptions were made about the biomass particle density and 
size to ensure we acquire results consistent with experimental work.  
The CFD simulation software is complex and requires a learning curve that is specific to 
the application of interest. Some challenges with MFiX include the initial problem setup and 
parametric sweeps which are being improved by the GUI. Other challenges include getting the 
solution to converge efficiently to solution. This also required numerous trials to understand how 






Results from the three-dimensional computational simulations of a laboratory-scale 
fluidized bed indicate that optimizing a fluidized-bed pyrolysis reactor is a complex process that 
depends on reactor geometry, particle and gas properties, and other reactor operating parameters. 
Pyrolysis oil yield appears to be related to the particle and tar residence time. The highest tar yield 
appears to be achieved in the turbulent regime when high fluidizing gas flow reduces the tar 
residence time in the bed and freeboard. 
There are several remaining areas that should be investigated concerning optimizing a 
reactor for biomass pyrolysis processing in beds of Geldart Group B solids: 
 Direct comparisons between computational simulations and high-speed experimental void 
fraction and pressure measurements [99, 100] at a range of fluidizing gas mass flows are 
needed to validate/improve existing CFD models. 
 Experimental pyrolysis yield measurements at various axial heights of the pyrolysis reactor. 
 Direct comparisons between computational simulations and high-speed non-intrusive 








Fig. 2-1 Bench-scale fast pyrolysis reactor at NREL, known as the 2FBR pyrolysis reactor, 
for thermochemical conversion of woody biomass particles. 
 
Hr = 0.4335 m
U
Pout = 133 kPa
Dr = 0.0508 m






Fig. 2-2 (a) Axial slice of 3D bubbling bed simulation at 1.34  U/Umf. (b) Comparison of 
































Fig. 2-3 (a) Axial slice of 3D bubbling bed simulation residence time distribution (RTD) 








Fig. 2-4 (a) Liden plug flow reactor tar yield predictions versus gas and solids residence 
time. (b) Single continuous stirred tank reactor (CSTR) tar yield predictions versus gas and 






Fig. 2-5 Box and whisker plot extracted from the biomass RTD curve (F-curve). 
  




































Fig. 2-6 Biomass fast pyrolysis yields from a bubbling bed experiment [128, 134], 3D CFD 
model (MFiX), hybrid low-order model together with a 3D CFD model (Hybrid), and a low 




Fig. 2-7 Pyrolysis yield (Liden) in 20 cm fluidized bed (bubbling, slugging, turbulent) at 





Fig. 2-8 (a) – (d) Axial cross section showing char concentration at bubbling (1.8 U/Umf), 
bubbling to slugging (2.5 U/Umf), fully developed slugging (3.8 U/Umf), and turbulent 
fluidization (7.5 U/Umf). (e) – (h) Axial cross section showing char trajectory vectors 
upward (pink) and downward (green) at bubbling (1.8 U/Umf), bubbling to slugging (2.5 
U/Umf), fully developed slugging (3.8 U/Umf), and turbulent fluidization (7.5 U/Umf). 
(a) (b) (c) (d)

























Fig. 2-12 Drag and mesh effects on biomass particle residence time distribution. 






















Fig. 2-17 Three CSTR in series can be used to match with MFiX char and tar RTD data. 
 




























Fig. 2-18 Pyrolysis yield (Liden) from the three stages represent different regions in the 




Table 2-1 Experimental and modeling parameters. 
Property Units Experiment Model 
Particle Sauter mean diameter (sand) m 500 × 10-6 500 × 10-6 
Particle density (sand) kg/m3 2500 2500 
Particle Sauter mean diameter (biomass char) m 278 × 10-6 278 × 10-6 
Particle density (biomass char) kg/m3 — 80 
Temperature K 773 773 
Pressure (inlet) kPa 133 133 
Fluidizing N2 velocity (range) m/s 0.249 0.07  0.45 
Minimum fluidization m/s 0.0565 0.0565 
Coefficient of restitution — — 0.9 
Angle of repose ° — 55 


















































[g/cm-s] Drag type 
1 5.4 0.082 0.0278 28 24.9 0 0.9 0.3 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
2 5.4 0.082 0.0278 28 24.9 0 0.9 0.5 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
3 5.4 0.082 0.0278 28 24.9 0 0.9 0.7 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
4 5.4 0.082 0.0278 28 24.9 0 0.1 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
5 5.4 0.082 0.0278 28 24.9 0 0.3 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
6 5.4 0.082 0.0278 28 24.9 0 0.5 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
7 5.4 0.082 0.0278 28 24.9 0 0.7 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
8 5.4 0.0656 0.0278 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
9 5.4 0.0984 0.0278 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
10 5.4 0.1181 0.0278 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
11 5.4 0.082 0.0580 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
12 5.4 0.082 0.1430 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
13 5.4 0.082 0.0278 28 33.9 0 0.9 0.1 773 5.66 6.0 3.5×10-4 Syamlal-O'Brien 
14 5.4 0.082 0.0278 2 24.9 0 0.9 0.1 773 79.21 0.29 1.8×10-4 Syamlal-O'Brien 
15 5.4 0.082 0.0278 18 24.9 0 0.9 0.1 773 8.79 2.83 2.6×10-4 Syamlal-O'Brien 
16 5.4 0.082 0.0278 2 24.9 0 0.9 0.1 773 79.21 4 1.8×10-4 Syamlal-O'Brien 
17 5.4 0.082 0.0278 18 24.9 0 0.9 0.1 773 8.80 4 2.6×10-4 Syamlal-O'Brien 
18 5.4 0.082 0.0278 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
19 5.4 0.082 0.0278 28 24.9 0.3 0.9 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
20 5.4 0.082 0.0278 28 24.9 0.6 0.9 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
21 5.4 0.082 0.0278 28 24.9 0 0.9 0.1 723 5.66 4 3.5×10-4 Syamlal-O'Brien 
22 5.4 0.082 0.0278 28 24.9 0 0.9 0.1 823 5.66 4 3.5×10-4 Syamlal-O'Brien 
23 5.4 0.082 0.0278 28 24.9 0 0.9 0.1 873 5.66 4 3.5×10-4 Syamlal-O'Brien 
24 6.6 0.082 0.0278 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
25 5.4 0.082 0.0278 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
26 5 0.082 0.0278 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Syamlal-O'Brien 
27 6.6 0.082 0.0278 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Gidaspow 
28 5.4 0.082 0.0278 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Gidaspow 
29 5 0.082 0.0278 28 24.9 0 0.9 0.1 773 5.66 4 3.5×10-4 Gidaspow 
107 
 
CHAPTER 3 : DESIGN CONSIDERATIONS FOR A LABORATORY-




A version of this chapter will be originally published by Emilio Ramirez et al.: 
Ramirez, E., Finney, C.E.A., Daw, C. S. (In Preparation). “Computational study on 
biomass fast pyrolysis: Design considerations for a laboratory-scale fluidized bed.” To be 
submitted. 
The work in this chapter was analyzed and written by Emilio Ramirez. Stuart Daw gave 
guidance and discussions on the approach. Charles provided guidance on the time irreversibility 
approach. James E Parks II and Thomas D. Foust provided support to visit and interact with 
biomass fast pyrolysis experimental groups at the National Renewable Energy Laboratory. Emilio 
will be submitting the paper and will ensure all journal requirements are fulfilled. 
The CFD simulations from the previous chapter are utilized in this chapter to further 
evaluate effects of hydrodynamics on biomass fast pyrolysis. These simulations were also 
modified to investigate the effect of biomass particle size and biomass mass flow and sand bed 
height. A short discussion on reactor diameter and particle size distribution is given, and their 
effects can be extrapolated from previous work and the results shown in this work. The guiding 
hypothesis for this work was that high-speed pressure signals at the upper part of the bed can be 
used to detect shifts toward or away from maximum biomass fast-pyrolysis yield conditions. 
Results from this work show the guiding hypothesis is true and relates biomass char particle flow 
with yield. This work also provides guidance on how to expand the MFiX/MATLAB chemistry 







Fast pyrolysis is a leading candidate process for converting biomass to liquid fuels. During 
fast pyrolysis in bubbling-bed or circulating-bed reactors, biomass particles are rapidly heated 
through contacting with hot gases and solids, and their constituent components decompose into 
volatiles, ash, and char. The product vapor/gas composition, which determines the yield of fuel-
compatible molecules, is highly dependent on the bubbling intensity, which promotes mixing and 
heat and mass transfer within the biomass particles and at the particle surfaces as they transit 
through the reactor. Fluidized-bed hydrodynamic characterization at smaller scales is a vital first 
step in reactor scale-up. 
In this study, we simulate a 3D bubbling fluidized-bed biomass fast-pyrolysis reactor from 
a prior study [151]. This study explores operating effects on hydrodynamics and biomass 
conversion as the gas flow is increased through the bubbling-to-slugging transition and turbulent 
regime, with all the other operating variables held constant. We employ MFiX, an open-source 
software package supported by the U.S. Department of Energy (DOE), which utilizes a continuum 
(two-fluid) approach for modeling the reactor hydrodynamics. Bubbling intensity and dynamic 
characteristics were evaluated utilizing pressure-based measurements [123]. A novel approach 
based on time irreversibility is introduced to evaluate hydrodynamics. 
Mixing, hydrodynamics, and pyrolysis yields are compared which show the effect of 
fluidizing gas and fluidization regime on biomass fast pyrolysis in bubblingbed reactors of 
Geldart Group B particles. This work highlights the importance of initial reactor design for 
optimizing yield. We will discuss implications on future numerical simulations and experiments 
based on our observations. 
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Introduction and Background 
 
Biomass fast pyrolysis complex multi-scale processes 
 
Optimizing yields from fast-pyrolysis bubbling-bed reactors is a complex process that 
requires knowledge of fluidization and chemistry at multiple scales [152]. However, to focus our 
effort and simplify modeling challenges we lump these effects at particle and reactor scales. 
Fluidized-bed reactor behavior is complex due to the ergodic hydrodynamic behavior [54]; thus, 
effects on biomass particles are difficult to understand. At the particle scale the complex geometry 
[153] used to transport fluids and minerals in the plants also pose challenges for heat and mass 
transfer. The biomass morphology and properties depend on species and even within the same 
species, composition is largely heterogeneous. Furthermore, feed handling and preprocessing also 
affect particle morphology and chemistry which affects how biomass particles will interact in the 
bubbling bed. Internal biomass particle effects include thermal heating, mass transfer, and 
conversion kinetics [139]. Various kinetic schemes [9, 125, 131, 154-156] are available in 
literature that lump heating, mass transfer, and chemical yield in first-order Arrhenius rate 
equations. To help understand particle heat and mass transfer and conversion kinetics much work 
has been performed on bench-scale fixed beds [157]. However, scalable fluidized-bed bench 
experiments are necessary for industrial scaleup [15, 158].  
At the reactor scale, the complex hydrodynamics affect thermal heating [130] in the bed 
and freeboard, particle and gas/vapor mixing [141], segregation, elutriation, attrition, 
fragmentation [159], and residence time [132]. Biomass particle attrition and fragmentation result 
in smaller particles with shorter residence time distribution (RTD). However, capturing the 
complex size/geometry changes are difficult to predict in a model due to the complex mechanical 
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agitation/interactions inside the fluidized bed [160]. A method used to measure particle and 
gas/vapor mixing, segregation, and elutriation is by measuring residence time distribution of 
particles and gas/vapors [132]. However, at the bubbling-to-slugging transition and fully 
developed slugging, RTD curves may look different due to gas bypassing [161, 162] through 
intermittent large gas bubbles and recirculation. At the higher fluidization velocity, biomass char 
particles reach a RTD limit that must be considered when establishing operating conditions [151, 
163]. Biomass particle mixing is also affected by superficial gas velocity and fluidization regime 
[140, 141, 164]. Fluidized-bed regime transition depends on sand particle properties, sand particle 
size distribution [165], bed height, and reactor operating conditions (temperature, pressure, gas 
type) [122]. Fundamental particle fluidization concepts must be applied to acquire an 
understanding how a biomass pyrolysis bubbling-bed reactor will behave. 
Hydrodynamic effects on pyrolysis yields/quality 
 
Within the bubbling bed of sand, biomass is de-volatized into char, ash, tar (oil), and non-
condensable gases [124]. Due to the high heat-transfer characteristic of bubbling beds, biomass 
particles, ~0.0005 m, are quickly de-volatized in < 2 seconds [150]. However, tar vapor released 
from biomass particles in the lowest part of the bed during devolatization has a longer residence 
time, and the tar concentration is cracked through secondary reactions to non-condensable gases 
[125, 131, 133, 152, 166]. Secondary cracking of tar occurs in the bed and the hot freeboard region, 
where high temperatures provide an environment for these secondary cracking reactions. 
Fluidization dynamics in the bubbling-bed reactor must be such that the particle RTD is 
long enough to maximize conversion of biomass but minimize tar RTD to maximize tar/oil yield 
quantity. However, the fluidization regime also affects oil quality (composition) [31]. The required 
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tar vapor (oil) chemical composition for synthesizing fuels will likely be different from that 
required for developing chemical products [126]. Bubbling-bed reactor operating conditions must 
be chosen to maximize quality and composition [72, 167]. The kinetics used in this study uses a 
lumped approach to determine quantity of tar, gas, and char and does not distinguish composition. 
More complex kinetics [125, 155] can be used to extract compositional effects at various 
fluidization regimes. 
Hydrodynamic effects on biomass fast pyrolysis have been noted in experimental studies 
[31, 168], but most studies focus on tar vapor yield. Lee et al. [31] showed biomass fast-pyrolysis 
in a bubbling bed at various U/Umf affected oil yield quantity and composition. Their study also 
investigated effects of bed height on biomass fast-pyrolysis yield. Kim [168] showed fluidizing 
gas affects biomass fast-pyrolysis yield. In a review of biomass fast pyrolysis, Butler et al. [15] 
noted vapor residence time and biomass feed rate affect yield. They also found space velocity 
affects the range of gasoline product yield directly. Furthermore, biomass particles and 
concentration affect fluidization in beds [141, 164]. Zhang et al. [169, 170] found biomass 
concentration and particle size affect the transition from bubbling to turbulent fluidization. Larger 
biomass particles promoted the collapse of bubbles to smaller size. Higher concentration resulted 
in decreased transition velocity. It is vital to design the bubbling-bed reactor specifically for 
biomass fast-pyrolysis processing at specific operating conditions. 
Focus of this work 
 
The focus of this work is to utilize a validated and verified [151] MFiX computational 
model to determine optimal reactor operation and fluidization conditions needed to maximize oil 
yield. A second focus is to show that a reasonable high-speed pressure diagnostic approach can be 
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used in real time that is non-intrusive to determine maximum yield. Finally, this work will provide 
guidance on how to use computational fluid dynamics and pressure diagnostics to set up optimal 
reactor operation for typical experiments of this type. Based on previous work [123], high-speed 
pressure diagnostics located near the top of the fluidized bed can be used to detect bubble speed 
and coalescence events. Thus, pressure diagnostics may be used as an indicator toward or away 
from optimal biomass fast pyrolysis yield conditions. 
Technical Approach 
 
Fluidized bed simulation conditions 
 
This work utilized the geometry of an experimental laboratory-scale reactor used for 
biomass processing research at the National Renewable Energy Laboratory (NREL). A schematic 
of the reactor is shown in Chapter 2. The inner diameter Dr and height Hr of the reactor are 0.0508
 
and 0.4335 m, respectively. Operating conditions were chosen to match baseline experiments at 
NREL and are listed in Chapter 2, Table 1 [128, 134]. Initially, quartz sand particles with diameter 
ds of 5.0×10
-4 m and density ρs of 2500 kg/m
3 were set at an expanded bed height Ho of 0.1475 m, 
with an initial void fraction of 0.59. The sand particleparticle properties were defined with a 
coefficient of restitution of 0.9 [40, 135-137] and angle of repose at 55[138].The particlewall 
collision specularity coefficient was set to 0.6; however when normalized slip velocity goes to 
zero, it is calculated internally using a relation developed by Li et al. [78, 81]. Reacting pine 
biomass particles, with char-like properties, of Sauter mean diameter dsm of 2.78×10
-4 m and 
density ρs of 80 kg/m
3 were uniformly inserted through a point source, 0.01016 m high from the 
bottom, at 0.0001181 kg/s. The reactor outlet is open to pressure at 133 kPa. Each simulation was 
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initiated by uniformly adding pre-heated nitrogen gas at 773 K through the reactor bottom with a 
mass-flow inlet based on superficial gas velocity, U, as a multiple of the minimum fluidization gas 
velocity, Umf. The minimum fluidization velocity was measured at 0.0263 m/s at STP and corrected 
to 0.056 m/s to account for ‘hot’ reactor operating conditions, and the Syamlal-O’Brien drag-
model [82] parameters were assigned based on the corrected Umf.  
Simulations were first tested in [151]. The same simulations are used in this work and 
further analyzed to determine methods and effects on maximum yields. This work also investigates 
effects of bed depth and biomass flow using the same simulation.  
Relationship between hydrodynamics and residence times in FB reactors 
 
Bed height 
The static bed height, the height of the inert particle medium in the reactor prior to 
fluidization, is lifted upward by the gas pumping force and particleparticle interaction, causing 
the bed to expand and contract. Within the bed there are pockets of gas, bubbles delineated by a 
particle cloud, rising upward. Bubble sizes vary and depend on the static bed height, superficial 
velocity, particle properties, and fluidizing gas. If the static bed height to bed diameter ratio is 
large enough, slugging bubbles (bubbles that span the diameter of the reactor) will develop [48]. 
This work explores the effect of bed height on biomass fast-pyrolysis yield.   
Bed diameter, previous work 
The reactor diameter in bench-scale reactors has the potential to have wall effects on 
fluidized-bed hydrodynamics, such as at slugging conditions. Bench-scale beds operated at 
slugging conditions with diameters smaller than 30 cm have higher through flow and less well 
mixed particle behavior than larger diameter beds (>30 cm) [29]. However, most biomass pyrolysis 
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bench scale units are smaller than 30 cm. When biomass pyrolysis bench-scale reactors are scaled 
up, hydrodynamic effects must be considered such that biomass and tar mixing and residence time 
are similar. 
Biomass particle size, previous work 
Biomass particle size distribution was also shown to also play an important role in 
optimizing biomass fast pyrolysis processes. The authors in [139, 163] showed each bin of 
different particle sizes resulted in a different residence time distribution. The biomass particle size 
distribution is an operating parameter that can be varied to acquire a different quantity of pyrolysis 
product yield. For these reasons biomass particle size distribution must be an integral part of the 
reactor design and operation plan. 
Biomass flow effects 
Biomass flow effects must take into account particle properties but also focus on the 
quantity of mass flow. As larger amount of biomass mass flow is placed in the reactor, more 
pyrolysis yield is expected, however bubbling-bed hydrodynamics must be considered. In 
literature there are correlations for particle terminal velocity [144, 171] which provide guidance 
for conditions such that particles will elutriate. These correlations can be applied to multiple bin 
sizes in a biomass particle size distribution to guide conditions necessary such that all particles 
elutriate out of the reactor. However, these correlations do not account for the maximum biomass 
quantity that can be continuously removed from inside the reactor. Fluidizing-gas superficial 
velocity determines how much biomass/char will accumulate in the reactor. Biomass mass flow 
into the reactor must equal mass flow out of the reactor. The maximum mass flow for a specific 
biomass feedstock particle size distribution can be determined experimentally or utilizing 
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simulations, as will be shown. The particle size distribution used in this work is based on [139]. 
The particle sizes investigated were 40, 58, 100, 278, 344, 426, 543 µm at various feed-rate factors 
of 0.1, 0.5, 1.0, 1.5, 2.0, relative to the nominal feed rate of 0.118 g/s. 
CFD simulations 
 
Major assumptions and constraints 
Computational fluid dynamics (CFD) [83] is employed to simulate the biomass fast-
pyrolysis process in the bubbling-bed reactor described above over a range of fluidization 
velocities. Numerous fluidized-bed researchers have found CFD to be a useful complement to 
experimental measurements [78, 79, 84, 85]. One benefit of CFD is that it provides spatiotemporal 
details about pressures, velocities, flows, and concentrations that are either impossible or 
extremely difficult to obtain experimentally. CFD has also been employed in numerous studies of 
gas–solid fluidized beds [84, 86], but very limited number of biomass fast-pyrolysis CFD studies 
have addressed hydrodynamic effects [15, 31]. 
The specific CFD implementation used in this study employed the Eulerian–Eulerian 
computational Two-Fluid Model (TFM) [89, 90], which approximates the flowing phases(i.e. gas 
and solids) as interpenetrating continua. The TFM is in contrast to numerical simulations that 
resolve discrete particles or molecules [88, 91-93]. While the TFM approach does not resolve 
individual particles, it has been demonstrated to reproduce major hydrodynamic features, including 
bubbles [40, 77, 79], residence time [145], and mixing [146, 147]. Detailed information on the 
TFM and reaction formulation can be found in Gidaspow [89] and [97]. 
To carry out our simulations, we utilized MFiX (Multiphase Flow with Interphase 
eXchange), which is an open-source CFD software developed primarily at the National Energy 
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Technology Laboratory [94]. The multi-species gas phase was simulated as compressible, and 
stress tensors for the gas and solid phases were related to shear stress using Newton’s law. To 
model solids transport properties, such as solids pressure and viscosity, the kinetic theory of 
granular flow [94] together with the Schaeffer frictional stress tensor formulation [95] and the 
sigmoidal blending stress function [77, 86, 96] were employed to relate the computed solids 
temperature with solids transport properties. Furthermore, the gassolid momentum transfer used 
the Syamlal-O’Brien correlation [82] for the drag model. The discretization scheme utilized a 
finite-volume approach with a staggered 3D grid [97]. Scalar values, pressure and void fraction, 
were stored in the cell center, while velocities were computed on the cell surfaces. Additionally, 
second-order discretization was utilized using the SMART approach together with the chi-scheme 
which improved convergence and accuracy of the simulation [148]. A modified SIMPLE approach 
[97] is also used and improves speed and stability through variable time stepping, solid volume-
fraction correction, and solids-pressure evaluation. The no-slip condition was applied to the gas 
and solid phase on the side walls while the Jackson and Johnson partial-slip wall boundary 
condition [98] was applied to the solid phase. 
To characterize the spatiotemporal dynamics generated by MFiX, we tracked detailed 
variations in pressure and gas and solid species mass as time series at each computational grid 
point. As explained below, these raw time series were then further processed to produce simulated 
(virtual) measurements of the local pressure fluctuations, pyrolysis yield, and residence time 
distribution for the gas/tar and biomass. We then analyzed and compared the pressure time series 
at upper axial location in the bed to determine the bubbling and slugging states [123]. The pyrolysis 
yield at the outlet was measured to determine conversion of gas, tar, and char coming out of the 
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reactor. The gas and biomass tracer mass time series were then analyzed to acquire residence time 
distribution at the various fluidization states.  
Simulation results assumed biomass devolatization time is ~1 second [9] and char-like 
properties were used for the biomass to capture flow statistics, residence time, and mixing. 
Furthermore, our simulation does not account for attrition or fragmentation, and a single size was 
used for the sand phase and a different single size was used for the biomass/char/ash phase based 
on data from NREL [139]. The molecular weights were chosen based on the types of species in 
each phase. However, there is uncertainty in the molecular weights based on the heterogeneity of 
the biomass material, the material type, and how it was harvested. 
Mesh and stationary issues 
A general concern for multiphase flow CFD simulations is establishing a computational 
grid size that is sufficiently refined so spatiotemporal dynamics no longer depend on grid 
resolution (i.e., grid independence). Based on prior mesh resolution studies [123], the cylindrical 
mesh was chosen with 15 cells in the radial direction and 256 cells in the axial direction, and with 
6 azimuthal cells.  
Methods of analysis applied to simulation results 
 
Pressure statistics were measured and analyzed as stated in [123]. The upper section of the 
static bed height, 0.75 < H/Ho < 0.95, was used for pressure measurements. The pressure time 
series from 2045 seconds of simulation time was used for analysis. Standard deviation was used 
to determine the turbulent regime [172, 173] and fully developed slugging [54]. Kurtosis was 
investigated in relation to the bubbling-to-slugging transition [123]. Mean pressure can be used to 
find the minimum fluidization velocity U/Umf=1. In this case we only simulated 1.3 – 8.0 U/Umf.  
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Based on prior work, the maximum time and location of irreversibility in the pressure time 
series at various flows was also analyzed and is based on the work of Cox et al. [174]. Time 
irreversibility is a measure of the entropy in the fluidized-bed hydrodynamics caused by the 
interaction of the gases and particles, similar to thermodynamic irreversibility. The pressure data 
were applied to the irreversibility metric, T3, where N is the index of the time-series values and h 
is the lag (or delay). The absolute maximum location and time was acquired from the T3 metric. 
𝑇3 =
√𝑁 − ℎ ∑ (𝑦𝑠+ℎ − 𝑦𝑠−ℎ)
3𝑁
𝑠=1







Biomass particle mixing was also investigated at the various fluidization conditions. There 
are many mixing metrics that could be investigated, but for this work the Kramer’s mixing 
index[141, 175] was chosen. Biomass char fraction data were collected within the static bed height, 
20 cm, and was time averaged at each computational cell, in 10620 locations. These data were then 

















2 is the char mass fraction standard deviation when sand and char are completely 
segregated, and 𝜎𝑟
2 is the char mass fraction standard deviation when sand and char are completely 
mixed. The completely mixed and segregated cases were created from char and sand data extracted 
when the bed was fluidized, and the following assumptions were made: For the completely mixed 
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case, the emulsion and bubbles in the bed had the same char fraction, making 𝜎𝑟
2 = 0. For the 
completely segregated case, the 0.2 cm tall char layer above the bed had no sand, with a void 
fraction of 0.51, and bubbles and emulsion in the char layer had the same char fraction, making 
𝜎0
2 = 0.3129.  
  
Results and Discussion 
 
Hydrodynamic and pressure for fluidization 
 
Fig. 3-1 shows pressure statistics, standard deviation, skewness, kurtosis at 1.3 – 8.0 U/Umf. 
The standard deviation has a peak when the turbulent regime begins [172, 173] at 6 – 7 U/Umf. 
These superficial gas inlet velocities for the system are in general agreement with correlations for 
the onset of the turbulent regime [56, 173]. The standard deviation also had an inflection point at 
~3.5 U/Umf, indicating fully developed slugging [54, 123].  
Skewness and kurtosis were also investigated to determine the bubbling-to-slugging 
transition. At ~1.8 – 2.2 U/Umf, kurtosis reached a minimum and skewness transitioned from 
negative to positive, indicating a change in the pressure dynamics. These results were compared 
with axial cross-section visualizations [151] and represent the bubbling-to-slugging transition. 
However, these pressure trends were inconsistent with pressure statistics investigated in a bubbling 
bed of sand [123]. As noted in [151] the same simulation setup was used as in [123], however 
biomass char was continually inserted into the bubbling bed. It is possible that biomass 
concentration may have affected pressure measurements, as noted in experiments of sand and 
biomass mixtures [165, 170]. Although skewness and kurtosis results were not what was expected, 
other pressure dynamics were investigated. 
121 
 
Pressure time irreversibility was measured based on time-series trends from this work and 
previous work [123]. A description of the maximum time and location of irreversibility can be 
found in the Method of analysis. Fig. 3-2(a) shows maximum time irreversibility for pressure 
measurements at various U/Umf. At 1.8 U/Umf the maximum time of irreversibility increases 
sharply, indicating a sudden change in pressure dynamics. The change in maximum time 
irreversibility is caused by bubble/particle interactions and oscillations between large and small 
bubble [176] eruptions near the surface of the bed. 
The location of the maximum time of irreversibility was also acquired at a range of U/Umf, 
Fig. 3-2(b). In the bubbling regime, 1.3 – 1.7 U/Umf, the location between irreversible events 
increases, more bubbles and bubble eruptions. However, there is a sudden decrease between events 
at 1.8 U/Umf, indicating entropy generation by bubbles occurs less often. As U/Umf increases, the 
events between maximum time irreversibility continue to increase, likely due to the more periodic 
ogive slugging bubbles. 
Fig. 3-3 shows biomass fast pyrolysis yield at 1.3 – 8.0 U/Umf. In the bubbling-to-slugging 
transition, 1.8 – 3.5 U/Umf, tar vapor yield remains at ~0.49 and then continues to increase. As the 
slugging bed transitions to turbulent fluidization, tar vapor yield continues to increase, reaching 
0.71 tar vapor yield at 8.0 U/Umf. Although biomass particle residence time distribution converges 
to a limit as fluidizing mass flow increases, the tar vapor residence time distribution continues to 
decrease, resulting in less secondary tar cracking and increasing overall tar vapor yield at the 
reactor exit. Interestingly, the char yield does not change much through the flow regimes, which 
agree with Lee et al. [31]. Furthermore, the amount of unconverted wood yield also increases at 
higher flows, because of shorter residence time for conversion of wood during fast pyrolysis. 
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RTD confidence intervals were also calculated using the mean RTD curve as described in 
Chapter 2 methods of analysis applied to CFD simulations. The confidence interval RTD data was 
processed with the mean RTD using the CSTR/PFR model and applied to the hybrid low-order 
Liden kinetics and are shown in Fig. 3-3 as lines above and below the mean yield. 
Mixing related to hydrodynamics 
 
Hydrodynamic information on char mixing was also acquired using Kramer’s mixing 
metric at various gas flows, Fig. 3-4. Char mixing increased in the bubbling regime, 1.3 – 1.8 
U/Umf, and in a portion of the bubbling-to-slugging transition, 1.8 – 2.0 U/Umf. As larger ogive 
slugging bubbles become dominant in the bubbling-to-slugging transition, 2.0 – 3.4 U/Umf, particle 
and gas recirculation and mixing oscillate about a point. At fully developed slugging, 3.4 U/Umf, 
mixing decreases and then increases, ~4 – 5 U/Umf,  as the bed transitions to turbulent fluidization. 
The fluidized bed is decently well mixed throughout all regimes based on Kramer’s metric, but the 
best mixing occurs at turbulent fluidization, which also requires more pumping energy for the 
higher gas mass flow and results in higher wear and attrition. Note that the jitter in Kramer’s metric 
between U/Umf flows is probably from finite-sample effects. Furthermore, the larger oxygen 
concentration at higher flows relative to biomass vapors may have adverse effects on vapor quality 
and composition, which are not addressed in this study. 
Impact of parametric sensitivities 
 
Bed height 
Fig. 3-5 shows biomass RTD for biomass char tracer particles at various sand bed heights 
H/Ho, where Ho is the nominal case with a 10 cm bed at bubbling conditions, 4 U/Umf. As the sand 
bed height increased beyond 0.6 Ho, the bubbling bed began to transition to fully developed 
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slugging. Sand bed height did not appear to have an effect on char mean residence time, however, 
the RTD curve was shifted. This might be explained by the particles in the freeboard at this nominal 
fluidizing gas mass flow rate travel at about the same rate as in the fluidized bed of sand. At higher 
superficial velocities residence time effects may be greater. 
Fig. 3-6 shows RTD for tar vapors at various H/Ho, where Ho is the nominal case with a 10 
cm bed at bubbling conditions, 4 U/Umf. As H/Ho increased, a shorter time was required to 
completely remove the tar vapor tracer. The bed void fraction causes gases/vapors to speed up 
through the bed until reaching the freeboard section where they slow down. However, the RTD 
trends with increasing H/Ho are inconsistent due to complex mixing and recirculation events 
caused by large ogive slugging bubbles. 
Biomass flow 
Fig. 3-7 shows maximum reactor char outflow at various size cuts from a biomass feed 
particle size distribution, [139]. As the particle size cut increases, the maximum char that can be 
removed decreases, indicating biomass feed above this flow will accumulate in the reactor. Particle 
cut sizes 40 – 278 µm did not reach a limit at the maximum feed flow range of 0.47 g/s. Results 
from this computational study also agreed with terminal velocity calculations for particle 
elutriation [144, 171]. Biomass feed particle size distribution must be carefully selected for the 
designed biomass mass flow and fluidization gas mass flow. Otherwise, char will accumulate in 
the reactor which can adversely affect tar vapor yield due to catalytic reactions with ash in the 
char.   
Fig. 3-8 shows RTD for the particle size distribution at 0.118 g/s biomass inflow. As 
biomass particles become larger, they take longer to be removed from the reactor, Fig. 3-7, because 
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gravitational force is greater than the drag force exerted on the particle. Particle sizes 344, 426, 
and 543 µm accumulate in the reactor and have the longest residence time. Furthermore, the 543 
µm particle size has a discontinuity at ~24 seconds which needs to be investigated further. Particle 
sizes in the particle size distribution must not exceed the maximum amount that can exit, based on 
reactor design. 
Fig. 3-9 (a) shows char concentration along the axial height of the reactor for the 100 µm 
particle at various flows, relative to 0.118 g/s. The 100 µm char particle concentration at the 
various biomass feed flow rates is constant throughout the reactor, including in the bed section. 
An increase particle size to 278 µm diameter in Fig. 3-9(b), results in char concentration increasing 
at the higher biomass flow rates. Although the 278 µm particles do not fill the reactor freeboard, 
there is a large concentration above the bubbling bed and freeboard at the higher biomass feed rate 
flows. As tar vapors exit the reactor, they must traverse any layers of char in the freeboard to exit 
the reactor. These layers of char can contain reacting species or catalyzing ash which can have 
adverse effects on pyrolysis vapor yield. Hydrodynamics not only affect residence time and 
mixing, but also vapor contacting with any solids in the bed and freeboard.  
 
Conclusions and Recommendations 
 
Predicted impact of reactor operation to pyrolysis yield 
 
This study utilized a 3D CFD bubbling bed reactor model to study hydrodynamic effects, 
and RTD data were extracted. A series of CSTRs were used to represent the RTD curves from the 
CFD model. The CSTR stages were then applied to the Liden pyrolysis kinetics [133] in a 
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MATLAB code. The hydrodynamics and reactions were separated in the hybrid model to 
efficiently determine effects of reactor operation on biomass pyrolysis yield. 
Hydrodynamic regime transitions (minimum fluidization, fully developed slugging, and 
turbulent) were determined using pressure statistics. We also showed a novel approach for 
measuring time irreversibility in pressure time series to detect the bubbling-to-slugging transition. 
These metrics were utilized to investigate effects of fluidization on pyrolysis yield, mixing, and 
char holdup in bed and freeboard (axial profile). 
In its current state, the hybrid model predicted a local tar vapor maximum yield in the 
bubbling-to-slugging transition. However, the global maximum yield occurred in the turbulent 
regime, partly due to the shorter residence times as fluidizing gas mass flow increased. This model 
lumped species and did not account for catalyzing effects of char accumulation in the bed or 
freeboard. The model included particle heating rate and water content effects but were disabled 
for this work and can be investigated in future studies. 
Typical bubbling-bed reactors are designed for combustion and drying, which require 
longer residence times than those required for pyrolysis processes. To maximize drying and 
combustion, reactor bed and freeboard is tall enough to maximize energy extraction and minimize 
sand elutriation. Pyrolysis bubbling bed reactors must be designed to extract optimal yield and 
composition. The bubbling bed should be deep enough to maximize biomass devolatization, with 
the freeboard section short enough to prevent sand elutriation. This will minimize secondary tar 
cracking and vapors can be quickly removed from the reactor to minimize residence time in the 
freeboard. For scale-up, the bench scale reactor bed diameter must be wide enough to minimize 
wall effects [162]. 
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Some options to reduce the residence time include: 
1. Shallow bed of sand 
2. Short freeboard section 
3. Bed H/D ratio such that high velocities can be achieved without slugging 
4. Temperature reduction in the freeboard region 
5. Increasing the Weight Hourly Space Velocity (WHSV) in the freeboard by adding secondary 
air above the bed splash zone 
Verified and validated CFD hydrodynamic models provide useful insight of the reactor 
physics which cannot be probed in experimental reactors. The hybrid approach used here can be 
efficiently used to conduct optimization studies on high-performance computers that require a 
fraction of the time (3 days) compared to solving reaction chemistry within the CFD simulation 
(2–3 weeks). 
Testing key hypotheses 
In the introduction some hypotheses were presented. These hypotheses guided the work 
herein, and findings are listed below. 
 
1. The top of the bed, below the static bed height is the optimal location for pressure 
measurements. Typically, pressure measurements are made near the distributor to measure the 
minimum fluidization (mean) and turbulent fluidization (standard deviation). However, in this 
work, pressure measurements from CFD simulations at the upper part of the bed detected these 




2. Pressure fluctuations in the upper part of the bed, Chapter 1 and 2, appear to reflect bubble 
speed and coalescence events. These bubble events are an indicator of reactor conditions, such 
as mixing, heat transfer, segregation, residence time, etc. and can be associated with metrics 
of interest, Chapter 2 and 3. 
3. In these simulations, the pressure signals appear fast enough to detect shifts toward or away 
from optimal yield conditions. It appeared that optimal yield in bubbling beds with beds deep 
enough to reach slugging conditions maximum tar yield at turbulent fluidization, where gases 
and tar vapors are quickly removed from the reactor. At such high fluidizing gas mass flow 
pyrolysis vapor quality and composition may be different than at lower fluidizing gas flow. 
Recommendations for future experiments, measurements, computer simulations 
needed beyond current MFiX studies/capabilities 
The work presented, shows how fluidization regime and fluidizing gas mass flow [31, 168, 
177] affect biomass fast-pyrolysis yield in a fluidized bed. Biomass feed rate and particle sizes 
also appeared to have detrimental effects in terms of char/ash holdup in the bed and freeboard. To 
our knowledge there has not been such a comprehensive fluidization regime study on biomass fast-
pyrolysis reactors that do and do not exhibit slugging conditions.  
Using the axial profile of char concentration this hybrid model can be expanded to include 
char/ash effects on the pyrolysis yields from the reactor. Feedstocks have varying amounts of char 
and ash concentrations which must be investigated with a robust approach that can capture the 
hydrodynamics and chemistry efficiently. 
Future work for this model should include experimental validation from a biomass fast-
pyrolysis reactor at a range of fluidizing-gas mass flows. Measurements should include: high-
speed pressure measurements near Ho of the bubbling bed; chemistry yield; sand, biomass, and 
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char particle size distribution measurements [178]; fluidizing-gas properties and flows; biomass 
and sand properties characterization [178]; biomass mass flow; and reactor geometry. Using these 
data, modelers, and experimentalists can ensure hydrodynamic consistency between experiments 
and simulations. 
Other future work includes comparing the model with different biomass tracers such as the 
work of Daw and Halow [140] or Kohler et al. [164]. This would expand the current work and 










Fig. 3-1 Pressure statistics, (a) standard deviation, (b) skewness, and (c) kurtosis, at various 



































































Fig. 3-2 Pressure time irreversibility metric at various superficial velocities, U/Umf. (a) 
maximum time of irreversibility. (b) location of maximum irreversibility. 
  


















Pressure: Location of max(T3)
























































































































Fig. 3-3 Hybrid model biomass fast pyrolysis yield using Liden kinetics at superficial 
velocities, U/Umf. Line bands represent ±1σ confidence intervals. 
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Fig. 3-5 Char particle residence time distribution (RTD) with respect to sand bed height 0.6 




Fig. 3-6 Tar vapor residence time distribution (RTD) with respect to static bed height 0.6 < 











Fig. 3-8 Char particle exit RTD at 4 U/Umf for non-reacting biomass feed particles sized 





Fig. 3-9 (a) Simulated time-average axial profile for 100 micron char particles in the 
simulated reactor at a range of biomass feed rates relative to 0.118 g/s. (b) Simulated time-
average axial profile for 278 micron char particles in the simulated reactor at a range of 









Computational fluid dynamics simulations of biomass fast–pyrolysis bubbling–bed 
reactors are a feasible approach for designing reactor conditions and understanding the underlying 
physics governing hydrodynamics at a range of fluidizing conditions. This dissertation work has 
revealed the following points regarding biomass fast-pyrolysis bubbling-bed reactors: 
 Computational fluid dynamics simulations appear to provide a mechanism for quantifying the 
combined effects of hydrodynamics and chemistry that can be useful for understanding 
dominant processes involved in biomass fast pyrolysis. 
 Biomass particle properties, bed particle properties, fluidizing gas composition, and fluidizing 
gas flow are factors that have major effects on gas and particle residence times and have major 
impacts on bio-oil yield when Liden kinetics are assumed. 
 Two-fluid codes like MFiX can provide useful details about pyrolysis reactor hydrodynamics 
and gas and solid RTDs. 
 MFiX simulations provide valuable information and visualization of the complex 
hydrodynamics which are difficult to obtain experimentally. 
 Combining MFiX hydrodynamics with low-order chemistry models offers potential benefits 
in simulation speed and flexibility. 
 Fluidized bed hydrodynamics, which include mixing, elutriation, and residence time, is 
complex and difficult. 




 Direct comparisons between computational simulations and high-speed experimental void 
fraction and pressure measurements are needed to validate and improve existing CFD models. 
 Computational simulations of the bubbling-to-slugging transition with other CFD approaches 
such as the Eulerian–Lagrangian Discrete Element Method (DEM) are needed to resolve 
questions about the best approach for capturing the fundamental physics. 
 More experimental and simulation studies of the detailed relationship between bubble and 
pressure dynamics are needed to allow pressure signals to be a useful indicator of bubble 
patterns.  
 Computational simulations and corresponding experimental measurements are needed to 
determine how significant biomass concentration is to regime transitions, such as the bubbling-
to-slugging transition, and the effects on altering chemical conversion and the efficiency of 




Chapter 0 gave an overview of biomass fast pyrolysis, fluidized beds, and quantitative 
approaches to evaluating hydrodynamics. A problem statement was outlined regarding a 
disconnect between hydrodynamics and biomass fast-pyrolysis yield. A fundamental 
understanding of hydrodynamic effects on biomass fast-pyrolysis yield is necessary for future 
scale-up activities. An outline and structure for the dissertation was also provided. 
Chapter 1 is a version of the originally published work by Emilio Ramirez et al. in 
Chemical Engineering Journal titled “Computational Study of the Bubbling-to-Slugging 
Transition in a Laboratory-Scale Fluidized Bed.” The objective of Chapter 1 was to acquire an 
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improved understanding of the physics of slugging in fluidized beds of Geldart Group B particles. 
This worked utilized a computational fluid dynamics model to quantify and investigate the 
hydrodynamic regime transitions. Pressure and bubble statistics were evaluated at bubbling-to-
slugging fluidization regimes. Auto-correlation and cross-correlation techniques were also 
investigated. Pressure statistic data at various fluidization conditions agreed with bubble statistic 
data. The bubbling-to-slugging transition was also detected using pressure statistics. Furthermore, 
published work on bubble/pressure dynamics appeared to support bubble and pressure data 
acquired from the computational fluid dynamics simulations. In conclusion, an understanding of 
the bubbling-to-slugging hydrodynamics was acquired that could be applied to future simulation 
and experimental work. 
Chapter 2 used the computational fluid dynamics model from Chapter 1, but sub–models 
enabled included kinetics and multiple species: biomass, char, char tracer, gas, tar, and tar tracer. 
The objective of Chapter 2 was to relate slugging to bio-oil yield for biomass fast pyrolysis in 
bubbling beds. Initially hydrodynamics of the non-reacting model was validated with a biomass 
mixing study, and an elutriation study that used tracer particles with properties similar to char. The 
reacting model was then validated with an experimental setup at NREL. A hybrid 
MFiX/MATLAB model was developed that also agreed with the pyrolysis experimental data. The 
hybrid model showed how hydrodynamics, sand/biomass mixing, at various fluidization 
conditions, bubbling, bubbling-to-slugging transition, fully developed slugging, and turbulent 
fluidization affected biomass fast-pyrolysis yield. This work also included a parametric study on 
the residence time distribution which can be used with an experimental hydrodynamic study to set 
up the simulation of interest. In conclusion, the hybrid MFiX/MATLAB model showed how 
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mixing, elutriation, segregation, and chemistry were affected as the fluidized bed transitioned 
through bubbling, bubbling-to-slugging, fully developed slugging, and turbulent fluidization. 
Chapter 3 work utilized the simulations from Chapter 2 and focused on optimizing and 
controlling biomass fast-pyrolysis yield. The objective of Chapter 3 was to identify how to use 
pressure fluctuations to monitor and control bio-oil yield from bubbling–bed biomass pyrolysis 
reactors. Time irreversibility and statistics from pressure measurements were able to detect the 
bubbling-to-slugging transition. This work also showed how pressure statistics are used to measure 
the other regime transitions, from bubbling to turbulent regimes. Mixing and segregation effects 
were also evaluated at the various fluidization regimes. Effects of bed height and biomass flow on 
residence time and yield were also shown. Guidance on using computational fluid dynamics was 
also given for future biomass fast-pyrolysis reactor designs. Optimal conditions for biomass fast 
pyrolysis must decrease the residence time in the reactor by designing the bed and freeboard 
sections short enough to allow enough time for biomass devolatization and reduce secondary tar 
cracking. In conclusion, pressure measurements in the upper part of the bed can be used to monitor 
and control hydrodynamics which affect mixing, segregation, elutriation, and chemistry. 
Impact Potential 
 
The work presented here has the potential to guide optimization of bubbling-bed reactors 
for different applications. Legacy coal and biomass energy–generation facilities currently operate 
bubbling-bed reactors below capacity due to a lack of fluidization technology knowledge, losing 
significant amounts of revenue and increasing capital expenses. These legacy facilities also operate 
outside of optimal reactor design conditions and emit significantly more CO2 per MWe produced. 
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The work presented here provides fluidization visualizations that are easy to understand and are 
quantifiable. In its current state, the work provides guidance for designing conditions in a bench-
scale biomass fast-pyrolysis reactor, but any suitable kinetic model can be applied to the already 
available residence time distribution data contained herein. 
Another major impact of this work is the ability to change the way experimental groups 
design bubbling–bed reactor operating conditions. Published work on biomass fast-pyrolysis 
reactor experiments do not make justifications for choosing specific reactor geometry or operating 
conditions. Furthermore, vital reactor operating information is not included in published work to 
ensure consistency with models and other experimental reactors. This work provides an 
understanding of important reactor hydrodynamic parameters which must be considered at the 
design stage to ensure optimal yield. 
Future Work 
 
Given the caveats of interdependence this novel approach using hydrodynamic data from 
a CFD model with a separate chemistry model can be used to quickly screen multiple cases to do 
parametric screening. This allows testing many conditions and finding effects on chemistry. 
Although this work used CFD data to acquire chemistry from a separate MATLAB model, this 
approach can be reversed. Optimal tar vapor and char particle residence time distribution can be 
acquired from a low-order chemistry model such as the MATLAB model used here with a 
regression analysis. The optimal char and tar-vapor residence time distributions can then be 




The current work was validated by a single reactor operating condition with multiple 
replicates. We were unable to acquire more experimental data at other operating conditions to do 
further validation. This study can be expanded by providing experimental data at different points 
of the fluidizing regimes for validation of the model.  
The MFiX model and the hybrid model included moisture and heat-transfer effects which 
were not enabled for the current simulations. These effects have the potential to negatively affect 
residence time and yield, which should be investigated at the reactor and particle scale. 
More complex modeling approaches are available through the MFiX suite, such as the 
variable density model and the quadrature method of moments. These approaches are more 
complex, but capture some complex phenomenon using the Two-Fluid Model. The DEM model 
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Current Research 
 
His PhD research focused on understanding the multiphase hydrodynamic effects of 
fluidized beds on biomass fast pyrolysis chemistry. Since reactor measurements are difficult or (in 
some case) impossible, he employed simulations to gain an understanding of reactor effects. To 
establish meaningful data for reactor operators, he utilized useful data processing approaches 
which can be readily applied on real world reactors. The topics of his current research can be 
broadly categorized into two groups. 
The first group, bubbling bed hydrodynamics, mixing, flow, elutriation, and effects of gas 
and particle properties. Understanding and quantifying these effects are critical for efficient reactor 
design and operation. Although fluidized beds are widely utilized for power and chemical 
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processing, reactors are still designed and operated empirically. With the development of new, 
efficient computing resources and detailed physics of fluidization, fluidized beds can be better 
understood through validated and verified complex models. 
The second group, heat transfer, chemistry, and chemical species residence time are aspects 
that are important during reactive conditions. However, in thermochemical reactors these effects 
are typically coupled to hydrodynamic effects. Thus, having a solid hydrodynamic understanding 
of the problem is important to quantifying those effects on reactive conditions. The final chapters 
of his dissertation quantify the hydrodynamic effects on chemistry in a fluidized bed reactor. His 
current work shows how hydrodynamic effects and reactor design can be utilized to have greater 
control on chemical yield and quality. 
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At this point, his primary interest is in fluidized bed reactor simulations. Coming from 
industry he pursued this interest using robust open source software for simulating the reactor and 
data analysis. However, as briefly discussed above he previously worked on industrial scale 
fluidized beds where he acquired skills which can be readily applied to experimental reactors. In 
the immediate future, he would like to apply his modeling efforts on resolving the challenge with 
industrial scale up effects. In the long term, he sees himself working on expanding his expertise 
through simulations and experimental work. 
